Response anticipation and response conflict processes are supported by executive control. However, few neuroimaging studies have attempted to study the relationship between these two processes in the same experimental session. In this study, we isolated brain activity associated with response anticipation (after a cue to prepare vs relax) and with response conflict (responding to a target with incongruent vs congruent flankers) and examined the independence and interaction of brain networks supporting these processes using event-related potentials (ERPs) and functional magnetic resonance imaging. Response anticipation generated a contingent negative variation ERP that correlated with shorter reaction times, and was associated with activation of a thalamo-cortico-striatal network, as well as increased gamma band power in frontal and parietal regions, and decreased spectral power in theta, alpha, and beta bands in most regions. Response conflict was associated with increased activation in the anterior cingulate cortex (ACC) and prefrontal cortex of the executive control network, with an overlap in activation with response anticipation in regions including the middle frontal gyrus, ACC, and superior parietal lobule. Although the executive control network showed increased activation in response to unanticipated versus anticipated targets, the response conflict effect was not altered by response anticipation. These results suggest that common regions of a dorsal frontoparietal network and the ACC are engaged in the flexible control of a wide range of executive processes, and that response anticipation modulates overall activity in the executive control network but does not interact with response conflict processing.
Introduction
Reaction times improve after a warning signal that leads to anticipation of the target response, which is reflected in a cholinergic dependent long-latency negative polarity event-related potential (ERP) called the contingent negative variation (CNV) (Walter et al., 1964) . Numerous studies (Tecce, 1972; Lang et al., 1988; Alexander and Crutcher, 1990; Ulrich et al., 1998; Lee et al., 1999; Leuthold and Jentzsch, 2001; Isomura et al., 2003; Paradiso et al., 2004) suggest that anticipatory attention, motivation, and motor preparation are indexed by the CNV. The parallel activation patterns observed between the CNV (Birbaumer et al., 1990; Brunia, 1999; Brunia and van Boxtel, 2001 ) and neurons in the prefrontal cortex (PFC) (Fuster, 1990; Rockstroh et al., 1993; Rosahl and Knight, 1995) , posterior parietal cortex (Durstewitz, 2004) , and thalamus (Komura et al., 2001) indicate that the CNV measures neuronal activity within a thalamo-cortical-striatal network (Ikeda et al., 1997; Macar and Vidal, 2003; Pfeuty et al., 2005) .
A central component of response anticipation is achieving and maintaining an alert state (Bertelson, 1967) . Response anticipation has also been shown to include top-down processes of attention, which typically engage prefrontal and parietal cortices (Corbetta and Shulman, 2002; Liang et al., 2002; Foxe et al., 2005; Badler and Heinen, 2006) . These top-down control processes may be related to other executive functions, such as those recruited during response conflict (Gruber and Goschke, 2004) . There is evidence that these two processes share some common neural structures. For instance, response anticipation has been shown to engage the anterior cingulate cortex (ACC) and PFC (Frith et al., 1991; Dagher et al., 1999; Quintana et al., 2004; Fassbender et al., 2006) , regions that have been implicated in the executive control functions of conflict monitoring and resolution (Bush et al., 2000; MacDonald et al., 2000; Fan et al., 2003) , as well as cued task-set implementation and maintenance (Dosenbach et al., 2006) .
Although both alerting and the presence of conflict have been shown to influence reaction times when both are measured in the same task, such as in the attention network test, no significant correlation between alerting and response conflict effects was observed (Fan et al., 2002 (Fan et al., , 2005 . The lack of correlation between alerting and response conflict effects even in the presence of some overlap in the anatomy of the two processes makes it important to examine both the functional independence as well as interactivity of the networks involved in response anticipation and response conflict. To address this issue, we examined brain activity associated with these processes in an event-related paradigm designed to elicit the CNV and response conflict. Importantly, we used both ERPs and functional magnetic resonance imaging (fMRI) to track the underlying spatiotemporal activity supporting both processes. We predicted that brain networks having both common and process-dependent structures would be involved in response anticipation and response conflict processes, and that response anticipation would modulate but not interact with response conflict.
Materials and Methods
Participants. Nineteen healthy adults (9 females) participated in ERP recordings (mean age, 26 years; range, 18 -59 years), and 20 healthy adults (9 females) participated in fMRI scanning (mean age, 26 years; range, 18 -59 years). Eighteen subjects participated in both ERP recordings and fMRI scanning. Exclusion criteria for participation were previous traumatic brain injury with loss of consciousness within the past year, pregnancy, acute intoxication, drug or alcohol abuse history, neurological or psychiatric diagnosis, seizure disorder, and all constraining factors for MRI, such as claustrophobia. A signed informed consent approved by the New York Presbyterian Hospital/Weill Medical College of Cornell University was obtained from each participant before the experiment. Participants were reimbursed for participation in the study. Task design. In each trial, a warning cue period was followed by an imperative target period after a cue-target interval. See Figure 1 for a schematic of the response anticipation-response conflict paradigm. There were two cue conditions: no-cue and cue, with the cue condition subdivided into relax and ready cues. In addition, there were two target conditions: no-target and target, with the target condition subdivided into targets with congruent and incongruent flankers. This resulted in four trial types: (1) no cue, no target (baseline), (2) no cue, target (congruent or incongruent), (3) relax cue, no target, and (4) ready cue, target (congruent or incongruent). In the no-cue-no-target trials, participants were shown no events but only the consistent appearance of a fixation cross. In the no-cue-target trials, there was an unexpected target presentation. In the relax cue trials, participants were shown a pair of triangles above and below fixation, indicating that no target or flankers would be presented. In the ready cue trials, participants were shown a pair of circles above and below fixation, informing participants to get ready to respond to the upcoming target. The target was an arrow flanked on both sides by either two arrows in the same direction (congruent condition) or in the opposite direction (incongruent condition). The cues and targets were black with a gray screen background. The visual angle parameters for the target and flankers have been described previously (Fan et al., 2002 (Fan et al., , 2003 . The time course was 250 ms for the cue period, 2250 ms for the cue-target interval, 250 ms for the target period, 2000 ms for the response window, and 3000 ms, plus a jittered interval between 0 and 500 ms with a mean of 250 ms, for the intertrial interval. The average trial duration was 8 s.
Participants indicated the direction of the center arrow by pressing one key with the left hand for the left direction and another key with the right hand for the right direction. The 16 trial combinations of 2 (no cue, cue) ϫ 2 (no target, target) ϫ 2 (congruent, incongruent flankers) ϫ 2 (left, right hand response) were psuedorandomized across the 8 runs of 32 trials so that each trial type had an equal probability of appearing before and after each specific trial. Each run lasted 288 s. The first and last 16 s of each run were rest periods. Reaction time (RT) and accuracy were recorded for each trial. Stimulus presentation and behavioral response collection were performed with E-Prime (Psychology Software Tools, Pittsburgh, PA).
ERP data acquisition. ERP data were recorded using a 128-channel Geodesic Sensor Net (Tucker, 1993) and the Geodesic EEG System (Electrical Geodesics, Eugene, OR) with a 0.1-100 Hz bandpass filter and a sampling rate of 250 samples per second digitized with a 12 bit A/D converter. The impedance of all electrodes was Ͻ40 K⍀ at the start time, with the exception of electrodes marked as unusable. Recordings in every channel were referenced to Cz during acquisition, and then averagereferenced off-line. The experimental control personal computer running E-Prime was synchronized to and communicated with the EEG system. The trial events, including the cue and target type and onset/ offset time, were sent to the data recording system via a standard serial port to record, together with the ERP data. ERPs were recorded for all of the eight runs of trials.
fMRI data acquisition. Participants were scanned with a General Electric Signa 3.0 tesla MRI scanner (General Electric Medical Systems, Milwaukee, WI). A spiral in-and-out sequence (Glover and Thomason, 2004 ) was used to collect functional blood oxygen level-dependent (BOLD) signal. The parameters used were as follows: repetition time, 2500 ms; echo time, 40 ms; field of view (FOV), 220 mm; flip angle, 90°; 64 ϫ 64 matrix; 32 of 5-mm-thick (skip 0 mm) axial slices with an in-plane resolution of 3.4375 ϫ 3.4375 mm, parallel with anterior commissure-posterior commissure. The total volume number for each run was 116. In-plane T1-weighted anatomic images (256 ϫ 256 in-plane resolution) were acquired with the same prescription as the functional images. A whole-brain, high-resolution, T1-weighted anatomic scan (three-dimensional spoiled gradient; 256 ϫ 256 in-plane resolution; 240 mm FOV; 124 ϫ 1.5 mm axial slices) was also acquired for each participant. For fMRI, the first run was used as a practice run, and both the first run and the last (eighth) run were not scanned because of technical limitations.
Behavioral data analysis. In each trial, a 250 ms cue period was followed by an imperative 250 ms target stimulus (the center arrow in a row of 5 arrows), with a 2250 ms cue-target interval and a 2000 ms response window. The intertrial interval was jittered between 3000 and 3500 ms with an average duration of 3250 ms. There were two cue conditions: uncued trials and cued trials, including relax and ready cues. There were two target conditions: targets with congruent or incongruent flankers. The participants' task was to indicate the direction of the target.
repeated measures with the two factors of cue (cued, uncued) by target (congruent, incongruent) for the target response. This provided a metric of the degree to which top-down control processes of response anticipation exerted an influence on reaction times (i.e., cue main effect), the degree to which conflict processing influenced reaction times (i.e., conflict main effect), and potential interactions between response anticipation and response conflict processes. All data were collapsed over left and right response hands. ERP data analysis. ERP data were segmented by correct and incorrect responses separately, with a time window of 200 ms before to 3000 ms after the cue onset for the cue-locked ERP, 200 ms before to 800 ms after the target onset for the target-locked ERP, and 400 ms before to 400 ms after the response for the response-locked ERP. Segments with incorrect responses were excluded from additional data analysis. Cue-locked segments consisted of four types of segments: no-cue-no-target, no-cuetarget, relax-cue-no-target, and ready-cue-target. Target and response locked segments also consisted of four types of segments: no-cue-targetcongruent, cue-target-congruent, no-cue-target-incongruent, cuetarget-incongruent. A channel was interpolated using the spherical splines method if Ͼ20% of the segments were unusable. The maximum number of unusable channels for each participant was 10. Artifact rejection was performed over the entire epoch using a moving window method with a transit threshold of 50 V and voltage threshold of 100 V. Eye blinks and horizontal eye movements were defined as 50 and 30 V, respectively. The above steps were performed using the Net Station software (Electrical Geodesics).
Subsequently, averaging was performed using BESA 5.1 software (MEGIS Software, Munich, Germany) on each type of segment from individual participants. Artifact rejection was performed again over all segments with an amplitude threshold of 160 V and gradient of 75 V/sample, defined as amplitude change from one sample to the next. Participants with Ͻ10% of trials accepted in any condition were excluded from ERP analysis (with the exception of one participant, who had 3% of trials accepted in the ready cue condition), resulting in three participants being excluded from cue-locked analysis, seven from targetlocked analysis, and five from the response locked analysis. Regression of the CNV amplitude on the number of accepted trials for the ready and relax cue conditions was performed to test whether there was a significant relationship between the CNV amplitude and the accepted trial number. The nonsignificant regression results assured that differences in overall signal-to-noise ratios (i.e., the number of trials accepted) were not a factor in CNV amplitude. The epoch for the cue-locked ERP was 3200 ms, with a 200 ms baseline and a 3000 ms period after the onset of the cue. The epoch for the target-locked ERP was 1000 ms, with a 200 ms baseline and an 800 ms period after the onset of the target. The epoch for the response-locked ERP was 800 ms, with 400 ms before and 400 ms after the response. The high-pass filter was set to 0.1 Hz, with a 6 db/oct slope and zero phase. Grand averages were made separately for each condition of cue-locked (n ϭ 16), target-locked (n ϭ 12), and response-locked (n ϭ 14) using averaged data from individual participants, and a lowpass filter of 15 Hz was applied. To investigate the CNV related to response anticipation, the waveforms of the E6 electrode, located close to Fz (see Fig. 3B ), and the six surrounding electrodes (E5, E7, E12, E13, E107, E113) over the interval from 600 to 1000 ms after cue onset were averaged and compared between the ready-cue-target and relax-cue-notarget conditions in the averaged data of individual participants. To investigate the conflict-related ERP, the means of peak amplitude and latency to peak of P1, N2, and P3 were compared across the following 2 cue ϫ 2 target conditions: ready-cue-congruent, ready-cue-incongruent, no-cue-congruent, and no-cue-incongruent.
fMRI data analysis. fMRI data analysis was conducted on both cueand target-related activation as well as on the influence of response anticipation and conflict conditions on activation in the executive control network. Event-related analysis of the fMRI data was conducted using statistical parametric mapping (SPM2; Wellcome Department of Imaging Neuroscience, London, UK). The first two volumes of each run were discarded. The functional scans were realigned to the first volume of the remaining 114 volumes, coregistered to the T1 image, normalized to a standard template [Montreal Neurological Institute (MNI)], and spatially smoothed with an 8 ϫ 8 ϫ 8 mm full-width at half-maximum (FWHM) Gaussian kernel. GLM was conducted for the functional scans from each participant by modeling the observed event-related BOLD signal and regressors to identify the relationship between the BOLD signal and the regressors. Regressors were created by convolving a train of ␦ functions representing the cue and target events with the default SPM basis function, which consists of a synthetic hemodynamic response function composed of two gamma functions and its derivative (Friston et al., 1998) . There were two cue-related regressors: relax cue and ready cue, and eight target-related regressors: 2 (flanker congruency: congruent and incongruent) ϫ 2 (target direction: left and right) ϫ 2 (cue condition: uncued and cued). The six parameters (x, y, and z translations and rotations) generated during motion correction were entered as covariates of no interest in the first-level GLM, because it has been suggested that inclusion of these covariates is generally useful for increasing the sensitivity of GLM in the analysis of event-related fMRI (Johnstone et al., 2006) . The specific effects of the cue and target, including their interactions, were tested by applying appropriate linear contrasts to the parameter estimates resulting in contrast maps for each participant for cue types, target types, and interaction effects. The data were collapsed over target direction (and therefore response hand).
The images of contrast estimates of all participants were entered into a second-level group analysis conducted with a random-effects statistical . For responses to cued versus uncued targets, RTs were shorter during both ERP and fMRI testing, and accuracy was greater during fMRI testing. In addition, RTs were longer and accuracy was reduced for responses to incongruent versus congruent targets. There was no significant interaction between cue and target conditions. Error bars represent Ϯ1 SEM.
model that accounts for intersubject variability and permits populationbased inferences. The resultant voxel-wise statistical maps were thresholded for significance using a cluster-size algorithm that protects against an inflation of the false-positive rate. An uncorrected p value of 0.01 for the height (intensity) threshold of each activated voxel was used. A Monte Carlo simulation of the brain volume of the current study was conducted to establish an appropriate voxel contiguity threshold (Slotnick and Schacter, 2004) . Assuming an individual voxel type I error of p Ͻ 0.01, a cluster extent of 85 contiguous resampled voxels (2 ϫ 2 ϫ 2 mm 3 ) was indicated as necessary to correct for multiple voxel comparisons at p Ͻ 0.05. To calculate the RT-BOLD correlations, volumes of interest were extracted from the activated region with a radius of 6 mm centered at the local maximum of the mass. Finally, for the dipole modeling, the coordinates of activation in MNI space were transferred to Talairach (Talairach and Tournoux, 1988) space using a nonlinear transformation (http://www.mrc-cbu.cam.ac.uk/Imaging/mnispace.html).
We also examined all of the areas in which there was evidence of a conjunction between activation in the response anticipation and in the response conflict processes, using a conjunction analysis of SPM testing global null using the minimum T statistic (Friston et al., 2005) , with a global false-positive rate of 0.01 for the height threshold. This conjunction analysis makes the inference that the consistent effects are significant, but not that the significant effects are consistent (Friston et al., 2005) .
Dipole modeling and power spectrum analysis of ERP data. A source model for the ERP associated with response anticipation was constructed in BESA using the cue-locked grand average with dipole locations based on the coordinates of the fMRI regions activated in the ready versus relax cue contrast. The caudate and putamen regions were excluded as these regions do not contribute to the scalp ERP because of the lack of layered neuronal organization (Crottaz-Herbette and Menon, 2006) . This resulted in nine dipoles. The dipole locations were constrained and orientations were free for the model fitting. The difference waveform of the cue-locked ERP between the ready and relax cue conditions, calculated from the grand averaged data of all participants, was used for the model fitting, with a time period of 0 -2500 ms after cue onset. To avoid fitting with bias, all of the dipole orientations were fitted simultaneously without any additional selection to link an ERP component to a specific dipole at a certain time period. Average surface points of the Geodesic Sensor Net provided by BESA were used.
The BESA source model solution generated from the grand averaged ERP was applied as a montage to the individual participants' cue-locked epochs, and power spectrum analyses were performed in BESA separately for the relax cue and ready cue conditions. Power spectral density was computed for each single trial, and then averaged across trials for each participant in each condition. The time-frequency sampling was 2 Hz/25 ms. BESA uses a complex demodulation to transform time-domain data into the time-frequency domain (Papp and Ktonas, 1977) . This complex demodulation consists of a multiplication of the time-domain signal with a complex periodic exponential function, with a frequency equal to the frequency under analysis, and a subsequent low-pass filter. This lowpass filter is a FIR filter of Gaussian shape in the time domain, which is related to the envelope of the moving window in wavelet analysis. For our setting of a 2 Hz/25 ms time-frequency sampling, this filter has a width of 5.7 Hz in frequency domain and 79 ms in the time domain of FWHM. For additional details about the BESA time-frequency analysis, see Hoechstetter et al. (2004) . The power change percentage was computed relative to the baseline period of 100 ms before cue onset, without any transformation before statistical analyses (e.g., log10), because the percentage power change rather than power spectral density was analyzed. The frequency sampling range was 4 -100 Hz, which included the theta (4 -8 Hz), alpha (8 -12 Hz), beta (12-30 Hz), low gamma (30 -80 Hz), and a portion of the high gamma (80 -100 Hz) bands. Studies have suggested that high (80 -150 Hz) and low gamma band activity are functionally distinct (Edwards et al., 2005; Canolty et al., 2006) . Diagrams of power spectrum percentage change compared with baseline as a function of time and frequency from each participant were further smoothed with a two-dimensional Gaussian kernel with an SD of 6 Hz/75 ms, and group data analyses for source-localized power spectrum change were conducted. The average difference between ready cue and relax cue conditions was plotted over all dipoles, and the t values for the difference calculated for all time-frequency data points were plotted as a color map. A Monte Carlo simulation of the current study provided that, assuming an individual pixel type I error of p Ͻ 0.01, 20 contiguous original pixels were needed to correct for multiple comparisons. For example, for 5 ϫ 4 pixels in the time-frequency t map, converted to the area, the threshold for a cluster extent was 10 Hz ϫ 100 ms for ͉t (15) ͉ Ͼ 2.95.
Source models for the target-locked and response-locked ERP were constructed using the target-locked and response-locked grand averages with dipole locations based on the fMRI regions activated in the response conflict effect. Power spectrum analyses were performed for the no-cuetarget-congruent, no-cue-target-incongruent, cue-target-congruent, and cue-target-incongruent conditions in each participant. Power spectrum change compared with baseline as a function of time for the cue effect on target (cued vs uncued target), conflict effect (congruent vs incongruent flankers), and their interaction were tested.
In summary, we isolated neural activity related to response anticipation using a cued imperative target paradigm designed to elicit the CNV by contrasting a "ready" versus a "relax" cue condition. In addition, we examined neural activity related to response conflict processing by contrasting activation during the subsequent response to a target surrounded by incongruent versus congruent flankers. Furthermore, we compared both the behavioral and neural conflict effects during the response to cued versus uncued targets to examine the interactivity of response anticipation and response conflict. Figure 2 A illustrates that RTs were significantly shorter for cued than uncued target responses collected during ERP and Figure 3A shows the ERP waveform calculated from the average of channel E6 and the six surrounding channels located at the peak of the topography illustrated in Figure 3B . The CNV peaked at 700 ms over the interval from 500 to 1400 ms after the presentation of a ready cue. Because we used a short S1-S2 interstimulus interval (ISI) and a 0.1-100 Hz bandpass filter, the early and late components of the CNV could not be dissociated. A paired t test showed that the mean amplitude difference between the ready and relax cues over 600 -1000 ms was significant for the multiple averaged midline electrodes (t (15) ϭ 2.76; p Ͻ 0.01, one-tailed). Figure 3B shows the topography of the voltage difference between the ready and relax cues at 699 ms after cue onset, with the negative voltage distributed over the dorsofrontal surface of the skull. In addition, a lateralized posterior positivity was observed. Table 1 and Figure 4 , A and B, illustrate that fMRI contrasts of the ready minus relax cue conditions isolated a distributed thalamocortico-striatal network, including several right-lateralized regions previously associated with response anticipation and preparation functions [i.e., caudate and putamen, midbrain, thalamus, pre-supplementary motor area (pre-SMA)], as well as several regions that have been implicated in executive control (i.e., anterior cingulate, middle frontal gyrus, superior frontal gyrus, and parietal cortex).
Results
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ERP and power spectrum analysis results
Nine dipoles were modeled with the coordinates converted from Table 1 . The center panel of Figure 5 illustrates the localization of these dipoles. The residual variance after fitting the model to the cue-locked grand average ERP data was 33%. Figure 5 also shows the differences in power change of 4 -100 Hz frequency bands between the ready and relax cue conditions as a function of time and frequency. The comparison of the power spectrum change relative to the baseline period in the ready versus relax cue conditions revealed that response anticipation was associated with greater gamma power (30 -100 Hz) sustained over the cue-target interval in frontal regions, particularly the right superior frontal gyrus, as well as in the superior parietal lobule. In conjunction with the increase in gamma band power, there was a decrease in power in the theta (4 -8 Hz), alpha (8 -12 Hz), and beta (12-30 Hz) bands in most regions, particularly the right superior occipital gyrus. In addition, there was a decrease in gamma band power in the ACC source. The gamma increase in the left precentral gyrus appeared greater than in right precentral gyrus. Figure 6 shows that, for the ready cue condition, the mean amplitude of the CNV over the interval of 600 -1000 ms was correlated with mean RTs (r ϭ 0.53; p Ͻ 0.05; df ϭ 14; two-tailed). We Table 1 . estimated the linear, quadratic, and cubic curve fitting and found that the curvilinear solutions best fit the data (R 2 ϭ 0.28, F (14) ϭ 5.34, p Ͻ 0.05; R 2 ϭ 0.71, F (13) ϭ 16.11, p Ͻ 0.001; and R 2 ϭ 0.77, F (12) ϭ 13.17, p Ͻ 0.001, respectively). The positive correlation indicated that participants with more negative CNV amplitudes had shorter RTs. However, in the presence of the CNV (i.e., when the amplitude is negative), there is a plateau effect on the relationship between CNV amplitude and RTs.
Correlation analysis results
The correlations between CNV amplitude and gamma band power change in the right superior frontal gyrus (r ϭ 0.41), correlations between RTs and gamma band power change in the right superior frontal gyrus (r ϭ 0.38), as well as correlations between RTs and alpha band power change in the right superior occipital gyrus (r ϭ Ϫ0.15), were not significant. There was no significant correlation between RTs and BOLD signal change in the right superior frontal gyrus (r ϭ 0.10). However, the correlation between RT and BOLD signal change in the right superior occipital gyrus was Ϫ0.44 ( p ϭ 0.08, twotailed), indicating a trend that shorter RTs were associated with greater right superior occipital gyrus activation.
Conflict-related brain activity
The target-locked ERP calculated from the mean of channel E6 and the six surrounding channels had a positive peak at 200 ms (P1), a negative peak at 300 ms (N2), and another positive peak at 450 ms (P3) after target presentation. ANOVA showed a significant main effect of cue on the latency of the P1 component (F (1,11) ϭ 10.37; p Ͻ 0.01), demonstrating a shorter latency for the cued target response (201 vs 215 ms). There were no significant main effects of cue or target, nor any interaction between these factors, for the peak amplitude and latency of the other components. Table 2 and Figure 7 show that the "conflict effect" contrast of incongruent versus congruent target conditions in fMRI revealed activation of several regions of the executive control network, including the left and right middle frontal gyrus, left anterior cingulate gyrus, and right medial frontal gyrus, as well as other regions, including the left superior parietal lobule, right precuneus, and right paracentral lobule. For the conflict contrast, the residual variance after fitting the dipole models to the grand averages of target-locked and responselocked ERP data were 41.6 and 45.0%. Possibly related to the high variance unexplained by the models, no spectral power change effects were observed for the contrast between incongruent and congruent conditions. Table 3 shows the contrast between uncued versus cued targetrelated BOLD signal change. Greater activation was observed for uncued targets in regions implicated in executive control, including the left middle frontal gyrus, right and left anterior cingulate gyrus, and left superior frontal gyrus. However, there was no significant interaction between the cue condition (uncued vs cued) and the target condition (incongruent vs congruent). These results indicated that, although the cue reduced the overall magnitude of activation of the executive control network during the target response, cue condition did not affect the magnitude of the conflict effect, that is, the difference between the BOLD response to incongruent versus congruent targets. Figure 8 illustrates the ACC activation during responses to targets with incongruent and congruent flankers under uncued and cued conditions. The main effect of cue condition on target-related activation was significant, with greater activation for uncued targets. The conflict effects were significant for both cued and uncued targets, but did not differ between uncued and cued conditions. No spectral power change effects were observed for the interaction between cue conditions and conflict conditions. Table 4 lists the locations of maximum activity for the computed conjunction. Regions of overlap between response anticipation and response conflict processes can be seen in Figure 9 . Consistent activation was observed in the bilateral middle frontal gyrus, ACC, superior parietal lobule, and precentral gyrus, as well as in the right superior occipital gyrus, right caudate nucleus and right thalamus.
Effects of cue condition on target response
Consistent activation in response anticipation and response conflict processes
Discussion
Top-down processes of response anticipation
Response anticipation generated a CNV, which was associated with faster responses, consistent with studies showing the involvement of the CNV in cued target anticipation and motor preparation (Rosahl and Knight, 1995; Ulrich et al., 1998; Leuthold and Jentzsch, 2001 ). This result suggests that response anticipation facilitates response preparation and execution. In addition, our results demonstrated an association between generation of the CNV and activation of a thalamo-cortico-striatal network, consistent with a simultaneous EEG/fMRI study showing that trial-by-trial CNV amplitude is correlated with BOLD activation in the ACC, SMA, and thalamus (Nagai et al., 2004) , and other studies showing that the CNV is generated by a thalamo-cortico-striatal circuit, including the cingulate gyrus and caudate nucleus (Rebert, 1972; McCallum and Cummins, 1973; Rebert et al., 1986; Ikeda et al., 1997) . It has been suggested that response anticipation increases cortical excitability in task-relevant regions through generation of the CNV, priming these regions for improved target processing. ERP studies have found that trial-by-trial frontocentral CNV amplitude predicts response accuracy and is correlated with extrastriate activation in a flanker letter discrimination task (Padilla et al., 2006) , and that the amplitude of a negative ERP waveform elicited by a cue predicts later recollection of a subsequent target word (Otten et al., 2006) . Our fMRI analysis enabled specific spatial localization of the regions activated in the cue effects. Contrasting the BOLD signal after a ready versus relax cue demonstrated that response antici- pation was associated with activation of a thalamo-corticostriatal network, including the middle frontal gyrus, superior frontal gyrus, superior parietal lobule, pre-SMA, ACC, thalamus, and basal ganglia. The PFC has bidirectional connections with multiple brain regions, including sensory, motor, and subcortical structures, placing it in an ideal anatomical position to monitor and control numerous cognitive processes (Miller et al., 2002) . The PFC has been implicated in top-down control of taskrelevant regions during response anticipation (Fuller and Jahanshahi, 1999; Miller, 2000; Liang et al., 2002; Fassbender et al., 2006) , as well as in the active maintenance of task goals and representations (Barcelo et al., 2000; Miller and Cohen, 2001) .
Similarly, studies have suggested that the ACC, superior frontal cortex, and cortical regions along the intraparietal sulcus are involved in cued task-set implementation and in holding information on-line during response anticipation (Petit et al., 1998; Quintana et al., 2004; Dosenbach et al., 2006) . In addition, prefrontal and parietal regions are involved in sustaining attention during response anticipation (Desimone, 1996; Hopfinger et al., 2000) . The ACC, along with the PFC (Frith et al., 1991; Cohen et al., 1999) and basal ganglia (Pasupathy and Miller, 2005) , which are interconnected in corticobasal ganglionic loops (Middleton and Strick, 2002) , have been implicated in volitional action, consistent with their activation during the period after a ready cue as opposed to a relax cue. Furthermore, studies have implicated the pre-SMA (Lee et al., 1999) , basal ganglia (Alexander and Crutcher, 1990) , thalamus (Paradiso et al., 2004) , middle frontal gyrus (Lang et al., 1988) , and anterior cingulate (Deiber et al., 1999) in motor planning. Power spectrum analysis of the pretarget period provided additional insight into the nature of preparatory processing within various frontal and posterior brain regions during response anticipation. The comparison of power spectrum change in the ready versus the relax cue conditions revealed that response anticipation was associated with greater gamma power sustained over the cue-target interval, in conjunction with decreased power in the theta, alpha, and beta bands. This result suggests that response anticipation is subserved by increased activity in these regions, because greater gamma band power and reduced alpha band power have both been associated with increased neuronal activity (Klimesch et al., 1999; Pfurtscheller and Lopes da Silva, 1999; Steriade, 1999; Salinas and Sejnowski, 2001 ). Reduced alpha band power is caused by event-related desynchronization (ERD) of the alpha band, which may reflect the flow of information from thalamocortical networks to the primary somatosensory cortex, facilitated by thalamic reticular cells (Brunia, 1999) . Activity in this network has been suggested to contribute to the generation of the CNV (Birbaumer et al., 1990) . A recent study (Mukamel et al., 2005) has demonstrated a negative correlation between BOLD signal and local field potentials in the auditory cortex at frequencies of 5-15 Hz, which includes the alpha range, but a positive correlation at frequencies in the gamma range of 40 -130 Hz, supporting the potential linkage between fMRI activation and spectral power change. Our finding of increased gamma band activity and decreased alpha band activity in regions associated with attention, sensory processing, and motor preparation supports the contention that the PFC exerts top-down control of task-relevant brain regions in response to a ready cue. The PFC has been proposed to facilitate anticipatory processes through the synchronization of local field potential oscillations (Engel et al., 2001; Liang et al., 2002) . Studies have implicated gamma-frequency oscillations in top-down attentional pro- Extends to pre-SMA and the second local maxima is in right anterior cingulate gyrus.
