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Abstract
Target or threat containment is a process where a team of robots forms a particular for-
mation around a target so that it gets engulfed in it. The robots under consideration run
decentralized Swarm-Algorithms that make them cooperate with each other using their lo-
cal sensing capabilities. Previous work in this area has dealt with robot formations and
single threat containment where the target is either fixed or dynamic. In either case the
same targets exist throughout the containment process. The challenge is to use such col-
laborative robots to contain multiple targets that appear at random times, and expire after
some time. In order to accommodate multiple threats, an algorithm named MUltiple Threat
Containment Algorithm (MUTCA), was proposed and analyzed in this work. Upon sens-
ing threat occurrences, the robots split up and attempt to surround all threats with a circular
formation. MUTCA is based on Quadratic Artificial Potential Functions (QAPF). Multiple
QAPFs are carefully designed to allow robots to surround the threats evenly and to avoid
collisions. Using MUTCA, each robot periodically and independently calculates the sum
of forces acting at their location in order to decide its movements.
This work investigates the capabilities and limitations of autonomous robots utilizing
MUTCA via simulation using MAHESHDAS - a simulator developed to simulate au-
tonomous robots. Application specific success rates were examined for robot sensor ca-
pabilities and parameters used by QAPF. Though working well for the tested scenarios,
MUTCA has been found to be sensitive to application specifics and sensor errors. As no
prior work has been found to solve such a multi-threat containment problem, this work
reveals the issues involved with this challenging problem and analyzes the proposed novel
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The earliest known record of robotics dates back to 350 B.C when Archytas of Tarentum, a
Greek Mathematician, developed a model bird that operated using steam. Robotics as we
know today took its first form around 1495 when Leonardo DaVinci designed a mechani-
cal robot that resembled an armored knight. Robotics has evolved tremendously since then.
Earlier robots were bulky, and their computing elements took up tremendous space. With
the advent of microchips, and cheaper electronics, robots are becoming smaller in size, and
cheaper in cost. Today robots can be made autonomous, and this has given rise to a special
branch of robotics called Cooperative Robotics [15]. Rather than using bigger, expensive,
and specialized robots to perform tasks, cooperative robotics makes use of a larger num-
ber of smaller robots that work with each other to perform the same or maybe even more
complex tasks. Cooperative robots are well suited in applications such as chemical spill
monitoring, or spill-containment where loss of a few robots can be tolerated. Coopera-
tive robots have evolved further to give rise to Swarm-Robotics [13]. Swarm robots are
inspired by nature, in particular, swarms of ants, bees or termites. Swarm robots running
swarm-algorithms are able to mimic swarm-like behavior such as flocking of fish, foraging
of ants, shape-formations in birds, etc. Using these properties, swarm algorithms have also
been developed for perimeter containment [5] [22], and object-guarding [21]. This work
will develop a framework that will use a swarm-like algorithm to make a group of cooper-




In its simplistic form, threat-containment is another way to look at shape-formations in
robots. Containing a threat implies making a group of robots form some shape around it.
The terms ‘target’ and ‘threat’ will be used interchangeably throughout this work. Initially
a group of n robots would be spread out uniformly in a 2D field of fixed dimensions, as




Figure 1.1: n robots spread uniformly in a 2D field of set dimensions, just as t = 3 threats
appear on the field.
The robots have a physical size and are capable of local sensing. They are completely
autonomous with no centralized control governing their actions. Robots cannot tell the
difference between any two threats or between any two robots, but they can distinguish
between a threat and a robot using different sensors. Using their local sensing capabilities,
the robots are able to collaborate with other robots within a circular neighborhood of radius
rs, to perform a given task. Imposing these minimal restrictions on robots and their sensors
can reduce their cost, making it possible to deploy a larger number of such cheaper robots
to accomplish the task. It is assumed that the size of the robots is much smaller than the
size of the environment in which the task will be carried out.
Multiple targets are made to occur at t random points either simultaneously or at dif-
ferent times in the field. These threats have a special property wherein the threats ‘expire’
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after a certain period, and are no longer tried to be contained. After expiring, the space oc-
cupied by the threat is considered void. The robots are entrusted with the task of containing
(forming a shape around) each of the active (non-expired) targets. Each target is to be con-
tained by a subset of the n robots. In our case, robots contain threats by forming a circle
around them. Let rt be the radius of the circle that the robots will form around the threat. It
should be noted that rt is application dependent, and will be assumed constant throughout
the containment process once it is set. The problem now boils down to the following:
1. Which robots will participate in the threat-containment process and
2. How will these robots be made to move to form the containment circle (circle to be
formed around the threat)
In order to solve both 1, and 2, an Artificial Potential Function (APF) approach was
used. This is suitable for a scenario where threats expire after they are born. In this ap-
proach, threats and robots are associated with an artificial potential field. As they are mov-
ing, robots detect this potential field, convert it into forces using a corollary to Newton’s
Second Law of Motion, and move towards points of lower potentials. The APF is designed
in such a manner so that the result of this approach would make the robots move to loca-
tions of lowest potentials that automatically correspond to positions which are associated
with robots containing multiple threats. This design will also avoid potential collisions be-
tween robots. An illustration of the expected outcome of this process is shown in Figure
1.2.
The APF approach with the autonomous robots was simulated in MAHESHDAS —a
simulator designed to simulate cooperative robots [16]. It should be noted that the objective
of this work is not to find the optimum solution to the multi-threat containment problem, but
to propose and examine an algorithm that does multi-threat containment with reasonable
success. We are motivated to solve such a problem which is representative of applications
that are similar to chemical spill containment. In such cases, there might be a need to clear






Figure 1.2: A sample outcome of the containment process where n = 29 robots have split
up into groups to contain 3 threats. The robots form a circle of radius rt around the 3
threats.
environment. The following section will review existing approaches for threat-containment
and shape-formations.
1.2 Related Work
To contain a threat, it is essential to study robotic shape formations. Shape or pattern forma-
tions in robots have been studied extensively by many authors over the years [9]. The shape
of choice for this work is a circle. The reason for this is that circles are completely sym-
metric, with infinite axes of symmetry through its center. This is not true for more complex
shapes such as trapeziums, ovals, rhombus, etc. Open ended shapes such as lines, v-shapes,
or wedges are not suitable for threat containment because of their open-endedness. Pattern
formation in robots can be done using two approaches — centralized, and decentralized.
In centralized pattern formation, a system or a group of systems coordinate and control the
motion of a group or groups of robots. This is not feasible for a system that is designed
to be completely autonomous [21]. In a decentralized approach, robots are not governed
by a central system, but rather take decisions using local communication and sensing. A
decentralized approach such as [6] is scalable, robust, and easier to construct [9]. This
approach has been studied extensively by several authors, notable of which are Sugihara
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and Suzuki [24] who have studied the pattern formations of circles, lines, and polygons.
Sugihara and Suzuki use global communication to achieve pattern formation, which makes
their algorithm less scalable and impractical for actual deployment. Other authors have
tried to recreate the same or similar formations using other algorithms. In [3], the authors
propose an approach called “Direct” which moves a set of oblivious mobile robots to form
a non-degenerate circle. Papers such as [4] study the idea of moving a group of robots
once they are in a formation. This involves keeping the formation constant even when the
group turns a corner. In our work, the formation is not expected to move once a target is
contained. A coordinated control strategy for an autonomously monitored dynamic spill
has been discussed in [18]. This approach makes use of a commander to broadcast coordi-
nation variables to agents under its control, but this involves global communication at some
level. In all the approaches mentioned above, the formation of a circle is either done at a
random point in the field, or, if the circle is formed around a particular point, all robots on
the field are involved in the formation of a single circle. In our work, the robots should
be able to form a circle at multiple places (around multiple targets). After the threat has
disappeared, the robots should be able to reorganize themselves in order to contain future
threats. This requirement brings up an interesting area of multi-team formations. Hsu and
Lin discuss the VOMAS architecture [12], to perform multiple-team formations. This ap-
proach has a leader-control strategy associated with it, which make the team of robots lose
its homogeneity as well as makes the system centralized. The approach taken in [26] uses
a switching distance to split the robots between multiple teams. Combination of the for-
mation and navigation behaviors or multiple teams of robots for military applications has
been discussed in [1].
The premise of threat containment tackled in this work is the use of plenty of robots with
very limited intelligence for collaborative tasks. These robots self-organize themselves into
circles by cooperating with each other through the environment (stigmergy). This is true of
a typical Swarm system [8]. Swarm systems are inspired by animals living in groups such
as swarm of bees, flock of birds, school of fish, etc. Stigmergy, for example, is used by
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foraging termites, and ants. They leave behind trails of pheromones (a chemical substance
secreted by these animals) in the environment. The animals are attracted towards these
pheromones. The path to the location of food may be marked by such pheromones. Each
animal leaves a trail of pheromones when a stock of food is discovered. Trails of stronger
concentration of pheromones are produced when a lot of animals start using them. As a
result more and more animals are attracted to this path. Eventually the entire swarm of ants
or termites can get to the food. Over time, as the food gets over, animals start to forage in
other areas, and this pheromone trail becomes weak, and animals are no longer attracted
to it [7]. Thus using a swarm-approach, a lot of small animals, which were incapable
of finding food by themselves, were benefited by collaborating with other animals. This
collaboration was done through stigmergy.
As in the foraging example mentioned above, swarm algorithms are decentralized by
nature, and focus on collaborative aspects of small agents — a feature that this work will
try to exploit. Swarm algorithms are naturally suited for scenarios where threats disap-
pear after a while (similar to the food getting over for foraging ants). Swarms reorganize
themselves after such an event, and the system as a whole continues to operate as usual.
A swarm algorithm for arbitrary shape formations using the SHAPEBUGS algorithm has
been mentioned in [5]. This uses a gas model for filling a shape with robots. An impor-
tant thing considered in our work is the fact that robots have physical size. Papers such as
[17] do not consider the robots to have a physical size, while others such as [5] consider
wrap-around spaces for robots. Such realistic factors, when ignored, are likely to affect the
success of the algorithm. Real robots have physical size, and there exist real constraints
on their hardware. It is essential that the threat-containment algorithm take these physical
constraints into consideration. A common thread that binds many of the swarm-like algo-
rithms is the concept of Artificial Potential Fields (APF). APFs are mathematical functions
that approximate potential functions. APFs are assigned to robots and threats. A force is
induced on any robot that is kept in such a potential field. Robots move to the positions
where the potential is the least, as these are the positions where the forces acting on the
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robots are minimum. The approach works by associating the goal with the location of the
lowest potential, and making the robots move to this point. This is similar to an object
being raised above the ground in the gravitational potential field. Under gravity, the object
will always try to move towards the ground (where the potential is lowest). The authors in
[22] use this concept to surround a target and move it to pre-defined destination. They have
also discussed the stability of attraction and repulsion functions used in their paper. Papers
such as [27] talk about a trailer-like system being driven to a goal by avoiding obstacles.
The paper develops an APF to carry out such a task. An Evolutionary Artificial Poten-
tial Field is discussed in [20] where the authors develop an APF and discuss algorithms to
avoid the local minima in the potential field functions. APFs have also been used in swarm-
algorithms, and one such example is the swarm-aggregation algorithm using APFs along
with stability analysis has been mentioned in [11]. A discussion of social potential fields
has been done in [21]. The authors in [21] compare several different APFs, and provide
guidelines to design an application specific APF.
It should be noted that algorithms using APFs seldom focus on a one-goal system,
where a robot or a group of robots are driven to a single goal. One shortcoming of a system
using APFs is the occurrence of local potential minima in the system. The robot which
is supposed to move toward a global minimum, can get stuck in one of the local minima,
resulting in a failure of the algorithm. Systems using such algorithms either try to change
their APFs to avoid local minima, or have a special algorithms on the robot itself that tells
it when it encounters a local minima. Our work does not have a single goal due to the
existence of multiple threats. Consequently, multiple minima will inherently exist in our
problem. In general, designing an APF framework for an n-body system that achieves a
certain behavior can be polynomial space hard [21]. The authors in [21] discuss some nifty
techniques to design simple potential fields to achieve certain tasks like a guarding behavior
for robots, bivouacing, demining, etc. The authors in [28] explain the characteristics of
APFs and relate the forces acting on robots due to a simple quadratic potentials following
Hooke’s Spring Law. The authors mention APFs such as the FIRAS APF which produces
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local minima that hampers the ability of a robot to reach the desired destination. To avoid
such situations, they develop a superquadric APF. This work will borrow the idea of a
simple quadratic APF mentioned in [28] to do multiple-threat containment. Our work
draws its inspiration from [23], where the authors have used and analyzed simple APFs
to make a group of robots form particular shapes. We adopt their process of converting
potential fields into forces that make the robots move. Our work is also inspired by the
multiple-threat encirclement approach taken in [26].
Making a group of very small, cheap limited-intelligence robots to collaborate with
each other and do threat containment is a very challenging problem. Temporally and spa-
tially overlapping threats, and realistic physical and hardware constraints add an extra level
of complexity to the mix. A significant portion of this work will delve over the design of
an APF to do multiple threat containment. The layout of this work is as follows: Chapter
2 will discuss the threat-containment framework along with the design of the APF used
for this work. Chapter 3 discusses the architecture of the simulator used to simulate the
algorithm developed in Chapter 2. Chapter 4 goes over the simulation setup, and analyzes
the simulation results. Finally chapter 5 concludes with the pros and cons of the algorithm




Consider a bounded 2D field consisting of n uniformly distributed robots.Threats are made
to appear and expire on the bounded 2D field in a random manner. Each of the n robots will
utilize its own sensors to make movement-decisions every δt s, as the sensors provide inputs
for the movement. An algorithm (MUTCA) is proposed and discussed in this chapter to
enable the robots to autonomously split-up and contain one or more threats as they appear,
and disperse when the threats expire. While moving to contain threats, and dispersing
after threats expire, the robots have to avoid collisions with other robots. Associating an
Artificial Potential Function (APF) to each of the robots, and a different one to each of
the threats produces virtual forces on the robots that make them move and avoid obstacles
(other robots, and threats). An illustration of general APFs is given in the next section
followed by a discussion of the APF chosen for this work. A detailed description of the
proposed definition of successful threat-containment is described at the end of this chapter.
2.1 Artificial Potential Functions
Artificial Potential Functions (APFs) are mathematical functions that represent potential
fields. They are drawn from naturally occurring fields such as the gravitational potential
field or the electrical potential field. In this work, we consider the APF to be like the
gravitational potential field. This APF may be associated with the surroundings of a single
or multi-robot system. Robots act as typical Newtonian Particles in this system, and the
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potential field induces a force on them, making them move towards the lowest potential.
By definition, this force ~F is the gradient of the potential ~P .
~F = −∆~P (2.1)
The potential field around the robots is designed to have ‘hills’ and ‘valleys’. A hill
corresponds to a location of high potential, and a valley corresponds to a location of low
potential (see Figure 2.1(c)). Robots are attracted towards areas of low potential (valleys),
and are repelled by areas of high potential (hills). By designing the surrounding potential
function of a robot in such a way that hills appear near robots and targets appear as valleys
makes the robots repel away from other robots, while moving towards the attractive tar-
gets. The process of producing hills and valleys now becomes a simple process of adding
multiple potential fields that contain hills and valleys. Figure shows an example where a
potential field with one valley at (0, 0) is aggregated with a field with one hill at (1.25, 1.25)
to produce a potential field with both — a valley at (0, 0) and a hill at (1.25, 1.25). When a
robot is kept anywhere in the resulting potential shown in 2.1(c), it will try to move away
from the hill, and go towards the valley at (0, 0).
This idea of aggregating potential functions can be extended to any number of repulsive
hills and attractive valleys. Figure 2.1 is produced using the above aggregation method, and
shows the presence of 4 hills (obstacles), and a valley at (0, 0). When the robot is at the
lowest potential, the forces on it are minimal, and it continues to stay in this place till a force
displaces it to a higher potential than it currently has (Newton’s First Law of Motion).
APFs suffer from some shortcomings, most important of which is the occurrence of
local minima. Local minima such as those shown in Figure 2.1 can occur at times in
systems implementing APFs. These are the places where valleys are created inadvertently.
If a robot happens to get in this valley rather than moving towards the intended goal at
(0, 0), then it might continue to oscillate in this valley forever. Discontinuity in a Potential
Field or its gradient causes the force acting on the robots in such field to be discontinuous.






























































(c) Potential field with ‘hill‘ and ‘valley’
Figure 2.1: Adding potential field in 2.1(a) with potential field in 2.1(b) produces potential






















Figure 2.2: 4 obstacles are shown in this Figure, represented by ‘hills’. The obstacles
give rise to 4 local minima. The value of the potential can higher in the local minima as
compared to the global minima at (0, 0)
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requirement on an APF is that it must be continuous throughout the region in which is
applied, and so should its gradient [23].
Authors in [23], [11], and [27] have devised many different potential functions. We
chose the Quadratic Artificial Potential Function (QAPF), P (x) = k(x − d)2 where k is a
constant, and d is the distance by which P (x) is shifted along the x-axis. The QAPF results
in a force equation that follows Hooke’s Law [28]. QAPFs are continuous in nature, and
the forces they produce are linear. At each point during it activity a robot senses for threats
and other robots. Depending upon the distance to the other robots or threats, the robots
produces an interpretation of the potential field at its position (it computes the value of its
own APF, at its current position). It then calculates the forces that will act on it as if the
potential field were real. Its choice of the next position to move is based on this force.
2.1.1 Properties of The Quadratic Potential Field
In 2D, the structure of the QAPF chosen for this work follows that of a parabola parallel
to the y-axis with an equation like P (x) = k(x − d)2 where k is a constant and d ≥ 0 is
the distance by which it is shifted in the positive x-direction. This has been illustrated in
Figure 2.3(a). Shifting P (x) this way presents an opportunity to place a target at a location
such as x = 0. The x-axis denotes the distance of the robot from the threat, and the y-axis
represents the potential energy at that distance. A particle present at any position x ≥ 0
will be acted upon by forces that causes it to move to x = d, which is the point where the
potential is the least (in this case 0). By definition, if ~F (x) is the force acting on a particle
at a point x in the potential field ~P (x), then ~F (x) = −∆~P (x) where ∆ is the gradient of
the field at x. The force at any point will always have a direction opposite to the gradient
of the potential at that point. In a two-dimensional case, this translates to the derivative of
the potential field P (x), and is given in (2.2).




(a) Quadratic 2D Potential Field. The threat is placed at x = 0. Robots
are influenced by the potential field which causes them to move to
x = d. Robot A is shown as being repelled by the threat, while Robot





















(b) 3D rendering of a QAPF. The threat exists under the peak at the
origin, (x = 0, y = 0). The “pit” of lowest potential around the peak
starts at a distance of x = d from the threat




k(x− d)2 | d, x ≥ 0, k > 0
= −2k(x− d) (2.2)
The force in (2.2) is linear, with slope = −2k, and a y-intercept of 2kd. If a threat
is placed at x = 0, and a robot which reacts to the potential field is placed in the region
[0, d), it will be repelled away from the target owing to the positive magnitude of the force.
And when the robot is placed in [d,∞) it should get attracted towards x = d (and the
target) owing to the negative magnitude of the force in this region. If the parabola shown
in Figure 2.3(a) is rotated along the y-axis, then in 3D the point (0, 0, 0) will correspond to
a repulsive ‘hill’, and the ‘valley’ will correspond to a circle of radius d in 3D. We will call
the circle a ‘pit’ in 3D. From a three-dimensional perspective, the potential field, looks like
Figure 2.3(b). The idea now is to make the robot “fall” into this deep “pit” and stay there
till the threat expires.
The potential field discussed so far (say Q1) will try to attract and keep robots in the pit
shown in Figure 2.3(b). One result of this process is shown in Figure 2.4. Figure 2.4 shows
that all robots in the field are attracted towards the target, and due to the force induced by
the target on them, tend to stay in the pit at a distance of d from the threat. There are two
problems with this scenario. The first is that since the attractive forces extend to ∞, all
robots get to the pit. And the second problem is that many robots bump into each other
in the pit. The first problem of infinite attraction range is easily avoided by real robots, as
they have a limited sensing range, say rs. By virtue of this limited sensing range, robots
are now attracted to the target only in the (d, rs) range. Controlling the range controls the
maximum distance that robots will be attracted from.
The second problem of robots not moving away from each other will be solved by
adding another repulsive potential with only hills (Q2) to Q1. This will help repel robots
when they come near. The same idea of having a potential field between a robot and a target
is extended for inter-robot forces (in stead of having a threat at x = 0, there will be a robot
there). But unlike the robot-threat potential field, the robot-robot potential field supports





Figure 2.4: A result of applying only the potential field between the target and the robots
(Q1). All robots are attracted to the threat, and robots may collide (overlap) with each other.
repelled by other robots that are close to it.
The two potentials Q1, and Q2 discussed above will get the robots at the required dis-
tance from the target, without colliding with each other, but that won’t help the robots
spread out uniformly around the target so as to form a circular formation. The situation
might end up like Figure 2.5. Figure 2.5 shows that robots accumulate on one side of the
target, without trying to contain it.
Field robot
threat
Figure 2.5: A result of applying potential fields between the target and the robots, and that
between robots (Q1, and Q2). The robots may not spread out uniformly around the target.
Since the attraction has been cut down to the [d, rs] region, robots that are beyond rs from
the target are not attracted to it.
In order to help the robots spread out uniformly, a special third potential field (Q3) is
needed. This third force will make the robots spread uniformly around the circumference
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of the ‘Containment Circle’. The containment circle is the circle corresponding to the ‘pit’
as shown in Figure 2.3(b). It is the circle whose radius is equal to d. This third force is
only active when the robot is around the containment circle. With the three different forces
influencing it, a robots simply sum up all the forces acting on it, and determines a new
resulting force. This resultant force gives the robot a new direction and velocity. It should
be noted that adding force implies adding the potentials at a given point that result from
different potential fields. Potential field aggregation has been illustrated in Figure 2.1. The
result after applying Q1, Q2, and Q3 should resemble Figure 2.6. At each point during their
motion, robots create their own QAPF combination, and calculate the force on themselves




Figure 2.6: The ideal result after applying all three potential fields Q1, Q2, and Q3.
In order for the robot to sustain a reasonable amount of force in its vicinity, and still
make the robots participate in the containment process requires a robust potential field
framework. In order to do this, the parameters of the three potential fields need to be
chosen properly. It should be noted that robots calculate the values of these potential fields
periodically, and interpret them for their current positions based on their distance from
other robots or threats. Their interpretation of the potential fields is converted to imaginary
forces acting on them, that helps them decide what next position is to be traveled to. The
following section will delve over this aspect of deriving potential fields.
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2.2 MUlti-Threat Containment Algorithm (MUTCA)
The potential field framework developed so far will be the basis of MUTCA. The idea
of the algorithm is to make a group of robots contain a group of targets by encircling
it. Targets appear at random times, and live for a fixed period, after which they expire,
and are no longer considered alive. Ideally this fixed period of time is long enough to
give the robots enough time to encircle the threat. Targets may overlap each other during
their lifetime — spatially as well as temporally. The following sections will talk about
the customization of the QAPF, and certain special cases of multi-target containment. The
algorithm that results from designing the customized QAPF along with its special cases to
contain multiple targets is called MUTCA. Each parameter used in the derivation of the
customized QAPF is defined in Table 2.1 for reference.
2.2.1 Leveraging QAPFs for Multiple-Threat Containment
Let the potential function that determines the robot-target interaction be Prt(x), the function
that determines the inter-robot interaction be Prr(x), the potential function that determines
the spreading-forces be Pspread(x). Since each of them is chosen to be quadratic, they will
have the following form:
Prt(x) = krt(x− drt)2 (2.3)
Prr(x) = krr(x− drr)2 (2.4)
Pspread(x) = kspread(x− dspread)2 (2.5)
where drt is the ideal distance where the robot is required to be from the target, drr
is the ideal distance where one robot should be from another while repelling, and dspread
is the distance where other robots should be when deciding on the spreading forces. The
values of drt, drr, and dspread are application specific (e.g. drt determines how far from the
target the robots should form a circle). Assuming the values for these constants are known,
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Parameter Default Value
Prt(x) The robot-threat QAPF in general.
Prtr(x) The repulsive part of the robot-threat QAPF.
Prta(x) The attractive part of the robot-threat QAPF.
Prtmax(x) Maximum value of the robot-threat QAPF.
Prr(x) The inter-robot QAPF.
Prrmax(x) Maximum value of the inter-robot QAPF
Pspread(x) QAPF responsible for spreading robots uniformly around targets.
krt Constant for the general robot-threat QAPF.
krtr Constant for the repulsive robot-threat QAPF.
krta Constant for the attractive robot-threat QAPF.
krr Constant for the inter-robot QAPF.
kspread Constant for the spreading QAPF.
drt Distance from the threat at which the robots are expected to form a
circle.
drr Distance at which two robots should be from each other.
dspread The distance at which two robots should be from each other while
spreading.
rs Sensing range of the robot.
rt Radius of a threat.
rr Radius of a robot.
Ps Potential at the edge of the sensing range (rs).
Pt Potential at the edge of the threat.
Fmax Maximum force the robot can sustain.
drep Distance between two robots when their repulsive field is activated.
In general this should be < drr.
dspread−check Distance within which presence of n robots is detected, before en-
tering ‘spreading-mode’.
ε Smallest allowable distance between any two robots.
f Percentage of energy lost due to friction.
Table 2.1: Quick reference to parameters used in customization of the QAPF for MUTCA
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the design of the potential framework now translates to the problem of obtaining the values
of krt, krr, and kspread, all of which are constants too.
When the robots approach a target (x > drt), their approach should be unhurried. On
the other hand, when robots are closer to the threat than they should be (x ≤ drt), they
should rapidly go away from the threat. In order to achieve this, the robot-threat potential
was revised by utilizing two QAPFs. The first, Prtr , is aggressive and is responsible for the
repulsion of the robot from the target. The second, Prta , is less aggressive, and cause the
robot to be gradually attracted to the threat. These two functions are illustrated in Figure
2.7. They are defined as follows:
Prt =
 Prta = krta(x− drt)2, x > drtPrtr = krtr(x− drt)2, x ≤ drt, krtr > krta (2.6)
One important part of the inter-robot repulsion field (Figure 2.8) is its aggressive nature.
This helps robots avoid collisions more aggressively. To achieve this aggressive behavior,
the robots are made to repel only when they are within a distance of drep from each other.
They are made to repel by a force that causes them to move towards drr i.e., drep < drr.
This makes the repulsion more aggressive.
With this choice of quadratic potential, and assuming a 1-target, 1-robot scenario, the
maximum force, Fmax, experienced by a robot occurs when the robot coincides with the
threat (i.e., x = 0). Thus:
Prtmax = Prtr(0) = krtrd
2
rt (2.7)
Fmax = F (0) = −2krtrdrt (2.8)
A robot starting to move towards x = drt from x = rs (the sensing range) should not
go beyond x = rt (the radius of the threat), i.e., it should collide into the threat. If the robot
has to stop before x = rt then the robot should start with an energy less than that at x = rt.
This means that the energy at x = rs should be less than that at x = rt. As a precaution,
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Figure 2.7: The robot-target APFs (Prtr(x), and Prta(x)) are shown in this figure. In this
case, the point of lowest potential is at drt = 0.75m. The sensing range, rs = 3m and the
radius of threat rt = 0.05m. Pt = Prtr(rt) is the potential at the edge of the threat, and
Ps = Prta(rs) is the potential at the edge of the sensing range.
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Figure 2.8: The robot-robot potential field (Prr) is illustrated in the figure. Prrmax is the
maximum potential of the inter-robot potential field. drr is distance where the inter-robot
potential is 0. drep is the distance within which robots experience inter-robot repulsion
forces. There is no attraction in this field, but only repulsion. rr is the radius of the robot.
ε is the closest distance two robots should ever be allowed to be from each other.
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let there be a small percentage difference between these two potentials. Let the percentage
difference in these energies be p, and let the potential at the edge of the threat be Pt. Thus
the potential Ps at x = rs, the edge of the sensing range, can be found using:
Pt = Prtr(rt), assuming rt < drt (2.9)
Ps = (1− p)Pt (2.10)





In order to compute the value of krr it is essential to observe the effect of a group of
robots trying to push one robot towards the target. A situation is shown in Figure 2.9. In this
case, robots A and B try to push robot C towards the target. The target repels robot C, but it
also attracts A, and B. Let n be the maximum number of robots (such as 2, for A and B) that
try to push one robot (such as C) towards the threat. Robots are programmed to periodically
calculate the forces that are acting on them, in order to choose a new path for motion. If
this period is small, the robots A and B will realize that they are also being pushed back
by C, and will be repelled away in other directions. The maximum potential Prrmax of
the inter-robot potential field depends upon n. Robots need be stabilized at the places of
low potentials. This is achieved by introducing a frictional factor in the movements of the
robots. Without friction and stabilization, the unobstructed robots will never lose energy
in the virtual potential field, and will continuously oscillate around the point of lowest
potential. Prr(x) is also a function of this frictional factor that helps stabilize the robots at
the lowest potential when approaching the target. Let f be the friction factor (percentage
of energy lost due to friction). If rr is the radius of the robot, and ε is the closest the edges
of two robots should ever be, then in order to guarantee that n robots won’t push robots
like C in Figure 2.9, the following equation has to be satisfied:
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(Ps + nPrr(2rr + ε))(1− f) ≤ Prtmax (2.12)
Assuming (2.12) is satisfied, and assuming that drr is the ideal distance where the robots
should be from each other when they repel each other:








(2rr + ε− drr)2
(2.14)
Equation (2.13) indicates that adding up to n times of the maximum value of a robot-
robot potential, should always be less than the maximum potential of the robot-threat po-
tential, at the edge of the threat. This will avoid Robots such as A and B in Figure 2.9 from






Figure 2.9: Robots A and B are trying to push robot C into the target
Finally, the derivation of a potential field for spreading the robots uniformly around the
targets needs to be done. The approach taken to do this is as follows. If a robot detects that
it is within 80%-120% of the distance it ideally should be from the target, then it enters a
special spreading mode. In this mode, the robot checks to see if it detects any neighbors in
its surroundings, within a distance of dspread−check. As a rule of thumb, if it detects less than
2 robots in this range, then it is not uniformly spread around the circle. It then increases
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drep, the distance within which it is repelled by other robots to drep2 , where drep2 > drep.
This helps it in being affected by more robots. If these robot are around the target, the result
of this force is to spread out the robots uniformly around the target.
Figure 2.10 (left) shows a scenario where robots A and B are close to each other while
robot C is far away from them. Robot C detects that it is within 80%-120% of where it
should be, and enters the spreading mode. It detects that there are less than 2 robots in
its normal sensing area, and increases it sensing area (right). The result of this is that it is
now affected by the repulsion due to robot B. This repulsion tries to push it away from the
threat, but the threat has its own attractive potential for robot C. The net effect is that robot
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Figure 2.10: Robot C enters the spreading mode (left). Robot C has allowed itself to be
influenced by more robots (right). The dark arrows emanating from the center of C are the
forces (not to scale) affecting Robot C. Eventually Robots A and B will repel each other
and go away from each other, and each one of them will enter the spreading mode. After
some time all robots will be uniformly distributed around the containment circle
The spreading potential should be milder than the aggressive inter-robot potential field,
but should behave in a manner similar to it. In order construct a QAPF for spreading the





A 3D view of a typical target-robot potential field, as seen by robots, is illustrated in
25




















Figure 2.11: Four robots placed at (x, y) = (1, 1), (−1,−1), (1, 0), and (−1, 0) around the
threat at (x, y) = (0, 0). The maximum value of the potential field of the robots is much
smaller than that of the threat. This guarantees that n robots won’t be able to push a single
robot into the threats repulsive field. In this case n = 2.
2.2.2 Converting QAPFs to Tangible Forces
With the QAPF framework designed so far, the values of krta , krr, and kspread can be
calculated. In order to derive the value of krtr , it is essential to convert the potential field
into tangible forces that will drive the robots. This is done by using a corollary to Newton’s
Second Law of motion, ~F (x) = m~a where ~F (x) is the force acting on the robot, m is
the mass of the robot, and ~amax is the maximum acceleration of the robot. The robot is
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programmed with a δt s timer, that goes off every δt s, and makes the robot recalculate the










Equations (2.17), (2.11), (2.14), and (2.15) together define the entire potential field

























Figure 2.12: Structure of the Robot-Threat potential functions Prta(x) and Prtr(x) in 3
dimensions.
Robots have a maximum acceleration, and a maximum velocity. The forces acting on it
have to be converted to a velocity and acceleration component at each point of the robot’s
motion. In order to achieve this, the approach given in [23] was adopted. Robots are
equipped with a timer that goes off every δt secs., and every time this timer goes off, the
robot re-calculates the forces on itself in order to decide where its next direction of motion
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will be. The acceleration on the robot is limited by limiting the maximum force that can
act on the robots at any given time (~Fmax), while the velocity |~v| is simply capped off after
it exceeds |~vmax| of the robot. The total force acting on the robot is the sum of all forces
due to all threats in its sensing range, forces due to other robots in its sensing range, and
any forces used for spreading uniformly during circle formation around the target.
~Ftotal = (~FThreat1 + ~FThreat2 + . . .)
+ (~FRobot1 + ~FRobot2 + . . .)
+ (~FSpreading1 + ~FSpreading2 + . . .)
= Σ~FThreats + Σ~FRobots + Σ~FSpreading (2.18)
According to corollary to Newton’s Second Law, at every point in the field the net force
(~Ftotal) acting on a robot with mass m will cause it to accelerate with an acceleration ~a,
such that
~Ftotal = m~a (2.19)
When the robots are first switched ON, they have 0 velocity. If they expereience any
force (or if they qualify for the zero-force condition), their velocity changes. Once the
net force on the robot is calcualted, it is converted to a change in velocity of the robot
using δt. This is used to calculate the new velocity of the robot. Once the new velocity is
computed, it is used to calculate the change in the displacement of the robot. The change
in displacement gives the new position of the robot. The details of the algorithm used by
each robot is shown in the listing of Figure 2.13.
2.2.3 Zero Force Movements
If any threats or other robots are beyond the sensing range of a robot, then the robot does
not experience any force on it. Consequently it does not move at all. Such robots idle in
the field without participating in the threat-containment processes that might be going on
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calculateNextPosition() {
/* Cap off max forces */
if( |~F | < −Fmax ) |~F | = −Fmax
if( |~F | > Fmax ) |~F | = Fmax
/* Introduce friction */
|~F | = (1− f)|~F |
/* Calculate new force components */
θ = atan2(Fy, Fx)
Fx = |~F |cos(θ)
Fy = |~F |sin(θ)
/* Calculate change in velocity */
dVx = δtFx
dVy = δtFy
/* Calculate new Velocity */
Vx = currrentV elocityXComponent() + dVx
Vy = currrentV elocityXComponent() + dVy
|~V | =
√
V 2x + V
2
y
/* Cap off velocity */
if( |~V | > currentMaxV elocity() ) {
φ = atan2(dVy, dVx)








/* Calculate Displacements */
dX = δtVx
dY = δtVy
/* Calculate New Position */
Xn = myX + dX
Yn = myY + dy
}
Figure 2.13: Algorithm for calculation of new coordinates based on the total forces acting
on the robot. ~F is the sum of all force acting on the robot.
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at other parts of the field. This might lead to a failure of containment of the threat at some
other part of the field. In order to improve the overall success, there is a need to move
these robot so that they can participate in other threat-containments. In order to solve this
problem, the robots are made to move in a random fashion after they experience no force
(zero force). The idea is to spread out the robots, and get them closer to arriving threats.
Two random mobility models were experimented in this work to make the robots move
randomly. The Random Direction (RD) model was studied in which the robots choose a
random direction, and a random speed and continue moving in the same direction till they
hit an edge (see Figure 2.15). At the edge, the robots decide on another random direction
(such that the robots stays inside the field), and continues moving till it hits another edge.
As soon as the robot experiences a force, it leaves its random movement mode, and enters
the normal mode and continues to deal with the forces that are experienced by it.
Another mobility model — the Random Walk (RW) was implemented in this work.
The operation of this model is similar to RD, but it closely resembles Brownian Motion in
molecules [10]. In the RW model, the robots chose a random direction, and continue to
move in that direction for t sec. They change the direction when t reaches 0, or when the
robot encounters an edge. In this work we assume t = 20 s. As in the RD case, the robot
enters normal containment mode when any force is detected.
2.2.4 Edge Effects
The behavior of robots on or beyond the edges (see Figure 2.15) of the field is different
when it is in a zero force situation. Robots may go beyond the edges when they are con-
taining threats that appear on or too close to the edges. Threats are made to appear at
random positions in the field, and at times threats may appear on or close to the edges of
the field. Once the threat expires, robots may be left beyond the fields’s edges. These robots
have to be made to move inside the field again to serve newer threats. In order to do this
RW model follows the algorithm shown in the listing of Figure 2.14.
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calculateRandomDirection() {
/* Decide direction based on location */
if( myLocation is on or beyond E1 ) {





} else if( myLocation is on or beyond E2) {
direction = random( −π, 0 )
} else if( myLocation is on or beyond E3) {





} else if( myLocation is on or beyond E4) {
direction = random( 0, π )
} else {
direction = random( −π, π )
}
Figure 2.14: Algorithm used to decide random direction when the robot is on or beyond







Figure 2.15: The edges of the field in which the threats will appear. fieldX is the length
of the field, while fieldY is the width of the field.
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2.2.5 Collision Avoidance
Consider 2 robots —A and B with current coordinates (x1, y1) and (x2, y2) respectively
(Figure 2.16). Let their current velocities be ~v1 and ~v2 respectively, and let their orientations
of movement be θ1 and θ2 respectively. Robots are considered to collide if at any point
during their motion, the distance between their centers is less than 2rr + ε where ε is the
closest the edges of the robots should ever be.
A (x1,y1) B (x2,y2)
A1 (m1,n1) B1 (m2,n1)A2 B2
Velocity = V1 Velocity = V21
θ
2θ
Figure 2.16: Collision avoidance technique used in this work. Robots are initially at
(x1, y1), and (x2, y2). The small dark arrows indicate the current orientation of the robots.
The robots need to face the direction of motion in order to move towards their destina-
tions. Let ttr1 and ttr2 be the time robot A and B require to rotate respectively so that they
will face the direction of motion. Assuming, the rotation time is 0, |~v1| = v1, and |~v2| = v2,
if the robots are allowed to travel for time t, then the destinations of the robots after time t
will be:
(m1, n1) = (x1 + v1tcos(θ1), y1 + v1tsin(θ1)) (2.20)
(m2, n2) = (x2 + v2tcos(θ2), y2 + v2tsin(θ2)) (2.21)
The two robots will collide if the solution of the equation 2.22, solving for t, where
k = (2rr + ε) produces two positive real roots. k is the minimum distance the centers of
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the robots should ever allowed to be.
√
(m1 −m2)2 + (n1 − n2)2 = k2 (2.22)
Note that the minimum of the two positive roots corresponds to point A1 and B1 in
Figure 2.16 and the other root corresponds to point A2 and B2. If the robots collide, then
(m1, n1), and (m2, n2) correspond to the locations where the robots should stop their mo-
tion, and recalculate their direction of travel. The roots are calculated as follows:
A = v21 + v
2
2 − 2v1v2cos(θ1 − θ2) (2.23)
B = 2(x1 − x2)(v1cos(θ1)− v2cos(θ2)) +
2(y1 − y2)(v1sin(θ1)− v2sin(θ2)) (2.24)
C = (x1 − x2)2 + (y1 − y2)2 − k2 (2.25)
∆ = B2 − 4AC (2.26)
The roots of this equation are given by the quadratic formula.












tcoll = min(t1, t2) (2.29)
m1 = x1 + v1tcollcos(θ1) (2.30)
n1 = y1 + v1tcollsin(θ1) (2.31)
m2 = x2 + v2tcollcos(θ2) (2.32)
n2 = y2 + v2tcollsin(θ2) (2.33)
In practice the robots take a finite amount of time to rotate. If ttr1 = ttr2, then above
approach is still applicable. If ttr1 < ttr2 or ttr1 > ttr2 then the robot with the smaller
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rotation time is allowed to theoretically move for |ttr1−ttr2|, and then the above equations
are used to do the collision avoidance.
2.3 Algorithm Used By Robots
Once robots are created, each one of them follows the same program. The flow is shown in
Figure 2.17. As mentioned earlier, robots are programmed with a hardware interrupt that
occurs every δt s. Every δt s the robots recalculate the forces acting on them, and decide
on a new position. This fact is helpful during simulation, when the simulator approximates
a continuous system by a discrete δt.
2.4 Definition of a Successful Containment
The criteria for a successful target-containment is application dependent. The number of
robots required in applications such as chemical spill containment might be different as
compared to an application where a fire needs to be contained. Some applications might
demand a maximum distance between adjacent robots during containment, while others
might only demand proximity of a certain number of robots. Our algorithm suffers from a
shortcoming where we cannot guarantee the number of robots that will surround a target,
hence in this work the criteria for successful containment is a combination of the number
of robots around the target as well as the distance between them. It should be noted that
measuring the maximum distance between adjacent robots implicitly counts the number of
robots around the target that are participating in the containment process. This is because
if the distance between adjacent robots is less than the required distance, then there is a
“hole” (Figure 2.18) around the target that is caused by not having enough robots in the
vicinity of the target. To reduce the distance between adjacent robots, more robots will be
needed to contain the target or the existing robots will have to spread out. Even after the
robots spread out equally, the distance between them might still be less than the required
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minimum distance.
In order to calculate the minimum distance between robots containing the target a spe-
cial type of target is assumed. This target appears at random times, and lives for a constant
period. Before expiring, it tries to “run” away from its position. The robots cannot allow
this to happen. In order for the robots to “catch” the target, at least one robot has to be
able to get to it when it tries to run. The maximum speed of the target is assumed equal
to the maximum speed of the robots. With this background, the best possible path for the
robot to run away from its position is that which is equidistant from both robots. The threat
is assumed to chose a path along the line that connects itself and the intersection of the
perpendicular bisectors of the segments joining itself and the two robots between which it
will try to run through. This has been illustrated in Figure 2.19. The threat chooses the
path along segment TP , which makes both the robots travel equal distance so that they can
catch the target at point P , which in this case, is the circumcenter of 4R1TR2.
Figure 2.20 illustrates the calculation of the maximum distance between adjacent robots
if they are on the circumference of the containment circle. If the target (at A), tries to run
away between the robot’s at B and D, one of them should be able to intercept it. The worst
situation is when the target travels at a speed equal to that of the robots, and both the robots
have to travel a maximum distance to catch it. This will happen at point C in the figure. At
any other position between B and D, one of the robots (with its maximum velocity) will
catch the target before the other robot. Calculating for the worst case guarantees that if the
target tries to run in any direction other than along AC toward C, one of the robots will
catch it. ABCD forms a rhombus with arc(BCD) subtending an angle of 120◦ at A. Thus,







This is the maximum distance between any two robots on the dotted circumference
which will guarantee that the target will be caught. Of course, the target should not be
smart enough to change directions mid-way in order to fool the robots.
Since the system of robots is dynamic in nature, it is essential to measure success
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throughout the lifetime of the target. This is because, robots might move in and out of
the region corresponding to the circumference of the circle with radius r shown in Figure
2.20. To provide some buffer around this region where robots can be during the contain-
ment process, robots are allowed to be within 125% of r. Let rmax = 1.25r. This brings up
an interesting question: Consider two robots that are not on the circumference of the circle
with radius rmax (i.e., they lie within the boundary of this circle). What is the maximum
distance that should be between these two robots that will guarantee that an escaping target
would be caught before it reaches the boundary?
Consider a situation as shown in Figure 2.21. Robots A1 and B1 lie on the boundary of
the circle with radius rmax. It has already been shown in Figure 2.20 that a threat T will
be caught by these robots at T1. Consider two more robots, A2, and B2 that lie within the
circle of radius rmax. As shown in Figure 2.19, the threat at T will try to escape along line
TP , in which case the robots A2 and B2 will catch it at P . The idea is to make sure that the
distance between the robots, d(A2, B2) ≤ rmax. This will make sure that the robots will
catch the threat before it reaches the boundary. Since P is the circumcenter of 4A2TB2,








⇒ d(A2, B2) ≤ 2sin(∠A2TB2)rmax (2.36)
Note that substituting ∠A2TB2 = 120◦ in (2.36) produces (2.34). Robots cannot form
an angle of more than 180◦ at the threat, and hence they are considered to either have a
neighbor on their “right” side or “left” side. A robot is considered a right neighbor if it is
on the right-hand side of the line joining the robot and the threat, with the robot facing the
threat. Otherwise it is considered a left neighbor. A robot which subtends an angle of 180◦
exactly, is both a right and a left neighbor. Now if each robot within a radius of rmax of the
threat, is guaranteed to have at least one neighbor to its left, and one neighbor to its right
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that satisfies (2.36), then it can be guaranteed that the target won’t be able to escape, and if
it escapes it will be caught at most on the circumference of the circle with radius rmax.
In certain cases, the robots occupy positions corresponding to a successful configura-
tions in one iteration, while in the next iteration some of the robots may move out of the
successful configuration (which make the configuration a failure). In order to accommo-
date such cases, the success is defined as follows: If for each robot that is within a distance
of rmax from the target, there is a neighbor on the right-hand-side, as well as the left-hand-
side that is within the distance defined by (2.36) from it, then the configuration is deemed
successful. Such successful attempts are counted from the first successful attempt to con-
tain the threat. If 80% of all such attempts are successful, then the target is said to be
successfully contained. The algorithm in the Listing of Figure 2.22 is used to compute this
criteria.
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are forces zero?
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request environment to go to new position 
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Figure 2.18: T corresponds to the threat which robot R1 to R6 try to contain. Robots R1,
and R6 are too far apart on the circumference of the containment circle resulting in a ‘hole’




Figure 2.19: Threat T chooses a path along TP to escape between robots R1 and R2. P in
this case happens to be the circumcenter of 4R1TR2.
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Figure 2.20: A corresponds to the threat.B and D are two robots on the circumference of







Figure 2.21: Analysis of escape directions of the threat.
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cntrSuccess = {0, 0, · · ·, 0}
cntrTotal = {0, 0, · · ·, 0}
firstSuccess = {false, false, · · ·, false}
containmentSuccess = {false, false, · · ·, false}
for( each iteration ) {
for( each active target ‘i’ ) {
success = false
if( I have a left and a right neighbor AND
distance between them satisfies (2.36) ) {
success = true




if( firstSuccess[i] ) {
cntrTotal[i]++




if( target i expires this iteration ) {






Figure 2.22: Algorithm to evaluate success of threat-containment process.
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Chapter 3
Simulator Architecture and Development
MAHESHDAS —a flexible simulator for collaborative robots was developed and used to
simulate robots programmed with MUTCA [16]. A high level overview of the architecture
of MAHESHDAS is shown in Figure 3.1. Figure 3.1 shows the modular nature of the
simulator. Each of the modules have to be programmed for the application being simulated.









Locomotion Model Sensing Model(s)
Battery
Wireless Model






Figure 3.1: System Overview of the MAHESHDAS simulator
There are three important modules of MAHESHDAS — GUI, Environment, and
Nodes. The GUI was developed in JAVA, and can run on any computer. The remaining
part of the simulator that does the crux of the computation is written in C++. Thus the
GUI can be made to run over the Internet if required, while the computationally inten-
sive part can be made to run on a high-speed machine that has no physical access. The
entire simulation takes place in the module called Environment. Multiple Nodes in
42
the Environment react to external stimuli that the Environment presents to them.
Each Node, or in this case Robot, has an Intelligence sub-module associated with it.
This Intelligence consists of the brain of any algorithm being implemented in MA-
HESHDAS. The Intelligence sub-module converts the external stimuli presented by
the Environment into Requests using the Locomotion, Wireless, and Sensing
sub-modules. A Node also has a battery, and all modules consume power from the battery.
Application programmers program these sub-modules and the Intelligence to pro-
duce Requests. Requests are queued in the Environment, and are used to schedule
events.
The event-drive engine of MAHESHDAS follows the flow shown in Figure 3.2. Nodes
produce events that are queued in the Environment, and the Environment schedules
these requests. Some examples of Requests are Locomotion, Rotation, Wireless
Communication, and Idleness. The Environment schedules all these requests, and
serves them in a way that the simulation becomes completely asynchronous. The fol-
lowing sections give the details of the programming done in four important modules of
MAHESHDAS — the Environment, Intelligence, Battery, Sensing, and the
Locomotion. It should be noted that the objective of this work is not to produce the best
models, and as a result model-complexity is kept at a minimum. It is assumed that the node




Figure 3.2: The event driven engine of MAHESHDAS
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3.1 Important Modules of MAHESHDAS
Figure 3.3 has a flowchart of the logic in the Environmentmodule. The Environment
queries the Nodes requesting information throughout the simulation process. The Node in
turn, uses it’s sub-modules to answer the queries. Each of the important sub-modules have
been discussed in the following sections.
3.1.1 Battery Module
The Battery is modeled using as simple 1st generation linear model described in [19].
This model assumes the Battery to be a limited store of energy, and each time a com-
ponent uses the Battery to draw a current i mA from the Battery for time t s, then
capacity of the Battery will be reduced by
(i)(t)
3600
mAh. It is assumed that the voltage
of the Battery will remain constant throughout the draining process. The Battery is
considered dead when the capacity of the Battery reaches
1
2
its original capacity with
which it started.
Various components request to drain the Battery periodically. This will include the
sensors, and the motors used in locomotion. Once a request to drain the Battery fails
(i.e., the battery is dead), the battery sets the node in a “dead” state. A dead Node occupies
space in the field, but does not move or contribute to the containment process. Other
nodes can detect the dead node in order to do collision avoidance, but Nodes cannot tell
if the other Node is dead or not. In this work, we assume an ideal Battery whose
voltage remain constant throughout the simulation process. The Battery is assumed to
have unlimited capacity, and does not affect the simulation in any way. We mention the
operation of the battery module for completeness.
3.1.2 Sensing Module
It is assumed that the sensing module consists of ideal sensors mounted around the circum-
ference of the robots that are capable of sensing any robot or threat within a given sensing
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create robots in the environmentstartask all robots to queue initial requests to be satisfied in some random amount of time (all robots switched “ON” at different times)
threat born or expires at current time?
ask robot for any new request
satisfy robot requests after collision avoidance
create/destroy threatschedule robot requestscreate schedule for the first threat to occur
has robot timer expired or robot reached destination?




Figure 3.3: The algorithm followed by the Environment to do threat-containment.
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range, rs. The sensors can distinguish between a threat and a target, but they cannot differ-
entiate between two threats or two targets. The sensors require a small amount of energy
each time they sense, and they take a small amount of time to do so. It will be assumed
that the sensing time is incorporated in the time taken by the Intelligence to process the
signals coming from the Sensors (δt). It is assumed that sensors are immune to occlusion,
and possibility of failure. Although MAHESHDAS gives the capability of modeling each
and every aspect that is assumed ideal here, this faculty of it is not used to keep the models
simple.
In order to keep it simple, rather than modeling various error-producing physical phe-
nomenon that real robotic sensors face, a straightforward percentage error es% is intro-
duced in the distance sensed by the sensors. Each time the robot senses, a random error in
[−es, es] is introduced in the distance calculated. We also assume that the fact that sensors
drain the battery is irrelevant due to unlimited battery capacity.
3.1.3 Locomotion Module
The Locomotion module is modeled based on a very simple robotic structure. This robot
has a circular body, with two circular wheels at either side of the diameter of the body. A
small, non-motorized ball-bearing is placed near one of the edges of the robot to give it
stability. The location of ball-bearing is on the perpendicular bisector of the line joining
the two wheels. Each wheel is motorized with a motor that draws current from the battery
when energized. The Locomotion model can make the robot move forward or backward
or make it rotate by a given angle. It is assumed that this model is capable of doing integral
rotations in the region [0◦, 360◦], and locomotion that is only precise up to 1 cm. In order to
move forward the robot employs both the motors to rotate in the same direction for the same
time, and in order to rotate, the robot employs both motors to rotate in opposite directions
for the same time.




The Intelligence module uses the Locomotion and Sensing modules to make
decisions that affect the motion of the robot. The Intelligence is the brain of the
algorithm, and all physical as well as algorithmic parameters of the node are placed here
(see Tables 4.1, 4.2, and 4.3). The Intelligence uses the QAPF developed in sec-
tion 2.2.1 to figure out what the next position of the robot will be. Once it decides what
its next position will be, it creates and queues a Request with the Environment to
carry out this action. The Environment schedules all such actions, and carries out an
event driven simulation. The Intelligence module is responsible for creating a virtual
δt s interrupt after which the robot recalculates the force on itself. It is assumed that the
Intelligence would be able to sense, and process the information within δt s. The
logic behind the Intelligence has already been illustrated in Figure 2.17 in Section
2.3
3.1.5 Environment Module
This module is the main organizer of the entire simulation (see Figure 3.3). It has various
queues to queue different kind of Requests. The simulation starts by initializing the
Environment, which reads in configuration files for the simulation. Depending upon the
configuration, the Environment creates Nodes, and gives them a starting position. The
Environment is also responsible creating threats at the requested time, and place. Nodes
queue in requests in the Environment, and the Environment acts as a scheduler to
schedule them.
3.2 Programming MAHESHDAS
The generic modular nature of MAHESHDAS described so far was customized in order to
simulate multi-threat containment problem. The Environment creates an Exponential
and a Uniform Random Number Generator using the GNU Scientific Library [25]. The
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Exponential Random Number Generator uses the Mersenne Twister 19937 [14] Uniform
Random Number Generator. The random numbers are seeded with the time in seconds
since UNIX® epoch at runtime. Each random number generator created is seeded with
different values internally, based on the seed given. The Environment reads in two
configuration files, namely node.conf and env.conf. These two files consists of pa-
rameters to be used by the Node and the Environment respectively. Depending upon
the configuration file, the Environment creates a virtual field and Nodes.
A potential field was introduced to repel two robots while developing the QAPF frame-
work for MUTCA. When the number of robots increases, there are cases where this poten-
tial is not enough to prevent collisions in robots. The robots are assumed to have special
type of proximity sensors mounted on the them that can detect robots that are too close to
them. Using these sensors when a robots detects that the distance between its edge and
another robot’s edge is less than ε, the robot enters collision avoidance mode, and stops
immediately to recalculate forces on itself. It stays in the collision avoidance mode, till
there are no more imminent collisions. Since the robots have no knowledge of the decision
of other robots choice of motion, the Environment has to tell them when collisions are
imminent (i.e., it abstracts this sensing mechanism for the robots). The collision avoidance
algorithm used is explained in Section 2.2.5 (See Figure 2.16).
In order to maintain the asynchronous nature of the simulator, the Nodes are made
to switch ON at a random time between 0 s and 1 s. Note that the finite rotation time
of the robots makes the system asynchronous. When a Node is created, it puts in a
Request with the Environment to allow it start at a random time. In the beginning,
the Environment creates the Request for the first Threat to occur, and expire. As
soon as a Threat occurs, the Request for a future Threat is added to the queue. The
Environment now schedules all the Requests, and figures out which request will be
satisfied first, and how long till the next Request becomes active. If there is nothing to be
done till then, the Environment simply forwards time till the next Request becomes
active. All active Requests at the current simulation time are satisfied before forwarding
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time. Nodes need to know when their requests are met. The Environment asks the
robots for a new request if it reaches its destination, its timer is up or if it is in collision
with another Node. Figure 3.3 shows the entire algorithm as followed by the environment.
On the Node side, the Intelligence does all the decision making. It leverages the
Ideal Sensing, and the Locomotion sub-modules to calculate the next position it
should be at. It gets a handle to node.conf from the Environment, in order to read
in its parameters. As soon as the robot predicts its next position after δt s, it queues in a
Request to this effect in the Environment to be satisfied immediately. Thus a continuous
sensing and motion process of the robots is done by discrete-time approximation of its




Simulation Results and Discussion
There are several default robotic as well as environmental parameters that are used in the
simulation. These include physical, algorithmic as well as environmental parameters. Oc-
currence of threats is also an open issue. The choice of parameters and the threat occurrence
mechanism will be discussed in this chapter, followed by the results and their discussion.
4.1 Simulation Setup
4.1.1 Occurrence of Multiple Threats
The arrival of threats is application dependent. Threats might disappear after some time
or they might continue to stay forever —again, this is application dependent. In this work,
we assume that the targets appear at random times, but they live for a certain fixed time
interval. These types of targets can be associated with applications such as chemical spill
containment, where spills can occur at random times, but they have to be neutralized in a
fixed time interval. In such a chemical spill containment process, spills can be imagined to
happen at random times, each independent of each other, and each spill should ideally use
only part of the robots for its containment.




. The service rate is the reciprocal of the average time it takes to service, or contain
the threat. Let the service rate be
µ
sec








Single motor current consumption 0.25A
Ideal sensor current consumption 0.005mA/sense
Mass of robot (m) 1kg
Sensing Range (rs) 3m
Table 4.1: Physical Parameters of Robots
system as whole can be thought of as a M\G\∞ system, because of the Poisson Arrivals,
Constant Service time, and a finite (n) number of servers (robots). For such a system, the
average number of threats at any given time that the robots will have to deal with in the
field is given by N = λX̄ , where X̄ is the average service time of the threat. In this case








Threats occur at random places in the field, and they might overlap each other spatially
in the field. Threats can also co-exist with other threats at the same time — leading to
multi-threat containment.
4.1.2 Simulation Parameters
Some parameters have significant effect on the success of the simulation, while others have
a less effect. Table 4.1 contains the default parameters of the physical properties of the
robots. The parameters were chosen either by experimentation, or by studying applications
that made use of such parameters.
The idea is to have smaller robots that travel at moderate speed, and take a finite amount
of time to rotate. A robot of radius 10cm can be though to have a mass of 1kg. This is a very
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practical size for a robot. The motors in the robots use the battery, but the effects of it will
not be analyzed in this work. The battery and current parameters are only listed here for
completeness. A 10cm/s speed is reasonable for such cheap motors on robots. The rotation
is benefited by the rotation of two wheels in opposite direction, and can be considered a
little quicker than the locomotion which makes both the motors move in the same direction.
Such a system can be imagined have an angular velocity of π/s. In general cheap sensors
have poorer sensing range, and accuracy as compared to expensive sensors. A quick market
study indicated that expensive sensors which can cost as high as $54 have a sensing range
of ≈ 6m. Assuming a cheap sensor will have 1
2
of this range, a 3m sensing range was
assumed. Real sensors also have a minimum sensing range associated with them. We will
assume that there is no minimum sensing range associated with the sensor.
The algorithmic parameters of the robots depend on the physical properties of the
robots. The physical limitations dictate how aggressive the potential functions should be.
The algorithmic parameters are listed in table 4.2.
A formation radius (radius of the containment circle) of 0.75m was assumed as a rea-
sonable choice for a chemical spill containment. The other algorithmic parameters were
built around this parameter. The value of drep decides how close two robots will come
before they repel each other. With drep = 0.3m, there is 2 robots worth of space between
any two robots when they realize that they have to repel each other. This makes the robot
formation ‘tight’ when a lot of robots are involved in the containment process. During
the calculation of the spreading forces, the worst case is when 2 robots are containing the
threat, and they are on diametrically opposite sides of the containment circle. In order for
one of the robots to influence the other, it is essential to increase the sensing range for re-
pulsion from 0.3m to at least 2(0.75)m. This distance was chosen to be 1.6m in this case.
In order to enter the spreading mode, the robots have to be within a certain range of the
threat. With 0.75m formation radius, robots can be imagined to enter the spreading mode
when they are within 0.6m to 0.9m (about 3 robot worth of space) This translates to a 80%
to 120% range. A 15% friction is reasonable for stabilizing the oscillations of the robots at
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Parameter Default Value
Closest robots can ever get (ε) 0.02m
Percentage difference between Pt and Ps (p) 20%
Formation Radius (drt) 0.75m
Range of robot repulsion (distance within which the
robots experience repulsion, drep)
0.3m
Safe distance on robot repulsion (ideal distance be-
tween two robots, drrep)
1m
Friction factor (f ) 15%
Spreading distance (increased sensing distance used
by robots to calculate spreading forces. See Figure
2.10)
1.6m
Ideal spreading distance (ideal distance between two
robots when calculating spreading forces)
2.5m
Number of robots to detect before going into Spread-
ing mode (n)
2
Range in which robot decides to calculate spreading
forces
0.8drt to 1.2drt
Time for which robots will travel when there is a zero
force condition
20s
% error in sensing distance (es%) to any robot or
threat
0%





Maximum tolerance to calculate success of robots 1.25rmax
Threat Radius (rt) 0.05m
Arrival Rate (λ) 0.01/s
Constant lifetime of threat ( 1
µ
) 60s
Number of robots 50
Seed for random number generators time since UNIX® epoch at runtime
Table 4.3: Parameters of the Environment
points of low potential. A higher value makes their motion slower, and a lower value de-
feats the purpose. By letting the robots move for 20s, the robots can travel a maximum of
2m at maximum speed. This is reasonable for a field of size 10m×10m (discussed further).
Finally, the environmental parameters decide the kind of stimuli the robots will get.
These are listed in table 4.3.
A field size of 10m×10m corresponds to ≈ 1100sq.ft. This is a reasonable chemical
laboratory size. Threats have a radius, and it is assumed it is equal to that of the robots. With
a maximum sensing range of 3m, robots can take 30s to reach the farthest detectable threat
with their maximum velocity. Assuming it will take the same amount of time for spreading
uniformly around the target means a threat should be alive for about 60s before it expires.
The default threat-arrival rate is set to once per 100s, this makes the average number of
robots on the screen to about 0.6. The choice of 50 robots was based on the results collected
from the simulator which indicated that 50 robots gave a reasonable success rate.
4.2 Simulation Results
The following subsections illustrate the effect of various parameters on the success criteria.
We do not include any mathematical model to calculate the optimum values of parameters
for such a simulation. As a result, it was decided that sensitivity analysis will be done to
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see the effects of various parameters on MUTCA. Since there are several parameters in the
simulation process (see Tables 4.1, 4.2, and 4.3 ), only one parameter will be altered to
observe its effect on the containment success. The result of a 25-robot simulation with the
default parameters in a 10m×10m field is shown in Figure 4.1.
Figure 4.1: Simulator snapshot of 25 robots containing a threat in a 10m×10m field. The
small line segments protruding out from the center of the dots are the direction the robots
are facing. The dot in the center of each circular formation is the threat.
4.2.1 Success versus Number of Robots
Figure 4.2 shows how the success changes as the number of robots are increased from 5 to
70. The plot seems to cap-off between the 80%− 90% region. An 80% or more success is
55



















% Threats Successfully Contained 
Figure 4.2: Variation of Success as the number of robots on the field is increased. The
simulation was run 7 times each with 5 to 70 robots each time on the field. The lifetime of
the threats is a constant 60s, and the average arrival rate is 0.01
s
. The error bars correspond
to ±1σ in the success.
Lower number of robots are not enough to contain all incoming threats resulting in
success≤ 10% for a 5 robot case. As robots increase the success goes on increasing linearly
till about 20 robots, where there is a detachment from the linear nature. The success now
increases more rapidly in the 25 to 50 robots’ case, where the success caps off.
As the number of robots increases, more robots participate in the containment process,
leading to a better success rate, but at the same time arrival of new threats — especially
close to the current threat being contained cause the robot to leave their success configu-
ration in order to serve the newer threat. This introduces a failure, and is the prime result
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of the success capping off in this area. The simulation is done in a 10m × 10m field, and
from Figure 4.2 it is clear that ceteris paribus 50 robots will be sufficient to achieve 80% of
all threats to be contained by 80% of the attempts. It should be noted, that since we do not
have a way to optimize the parameter-mix for the simulation, we cannot say with certainty
if more number of robots will always give better results as compared to less number of
robots.
4.2.2 Success versus Average Number of Threats in The Field
The arrival rate (λ) is the average number of threats that arrive per second in the field. Since
this is a M\G\∞ system, with a constant service rate of µ = 1
60
s−1, the lifetime of a threat




Figure 4.3 shows, there is clear decline in the success as the average number of threats
on the field is increased. The trend is the same regardless of the number of robots used.
Having more number of threats on the field makes the robots get attracted toward more of
the threats, and the robots are no longer loyal to one threat. Since the robots are not smart
enough to recognize the difference between two different threats, and chose one of them,
they cannot participate successfully in the containment process. The comparison of the 25
robot and the 50 robot clearly shows the improvement in success for a larger number of
robots. With an average arrival rate of 0.01s−1 leading to 0.6 threats on the field on an
average, the success is about 85% for the 50 robot case, and slightly above 60% for the 25
robot case. This is confirmed with the results in Figure 4.2, which match correctly. The
‘bumpy’ nature of the plot is due to the fact that robots are continuously moving across
the containment circle. While doing this, there some configurations fail when the robot is
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Figure 4.3: Variation of Success as the average number of threats on the field is changed.
The simulation was run 5 times each with 25, and 50 robots. The lifetime of the threats is
a constant 60s. The error bars correspond to ±1σ in the success.
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4.2.3 Success versus Lifetime of Threat
The lifetime of a threat (
1
µ
) is a critical parameter in the containment process. It determines
how much time the robots get to contain the threat before it disappears. Naturally, more the
lifetime of the threat, the better the chances of the robots successfully containing it. This
confirmed in Figure 4.4. The success of 50, 25, and 15 robots is compared in this plot.
In all three cases, the success improves as the lifetime increases, and reaches a maximum
after the lifetime goes beyond the 55s to 60s mark. The maximum speed of a robot is
0.1m/s, with a maximum sensing range of 3m. For a robot to sense a threat at 3m and
move towards it will take approximately 30s. An additional 30s for actually spreading out
uniformly with other robots being present during the containment process takes about 60s
of total time. This is confirmed from this particular result.
4.2.4 Success versus Formation Radius (drt)
A larger formation radius should allow to attract more robots leading to a higher success
rate, as seen from Figure 4.5. All three plots in this approach show the same trend in
general. The system is calibrated for a formation radius of 0.75m. As a result there is a
big improvement in success when the formation radius is changed from 0.45m to 0.75m.
It continues to improve as the formation radius is increased. To see the effect of very large
formation radii, a run with drt = 2.5m was done to see the effect of a very large formation
radius. The success drops very slightly even when drt being very large. A large formation
radius does not seem to heavily affect the success for this parameter set. This points to the
close association between the formation radius and the success criteria. The success criteria
is heavily dependent upon the value of drt. The more this value, the wider the region in
which robots will be considered for calculation of success. Again, the bumpy nature of
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Figure 4.4: Variation of Success as the lifetime of the threats is changed. The simulation
was run 5 times each with 20, 35, and 50 robots. The average arrival rate of the robots was
0.01
s


































20 Robots 35 Robots 50 Robots
Figure 4.5: Variation of Success as the formation radius (drt) of the containment process
is altered. The simulation was run 5 times each with 20, 35, and 50 robots. The average
arrival rate of the robots was 0.01
s
and the lifetime of each threat was a constant 60s. The
error bars correspond to ±1σ in the success.
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4.2.5 Success versus Sensing Range (rs)
The sensing range is critical parameter for the containment process. It decides the range
within which all threats and robots will be sensed. Robots choose neighbors within 1.6m
for calculation of spreading forces, and within 0.3m to calculate repulsion forces due to
neighbors. In order to maintain all other parameters constant, the sensing range was in-
creased starting from 1.75m to 5.0m to see its effect on the success. The plot for the 20
robots simulation shows a great jump from 1.75m to 2.50m. The increase in sensing range
greatly helps improve success when smaller number of robots is used. The smaller number
of robots can serve more targets if this happens. This increase is not that extreme for the 35
and the 50 robot scenario. In this case, the number of robots itself is capable of handling
more threats, and sensing range does not affect the system much. The success seems to
be constant till about 3.5m when it starts to decline for the 35 and 50 robots scenarios.
Increased sensing range causes robots to be pulled away by multiple targets, causing them
to lose their successful configurations. In case of the 20 robot scenario, this is not a big
problem, and it continues to enjoy a near-constant success rate.
4.2.6 Success versus Error in Sensing Distance
One major assumption so far in all the simulations was the presence of an ideal sensor. It
was assumed that the ideal sensor would exactly determine the distance of a threat or a
robot. Real sensors, especially cheap ones, not only have a limited sensing range, but also
some error in the sensing. I order to simulate the errors in the sensing, a uniform random
error was introduced each time the robot senses something. For example if the sensing error
is 2%, then a uniform random value between [−2%, 2%] will be introduced. Intuitively, the
success should suffer when the error in sensing is increased. This is confirmed by Figure
4.7.
Figure 4.7 shows that even with a small error of ±2%, there is a drop of almost 15% to
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Figure 4.6: Variation of Success as the sensing range (ds) of the robots is changed. The
simulation was run 5 times each with 20, 35, and 50 robots. The average arrival rate of the
robots was 0.01
s
and the lifetime of each threat was a constant 60s. The error bars correspond
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Figure 4.7: Variation of Success as the sensing error of the robots is changed. The simu-
lation was run 5 times each with 50 robots. The average arrival rate of the robots was 0.01
s
and the lifetime of each threat was a constant 60s. The error bars correspond to ±1σ in the
success.
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a lot with more and more errors. This shows that MUTCA does not work well with larger
errors in sensing.
4.2.7 Success versus Maximum Speed and Maximum Angular Speed
The maximum speed of the robot determines how fast a robot will move in straight line,
and the maximum angular speed of the robots will determine how quickly the robot will
rotate. Figure 4.8 shows a 3D plot of varying angular speed and linear speed of the robot,
and its effect on success. The plot shows that the maximum angular speed has more of an
effect on the success as compared to the linear speed. The angular speed determines how
quickly a robot can rotate to face the direction of motion. This is vital in a system where
the direction of the robots can change frequently.
4.2.8 Importance of Definition of Success
The definition of success is application dependent, and is vital statistic to measure how
MUTCA performs for the application. Figure 4.9 illustrates the change in success when
the definition of success is modified. In the modified definition, we consider a target to be
successfully contained, if it is contained at least once during its lifetime.
Figure 4.9 shows that MUTCA is more successful with the modified definition as com-
pared to the original definition (Section 2.4).
4.3 Shortcomings of MUTCA
There are certain singular cases where MUTCA fails to perform multi-threat containment
as expected. In the first case, as shown in Figure 4.10, two threats are created very close to
each other that results in the robots forming an ‘8’ shaped figure around both the threats.
This is more of a failure of how success is determined, rather than the algorithm failing.
Since there are no robots across arc(A,B), the success criteria might deem this configuration
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Figure 4.10: Robots forming an ‘8’ shaped figure around 2 robots threats that are close to
each other.
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Another place where this algorithm will fail is when two threats are more apart than
those shown in Figure 4.10. As shown in Figure 4.11, the robots make a run for the area
between the two threats where their potential fields cancels each other out. This failure
occurs even for a higher number of threats, where robots get ‘confused’ as to which threat
to go and contain.
robot
threat
Figure 4.11: Robots cluster in the area where the potentials cancel each other out
The situations in Figures 4.10, and 4.11 show the importance of defining success cor-
rectly. In our case, if only a single robot is trying to contain a threat, the configuration is
an automatic failure. Another situation where MUTCA fails is when a newer threat ‘steals’
the robots from an older threat that will expire soon. This happens when a newer threat
appears close to an older threat that has been successfully contained till the newer threat
appears. Stealing the robots from it can make the older threat’s containment unsuccessful
for the remainder of its lifetime.
Using MUTCA it is not possible to control the number of robots that take part in the
containment of each threat.
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In closing, it is important to note that each parameter when altered individually has some
effect on the success of threat-containment. Some parameters such as the sensing error
have a greater effect on success as compared to the sensing radius. Each plot will point to
the best value of the parameter that produces the maximum success rate, but it should be
noted that this might not be the optimum value. This is because the optimum value might
result with a very different set of parameter–all different from the chosen ones. Optimum
values can be found using mathematical modeling, which is beyond the scope of this work.
The ideal simulation was calibrated for a certain set of parameters, and even when one
parameter is made to change, the other parameters stay constant. This parameter set is
application dependent. Changing parameters will have different effects on different sets of
such calibrated simulations. Application designers can use these results as guidelines in
designing the framework for MUTCA.
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Chapter 5
Conclusion and Future Work
Threat-containment is a process of robotic shape-formations around a given point. In this
work Threat containment is done by encircling the threat with a circular formation made
of robots. Many containment algorithms developed over the years have focussed on a one-
goal scenario, where a single or a group of robots are expected to move over time. This
makes it easy to analyze these algorithms for stability. Introducing multiple goals raises
this problem to the next level. Since there are inherent multiple minima in multi-threat
containment, stability analysis of such algorithms is difficult. Swarm-algorithms using
APFs are suitable for multiple threat containment where threats appear at random times,
and may overlap temporally as well as spatially. We have successfully used a QAPF to
design a Potential Field framework for multiple threat containment. The framework uses 3
APFs to make the algorithm (MUTCA) work. Effects of zero force on the robots, and edge
effects are analyzed and solutions for these problems have been devised. The frameworks
is simulated with robots in a simulator called MAHESHDAS which is an event-driven
simulator developed as a part of this work. Robots take finite amount of time to rotate as
well as move around. Robots calculate forces on themselves every δt s to calculate the next
position to move to. MUTCA uses very conservative collision avoidance mechanism to
avoid robots colliding into each other.
It is clear from this work that the definition of success is critical to the analysis of
MUTCA. Overall MUTCA does an effective job at multiple threat containment using the
definition of success developed in this work. MUTCA requires a minimum number of
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robots to make the containment successful. Developing a better, more accurate APF frame-
work can increase the success of this algorithm. In its current state, MUTCA is very sensi-
tive to critical parameters such as the sensing error. Increasing the intelligence of the robots
can lower this sensitivity. Robots fail to do containment in certain scenarios. These pitfalls
can be avoided by implementing logic that helps the robot differentiate between older and
newer threats, and can increase threat-loyalty (robot would stick to one threat even when
a newer one occurs close to it). The robots considered by us do not have any wireless
communication capability. This is ideal in a military setup where wireless communication
may not be possible (due to enemy jamming or because this might give away the location).
Adding wireless communication to the list of features that the robots have not only makes
them expensive but adds a higher level of complexity to the algorithm. Robots in commu-
nication may be able to leverage it to increase threat-loyalty or perform better cooperation
through it. Making the nodes more intelligent, and making them wireless ready can also
avoid the pitfalls that MUTCA produces.
MUTCA assumes that the battery power of robots is unlimited, as well as it assumes
ideal sensing. Future work can involve energy-analysis with more accurate sensor models.
The results have shown that MUTCA is very sensitive to errors. The robots have very low
intelligence, and they are not capable of making complex decisions. Intelligent robots that
can make decisions on the fly can improve the performance of robots. They can also save
energy by shutting off at times when the robot chooses to be idle. A formal mathematical
analysis of MUTCA has not been attempted, and such analysis can give clues to formations
of local minima where robots can get stuck. Such cases are rare, but do exist in systems
using APFs. Mathematical analysis of Lyapunov functions for stability in a one-goal situ-
ation has been done in literature [11]. This technique can be extended for multiple goals.
Lyapunov functions offer the capability of rigorous mathematical stability analysis. Op-
timization techniques using tools such as MATLAB Stateflowr which involve a control
system approach can also be used to optimize the parameters in future work. Stateflowr
allows users to write event-driven code, and extract optimal parameters from such code.
71
It can also customize code for a specific CPU architecture, in case the project is to be
deployed on actual mobile robots.
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