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1. INTR~DLJcTI~N 
The present work originated inthe consideration of two general problems 
related tothe existence ofcenters in plane dynamical systems. In [13] we have 
given a method for constructing polynomial systems with prescribed types of 
nondegenerate critical points. It is possible toinclude centers in such systems 
by replacing the spiral orbits inside a limit cycle with periodic ones, but in this 
case the analyticity of the field is lost. On the other hand, analytic systems with 
centers can easily be constructed asthe Hamiltonian systems associated with 
(real) analytic functions having isolated xtrema. However, this technique 
cannot produce sources or sinks together with the centers since the former types 
of critical points cannot occur in Hamiltonian systems. 
Here we encounter the second general problem. Many necessary conditions 
on the types of critical points for a Hamiltonian system are known. Can one find 
sufficient conditions on critical points of an analytic system which guarantee 
that it is Hamiltonian, orat least hat it has a global, analytic first integral? 
Some existence theorems for multiple-valued first integrals of complex equations 
have been obtained byKaplan [8,9], w o h h as also considered the related problem 
of global solutions oflinear first-order pa tial differential equations [lo], but 
there seem to be no general results known in the real case. 
Returning to the question of centers, we might ask whether there are any 
analytic systems with centers which have sources or sinks and therefore no
regular first integrals. To construct such examples, we are led to the considera- 
tion of the equation 
2 =f(4, (1) 
where z = x + iy is a complex variable, while t is real. If we write f(z) = 
U(X,Y) + in(x, y), we see that this single quation is equivalent tothe real 
system defined by the vector field (u, w). When f is analytic, so that u and v 
satisfy the Cauchy-Riemann equations, we have the only case in which a com- 
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plete solution tothe classical enter-focus problem can be obtained from the 
linearized system at a critical point with pure imaginary eigenvalues [7]. If z0 
is a critical point of (I), f(z,) = 0, it is a node, focus, or center if ’(z,,) is real, 
complex, or pure imaginary, respectively. Thus, it is easy to construct a cubic 
polynomial system in the form (1) which has at least one center and one source 
or sink. The general theory of critical points of (1) has been studied in connection 
with the theory of quadratic differentials on Riemann surfaces, in which casef 
is taken to be the square root of a meromorphic function [7, 121. The proofs use 
complex-analytic te hniques involving changes of variables defined by complex 
integrals. 
Here, we give a new derivation of the classification scheme for critical points 
of (1) when f is analytic, using only techniques from the qualitative th ory of 
plane vector fields, aswell as some additional results on the global behavior 
of such flows. We then obtain analogous results for other types of complex 
functions: conjugate-analytic, pseudoanalytic, quasi-conformal, nd more 
general functions whose real and imaginary parts satisfy irst-order elliptic 
systems of partial differential equations. Finally, we make some remarks on the 
general problem of first integrals in the light of the previous discussion. 
The recent paper of Brickman and Thomas [3] includes some similar con- 
siderations  equations ofthe form (I), but they are concerned with the problem 
of conformal equivalence offlows, while we are interested only in topological 
equivalence h re. 
All functions appearing in this paper are assumed to be real analytic functions 
defined on all of the appropriate Rn, unless otherwise noted. Formulas and 
theorems are numbered consecutively thoughout. 
2. ANALYTIC FUNCTIONS 
The useful property of analytic functionsf(z) is that hey can be represented 
as sums of powers of z which are homogeneous polynomials inx and y. In 
particular, thereal and imaginary parts of zn are homogeneous polynomials of
the same degree, II, which have no common factors. These properties permit us 
to employ the following theorem of Forster [6] on perturbations f homogeneous 
systems. Forster proves the result under more general conditions, otrequiring 
analyticity, but we state it only for the analytic case which is all we need here. 
FORSTER'S THEOREM. Let Pn(x, y) and Q,,(x, y) be homogeneous polynomials 
of degree n > 1 with no common factors, and let fn+l(x, y) and gnfl(x, y) be 
analytic functions whose series xpansion begin with terms of order at least n + 1. 
Then the systems 
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(H) 2 = Z=,(GY), 
(NH) $ = P&v ?)I + fn+1(T Y)! 2 = Q&, Y) + gn+dx* Y) 
each of which has a critical point at the origin, are locally topologically equivalent 
in a neighborhood f that point, if it is a nonrotation p int. 
Remark. Forster did not quite prove the theorem in this form. It is not clear 
whether he was aware of the explicit concept of topological equivalence. The
closely related i ea of structural stability first appeared at around the same time 
in [2]. In the terminology ofAndronov et al. [l], Forster proved that (H) and 
(NH) have the same local scheme at the origin. One of the main results of[l] is 
that the local scheme constitutes a complete set of topological invariants. The
theorem as stated was also proved by Coleman [4]. 
C’OROLLART. Let f(z) = a,,z” + a,liIz”i+l + ..., n > 0, be analytic. Then 
thejow of (1) is locally topologically equivalent to hejow of 
For II = 1, this follows from the result stated above on the solution fthe 
center-focus problem, while for n > 1, it is immediate from Forster’s theorem 
and the homogeneity of ZP in s and y. It remains to analyze the structure ofthe 
critical point at the origin for (2) which we do by an index argument. Since the 
origin is the only critical point of (2) we can calculate its index directly from the 
definition as the change in the argument of the field during one cycle around the 
unit circle. There, arg(a#) = arg(a,) + arg(eine) = arg(a,) + nr3. Going 
around the circle, 0 changes by 2 T, so arg(a#) changes by 2nn, and the index 
of the origin is n. From the general structure theory for homogeneous ystems (H) 
(see [6, 1 l]), we know that he phase portrait a the origin consists ofa number 
of sectors divided by integral rays along which the field is parallel to the position 
vector of each point. Each such ray is defined by a nonzero solution ff(z) = kz, 
k real, or a,,,-” = kz, which we can take to be on the unit circle. There are 
2(n - 1) distinct roots of this equation, so2(n - 1) sectors inthe phase portrait. 
On the other hand, if e, h, and p are, respectively, the number of sectors of 
elliptic, hyperbolic, and parabolic type, the Bendixson Index Formula [l] says 
that n = I(0) = 1 + (e - h)/2. We also know that e + h + p = 2(n - 1) 
and e, h, and p must be nonnegative. The only values atisfying these relations 
are e = 2(n - l), h = p = 0. Thus, we have completely determined the 
structure ofthe origin for (2). By translation, we get the same structure for any 
critical point of (1). 
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THEOREM 1. For f analytic, every critical point of (1) has positive index n, 
where n is the order of the zero off. If n = 1, the point is a source, sink, or center, 
depending onthe sign of the real part off’(z) there. Ifn > 1, the point is of purely 
elliptic ype with 2n - 2 elliptic se tors. 
In the case mentioned above wheref’a is analytic, we may get a “half-integer 
index” with an odd number of sectors. This does not describe a consistent 
vector field, but only a line field. However, we can think of having avector field 
on a two-sheeted surface, namely the Riemann surface of .&a, which projects 
onto the line field. Another approach to finding the structure ofthe origin for (2) 
is to solve the equation explicitly and to study the curves z(t) = (1 - n) 
(a,t + ~)l.‘(l-~). 
Having found the critical points of (l), we now want to consider periodic 
orbits. The important property of closed orbits for analytic f is that he Poincare 
map on a local transversal to one is itself a complex analytic map. This regularity 
is proved just as in the real analytic case by an Implicit Fundtion Theorem 
argument (see [l]). 
THEOREM 2. For analytic f,every periodic orbit of (1) is contained ina con- 
tinuous family of periodic orbits surrounding a center. Inparticular, there are no 
limit cycles OY semilimit cycles. More generally, each canonical region (OY cell [I]) 
of the f7ow and each separatrix isunbounded. Each family of periodic orbits has 
constant period. 
PYOO~. We first make the weaker assumption that we have an arbitrary 
real-analytic vector field with a continuous family of closed orbits. Ifa com- 
ponent of the boundary of the region filled by these orbits consists ofa closed 
orbit, C, it must be a semilimit cycle (closed orbits on one side, spiral orbits 
approaching itfor positive ornegativ-e time on the other side) by the PoincarC- 
Bendixson Theorem [l 11. The PoincarC map on a local transversal ection to C 
is obviously the identity onone side of C and something else on the other side, 
contradicting thefact hat it must be an analytic function. For the system (1) 
we argue similarly toshow that there can be no limit cycles. Suppose zi is a 
point on an orbit C of period p. In some neighborhood U of zi the time-p map 
T induced by the flow is analytic and l-l. But on C n U, T(z) = z, so by the 
identity heorem for analytic functions, T(z) = .z for all z in L’. Thus, every 
orbit passing through L’ is periodic with period p, and C is contained in a 
continuous family of periodic orbits all having the same period. Since C was an 
arbitrary closed orbit, there can be no limit cycles. Consider now the boundary 
of this annular egion. We have seen above that it cannot contain a closed orbit, 
so its outer component either consists ofone or more separatrices unbounded in 
both directions, or else contains a critical point. However, with respect o a 
critical point on the boundary of a cell, which is not a limit point of the orbits 
in the cell, those orbits form a hyperbolic sector. Since Theorem 1 rules out the 
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possibility of a critical point with a hyperbolic sector, the cell must be unbounded. 
On the inner boundary, there can be neither unbounded separatrices nor
critical points with hyperbolic sectors, but here we have a third alternative which 
is for there to be a critical point which is a center. Since there are neither limit 
cycles nor critical points with hyperbolic sectors, the only possible imit sets of 
orbits are single points. Thus, the separatrices andcells of the flow which are 
not associated with centers must all be attached toother critical points which are 
of elliptic or nodal type. There are two types of cells which could be bounded: 
homoclinic (elliptic) or heteroclinic. In either case, if there were a “last” orbit 
belonging to the family, the orbits on the other side of it would have to be 
hyperbolic with respect to some critical point, while if there were an additional 
critical point on the boundary of the cell, it would already have a hyperbolic 
sector as before. Thus, the boundaries ofthese cells can only contain separatrices 
which are themselves unbounded in at least one direction. Q.E.D. 
3. CONJUGATE-ANALYTIC FUNCTIONS 
A conjugate-analytic function f(z can be represented asa power series in ) 
z* = x - z”, and so has the same homogeneity property with respect to x and y 
that an analytic function does. Thus, the corollary to Forster’s Theorem extends 
to this case, and we can again study (H) instead of (NH). 
THEOREM 3. For f conjugate-analytic, every critical point of (1) has negative 
index -n, where n is the order of the zero off. Each point z’s of purely hyperbolic 
type with 2n + 2 hyperbolic se tors. 
Proof. As before, it suffices to consider a critical point at the origin. On the 
unit circle, z* = e-‘8, so calculating as in Theorem 1, we find that I(O) = -n. 
Here, the integral rays are given by nonzero solutions ofan(z*)n = kz = k/z*. 
Since kmay be positive ornegative, this equation has 2(n + 1) distinct solutions 
on the unit circle, sothere are 2(n + 1) sectors. The only nonnegative solution 
of 1 + (e - h)/2 = -n, e + h + p = 2(n + 1) is h = 2(n + I), e = p = 0. 
Thus, the critical point is of purely hyperbolic type. Q.E. D. 
Remark. The absence of parabolic and elliptic se tors of critical points for f 
conjugate analytic can also be derived from the fact hat every conjugate-analytic 
system is Hamiltonian. Indeed, it follows directly from the conjugate Cauchy- 
Riemann equations that conjugate-analytic s stems of the form (1) are precisely 
the Hamiltonian systems associated with harmonic Hamiltonian functions. 
COROLLARY 1. A conjugate-analytic s stem has no periodic orbits and every 
cell of the pow is unbounded. 
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Proof. Any periodic orbit must have at least one critical point of positive 
index in its interior. Since there are no such points, there can be no closed orbits. 
Similarly, a closed curve consisting ofa finite number of hyperbolic critical 
points and orbits connecting them must also contain acritical point of positive 
index, as can be seen from a direct calculation of the index of a closed curve 
lying just outside the given curve. Therefore, there are no closed curves which 
could bound cells, which must then be unbounded. Q.E.D. 
COROLLARY 2. Let f (z) be a meromorphic function with a pole of order n at z0 . 
Then the trajectories of (1) near z,, are those of a neighborhood f apurely hyperbolic 
critical point of index -n. 
Proof. For convenience, we assume that z,, # 0. Then we can apply a 
Bendixson transformation [l]to get another flow on the Riemann sphere with the 
same trajectories except for a singularity a  the (new) origin. Geometrically, this 
transformation c sists ofan inversion i the unit circle. In terms of the complex 
variable Z,it can be written as B(z) = l/z *. It is clear that under this involution, 
a correspondence isset up between poles of analytic functions and zeros of 
conjugate-analytic functions. Thus, behavior of the flow near a pole for mero- 
morphic f, must be the same as for the zeros treated in Theorem 3. Q.E.D. 
We note that he remark made above after Theorem 1 about square roots of 
analytic functions can be extended to the hyperbolic case when there are poles. 
In the following sections, when we show that certain more general types of 
complex functions define vector fields with the same qualitative behavior as 
those defined by analytic functions, there will be in each case a corresponding 
result which says that the conjugate fields defined by the complex-conjugate 
functions have the same properties as the conjugate-analytic ones.
4. PSEUDOANALYTIC FUNCTIONS 
The simplest nontrivial pseudoanalytic functions are solutions ofsystems of 
the form 
ur - 0, = a(x)u + b(y)v, uy + v, = 0. (3) 
If the coefficients a and b are real-analytic, henso are the solutions, u and v. 
In this case, explicit formulas for the pseudoderivatives and integrals of functions 
f(z) = u + iv can easily be derived which display the lowest-order terms in 
the real power series expansions ofu and z’. The orders being equal for the two 
expansions, we could then proceed directly to an application f Forster’s 
Theorem. However, it is easier to turn immediately to the general theory of 
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pseudoanalytic functions which will give us some very useful representation 
theorems. The results stated without proof or attribution n this and the following 
section can all be found in [5, supplement to Chap. IV]. Some of them are quoted 
only in part or in a slightly varied form to simplify the discussion. 
In the sequel, we make use of the standard notation for complex differential 
operators: a/& = &(a/&~ - ia/@) and a/&z* = $(a/& + ia/@). Thus, if 
f(z) = u + iv,fi = $,(uz: + v,) + i/2(vz - u,) andf,, = +(ux - vu) + i/2(~~ + 
uv). Complex analytic functions are characterized by the equation fi* = 0. 
A pseudoanalytic function (of the first kind) is a solution fthe equation 
fz* = a(z)f + &)f *, (44 
or equivalently a function of the form u + iv where u and w satisfy the real, 
uniformly elliptic system 
u, - zly = allu + a,,v u, + 21, = a+ + ae2v. (4b) 
We will always assume that he coefficients, and thus the solutions, of either form 
of the equations are real analytic, since we are interested here in analytic vector 
fields. However, most of the results carry over, with little change in the proofs, 
to much larger classes offunctions. 
Similarity Principle for Pseudoanalytic Functions. Let f(z) be a pseudo- 
analytic function (or more generally any function satisfying a differential ine-
quality of the form 1 fi* 1 < k 1 f / for some constant k) in a domain D bounded 
by a smooth closed curve C. Then there xists an analytic function g(z) and a 
real-analytic fun tion s(z) which is real on C such that 
f(z) = esCz)g(z). (5) 
Conversely, ifg is given, we can find sand a solution f of (4a) such that (5) is 
satisfied. f and g are said to be similar. Ifg(z) = k(z - z,,)~, the corresponding 
f is called a formal povver. Any pseudoanalytic function can be expanded in a 
formal power series corresponding exactly to the power series of the similar 
analytic function. Inparticular, each formal power of degree n is O((z - z,,)“). 
Since z” is a homogeneous polynomial of degree n in x and y and our general 
assumption is that fis real analytic nD, the expansion off in powers of x and y 
about a zero off in D must begin with homogeneous terms of the same order n. 
THEOREM 4. The critical points of a vector field (u, w) satisfying (4)all have 
positive index and are of purely elliptic ype except when the index is 1, in which 
case tRey are sources, sinks, orcenters. 
Proof. By the similarity principle, a pseudoanalytic function has isolated 
zeros of the same degrees as those of the corresponding analytic functions. 
505/3+/3-7 
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Suppose, without loss of generality, hatf(z) = u + iv has a zero at the origin. 
Then we can find a disk D centered there in which there are no other critical 
points, and we can calculate he index of zero from the change in argf(z) 
around the boundary of D, the circle C.Again, by the similarity principle, f can be 
represented inthe form (5), with S(Z) real on C. On C, then, arg f (z) = arg g(.e) 
since xp(s(z)) has argument zero, being real. Therefore the fields efined by f 
and g have the same index, n. Since they also both have an nth order zero, a
repetition of the argument used to prove Theorem 1 shows that he origin has 
the same type for the two systems. Q.E.D. 
COROLLARS 1. The elliptic se tors ofcritical points of a pseudoanalytic system 
are unbounded. 
It may also be true that there are no limit cycles in pseudoanalytic systems, 
but the proof given for the analytic case does not carry over because although 
there is an identity heorem for pseudoanalytic functions, the identity function 
is not always asolution f(4a). 
COROLLARY 2. The critical points of a conjugate-pseudoanalytic Jield andthe 
poles of a pseudomeromorphicjield are of purely hyperbolic type. 
5. QUASICONFORMAL AND MORE GENERAL FUNCTIONS 
In this ection, we consider vector fields which satisfy other types of elliptic 
systems. Closely related tothe pseudoanalytic functions discussed above are the 
pseudoanalytic functions ofthe second kind which are in 1-l correspondence 
with them. For example, if u’ + iv’ satisfies thesystem 
then the functions u = (a/b)‘/*u’ andz, = (b/a)ll*v’ satisfy (4a) where a,, = 
-a22 = a’(x)/(2a(x)) and aI9 = asI = -b’(y)/(2b(y)), so u + iw is pseudo- 
analytic ofthe first kind. Pseudoanalytic functions ofthe second kind have the 
geometric property of defining quasi-conformal ppings. A mapping is quasi- 
conformal if its expansion or contraction of local angles is uniformly bounded 
away from 0 and co. This condition can be expressed analytically by either of 
the following differential inequalities, where k and K are constants, 0 < k < 1, 
K > a: 
Ifz* I G h Ifi 1, (64 
UZ 2+ u,2 + v,* + vu2 < K(uza, - vu,uw). (6b) 
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In particular, these inequalities are atisfied by solutions ofthe equations 
where the coefficients sa isfy the usual conditions for uniform ellipticity. We 
wish to show that any vector field defined by a quasi-conformal function has the 
same properties as the fields iscussed previously. First, we illustrate by deriving 
the result in the simplest case of constant coefficients. Suppose that 
u, = av, u v= --au, a > 0. (8) 
Then u + aiv is an analytic function, while u + iv is quasi-conformal. Both 
functions have (real) series xpansions beginning with terms of the same degree, 
and have the same zeros. If we can show that hey also have the same index at 
any critical point, then by Forster’s Theorem, they will be locally equivalent 
near critical points, and we will have the same structure for the quasi-conformal 
system as for the analytic one. Now the angle 0between the vectors (u, V) and 
(u, av) always has a positive cosine since a > 0, so -7~/2 < 0 < 7r/2, for any 
x and y. Thus, 0 is bounded away from frr and the two vector fields have the 
same index with respect to every point since they are never opposite and have 
the same zeros. We have shown that any critical point of the field (u, av) is of 
one of the types specified inTheorem 1. Similarly, for a < 0, we get a type 
from Theorem 3 by comparing the field to (u, -v). Note that if we have unequal 
constant coefficients, u, = uvy , uU = --bo, a, b > 0, then the simple change 
of scaley’ = (b/a)llzy convertes the system to the form (8). 
Representation Theorem for Quasi-Conformal Functions. Let D be a disk 
centered at the origin contained in the domain of a quasi-conformal function 
f(z). Then there xists a homeomorphism h(z) of D onto itself such that h(0) = 0 
and h and h-l are both uniformly Holder continuous and an analytic function 
g(z) such that 
f (4 = g@(4) (9) 
for all z in D. 
LEMMA. Let g(z) be an analytic function such that g(0) = 0. Then for a sufi- 
ciently small circle c ntered atthe origin, argg(z) increases monotonically around 
the circle. 
Proof. We have already noted above that this property holds for any circle 
if g(z) = azn. It only remains to note that for sufficiently small z, the lowest- 
order term in the series expansion of g dominates the other terms and therefore 
the variation fthe argument is asymptotically thesame for g(z) as for its 
lowest-order t m alone. Q.E.D. 
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THEOREM 5. The critical points of quasi-conformal $elds are of the same types 
as for analytic$elds. 
Proof. Let f (a) be quasi-conformal with f (0) = 0 and g and h be as in (9). 
By the lemma, we can choose a circle C so small that argg(z) increases mono- 
tonically around C. Since h-l is Holder continuous, we can also insure, possibly 
by taking a smaller C, that C’ = h-‘(C) contains no zeros off other than 0 in 
its interior. Forany real-analytic vector-field, the local type of a critical point 
consists ofa finite s quence of sectors. Thus, for a sufficiently small neighborhood 
N of a critical point, the flow restricted o any smaller neighborhood contained 
in N is topologically equivalent tothe flow restricted o IV. In the present case, 
we can again choose asmaller C to insure that C’ has the property of the neigh- 
borhood N just described. Finally, we can choose C so small that it contains o
closed orbits unless the g-field has a center. (In the latter case, the f-field has 
an index-one critical point at the origin of one of the simple types: source, sink, 
or center.) Itis then sufficient to show that he field defined by f on the interior 
of C’ is equivalent tothe field efined by g on the interior fC. Now on C’, 
arg f (.a) increases monotonically and has the same total change as does arg g(z) 
on C. The positive s nse of rotation fthe field implies that orbits tangent o 
the boundary curve can only be internally tangent. Thus, there can be no orbits 
which intersect the curve twice, and any orbit entering the region for positive 
or negative time must approach alimit set in the interior. Since there is a unique 
critical point in the interior and no closed orbits, every orbit entering the region 
approaches the origin. On the boundary, we can establish a l-l correspondence 
between points of C’ and C which preserves the type: entry, exit, or tangent. 
We can now directly construct a homeomorphism of the two regions preserving 
orbits of the f and g flows as follows. For any orbit reaching the boundary, we 
map it onto the orbit reaching the corresponding point on the other boundary. 
Any orbit not intersecting theboundary must approach the origin for both 
positive annegative time and is an elliptic orbit contained in a sector bounded 
by one of the orbits which is an interior tangent o the boundary. We can extend 
the homeomorphism to these lliptic regions by indexing them along transversals 
connecting the tangent points on the boundary to the origin. Thus, we have 
shown that each critical point of a quasi-conformal system is locally equivalent 
to a critical point of an analytic system. Q.E.D. 
COROLLARY. The critical points of a conjugate-quasi-conformal system re all 
of purely hyperbolic type. The hyperbolic se tors, a  well as the elliptic se tors ofthe 
theorem are unbounded. 
We now consider fields which satisfy more general elliptic systems which 
include both (4) and (7) as special cases. The functions will be assumed to 
satisfy differential inequalities of the form 
Ifz* Ie k, Ifz I + k2 If II (10) 
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where K, and k, are real, positive constants with k, < 1. In particular, such 
conditions are satisfied by solutions of the systems: 
where again we assume the coefficients satisfy uniform ellipticity conditions. 
General Representation Theorem for Solutions of Homogeneous Elliptic Systems. 
Let f(z) satisfy (10). Then there xist functions g(z), s(z), and h(z) as in the 
previous representation theorems uch that 
f(z) = es’“‘g(h(z)). (‘2) 
For a solution f(lla), we can take s(z) to be the same function aswould be 
given for the pseudoanalytic function btained by setting or= qn = 0. 
THEOREM 6. The conclusions f Theorem 5 and its Corollary hold for jields 
dejined byfunctions satisfying (10). 
Proof. Since @(“g(z) is pseudoanalytic, tscritical points are already of 
analytic type by Theorem 4. The argument used to prove Theorem 5 can be 
repeated here using a pseudoanalvtic function instead of an analvtic one since 
all the relevant properties are the same. Q.E.D. 
6. REMARKS 
Returning now to the question of characterizing Hamiltonian systems, we see 
that they combine properties ofthe analytic and conjugate-analytic types of 
fields. Generically, the critical points of a Hamiltonian system are simple 
centers and saddle points. Thus, if we attempt o represent a real-analytic 
Hamiltonian system in (z, z*)-coordinates, he field will have to behave like a
function f z alone in some regions (near centers) and z* alone in others (near 
saddles). Itis not clear whether this can occur in a real-analytic system. In 
particular, onecannot construct such an example by multiplying an analytic 
function fi(z) with all critical points of center type by a conjugate-analytic 
functionf,(z). While the product will still have saddle points where $2 had them, 
the centers of fi will in general be changed into sources or sinks, since they are 
not structurally stable. Computation of a simple xample has shown that such 
bifurcations do occur. Another way of looking at the question is to say that he 
desired field would have to satisfy a first-order system of partial differential 
equations of mixed elliptic and conjugate-elliptic type. Whether or not such a 
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system could have a globally real-analytic solution isnot clear. We are led to 
conjecture that any real-analytic system having both a center and a saddle 
point must be Hamiltonian. We may also conjecture that no real-analytic 
system can have a node, acenter, and a saddle point simultaneously. 
Another property of Hamiltonian systems is that they do not have orbits 
connecting critical points. Such orbits would correspond to “flat ridges” on 
the graph of the Hamiltonian function which would then necessarily degenerate 
into whole curves of critical points. Thus, for example, a conjugate-analytic 
system has no heteroclinic orbits. Taking this into account, we may also ask 
whether every conjugate-elliptic system with no orbits connecting critical points 
is Hamiltonian, ormore generally whether every conjugate-elliptic system has 
an analytic first integral. 
It seems likely that many of the properties ofvector fields iscussed here can 
be generalized tospaces of dimension 2n for n > 1, in which a vector field 
could be defined by 71 complex functions ofn complex variables. A  usual, one 
would expect more complicated phenomena to occur in the higher-dimensional 
case in addition tothe direct generalizations of phenomena already occurring in 
two dimensions. Ifmore can be learned about the relationship between Hamil- 
tonian systems in the plane and complex functions, further information might 
be obtained about Hamiltonian systems with more than one degree of freedom 
through such a generalization. 
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