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Abstract
We propose a discretization of classical confocal coordinates. It is based on a novel charac-
terization thereof as factorizable orthogonal coordinate systems. Our geometric discretization
leads to factorizable discrete nets with a novel discrete analog of the orthogonality property. A
discrete confocal coordinate system may be constructed geometrically via polarity with respect
to a sequence of classical confocal quadrics. Various sequences correspond to various discrete
parametrizations. The coordinate functions of discrete confocal quadrics are computed explicitly.
The theory is illustrated with a variety of examples in two and three dimensions. These include
confocal coordinate systems parametrized in terms of Jacobi elliptic functions. Connections with
incircular (IC) nets and a generalized Euler-Poisson-Darboux system are established.
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1 Introduction
Confocal quadrics have played a prominent role in classical mathematics due to their beautiful
geometric properties and numerous relations and applications to various branches of mathematics.
Optical properties of quadrics and their confocal families were already discovered by the ancient
Greeks and continued to fascinate mathematicians for many centuries, culminating in the famous
Ivory and Chasles theorems from 19th century given a modern interpretation by Arnold [Ar, Ap-
pendix 15]. Geodesic flows on quadrics and billiards in quadrics are classical examples of integrable
systems [J, M, V, FT]. Gravitational properties of ellipsoids were studied in detail by Newton, Ivory
and others, see [FT, Part 8], and are based to a large extent on the geometric properties of confocal
quadrics. Quadrics in general and confocal systems of quadrics in particular constitute popular
objects in geometry. Poncelet and Ivory theorems play a central role there [DR, IT]. In differen-
tial geometry quadrics provide non-trivial examples of isothermic surfaces which form one of the
most interesting classes of “integrable” surfaces, that is, surfaces which are governed by integrable
differential equations and possess a rich theory of transformations with remarkable permutability
properties [BS]. Importantly, confocal quadrics also lie at the heart of confocal coordinates systems
which give rise to separation of variables in the Laplace operator. As such, they support a rich
theory of special functions, including Lame´ functions and their generalizations [EMOT, WW].
In general, coordinate systems are instances of smooth nets, that is, maps RM ⊃ U → RN . In
this paper we present a novel characterization of confocal coordinate system: a coordinate system
RN ⊃ U 3 s 7→ x(s) ∈ RN is confocal if and only if it is orthogonal and the coordinates xi factorize
as functions of the parameters sj , that is,
xi(s) = f
i
1(s1)f
i
2(s2) · · · f iN (sN ), i = 1, . . . , N
(see Section 3).
Orthogonal coordinate systems constitute a classical topic in differential geometry. They were
extensively treated in the fundamental monograph by Darboux [D]. From the viewpoint of the
theory of integrable systems they were investigated in [Z]. Algebro-geometric orthogonal coordinate
systems were constructed in [K]. Although it is natural to expect that confocal coordinate systems
belong to this class, it remains an open problem to include them in Krichever’s construction (see
[MT]).
Discretizing coordinate systems consists of finding suitable approximating discrete nets, that
is, maps ZM ⊃ U → RN . Various discretizations of orthogonal coordinate systems have been
proposed. The most investigated variant is the class of circular nets [B, CDS, KS1], where all
elementary quadrilaterals are inscribed in circles. This class inherits the property of orthogonal
coordinate systems to be invariant under Mo¨bius transformations. A special case of Darboux-
Egorov metrics was discretized in [AVK] as circular nets whose quadrilaterals have two opposite
right angles. Another discretization of orthogonal nets is given by conical nets [LPWYW], which
are characterized by the property that any four neighboring planar quadrilaterals are tangent to
a sphere. This class is preserved by Laguerre transformations. Circular and conical nets may be
unified in the context of Lie geometry as principal contact element nets [BS, PW].
Recently, in [BSST16], we have proposed an integrability-preserving discretization of systems
of confocal quadrics or, equivalently, systems of confocal coordinates in RN . The discretization is
based on a discrete version [KS2] of the Euler-Poisson-Darboux system, which is known to encode
algebraically classical systems of confocal quadrics. This algebraic approach resulted in particular
in a new geometric orthogonality condition, which is of central importance in the current paper. In
this new sense, a discrete coordinate system (12Z)
N ⊃ U 3 n 7→ x(n) ∈ RN is discrete orthogonal if
3
any edge of any of the ZN sublattices is orthogonal to the dual facet of the dual ZN sublattice (see
Section 4).
In Section 5 we define discrete confocal coordinate systems as orthogonal (in the new sense) nets
(12Z)
N ⊃ U 3 n 7→ x(n) ∈ RN such that the coordinates xi factorize as functions of the lattice
arguments nj , that is,
xi(n) = f
i
1(n1)f
i
2(n2) · · · f iN (nN ), i = 1, . . . , N.
We provide an explicit description of discrete confocal coordinate systems in Theorems 5.2, 5.5, 5.6.
In Section 6 we show that discrete confocal coordinate systems admit a geometric characteri-
zation in terms of polarity with respect to quadrics of a classical confocal family. The connection
with the particular case discussed in [BSST16] is set down in Section 7.
Sections 8–9 contain an extensive collection of examples of discrete confocal coordinates in the
cases N = 2 and N = 3. We begin by presenting in Section 8.2 the discrete analogue of the classical
parametrization of systems of confocal conic sections in terms of trigonometric and hyperbolic
functions. Then, in Sections 8.4–8.5 we record a novel parametrization of confocal coordinate
systems in R2, both continuous and discrete, in terms of Jacobi elliptic functions. The discrete
confocal coordinate systems of these families are intimately related to incircular (IC) nets studied
in [AB]. In Sections 8.6–8.7, several geometrically remarkable parametrizations are discretized,
related to 3-webs comprized by conic sections, circles and lines. In Section 9, we show that the
classical confocal coordinate systems in R3 parametrized in terms of Jacobi elliptic functions admit
a natural discrete analogue. Finally, in the Appendix, we present a generalized discrete Euler-
Poisson-Darboux systems which algebraically encodes discrete confocal coordinate systems.
Acknowledgement This research was supported by the DFG Collaborative Research Center
TRR 109 “Discretization in Geometry and Dynamics”. W.S. was also supported by the Australian
Reserach Council (DP1401000851).
2 Classical confocal coordinates
For given a1 > a2 > · · · > aN > 0, we consider the one-parameter family of confocal quadrics in
RN given by
Q(λ) =
{
x = (x1, . . . , xN ) ∈ RN :
N∑
k=1
x2k
ak + λ
= 1
}
, λ ∈ R. (1)
Note that the quadrics of this family are centered at the origin and have the principal axes aligned
along the coordinate directions. For a given point x = (x1, . . . , xN ) ∈ RN with x1x2 . . . xN 6= 0,
equation
∑N
k=1 x
2
k/(ak +λ) = 1 is, after clearing the denominators, a polynomial equation of degree
N in λ, with N real roots u1, . . . , uN lying in the intervals
− a1 < u1 < −a2 < u2 < · · · < −aN < uN , (2)
so that
N∑
k=1
x2k
λ+ ak
− 1 = −
∏N
m=1(λ− um)∏N
m=1(λ+ am)
. (3)
These N roots correspond to the N confocal quadrics of the family (1) that intersect at the point
x = (x1, . . . , xN ):
N∑
k=1
x2k
ak + ui
= 1, i = 1, . . . , N ⇔ x ∈
N⋂
i=1
Q(ui). (4)
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The N quadrics Q(ui) are all of different signatures. Evaluating the residue of the right-hand side
of (3) at λ = −ak, one can easily express x2k through u1, . . . , uN :
x2k =
∏N
i=1(ui + ak)∏
i 6=k(ak − ai)
, k = 1, . . . , N. (5)
Thus, for each point (x1, . . . , xN ) ∈ RN with x1x2 . . . xN 6= 0, there is exactly one solution
(u1, . . . , uN ) ∈ U of (5), where
U = {(u1, . . . , uN ) ∈ RN | − a1 < u1 < −a2 < u2 < . . . < −aN < uN} . (6)
On the other hand, for each (u1, . . . , uN ) ∈ U there are exactly 2N solutions (x1, . . . , xN ) ∈ RN ,
which are mirror symmetric with respect to the coordinate hyperplanes. In what follows, when we
refer to a solution of (5), we always mean the solution with values in
RN+ =
{
(x1, . . . , xN ) ∈ RN | x1 > 0, . . . , xN > 0
}
.
Thus, we are dealing with a parametrization of the first hyperoctant of RN , x : U 3 (u1, . . . , uN ) 7→
(x1, . . . , xN ) ∈ RN+ , given by
xk =
∏k−1
i=1
√−(ui + ak)∏Ni=k√ui + ak∏k−1
i=1
√
ai − ak
∏N
i=k+1
√
ak − ai
, k = 1, . . . , N, (7)
such that the coordinate hyperplanes ui = const are mapped to (parts of) the respective quadrics
given by (4). The coordinates (u1, . . . , uN ) are called confocal coordinates (or elliptic coordinates,
following Jacobi [J, Vorlesung 26]).
For various applications, it is often useful to re-parametrize the coordinate lines according to
ui = ui(si), i = 1, . . . , N . One of the reasons of the usefulness of this procedure is the possibility to
uniformize the square roots in the above formulas, that is, to present them as single-valued functions
of the new coordinates si. A classical example in the dimension N = 2, where
x1 =
√
u1 + a1
√
u2 + a1√
a1 − a2 , x2 =
√−(u1 + a2)√u2 + a2√
a1 − a2 ,
is to set
u1 = −a1 sin2 s1 − a2 cos2 s1, u2 = a1 sinh2 s2 − a2 cosh2 s2,
so that
u1 + a1 = (a1 − a2) cos2 s1, −(u1 + a2) = (a1 − a2) sin2 s1,
and
u2 + a1 = (a1 − a2) cosh2 s2, u2 + a2 = (a1 − a2) sinh2 s2.
Accordingly, one obtains a version of elliptic coordinates in the plane free from branch points and
naturally periodic with respect to s1:
x1 =
√
a1 − a2 cos s1 cosh s2, x2 =
√
a1 − a2 sin s1 sinh s2.
Such a re-parametrization, being a relatively trivial operation for classical coordinate systems,
does not have a simple counterpart in the discrete context. Actually, the lack of the notion of
a re-parametrization is one of the main and fundamental differences between discrete differential
geometry and discrete analysis, on the one hand, and their classical analogs, on the other hand. It
is one of the principal goals of this paper to present a natural geometric construction of a general
parametrization for discrete confocal coordinate systems.
5
3 Characterization of confocal coordinate systems
Our main subject in this paper are coordinate systems, i.e., maps x : RN ⊃ U → RN on open
sets U such that det(∂xi/∂sj)
N
i,j=1 6= 0. We now demonstrate that the two properties, factorization
and orthogonality, are sufficient to characterize confocal coordinates. For the sake of simplicity,
we restrict ourselves to coordinate systems satisfying the additional condition ∂xi/∂sj 6= 0, which
excludes degenerate cases like cylindric, spherical coordinates etc.
Theorem 3.1. If a coordinate system x : RN ⊃ U → RN satisfies two conditions:
i) x(s) factorizes, in the sense that
x1(s) = f
1
1 (s1)f
1
2 (s2) · · · f1N (sN ),
x2(s) = f
2
1 (s1)f
2
2 (s2) · · · f2N (sN ),
. . .
xN (s) = f
N
1 (s1)f
N
2 (s2) · · · fNN (sN ),
(8)
with all fki (si) 6= 0 and
(
fki
)′
(si) 6= 0;
ii) x is orthogonal, that is,
〈∂ix, ∂jx〉 = 0 for i 6= j, (9)
then all coordinate hypersurfaces are confocal quadrics.
Proof. One easily computes that the orthogonality condition (9) for a factorized net (8) is equivalent
to
N∑
k=1
(
fki (si)
)′
fki (si)
(
fkj (sj)
)′
fkj (sj)
∏
`6=i,j
(
fk` (s`)
)2
= 0,
or
N∑
k=1
(
F ki (si)
)′(
F kj (sj)
)′ ∏
` 6=i,j
F k` (s`) = 0, (10)
where F ki (si) =
(
fki (si)
)2
.
Lemma 3.2. Equation ( 10) is equivalent to
N∑
k=1
F k1 (s1)F
k
2 (s2) · · ·F kN (sN ) = A1(s1) +A2(s2) + . . .+AN (sN ), (11)
with some functions Ai(si).
Proof. Equation (10) reads: ∂2F/∂si∂sj = 0, where the function F is the left-hand side of (11).
Induction with respect to N shows that this is equivalent to F being a sum of functions of single
arguments.
Lemma 3.3. Assume that all fki 6= 0 and
(
fki
)′ 6= 0. Then, for each i = 1, . . . , N there exists a
function Fi(si) such that
F ki (si) = α
k
i Fi(si) + β
k
i , k = 1, . . . , N, (12)
for some constants αki 6= 0 and βki .
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Proof. Note that the assumption of lemma is equivalent to
(
F ki
)′ 6= 0. We will prove that for each
i = 1, . . . , N we have (F 1i )′(si). . .(
FNi
)′
(si)
 ∈ R
α1i. . .
αNi
 . (13)
For any fixed i, equation (10) can be formulated as the following N − 1 orthogonality conditions:
(
F 1i
)′
. . .(
FNi
)′
 ⊥

(
F 1j
)′∏
` 6=i,j F
1
`
. . .(
FNj
)′∏
` 6=i,j F
N
`
 , j 6= i. (14)
Multiplying the N − 1 vectors on the right-hand side from the left by the non-degenerate matrix
diag
(∏
`6=i
F 1` , . . . ,
∏
`6=i
FN`
)−1
,
we obtain vectors 
(
F 1j
)′
/F 1j
. . .(
FNj
)′
/FNj
 = 12

(
f1j
)′
/f1j
. . .(
fNj
)′
/fNj
 , j 6= i,
Multiplying the latter vectors from the left by the non-degenerate matrix
diag
( N∏
`=1
f1` , . . . ,
N∏
`=1
fN`
)
,
we obtain vectors
1
2

(
f1j
)′∏
`6=j f
1
`
. . .(
fNj
)′∏
`6=j f
N
`
 = 12∂jx, j 6= i.
The latter vectors are linearly independent and span an (N−1)-dimensional subspace of RN . Thus,
the vector on the left-hand side of (14) lies in the orthogonal complement of an (N −1)-dimensional
subspace which is manifestly independent of si. This orthogonal complement is a one-dimensional
space which does not depend on si. This proves (13).
Substituting (12) into the left-hand side of equation (11), we arrive at an expression which may
be represented as the polynomial
N∑
k=1
(αk1z1 + β
k
1 ) · · · (αkNzN + βkN )
of degree N in N formal variables z1, . . . , zN , evaluated at zi = Fi(si). It is easy to deduce that the
result is a sum of functions of single variables, as in (11), if and only if in the above polynomial all
monomials of degree ≥ 2 vanish, leaving us with
N∑
k=1
(
αk1z1 + β
k
1
) · · · (αkNzN + βkN) = N∑
i=1
ρizi + c. (15)
7
We can identify the coefficients of the monomials of degree ≤ 1:
ρi =
N∑
k=1
αki
∏
`6=i
βk` , c =
N∑
k=1
N∏
`=1
βk` , (16)
while the vanishing of the coefficients of all monomials of degree ≥ 2 can be expressed as a certain
set of equations for the coefficients αki , β
k
i . As a result, (11) adopts the concrete form
N∑
k=1
(
αk1F1(s1) + β
k
1
) · · · (αkNFN (sN ) + βkN) = N∑
i=1
ρiFi(si) + c. (17)
It turns out that the above mentioned equations for the coefficients αki , β
k
i imply certain identities
involving functions of N − 1 variables.
Lemma 3.4. The following formulas hold true for all i = 1, 2, . . . , N :
N∑
k=1
αki
∏
`6=i
F k` (s`) = ρi. (18)
Proof. Differentiate equation
N∑
k=1
N∏
`=1
F k` (s`) =
N∑
i=1
ρiFi(si) + c
with respect to si:
N∑
k=1
(
F ki (si)
)′∏
` 6=i
F k` (s`) = ρi
(
Fi(si)
)′
.
Taking into account equation (12) and dividing by F ′i 6= 0, we arrive at (18).
Equations (18) describe coordinate hypersurfaces si = const. Indeed, observe that, according to
(8) and to F ki =
(
fki
)2
, these equations can be expressed as quadrics:
N∑
k=1
αki
F ki (si)
x2k = ρi,
or, equivalently, due to (12),
N∑
k=1
x2k
ρiFi(si) + ρiβki /α
k
i
= 1. (19)
In order to show that these quadrics for all i = 1, . . . , N and for any values of si belong to a confocal
family
N∑
k=1
x2k
λ+ ak
= 1,
it remains to show that, for any two indices k 6= m from 1, . . . , N , the expressions
ρi
(
βki
αki
− β
m
i
αmi
)
,
8
which should be equal to ak − am, do not depend on i. Upon setting in identity (15)
z1 = −β
(k1)
1
α
(k1)
1
, . . . , zN = −β
(kN )
N
α
(kN )
N
for an arbitrary permutation (k1, . . . , kN ) of (1, . . . , N), we arrive at
ρ1
β
(k1)
1
α
(k1)
1
+ . . .+ ρN
β
(kN )
N
α
(kN )
N
= c.
Subtracting two such equations for two permutations, differing at only two positions i, j, where
they take values k, m and m, k, respectively, we arrive at
ρi
β
(k)
i
α
(k)
i
+ ρj
β
(m)
j
α
(m)
j
= ρi
β
(m)
i
α
(m)
i
+ ρj
β
(k)
j
α
(k)
j
,
or
ρi
(
β
(k)
i
α
(k)
i
− β
(m)
i
α
(m)
i
)
= ρj
(
β
(k)
j
α
(k)
j
− β
(m)
j
α
(m)
j
)
.
This is the desired result, since i and j are arbitrary.
We have demonstrated that the equations of the coordinate hypersurfaces of a factorized or-
thogonal coordinate system (8) can be put as
N∑
k=1
x2k
ui + ak
= 1, i = 1, . . . , N, (20)
where the parameters ak are given by
ak = ρi
βki
αki
+ ci, k = 1, . . . , N, (21)
with suitable constants ci (which ensure that the right-hand side of (21) does not depend on i),
while the quantities
ui = ui(si) = ρiFi(si)− ci, i = 1, . . . , N (22)
can be considered as the confocal coordinates of the points x(s). We remark that, since confocal
quadrics of the same signature do not intersect, the N confocal coordinates should belong to N
disjoint intervals (2) (possibly, upon a re-numbering).
Conversely, we know that for any confocal coordinate system, equation (20) is equivalent to
x2k =
∏N
i=1(ui + ak)∏
i 6=k(ak − ai)
, k = 1, . . . , N, (23)
and positivity of these expressions is equivalent to (2). Thus, formulas for xk contain square roots√±(ui + ak) (see (7)). Suppose that these square roots are uniformized by the re-parametrization
(
fki (si)
)2
=
 ui + ak, k ≤ i,−(ui + ak), k > i. (24)
9
The latter equations are consistent, if for any 1 ≤ i ≤ N the squares of the functions fki (si),
1 ≤ k ≤ N , satisfy a system of N − 1 linear equations:
(
f1i (si)
)2 − (fki (si))2 = a1 − ak, k ≤ i,(
f1i (si)
)2
+
(
fki (si)
)2
= a1 − ak, k > i.
(25)
Under such a re-parametrization, formulas for confocal coordinates can be written as
xk(s) =
∏N
j=1 f
k
j (sj)∏k−1
i=1
√
ai − ak
∏N
i=k+1
√
ak − ai
, k = 1, . . . , N (26)
and, hence, the coordinate system factorizes. Note that (26) is equivalent to (8) modulo a scaling
of the functions fki .
4 Discrete orthogonality
We will use the discrete version of the characteristic properties from Theorem 3.1 to define discrete
confocal coordinate systems. These will be special nets defined on the square lattice of stepsize 1/2,
x : (12Z)
N ⊃ U → RN . (27)
The suitable notion of orthogonality is a novel one, introduced in [BSST16]. We denote by ei the
unit vector of the coordinate direction i.
Definition 4.1. A net ( 27) is called orthogonal if for each edge [n,n + ei], all 2
N−1 vertices of
the dual facet,
x(n+ 12σ) for all σ = (σ1, . . . , σN ) ∈ {±1}N with σi = 1,
lie in a hyperplane orthogonal to the line (x(n),x(n+ ei)) (see Fig. 1).
x(n+ ei)
x(n+ 12ei − 12ej − 12ek) x(n+ 12ei − 12ej + 12ek)
x(n+ 12ei +
1
2ej +
1
2ek)x(n+
1
2ei +
1
2ej − 12ek)
x(n)
Figure 1. Discrete orthogonality in dimension N = 3.
Note that the original definition from [BSST16] referred to pairs of nets defined on two dual
lattices ZN and (Z + 12)
N . The lattice (12Z)
N contains 2N−1 pairs of dual sublattices of this type,
namely
ZN + 12δ and Z
N + 12 δ¯,
for any δ = (δ1, . . . , δN ) ∈ {0, 1}N and δ¯ = (1− δ1, . . . , 1− δN ) ∈ {0, 1}N .
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Proposition 4.2. All elementary quadrilaterals
(x(n),x(n+ ej),x(n+ ej + ek),x(n+ ek)) (28)
of a generic orthogonal net are planar.
Proof. An elementary quadrilateral (28) can be considered as the intersection of N − 2 facets dual
to the edges [
x(n+ 12
∑
` 6=i
e` − 12ei),x(n+ 12
∑
`6=i
e` +
1
2ei)
]
, i 6= j, k
of the dual sublattice. Each of these N − 2 facets lies in a hyperplane. The intersection of N − 2
hyperplanes in RN is generically a two-dimensional plane.
Clearly, the definition of orthogonality can be equivalently formulated as follows: the two lines
containing any pair of dual edges are orthogonal:(
x(n),x(n+ ei)
) ⊥ (x(n+ 12σ),x(n+ 12σ + ej)), (29)
where σ ∈ {±1}N is any N -tuple of signs with σi = 1 and σj = −1 (and orthogonality is understood
in the sense of orthogonality of the direction vectors). From this it is easy to see that pairs of dual
sublattices actually play symmetric roles in the definition of orthogonality.
5 Discrete confocal coordinate systems
For discrete nets x : ZN ⊃ U → RN , at any point n ∈ U and for any coordinate direction
j = 1, . . . , N , there exist two natural discrete tangent vectors, ∆jx(n) = x(n + ej) − x(n) and
∆¯jx(n) = x(n)− x(n− ej). We call such a net a discrete coordinate system if at any n ∈ U , the
N discrete tangent vectors (arbitrarily chosen among ∆jx(n) and ∆¯jx(n) for any j) are linearly
independent.
A net x :
(
1
2Z
)N → RN defined on the lattice of a half stepsize can be considered as consisting
of 2N subnets defined on sublattices ZN + 12δ for δ ∈ {0, 1}N , and we call it a discrete coordinate
system if all 2N subnets satisfy the above condition.
Definition 5.1. A discrete coordinate system x :
(
1
2Z
)N ⊃ U → RN is called a discrete confocal
coordinate system if it satisfies two conditions:
i) x(n) factorizes, in the sense that for any n ∈ U
x1(n) = f
1
1 (n1)f
1
2 (n2) · · · f1N (nN ),
x2(n) = f
2
1 (n1)f
2
2 (n2) · · · f2N (nN ),
. . .
xN (n) = f
N
1 (n1)f
N
2 (n2) · · · fNN (nN ),
(30)
with fki (ni) 6= 0 and ∆¯fki (ni) = fki (ni)− fki (ni − 1) 6= 0;
ii) x is orthogonal in the sense of Definition 4.1.
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Theorem 5.2. For a discrete confocal coordinate system, there exist N real numbers ak, 1 ≤ k ≤ N ,
and N sequences ui :
1
2Z+
1
4 → R such that the following equations are satisfied for any n ∈ U and
for any σ ∈ {±1}N :
N∑
k=1
xk(n)xk(n+
1
2σ)
ak + ui
= 1, ui = ui(ni +
1
4σi), i = 1, . . . , N. (31)
Equivalently,
xk(n)xk(n+
1
2σ) =
∏N
j=1(uj + ak)∏
j 6=k(ak − aj)
, uj = uj(nj +
1
4σj), k = 1, . . . , N. (32)
Proof. Orthogonality condition (29) written in full reads:
N∑
k=1
(fki (ni + 1)− fki (ni))fki (ni + 12) ·
(fkj (nj +
1
2)− fkj (nj − 12))fkj (nj) ·
∏
`6=i,j
fk` (n`)f
k
` (n` +
1
2σ`) = 0.
(33)
We introduce the quantities
F ki (ni +
1
4) = f
k
i (ni)f
k
i (ni +
1
2), (34)
assigned to the points of the lattice 12Z+
1
4 , and the difference operator
∆
1/2F (n) = F (n+ 14)− F (n− 14). (35)
With this notation, relation (33) takes the form
N∑
k=1
∆
1/2F ki (ni +
1
2) ·∆
1/2F kj (nj) ·
∏
` 6=i,j
F k` (n` +
1
4σ`) = 0. (36)
Since it is supposed that this relation holds true for all n ∈ (12Z)N , we write it, omitting all
arguments due to their arbitrariness, as
N∑
k=1
∆
1/2F ki ·∆1/2F kj ·
∏
`6=i,j
F k` = 0. (37)
Now one sees immediately that the following analogues of Lemmas 3.2, 3.3 hold true in the discrete
context mutatis mutandis.
Lemma 5.3. Equation ( 37) is equivalent to
N∑
k=1
F k1 (n1 +
1
4) · . . . · F kN (nN + 14) = A1(n1) + . . .+AN (nN ), (38)
with some functions Ai(ni).
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Lemma 5.4. Assume that all fki 6= 0 and ∆¯fki 6= 0. Then, for each i = 1, . . . , N there exists a
function Fi(ni +
1
4) such that
F ki (ni +
1
4) = α
k
i Fi(ni +
1
4) + β
k
i , k = 1, . . . , N (39)
for some constants αki 6= 0 and βki .
Proof. Note that the assumption of lemma is equivalent to ∆1/2F ki 6= 0. The statement of lemma is
equivalent to ∆1/2F 1i (ni). . .
∆1/2FNi (ni)
 ∈ R
α1i. . .
αNi
 . (40)
To prove this, take equation (37) with all σ` = 1 and observe that, for any fixed i, it can be
formulated as the following N − 1 orthogonality conditions:
∆1/2F 1i
. . .
∆1/2FNi
 ⊥

∆1/2F 1j ·
∏
`6=i,j F
1
`
. . .
∆1/2FNj ·
∏
`6=i,j F
N
`
 , j 6= i. (41)
Multiplying the N − 1 vectors on the right-hand side from the left by the non-degenerate matrix
diag
(∏
`6=i
F 1` , . . . ,
∏
`6=i
FN`
)−1
,
we obtain vectors 
(
∆1/2F 1j
)
/F 1j
. . .(
∆1/2FNj
)
/FNj
 , j 6= i.
We have:
∆1/2F 1j
F 1j
=
(fkj (nj +
1
2)− fkj (nj − 12))fkj (nj)
fkj (nj +
1
2)f
k
j (nj)
=
∆¯jf
k
j (nj +
1
2)
fkj (nj +
1
2)
.
Multiplying the latter vectors from the left by the non-degenerate matrix
diag
( N∏
`=1
f1` (n` +
1
2), . . . ,
N∏
`=1
fN` (n` +
1
2)
)
,
we obtain vectors
∆¯jx(n+
1
2σ), j 6= i.
The latter vectors are linearly independent and span an (N−1)-dimensional subspace of RN . Thus,
the vector on the left-hand side of (41) lies in the orthogonal complement of an (N −1)-dimensional
subspace which is manifestly independent of ni. This orthogonal complement is a one-dimensional
space which does not depend on ni. This proves (40).
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As a result, a discrete analogue of Lemma 3.4 holds true:
N∑
k=1
αki
∏
` 6=i
F k` (n` +
1
4σ`) = ρi. (42)
Now observe that, according to F ki (ni +
1
4) = f
k
i (ni)f
k
i (ni +
1
2), to (30), and to (39), equations (42)
can be expressed as follows:
N∑
k=1
xk(n)xk(n+
1
2σ)
ρiFi(ni +
1
4σi) + ρiβ
k
i /α
k
i
= 1. (43)
The same arguments as after equation (19) show that the expressions
ρi
(
βki
αki
− β
m
i
αmi
)
,
which should be equal to ak − am, do not depend on i. This finishes the proof, by setting
ak = ρi
βki
αki
+ ci,
with suitable constants ci, and
ui(ni +
1
4) = ρiFi(ni +
1
4)− ci.
Upon a re-numbering, we can assume that a1 > a2 > · · · > aN > 0. Formula (32) shows
that, as long as the points x(n) and x(n + 12σ) stay in one hyperoctant like R
N
+ , the quantities
ui = ui(ni +
1
2σi) lie in the intervals (2). If the points x(n) and x(n +
1
2σ) lie on different sides
of a coordinate hyperplane xi = 0 of x, the corresponding quantity ui is outside the corresponding
interval.
It is convenient to re-scale the functions fkj (nj) in (30) by certain constant factors so that it
takes the form
xk(n) =
∏N
j=1 f
k
j (nj)∏k−1
i=1
√
ai − ak
∏N
i=k+1
√
ak − ai
, k = 1, . . . , N. (44)
Thus, relations (32) give rise to the following theorem.
Theorem 5.5. For given sequences ui :
1
2Z +
1
4 → R, 1 ≤ i ≤ N , consider functions fki (ni) as
solutions of the respective difference equations
fki (ni)f
k
i (ni +
1
2) =
 ui(ni + 14) + ak, k ≤ i,−(ui(ni + 14) + ak), k > i. (45)
Given a sequence ui, equations ( 45) define the functions f
k
i , k = 1, . . . , N uniquely by prescribing
their values at one point. Then, x defined by ( 44) constitutes a discrete confocal coordinate system.
The right-hand sides of equations ( 45) are positive as long as x(n) and x(n + 12(e1 + . . . + eN ))
stay in one hyperoctant of RN .
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Formulas (45) may be regarded as a discrete parametrization of the variables ui. Another
interpretation of equations (45) (and the corresponding modus operandi) is as follows.
Theorem 5.6. For i = 1, . . . , N , consider a system of N − 1 functional equations for functions
fki (ni), 1 ≤ k ≤ N : f1i (ni)f1i (ni +
1
2)− fki (ni)fki (ni + 12) = a1 − ak, k ≤ i,
f1i (ni)f
1
i (ni +
1
2) + f
k
i (ni)f
k
i (ni +
1
2) = a1 − ak, k > i.
(46)
For any solution of these N systems, the function x defined by ( 44) constitutes a discrete confocal
coordinate system. The corresponding values ui(ni +
1
4) are determined by equations ( 45).
Proof. We arrive at equations (46) by eliminating ui between equations (45). Note that equations
(46) do not depend on ui = ui(ni +
1
4). The latter can be determined a posteriori from any of
equations (45).
It is well known that functional equations (46) admit solutions in terms of trigonometric/hyperbolic
functions if N = 2, and in terms of elliptic functions if N = 3. We discuss these solutions in Sections
8, 9, respectively.
6 Geometric interpretation
The main formula from Theorem 5.2,
N∑
k=1
xk(n)xk(n+
1
2σ)
ak + ui
= 1, ui = ui(ni +
1
4σi), i = 1, . . . , N, (47)
admits a remarkable geometric interpretation. Recall that the polarity with respect to a non-
degenerate quadric is a projective transformation between the points x ∈ PN and the hyperplanes
Π ∈ (PN )∗. In non-homogeneous coordinates, if the quadricQ is given by a quadratic formQ(x) = 0,
then the hyperplane Π polar to a point x = (x1, . . . , xN ) ∈ PN with respect to Q consists of all
points y = (y1, . . . , yN ) ∈ PN satisfying Q¯(x,y) = 0, where Q¯ is the symmetric bilinear form
corresponding to the quadratic form Q. We write x = PQ(Π) and Π = PQ(x). Thus, formula (47)
is equivalent to saying that
the point x(n+ 12σ) lies in the intersection of the polar hyperplanes of x(n) with respect to the
confocal quadrics Q(ui), i = 1, . . . , N :
x(n+ 12σ) =
N⋂
i=1
PQ(ui)(x(n)), ui = ui(ni +
1
4σi). (48)
Of course, the roles of x(n) and x(n+ 12σ) in this formula are completely symmetric.
This interpretation can be used to give a geometric construction of a discrete confocal coordinate
system x : (12Z)
N ⊃ U → RN , or, better, of its restriction to two dual sublattices like ZN and
(Z + 12)
N . Suppose that for each i = 1, . . . , N a sequence of quadrics of the confocal family (1) is
chosen, with the parameters
ui :
(
1
2Z+
1
4
) ∩ Ii → R, (49)
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indexed by a discrete variable ni +
1
4 ∈ Ii, where ni ∈ 12Z. It is convenient to think of ui(ni + 14) as
being assigned to the interval [ni, ni +
1
2 ], for which ni +
1
4 is the midpoint. We denote by V, V∗ the
parts of the respective lattices ZN , (Z + 12)
N lying in the region
∏N
i=1 Ii. We construct a discrete
net x : V ∪V∗ → RN recurrently, starting with an arbitrary point x(n0), as long as the components
of x(n) are non-vanishing.
Construction (cf. Figure 2). Let n and n∗ be two neighboring points in the two dual sublattices,
in the sense that
n∗ = n+ 12σ, σ = (σ1, . . . , σN ), σi = ±1.
Suppose that x(n) = x is already known. Then x(n∗) = x∗ is constructed as the intersection point
of the N polar hyperplanes
x∗ = Cn, 1
2
σ(x) :=
N⋂
i=1
PQ(ui)(x), ui = ui(ni +
1
4σi). (50)
Figure 2. Geometric construction of x∗ in the case N = 2 as the intersection of the polar lines Π1 and
Π2 of x with respect to the confocal conics Q1 and Q2.
In order to show that this construction is well defined, the following statement is required.
Proposition 6.1. The following diagram is commutative for any σ, σ˜ ∈ {±1}N :
RN
RN
RN
RN
Cn, 12σ
Cn+ 12σ,
1
2 σ˜
Cn, 12 σ˜
Cn+ 12 σ˜,
1
2σ
Thus, applying the above construction along a path depends only on the initial and the end points
of the path and not on the path itself.
Proof. Denote the right-hand side of (32) by
xk(n)xk(n+
1
2σ) = Bk(n,σ) :=
∏N
j=1(uj(nj +
1
4σj) + ak)∏
j 6=k(ak − aj)
. (51)
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Then the commutativity of the diagram is equivalent to
Bk(n+
1
2σ, σ˜)
Bk(n,σ)
=
Bk(n+
1
2 σ˜,σ)
Bk(n, σ˜)
, (52)
or ∏N
j=1(uj(nj +
1
2σj +
1
4 σ˜j) + ak)∏N
j=1(uj(nj +
1
4σj) + ak)
=
∏N
j=1(uj(nj +
1
2 σ˜j +
1
4σj) + ak)∏N
j=1(uj(nj +
1
4 σ˜j) + ak)
. (53)
For each j, we have either σ˜j = σj , or σ˜j = −σj . In the first case, the corresponding factors in the
numerators of both sides of (53) are equal, as well as the corresponding factors in the denominators.
In the second case, the corresponding factors in the numerator and in the denominator on the left-
hand side are equal, and the same holds true for the corresponding factors in the numerator and in
the denominator on the right-hand side. This proves (52).
The discrete orthogonality property is now a consequence of the following lemma (cf. Figure 3).
Figure 3. Orthogonality in the case N = 2: If P2 is related to P1 via polarity in two confocal conics,
that is, Π = PQ1(P1) and P2 = PQ2(Π), then the line through P1 and P2 is orthogonal to Π.
Lemma 6.2. Let Π be a hyperplane. Then the poles of Π with respect to all quadrics of the confocal
family ( 1) lie on a line `. This line ` is orthogonal to Π.
Proof. Let the equation of the hyperplane Π be
∑N
k=1 ckxk = 1, where c = (c1, . . . , cN ) is a normal
vector for Π. Take two quadrics of the confocal family, Q1 = Q(u) and Q2 = Q(v). Set
P1 = PQ1(Π) = (y1, . . . , yN ) and P2 = PQ2(Π) = (z1, . . . , zN ).
Then we get the following two forms of the equation of the hyperplane Π:
N∑
i=1
xiyi
ai + u
= 1 and
N∑
i=1
xizi
ai + v
= 1. (54)
Thus,
ci =
yi
ai + u
=
zi
ai + v
,
and, hence,
yi − zi = ci(ai + u)− ci(ai + v) = ci(u− v),
so that the vector P2−P1 is proportional to c and therefore is orthogonal to Π. Thus, denoting by
` the line which passes through P1 orthogonally to Π, we see that the pole P2 of the hyperplane Π
with respect to the quadric Q2 lies on `. It remains to note that Q2 is an arbitrary quadric of the
confocal family of Q1.
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Theorem 6.3. The nets x(V) and x(V∗) are orthogonal in the sense of Definition 4.1.
Proof. From (48) it follows that, for a fixed index k, all points x(n + 12σ) with σk = 1 lie in the
hyperplane Π = PQ1(x(n)), where Q1 = Q(uk(nk +
1
4)). These points are exactly the vertices of the
facet of x(V∗) dual to the edge [x(n),x(n+ ek)] of x(V). Now, since
x(n) = PQ1(Π), x(n+ ek) = PQ2(Π),
where Q2 = Q(uk(nk +
3
4)), it follows from Lemma 6.2 that the line (x(n),x(n+ek)) is orthogonal
to the hyperplane Π.
7 Discrete confocal coordinates in terms of gamma functions
There exists an important particular case when the difference equations (45) admit an explicit
solution, namely by the choice
ui(ni +
1
4) = ni + i, i = 1, . . . , N,
where i ∈ R are some fixed shifts. This can be considered to correspond to the smooth case (7)
where we take the quantities ui as coordinates without further re-parametrization. With this choice,
equations (45) turn into
fki (ni)f
k
i (ni +
1
2) =
 ni + ak + i, k ≤ i,−(ni + ak + i), k > i. (55)
These equations can be solved in terms of the “discrete square root” function defined as
(u)1/2 =
Γ(u+ 12)
Γ(u)
, (56)
which satisfies the identities
(u)1/2
(
u+ 12
)
1/2
= u, (−u)1/2
(−u− 12)1/2 = −u− 12 . (57)
We can write solutions of (55) as
fki (ni) =
 (ni + ak + i)1/2 for i ≥ k,(−ni − ak − i + 12)1/2 for i < k. (58)
One can impose boundary conditions
xk|nk=−αk = 0 for k = 1, . . . , N, (59)
xk|nk−1=−αk = 0 for k = 2, . . . , N, (60)
on the integer lattice ZN for certain integers α1 > · · · > αN , which imitate the corresponding
property of the continuous confocal coordinates. These boundary conditions are satisfied provided
that
ak − αk + k = 0, ak − αk + k−1 = 1
2
,
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for which the shifts k should satisfy k−1 − k = 12 . Choosing k = −k2 and ak = αk + k2 , we finally
arrive at the solutions
fki (ni) =

(
ni + αk +
k−i
2
)
1/2
for i ≥ k,(−ni − αk − k−i2 + 12)1/2 for i < k. (61)
These are the functions introduced and studied in [BSST16], as solutions of the discrete Euler-
Darboux-Poisson equations (cf. Appendix).
8 The case N = 2
8.1 Classical confocal coordinate system
We have seen that, given the family of confocal conics
x2
a+ λ
+
y2
b+ λ
= 1, (62)
the defining equations
x2
u+ a
+
y2
u+ b
= 1,
x2
v + a
+
y2
v + b
= 1 (63)
of confocal coordinates
{
(u, v) : −a < u < −b < v} on the plane give rise to the expressions
x2 =
(u+ a)(v + a)
a− b , y
2 =
(u+ b)(v + b)
b− a . (64)
For an arbitrary re-parametrization of the coordinate lines, u = u(s1), v = v(s2), we obtain
x =
f1(s1)f2(s2)√
a− b , y =
g1(s1)g2(s2)√
a− b , (65)
where  (f1(s1))2 = u+ a,(g1(s1))2 = −(u+ b),
 (f2(s2))2 = v + a,(g2(s2))2 = v + b. (66)
Elimination of u and v leads to
(f1(s1))
2 + (g1(s1))
2 = a− b, (67)
(f2(s2))
2 − (g2(s2))2 = a− b. (68)
The probably most obvious parametrization of solutions of these functional equations is by means
of trigonometric/hyperbolic functions:
f1(s1) =
√
a− b cos s1, g1(s1) =
√
a− b sin s1, (69)
f2(s2) =
√
a− b cosh s2 , g2(s2) =
√
a− b sinh s2. (70)
Accordingly, we obtain the representation(
x
y
)
=
√
a− b
(
cos s1 cosh s2
sin s1 sinh s2
)
(71)
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of the confocal system of coordinates on the plane with the relation between (u, v) and (s1, s2) given
by (66). This coordinate system is depicted in Figure 4.
y
x
Figure 4. Two-dimensional classical confocal coordinate system (71) in terms of trigonometric functions
with a = 2, b = 1.
8.2 Discrete confocal coordinate systems
For any discrete set of confocal quadrics (62), indexed by u(n1 +
1
4) ∈ R and v(n2 + 14) ∈ R with
n1, n2 ∈ 12Z, we have introduced the discrete confocal quadrics defined by the equations of polarity
relating nearest neighbors x(n) and x(n+ 12σ):
x(n)x(n+ 12σ)
u(n1 +
1
4σ1) + a
+
y(n)y(n+ 12σ)
u(n1 +
1
4σ1) + b
= 1,
x(n)x(n+ 12σ)
v(n2 +
1
4σ2) + a
+
y(n)y(n+ 12σ)
v(n2 +
1
4σ2) + b
= 1. (72)
This is equivalent to
x(n)x(n+ 12σ) =
(
u(n1 +
1
4σ1) + a
)(
v(n2 +
1
4σ2) + a
)
a− b ,
y(n)y(n+ 12σ) =
(
u(n1 +
1
4σ1) + b
)(
v(n2 +
1
4σ2) + b
)
a− b . (73)
According to Theorem 5.5, we can resolve this as follows:
x(n) =
f1(n1)f2(n2)√
a− b , y(n) =
g1(n1)g2(n2)√
a− b , (74)
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where  f1(n1)f1(n1 + 12) = u(n1 + 14) + a,g1(n1)g1(n1 + 12) = −(u(n1 + 14) + b), (75) f2(n2)f2(n2 + 12) = v(n2 + 14) + a,g2(n2)g2(n2 + 12) = v(n2 + 14) + b. (76)
Parametrization in terms of gamma functions. A solution of equations (75), (76) found in
[BSST16] is given by a = α+ 12 , b = β + 1, f1(n1) = (n1 + α)1/2,g1(n1) = (−n1 − β)1/2,
 f2(n2) = (n2 + α− 12)1/2,g2(n2) = (n2 + β)1/2,
so that x(n)
y(n)
 = 1√
α− β − 12
(n1 + α)1/2 (n2 + α− 12)1/2
(−n1 − β)1/2 (n2 + β)1/2
 .
Parametrization in terms of trigonometric/hyperbolic functions. We obtain functional
equations satisfied by the functions fi, gi by eliminating u(n1 +
1
4) and v(n2 +
1
4) from equations
(75), (76):
f1(n1)f1(n1 +
1
2) + g1(n1)g1(n1 +
1
2) = a− b, (77)
f2(n2)f2(n2 +
1
2)− g2(n2)g2(n2 + 12) = a− b. (78)
By virtue of the addition theorems for trigonometric and hyperbolic functions, one easily finds
solutions to these functional equations which approximate functions (69), (70):
f1(n1) =
√
a− b
cos δ12
cos(δ1n1 + c1), g1(n1) =
√
a− b
cos δ12
sin(δ1n1 + c1), (79)
and
f2(n2) =
√
a− b
cosh δ22
cosh(δ2n2 + c2), g2(n2) =
√
a− b
cosh δ22
sinh(δ2n2 + c2). (80)
Thus, (
x(n)
y(n)
)
=
√
a− b
cos δ12 cosh
δ2
2
(
cos(δ1n1 + c1) cosh(δ2n2 + c2)
sin(δ1n1 + c1) sinh(δ2n2 + c2)
)
. (81)
The discrete coordinate curves n2 = const are to be interpreted as discrete ellipses. In order that
they be closed curves, it is necessary to choose the lattice parameter δ1 according to
δ1 =
2pi
m
, m ∈ N. (82)
One obtains a picture which is symmetric with respect to the coordinate axes if c1 = c2 = 0. The
parameters u(n1 +
1
4) and v(n2 +
1
4) of the associated lattice of continuous confocal quadrics (63)
are obtained from (75), (76) and (79), (80).
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Figures 5–7 display a discrete confocal coordinate system for a = 2, b = 1, m = 2 and δ2 = δ1.
In the continuous case encoded in the parametrisation (71), the foci on the x-axis correspond to
(s1, s2) = (0, 0) and (s1, s2) = (pi, 0). Their discrete analogs in the sublattice Z2 in Figure 6 (top)
correspond to (n1, n2) = (0, 0) resp. (n1, n2) = (4, 0). The valence of these points is 2, as opposed
to the regular points of valence 4. In the sublattice (Z+ 12)
2, the analogs of the foci are the “focal
edges” connecting pairs of neighboring points of valence 3. For instance, the analog of the right
focus is the edge [x(12 ,
1
2),x(
1
2 ,−12)]. In the sublattices Z× (Z+ 12) and (Z+ 12)×Z, the analogs of
the foci are the double points like x(0, 12) = x(0,−12) and x(12 , 0) = x(−12 , 0), both having valence
3 (see Figure 6, bottom). Figure 7 shows the confocal conics participating in the polarity relations
of a discrete confocal coordinate system (81).
y
x
Figure 5. Two-dimensional discrete confocal coordinate system (81) on
(
1
2Z
)2
in terms of trigonomet-
ric/hyperbolic functions with a = 2, b = 1, m = 8, δ1 = δ2 =
2pi
m , c1 = c2 = 0.
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Figure 6. Pairs of dual orthogonal sublattices. Gray points show discrete confocal coordinates (81) on(
1
2Z
)2
with a = 2, b = 1, m = 8, δ1 = δ2 =
2pi
m , c1 = c2 = 0. (top) Sublattice on Z
2 in blue and on(
Z+ 12
)2
in red. (bottom) Sublattice on Z× (Z+ 12 ) in blue and on (Z+ 12 )× Z in pink.
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Figure 7. Polarity relation for discrete confocal conics. Gray points show discrete confocal coordinates
(81) on
(
1
2Z
)2
with a = 2, b = 1, m = 8, δ1 = δ2 =
2pi
m . The corresponding classical confocal conics which
give rise to the polarity relation between gray points are shown in orange (for the values u
(
n1 +
1
4
)
)
and green (for the values v
(
n2 +
1
4
)
). (top) Symmetric case with c1 = c2 = 0. All orange conics are
hyperbolas and all green conics are ellipses. Note that near the coordinate axes those conics become
degenerate and the polarity relation is not injective anymore. (bottom) Asymmetric case with c1 = 0.1,
c2 = 0.3. Moving along the n2-direction, the polarity across the y-axis is established by a conic with
value u
(
n1 +
1
4
)
< −a, which is purely imaginary, while the polarity across the x-axis is established by
a conic with value u
(
n1 +
1
4
)
> −b, which is an ellipse.
8.3 Parametrization by elliptic functions
The trigonometric/hyperbolic parametrization (69), (70) is not the only explicit solution to the
functional equations (67), (68). One can find further ones in terms of elliptic functions. For
instance, equation (67) admits the solution
f1(s1) =
√
a− b cn(s1, k1), g1(s1) =
√
a− b sn(s1, k1) (83)
with an arbitrary modulus k1 (with (69) being the limiting case k1 → 0), or the solution
f1(s1) =
√
a− b dn(s1, k1), g1(s1) =
√
a− b k1 sn(s1, k1). (84)
Similarly, equation (68) admits the solution
f2(s2) =
√
a− b 1
dn(s2, k2)
, g2(s2) =
√
a− b k2 sn(s2, k2)
dn(s2, k2)
(85)
with an arbitrary modulus k2 (with the limiting case (70) as k2 → 1). Further examples of solutions
of (68) are:
f2(s2) =
√
a− b 1
sn(s2, k2)
, g2(s2) =
√
a− b cn(s2, k2)
sn(s2, k2)
, (86)
or
f2(s2) =
√
a− b 1
k′2
dn(s2, k2), g2(s2) =
√
a− b k2
k′2
cn(s2, k2), (87)
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where k′2 =
√
1− k22. All such solutions can be seen as based on relations between squares of theta
functions, and are connected by simple transformations in the complex domain, but they have rather
different properties in the real domain. For instance, in (85) one of the participating functions is
odd and another is even, while in (86) both functions are odd and in (87) both functions are odd.
On the other hand, in (85) and in (86) both participating functions have no singularities on the real
axis, while in (87) both have simple poles at s2 = 2K(k2). Thus, the corresponding parametrizations
of the confocal coordinates cover different regions of the plane R2 and have, in principle, different
geometric features.
It turns out that any solution of the quadratic relations (67), (68) admits a corresponding
solution of the bilinear relations (77), (78), the latter approximating the former in the continuum
limit. These solutions can be derived with the help of the addition formulas for the theta functions
(or for the Jacobi elliptic functions). As an example, we mention the addition formulas
cn(s, k) cn(s+ η, k) + sn(s, k) sn(s+ η, k) dn(η, k) = cn(η, k), (88)
dn(s, k) dn(s+ η, k) + k2 sn(s, k) sn(s+ η, k) cn(η, k) = dn(η, k), (89)
which constitute bilinear analogs of the identities
cn2(s, k) + sn2(s, k) = 1,
dn2(s, k) + k2 sn2(s, k) = 1.
As a consequence, we find the following two solutions of the functional equation (77):
f1(n1) = α cn(δn1 + c1, k1), g1(n1) = β sn(δn1 + c1, k1),
where
α =
√
a− b
cn( δ2 , k1)
, β =
√
(a− b)dn(
δ
2 , k1)
cn( δ2 , k1)
,
and
f1(n1) = α dn(δn1 + c1, k1), g1(n1) = β sn(δn1 + c1, k1),
where
α =
√
a− b
dn( δ2 , k)
, β = k1
√
(a− b) cn(
δ
2 , k)
dn( δ2 , k)
.
They approximate solutions (83), resp. (84) in the continuum limit δ → 0.
In the following two sections, we will consider in detail two parametrizations of the continuous
and discrete confocal coordinate systems of this kind with very remarkable geometric properties.
8.4 Confocal coordinates outside of an ellipse,
diagonally related to a straight line coordinate system
8.4.1 Continuous case
Consider a coordinate system (65) with
f1(s1) = α1 sn(s1, k), g1(s1) = β1 cn(s1, k),
f2(s2) = α2
dn(s2, k)
cn(s2, k)
, g2(s2) = β2
1
cn(s2, k)
,
(90)
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where s1 ∈ [0, 2K(k)] and s2 ∈ [0,K(k)), and the amplitudes α1, β1, α2 and β2 are chosen as follows:
α1 = β1 =
√
a− b, α2 = 1
k
√
a− b, β2 = k
′
k
√
a− b, (91)
where k′ =
√
1− k2. Observe that the modulus k in both pairs (f1, g1) and (f2, g2) is chosen to be
the same. The remarkable geometric property mentioned above is this (cf. Figure 8):
Proposition 8.1. In the coordinate system ( 65), ( 90), the points (x, y) with s1 + s2 = ξ = const
lie on straight lines. The same is true for points (x, y) with s2 − s1 = η = const. Moreover, all
these lines are tangent to the ellipse
E0 : x
2
a0
+
y2
b0
= 1,
where
a0 =
1
k2
(a− b), b0 = (k
′)2
k2
(a− b).
This ellipse belongs to the confocal family ( 62).
Proof. Due to the fact that the functions f2, g2 are even with respect to s2, it is enough to demon-
strate the second statement. We set s2 = s1 + η and use addition theorems for elliptic functions to
derive:
x(s1, s1 + η) =
√
a− b
k
sn(s1) dn(s1) dn(η)− k2 sn2(s1) cn(s1) sn(η) cn(η)
cn(s1) cn(η)− sn(s1) dn(s1) sn(η) dn(η) ,
y(s1, s1 + η) =
k′
√
a− b
k
cn(s1)− k2 sn2(s1) cn(s1) sn2(η)
cn(s1) cn(η)− sn(s1) dn(s1) sn(η) dn(η) .
For these points, equation Ax+By = C is satisfied with
√
a− b
k
A = −C sn(η), k
′√a− b
k
B = C cn(η).
Obviously, for any η the coefficients A,B,C satisfy
a0
(
A
C
)2
+ b0
(
B
C
)2
= 1
and the quantities a0, b0 obey a0 − b0 = a− b.
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Figure 8. Two-dimensional continuous confocal coordinate system (65), (90) with a = 2, b = 1,
k = 0.9. Points with s1 + s2 = const as well as points with s1 − s2 = const lie on straight lines which
are tangent to an ellipse E0. The parametrization is only defined outside E0.
8.4.2 Discrete case and “elliptic” IC-nets
A solution of the functional equations (77) and (78) which approximates (90) in the continuum limit
δ → 0, is given by
f1(n1) = αˆ1 sn(δn1 + c1, k), g1(n1) = βˆ1 cn(δn1 + c1, k),
f2(n2) = αˆ2
dn(δn2 + c2, k)
cn(δn2 + c2, k)
, g2(n2) = βˆ2
1
cn(δn2 + c2, k)
.
(92)
Using addition theorems for elliptic functions, we easily see that this is a solution if
αˆ1 =
√
(a− b)dn(
δ
2 , k)
cn( δ2 , k)
, βˆ1 =
√
a− b
cn( δ2 , k)
, (93)
and
αˆ2 =
1
k
αˆ1, βˆ2 =
k′
k
βˆ1. (94)
Here, the constants δ, k, c1, c2 are arbitrary except that 0 < k
2 < 1 and cn( δ2 , k) > 0. However, for
reasons of symmetry and closure, one should choose c1 = c2 = 0 and
δ =
K(k)
m
, m ∈ 12N, (95)
so that the parameters ni may be restricted to n1 ∈ [−2m, 2m] and n2 ∈ [0,m − 12 ]. The same
computation as in the previous section allows us to show (cf. Figure 9):
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Proposition 8.2. The points (x, y) with n1 + n2 = ξ = const lie on straight lines. The same is
true for points (x, y) with n1 − n2 = η = const. Moreover, all these lines are tangent to the ellipse
Eˆ0 : x
2
aˆ0
+
y2
bˆ0
= 1, (96)
where
aˆ0 = (a− b) 1
k2
dn2( δ2 , k)
cn2( δ2 , k)
, bˆ0 = (a− b)(k
′)2
k2
1
cn2( δ2 , k)
.
This ellipse belongs to the confocal family ( 62), since aˆ0 − bˆ0 = a− b.
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Figure 9. Two-dimensional discrete confocal coordinate system (74), (92) on
(
1
2Z
)2
with a = 2, b = 1,
k = 0.9, m = 3, c1 = c2 = 0. Points with n1 + n2 = const as well as points with n1 − n2 = const lie on
straight lines which are tangent to an ellipse. The parametrization is only defined outside this ellipse.
Consider the case c2 = 0. Then a short computation shows that the vertices of the innermost
discrete ellipse x(n1, 0) lie on the ellipse Eˆ0. The tangent line to Eˆ0 at the point x(n1, 0) contains
the vertices x(n1 +m,m) and x(n1−m,m), m ∈ 12Z≥0. In particular, this tangent line contains the
edge [x(n1 +
1
2 ,
1
2),x(n1 − 12 , 12)]. In other words, the innermost discrete ellipse n2 = 0 is inscribed
in Eˆ0, while the neighboring discrete ellipse n2 = 12 is circumscribed about Eˆ0, with the points of
contact being the vertices of the discrete ellipse n2 = 0 (cf. Figure 10).
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Figure 10. Gray points show discrete confocal coordinates (74), (92) on
(
1
2Z
)2
with a = 2, b = 1,
k = 0.9, m = 2, c1 = c2 = 0. The two dual sublattices on Z2 and on
(
Z+ 12
)2
are shown in blue and in
red, respectively. The innermost blue discrete ellipse, corresponding to n2 = 0, is inscribed in Eˆ0, while
the neighboring red discrete ellipse, corresponding to n2 =
1
2 , is circumscribed about Eˆ0.
A further important observation is that the points (74) with f1, f2, g1, g2 given by (92) upon an
affine transformation
(x, y) 7→ (αx, βy) with α = cn(
δ
2 , k)
dn( δ2 , k)
, β = cn( δ2 , k) (97)
lie on continuous conics given by the parametrization (90), i.e., on conics of the original confocal
familiy (62). By the Theorem of Graves-Chasles (see [AB]), all elementary quadrilaterals of the
diagonal net upon this affine transformation become circumscribed around circles. This means
that the discrete confocal quadrics with the parametrization (74), (92) constitute affine images of
“incircular nets” (IC-nets) studied in [AB]. An additional computation sketched in [BSST18] shows
that, amazingly, the centers of all incircles coincide with the original points of the discrete confocal
coordinate system.
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Figure 11. Grey points show discrete confocal coordinates (74), (92) on
(
1
2Z
)2
with a = 2, b = 1,
k = 0.9, m = 3, c1 = c2 = 0. Green points show the net after the affine transformation (97). The straight
lines through the transformed net constitute two incircular nets. The grey points are the centers of the
incircles.
8.5 Confocal coordinates outside of a hyperbola,
diagonally related to a straight line coordinate system
8.5.1 Continuous case
Similar properties to those mentioned above has the following coordinate system:
f1(s1) = α1 sn(s1, k), g1(s1) = β1 dn(s1, k),
f2(s2) = α2
1
sn(s2, k)
, g2(s2) = β2
cn(s2, k)
sn(s2, k)
,
(98)
where
α1 = k
√
a− b, α2 = β1 = β2 =
√
a− b.
Proposition 8.3. In the coordinate system ( 65), ( 98), the points (x, y) with s1 + s2 = ξ = const
lie on straight lines. The same is true for points (x, y) with s2 − s1 = η = const. Moreover, all
these lines are tangent to the hyperbola (cf. Figure 12)
H0 : x
2
a0
− y
2
c0
= 1,
where
a0 = k
2(a− b), c0 = (1− k2)(a− b).
This hyperbola belongs to the confocal family ( 62).
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Proof. Due to the fact that the functions f2, g2 are odd with respect to s2, it is enough to demon-
strate the second statement. We set s2 = s1 + η and use addition theorems for elliptic functions to
derive:
x(s1, s1 + η) = k
√
a− b sn(s1)
(
1− k2 sn2(s1) sn2(η)
)
sn(s1) cn(η) dn(η) + cn(s1) dn(s1) sn(η)
,
y(s1, s1 + η) =
√
a− b dn(s1)
(
cn(s1) cn(η)− sn(s1) dn(s1) sn(η) dn(η)
)
sn(s1) cn(η) dn(η) + cn(s1) dn(s1) sn(η)
.
For these points, equation Ax+By = C is satisfied with
Ak
√
a− b cn(η) = C dn(η), B√a− b cn(η) = C sn(η).
Obviously, for any η the coefficients A,B,C satisfy
a0
(
A
C
)2
− c0
(
B
C
)2
=
dn2(η)
cn2(η)
− (1− k
2) sn2(η)
cn2(η)
= 1
and the quantities a0, c0 obey a0 + c0 = a− b.
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Figure 12. Two-dimensional continuous confocal coordinate system (65), (98) with a = 2, b = 1,
k = 0.9. Points with s1 + s2 = const as well as points with s1 − s2 = const lie on straight lines which
are tangent to a hyperbola H0. The parametrization is only defined outside H0.
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8.5.2 Discrete case and “hyperbolic” IC-nets
A solution of (77), (78) which approximates (98) in the continuum limit δ → 0 reads:
f1(n1) = αˆ1 sn(δn1 + c1, k), g1(n1) = βˆ1 dn(δn1 + c1, k),
f2(n2) = αˆ2
1
sn(δn2 + c2, k)
, g2(n2) = βˆ2
cn(δn2 + c2, k)
sn(δn2 + c2, k)
,
(99)
where
αˆ2 =
1
k
αˆ1 =
√
(a− b) cn(
δ
2 , k)
dn( δ2 , k)
, βˆ2 = βˆ1 =
√
a− b
dn( δ2 , k)
.
Proposition 8.4. The points (x, y) with n1 +n2 = ξ = const lie on straight lines. The same is true
for points (x, y) with n2 − n1 = η = const. Moreover, all these lines are tangent to the hyperbola
(cf. Figure 13)
Hˆ0 : x
2
aˆ0
− y
2
cˆ0
= 1, (100)
where
aˆ0 = (a− b)k2
cn2( δ2 , k)
dn2( δ2 , k)
, cˆ0 = (a− b)(1− k2) 1
dn2( δ2 , k)
.
This hyperbola belongs to the confocal family ( 62), since aˆ0 + cˆ0 = a− b.
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Figure 13. Two-dimensional discrete confocal coordinate system (74), (92) on
(
1
2Z
)2
with a = 2, b = 1,
k = 0.9, m = 3, c1 = c2 = 0. Points with n1 + n2 = const as well as points with n1 − n2 = const
lie on straight lines which are tangent to a hyperbola. The parametrization is only defined outside this
hyperbola.
32
An affine transformation converting the discrete confocal system (74) with (99) into “hyperbolic”
IC-nets is characterized by
(x, y) 7→ (αx, βy) with α = dn(
δ
2 , k)
cn( δ2 , k)
, β = dn( δ2 , k). (101)
8.6 Confocal coordinates, diagonally related to vertical lines and a hyperbolic
pencil of circles
8.6.1 Continuous case
Consider a coordinate system (65) with
f1(s1) =
√
a− b es1 , g1(s1) =
√
a− b √1− e2s1 ,
f2(s2) =
√
a− b es2 , g2(s2) =
√
a− b √e2s2 − 1,
(102)
where s1 < 0 and s2 > 0. The image is the first quadrant where the y-axis is approached in the
limit s1 → −∞. This parametrization is diagonally related to a hyperbolic pencil of circles which
has the two foci of the confocal conics as limiting points. The following statement from [A] shows
that the confocal ellipses, confocal hyperbolas, and the pencil of circles constitute a 3-web.
Proposition 8.5. The points (x, y) with s1 + s2 = const lie on vertical lines. The points (x, y)
with s2 − s1 = η = const lie on circles with centers (c(η), 0) = (
√
a− b cosh(η), 0) and radii
r(η) =
√
a− b sinh(η) (cf. Figure 14).
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Figure 14. Two-dimensional continuous confocal coordinate system (65), (102) with a = 2, b = 1.
Points with s1 + s2 = const lie on vertical lines, while points with s2 − s1 = const lie on circles of a
hyperbolic pencil which has as limiting points the two foci of the confocal conics.
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8.6.2 Discrete case
A solution of the functional equations (77) and (78) which approximates (102) in the continuum
limit δ → 0, is given by
f1(n1) = α1 e
δ(n1+c1), g1(n1) = β1
Γe−2δ(−n1 − c1 + 34)
Γe−2δ(−n1 − c1 + 14)
,
f2(n2) = α2 e
δ(n2+c2), g2(n2) = β2
Γe2δ(n2 + c2 +
3
4)
Γe2δ(n2 + c2 +
1
4)
,
(103)
where
α1 = α2 =
√
a− b,
β1 =
√
a− b
√
1− e−2δ, β2 =
√
a− b
√
e2δ − 1,
(104)
and Γq denotes the q-gamma function, which satisfies
Γq(z + 1) =
1− qz
1− q Γq(z). (105)
Boundary conditions y|n1=0 = 0, y|n2=0 = 0 may be achieved by setting c1 = 14 , c2 = −14 .
Proposition 8.6. The points (x, y) with n1 + n2 = const lie on vertical lines. Pairs of points
(x, y) =
(
x(n1 +
1
2 , n2), y(n1 +
1
2 , n2)
)
and
(x˜, y˜) =
(
x(n1, n2 +
1
2), y(n1, n2 +
1
2)
)
,
which are adjacent to the diagonal n2 − n1 = η = const, are related by the polarity
xx˜+ yy˜ − c(η) (x+ x˜) + c(η)2 − r(η)2 = 0 (106)
with respect to the circle with the center (c(η), 0) and the radius r(η), where
c(η) =
√
a− b cosh(δ(η + c1 − c2)), r(η) =
√
a− b sinh(δ(η + c1 − c2))
(cf. Figure 15).
The two classical confocal conics corresponding to the parameter values u(n1 +
1
4) and v(n2 +
1
4),
and the circle with center (c(η), 0) and radius r(η), η = n2 − n1, intersect at a point.
This can be checked by a direct computation. There exists an analogous parametrization diag-
onally related to horizontal lines and an elliptic pencil of circles, both in the continuous case (see
[A]) and in the discrete case.
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Figure 15. Two-dimensional discrete confocal coordinate system (74), (103) with a = 2, b = 1, c1 =
1
4 ,
c2 = − 14 . Points with n1 + n2 = const lie on vertical lines. In addition to the polarity relation given
by the corresponding classical confocal ellipses (green) and hyperbolas (orange) two points adjacent to
a diagonal n2 − n1 = const also satisfy a polarity relation with respect to circles of a hyperbolic pencil.
8.7 Confocal coordinates, diagonally related to two families of concentric circles
8.7.1 Continuous case
Consider a coordinate system (65) with
f1(s1) =
√
a− b s1, g1(s1) =
√
a− b
√
1− s21,
f2(s2) =
√
a− b s2, g2(s2) =
√
a− b
√
s22 − 1,
(107)
where −1 < s1 < 1 and s2 > 1. This parametrization is diagonally related to concentric circles with
centers at the two foci of the confocal conics.
Proposition 8.7. The points (x, y) with s1 + s2 = ξ = const lie on concentric circles with the
center
(−√a− b, 0) and with the radii r(ξ) = √a− b ξ. The points (x, y) with s2 − s1 = η = const
lie on concentric circles with the center
(√
a− b, 0) and with the radii r(η) = √a− b η (cf. Figure
16).
35
yx
Figure 16. Two-dimensional continuous confocal coordinate system (65), (107) with a = 2, b = 1.
Points with s1 + s2 = const and points with s2 − s1 = const lie on concetric circles with centers at the
two foci of the confocal family.
8.7.2 Discrete case
A solution of the functional equations (77) and (78) which approximates (107) in the continuum
limit δ → 0, is given by
f1(n1) = αδ(n1 + c1), g1(n1) = α
(
n1 + c
+
1
)
1/2
(−(n1 + c−1 ) + 12)1/2,
f2(n2) = αδ(n1 + c1), g2(n2) = α
(
n2 + c
+
2
)
1/2
(
n2 + c
−
2
)
1/2
,
(108)
where δ > 0, α =
√
a− b, c1, c2 ∈ R, and
c±1 = c1 +
1
4
±
√
16 + δ2
4δ
, c±2 = c2 +
1
4
±
√
16 + δ2
4δ
. (109)
If we set c1 = c2 = 0, and
δ =
4√
(2l + 1)2 − 1 ⇔
√
16 + δ2
4δ
= l +
1
2
(110)
with some l ∈ N, we may let n1 ∈
[− l+12 , l+12 ], n2 ≥ l2 and achieve boundary conditions
y|n1=− l+12 = y|n1= l+12 = 0, y|n2= l2 = 0. (111)
Proposition 8.8. Pairs of points
(x, y) =
(
x(n1, n2 − 12), y(n1, n2 − 12)
)
and
(x˜, y˜) =
(
x(n1 +
1
2 , n2), y(n1 +
1
2 , n2)
)
,
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which are adjacent to the diagonal n1 + n2 = ξ = const, are related by polarity with respect to the
circle with the center (c, 0) = (
√
a− b, 0) and the radius r(ξ) = √a− b δ(ξ + c1 + c2):
xx˜+ yy˜ − c (x+ x˜) + c2 − r(ξ)2 = 0. (112)
Similarly, pairs of points
(x, y) =
(
x(n1 +
1
2 , n2), y(n1 +
1
2 , n2)
)
and
(x˜, y˜) =
(
x(n1, n2 +
1
2), y(n1, n2 +
1
2)
)
,
which are adjacent to the diagonal n2 − n1 = η = const, are related by polarity with respect to the
circle with the center (−c, 0) and with the radius rˆ(η) = √a− b δ(η + c2 − c1):
xx˜+ yy˜ + c (x+ x˜) + c2 − rˆ(η)2 = 0 (113)
(cf. Figure 17).
We remark that in this case the corresponding classical ellipses, hyperbolas, and circles partic-
ipating in the polarity relations are not incident. The proof of all these statements is by direct
computation.
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Figure 17. Two-dimensional discrete confocal coordinate system (74), (108) with a = 2, b = 1,
c1 = c2 = 0, 2l + 1 = 7. Points adjacent to a diagonal n2 − n1 = const are related by polarity with
respect to concentric circles with centers in the right focal point. Similarly, points adjacent to a diagonal
n1 + n2 = const are related by polarity with respect to concentric circles with centers in the left focal
point.
37
9 The case N = 3
9.1 Classical confocal coordinate systems
The defining equations
x2
u+ a
+
y2
u+ b
+
z2
u+ c
= 1,
x2
v + a
+
y2
v + b
+
z2
v + c
= 1,
x2
w + a
+
y2
w + b
+
z2
w + c
= 1
(114)
of confocal coordinates
{
(u, v, w) : −a < u < −b < v < −c < w} in three dimensions give rise to
the expressions
x2 =
(u+ a)(v + a)(w + a)
(a− b)(a− c) ,
y2 =
(u+ b)(v + b)(w + b)
(b− a)(b− c) ,
z2 =
(u+ c)(v + c)(w + c)
(c− a)(c− b) .
(115)
For an arbitrary re-parametrization of the coordinate lines we obtain:
x =
f1(s1)f2(s2)f3(s3)√
(a− b)(a− c) , y =
g1(s1)g2(s2)g3(s3)√
(a− b)(b− c) , z =
h1(s1)h2(s2)h3(s3)√
(a− c)(b− c) , (116)
where 
(f1(s1))
2 = u+ a,
(g1(s1))
2 = −(u+ b),
(h1(s1))
2 = −(u+ c),

(f2(s2))
2 = v + a,
(g2(s2))
2 = v + b,
(h2(s2))
2 = −(v + c),

(f3(s3))
2 = w + a,
(g3(s3))
2 = w + b,
(h3(s3))
2 = w + c.
(117)
Elimination of u, v and w leads to functional equations (f1(s1))2 + (g1(s1))2 = a− b,(f1(s1))2 + (h1(s1))2 = a− c,
 (f2(s2))2 − (g2(s2))2 = a− b,(f2(s2))2 + (h2(s2))2 = a− c, (f3(s3))2 − (g3(s3))2 = a− b,(f3(s3))2 − (h3(s3))2 = a− c. (118)
There exists a solution parametrized in terms of Jacobi elliptic functions:
f1(s1) =
√
a− b sn(s1, k1), g1(s1) =
√
a− b cn(s1, k1), h1(s1) =
√
a− b dn(s1, k1)
k1
,
f2(s2) =
√
b− c dn(s2, k2)
k2
, g2(s2) =
√
b− c cn(s2, k2), h2(s2) =
√
b− c sn(s2, k2),
f3(s3) =
√
a− c 1
sn(s3, k3)
, g3(s3) =
√
a− c dn(s3, k3)
sn(s3, k3)
, h3(s3) =
√
a− c cn(s3, k3)
sn(s3, k3)
,
(119)
38
where the moduli of the elliptic functions are defined by
k21 =
a− b
a− c , k
2
2 =
b− c
a− c = 1− k
2
1, k3 = k1. (120)
Hence, we obtain the representationxy
z
 = √a− c
sn(s1, k1) dn(s2, k2) ns(s3, k3)cn(s1, k1) cn(s2, k2) ds(s3, k3)
dn(s1, k1) sn(s2, k2) cs(s3, k3)
 (121)
of confocal coordinate systems in 3-space. If K(k) denotes the complete elliptic integral of the first
kind, which constitutes the quarter-period of sn(s, k), then the parameters may be restricted to
s1 ∈ [0, 4K(k1)], s2 ∈ [0, 4K(k2)] and s3 ∈ (0, 2K(k3)). Three corresponding coordinate surfaces are
depicted in Figure 18.
Figure 18. Three-dimensional classical confocal coordinate system (121) in terms of Jacobi elliptic
functions with a = 8, b = 4, c = 0. One quadric of each signature is shown.
9.2 Discrete confocal quadrics
For any discrete set of confocal quadrics (114), indexed by u(n1 +
1
4), v(n2 +
1
4), and w(n3 +
1
4), we
have introduced the discrete confocal quadrics defined by the equations of polarity relating nearest
neighbors x(n) and x(n+ 12σ):
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x(n)x(n+ 12σ)
u(n1 +
1
4σ1) + a
+
y(n)y(n+ 12σ)
u(n1 +
1
4σ1) + b
+
z(n)z(n+ 12σ)
u(n1 +
1
4σ1) + c
= 1,
x(n)x(n+ 12σ)
v(n2 +
1
4σ2) + a
+
y(n)y(n+ 12σ)
v(n2 +
1
4σ2) + b
+
z(n)z(n+ 12σ)
v(n2 +
1
4σ2) + c
= 1,
x(n)x(n+ 12σ)
w(n3 +
1
4σ3) + a
+
y(n)y(n+ 12σ)
w(n3 +
1
4σ3) + b
+
z(n)z(n+ 12σ)
w(n3 +
1
4σ3) + c
= 1.
(122)
This is equivalent to
x(n)x(n+ 12σ) =
(
u(n1 +
1
4σ1) + a
)(
v(n2 +
1
4σ2) + a
)(
w(n3 +
1
4σ3) + a
)
(a− b)(a− c) ,
y(n)y(n+ 12σ) =
(
u(n1 +
1
4σ1) + b
)(
v(n2 +
1
4σ2) + b
)(
w(n3 +
1
4σ3) + b
)
(b− a)(b− c) ,
z(n)z(n+ 12σ) =
(
u(n1 +
1
4σ1) + c
)(
v(n2 +
1
4σ2) + c
)(
w(n3 +
1
4σ3) + c
)
(c− a)(c− b) .
(123)
According to Theorem 5.5, these equations can be resolved as follows:
x(n) =
f1(n1)f2(n2)f3(n3)√
(a− b)(a− c) , y(n) =
g1(n1)g2(n2)g3(n3)√
(a− b)(b− c) , z(n) =
h1(n1)h2(n2)h3(n3)√
(a− c)(b− c) , (124)
where
f1(n1)f1(n1 +
1
2) = u(n1 +
1
4) + a,
g1(n1)g1(n1 +
1
2) = −(u(n1 + 14) + b),
h1(n1)h1(n1 +
1
2) = −(u(n1 + 14) + c),

f2(n2)f2(n2 +
1
2) = v(n2 +
1
4) + a,
g2(n2)g2(n2 +
1
2) = v(n2 +
1
4) + b,
h2(n2)h2(n2 +
1
2) = −(v(n2 + 14) + c),
f3(n3)f3(n3 +
1
2) = w(n3 +
1
4) + a,
g3(n3)g3(n3 +
1
2) = w(n3 +
1
4) + b,
h3(n3)h3(n3 +
1
2) = w(n3 +
1
4) + c.
(125)
The solution of equations (125) in terms of gamma functions found in [BSST16] and reproduced for
general N in Section 7, is given (in the first octant) by
f1(n1) = (n1 + α)1/2,
g1(n1) = (−n1 − β)1/2,
h1(n1) =
(−n1 − γ − 12)1/2,

f2(n2) =
(
n2 + α− 12
)
1/2
,
g2(n2) = (n2 + β)1/2,
h2(n2) = (−n2 − γ)1/2,
f3(n3 = (n3 + α− 1)1/2,
g3(n3) =
(
n3 + β − 12
)
1/2
,
h3(n3) = (n3 + γ)1/2,
(126)
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with α > β > γ being three integers, and with the identification
a = α+ 12 , b = β + 1, c = γ +
3
2 . (127)
On the other hand, the construction in Theorem 5.6 can be specialized in the case N = 3 as
follows: the nine functions fi(ni), gi(ni), hi(ni) satisfy the functional equations f1(n1)f1(n1 + 12) + g1(n1)g1(n1 + 12) = a− b,f1(n1)f1(n1 + 12) + h1(n1)h1(n1 + 12) = a− c, f2(n2)f2(n2 + 12)− g2(n2)g2(n2 + 12) = a− b,f2(n2)f2(n2 + 12) + h2(n2)h2(n2 + 12) = a− c, f3(n3)f3(n3 + 12)− g3(n3)g3(n3 + 12) = a− b,f3(n3)f3(n3 + 12)− h3(n3)h3(n3 + 12) = a− c. (128)
A solution of system (128) in terms of Jacobi elliptic functions reads:
f1(n1) = α1 sn(δ1n1, k1), g1(n1) = β1 cn(δ1n1, k1) h1(n1) = γ1 dn(δ1n1, k1),
f2(n2) = α2 dn(δ2n2, k2), g2(n2) = β2 cn(δ2n2, k2), h2(n2) = γ2 sn(δ2n2, k2),
f3(n3) = α3
1
sn(δ3n3, k3)
, g3(n3) = β3
dn(δ3n3, k3)
sn(δ3n3, k3)
, h3(n3) = γ3
cn(δ3n3, k3)
sn(δ3n3, k3)
,
(129)
where the moduli k1, k2, k3 are defined as solutions of the following transcendental equations:
k21 =
a− b
a− c ·
dn2( δ12 , k1)
cn2( δ12 , k1)
, k22 =
b− c
a− c ·
dn2( δ22 , k2)
cn2( δ22 , k2)
, k23 =
a− b
a− c ·
dn2( δ32 , k3)
cn2( δ32 , k3)
, (130)
and the amplitudes α1, . . . , γ3 are given by
α1 =
√
(a− b)dn(
δ1
2 , k1)
cn( δ12 , k1)
, β1 =
α1√
dn( δ12 , k1)
, γ1 =
α1
k1
√
cn( δ12 , k1)
,
γ2 =
√
(b− c)dn(
δ2
2 , k2)
cn( δ22 , k2)
, α2 =
γ2
k2
√
cn( δ22 , k2)
, β2 =
γ2√
dn( δ22 , k2)
,
α3 =
√
(a− c) cn(
δ3
2 , k3)
dn( δ32 , k3)
, β3 =
α3√
dn( δ32 , k3)
, γ3 =
α3√
cn( δ32 , k3)
.
In order for the discrete confocal quadrics to respect the symmetries of their classical counter-
parts, we set
δ1 =
K(k1)
m1
, δ2 =
K(k2)
m2
, δ3 =
K(k3)
m3
, mi ∈ N. (131)
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The parameters ni may then be restricted to n1 ∈ [0, 4m1], n2 ∈ [0, 4m2] and n3 ∈ (0, 2m3).
As in the 2-dimensional case, for arbitrary mi, there exist special vertices of valence 6= 4 (cf.
Figures 19 and 20) which are discrete analogs of the umbilic points on smooth confocal ellipsoids
and two-sheeted hyperboloids. In the parametrization (121), these umbilic points are seen to be
x(1K(k1), 2K(k2), s3), x(s1, 
∗
2K(k2),K(k3)) (132)
1, 2 ∈ {1, 3}, ∗2 ∈ {0, 2} (133)
respectively. Their discrete analogues are given by the vertices
x(1m1, 2m2, n3), x(n1, 
∗
2m2,m3) (134)
1, 2 ∈ {1, 3}, ∗2 ∈ {0, 2} (135)
which have valence 2 (cf. Figure 19) as may be inferred from the parametrization (129).
Figure 19. Three-dimensional discrete confocal coordinate system (124), (129) in terms of Jacobi
elliptic functions on the sublattice Z2 with a = 8, b = 4, c = 0, m = 4. Three discrete quadrics are
shown: a discrete two-sheeted hyperboloid for n1 = 2, a discrete one-sheeted hyperboloid for n2 = 2,
and a discrete ellipsoid for n3 = 2. A point of valence 2 on a discrete ellipsoid is a discrete analog of an
umbilic point.
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Figure 20. Discrete confocal coordinates with a = 8, b = 4, c = 0, m = 4. Discrete quadrics from
the pair of dual orthogonal sublattices Z3 and
(
Z+ 12
)3
are shown in blue and red respectively: two-
sheeted hyperboloids n1 = 1, 2, n2, n3 ∈ Z, one-sheeted hyperboloids n2 = 1, 2, n1, n3 ∈ Z, ellipse
n3 = 1.5, n1, n2 ∈ Z+ 12 ,
A Euler-Poisson-Darboux equation
A.1 Classical Euler-Poisson-Darboux equation
The discretization of confocal quadrics in [BSST16] was based on an integrable discretization of the
Euler-Poisson-Darboux equation. We adapt the characterization of confocal coordinates in terms
of the Euler-Poisson-Darboux equation to our present approach by arbitrary re-parametrization of
the coordinate lines.
Consider the classical Euler-Poisson-Darboux system
∂ui∂ujx =
γ
ui − uj (∂ujx− ∂uix), i, j ∈ {1, . . . , N}
with some constant γ ∈ R. Under re-parametrization ui = ui(si) this becomes
∂si∂sjx =
γ
ui(si)− uj(sj)
(
u′i(si)∂sjx− u′j(sj)∂six
)
. (EPDγ)
Confocal coordinates are given by certain factorizable solutions of this equation, and can be char-
acterized as such.
Theorem A.1. Let x = (x1, . . . , xN ) be N independent factorizable solutions
xk(s1, . . . , sN ) =
N∏
i=1
fki (si)
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of the Euler-Poisson-Darboux system ( EPDγ) with γ =
1
2 defined on a suitable domain
U = {(s1, . . . , sN ) ∈ RN | − a1 < u1(s1) < −a2 < u2(s2) < · · · < −aN < uN (sN )}.
Then the net x : U → RN coincides with confocal coordinates ( 26), up to independent scaling along
the coordinate axes (x1, . . . , xN )→ (C1x1, . . . , CNxN ) with some C1, . . . , CN > 0.
Proof. A factorizable function
x(s1, . . . , sN ) = f1(s1) · · · fN (sN )
is a solution of (EPDγ), if and only if (compare [BSST16])
f ′i
fi
=
u′i
2(ui + a)
, i = 1, . . . , N,
with some integration constant a ∈ R. The general solution is, up to constant factors, given by
fi(si) =

√
ui(si) + a, if ui(si) > −a,√−(ui(si) + a), if ui(si) < −a. (136)
Now N independent separable solutions xk(s1, . . . , sN ), 1 ≤ k ≤ N with constants of integration
a1 > . . . > aN are, on the domain U , given by
xk(s1, . . . , sN ) = Dk
∏
i<k
√
−(ui(si) + ak)
∏
i≥k
√
ui(si) + ak (137)
with some constants Dk 6= 0. The choice
D−1k =
∏
i<k
√
ai − ak
∏
i>k
√
ak − ai (138)
is the unique scaling (up to a common factor) for which the parameter curves are pairwise orthogonal
(see [BSST16]).
A.2 Discrete Euler-Poisson-Darboux equation
It turns out that discrete confocal coordinate systems may also be characterized in terms of a
discrete Euler-Poisson-Darbox equation.
Theorem A.2. Discrete confocal coordinate systems given by ( 44) satisfy the discrete Euler-
Poisson-Darboux system with γ = 12 :
∆i∆jxk =
1
ui − uj
(
∆
1/2ui∆jxk −∆1/2uj∆ixk
)
, (dEPDγ= 1
2
)
where xk = xk(n) and ui = ui(ni +
1
4). Here, the difference operator ∆ acts according to ∆if(n) =
f(n+ ei)− f(n), and
∆
1/2ui = ui(ni +
3
4)− ui(ni + 14).
Conversely, let x = (x1, . . . , xN ) be N independent factorized solutions
xk(n1, . . . , nN ) =
N∏
i=1
f
(k)
i (ni)
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of ( dEPDγ= 1
2
) with positive “discrete squares”
f
(k)
i (ni)f
(k)
i (ni +
1
2) > 0
defined on a suitable domain
U = {(n1, . . . , nN ) ∈ (12Z)N :
−a1 < u1(n1 + 14) < −a2 < u2(n2 + 14) < · · · < −aN < uN (nN + 14)
}
. (139)
Then the net x : U → RN coincides with discrete confocal coordinates ( 44), ( 45) in the first
hyperoctant, up to independent scaling along the coordinate axes (x1, . . . , xN )→ (C1x1, . . . , CNxN )
with some constants C1, . . . , CN > 0.
Proof. First, we derive the discrete Euler-Poisson-Darboux equations satisfied by the discrete con-
focal coordinates given by (44). From equation (45) we obtain
f
(k)
i (ni + 1)
f
(k)
i (ni)
=
ui(ni +
3
4) + ak
ui(ni +
1
4) + ak
, (140)
which is equivalent to
∆f
(k)
i
f
(k)
i
=
∆1/2ui
ui + ak
.
So, for xk(n) =
∏N
i=1 f
(k)
i (ni) we obtain:
∆i∆jxk =
∆1/2ui
ui + ak
∆1/2uj
uj + ak
xk
=
1
ui − uj
(
∆1/2ui∆
1/2uj
uj + ak
− ∆
1/2ui∆
1/2uj
ui + ak
)
xk
=
1
ui − uj
(
∆
1/2ui∆jxk −∆1/2uj∆ixk
)
.
Conversely, a simple computation shows that a factorizable function
x(n1, . . . , nN ) = f1(n1) · · · fN (nN )
is a solution of (dEPDγ= 1
2
) if and only if
∆
1/2ui
fi
∆fi
− ui = ∆1/2uj fj
∆fj
− uj = a,
with some constant of integration a ∈ R. Equivalently,
∆fi
fi
=
∆1/2ui
ui + a
⇔ fi(ni + 1)
fi(ni)
=
ui(ni +
3
4) + a
ui(ni +
1
4) + a
, i = 1, . . . , N.
Here the left-hand sides can be written as
fi(ni + 1)
fi(ni)
=
Fi(ni +
3
4)
Fi(ni +
1
4)
,
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where Fi(ni +
1
4) = fi(ni)fi(ni +
1
2). Assuming that the discrete squares Fi(ni +
1
4) are positive, the
general solution is, up to constant factors, given by
Fi(ni +
1
4) =
 ui(ni + 14) + a, if ui(ni + 14) > −a,−(ui(ni + 14) + a), if ui(ni + 14) < −a. (141)
Now, take N independent factorizable solutions xk(n1, . . . , nN ), 1 ≤ k ≤ N , with the constants of
integration a1 > · · · > aN . Define U as in (139) with these a1, . . . , aN . Then, we find that
xk(n)xk(n+
1
2σ) = D
2
k
∏
i<k
−(ui(ni + 14σi) + ak)
∏
i≥k
(ui(ni +
1
4σi) + ak), (142)
where Dk 6= 0 are constants. With the choice
D−2k =
∏
i<k
(ai − ak)
∏
i>k
(ak − ai), (143)
expressions (142) coincide with (32).
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