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Abstract
Scanning nanomagnetometry based on the electronic spin of the nitrogen vacancy
(NV) center in diamond is an emerging sensing technology, which allows for the prob-
ing of magnetic fields on the nanoscale. High sensitivity, of a few tens of nT/
√
Hz,
can be achieved by exploiting the extraordinary properties of this special lattice
defect. Incorporating this atomic sized sensor in the apex of all-diamond scanning
probes allows controlled proximity of the NV center and a sample to be achieved.
The resulting resolution of a few tens of nm in combination with an NV’s sensitivity
offers unique possibilities for exploring new physical properties or phenomena.
In this thesis, we developed and characterized a high performance scanning NV
magnetometer and we demonstrate its potential for probing magnetic fields in two
applications. We implemented a procedure to fabricate single-crystal, all-diamond
scanning probes and developed a highly efficient and robust approach for integrating
these devices into our setup. The resulting sensitivities of ηDC ∼ 750 nT/
√
Hz for
DC and ηAC ∼ 114 nT/
√
Hz for AC-magnetic fields and resolution of 50 ± 32 nm
enabled real space imaging of the stray field of an antiferromagnet and the imaging of
microwave magnetic fields with unprecedented spatial resolution. Both applications
illustrate the potential of this powerful technique for imaging weak magnetic fields
and revealing physical properties that are inaccessible with alternative approaches.
Scanning NV magnetometry therefore forms an attractive, new technique, which will
have a profound impact on many different research areas ranging from magnetism
and advanced material sciences to spintronics and quantum computing.
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Introduction
The detection of magnetic moments of neutrons, protons, electrons or atoms forms
a powerful technique for analyzing materials, which has contributed to various re-
search areas, ranging from fundamental physics to chemistry and biology. Visual-
izing these moments using magnetic resonance imaging (MRI) has revolutionized
medical science and has found applications in today’s clinical diagnostics. While
these conventional detection schemes measure the moment of a large ensemble of
spins, the detection and imaging on the single electron or nucleon level remained
elusive, until new, advanced imaging schemes were developed. These new approaches
combine scanning probe techniques with modern sensors, providing nanoscale reso-
lution and the capability of measuring and imaging the small magnetic field of single
electrons [1, 2, 3]. Such highly sensitive, nanoscale magnetic field sensing has many
applications and provides novel insights in nanotechnologies ranging from medicine
and biology to magnetism, advanced material sciences, spintronics and quantum
computing.
As a consequence of this multitude of potential applications, many different
nanoscale magnetic field sensors have been realized and optimized in recent decades.
The most important figure of merit for such sensors is the magnetic field sensitivity,
which describes the smallest magnetic field that can be detected within a given
measurement time. Moreover, as the dipole field of a single spin decreases with
the distance cubed, a magnetic field sensor must combine a small sensor size with
the ability to be placed in close proximity to the sample in order to be capable
of measuring the stray field. The state-of-the-art sensitivity and sensor-to-sample
distance for the four most promising scanning nanomagnetometry techniques are
summarized in Fig. 1 and will be discussed in the following.
Scanning Hall probe microscopy (SHPM) utilizes Hall sensors mounted to micro
scanning systems for measuring the stray magnetic field of a target. These sensors
achieve sensitivities of nT/
√
Hz and a sensor-to-sample distance of ∼ 1µm. For
applications in nanoscale imaging this distance as well as the sensor’s volume has
to be reduced. However, a reduction in the active area of the Hall sensor typically
comes at the expense of a smaller sensitivity [6]. Therefore, improvements to bring
this technique to nanoscale spatial resolution are challenging.
In contrast to SHPM, the magnetic tip of a magnetic resonance force microscope
(MRFM) can be placed at a distance of ∼ 100 nm to a target spin. By ultra sensitive
detection of the force between the target spin and the magnetic tip, the field of a
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Figure 1: Comparison of various scanning nanomagnetometry techniques
(adapted and extended from Ref. [4] and Ref. [5]). The data points
represent experimentally demonstrated magnetic field sensitivities for Hall
sensors [6], scanning SQUID sensors [3, 7, 8], magnetic resonance force mi-
croscopy [1, 9, 10, 11, 12], NV center sensors [2, 13, 14, 15, 16, 17] as a function
of the sensor-sample distance. The larger green diamonds corresponds to ex-
periments performed during this thesis. For the Hall sensors the detector size
is used as an estimation for the characteristic length scale. An optimal sensor
for nanoscale spin sensing combines high magnetic field sensitivity with a small
sensor-sample distance and a small detector size. Thus, the best magnetic mo-
ment sensitivity correspond to the the lower left region of the graph. Diagonal
dotted lines indicate the threshold for the detection of 106, 103, or 1 electron
spin (dipole moment 1µB) and the dashed line corresponds to the threshold for
detecting a single nuclear spin (dipole moment 1µN ) within 1s.
single electron can be measured [1]. However, MRFM is restricted to low tempera-
ture and the stray field of the magnetic tip perturbs the magnetic state of a target,
which limits the range of applications.
For sensitive, non invasive detection of magnetic fields, superconducting quantum
interference devices (SQUIDs) can be applied. These devices can reach a sensitivity
of 1 fT/
√
Hz [18]. However, it has proven difficult to ensure a close proximity of the
sensor to the sample. First approaches used planar geometries, resulting in large
lateral sizes of the devices, and thereby limiting the ability to place the SQUID
near a target. Recently, the approach of fabricating SQUIDs on tips, which have
diameter of a several tens of nm, has attracted a lot of attention [3]. Although
the sensitivity is reduced with the decreasing lateral sizes, this approach still allows
for the fabrication of SQUIDS with an excellent sensitivity of 5.1 nT/
√
Hz. These
nanoscale SQUIDs on the tip of capillary quartz needles can be scanned with a
sensor-to-sample distance of 120 nm across the sample and are predicted to be ca-
pable of scanning single electron spins [3]. However, this approach is restricted to a
cryogenic environment, which again limits its applicability.
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A promising new sensor that can be operated in ambient conditions is the nitro-
gen vacancy (NV) center in diamond. The NV center is an optically active lattice
defect with a spin S = 1 ground state. Its exceptionally long coherence time (up tp
1 ms) combined with efficient initialization and readout capabilities allows sensitivi-
ties of a few nT/
√
Hz to be reached [19] making the NV center a remarkable atomic
scale sensor. The first experiments in scanning NV magnetometry employed nan-
odiamonds grafted to atomic force microscope (AFM) tips, which already combined
an extraordinary resolution of several tens of nm with the sensitivity of the NV cen-
ter. Recently a novel, advanced approach, that relies on the fabrication of robust,
all-diamond, single crystalline scanning probes has been developed [20]. Scanning
probes, with advanced optical properties that improve the sensitivity, provide control
of the NV-to-sample distance to within a few tens of nm. This improvement enabled
imaging of the magnetic field of a single electron spin[2]. Moreover, scanning NV
magnetometry has recently been applied to study magnetic systems [21, 22], where
its superior combination of sensitivity and resolution revealed the internal structure
of a domain wall [23]. These first applications demonstrate the excellent imaging ca-
pabilities scanning NV magnetometry offers and illustrate the potential for exploring
physics that is inaccessible with alternative approaches.
3
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Scope of the thesis
This thesis describes the implementation of a scanning NV magnetometer for highly
sensitive, nanoscale imaging of magnetic fields and demonstrates the excellent per-
formance of this technique in two applications: real space stray field imaging of
antiferromagnets and microwave imaging with unprecedented nanoscale resolution.
In Chap. 1 we introduce the exceptional properties of the NV center exploited for
magnetic field sensing and discuss the sensing schemes used in this thesis. Chap. 2
describes the implementation of a scanning NV magnetometer. We start with a de-
scription of the experimental setup and then present the fabrication process of the
all-diamond scanning probes, which was developed during this thesis. The perfor-
mance of our scanning probe based magnetometer is demonstrated by introducing
the basic imaging modes applied to measure the nanoscale stray field of single Ni
nanorods. Finally, we discuss the state-of-the-art DC sensitivity and resolution and
outline possibilities for improving the performance of our scanning NV magnetome-
ter.
In Chap. 3 we apply our magnetometer to study the magnetic stray field of
antiferromagnets (AFs). We demonstrate the first quantitative, real space imaging
of the stray field of the AF Cr2O3.
In Chap. 4 we demonstrate our scanning NV magnetometer’s ability to measure
and image microwave (MW) magnetic fields. In a proof of concept experiment, we
quantitatively image the magnetic field generated by a high frequency (GHz) MW
current with nanoscale spatial resolution.
Both of these applications establish scanning NV magnetometry as a versatile
and high performance tool for imaging weak magnetic fields.
To conclude, we outline future applications where the superior sensing capabili-
ties can be applied to analyze physical properties or phenomena that are challenging
to measure using alternative techniques.
Part of the results presented in Chap. 2, Chap. 3 and Chap. 4 have been published
in Reference [16], [17] and [24], respectively. These references are separately listed
at the end of this thesis.
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Chapter 1
The Nitrogen Vacancy Center
The nitrogen vacancy (NV) center in diamond forms a highly promising sensor:
On the one hand, its unique combination of long spin coherence times and efficient
optical spin readout enables the detection of magnetic and electric fields, as well as
local temperature. On the other hand, the NV center is a highly photostable single
photon source and therefore an ideal emitter for near-field scanning and single photon
microscopy. In this thesis, we will focus on the sensitive evaluation of magnetic fields
with a nanoscale spatial resolution using single NV centers. All properties relevant
for magnetic field sensing are sustained from cryogenic temperatures up to 550 K
and will be introduced in this chapter. We give an overview of the basic properties
exploited for magnetic field sensing and discuss the basic sensing schemes together
with their operation ranges and achievable sensitivities.
1.1 The nitrogen vacancy color center in diamond
Diamond is an exceptional material with various extraordinary properties. Its lattice
is formed by carbon (C) atoms in a face-centered cubic (fcc) lattice structure with
a two-atomic base. Similar to zincblende structure, all neighbors of a C atom build
a regular tetrahedron with covalent bonds. The exceptional hardness and thermal
conductivity of diamond results from these strong bonds. Furthermore, diamond is
an electrical insulator with an indirect band gap of 5.48 eV. Due to this large band
gap, diamond is transparent from the infrared to the deep UV region which makes
it an ideal host for various color centers.
One of the best studied color centers in diamond is the NV center, a stable
lattice defect consisting of a vacancy and a neighboring, substitutional nitrogen
(N) atom (see Fig. 1.1 (a)). Nitrogen is one of the common impurities in diamond
and can be found as single substitutional defects, NV centers or larger complexes
containing multiple N atoms. The NV center is energetically favored and can be
synthetically created by various techniques. One approach relies on controlling the
diamond growth parameters (gas composition, pressure, etc.) to allow NV centers to
form during the plasma-enhanced, chemical-vapor-deposition based growth process
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of synthetic diamond [25]. In contrast to this in situ creation, the NV center can also
be incorporated in diamond after the growth process. One commonly used technique
is the implantation of N by ion irradiation. After the implantation the diamond hosts
N as well as vacancies that are created by scattering during the implantation process.
These vacancies can diffuse while the diamond is annealed at ∼ 800 ◦C leading to the
formation of NV centers in the nitrogen implanted diamond samples. Alternatively,
N rich diamond can be used as a starting material and vacancies can be created by
ion implantation or electron irradiation forming NV centers during the subsequent
annealing.
Two different optically active forms of the NV center have been observed: the
charge-neutral and the negatively charged NV0 and NV−, respectively. The charge-
neutral NV0 center consists of 5 electrons: The lone electron pair of the N atom
and 3 electrons from the dangling bonds of the C atoms surrounding the vacancy,
resulting in an overall spin of 1/2. Depending on the Fermi level in the diamond, an
additional electron (most likely from substitutional N in the surrounding diamond)
can be captured, resulting in the NV− with an overall spin of 1. The Fermi level and
thereby the charge state can be electronically tuned [26], controlled via the surface
potential [27, 28] or by selective laser excitation [29, 30]. However, only NV− has
the extraordinary properties exploited for sensing. Note that charge conversion is
subject to current research and it was recently demonstrated that the conversion
can be exploited for enhanced spin readout [30]. In this thesis, we will focus on the
negatively charged NV−, which will be simply denoted as the NV center.
Figure 1.1: (a) Atomic structure of a nitrogen vacancy (NV) defect center in
the diamond crystal. Black spheres indicate the carbon lattice. The NV center
consists of a nitrogen (red sphere) and a neighboring vacancy (white sphere).
(b) Absorption and emission spectrum of the NV center (adapted from [31]) and
(c) confocal microscopy map of NV centers in diamond. Figure reprinted from
[32]. Reprinted with permission from AAAS. The bright spots arise from the
photoluminescence of single NV centers.
The NV center is a color center that absorbs green light (see absorption spectrum
in Fig. 1.1 (b)) leading to a pink appearance for diamonds with very high NV con-
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centration. Additionally, it exhibits broadband red shifted emission with the zero
phonon line (ZPL) at 1.945 eV (637 nm). In 1997, Gruber et al. [32] demonstrated
that single NV centers can optically be detected using non resonant excitation with
a 532 nm laser combined with confocal microscopy (see Fig. 1.1 (c)) and that its spin
state can be addressed through optically detected magnetic resonance (ODMR).
This work inspired several research groups to analyze and study the structure of
single NV centers and forms the basic technique for addressing single NV centers.
1.2 Electronic structure of the NV center
To understand the origin of the extraordinary properties of the NV center for mag-
netic field sensing, the knowledge of the electronic structure of the NV center is
essential. While a complete theoretical treatment of the origin of the level struc-
ture is beyond the scope of this thesis (more detailed descriptions can be found
in [33, 34, 35]), we present the model depicted in Fig. 1.2, which explains all prop-
erties relevant for magnetic field sensing [36, 37].
The 6 electrons of the NV center reveal a C3v-symmetry, with the symmetry
axis given by the vector connecting the N atom and the vacancy. The tetrahedral
geometry of the diamond allows four different NV center orientations, corresponding
to the four equivalent 〈111〉 directions of the diamond lattice. The 6 electrons will
quantize according to this symmetry axis and form a spin triplet (S = 1) in the
ground (gs) and first excited state (es), which are separated by 1.945 eV. The triplet
states with the magnetic quantum numbermgs,ess = 0 and the degeneratem
gs,es
s = ±1
states experience a zero field splitting (ZFS) due to spin-spin-interaction. The ZFS
is Dgs = 2.87 GHz for the ground and Des = 1.42 GHz for the excited state. A
singlet state is located energetically between the ground and excited state. Note
that the structure of this singlet state is still not fully understood and in particular
two singlet states with a radiative transition at 1043 nm were observed [39, 35].
The ability to optically initialize and read out the spin state of the NV center
forms the basis for magnetic field sensing. These properties arise from the transitions
between the electron levels. The transitions between the ground and the first excited
states are largely spin conserving, with radiative lifetimes of τ ∼ 15 ns [37]. There
exists a non radiative decay from the mess = ±1 excited state to the singlet state
with lifetimes of τ ∼ 20 ns. Furthermore, there are non radiative decay channels
from the singlet to the ground states with lifetimes of τ ∼ 1µs [37]. Due to this
non radiative, non spin-preserving decay channels the spin can be initialized in
the mgss = 0 state by continuous laser excitation. The polarization fidelity of this
initialization is determined by all decay rates involved and can reach 95% [40]. The
second consequence of this non radiative, spin selective transition is a spin dependent
fluorescence of the NV center. When exciting an NV center, which is initialized in the
mgss = 0 state, population will be pumped into mess = 0. From this excited state, the
population can only radiatively relax, whereas population in the mess = ±1 excited
state has a significant probability to relax non radiatively via the singlet state and
7
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Figure 1.2: (a) Model of the level structure of the NV center. The ground (gs)
and excited state (es) (gray boxes) are spin triplets consisting of three levels (|0〉
and |±1〉) with the corresponding magnetic quantum numbers (ms = 0,±1). A
green laser (green arrow) excites the transitions from the ground to the excited
state and the red shifted fluorescence (red arrows) is detected. The gray arrow
indicates a non-radiative relaxation path involving the singlet state leading to an
intersystem crossing. This intersystem crossing leads to the ability to initialize
the NV into the ms = 0 spin state and to spin dependent fluorescence. Together
with the ability to coherently drive ground state transitions using resonant mi-
crowave (MW) magnetic fields these properties are essential for magnetic field
sensing. (b) Optically detected electron spin resonance (ESR) spectra of the NV
center recorded in various applied magnetic fields. The ground state transitions
are shifted by the Zeeman splitting, providing a quantitative measurement of the
magnetic field projection BNV along the NV axis. These spectra are recorded by
monitoring the NV fluorescence intensity, while sweeping the frequency of the
MW field. Spectra for different magnetic fields are shifted vertically for clarity
(this figure is adapted from [38]).
therefore result in a significant lower fluorescence rate. Measuring the fluorescence
intensity therefore enables the efficient detection of the spin state. This detection
in addition to the ability of initializing the spin state with a high fidelity are the
basic properties exploited for sensing. Note that the spin state of the excited state
can also be adressed using ODMR [41]. However, a reduced fluorescence contrast
is observed which results in a reduced sensitivity (see Sec. 1.7). Thus, the magnetic
8
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field sensing protocols and applications, described in this thesis, exploit the ground
state manifold. In the following we only refer to the ground state manifold and its
quantum number as ms and omit the indices m
gs
s and mess .
1.3 Electron spin resonance
Magnetic resonance spectroscopy is a commonly used technique to read out the
transition frequencies of molecules, atoms or spins [42]. Typically, a magnetic field
at microwave (MW) frequencies is applied and its frequency is swept. When the
MW frequency matches the transition frequency, the MW is absorbed and induces
spin flips (see Sec. 1.6.1). This absorption can be detected and the electron transition
frequencies can be measured. In electron spin resonance (ESR) experiments, a known
magnetic field is applied to induce a Zeeman splitting for a target spin. This splitting
can then be analyzed to gain information about the target. For a known target,
such as the NV center, the Zeeman splitting can, on the other hand, be used to
quantitatively evaluate magnetic fields.
In contrast to conventional ESR, the NV center’s spin state can efficiently be
detected optically and therefore ESR for the NV center is also referred to as optically
detected magnetic resonance (ODMR). In ODMR measurements the NV center is
excited by a continuous wave (CW) laser to initialize the NV into the bright ms = 0
state while the frequency of an applied MW magnetic field is swept. When the MW
frequency matches the transition frequency of the NV center, the spin can be flipped
into the darker ms = ±1 state and a decrease in overall fluorescence is detected,
as depicted in Fig. 1.2. If no magnetic field is applied a resonance at the ZFS of
D = 2.87 GHz can be observed. If an on axis magnetic field is applied the degeneracy
of the two ms = ±1 states will be lifted by the Zeeman effect and two resonances
will be detected. In a small magnetic field (see Sec. 1.4), the splitting between the
two resonances is given by 2γNVBNV , where γNV = 28 MHz/mT is the gyromagnetic
ratio of the NV center and BNV is the magnetic field along the NV quantization axis.
An unknown magnetic field can therefore be evaluated quantitatively by detecting
the resonances in an ESR spectrum.
1.4 The ground state spin Hamiltonian
Magnetic field sensing using NV centers relies on evaluating the Zeeman shift in-
duced by an arbitrary magnetic field. Thus, understanding the effect of an arbitrary
magnetic field on the NV center spin states is crucial. The ground state response to
a magnetic field can be described by the following spin Hamiltonian [38]:
H = hDS2z + hE(S
2
x − S2y) + hγNV ~B · ~S (1.1)
where z is the NV quantization axis as depicted in Fig. 1.3 (a), h is Planck’s constant,
D and E are the axial and transverse ZFS parameters, Sx, Sy and Sz the Pauli
matrices.
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The first term describes the zero-field-splitting D ≈ 2.87 GHz, which results from
spin-spin interaction. This parameter changes with temperature by ∼ 80 kHz/K at
room temperature [39], which allows the NV center to also be utilized for temper-
ature sensing. The second term in Eq. 1.1 describes the effect of local strain in the
diamond matrix. Thus, the strain parameter E varies between different diamond
matrices hosting the NV center. For the synthetic, high purity diamond used in this
thesis, E is typically ∼ 100 kHz and can be neglected for all practical purpose.
The last term in Eq. 1.1 describes the Zeeman shift due to an arbitrary external
magnetic field. For analyzing the impact of an arbitrary magnetic field on spin
states, the eigenstates of this Hamiltonian need to be determined.
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Figure 1.3: (a) A magnetic field B is applied with an angle θ to the NV axis
z. (b) ESR frequencies fms=±1 as a function of applied magnetic field B for
different θ determined from the eigenenergies of the Hamiltonian (Eq. 1.1). (c)
Weak magnetic field regime: The eigenenergies can by approximated by the
dashed lines obtained by the linear Zeeman effect described by Eq. 1.2 (figure
adapted from [38]).
We first consider the eigenenergies of the Hamiltonian (Eq. 1.1) for a magnetic
field aligned with the NV axis [38]:
fms=±1 = D ±
√
(γNVBNV )2 + E2. (1.2)
A magnetic field coinciding with the NV axis (with BNV  h/gµBohrE) results in
a linear Zeeman effect with a splitting proportional to BNV , with a proportionality
constant γNV , as depicted in Fig 1.3 (b).
If the magnetic field does not coincide with the NV axis, the Hamiltonian
(Eq. 1.1) needs to be diagonalized to determine the eigenenergies. Assuming that
the magnetic field component orthogonal to the NV axis is small (Bortho < 5 mT) re-
sults in a perturbation of the eigenstates, which is depicted in Fig. 1.3 (b). For these
magnetic fields, the splitting is, in a good approximation, described by the linear
Zeeman shift arising from the magnetic field projected onto the NV axis (as indi-
cated by the dashed lines in Fig. 1.3 (c)). For magnetic fields with large components
orthogonal to the NV axis (Bortho > 5 mT) , the quantization axis is not defined
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by the NV axis and the magnetic states become mixed. Therefore the Hamiltonian
has to be diagonalized to describe the eigenenergies of the NV center. Because the
newly formed eigenstates are mixed states, the transition rates between these states
are also a mixture of the transition rates described in Sec. 1.2. The mixing of the
transition rates leads to the breakdown of the spin dependent fluorescence as well
as a decrease in the overall fluorescence [37]. Magnetic fields with large compo-
nents orthogonal to the NV quantization axis ( 1 mT) can therefore be detected
by measuring the overall fluorescence rate of the NV center [37, 43].
1.5 Sensitivity
The major figure of merit for magnetic field sensing is the sensitivity η. It defines
the magnetic field that can be detected in a given measurement time T
η = δB
√
T , (1.3)
where δB is the smallest magnetic field obtained for a signal-to-noise ratio (SNR)
of 1. δB can be derived from the magnetic field dependent signal. In ESR mea-
surements, the signal I(f) (in counts per second, cps) can be described by the
formula [44]
I(f) = I0
[
1− CESRF
(
f − fNV
∆f
)]
, (1.4)
where I0 is the average count rate of the NV center, CESR is the ESR contrast and
F is the line shape profile. The profile depends on the MW driving frequency f ,
the NV-transition frequency fNV and the linewidth ∆f (defined as the full width
at half maximum (FWHM)). Under weak driving conditions (weak optical pumping
and weak MW fields) the line shape of the NV center is described by a Gaussian.
Under strong driving conditions, a Lorentzian profile needs to be considered [44].
In Fig. 1.4, we used a Gaussian fit to describe the ESR
I = I0
[
1− CESRe
(
− (f−fNV)
2
2σ2
)]
. (1.5)
The fit yields I0 = 205 kcps, CESR = 0.19, fNV = 2.821 GHz and σ = 4.96 MHz. Note
that the depicted ESR spectrum was measured under moderate driving conditions,
which can be approximated by the Gaussian profile for small detuning.
The maximum, magnetic field-dependent signal is illustrated by the red line in
Fig. 1.4 and can be deduced from the maximum slope of the ESR spectrum as follows
S =
∂I
∂B
∣∣∣∣
max
B = γNV
∂I
∂f
∣∣∣∣
max
B = γNVI0CESR
B√
eσ
. (1.6)
Here, the magnetic field B corresponds to a frequency shift f = γNVB (assuming a
linear Zeeman shift, see Sec. 1.4). The noise N for the NV center is dominated by
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Figure 1.4: ESR measurements. Data are plotted in black and a Gaussian fit
(see main text) is depicted in blue. The red line indicates the maximum signal
response at the optimal working point, which is used to deduce the sensitivity
of η = 4µT/
√
Hz (data taken from [16]).
photon shot-noise [45]. With the shot noise of N =
√
I0 we deduce the sensitivity
ηDC,ESR =
N
∂S/∂B|max
√
T =
√
e
γNV
σ
CESR
√
I0
. (1.7)
Analogously to the Gaussian profile a sensitivity for a Lorentzian profile can be
calculated. We define the general sensitivity as
ηDC,ESR =
1
γNV
√
I
δI/δfMW
= PF
1
γNV
∆f
CESR
√
I0
, (1.8)
where PF is a numerical parameter for the specific profile [44]. This parameter is
given by PG =
√
e/8 ln 2 ≈ 0.70 for a Gaussian and PL = 4/3
√
3 ≈ 0.77 for a
Lorentzian profile. For the depicted NV center in a scanning probe, we obtain a
sensitivity of ηESR = 4µT/
√
Hz.
This sensitivity can be improved by minimizing the linewidth ∆f . Decreasing the
optical and MW power will result in less broadening of the NV resonance, which will
decrease ∆f . However, decreasing these parameters will also reduce CESR and I0,
which has an adverse effect on the sensitivity. Hence, the impact of the optical and
MW power on the NV center’s ESR spectrum has to be analyzed, which allows to
determine the optimal driving conditions for a particular NV center. Alternatively,
pulsing techniques can be applied to eliminate the effect of optical power broadening
in the ESR [44]. With these techniques, a FWHM ∆f that is fundamentally limited
by the dephasing rate Γ∗2 = 1/T ∗2 (typically T ∗2 ∼ 1µs for shallow NV center) can be
reached, which results in a sensitivity of (see discussion in Sec. 1.7)
η ∼ 1
γNV
1
C
√
I0
1√
T ∗2
≈ 500 nT/
√
Hz. (1.9)
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Using coherent spin manipulation protocols, which will be discussed in the follow-
ing sections, the NV center can be decoupled from the environment, which further
extends the coherence time and allows sensitivities of 28 nT/
√
Hz to be reached.
1.6 Coherent spin manipulation
Coherent manipulation protocols, which are commonly used in nuclear magnetic
resonance (NMR), can be applied to exploit the full potential of NV centers for
magnetic field sensing. These techniques rely on having a quantum system with two
energy levels, which can be coherently manipulated and which interact with magnetic
fields. By applying different pulsed manipulation protocols, the long coherence times
of the NV center spin can be exploited in order to increase the sensitivity. In
this section, we will introduce the basic manipulation protocols and discuss their
operation ranges and sensitivities, which determines important figures of merit for
the NV center’s ability to sense magnetic fields.
1.6.1 Two level system
Generally, the coherent detection techniques are used to determine the magnetic field
dependence of the population of a two level system, which is coherently manipulated.
The magnetic field induced shift of the two levels can be evaluated efficiently by
measuring the population of the two levels. For the NV center, the two states can
either represent the subset of the ms = 0, 1 or the ms = 0,−1 ground states and its
population is evaluated using optical methods. We restrict the following discussion
on the ms = 0, 1 level and refer to the two levels as the |0〉 and |1〉 state. The ground
state of the NV center can be described by a Hamiltonian (see Sec. 1.4), which in
the basis |0〉 = (0, 1)T , |1〉 = (1, 0)T , can be described by
H0 =
[
~ω 0
0 0
]
, (1.10)
where ~ω corresponds to the energy difference between the two levels. An arbitrary
pure quantum state in this basis can be written as
|ψ〉 = c0 |0〉+ c1 |1〉 , (1.11)
where c0 and c1 are complex constants which have to comply with the continu-
ity equation. The time evolution of the wavefunction is given by the Schro¨dinger
equation
i~
∂ |ψ〉
∂t
= H0 |ψ〉 . (1.12)
By solving this equation, we can determine the time evolution of a particular quan-
tum state. If the system described by the Hamiltonian in Eq. 1.10 is initialized
in the |0〉 state, it remains in this state. To manipulate the spin and induce spin
13
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flips, we therefore need an additional interaction. The interaction most commonly
used to produce spin flips is an alternating MW magnetic field perpendicular to the
quantization axis [42]. A magnetic field that oscillates with a frequency ω1 in the x
direction (with z being the quantization axis) can be described as a superposition
of two circularly polarized magnetic fields
~BMW(t) = B1,MW cos(ω1t)~ex (1.13)
= B+MW [cos(ω1t)~ex + sin(ω1t)~ey] +B
−
MW [cos(ω1t)~ex − sin(ω1t)~ey]
where the first and second term describe the right handed and left handed, circu-
larly polarized magnetic field with the amplitudes B+MW and B
−
MW, which for linear
polarized MW fields are given by B±MW = 0.5B1,MW. The interaction Hamiltonian
Hint is given by:
Hint = gµBohrB0,MW cos(ω1t)Sx
= gµBohr
[
B+MW (cos(ω1t)Sx + sin(ω1t)Sy) +B
−
MW (cos(ω1t)Sx − sin(ω1t)Sy)
]
= gµBohr
[
B+MW
(
e−iω1tS+ + eiω1tS−
)
+B−MW
(
eiω1tS+ + e
−iω1tS−
)]
, (1.14)
where we introduce the raising and lowering operator S± = 1/2(Sx ± iSy).
Due to selection rules for magnetic dipole transitions, the first and the second
term in Eq. 1.14 (corresponding to the right and left handed circularly polarized
magnetic field components) only excite transitions with a difference in the magnetic
quantum number of ∆m = ±1 [42]. Therefore the transition from ms = 0 →
ms = 1 can only be excited by the right handed, circularly polarized magnetic field
components whereas the ms = 0 → ms = −1 transition can only be excited by
the left handed circularly polarized magnetic fields. We will in the following only
consider the B+MW component of an alternating field in resonance with the ms = 0
to ms = 1 transition, where ω1 = ω. The overall Hamiltonian H = H0 + Hint
describing the system is
H =
[
~ω gµBohr2 B
+
MWe
−iωt
gµBohr
2 B
+
MWe
iωt 0
]
= ~
[
ω Ω2 e
−iωt
Ω
2 e
iωt 0
]
(1.15)
where we introduce the Rabi frequency Ω = gµBohr~ B
+
MW = 2piγNVB
+
MW. B
+
MW
corresponds to the amplitude of the right handed circularly polarized magnetic field.
The Schro¨dinger equation for the electron spin under MW driving results in two
coupled differential equations
∂c0
∂t
= −i Ω
2
eiωtc1 (1.16)
∂c1
∂t
= −iωc1 − i Ω
2
e−iωtc0 (1.17)
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We transform our variables into the rotating frame, a frame that rotates around
the quantization axis with a frequency given by the eigenfrequency ω
C1 = c1e
iωt, (1.18)
which results in two coupled differential equations
∂c0
∂t
= −i Ω
2
C1 (1.19)
∂C1
∂t
= −i Ω
2
c0. (1.20)
A general solution for these coupled differential equations is
c0 = a0(0) cos
(
Ω
2
t
)
+ i a1(0) sin
(
Ω
2
t
)
(1.21)
C1 = a1(0) cos
(
Ω
2
t
)
+ i a0(0) sin
(
Ω
2
t
)
, (1.22)
where a0(0), a1(0) are constants, which are set by the spin’s initial conditions.
Assuming the system to be initialized in |0〉 state yields a0(0) = 1 and a1(0) = 0.
The upper state probability is then given by
P1(t) = |C1|2 = | sin
(
Ω
2
t
)
|2 = 1
2
(1− cos (Ωt)) , (1.23)
which can be measured in experiments. This equation illustrates that a MW mag-
netic field coherently drives spin flips leading to oscillations with a frequency given
by Ω = 2piγNVB
+
MW. These oscillations are known as Rabi oscillations. MW pulses
thereby allow coherent manipulation of the spin state, an essential tool used in the
magnetic field sensing schemes discussed in the following sections.
1.6.2 Decoherence
The NV center not only interacts with MW pulses but also with its environment.
Due to this interaction, the spin state will lose its information and decay into a
thermal equilibrium state. This decoherence process is typically characterized by
the relaxation T1, the dephasing T
∗
2 and decoherence time T2.
The relaxation T1 describes the time for the system to relax to thermal equilib-
rium when it is initialized in one of its eigenstates (ms = 0,ms = ±1). This time
depends on noise at the transition frequency, which for the NV center corresponds to
high frequency noise (∼GHz) caused by lattice phonons in the diamond and spin or
charge noise at the surface. Typically shallowly implanted NV centers in high purity
diamond, such as those used in this thesis, exhibit T1 times of a few ms at room
temperature [46, 47]. Note that the relaxation rate strongly depends on temperature
and can reach T1  1 s in a cryogenic environment [46, 48].
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The dephasing time T ∗2 and the decoherence time T2 describe the time during
which the phase information of a superposition state (see Eq. 1.11) is lost. The
dephasing time T ∗2 is measured using Ramsey interferometry (see Sec. 1.6.5) and
depends on slow magnetic field noise. In contrast, the decoherence time T2 measured
using Spin Echo spectroscopy is insensitive to slow magnetic field noise and exhibits
a maximum sensitivity at MHz frequencies (see Sec. 1.6.6 and 1.7). The noise in both
regimes is governed by environmental spin impurities. In the high purity diamond
samples, the spin bath is dominated by 13C nuclear spins. 13C isotopes are present
with a natural abundance of 1.1% in the diamond lattice. Additionally, a spin
bath attributed to surface spins could be detected for shallow NV centers [47, 49].
All these spins interact with the NV center and thereby limit the dephasing and
decoherence time. For NV centers implanted ∼ 10 nm below the surface of high
purity diamond, typically the dephasing T ∗2 is ∼ 1µs, whereas the decoherence time
T2 is ∼ 100µs [47].
1.6.3 Spin readout
The NV center spin states can be read out optically and efficiently due to the
spin dependent fluorescence as discussed in Sec. 1.2. To experimentally achieve the
most efficient detection, it is essential to analyze the transient fluorescence after
illuminating a spin-polarized NV center with a laser (see Fig. 1.5 (b)). The NV
is first initialized into the ms = 0 state with a laser pulse and after a waiting
time, which allows population in the singlet state to decay to the ground state (see
Fig. 1.2 (a)), a second laser pulse is applied while the the NV fluorescence is read
out (see Fig. 1.5 (a)). For analyzing the fluorescence rates from the ms = 1 state, a
MW pi-pulse (a pulse which induces a spin flip) is applied before the readout.
The resulting fluorescence is depicted in Fig. 1.5 (b) for the different initial spin
states. The efficiency of a single measurement with a readout-duration of τRead is
described by the SNR. The signal S is defined as the difference between the fluo-
rescence photons from the different spin states (S =
∫ τRead
0 Ims=0(τ)− Ims=1(τ)dτ).
The noise N , for an NV center, is dominated by photon shot noise
(N =
∫ τRead
0
√
0.5(Ims=1(τ) + Ims=0(τ))dτ). From the transient fluorescence mea-
surement the SNR of a single read out for a given readout duration τRead can be
determined using
SNR(τRead) =
∫ τRead
0 Ims=0(τ)− Ims=1(τ)dτ∫ τRead
0
√
0.5(Ims=1(τ) + Ims=0(τ))dτ
. (1.24)
The blue curve in Fig. 1.5 (b) depicts the SNR for various τRead, which allows to
determine the optimal readout duration τopt for achieving a maximum SNR. Note
that the SNR depends on the NV center and on the laser power. For the depicted
measurement with a laser excitation of ∼ 100µW (excitation through an objective
with NA = 0.8 and the NV located in a scanning probe) the optimal duration is
τopt = 500 ns which results in a SNR of 6%. Within a time window of ∼ 1 ms, a single
readout (typical duration of ∼ 1 − 10µs) can be repeated 100 − 1000 times, which
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Figure 1.5: (a) Pulse sequence for measuring the transient NV fluorescence.
The sequence consists of an initialization laser pulse and a readout of the spin
state (laser pulse combined with a counter measuring the fluorescence intensity
for 25 ns). For measuring the ms = ±1 fluorescence an additional pi pulse is
added before the read out. (b) Transient fluorescence after laser illumination
for the ms = 0 (black) and the ms = ±1 spin state (red). The optimal readout
length τopt is determined by the signal-to-noise ratio of the data (blue). For
τopt = 500 ns the SNR approaches 6% for the depicted NV center in scanning
probes.
enables spin state determination (SNR = 1) and thereby the efficient evaluation of
magnetic fields.
1.6.4 Rabi oscillations
A MW magnetic field induces Rabi oscillations between two ground states as derived
in Sec. 1.6.1. Such Rabi oscillations can be used to sense arbitrary MW magnetic
fields. To address only one subset of the ground state triplet, a DC magnetic field is
applied to induce a Zeeman splitting between the ms = ±1 states. If this DC field is
large compared to the applied MW magnetic field, the ms = ±1 states form isolated
two-level systems. Selection rules impose that the subsets with (∆ms = ±1) can
only be driven by the right or left handed circular MW field (B±MW). An arbitrarily
polarized MW field resonant with one subset therefore leads to oscillations of the
population between the two involved spin states, at a frequency Ω = 2piγNVB
±
MW,
where B±MW is the corresponding circularly polarized component of the MW field
in a plane perpendicular to the NV axis. The measurement sequence to measure
Rabi oscillations consists of an initialization into the ms = 0 state, a MW magnetic
field pulse of variable duration τ , and spin readout, as illustrated in Fig. 1.6 (a). By
varying the MW pulse duration, the oscillations in the spin state population can be
measured optically, as depicted in Fig. 1.6 (c).
In addition to the mathematical description introduced in Sec. 1.6.1, Rabi oscil-
lations can be illustrated on the Bloch sphere in the rotating frame. The south and
north poles of the Bloch sphere represent a subset of the NV center ground states, i.e.
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Figure 1.6: (a) Pulse sequence for measuring Rabi oscillations. Between ini-
tialization and readout (τread = 300 ns), a MW pulse of varying duration τ is
applied. (b) Bloch sphere representation of Rabi oscillations. The MW mag-
netic field B±MW acts as an effective magnetic field along the x-axis of the Bloch
sphere in the rotating frame (see main text) and induces a Larmor procession.
This precession is mapped onto the spin state population and is read out op-
tically. (c) Rabi oscillations. The fit (described in more detail in Appendix B)
is depicted in blue and yields a decay time of TRabi = 5.2µs. (data taken from
[17])
the ms = 0 and ms = ±1. The rotating frame rotates with a frequency ω around
the two level system’s quantization axis. In this rotating frame, a resonant MW
magnetic field can be seen as an effective DC magnetic field B±MW, that is aligned
along the x-axis of this sphere. This will lead to a precession of the spin, with a fre-
quency given by the Larmor frequency Ω = 2piγNVB
±
MW, around this effective field
as indicated in Fig. 1.6 (b). When reading out the spin state, we therefore obtain
Rabi oscillations, with a frequency proportional to the applied MW magnetic field,
as depicted in Fig. 1.6 (c). The measured Rabi signal additionally exhibits a decay
constant TRabi, that depends on the spin environment and the driving conditions (see
Appendix B). From the determined TRabi = 5.2µs, we obtain a maximal achievable
sensitivity of 800 nT/
√
Hz (see Appendix B for details on the determination).
In Chap. 4, we employ this method of measuring the MW magnetic field by
evaluating the Rabi frequency and use it to demonstrate the first proof-of-concept
nanoscale MW imaging experiment on a prototypical MW device.
1.6.5 Ramsey interferometry
Ramsey interferometry can be applied to sensitively evaluate DC-magnetic fields.
A pulse sequence, as depicted in Fig. 1.7 (a), is applied to evaluate the free Larmor
precession and measure the magnetic field.
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Figure 1.7: (a) Pulse sequence for Ramsey interferometry. Between the initial-
ization and the readout (τread = 300 ns), a MW pi/2 pulse creates a superposition
state on the equator of the Bloch sphere that acquires a phase during the free
precession time. This phase is mapped onto a population difference using a
second MW pi/2 pulse and is finally read out optically. (b) The accumulation
of a phase can be described by a Larmor precession around an effective mag-
netic field B∆ on the Bloch sphere, which is given by the detuning of the MW
magnetic field pulses. (c) Measured Ramsey signal. The envelope is fitted by a
typical signal (described in more detail in Appendix B) which yields T ∗2 = 3.6µs
(data taken from [50]).
The process of Ramsey interferometry is illustrated in Fig. 1.7 (b) in the rotating
frame on the Bloch sphere. By applying a MW pi/2 pulse a superposition state on
the equator can be generated
ψs =
1√
2
(|0〉+ eiφ |1〉). (1.25)
MW magnetic fields with a detuning ∆fMW from the transition frequency will gen-
erate states on the equator, which in the rotating frame are precessing around the
quantization axis. This rotation can be interpreted as a Larmor precession around
an effective magnetic field B∆, which can mathematically be described by an accu-
mulation of a phase
φ = 2pi∆fMWτ = 2piγNV
∫ τ
0
B∆(t)dt, (1.26)
where τ is the duration of free spin precession. A second pi/2 MW pulse acts as
a rotation of pi/2 around the x axis in the rotating frame and therefore maps the
accumulated phase onto a population difference, which can be read out optically.
For probing DC magnetic fields BprobeDC , the MW frequency is set to a known
reference detuning, i.e. a detuning in the absence of BprobeDC , which corresponds to
a known magnetic field Bref∆ . In the presence of the probe DC field the effective
field is given by B∆ = B
ref
∆ + B
probe
DC . When sweeping τ for an ideal two level sys-
tem, oscillations with a magnetic field dependent frequency ω∆ = 2piγNVB∆ can
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be observed, which allow one to determine the probe field BprobeDC . In reality, how-
ever, the NV center spin is coupled to the nuclear spin of its 14N atom (or 15N
atom depending on the isotope) by hyperfine interaction, which results in a split-
ting of the ms = ±1 state into three (two for 15N) sub-levels which are separated
by 2.2 MHz (≈ 4 MHz) [35]. Therefore, the resulting Ramsey signal exhibits beat
notes, comprised of oscillations of three (two) different frequencies as depicted in
Fig. 1.7 (c). Additionally, the signal exhibits a damping due to environmental spin
impurities, which is characterized by the dephasing time T ∗2 . By fitting the signal
consisting of three frequencies and a decay as described in Appendix B, the corre-
sponding magnetic field and dephasing time T ∗2 can be evaluated. For the depicted
measurement the fit yields T ∗2 = 3.6µs which results in a sensitivity of 500 nT/
√
Hz
(see Appendix B for the details on the determination).
1.6.6 Spin Echo spectroscopy
Spin Echo spectroscopy, which is also referred to as Hahn Echo, can be applied to
improve sensitivity and evaluate oscillating magnetic fields. The pulse sequence for
this corresponds to a Ramsey sequence with a pi-pulse inserted in the middle of the
free evolution time (see Fig. 1.8 (a)).
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Figure 1.8: (a) Pulse sequence for Spin Echo spectroscopy. A pi-pulse is inserted
in the middle of the free evolution time τ . (b) Bloch sphere representation of
Spin Echo spectroscopy. The pi-pulse (2) leads to a cancellation of the phase
accumulated due to DC magnetic fields in the first free precession time (1) and
the second free precession time (3) and the resulting measurement is insensitive
to low frequency magnetic fields (see main text). (c) Measured Spin Echo signal.
The envelope is fitted to the characteristic decay (described in more detail in
Appendix B), which yields a decay time of T2 = 94±4µs (data taken from [16]).
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Because of the pi-pulse the measurement is insensitive to slowly varying magnetic
fields, which can be seen in the overall accumulated phase of the Spin Echo pulse
sequence of
φ = 2piγNV
[∫ τ/2
0
B∆(t)dt−
∫ τ
τ/2
B∆(t)dt
]
. (1.27)
The phase accumulated during the first free precession time (1) will cancel with the
phase accumulated during the second free precession time (3) and the final superpo-
sition state is insensitive to a static B∆ (independent of the angle of the rotation in
the first and third interval in Fig. 1.8 (b)). Hence, the Spin Echo signal is insensitive
to static magnetic fields and has a maximum sensitivity at the frequency f = 1/τ
(see Eq. 1.27 and Appendix. A). For the perfect two level system in a DC magnetic
field (no AC magnetic field), we expect the signal to decay due to the environmental
field fluctuations. However, the typical signal for the NV center consists of revivals
(see Fig. 1.8 (c)), which are a prominent Electron Spin Echo Envelope Modulation
(ESEEM) [51]. These revivals are caused by the Larmor precession of the 13C spin
bath. Each 13C isotope possesses a spin 1/2, which leads to a magnetic field at the
NV center. In an external DC-magnetic field B, the 13C start to precess with a
Larmor frequency fLarmor = gnµnB, where gnµn = 1.071 kHz/G. This results in an
AC-magnetic field at the NV center. If half of the evolution time τ in the Spin Echo
measurement is equal to a multiple of the Larmor period, TLarmor, the NV center
phase collected due to the AC-magnetic field of the 13C spin bath is φ = 0. Hence,
only when this condition is fulfilled the NV center is insensitive to the AC field of
the 13C spin bath and the signal is maximal. This explains the observed revivals.
In the presence of an external AC field BAC at a frequency f = 1/τ , the Spin
Echo signal additionally exhibits oscillations at a frequency ωAC = 2piγNVBAC.
Measuring these oscillation therefore allows one to quantitatively evaluate BAC.
Because of the longer coherence time of T2 = 94µs (compared to the dephasing time
T ∗2 = 3.6µs) a sensitivity of 28 nT/
√
Hz can be achieved (see Appendix B for details
on the determination), making Spin Echo spectroscopy an efficient tool to probe AC
magnetic fields.
1.7 Summary of sensing schemes
This chapter introduced the extraordinary properties of the NV center and how they
can be exploited for magnetic field sensing. When operated in the various sensing
schemes, the NV center can be applied to sensitively study magnetic fields at various
frequencies, which allows to analyze various phenomena in solid state physics (see
Chap. 5).
The frequency range covered by a particular sensing scheme can be described by
a weighting function, which describes the weighted signal at a particular frequency
(see Appendix A). The weighting functions are depicted in Fig. 1.9 for the different
sensing schemes. While Ramsey interferometry is mostly sensitive at low frequencies,
Spin Echo is sensitive at MHz-frequencies and can be tuned by the evolution time.
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Figure 1.9: Normalized frequency domain weighting function for the different
sensing schemes illustrating the different operation ranges. The function de-
scribes the weighted signal at a particular frequency when measured with the
different sensing scheme (see Appendix A). Note that the weighting function
depends on the phase of the investigated magnetic field in respect to the pulse
sequence. The weighting function of the Ramsey and Spin Echo depends on the
evolution time τ which was set to 2µs. Rabi oscillations are sensitive at the NV
transition frequency which can be tuned by an applied DC magnetic field and
was set to the zero field splitting of fNV = 2.87 GHz.
Rabi oscillations are sensitive at the transition frequency of the NV center, which
allows to study magnetic fields in the GHz range. As the transition frequency can be
tuned, Rabi oscillation can also be applied for studying fields from MHz to ∼ 20 GHz
by applying DC magnetic fields along the NV symmetry axis [52].
Besides the addressable frequency range the major figure of merit of a magnetic
field sensor is the sensitivity η, which can be described by the general formula [38]:
η ∼ 1
γNV
1
C
√
I
1√
TCoh
, (1.28)
where I is the detected fluorescence rate, C the contrast and TCoh the coherence
time measured with a particular sensing scheme. Hence, these parameters limit
the sensitivity and several methods have been developed to increase the detected
fluorescence rate or extend the coherence time [38]. In Chap. 2, we discuss some of
these routes that can be applied to optimize these parameters for single NV centers
in the presented scanning probe geometry and thereby improve the sensitivity of our
all diamond scanning probes.
In Table 1.1, we summarize the coherence times TCoh and the sensitivities of the
different sensing schemes reached in this work with shallowly implanted NV centers.
Note that the decay time of the Rabi oscillations TRabi depends on the MW driving
conditions (see Appendix B) and we here refer to our experimentally measured TRabi.
The long coherence times TCoh of single NV centers together with their optical prop-
erties yield sensitivities ranging from ηESR = 4µT/
√
Hz to ηSpin Echo = 28 nT/
√
Hz.
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This excellent sensitivity enables the precise evaluation of magnetic fields. Using a
NV center embedded in scanning probes the magnetic stray field of a single electron
was imaged [2], which demonstrates the performance of NV centers.
Table 1.1: Overview of the coherence times and sensitivities of the different
sensing techniques presented here, combined with the typical frequency range
of sensing. Note that Rabi oscillations are sensitive to magnetic fields at the
transition frequency of the NV center. Using DC magnetic fields this transition
frequency can be shifted, which allows to use Rabi oscillations to study magnetic
fields from MHz up to several GHz.
NMR NV depth TCoh η Frequency
technique range
ESR 9 nm 4µT/
√
Hz DC
Ramsey 17 nm T ∗2 = 3.6µs 500 nT/
√
Hz DC
Spin Echo 9 nm T2 = 94µs 28 nT/
√
Hz 0.1− 1 MHz
Rabi Oscillation 9 nm TRabi = 5.2µs 800 nT/
√
Hz MHz-20GHz
In conclusion, the NV center forms an atomically sized, highly sensitive magnetic
field sensor. Operated with the different sensing schemes, it can be applied to
measure magnetic fields from DC to several GHz with a sensitivity reaching η =
28 nT/
√
Hz. In contrast to other quantum sensors such as molecules and quantum
dots, these magnetic sensing capabilities are sustained from cryogenic temperatures
up to 550 K, allowing sensitive magnetic field evaluation even in ambient conditions.
Its broad operation range makes the NV center an ideal sensor with applications
ranging from mesoscopic physics to material science and biology.
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Scanning NV Magnetometry
To harness the full potential of NV centers for measuring magnetic fields with
nanoscale spatial resolution, a close proximity of the NV center and the sample
has to be ensured. This can be achieved by placing the sample directly onto the
diamond surface, which allows to sensitively detect and image its magnetic field
using wide-field microscopy [53, 54, 55]. The resolution these techniques offer is lim-
ited by the optical diffraction limit, which can be overcome by scanning a targeted
sample that is attached to an atomic force microscopy (AFM) tip with respect to
the diamond surface. Thus, sensitive, high resolution stray field imaging can be
performed [56, 57]. However, only very specific targets can be attached to an AFM
tip, which limits the applicability of this approach. In contrast, NV centers attached
to an AFM tip enable sensitive, high resolution, imaging of the local magnetic en-
vironment emanating from arbitrary samples. This approach may find applications
in different research fields ranging from material science to biology and quantum
technologies.
Triggered by this multitude of possible applications, various approaches to bring
a scanable NV center in close proximity to a sample were recently developed. The
first experiments in scanning NV magnetometry employed nanodiamonds (NDs)
grafted to AFM tips (see Fig. 2.1 (c)) [58, 21, 38, 23]. However, NVs in NDs suffer
from short coherence times limiting their sensitivity for magnetic sensing. Moreover,
efficient light collection from NDs on scanning probe tips is difficult and limits the
resulting sensitivities. Lastly, it has proven challenging to ensure small NV-to-
sample distances using this approach. Most published work on NDs reports scanning
distances of & 100 nm from the sample surface, which limits the spatial resolution
of the scanning probe images. Additionally, the fluorescence of NV centers in single
digit NDs is typically unstable without further surface treatment [59]. Motivated
by these drawbacks, a novel approach using all-diamond, single crystalline AFM
tips has recently been demonstrated (see Fig. 2.1 (b)) [20]. This approach relies
on fabricating all-diamond scanning probes with the NV center placed close to the
apex of a scanning diamond nanopillar. Aside from achieving close proximity of the
NV center to the sample, the pillar’s light guiding properties enhance the collection
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Figure 2.1: (a) Principle of scanning NV magnetometry which combines an
atomic force microscope (AFM) and a confocal microscope (CFM). The AFM tip
is functionalized with a single NV center. The confocal microscope is equipped
with a microwave (MW) antenna to perform optical detection of the NV center
ESR transition. Reprinted from [21], with the permission of AIP Publishing.
(b) The NV center is hosted in a diamond nanocrystal grafted at the end of
an AFM tip. Figure reprinted from [38], c© IOP Publishing. Reproduced with
permission. All rights reserved. (c) All diamond scanning probe with a single
NV center placed at the apex of the tip.
efficiency for the NV fluorescence. Furthermore, the devices can be sculpted out of
high purity diamond, which enables long NV spin coherence times. These properties
(photo-stability, spin coherence and efficient light collection) make the NV center
containing all diamond scanning probes excellent sensors for probing magnetic fields
on the nanoscale.
In this chapter, we describe the implementation and performance of our scan-
ning NV magnetometer based on all-diamond scanning probes. We introduce our
magnetometry setup, which consists of a confocal microscope to read out the NV
fluorescence and a tuning fork-based AFM, which enables a controlled scanning of
the NV center in close proximity to the sample. In Section 2.2 we focus on the
key component of our setup: the all-diamond scanning probes. We present the
nanofabrication of diamond nanopillars for scanning probe microscopy, discuss their
characteristics and show a highly efficient and robust approach for integrating these
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devices into our AFM. Finally, we demonstrate the magnetometry performance by
presenting two imaging modes, which we apply for high resolution imaging of the
stray field of single magnetic Ni nanorods. We conclude with the state-of-the-art sen-
sitivity and resolution and illustrate routes to improve the performance of scanning
NV-magnetometry.
2.1 Experimental setup
Scanning NV-magnetometry combines two established techniques: AFM and confo-
cal fluorescence microscopy (CFM). The magnetic field of a sample can be evaluated
and imaged by detecting the spin dependent fluorescence of the NV center while the
NV center is scanned in close proximity to a sample via AFM feedback.
Laser
Lenses
Objective
x
y
z
yx
z
Positioner
Single Photon
Counting 
Module
DAQSynchronization
Pinhole
Mirror
Dichroic Mirror
2cm 
L1 L2
Figure 2.2: Schematic of the scanning NV setup consisting of an AFM and a
CFM. A green (532 nm) laser excites the NV center and the red fluorescence is
collected via a single photon counting module, which is read out by a computer.
A second single photon counting module can be used in a Hanbury Brown-Twiss
geometry for performing second order autocorrelation measurements to deter-
mine if a single NV center is observed. The setup is furthermore equipped with
MW electronics to drive the NV center ground state transitions (not depicted).
Electronics for applying different pulse sequences and synchronizing laser, MW
excitation and detection counter are used to operate the NV in the different
sensing schemes. The AFM consists of two positioners (attocube ANPx101,
ANPz101, ANSxyz100). One positioner is used to place the NV in the focus of
the CFM (see inset) and the second is used to scan the sample, while fluorescence
of the NV is continuously monitored.
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To collect the NV center fluorescence, we use a free-space, homebuilt confocal mi-
croscope as depicted in Fig. 2.2 [32]. A 532 nm laser (Laser Quantum, Gem 532) off
resonantly excites the NV center and the emitted fluorescence intensity is detected
by single photon counting modules (Excelitas, SPCM-AQRH-13). To filter the red
fluorescence from the excitation, a dichroic mirror (Semrock, LM01-552-25) and a
bandpass filter (Thorlabs, FEL-0550) are employed to suppress the excitation light.
A pinhole (50µm − 100µm) in between two lenses (Thorlabs, L1: AC254-075-B-ML
and L2: AC254-100-B-ML) act as spatial filter for CFM operation (i.e. to block
light emitted outside the optical focus). This enhances optical resolution and signal
to background ratio of the optical signal. The Olympus MPLFLN100X objective
with a numerical aperture (NA) of 0.8 and a working distance of 3.4 mm offers an
ideal tradeoff between efficient light collection and long working distance. To control
the NV spin state, the microscope is equipped with a microwave antenna to drive
the ground state spin transitions. A programmable TTL pulse generator (Spincore,
PulseBlasterESR-PRO 500) is employed to synchronize microwave and laser excita-
tion with the fluorescence readout. This is used to apply different pulse sequences
required for Rabi, Ramsey or Spin-Echo experiments. Additionally, the setup is also
equipped with a second single photon counting module in a Hanbury Brown-Twiss
geometry with correlation electronics to perform second order autocorrelation (g(2))
measurements to identify single NV centers (see Sec. 2.2.5).
A tuning fork (TF) based AFM is used to ensure close proximity between the
sample and the NV center [60, 61]. We mechanically excite the TF via a piezo actu-
ator (PI-ceramics, PIC255) and detect the resonance oscillation amplitude (phase)
by reading out the resulting piezoelectric signal using a charge amplifier (Femto,
HQA-15M-10T) and an SPM controller (Attocube, ASC500) [62]. When the sample
approaches the AFM tip that is attached to one prong of the TF, short range forces,
such as Van-der-Waals forces, result in a damping that lead to a decrease of the
amplitude and a shift in the phase of the TF. This decrease of the TF amplitude
(shift of the resonance) can be used to control the distance between the sample and
the tip via a feedback loop [60, 61]. Thus, robust scanning in close proximity to the
sample can be achieved.
2.2 Fabrication of all-diamond scanning probes
The key component of the scanning NV-magnetometer is an all-diamond scanning
probe with an NV center placed close to the apex of a diamond nanopillar. Here,
we describe an optimized procedure to fabricate such single-crystal, all-diamond
scanning probes, which was developed during this work and is published in Ref. [16].
In particular, we present in detail the nanofabrication of diamond nanopillars for
scanning probe microscopy and describe a highly efficient and robust approach for
integrating these devices into our AFM/CFM system.
The fabrication procedure that we describe here consists of 6 steps: We start
with commercially available, high purity diamond plates (50 µm thick, Sec. 2.2.1),
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in which we create shallow NV centers using ion implantation (Sec. 2.2.2). Our
all diamond scanning probes consist of a cylindrical nanopillar (200 nm diameter,
1.5 µm height) on a < 1 µm thick cantilever. Thus, it is essential to thin down
the commercially available plates to a suitable thickness (Sec. 2.2.3). The thinned
membranes are subject to two consecutive lithography and plasma etching steps to
form the pillars and the cantilevers (Sec. 2.2.4). In the subsequent step, we identify
the scanning probes that contain single NV centers (Sec. 2.2.5). Finally, we mount
the selected scanning probes on a tuning fork based AFM head (Sec. 2.2.6).
2.2.1 Diamond material and initial sample preparation
Our nanofabrication procedure for the all-diamond scanning probe devices is based
on commercially available, high purity, synthetic diamond grown by chemical vapor
deposition (Element Six, electronic grade, [N]s<5 ppb, [B]<1 ppb) [63]. The 500 µm
thick diamonds are processed into 30-100 µm thick diamond plates by laser cutting
and subsequent polishing (Delaware Diamond Knives, USA or Almax Easy Lab,
Belgium [64]). While our process can be applied to a large range of thicknesses, we
found 50 µm thick plates to form the best compromise between mechanical stability,
ease of handling and reasonable processing times (see Sec. 2.2.3).
The surface roughness of the initial diamond plates is typically 0.7 nm, as ev-
idenced by AFM imaging (Fig. 2.4 (d)), and the plates have a wedge of typically
several micrometers across its lateral dimensions of 4 mm. We note that such a
high quality polish is mandatory for the subsequent processing steps. Initially, we
clean the plates using a boiling tri-acid mixture (1:1:1 sulfuric acid, perchloric acid,
nitric acid, boiled until it reverts to clear appearance) to remove any surface con-
tamination that might have resulted from polishing [65, 66]. Lastly, the sample
is cleaned in solvents (deionized water, acetone, ethanol, isopropanol) to remove
possible contaminants present in the acids.
Mechanical polishing of diamond is known to introduce crystal damage below
the polished surface into a depth of up to several micrometers [67, 68, 69]. The
lattice in this damaged layer can be deformed and defective: cathodoluminescence
(CL) measurements indicate a high concentration of defects [67] and etching away 3-
4 µm of diamond almost recovers the CL of pristine diamond. NVs in this damaged
layer might therefore suffer from an unstable charge state or spin decoherence due
to trapped paramagnetic defects or fluctuating charges. Furthermore, strain in the
damaged layer might render the NV spins insensitive to magnetic fields in first
order and therefore useless for magnetometry [38]. To circumvent these potential
obstacles, we remove ≈ 3 µm or more of the damaged surface layer using inductively
coupled reactive ion etching (ICP-RIE) as described in the following.
For all etch steps, the diamond plates are mounted on Si chips (1 cm squares) as
carriers; we perform plasma etching using a Sentech SI 500 ICP-RIE apparatus. We
initiate the etching by removing roughly the first micrometer of diamond using an
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ArCl2 plasma step
1. This plasma chemistry has been reported to remove damaged
diamond layers without roughening the surface [68]. Note that even slight surface
roughening would be detrimental for all subsequent processes. We summarize the
plasma parameters used as well as the resulting etch rates (as determined by an
in-situ laser interferometer, SenTech SLI 670) in table 2.1.
While enabling optimal etching of defective diamond, the ArCl2 plasma also
strongly erodes Si carrier wafers routinely used in ICP-RIE processes. The resulting
high level of Si contamination introduces a roughening of the diamond surface. To
avoid this, we employ a ceramics based carrier system which we find to be more
resistant to etching in the ArCl2 plasma consequently avoiding contamination. Di-
amond surfaces prepared by ArCl2 plasma have been suspected to contain Cl2 [70],
which might deteriorate the NV spin properties. As a consequence, we terminate
etching using an O2 plasma to remove any such potential Cl2 contamination (see
table 2.1).
Table 2.1: Plasma parameters for the nano-fabrication procedure. Note that the
ArO2 plasma is used to etch the nanopillar structures, while the other plasma
types are used for the ’deep etches’ to remove polishing damage and form the
thin membrane. The nanopillar etching is carried out using a (6 Inch) silicon
carrier inside the reactor, while all other etches are performed using a ceramics
carrier (96% Al2O3) to avoid silicon contamination. The plasma bias voltage
was stable within roughly 10% for runs performed within a time-span of several
weeks.
plasma ICP power RF power/bias flux Pressure Etch rate
[W] [W]/[V] [sccm] [Pa] [nm/min]
ArCl2 400 100/220 Ar 25; Cl2 40 1 60
O2 700 50/120 O2 60 1.3 150
ArO2 500 200/120 Ar 50; O2 50 0.5 150
2.2.2 Creation of NV color centers
To realize high-resolution imaging, it is mandatory to achieve close proximity be-
tween NV spin and sample, which implies the creation of NV centers close to the
diamond surface. To create such a shallow layer of NV centers, we implant the etched
diamond surface with 14N ions at an energy of 6 keV and a dose of 3 × 1011 cm−2
(at ”Ion beam services”, France). The estimated resulting stopping depth of the
14N ions in diamond is 9± 4 nm according to numerical simulations [71]. We anneal
the sample in vacuum (chamber base pressure: 3-4 × 10−7 mbar) partly following
the recipe from Ref. [72]. The heating device is a boron nitride plate, electrically
heated via buried graphite strips (Tectra, Boralectric HTR-1001). The temperature
of the oven is calibrated using a comparison between pyrometer measurements and
1Recent etching recipies revealed that such long ArCl2 etch is not required
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a thermocouple (tungsten/rhenium) inserted into a bore hole in the heater plate.
We use the following sequence of annealing steps: ramp from room temperature to
400◦C in 1 h, hold at 400◦C for 4 h, ramp to 800◦C in 1 h, hold at 800◦C for 2 h,
cool down. We also investigated the effect of a high temperature annealing step at
1200◦C (ramp from 800◦C to 1200◦C in 1 h, hold at 1200◦C for 2 h) according to
Ref. [72]. However, we did not find any significant effect on the NV yield or the
NV spin coherence properties. With the previously described procedure, we create
a layer of NV centers with a density of 2.6×109 cm−2 (see Sec. 2.2.5). From this, we
estimate the yield of the NV creation to be 0.9 % which is comparable to previously
reported values [73].
2.2.3 Deep etching to form diamond membranes
We now introduce an etching process leading to a thinned membrane of several
micron thickness and ∼ 400×400 µm size, supported by the surrounding 50 µm thick
diamond plate. Typical etch masks with sub-micron thickness would not withstand
the long etching process necessary to thin a 50 µm thick diamond plate down to
a few microns. Thus, we employ thin quartz cover slips (SPI supplies, 75-125 µm
thick) as etch masks. Using water jet cutting (Microwater Jet, Switzerland) a slot
(≤ 500 µm width) is cut into the cover slip. The sample is then sandwiched between
a Si carrier chip and the mask; the latter is fixed onto the 6 inch carrier wafer using
vacuum grease (see Fig. 2.3 (a)). The etch resistance of the quartz material allows
for a high quality etching, whereas using standard glass cover slips leads to micro-
masking and roughening of the etched diamond as a result of low etch resistance.
The masks can be reused several times.
200 μm
(a) (b)
mask
carrier
diamond
200 μm
Figure 2.3: (a) False-colored scanning electron microscopy (SEM) image of a
diamond plate (blue) sandwiched between a quartz cover slip (green) and a Si
carrier (yellow). (b) Thin diamond membrane etched in one run.
For the membrane ’deep etch’, we use an ArCl2 and an O2 based plasma, with
plasma parameters as summarized in table 2.1. The etching process starts with
5 mins of ArCl2 plasma, then the following sequence is cycled until the desired etch
31
2.2. Fabrication of all-diamond scanning probes
depth is reached: 5 mins ArCl2, 5 mins O2, 5 mins O2. Consecutive etch steps
were separated by 5 mins of cooling under Ar (100 sccm, 13.2 Pa). In the ICP-RIE
plasma, a trench forms close to the edge of the quartz mask and the sidewalls of the
pit etched into the diamond plate, see yellow marker in Fig. 2.3 (b). As the depth of
this trench can exceed 1 µm during our deep etch, the thinned membrane becomes
mechanically unstable as its connection to the thick diamond plate is compromised.
The formation of the trench can be explained as follows: the reflection of high
energy ions impinging under grazing incidence onto the sidewalls of the mask and
the already etched pit leads to a focusing of the ions close to the sidewalls of the
pit and a locally enhanced etch rate induces the trench [74]. To ensure membrane
stability, we exchange the initial etch mask (mostly 400-500 µm etched area) by a
narrower mask (300-400 µm) when the membrane has reached a thickness of about
8-10 µm. Due to the shifted mask edge, the trench formation restarts at the new
mask edge location (see e.g. Fig. 2.5 (b), right side). The trench formed during the
residual etching does not destabilize the membrane. Due to the thick etch mask, we
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Figure 2.4: (a) Laser scanning confocal microscope (Keyence VK-X210, λ =
408 nm) image of a 10-12 µm thick membrane etched from a 57 µm thick plate.
Note the interference fringes, witnessing a thickness variation of roughly 1 µm
(middle to sidewall) as well as the formation of a trench close to the mask.
(b) AFM measurement of the commercially available diamond plate; marks due
to polishing are clearly visible, the RMS roughness amounts to 0.7 nm. (c)
AFM image of the same plate thinned to form a micron-thick membrane, the
roughness is reduced (0.3 nm) and the polishing marks are no longer visible.
observe a significantly non uniform thickness of the final membrane, which is much
thicker close to the mask than in the center. We measure the membrane’s thickness
at its free-standing edge using an SEM and estimate the overall thickness variation
using a laser scanning confocal microscope (see Fig. 2.4 (a)). Our membranes for
scanning probe fabrication finally have a thickness of around 1.5 µm in the center
and 2.5-3 µm close to the mask. AFM measurements show that the etching process
improves the surface quality of the membrane: Polishing marks observed before the
etching (Fig. 2.4 (b), RMS roughness 0.7 nm) are not observed anymore after the
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deep etch (see Fig. 2.4 (c)) and we find an RMS roughness of 0.3 nm for the thinned
membrane.
We note that the trenching at the rim of the membranes as well as the non-
uniformity might be reduced or even avoided using quartz masks with angled side-
walls. Such angled sidewalls could reduce the effective thickness of the mask and
thus lead to a more uniform etch rate and less trenching. Deep etches using this novel
mask geometry, fabricated using laser cutting (Photonikzentrum Kaiserslautern,
Germany), are currently being investigated.
2.2.4 Structuring scanning probes
Our scanning probes consist of 20 µm long, 3 µm wide cantilevers, which hold a
nanopillars for scanning and sensing (see Fig. 2.1 (c), Fig. 2.5 (c) and Fig. 2.6 (a)).
Following Ref. [75], we aim for pillars with ≈ 200 nm diameter and a straight, cylin-
drical shape to enable efficient collection of the NV fluorescence. The cantilevers are
connected to a holding bar in the membrane by 500 nm wide bridges. These bridges
are strong enough to reliably fix the cantilever to the membrane, but still allow for
easy breaking off of the cantilever for subsequent mounting onto an AFM head.
To form these scanning probes, we use two mutually aligned electron beam litho-
graphy steps each followed by structuring via ICP-RIE. In the first step, the hold-
ing bar pattern together with the cantilevers are formed. Subsequently, pillars are
structured on top of the cantilevers, as sketched in Fig. 2.5 (a).
For lithography, we use hydrogen silsesquioxane (HSQ), a negative electron beam
resist (FOX-16, Dow Corning), as an etch mask. To create a thick mask with a high
aspect ratio, we evaporate 2 nm Ti as an adhesion layer before spin coating a 600 nm
thick layer of HSQ, which we bake on a hotplate at 90◦C for 10 min. Note that the
Ti layer only efficiently enhances the adhesion when not allowed to oxidize before
applying the resist. We use electron beam lithography with 30 keV to pattern the
HSQ layer. To prevent charging of the diamond sample, we expose the mask with
currents below 50 pA and structure our 200 nm diameter pillar with a dose of
1500 µAs/cm2 and the cantilever with a dose of 150 µAs/cm2. Finally, we develop
the samples for 20 s in 25 wt% TMAH and remove the Ti in 70◦C hot 37% HCl.
Both steps are followed by rinsing in de-ionized water and cleaning in isopropanol.
We transfer the HSQ masks into the diamond via an ArO2 plasma (parameters
see table 2.1). Our ArO2 plasma enables a highly anisotropic etch while simultane-
ously creating a smooth surface in-between the etch masks. After each etch step, we
remove residual HSQ and Ti using 20:1 buffered oxide etch (10:10:1 deionized water,
ammonium fluoride, 40% HF) and clean the sample in a boiling tri-acid mixture and
a solvent clean (see Sec. 2.2.1).
Fabricating the scanning probes requires multiple steps as illustrated in Fig. 2.5
(a): In the first step, we structure the pattern consisting of the transverse holding
bars and the cantilevers. Additionally, markers (crosses) located adjacent to the
thin membrane are defined in the HSQ mask and transferred into the surrounding
diamond plate simultaneously to the pattern (markers not shown in Fig. 2.5 (a)). In
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Figure 2.5: (a) Schematics of the fabrication process for the all diamond scan-
ning probes; starting from the membrane (1.) with the shallowly implanted NV
centers (red). We use electron beam lithography to structure a pattern (2.) con-
sisting of transverse holding bars to which 20 µm long, 3 µm wide cantilevers are
connected via 500 nm bridges (see also Fig. 2.6 (a)). The structure is transferred
onto diamond (3.) via ICP RIE and afterward we sculpt the pillar on top via
lithography (4.) and subsequent etching (5.). (b) Optical and (c) SEM image
of the fabricated pattern of all diamond scanning probes fabricated using the
alternative approach described at the end of this section.
the second step, we spin coat HSQ on top of the etched pattern which on top of the
structures forms a homogeneous film. To ease marker identification, we mechani-
cally remove the HSQ film on top of the markers using sharp needles. This allows
us to clearly identify the markers during electron beam lithography and use them
to align the pillars with respect to the cantilevers. In the last step, we transfer the
pillar pattern into the diamond. As only the pillar is protected by an HSQ mask,
the previously defined pattern including the membrane is thinned down during this
etching. We continue etching, until the membrane is thinned to a point where all
diamond material in-between the cantilevers has been etched away and the can-
tilevers remain free-standing. Note that the length of the pillars is limited by mask
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erosion and faceting, as well as the formation of a trench around the pillar (see also
Sec. 2.2.3) leading to detachment of the pillar from the cantilever. In general, we
are able to etch 2µm long wires with a 600 nm thick HSQ mask. As a consequence,
we start with a membrane of 2− 3µm and etch ∼ 1µm deep when we transfer the
holding bars and cantilevers into the membrane. In the second step, we are thus
able to etch ∼ 2µm long pillars while removing all diamond material in-between
the cantilevers. It should also be noted, that we have observed micromasking effects
forming needles at the edge of the cantilever during this final etch step. While the
magnetometry performance remains unaffected, we have explored an alternative ap-
proach to eliminate such micromasking effects. Based on the work of Ref. [20], we
have also structured the cantilevers and pillars from different sides of the membrane
(examples shown in Fig. 2.5 (b) and (c)). Although this approach fully eliminates the
above mentioned micromasking problem, the alignment of the pillar with respect to
the cantilever becomes challenging. Despite these drawbacks, both techniques allow
mass-production of hundreds of scanning probes on a single membrane in one run
(see Fig. 2.5 (b)).
Furthermore, the nano-fabrication results we present have been obtained using
(100) oriented diamond material, however first results clearly indicate that our fab-
rication process is not restricted to this crystal orientation and can be extended to
orientations more favorable for NV sensing applications, e.g. (111) [76].
2.2.5 Device characterization
We characterize the scanning probes to identify the most suitable devices to be
transferred and integrated into our AFM setup. Fig. 2.6 (a) shows a confocal fluo-
rescence map of our structured scanning probe array. To distinguish the scanning
probes with single and multiple NV centers, we measure g(2) and the ESR spectra.
We apply a moderate magnetic field mis-aligned with all four NV directions, which
induces a splitting proportional to the magnetic field projection along the different
NV symmetry axes (see Chap. 1). Thus, scanning probes with multiple NV centers
aligned along more than one of the four equivalent 〈111〉 crystal-directions show
multiple resonances. While multiple pairs of ESR dips quickly identify multiple
NVs, no ESR signal identifies pillars without NV. As a single photon source, single
NV center do not emit photons at the same time and therefore scanning probes
containing single NV center can be reliably identified by a significant antibunching
dip below 0.5 in the autocorrelation g(2) measurement (see Fig. 2.7 (a)) [77]. Using
these measurements, we classify the scanning probes into devices with no, single and
multiple NVs.
Figure 2.7 (b) shows the statistics of the number of NVs found in 79 scanning
probes and reveals that approx. 30 % of them yield single NV centers. As expected,
the number of NV centers per scanning probe follows a Poissonian distribution. Us-
ing the probability for 0 and 1 NV center per pillar, we deduce an average number of
NV centers of 0.82±0.13 NV centers/scanning probe (see Fig. 2.7 (b)) corresponding
to a NV density of 2.6 × 109 cm−2 and a creation yield of 0.9 %. We note that we
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Figure 2.6: (a) Confocal image of an array of all-diamond scanning probes in 103
counts per second (kcps). (b) Typical optically detected electron spin resonance
(ESR) for a scanning probe with a single NV center.
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Figure 2.7: (a) Photon autocorrelation curve, g(2), measured on a scanning probe
identifying a single NV center. (b) Statistics of the NV number per scanning
probes for 79 scanning probes together with a Poissonian fit yielding an average
of 0.82± 0.13 NV centers/scanning probe.
observed a high variation of this value between different diamond plates, which we
attribute to variations in pillar diameter, uncertainty in the implanted nitrogen dose
and possible variations in material properties (e.g. strain or vacancy concentrations).
The magnetometry performance of scanning probes with single NV centers is
typically characterized by their sensitivity (η) to magnetic fields. The sensitivity set
by the optical and spin coherence properties of the NV center can be derived from
a Spin Echo measurement as described in Appendix B. For 13 scanning probes, we
determined the coherence time and the magnetic field sensitivities as summarized
in Fig. 2.8 (a) and (b). We find an average coherence time of T2 = 43 ± 25µs
and a sensitivity of ηAC ≈ 114 ± 53 nT/
√
Hz. The shot noise limited sensitivity to
DC magnetic fields can be equivalently determined, since ηDC =
√
T2/T∗2 ηAC (see
Appendix B). Typical values for T ∗2 are few µs. Assuming a comparatively short
T ∗2 = 1µs therefore results in a DC sensitivity of ηDC ≈ 750 nT/
√
Hz.
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2.2.6 Transfer to scanning probe setup
In order to employ the scanning probes for imaging, the individually characterized
cantilevers have to be transferred to an AFM head. Previous work employed ion
beam assisted metal deposition to attach scanning probes to a quartz rod and sub-
sequent focused ion beam (FIB) milling to detach the diamond scanning probe from
the substrate [20]. This approach suffers from low yield, high complexity and signif-
icant contamination of the scanning probe by the Gallium ions used for FIB. Here
we present an alternative method we developed to transfer the scanning probes us-
ing micromanipulators (Sutter Instruments, MPC-385) under ambient conditions.
Using quartz micropipettes with an end diameter of ∼ 3 µm, we apply ∼ 3 µm
sized droplets of UV curable glue (Thorlabs, NO81) to the device to be transferred
(see Fig. 2.9 (b)). After curing the glue, we remove the device from the substrate by
mechanically breaking the 0.5 µm wide holding bar with the quartz pipette.
In a second step, we glue the quartz tip with the scanning probe to a tuning fork
attached to an AFM head. To that end, we employ a stereo microscope setup which
allows precise alignment of the scanning probe with respect to the AFM head and
subsequent gluing of the quartz tip to the tuning fork using UV curable optical glue.
As a last step, we carefully break the quartz pipette above its connection (gluing
point) to the tuning fork using a diamond scribe.
With this procedure, we are able to produce tuning fork based AFM heads with
the scanning probes aligned within a few degrees to the AFM holder in a robust
and fast way. The UV glue forms a strong connecting link that can be used even in
cryogenic environments and enables long-term use of the device.
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Figure 2.9: (a) Schematic of the setup for gluing the scanning probe to quartz
tips. (b) Optical microscope image during the transfer process. The scanning
probe is glued to the apex of the quartz capillary tip using UV glue and the
scanning probe is detached from the diamond chip by breaking. (c) SEM image
of the final scanning probe attached to the end of the quartz tip.
(a)
100µm
(b)
Excitation Piezo1cm
Figure 2.10: (a) AFM head equipped with the excitation piezo and the tuning
fork mounted at the front end to form the lowest point of the AFM. (b) SEM
image of the scanning probe attached to one prong of the tuning fork.
2.3 Imaging DC magnetic fields
We now demonstrate the performance of scanning probes by showing our device’s
capability to quantitatively image magnetic fields with nanoscale resolution. We ap-
plied NV magnetometry to study single Ni nanorods. These nanorods have various
potential applications such as magneto-optical switches [78], probe particles in ho-
mogeneous immunoassays for the detection of proteins [79] or in microrheology [80].
NV center based magnetometry allows us to study the magnetic properties (spin
densities, spin textures etc. [81, 23]) of individual particles. Here, we present two
different approaches for imaging the stray field of single Ni nanorods which have
typical diameters ∼ 24 nm and lengths ∼ 230 nm and which are deposited from a
solution onto a quartz substrate (see inset of Fig. 2.11 (b), (d)).
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2.3.1 Iso-B-imaging
To image the magnetic field of nanomagnetic objects the equi-magnetic field contour
lines can be imaged using ’iso-B-imaging’. To that end, the driving MW frequency
is set to be detuned from the ESR resonance frequency, with a detuning that corre-
sponds to the magnetic field to be probed. In Fig. 2.11, this method is illustrated for
two different magnetic field values for single Ni nanorods. To perform iso-B-imaging
of the 0 G line, the driving microwave frequency (fMW) is set to the NV transition
frequency (f retractedNV ) in the absence of the sample. The sample is subsequently ap-
proached and the NV is scanned in AFM contract across the sample. In the presence
of a magnetic field, e.g. the stray field of the Ni nanorod, the frequency of NV spin
transitions gets detuned from the MW frequency which results in an increase of NV
fluorescence (see Fig. 2.11 (b)). Conversely, by setting the driving MW frequency
to a detuning, which corresponds to a magnetic field of BNV ≈ 21 G, we obtain
the 21 G iso-B-image as illustrated in Fig. 2.11 (c). It should be noted that the close
proximity of the NV center to a surface may induce near field effects, such as lifetime
changes and or quenching, which can affect the NVs fluorescence rates [20, 82, 83].
The magnetic signal can be decoupled from these effects, by collecting a second ref-
erence fluorescence signal (without MW driving) and plotting the difference between
the fluorescence rates (see Fig. 2.11 (b) and (c)).
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Figure 2.11: (a) ESR of the NV center inside a scanning probe in the absence
of the sample (sample was retracted several µm). By setting the MW to a
fixed frequency fMW detuned from the ESR frequency, the magnetic field lines
corresponding to this detuning are investigated. (b) 0 G iso-magnetic-field image
of a single Ni nanorod. Negative fluorescence contrast indicates a local field of
0 G. The inset shows a SEM image of a rod. (c) The 21 G iso-B-image of a
different nanorod with the encircled deviation from the expected dipole field.
The inset shows a transmission electron microscope image (TEM) of a nanorod.
We attribute the deviation from the dipole field to structural inhomogeneities.
Iso-B imaging is an efficient and fast method to investigate the magnetic field
profile of magnetic objects. This profile can be used to derive the magnetic structure
of the object by comparing the magnetic field with the expected profile. The 21 G iso-
B-image, for example, clearly represents deviation from the expected dipole profile
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(encircled in red), which we attribute to structural inhomogeneities of particular
nanorods (see TEM image in Fig. 2.11 (c)).
2.3.2 Full field imaging via frequency locking
For a complete analysis of the magnetic stray field of a nanomagnetic object, it is
necessary to perform full, quantitative magnetic stray field mapping. To that end,
the Zeeman shift induced by the magnetic field needs to be detected for each point
in the image. Various methods to measure the Zeeman shift have been discussed
[23, 84, 85]. We implemented the approach presented in Ref. [84].
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Figure 2.12: (a) ESR of the NV center inside a scanning probe. The red and the
blue arrows indicate two driving MW fields at the frequencies fNV − δf/2 and
fNV + δf/2 synchronized to two counters, measuring the fluorescence I(fNV −
δf/2) and I(fNV + δf/2). Using a feedback, which locks the difference of the
fluorescence ∆I to a setpoint of 0 kps, allows to track the transition frequency
fNV (the image illustrates the error signal ∆I before activating the feedback).
By evaluating fNV while scanning the sample the magnetic field can be imaged.
(b) Full field map of a single Ni nanorod and (c) the simulated magnetic field of
a point dipole (m = 3.75× 10−17A/m2) projected onto the NV axis for an NV
center located 80 nm above the dipole.
To determine the instantaneous NV ESR frequency at each point of the scan, a
feedback loop is applied to lock the MW frequency to the NV spin transition fre-
quency. For this feedback, two driving microwave fields, which have a detuning of δf
are synchronized to two counters that measure the corresponding fluorescence rates
I(fNV − δf/2) and I(fNV + δf/2) (see Fig. 2.12 (a)). The difference in fluorescence
∆I is used to lock the microwave driving frequency fNV to the NV transition fre-
quency. By keeping this ∆I at a setpoint of zero and setting δf = 2σGaus (σGaus is
the standard deviation of the ESR resonance, see Appendix B), a maximum response
of the feedback loop can be achieved and the local magnetic field can be evaluated
by ’following’ the locked MW frequency.
Using this technique, we imaged the full magnetic stray field of a single Ni
nanorod as depicted in Fig. 2.12. The measured stray field matches the stray field
expected for a single dipole. Assuming a point dipole with a magnetic moment of
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m = 3.75 × 10−17A/m2, as measured for similar rods with different methods [79],
we calculated the magnetic field projected onto the NV axis. With this method
we find good agreement between measurement and model and extract a distance of
70 ± 10 nm between the sample surface and NV center. This distance defines the
spatial resolution of the presented scanning magnetometer (see Sec. 2.5).
2.4 Sensitivity: Limitations and perspectives
All-diamond scanning probes enable sensitive evaluation of magnetic fields with a
high spatial resolution. In this section, we highlight improvements that are currently
investigated to increase the sensitivity of the presented scanning probe based sensing
techniques.
Iso-B-imaging as well as full field imaging measures the magnetic field by evalu-
ating the Zeeman shift in the ESR spectrum. For the all-diamond scanning probes
used in the experiments, we typically achieve sensitivities of a few µT/
√
Hz. This
sensitivity can further be improved using coherent spin manipulation protocols as
discussed in Chap. 1, which allows to reach the maximum, currently achievable sen-
sitivity of ηDC ≈ 750 nT/
√
Hz for DC magnetic fields and ηAC ≈ 114± 53 nT/
√
Hz
for AC magnetic fields (see Sec. 2.2.5).
These maximum sensitivities are finally limited by the corresponding coherence
time and the fluorescence count rates (see Eq. 1.28). Thus, efficient detection of the
NV’s fluorecence is crucial for the development of highly sensitive scanning probes.
Using our 200 nm diameter, cylindrical pillar, we increase the typical fluorescence
count rates by a factor of ∼ 3 compared to bulk diamond. More complex photonic
geometries such as tapered pillars [86] are currently being investigated to enhance the
collection efficiency and may be useful for scanning probes. Further improvements
are also expected by optimizing the crystal orientation of the employed diamond
samples. We employ (100) oriented diamond, which is the standard orientation of
commercially available high purity diamond. However, we have demonstrated that
the etching process can be adapted to (111) oriented diamond which yields improved
photonic properties resulting in an increase of the fluorescence count by a factor of
∼ 3 [76]. Combined with the coherence time of 235 ± 46µs of single NV centers
in the 2µm long pillar (no shallow NV centers) an extraordinary AC sensitivity of
ηSpin Echo = 28± 10nT/
√
Hz could be achieved [76].
A central advantage of the scanning probes is the use of high purity diamond,
which in principle allows for long T ∗2 , T2 and T1 times to be reached. Unfortunately,
high resolution imaging requires NV centers in close proximity to the surface, which
typically comes at the expense of shorter coherence times due to proximal surface
spins [47, 49]. To analyze the possible impact of the fabrication process on our
scanning probes and compare these effects to the literature, we characterized the
coherence times. For the presented scanning probes, we have chosen an implan-
tation depth of 9 ± 4 nm. This results in coherence times of T2 = 76 ± 19µs in
the diamond plate before nanofabrication, which matches previous reports [47, 49].
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In our scanning nanopillars, however, we find an average T2 = 43 ± 25µs. This
reduced coherence time might be associated with plasma-induced defects at the di-
amond surface. Recent work [87] suggests that a low bias, ’soft’ oxygen plasma or
an annealing at 465◦C in a dry oxygen environment [88] can minimize such plasma
induced surface damages and could thereby increase coherence times. These and
other methods for improving the NV properties using optimized surface termina-
tions [89, 90, 91] or different creation procedures [25, 92, 93] still remain to be tested
on diamond scanning probes and their influence on NV spin coherence properties
remains an open question.
2.5 Spatial resolution: Limitations and perspectives
In optical microscopy the term resolution describes the smallest distance of which
two separated (point-like) objects can be resolved. This resolution limit can be
described by the Abbe´ diffraction limit, the Rayleigh criterion, or in modern physics
by the full width at half maximum (FWHM) of the Point Spread Function (PSF),
describing the response of the imaging system.
Classically, the PSF describes the measured intensity profile of a point source.
For analyzing the resolution in terms of the FWHM of the PSF for our magne-
tometer, we therefore consider the measured magnetic field strength of a point like
object such as a infinitesimal small domain or a single point dipole in a magnetic
film. We assume the domain to be magnetized normal to the film plane (xy-plane)
and parallel to the NV center symmetry axis (z-axis). This allows us to measure
the z component of the magnetic field (Bz). The measured stray field Bz can be
described by the stray field of two oppositely charged magnetic monopoles at the
top and the bottom surface of the film [94], separated by the film thickness d. Figure
2.13 (a) depicts the stray field Bz of a small domain in a thick (hNV  d) and thin
magnetic film (hNV  d) at a height hNV = 100 nm, along the x-axis (for y = 0)2.
The FWHM of the field profile of a thick film is given by FWHMthick ≈ 1.53hNV,
whereas for the thin film it is given by FWHMthin ≈ 1.00hNV, which illustrates that
the ’magnetic PSF’ depends on hNV as well as on the geometry. Note that besides
the magnetic geometry, the ’magnetic PSF’ also depends on the magnetization di-
rection and the field projection that is measured [94, 95]. In contrast to conventional
optical microscopes, the resulting imaging resolution therefore depends also on the
sample geometry and the field projection to be measured. In all cases, the imaging
resolution is, however, limited by the NV-to-sample distance hNV, which therefore
provides a relevant figure of merit for the resolution of our scanning NV magne-
tometer. Moreover, hNV links the magnetic field strength at the position of the NV
center with the magnetization profile and forms an important figure for estimating
the applicability of our magnetometer for different experiments.
2The stray field of a thick film can be approximated by a single magnetic monopole and the
magnetic field of a thin film is described by a dipole [94].
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Figure 2.13: Calculated magnetic field profile Bz(hNV) at y = 0 nm of a film
with an infinitesimal small, perpendicularly magnetized, domain (red arrow).
We assume a NV-to-sample distance of hNV = 100 nm and show the profile
for a thin (black) and a thick (red) film. The width of the resulting magnetic
field profile differs in the two cases, which illustrates that the resolution depends
on the geometry. In all cases, the imaging resolution is limited by hNV, which
therefore provides a relevant figure-of-merit for the resolution. (b) Schematic of
the sample and sensor for the determination of hNV using ferromagnetic stripes.
The NV center incorporated in the diamond tip is scanned over the stripe, while
the magnetic field is evaluated. The NV center measures the magnetic field along
~eNV (θNV, ϕNV), which is illustrated in the inset. (c) Magnetic field profile and
measured topography (red) across the stripline. The black dots correspond to
the measured magnetic field, while the blue curve is the modeled stray field
(see main text). By fitting the model to the measured stray field, we extract a
NV-to-sample distance of hNV = 58± 2 nm.
We note that in literature, the ability to resolve the magnetic field is often
referred to as resolution (or ’gradient resolution’ [38]). This gradient resolution
describes the highest gradient that can be resolved and is limited by the detector
size, which for the NV center is defined by its wavefunction (< 1 nm). Hence,
claims of few nanometer and even subnanometer resolution can be found in literature
[38, 96, 97]. This resolution, however, does not give information about the source of
the magnetic field in most general cases.
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During this thesis, several approaches have been developed to determine the NV-
to-sample distance (see Chap. 3, Chap. 4 and Ref. [81, 15]). All approaches rely on
modeling the magnetic stray field of the sample under investigation. The NV-to-
sample distance can then be determined by fitting the modeled stray field to the
measured magnetic field. Such determination (see Fig. 2.13 (c)) of the NV-to-sample
distance was performed by T. Hingant et al. [81] on 1µm stripes of a 1 nm thick,
perpendicularly magnetized film of ferromagnetic CoFeB. More precisely, a multi-
layer stack of Ta(5 nm)-Co20Fe60B20(1 nm)-MgO(2 nm)-Ta(5 nm) was deposited via
sputtering on a Si/SiO2 substrate [81]. The magnetic field ~B(x, y, z) at the edge of
an infinitely large film can be calculated by integrating the field generated by the
magnetic surface charges at the top and the bottom surface. In the limit of a thin
film the x and z components of the magnetic field can be expressed by [81]
Bx(x, hNV) =
µ0Is
2pi
hNV
h2NV + x
2
(2.1)
Bz(x, hNV) =
µ0Is
2pi
x
h2NV + x
2
. (2.2)
Here we introduce the surface moment density Is, which is the product of the thick-
ness d and the magnetization M .
The maximum stray field of Bx (for x = 0) scales as Is/hNV, while the width
of the profile is given by a function that only depends on hNV. The value of Is
and hNV can therefore directly be determined by fitting the analytical model of the
magnetic field to the measured field distribution across the edge of a homogeneously,
perpendicularly magnetized film. Note that in the limit of d  hNV the described
stray field matches the magnetic stray field of a current Is at the edge of the film
(this current picture will be used in Chap. 3). Therefore, a one dimensional current
carrying conductor can also be used to determine the NV to sample distance.
For characterization of our scanning probe based magnetometer, we also mea-
sured the stray field of CoFeB stripes (see Fig. 2.13 (c)). The overall magnetic field
can be described by the magnetic field of each edge Bstripex,y = Bx,y(x, hNV)−Bx,y(x+
w, hNV), where w is the width of the stripe. The experimental data are depicted in
Fig. 2.13 together with the fit, which yields a distance of hNV = 58±2 nm, a moment
density of Is = 99 ± 3µBohr/nm2 and a NV orientation of θ = 62 ± 2◦, ϕ = 0± 2◦.
Note that the fitting routine also includes the topography and fits the magnetic field
along the trajectory offset from the sample by hNV (further details can be found in
Ref. [81]).
Table 2.2 summarizes the NV-to-sample distance determined for different scan-
ning probes and different types of experiments. We determined distances ranging
from 9 nm3 to 89 nm, with an average NV-to-sample distance of hNV = 50± 32 nm
describing the state of the art resolution of our magnetometer.
3Note that this result was obtained in the approximation of an infinitely thin superconducting
sample. If the non-zero thickness of the superconducting film is taken into account, the distance
needs to be corrected to 30 nm
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Table 2.2: Extracted NV-to-sample distance for different scanning probes used
in various experiments. The distance is determined by modeling the stray field
and fitting to the measured magnetic field profile (more details in Chap. 3,
Chap. 4 and Ref. [81, 15]). Note that the MW field of the stripline could va-
porize water layer on top of the sample surface, which potentially result in a
changed NV-to-sample distance. Furthermore, the experiments on the vortices
in superconductor performed by L. Thiel et al. [15] were conducted in cryogenic
environment, which also improves the AFM performance.
CoFeB Cr2O3 Ni MW Vortex
stripes stripes Nanorod stripline in superconductor
NV-to-sample 58± 2 89± 23 70± 10 25± 5 9± 3.53
distance (nm)
Note that we observed changes in the NV-to-sample distance while scanning and
table 2.2 summarizes the smallest distance achieved with a particular scanning probe,
which is typically achieved in the first few scans of a new probe. We attribute these
changes to contaminations during the scan (potentially picking up and releasing dirt
from the sample). On some used scanning probes, we observed such a contamination
of the apex as depicted in Fig. 2.14 (b) , which further supports this scenario. To
prevent this effect, the use of clean samples in a clean environment is essential.
As the current setup is working in ambient conditions, there will always be the
possibility of dust sticking to the sample or the scanning probe. To mitigate these
issues, we currently investigate a method to clean the probes by scanning above
small needles to mechanically remove the dirt [20]. This will help to restore the
ability to place the probe near the surface and allows to study the effect of scanning
probe contamination.
Neglecting the distance determined in Vortex imaging and the MW stripline
because of potential changes of the NV to sample distances, results in an average
distance of 72±16 nm in ambient conditions. This distance is large compared to the
tip-to-sample distance in typical AFMs. In non-contact AFM, short range (∼ 1 nm)
forces such as van der Waals, electrostatic and repulsive forces due to the Pauli
exclusions are detected using sharp tips [61, 60]. A feedback loop is applied to lock
the tip to a particular force in order to scan the tip in close proximity (dAFM ∼ 1 nm)
to the sample and measure the topography. Under ambient conditions, additional
long-range forces with different physical origin such as van der Waals, electrostatic,
magnetic, capillary, etc., arise [98, 99]. Depending on the geometry and properties
of the AFM tips, these forces can result in a larger distance between the tip and the
sample [100, 60]. Our AFM tip is a diamond nanopillar with a diameter of 200 nm
and a hydrophilic surface termination. In ambient conditions, this can induce long
range forces, which might explain the NV-to-sample distance of 72 nm. To minimize
the long range forces, the AFM needs to be operated with finer tips or in dry
environment such as N2 environment or vacuum. The experiments on vortices in
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superconductor were conducted in He exchange gas in a liquid He bath cryostat and
the determined NV-to-sample distance is smaller. Moreover, a smaller distance is
also observed in the MW imaging experiments, where the MW field can possibly
vaporize the water on the surface, which indicates such potential long range forces.
hNV
dAFM
dNVdApex
Diamond Tip
αalign
xNV Apex
200 nm
50 nm
(a) (b)
Figure 2.14: (a) Schematic of the NV-to-sample distance hNV. Using an AFM
feedback the NV center (red arrow) containing 200 nm wide nanopillar can be
scanned at a distance of dAFM given by the forces between the tip and the
sample. hNV finally consists of dAFM and a distance of the NV-to-Apex dApex
(we define the apex as the lowest point of the scanning nanopillar). dApex
depends on the alignment angle of the nanopillar αalign, the lateral position xNV
and the implantation depth ddepth. When an aligned tip (αalign = 0
◦) can be
scanned in a distance dAFM ∼ 1 nm, defined by short range forces (see main
text), we expect a NV-to-sample distance that is defined by the implantation
depth hNV ≈ ddepth = 9 nm, which describes the achievable resolution. (b) SEM
image of a contaminated nanopillar used in experiments. A spacing layer of a
thickness of ∼ 50 nm can be observed leading to a larger than expected distance.
Another contribution to the NV-to-sample distance is the depth of the NV center
in the diamond dNV. We use N implantation at an energy of 6 keV to create NV
center near the surface. We estimated the stopping range to be 9± 4 nm using the
Stopping Range of Ions in Matter software (SRIM, [71]). This estimation is based
on a simulation of the scattering between ions and the atoms in an amorphous
material. However, ions in the real diamond matrix can channel along symmetry
axes of the diamond, which results in larger penetration depths of the ions. As the
implantation was performed normal to the (100) sample surface, the nitrogen might
channel > 10 nm further than expected from SRIM simulation [87, 101]. Therefore,
we currently investigate the influence of an angled implantation on dNV, which will
allow for better control over the distance to the surface.
A last contribution to the large NV-to-sample distance is the distance between
the NV center and the apex of the scanning probe (see Fig. 2.14). The lowest point
of the scanning probe with respect to the NV center depends on the alignment
of the scanning probe (αalign) and the depth of the NV center in the diamond.
Using a stereo microscope, we achieve an alignment within a few degrees to the
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horizontal plane of the AFM. Depending on the lateral position of the NV center
in the pillar (xNV), this results in dApex ≈ 10 − 30 nm. Using an alignment based
on laser deflection techniques would allow to reduce αalign and reach the optimal
distance given by the implantation depth dApex = dNV.
In conclusion, in this section we summarized the state-of-the-art resolution of
NV magnetometry. In the experiments, performed during this thesis, we studied
the stray field of magnetic objects with a resolution between 9 nm and 89 nm. We
find an average NV-to-sample distance of 50 ± 32 nm and discussed several possi-
ble contributions to this large distance. We highlight recent developments, which
we are currently investigating to overcome these limitations. If the scanning probe
can be brought into close proximity (∼ 1 nm) with the sample, the resulting resolu-
tion is only limited by the implantation depth, which can be 9± 4 nm using angled
implantation [101]. Moreover, stable NV center in a proximity of 1 nm have been
observed which defines the ultimate resolution this technique offers [13]. This ex-
traordinary resolution, in combination with a sensitivity of ηDC ∼ 750 nT/
√
Hz and
ηAC ∼ 114 nT/
√
Hz, reveals the capabilities scanning NV magnetometry offers.
47
2.5. Spatial resolution: Limitations and perspectives
48
Chapter 3
Real Space Stray Field Imaging
of Antiferromagnets
The rich physics of antiferromagnets (AF) offers attractive prospects for applications
in spintronics and data storage. Magneto-electrical coupling enables electrical con-
trol of magnetism [102, 103, 104], high spin orbit torques allow for efficient spin to
charge conversion [105], and the ultra-fast dynamics of AFs enable the high speed
manipulation of magnetism [106]. Exploiting these attractive properties for next
generation spintronic devices requires a tool to investigate the nanoscopic proper-
ties of AFs. Despite the absence of a bulk magnetic moment, in certain cases, the
boundary introduces an asymmetry between the AF sub lattices that results in a
small moment density at the boundary. In this chapter, we demonstrate real space
imaging of the stray field produced by such surface moments for the collinear anti-
ferromagnet Cr2O3 using scanning nanomagnetometry based on a single nitrogen-
vacancy (NV) center in diamond. By measuring the stray field generated by the
Cr2O3 surface moments, we capture an image of the underlying AF domain pattern
and monitor its evolution through the AF-to-paramagnetic phase transition. These
measurements provide evidence of local variations in the critical temperature Tcrit,
which we imaged here for the first time. Furthermore, the quantitative nature of
NV magnetometry allows us to measure the surface moment density of Cr2O3 in
ambient conditions. The measured moment density is reduced from the bulk value,
which indicates a rearrangement of spins at the surface. Besides demonstrating
the potential of scanning NV magnetometry for analyzing AFs, these measurements
reveal phenomena, which are critical for the development of efficient spintronic or
memory devices and can in the future systematically be studied using the presented
methods.
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3.1 Motivation
In recent years, many functionalities, so far realized using ferromagnets, have been
implemented using more advantageous AF materials [106, 107, 108, 109]. New meth-
ods of manipulating and reading the AF order enabled the use of AFs for next
generation spintronic and data storage devices [108, 109, 104]. A central require-
ment for these applications is the nanoscale control of the magnetic state. However,
only a few techniques exist to image the magnetic structure on these length scales.
Atomic resolution can be obtained by measuring the magnetic moments using spin-
polarized scanning tunneling microscopy (STM) [110]. However, STM requires a
conductive target and can therefore not be applied to the large class of insulat-
ing AFs. Spatial resolution of a few tens of nm can be achieved using magnetic
force microscopy (MFM) or X-ray photoemission electron microscopy (PEEM) meth-
ods [111, 112, 113, 108]. Using X-ray magnetic linear dichroism (XMLD) PEEM the
spin axis of antiferromagnets can be determined [111, 112, 108]. While this powerful
technique allows to image domains with different spin axis, the detection of domains
with different spin orientations within the same spin axis still remains challenging.
The sensitivities reached in MFM and X-ray magnetic circular dichroism (XMCD)
PEEM limit their applicability for measuring the weak magnetic signal of AFs for
determining the spin orientation [113] and additional tools are required to study the
whole variety of AF materials that are attractive for technology.
Scanning NV magnetometry is a promising, new method for the nanoscale study
of AFs. The combination of a highly sensitive sensor, with the ability to place
the sensor in close proximity to the sample, makes scanning NV magnetometry
an attractive technique for measuring small magnetic fields with high spatial res-
olution [20, 38, 16]. In this chapter, we demonstrate the ability of this powerful
technique to map the magnetic stray field of Cr2O3 and thereby deduce the domain
structure and the surface moment density in ambient conditions.
3.2 The stray field of antiferromagnetic Cr2O3
For real space imaging of the stray field of an AF, we chose (0001) oriented Cr2O3, be-
cause of its special crystal structure. Cr2O3 has broken time and inversion symmetry
but is invariant under subsequent application of time and spatial inversion [114, 115].
As a result, Cr2O3 exhibits a magneto-electric coupling and an asymmetry of the
spin species, which can be described by a boundary magnetization that creates the
stray field [114]. In order to link the measured magnetic field map with the under-
lying magnetic structure, we, in this section, provide models for analyzing the stray
field emerging from AF Cr2O3, which enable the deduction of the domain structure
and the determination of the moment density.
First, we introduce the microscopic structure of Cr2O3, from which we define
a boundary magnetization resulting from a spin asymmetry at the surface. Based
on this boundary magnetization, we then present an inverse Fourier propagation
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protocol following earlier work presented in Ref. [116], which we apply to determine
the domain structure from the magnetic field map of a thin Cr2O3 film . For a precise,
quantitative determination of the moment density, we present a second, independent
approach, which describes the magnetic stray field of a uniformly magnetized AF
stripe. By fitting this model to our measured field maps, we can precisely determine
the moment density, which provides important information about the surface and
the sample.
3.2.1 The boundary magnetization of Cr2O3
The stray field of Cr2O3 can be described by its boundary magnetization originat-
ing from a spin asymmetry at the surface [114]. Generally, AFs have vanishing bulk
magnetization because of the oppositely aligned moments in the two sub lattices,
which macroscopically results in a vanishing stray field (see Fig. 3.1 (a)). When
approaching the surfaces, however, the finite displacement between the sub lattices
of the AF has to be considered, which generally results in small stray fields. (0001)
oriented Cr2O3 is an A-type AF, where the spins are aligned orthogonal to the
(0001) plane and the spins of the two sub lattices are vertically shifted with respect
to each other (see Fig. 3.1 (a)). A boundary that is parallel to the plane of one sub
lattice results in an asymmetry of the spins at this boundary. Because the two sub
lattices of Cr2O3 are vertically shifted by approximately the lattice constant of one
sub lattice (see Fig. 3.1 (a)), the stray field of the bulk AF can be neglected and
the boundary magnetization responsible for the stray field represents the uncom-
pensated spin layer at the boundary. Additionally, each oxygen (O) layer consists
of an equal contribution from each sub-lattice. Removing one layer of O therefore
results in the same spin asymmetry at the boundary, so that the resulting bound-
ary magnetization is roughness insensitive [114], making Cr2O3 an ideal system for
investigating domains in this AF.
For this work, Tobias Kosub and Denys Makarov (Helmholtz-Zentrum Dresden-
Rossendorf e.V., Institute of Ion Beam Physics and Materials Research, 01328
Dresden, Germany) grew 200 nm thick Cr2O3 films using reactive evaporation of
chromium in high vacuum onto c-cut sapphire substrates (Crystec GmbH) heated
to 700 ◦C initially and to 500 ◦C after the first few monolayers [104]. The background
gas used was molecular oxygen at a partial pressure of 10−5 mbar. Chromium was
evaporated from a Knudsen cell and the oxide layers were subjected to a vacuum
annealing process at 750 ◦C and residual pressure of 10−7 mbar directly after growth.
For the precise determination of the moment density, we structured 1µm wide
Cr2O3 stripes from a second 200 nm thick Cr2O3 film that was covered by 2 nm
of Pt. We first fabricated stripe masks using ebeam lithography (30 keV) with a
hydrogen silsesquioxane ebeam resist (HSQ, FOX-16 Dow Corning). The mask was
afterwards transferred into the Cr2O3 using inductively coupled plasma reactive
ion etching (ICP-RIE, Sentech SI 500) for 120 s in an ArCl2 plasma (40 sccm Cl2,
25 sccm Ar, 1.0 Pa pressure, 400 W ICP power, 100 W RF power with −232 V bias).
We removed the etch mask using buffered oxide etch (10:10:1 deionized water, am-
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(a) (b)
Cr3+
O2-
1µm
AF layer
Figure 3.1: (a) Microscopic structure of Cr2O3. Red and blue arrows indicate
Cr3+ spins and O2− is depicted by the gray sphere. One AF layer consists of
the oxygen (O) layer, the layer of spin up above and the layer of spin down
below, which results in a roughness insensitive boundary magnetization. Its
magnetization is given by the moment density of surface spins (see main text).
(b) SEM image of a 1µm wide stripe, which was etched into the 200 nm thick
Cr2O3 film.
monium fluoride, 40 % HF) for 60 s and characterized the final stripes using AFM
and SEM (Fig. 3.1 (b)). The etch depth was 250 nm, which ensures that we removed
all the Cr2O3 in-between the stripes. We also observed a tapering of the sidewalls,
which we later included in the stray field calculation. The samples were finally
mounted on a Peltier element, which allowed to control the temperature to ±0.1 K.
Prior to our imaging experiments, we cooled the sample through the critical tem-
perature Tcrit in a strong magnetic field produced by a nearby neodymium magnet
to create a uniform magnetization state [104].
3.2.2 Fourier propagation of the stray field created by a Cr2O3 film
The relation between an arbitrary 2 dimensional domain profile in a thin Cr2O3 film
and the stray field it generates can be described by a direct Fourier propagation [116].
By inversing this propagation protocol, we can directly determine the domain struc-
ture from a 2 dimensional magnetic field profile at a distance hNV above the sample,
as illustrated in Fig. 3.2.
To understand this protocol, we first consider the propagation of a stray field
emanating from a sample. If no time-varying electric fields or currents exist, the
magnetic field is curl free. This justifies the introduction of a scalar potential, which
fulfills the Laplace equation ∆φ = 0. A general solution for this scalar potential
is [116]
φ(x, y, z) =
1
4pi2
∫
φ(kx, ky, 0)e
i~k·~re−
√
k2x+k
2
yzd~k. (3.1)
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Figure 3.2: (a) Schematic of a Cr2O3 film and the sensor. The NV center incor-
porated in the diamond tip is scanned over the sample, while the magnetic field
is evaluated. The NV center measures the magnetic field projected along the NV
axis ~eNV (θNV, ϕNV), that is generated by the boundary magnetization of the
Cr2O3 film and can be modeled by a direct Fourier propagation. (b) Schematic
of the Fourier propagation protocol. Using the propagator TNV(hNV) the mo-
ment density profile can be transformed into a magnetic field in a distance
hNV = 100 nm (θNV = 54
◦, ϕNV = 90◦). Using the inverse propagator the mo-
ment density profile can be determined from the measured magnetic field map.
The magnetic field is given by the negative gradient of the scalar potential. The
scalar potential φ(~k, z) = φ(kx, ky, 0)e
−
√
k2x+k
2
yz is the 2 dimensional Fourier trans-
form of the real space scalar potential φ(~k, z) = F [φ(x, y, z)] (with ~k = (kx, ky)),
and decays exponentially with the distance z. The gradient on this scalar potential
can be expressed in Fourier space as ~∇k = (ikx, iky,−k)T [116]. Hence, the magnetic
field can be calculated as
~H(x, y, z) = F−1
[
~H(~k, z)
]
= F−1
[
−~∇kφ(~k, z)
]
. (3.2)
To evaluate the magnetic field at any point in space, we therefore need to de-
termine the magnetic potential on the sample surface. This potential φ(k, 0) can be
determined from the boundary conditions [116]
∆φ = ρVolume = −~∇ · ~M (3.3)
δφ(z = −0)
δz
− δφ(z = +0)
δz
= ρSurface = −~n · ~M, (3.4)
where we define the volume charge density ρVolume as the divergence of the magne-
tization ~M . The surface density ρSurface is the scalar product of the magnetization
and the normal vector ~n to the sample. The notation z = ±0 corresponds to above
(z = +0) or below the surface (z = −0) in the limit z → 0.
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The magnetic field of the Cr2O3 film can be described by a magnetized ferro-
magnetic layer on top of the film and a second oppositely magnetized layer on the
bottom of the film, as depicted in Fig. 3.2 (a). We first assume a single perpendicu-
larly magnetized ferromagnetic film of thickness tlayer with a magnetization profile
~M = (0, 0,Mz(x, y))
T . Such a film only exhibits surface charges at the top and bot-
tom surface. The density and the corresponding magnetic field H at the surface can
be determined from the continuity of the perpendicular component of the magnetic
flux density B. Assuming the surface to be located at z = 0, the continuity of the
magnetic flux densitiy B yields
Bz(z = +0) = Bz(z = −0)
Hz = −Hz +Mz(x, y)
Hz =
1
2
Mz(x, y), (3.5)
where Hz corresponds to the stray field outside and −Hz is the demagnetization
field inside the magnetic material. The inverse of Eq. 3.2 together with Eq. 3.5 gives
the scalar potential at the surface
φ(k, 0) =
F [Hz(z = 0)]
k
=
1
2
F [Mz(x, y)]
k
=
1
2
Mz(~k)
k
, (3.6)
where we introduce the Fourier transform of the magnetization profile Mz(~k). Using
Eq. 3.1 and Eq. 3.2, we finally obtain the magnetic field in a height z from the surface
~H(~k, z) = −~∇kMz(
~k)
2k
e−kz. (3.7)
This magnetic field corresponds to the magnetic field emanating from one surface. A
thin film consists of two surface with opposite surface charges, which are separated
by a thickness tlayer, resulting in an overall stray field of
~H(~k, z) = −~∇k e
−kz(1− e−ktlayer)
2k
Mz(~k) = −~∇k e
−kz(1− e−ktlayer)
2ktlayer
σ(~k). (3.8)
In the limit of a very thin film (ktlayer  1) of fixed surface moment density
σ(~k) = Mz(~k)tlayer, this results in
~H(k, z) = −~∇k e
−kz
2
σ(~k). (3.9)
We model the stray field of the Cr2O3 film by the boundary magnetization.
Thus, we assume two oppositely magnetized thin layers of spins which are separated
by the thickness t. The components of the stray field can be calculated using
Hx,y(~k, z) = −ikx,y e
−kz(1− e−kt)
2
σ(~k) = Tx,yσ(~k) (3.10)
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Hz(~k, z) = k
e−kz(1− e−kt)
2
σ(~k) = Tzσ(~k), (3.11)
where Tx,y,z are the propagators for the corresponding magnetic field components.
Scanning NV magnetometry evaluates the magnetic field along the NV axis. The
magnetic field along an arbitrary NV orientation parameterized by the polar angles
θNV and ϕNV can be calculated by
BNV = µ0TNV(z, θNV, ϕNV)σz(~k) (3.12)
= µ0 [cos(θ)Tz(z) + sin(θ) (cos(ϕ)Tx(z) + sin(ϕ)Ty(z))]σ(~k).
Using the propagator TNV, the moment density profile can be transformed into a
magnetic field at a height z from the sample, as illustrated in Fig. 3.2 (a). Moreover,
using the inverse propagator a reverse propagation can be performed and the moment
density profile can be directly determined from the 2 dimensional field map measured
at a distance hNV of the sample.
High frequency components (large k) of the moment density get damped by the
exponential factor in the propagator (see Eq. 3.9). Conversely, by performing the re-
verse propagation, these fast oscillations including measurement noise get enhanced.
To filter out such higher frequency noise, we introduce a filter function given by a
Hanning window [117]
W (k) =
{
0.5[1 + cos(pi [khNV/2pi])], for khNV/2pi < 1
0, for khNV/2pi > 1
(3.13)
The cutoff frequency of kcutoff = 2pi/hNV is motivated by the fact, that the NV
center can only resolve oscillations with a frequency given by the NV to sample
distance hNV.
The magnetic moment density profile can finally be determined from the mea-
sured magnetic field map using
σ(k) = T−1NV(hNV, θNV, φNV)W (k)
Bz(k)
µ0
. (3.14)
3.2.3 The stray field of a Cr2O3 stripe
For a precise determination of the boundary magnetization, it is necessary to model
the stray field of a known geometry. Analogously to the determination of the moment
density of thin ferromagnets [81], we model the stray field of Cr2O3 stripes in order
to fit this model to the measurement.
A ferromagnetic film can be seen as the magnetic counterpart of planar capacitor
as discussed in Chap. 2. For a thin film, this results in a stray field that can be
described by a current at the edge of the film
Bx(x, hNV) =
µ0I
2pi
hNV
h2NV + x
2
(3.15)
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Bz(x, hNV) =
µ0I
2pi
x
h2NV + x
2
, (3.16)
where the current I is set by the moment density and hNV is the distance of the NV
center from the sample (see Chap. 2).
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Figure 3.3: (a) Schematic of a Cr2O3 stripe. The magnetic field of the stripe
can be calculated as the magnetic field of four currents at the edges. (b) The
sidewalls of a tapered stripe are approximated as stairs carrying currents at the
edges. (c) Calculated magnetic field of a stripe (width w = 1µm) with a tapered
sidewalls (45◦) in a height hNV = 100 nm (θNV = 54◦, ϕNV = 90). The stray
field for different numbers of steps indicates the convergence of this model.
The stray field of an AF film can be described as the stray field emerging from its
boundary magnetization. We can thus assume a thin, perpendicularly magnetized
film at the top surface and a second, oppositely magnetized layer at the bottom
surface, as described in Sec. 3.2.1. The edge of an AF film is therefore characterized
by an edge-current at the top and a second such current at the bottom edge, running
in opposite directions (see Fig. 3.3 (a)). Thus, the stray field is given by Bedgex,z =
Bx,z(x, hNV)−Bx,z(x, hNV + t). The measured AF stripes consist of two edges and
the magnetic stray field can be interpreted as the magnetic field of 4 currents at
the edges, as illustrated in Fig. 3.3 (a). The stray field is then given by Bstripex,z =
Bedgex,z (x−w/2, hNV)−Bedgex,z (x+w/2, hNV), as depicted in Fig. 3.3 (c) (black curve).
The etching protocol described in Sec. 3.2.1 did not produce a straight, vertical
etch but left tapered sidewalls to the stripe. We take this tapering of the sidewall
into account by decomposing it into nsteps steps (see Fig. 3.3 (b)) and leaving the
angle of the sidewall as fit parameter (see Appendix C). The final magnetic field
is calculated as a field produced by 4nsteps currents. The stray field for an angle
of 45◦ is plotted in Fig. 3.3 (c) for different nsteps, illustrating the convergence of
the model. Finally, we fitted this model (where we chose nsteps = 10 as a trade-off
between calculation time and accuracy of the model), to the measured magnetic field
map to precisely determine the NV-to-sample distance and the moment density.
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3.3 Antiferromagnetic domain imaging
To reveal the domain structure of Cr2O3 thin films, we applied scanning NV magne-
tometry to image the stray field emanating from the boundary magnetization. We
first created AF domains in Cr2O3 by heating the sample into the paramagnetic
phase, then cooling it back into the AF phase, while applying no external field [104].
With our scanning NV magnetometer, we afterwards captured the magnetic field in
close proximity to the surface of the Cr2O3 film, as shown in Fig. 3.4 (a). The stray
field image immediately confirms the presence of domains with opposite boundary
magnetization, yielding regions of positive or negative BNV. The strongest fields are
at the boundaries between domains, as expected from a magnetization configuration
that rapidly changes sign at the boundary.
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Figure 3.4: (a) Measured magnetic field map and (b) extracted moment density
profile of the 200 nm thick film of AF Cr2O3. The moment density profile reveals
multiple domains with a domain size of ≈ 200 nm.
To find the underlying magnetization pattern, we first determine the NV-to-
sample distance by the following fitting routine based on the reverse propagation
of the field in Fourier space (see Sec. 3.2.2). From the reverse propagated mo-
ment density profile, we extract the locations of the domain boundaries. Based
on the assumption that the boundary is uniformly magnetized within a given do-
main, we project σ(x, y) onto {+σ,−σ}: σ±(x, y) = σsign[σ(x, y)]. We then for-
ward propagate σ±(x, y) to compare with the original stray field data. Using a
least square fitting routine, we can then find the values of the NV-to-sample dis-
tance (hNV = 121 nm), the NV orientation (θNV = 54
◦, ϕNV = 92 ◦) and the moment
density (σ = 3µBohr/nm
2) that best reproduce the measured magnetic field. The
determined values are subsequently applied to perform the back-propagation to gen-
erate the moment density profile, as depicted in Fig. 3.4 (b).
The moment density profile clearly shows domains with opposite magnetization,
with the typical domain size of ≈ 200 nm (as determined by the radial width of
the peak of the domain pattern’s autocorrelation). Importantly, the stray field
pattern is well described by the boundary magnetization model, confirming our
basic understanding of the Cr2O3 magnetic configuration.
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Figure 3.5: (a) Measured magnetic field map at several temperatures while
slowly cooling the sample through the AF phase transition. As the sample is
cooled, spatially separated regions of the film spontaneously form domains and
adopt a uniform order parameter, resulting in the final multi domain pattern.
The ability to measure fine spatial features of the magnetization pattern enables
a detailed study of the paramagnetic to AF phase transition at the level of individual
domains. To further investigate this transition, we record snapshots of the stray field
at discrete temperatures as the sample is cooled through the transition from ∼ 310 K
to room temperature. A few such snapshots are depicted in Fig. 3.5. Initially, when
the sample is above the transition temperature ∼ 310 K, we see only noise in the
magnetic field image, indicating no boundary magnetization and a paramagnetic
phase. As the sample is cooled through the transition, spatially separated regions of
the film spontaneously form domains and adopt a uniform magnetization. Interest-
ingly, this spontaneous ordering occurs over a 2 K range of temperatures across the
sample, with some regions already forming distinct domains while other regions are
still paramagnetic. Although past studies have suggested such a behavior [118], this
is the first direct observation of a spatially varying critical temperature in Cr2O3,
which can explain the formation of multiple domains in this AF thin film.
3.4 Thermal cycling experiments
Because the bulk moments do not contribute to the measured stray field, the pre-
sented domain formation process does only describe the formation of the surface
moments. To investigate whether the observed variations in Tcrit and the result-
ing nucleation also describe the bulk behavior, we studied the reformation of the
domains in the Cr2O2 film. To that end, we evaluated the correlation of two subse-
quent domain patterns before and after heating to a temperature THeat close to the
phase transition. Specifically, we imaged the magnetic field at 299 K and extracted
the normalized magnetization Mnorm = sign[BNV]. We then heated the sample to
THeat for several minutes and cooled the sample again to 299 K before we imaged
the newly formed domain pattern (see Fig. 3.6 (a)).
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Figure 3.6: (a) Measurement routine for the correlation analysis of the refor-
mation process of the domains. The normalized magnetization representing the
domain pattern is extracted from a field map before the sample is heated to a
temperature THeat close to the phase transition. After this, the sample is cooled
and the reformed domain pattern is extracted again. (b) Cross-correlation of
the two subsequent magnetization patterns. The clear maximum illustrates a
correlation, which represents unaltered areas in the compared domain images.
Figure 3.6 (b) illustrates the normalized cross-correlation map between two sub-
sequent domain images for THeat = 301 K. Although the domain pattern changed,
the maximum in the cross-correlation map clearly identifies a relation between the
images. To better interpret this correlation, we need to examine the equation for
the normalized cross-correlation:
ncorr2(xi, yi) =
1
N
Nx∑
xi=−Nx
Ny∑
yi=−Ny
M1(x, y)M2(x+ xi, y + yi). (3.17)
Here M1 and M2 are the magnetization pattern before and after heating and N is
the overall number of pixels. Since we clipped our data to {−1, 1}, the product
of two correlated pixels is always 1, whereas for anti-correlated pixels it is −1.
Consequently, two identical patterns, which consist of only correlated pixels, result
in a value of the normalized cross-correlation of 1. On the other hand, two randomly
formed patterns, which have the same number of correlated and anti-correlated
pixels, result in an overall value of 0. As the correlation is the sum of all pixels, we
can interpret the value of the correlation as the fraction (of pixels), which did not
alter between the images.
To analyze the dependence of the fraction of the domain pattern which is unal-
tered on THeat, we repeated the correlation analysis for different THeat as depicted
in Fig. 3.7. The maximum of the normalized cross correlation gradually decreases at
the phase transition. As the orientation of the surface moments represents the bulk
order parameter, this gradual reduction provides a clear signature for the existence
of local variations in Tcrit in the ’bulk’ of the AF film. Moreover, the phase transition
measured by the vanishing magnetic field of the surface moments (Sec. 3.3) and by
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Figure 3.7: (a) Maximum of the normalized cross correlation between two sub-
sequent domain patterns as a function of the heating temperature THeat. The
gradual reduction of the correlation is a clear signature of variations of the
critical temperatures that describe the bulk reformation of the domains
the ’bulk’ reformation process occur at the same temperature range, which indicates
a strong coupling between the surface moments and the bulk.
3.5 Determination of the surface moment density
The coupling of the surface moments and the AF ’bulk’ of the thin film can be inves-
tigated by evaluating the average moment density, which provides interesting infor-
mation about the properties of and interactions in the AF thin film. The reduction of
Tcrit ≈ 302 K in our 200 nm thick AF film as compared to the bulk TNeel = 308 K [119]
is a commonly observed behavior for AF thin films [120, 121, 122]. This reduction
can either be explained by the structural changes of the thin film or due to bound-
ary effects [114, 123, 124]. Generally, the boundary induces additional interactions
which modify the behavior of the surface magnetization. For NiO and MnO this
results in an increased ordering temperature at the surface [125, 126] and for EuTe
(111) a reduced magnetization was observed near the surface [127]. To analyze such
surface effects in our Cr2O3 film we performed a quantitative determination of the
surface moment density and compared this to the bulk moment of Cr3+.
To precisely determine the surface moment density, we prepared 1µm wide
stripes, which were uniformly polarized by magnetic field cooling (see Sec. 3.2.1),
and quantitatively measured the stray magnetic field, as depicted in Fig. 3.8 (a).
The stray field of the 1µm wide stripe can be modeled as the stray field of currents
at the edges of the stripe as described in Sec. 3.2.3. Fitting this model to the stray
field of 16 lines perpendicular to the stripes yields a distance of hNV = 89 ± 23 nm
and a moment density of σ = 2.8±1µBohr/nm2 (the details and the error estimation
are discussed in Appendix C). To the best of our knowledge, this represents the first
determination of surface moment density of Cr2O3 in ambient conditions.
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Figure 3.8: (a) Measured stray field map of the uniformly magnetized stripe.
(b) Linecut of the magnetic field across the stripe. Black dots corresponds to
the measurement and the blue line is the fitted field profile (see main text). The
fitting of 16 linecuts yields an NV-to-sample distance hNV = 89± 23 nm and a
moment density of σ = 2.8± 1µBohr/nm2.
To compare this surface moment density with the Cr3+ bulk moment of 0.9µBohr
4
(assuming Tcrit,bulk = 300 K for the measured thin film) at room temperature, we
need to consider the microscopic structure of Cr2O3. (0001) oriented Cr2O3 exhibits
a hexagonal, in-plane lattice with a unit cell of area Aunit cell = 0.21 nm
2 [129, 130,
131]. We assume the surface termination to be a cut between two oxygen layers
of the bulk lattice, as depicted in Fig. 3.1 (a) [129]. This termination results in an
occupation probability of one Cr3+ ion per unit cell, which together with our mea-
surement of σ = 2.8 ± 1µBohr/nm2 yield a magnetic moment of 0.6 ± 0.2µBohr per
surface Cr3+ ion. Interestingly, this surface moment is notably reduced from the bulk
value, which can originate from different phenomena. First of all, different physi-
cal surface structures have been reported in literature [115, 130, 129, 132]. These
structures have different lattice constants and occupation probabilities of the Cr3+
ions for the first four layers, which leads to changes in the surface moment density.
Secondly, interactions in the thin film can be modified by film parameters such as
strain. In combination with the additional interactions arising from the boundary,
this can allow spins at the surface to either change their thermal averages, change
their spin state, or flip [114]. Moreover, such modified interactions can also result in
a different temperature dependence of the surface moments, which can make a di-
rect comparison of the moments near the phase transition ambiguous [133]. Further
measurements, including structural analysis and low temperature measurements, are
required to connect the measured moment density with the surface structure. How-
4The bulk value of the moment per Cr3+ is determined from the temperature dependence of the
magnetization obtained in neutron measurements presented in Ref. [119], which we calibrate using
the low temperature value of 2.76µBohr from Ref. [128]. We assumed Tcrit = 300 K as the lower
bound for Tcrit and thus, the determined moment at room temperature forms a lower bound of the
bulk moments of the measured thin film.
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ever, our data provide evidence that the simplified model for the surface presented
in Fig. 3.1 cannot explain the measured surface moments. This indicates a possible
impact of the boundary on the moment density, which will also have an influence
on the thin film properties.
Note that in our analysis we assume oppositely magnetized layers of the same
spin-densities at the top and the bottom surface. However, due to the discussed
boundary effects, the two magnetized layers may have different densities, since one
surface is terminated by the sample substrate an the other by air or Pt. Recently, fer-
rimagnetic moments have been reported for Cr2O3 films, which arise from interface
defects during the growth process [104]. For the obtained NV-to-sample distance
the magnetic field is mainly defined by the top surface and only weakly influenced
by the backside of the AF film. Hence, a small asymmetry between the layers only
results in minor corrections to the moment density determined here. Furthermore,
we also assume the moment density of the AF stripe to be constant, although the
magnetization varies due to the local variations in Tcrit. At room temperature, how-
ever, we only expect small variations, which are included in the statistical error of
the measured moment density.
We also note that we fabricated the stripes from a Cr2O3 film, which was covered
by a 2 nm thick film of Pt. In our experiments we did not observe any changes
of the magnetic stray field measured on samples with and without Pt layer, and
therefore expect only minor corrections due to the Pt. Moreover, the stripes exhibit
a roughness of several nm, indicating that the Pt was potentially etched during the
fabrication process. However, the rough surface by itself might modify the surface
interactions, which may lead to changes in the moment density [123]. The moment
density extracted from the 2 dimensional stray field image measured directly on a
flat Cr2O3 film, yields σ = 3µBohr/nm
2 (see Sec. 3.3) and is in accordance with the
value determined using the stripe. We therefore conclude that neither the Pt cover
layer nor the surface roughness explains the observed reduced moment density.
3.6 Conclusion
In this chapter, we imaged the stray field of a 200 nm thick Cr2O3 film using scanning
NV magnetometry. We revealed the AF domain structure with an average domain
size of ∼ 200 nm. Furthermore, the performance of scanning NV magnetometry
allowed us to study the evolution of the domains during the AF-to-paramagnetic
phase transition. We observed the formation of domains in spatially separated re-
gions of the film, which suggest that the film exhibits spatially varying Tcrit. We
analyzed the correlation between reformed domain patterns before and after heating
to a temperature at the phase transition, which verified that the observed variations
in Tcrit describe the ’bulk’ reformation process. These variations in Tcrit are a critical
ingredient for the existence of multiple domains in the Cr2O3 film, which we imaged
here for the first time.
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Moreover, the quantitative nature of scanning NV magnetometry allowed us to
determine the surface moment density of σ = 2.8±1µBohr/nm2 at room temperature.
Interestingly, this measured moment density cannot be explained by modeling the
surface to be a cut through the bulk lattice and indicates additional interactions
originating from the boundary.
The presented measurements therefore provide a new route to probe AF proper-
ties, which are inaccessible to other techniques. The systematic analysis of surface
effects may allow to optimize AF thin film properties and the local variations in
critical temperature can potentially be exploited for local control of AF domains,
which may allow to develop highly efficient, highly dense memory devices.
To conclude, we want to highlight that a boundary magnetization can be found
at surfaces of all AFs, which break time and space inversion but are invariant under
subsequent application of time and space inversion. The resulting small stray field of
other materials which exhibit this symmetry, such as the mentioned NiO, MnO and
EuTe [125, 126, 127] or the currently investigated tetragonal CuMnAs [121, 108],
can potentially be measured using scanning NV magnetometry. Additionally, recent
experiments on bismuth ferrite have demonstrated that the small stray field ema-
nating from the canting of AF moments can be imaged using single NV center [134].
All these measurements establish scanning NV magnetometry as an exciting, new
sensing technique for studying the nanoscale properties of AFs, which paves the way
for the development of next generation memory and spintronic devices.
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Chapter 4
Nanoscale Microwave Imaging
In this chapter, we demonstrate our scanning NV magnetometer’s ability to mea-
sure and image microwave (MW) magnetic fields by quantitatively imaging the
magnetic field generated by a high frequency (GHz) MW current with nanoscale
spatial resolution. Together with a shot noise limited MW magnetic field sensitivity
of 800 nT/
√
Hz, our room temperature experiments establish scanning NV magne-
tometry as a versatile and high performance tool for MW imaging. Our system
furthermore offers polarization selectivity and broadband capabilities. The results
presented in this chapter are published in Ref. [17].
4.1 Motivation
Imaging and detecting MW fields constitutes a highly relevant element for engineer-
ing of future MW devices as well as for applications in atomic and solid state physics.
For instance cavity quantum electrodynamics experiments with atoms [135, 136] and
superconducting qubits [137, 138] or the coherent control of quantum magnets [139]
and quantum dots [140] are based on manipulating quantum systems with MW elec-
tric or magnetic fields. Precise control and knowledge of the spatial distribution of
the MW near field is thereby essential to achieve optimal device performance. Also,
magnetic systems are known to exhibit a large variety of collective magnetic exci-
tations, including spin waves [141] or excitations in frustrated magnets [142, 143].
Imaging such magnetic excitations on the nanoscale would be a crucial step towards
their fundamental understanding and the development of new spintronics devices,
such as magnonic waveguides [144] or domain wall racetrack memories [145]. As a
consequence, various techniques have been designed to image MW electric and mag-
netic fields, including scanning near field microscopy [146, 147, 148], micro-Brillouin
light scattering [149], superconducting quantum interference devices [150] and imag-
ing with atomic vapor cells [151, 152, 153] or ultracold atoms [154]. With only a few
exceptions [149], most of these techniques however lack a nanoscale spatial resolu-
tion or are restricted to operation in cryogenic or vacuum environments.
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Microwave magnetic field imaging using NV centers in diamond offers a promis-
ing alternative. Recently, magnetometry of MW magnetic fields has been demon-
strated using an NV spin in bulk diamond [155], with a resulting MW magnetic
field sensitivity of ∼ 1µT/√Hz. However, the bulk NV centers employed in [155]
severely restricted spatial resolution in imaging, and in particular do not allow for
nanoscale imaging of MW near fields, which remains an outstanding challenge for
NV-based MW imaging. In this chapter, we address this issue and demonstrate the
first nanoscale MW imaging using a scanning NV magnetometer [17]. Our proof-
of-concept imaging experiments were performed on a prototypical MW circuit - a
micron-scale MW stripline - and yield nanoscale resolution combined with shot noise
limited MW magnetic field sensitivity of 800 nT/
√
Hz.
4.2 Prototypical stripline for microwave excitation
The MW stripline structure depicted in Fig. 4.1 forms an ideal system for demon-
strating MW magnetic field imaging. The right angled edges of the stripline results
in a complex MW stray field, which we image to demonstrate the performance of
our scanning NV magnetometer. In contrast, the stray field of the straight wire of
the stripline can be described by an analytical function. Comparing the measured
magnetic field with the modeled stray field enables the determination of current
density and the NV-to-sample distance, which forms an important figure of merit
for scanning NV magnetometry and allows to determine the sensitivity for MW
currents.
The 2.5 µm wide MW stripline is patterned onto a Si substrate by electron beam
lithography and evaporation of 60 nm of Pd. The substrate is undoped Si with a
300 nm SiO2 toplayer. A MW source (Rhode&Schwarz SMB 100A) is used to drive
a MW current IMW, with a frequency in the GHz range, through the stripline.
MW stripline
2.5 μm
40 μm
IMW
x
y
Figure 4.1: False-colored SEM image of the stripline geometry used for MW
magnetic field imaging. An input current is applied to one end of the 2.5µm
wide Pd stripline (yellow) while the second end is grounded.
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4.2.1 Analytical model of the microwave stray field of a stripline
For describing the stray field of a MW current in the straight part of our stripline
geometry, we use an analytical expression for the generated magnetic field. Because
the stripline thickness t = 60 nm is much smaller than its width w = 2.5µm, the
stripline can be considered as an infinitely thin wire and because the skin depth of
palladium (δ = 3.5 µm at 2.825 GHz) is larger than the width (and in accordance
to the finite element simulation, see Sec. 4.2.2) we can assume a homogeneous MW
current density (except at the right angled bend of the MW conductor). We define
the stripline to be aligned along the y direction which results in a homogeneous
current density ~J = (0, J, 0). The problem can therefore be treated as a 2D problem
in the xz plane.
w
t
x
hNV
NV spin 
position 
(x,hNV+t/2)
 -w/2 +w/2
Diamond tipz
x
y
θ
φeNV z
Figure 4.2: Model for the MW stripline. The stripline is centered in a xy plane
and has thickness t and width w. The NV center is scanned at a distance hNV
above the surface across the stripline.
For calculating the magnetic field we use Poisson’s equation and determine the
y-component of the magnetic vector potential [94]
Ay(~r, J) =
µ0
4pi
∫
J (x′, z′) dV ′
|~r − ~r′| , (4.1)
where Ay is evaluated at the coordinates of the NV given by ~r = (x, hNV + t/2) and
~r′ = (x′, z′) is the integration variable.
Equation 4.1 can be evaluated analogously to an electrostatic potential with a
charge distribution ρ (x′, z′) [156]
Φ =
1
4pi0
∫
ρ (x′, z′) dV ′
|~r − ~r′|
= − 1
2pi0
∫∫
ρ
(
x′, z′
)
ln
(√
(x− x′)2 + (z − z′)2
r0
)
dx′dz′, (4.2)
67
4.2. Prototypical stripline for microwave excitation
where r0 is an integration constant. Consequently Eq. 4.1 becomes:
Ay(~r, J) = −µ0
2pi
∫∫
J
(
x′, z′
)
ln
(√
(x− x′)2 + (z − z′)2
r0
)
dx′dz′. (4.3)
Following the assumption of the infinitely thin wire, the integration on the right hand
side of Eq. 4.3 over z′ amounts to Jt. Using the integration boundaries depicted in
Fig. 4.2, the magnetic potential reduces to
Ay(~r, J) = −µ0Jt
2pi
∫ w/2
−w/2
ln
(√
(x− x′)2 + z2
)
dx′. (4.4)
The corresponding MW magnetic field is determined from
~B′MW(~r, J) = ~∇× ~A(~r, J) =
−∂zAy(~r, J)0
∂xAy(~r, J)
 . (4.5)
The MW magnetic field in the coordinate system of the NV center (see coordinate
system in the inset of Fig. 4.2) can be calculated by a rotation around the NV angle
θ and ϕ which yields
~BMW(~r, J, ϕ, θ) =
−∂zAy(~r, J) cosϕ cos θ − ∂xAy(~r, J) sin θ∂zAy(~r, J) sinϕ
−∂zAy(~r, J) cosϕ sin θ + ∂xAy(~r, J) cos θ
 . (4.6)
With Eq. 4.6, we can finally determine the polarization component σ− orthogonal
to the NV axis, which can be measured with the NV center (see Chap. 1)
B−MW(~r, J, ϕ, θ) = |Bx,MW(~r, J, ϕ, θ) + iBy,MW(~r, J, ϕ, θ)|
= | − ∂zAy(~r, J) cosϕ cos θ − ∂xAy(~r, J) sin θ + i∂zAy(~r, J) sinϕ|.
(4.7)
Since ~r = (x, hNV+t/2), the MW magnetic field strength depends on x, hNV, t, J, ϕ, θ.
With the thickness being t = 60 nm, we apply Eq. 4.7 to calculate the magnetic
field at a distance hNV from the sample across the stripline.
4.2.2 Numerical simulation of the microwave field
For simulating the magnetic field of the entire geometry, we compute the MW mag-
netic field using a finite element simulation (RF module, COMSOL Multiphysics).
We assume a 50 Ω Pd stripline as described above surrounded by air. A current
IMW = Ip sinωMWt is applied at the input of the stripline, while the other end is
grounded (Fig. 4.1). We use a frequency ωMW = 2.825 GHz and an excitation current
of Ip = 10 mA, which corresponds to a MW power of PMW = 7 dBm.
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Figure 4.3: (a) MW current density and (b) σ− polarization of MW magnetic
field obtained from finite element simulations with COMSOL Multiphysics. The
magnetic field is plotted for an NV orientation of θ = 49 ◦ and ϕ = 104 ◦, a MW
current density of J = 3.9 mA/µm2 and a distance hNV = 25 nm above the
sample. These values were determined from experiments (see Sec. 4.4).
We first compute the MW current density ~JMW (~r) at each position ~r for the
given frequency ωMW (Fig. 4.3 (a)). The MW current density is homogeneous in the
MW stripline, except at the bends of the conductor. It should be noted that the
skin effect can be neglected, as the skin depth of palladium (δ = 3.5 µm at 2.825
GHz) is larger than the width and thickness of the MW stripline.
The MW magnetic field ~BMW (~r) can then be calculated from the current density
and its σ− polarization orthogonal to the NV axis can be extracted, as depicted in
Fig. 4.3 (b).
4.3 Microwave magnetic field imaging
Our MW magnetic field detection is based on the ability of the MW field to drive
coherent Rabi oscillations between the ms = 0 and ms = ±1 spin-states of the NV
center, as introduced in Chap. 1. A MW field resonant with one transition therefore
leads to an oscillation of the population between the two involved spin states. The
oscillation frequency is then given by Ω±/2pi = γNVB±MW, where B
±
MW is the (right-)
left-handed circularly polarized component of the MW field in a plane perpendicular
to the NV axis. Measuring Ω± thus allows us to directly determine the amplitude
of the driving MW magnetic field in a circularly polarized basis.
In the following, we demonstrate imaging of the σ−-component of the MW mag-
netic field (ωMW/2pi = 2.825 GHz) generated by the stripline. To that end, we tune
the sensing frequency ω−/2pi = (Dgs−γNVBz) of the ms = 0→ ms = −1 transition
via a static magnetic field Bz and measure the MW magnetic field while scanning
the NV center across the stripline.
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Figure 4.4: (a) Rabi oscillations of the NV spin, driven by a circularly polar-
ized MW magnetic field B±MW at ωMW/2pi = 2.825 GHz (in a static magnetic
field of 1.6 mT). The black dots are experimental data and the blue solid line
corresponds to a fit (see Appendix B). The Rabi frequency extracted from the
fit enables the determination of the MW magnetic field BMW = ωMW/2piγNV =
88µT. (b) The magnetic field dependent signal for a fixed evolution time τ ∼ 3µs
(indicated by the gray dashed lines). By fixing τ for Iso-B MW imaging we can
map the magnetic field onto changes in fluorescence. In this case the oscil-
lations of the magnetic field correspond to the fringes in Fig. 4.5. Addition-
ally, the maximum slope of this signal allows us to determine the sensitivity of
η = 800 nT/
√
Hz (see Appendix B).
4.3.1 Microwave iso-B-imaging
For measuring the MW magnetic field profile of our stripline geometry, we first im-
age the equi-magnetic field lines of constant amplitude B−MW. For a fixed microwave
pulse length τ0, the accumulated phase (pulse area) in the Rabi oscillation and thus
the population difference between ms = 0 and ms = −1 depends on the local mi-
crowave magnetic field B−MW (Fig. 4.4 (b)). While scanning the NV spin at a distance
hNV over the stripline, we monitor variations of the microwave magnetic field via
changes in the NV fluorescence I (Fig. 4.5). Analogously to DC iso-B imaging, we
correct for fluorescence changes arising from potential near field effects [37, 82, 83]
by simultaneously recording the bare fluorescence rate I0 of the ms = 0 state and
generating the differential fluorescence.
Figure 4.5 (a) shows the differential fluorescence recorded in the xy plane in AFM
contact (corresponding to a constant distance of the NV spin above the stripline)
with τ0 = 300 ns. Each bright fringe corresponds to an integer multiple of 2pi of
accumulated phase of the NV Rabi oscillations. Consequently, the bright fringes
represent isofield lines of B−MW, which are spaced by 1/γNVτ0 = 120 µT. To avoid
ambiguities in assigning the correct value of B−MW to each measured field line, we
separately measuredB−MW for several reference lines, by placing the NV at certain po-
sitions and measuring the full Rabi oscillations. The references for B−MW = 360, 600
and 840 µT are highlighted in yellow, orange and red, respectively in Fig. 4.5 (a).
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Figure 4.5: Three dimensional iso-field image of a MW magnetic field (a) in
the xy plane, at a distance above the stripline and (b) in the zy plane. The
measurements were performed at a frequency ωMW/2pi = 2.825 GHz. The white
dashed lines outline the stripline, whereas the dashed black, red and yellow lines
highlight reference isofield lines for B−MW = 360, 600 and 840µT, respectively.
The MW magnetic change between adjacent fringes amount to ∆B−MW = 120 nT,
as set be the τ0 = 300 ns.
The versatility and stability of our microscope allows us to also image MW
magnetic fields in all three dimensions and in particular as a function of distance
to the sample. To that end, we release AFM force feedback and record the MW
magnetic field image by scanning the sample in a plane orthogonal to the MW
current (Fig. 4.5 (b)). In analogy to Fig. 4.5 (a), we attribute a MW magnetic field
amplitude to each isofield line as shown in Fig. 4.5 (b).
4.3.2 Full field imaging
While providing a fast and straightforward method for nanoscale imaging of MW
magnetic fields, our method for iso-field imaging suffers from limitations in regions
of high magnetic field gradients. This is particularly appreciable near the edges of
our stripline, where individual field lines are hard to distinguish and identification
of the measured isofield lines becomes intractable. In order to overcome this lim-
itation, we extended our imaging capabilities to directly determine B−MW at each
point throughout the scan (Fig. 4.6). For this, we measured NV Rabi oscillations
at each pixel in the scan range and determined B−MW by a sinusodial fit to each of
these traces (see Appendix B). Figure 4.6 (a) depicts the resulting image of B−MW
measured above the corner of the stripline imaged in Fig. 4.5 (a). The measured
MW magnetic field map is in excellent agreement with the distribution of the MW
magnetic field determined using finite element simulations (Fig. 4.6 (b)). For the
simulation of the MW magnetic field distribution we used the distance and orien-
tation of the NV spin determined from the analytical fit of the measured linecut
discussed in Sec. 4.4.
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Figure 4.6: Full, quantitative field mapping. (a) Measured 2D spatial distri-
bution of the MW magnetic field amplitude B−MW and (b) simulated spatial
distribution obtained by a finite element computation of a 50 Ω stripline.
4.4 Spatial resolution and current sensitivity
The determination of the NV-to-sample distance hNV is essential for various aspects
of NV-based sensing, as discussed in Chap. 2. First and foremost, hNV sets the
spatial resolution of scanning NV magnetometry. Moreover, the distance links the
MW current to the MW magnetic field seen by the NV spin and therefore sets the
sensitivity with which a MW current can be detected.
To determine the NV-to-sample distance we recorded linecuts of the MW mag-
netic field on the straight part of the stripline (far away from the corner), where the
current can be assumed to be constant. The stray field at these positions can be
described by the analytical function B−MW (hNV, J, ϕ, θ), with hNV, J, ϕ, θ as free pa-
rameters, as derived in Sec. 4.2. The resulting fits (blue lines in Fig. 4.7 (a) and (b))
are in excellent agreement with the experimental data and yield an NV orientation of
θ = 49±1 ◦ and ϕ = 104±2 ◦, a MW current density of J = 3.9±0.05 mA/µm2 and
a distance of hNV = 25±5 nm5 for Fig. 4.7 (a). For Fig. 4.7 (b) we extract an orienta-
tion of θ = 48±1 ◦ and ϕ = 11±1 ◦, a MW current density of J = 4.05±0.05 mA/µm2
and a distance of hNV = 64 ± 8 nm. In addition, we have numerically computed,
using a finite element simulation, the MW magnetic field amplitude and fitted this
field amplitude to the measurements (orange lines in Fig. 4.7 (a) and (b)). This fit-
ting yields θ = 47 ◦ and ϕ = 103 ◦, J = 3.9 mA/µm2 and hNV = 20 nm for Fig. 4.7 (a)
and θ = 47 ◦ and ϕ = 13 ◦, J = 3.9 mA/µm2 and hNV = 70 nm for Fig. 4.7 (b). This
values are almost identical to the analytical fit parameters, verifying the assumption
of an infinitesimal thin wire. Note that for the data sets presented in Fig. 4.7 (b),
we find d = 64 ± 5 nm, significantly larger than the value of hNV = 25 ± 5 nm
(Fig. 4.7 (a)). We attribute this discrepancy to contaminations on the diamond tip
that has accumulated throughout the course of our experiments. Removing these
5hNV is distance between the NV center and the top surface. For the determination half of the
thickness of the stripline is subtracted from the modeled distance to an infinitely thin stripline
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contaminants (see Chap. 2) or working with a fresh tip should restore hNV to its
original value.
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Figure 4.7: MW magnetic field B′−,MW (black dots) and topography (red solid
line) recorded during two different linescans at the bottom (a) and top (b)
of the stripline. The inset shows the stripline outlined in grey. The black
dotted line depicts the direction of the respective linescan. Black dots are the
experimental data obtained from Rabi fits and the error bars correspond to the
error of the Rabi fits. The blue lines correspond to the fit with the analytical
function B′−,MW (hNV, J, ϕ, θ) (see text). The extracted NV-to-sample distance
and current density are indicated in blue. The red lines are the fits with a
numerical simulation, which yield similar fitting parameters [17].
By imaging the MW magnetic field over a stripline using scanning NV magne-
tometry, we can estimate the MW current density in the stripline and determine
the orientation of the NV spin within 2 ◦. Furthermore, we can estimate the dis-
tance between the NV and the MW current with an accuracy of a few nanometers
(Fig. 4.7) [17]. This distance defines the resolution of scanning NV magnetometry,
which is ∼ 25 nm for the presented measurements. Moreover, hNV, together with
the magnetic field sensitivity of η = 800 nT/
√
Hz (see Appendix B), allows us to
determine the MW current sensitivity of our NV magnetometer of ∼ 300 nA/√Hz
for an infinitely thin, current-carrying wire.
4.5 Conclusion
In conclusion, we have established scanning NV magnetometry as a valuable resource
to sensitively detect and image MW magnetic fields on the nanoscale. Our results
indicate an imaging resolution of ∼ 25 nm together with a shot noise limited MW
magnetic field sensitivity of 800 nT/
√
Hz. This results in a sensitivity to the gener-
ating currents of a few nA/
√
Hz at frequencies ∼ 3 GHz. Extending the bandwidth
of detection to the range above 20 GHz can be achieved by placing our microscope
in a sufficiently strong magnetic field [52]. Detection at such high frequencies would
have a profound impact for applications in MW device characterization, as currently
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available field imaging techniques cannot operate in this frequency range [157]. It
should be noted that detection of microwave fields through Rabi oscillations has also
been implemented for 87Rb vapor cells [154, 151, 152, 153]. Such devices operate
with tens of µm spatial resolution over a mm to cm detection window [158] and
thus provide a complementary wide field imaging tool to our NV scanning magne-
tometers, which achieves nanoscale spatial resolution over a tens of µm detection
window.
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Summary and Outlook
Scanning NV magnetometry is an emerging sensing technology which allows to probe
magnetic fields on the nanoscale. In this thesis a highly sensitive scanning NV mag-
netometer was developed, characterized and its potential for probing magnetic fields
was demonstrated in two applications. The excellent performance of our magne-
tometer enabled the study of the small stray field of an antiferromagnet and the
imaging of microwave magnetic fields with unprecedented spatial resolution. Here,
we summarize the major results of this thesis and outline research areas, where the
sensing and imaging capabilities of NV magnetometry will allow to explore new
physics.
In this work we implemented a procedure to fabricate single-crystal, all-diamond
scanning probes with the NV center placed in close proximity (∼ 9 nm) to the apex
of the probe in order to achieve highest performance of our magnetometer. We
developed a highly efficient and robust method for integrating the scanning probes
into our setup, which allows us to image magnetic fields on the nanoscale [16].
We characterized the state-of-the-art performance of our scanning probe based NV
magnetometer, which yields excellent sensitivities of ηDC ∼ 750 nT/
√
Hz for DC and
ηAC ∼ 114 nT/
√
Hz for AC-magnetic fields combined with a resolution of 50±32 nm.
These characteristics illustrates the excellent imaging capabilities NV magnetometry
offers.
First, we used our sensitive scanning NV magnetometer to image the stray field
emanating from antiferromagnetic Cr2O3. Antiferromagnets (AFs) offer attractive
properties, which are currently under investigation and have the potential to improve
or even create new functionalities for spintronics and data storage devices [109, 108,
104]. However, it has proven difficult to analyze their magnetic structure due to
the absence of an overall magnetic moment. In this thesis, we demonstrated that
the small stray field, created by an asymmetry between the AF sub lattices at the
surface, can be measured using scanning NV magnetometry. By imaging the stray
field of a Cr2O3 film, we captured the underlying AF domain pattern. Furthermore,
the performance of our magnetometer allowed us to monitor its evolution through
the AF-to-paramagnetic phase transition. The presented measurements provide
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evidence of local variations in the critical temperature Tcrit, which we here imaged
for the first time. Moreover, the quantitative nature of NV magnetometry allowed
us to measure the surface moment density of Cr2O3 in ambient conditions. The
measured moment density is reduced from the projected bulk value, which indicates
a rearrangement of the spin at the surface. The presented experiments establish
scanning NV magnetometry as excellent, new technique for measuring the stray
field of AFs. This technique reveals the nanoscopic magnetic structure of materials,
which will allow for the development of new, efficient devices for data storage.
In a second application, we quantitatively imaged the magnetic field generated
by a high frequency (GHz) microwave (MW) current with a resolution of ∼ 25 nm.
These experiments demonstrate our scanning NV magnetometer’s ability to measure
and image MW magnetic fields with a unprecedented spatial resolution, which may
have a profound impact on MW device characterization. Moreover, this technique
can in the future be applied to study excitations in nanomagnetic systems, such as
spins waves, which in quantized description are referred to as magnons. Generally,
Spin waves are considered as promising, new data carriers for next generation com-
puting devices because of their nanometer wavelength, potentially high frequencies,
dissipation free transfer of information and the variety of different linear and non-
linear couplings in magnetic materials and interfaces [159]. In particular, spin waves
at GHz frequencies are currently being investigated due to potential telecommunica-
tion applications [159, 160]. Recent experiments have demonstrated that spin waves
at these frequencies can be addressed via the described MW detection [161] or using
non-resonant detection schemes [161, 162]. In these first experiments, stationary
bulk NV centers were employed, which restricts the achievable resolution. Thus,
spin wave imaging with nanoscale resolution still remains an outstanding challenge.
Combining these detection schemes with a scanning probe technique is therefore an
exciting development that will allow for real space imaging of nanoscale spin waves
with an unprecedented resolution. This will furthermore help to analyze and study
the interaction of spin waves, enabling the development of new types of computing
schemes [159].
These first applications already indicate the potential scanning NV magnetom-
etry offers. However, there are many other emerging research areas in which NV
magnetometry can act as a useful tool. For example, spin textures, such as domain
walls and skyrmions, have recently attracted a lot of attention as tools to store
information and due to possible applications in racetrack memories [145, 167, 168]
and data processing [169, 170]. To exploit the full potential of these systems for
next generation devices, understanding their dynamics is essential. Scanning NV
magnetometry was recently used to reveal the internal structure of domain walls
and skyrmions [23, 95] and study the dynamics of domain walls [171]. These first
experiments illustrate the potential of scanning NV magnetometry for analyzing
spin structures in ferromagnetic, ferrimagnetic or AF materials, which will help to
identify the most suitable systems and thereby pave the way towards new devices
for data storage and data processing.
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Figure 5.1: Potential future applications. (a) Scanning NV magnetometry of-
fers a high sensitivity at ∼GHz frequencies combined with a superior resolution,
that can be applied to study spin waves. Figure shows the concept of a heated
magnonic crystal. Reprinted by permission from Macmillan Publishers Ltd: Na-
ture Physics [160], copyright (2015). (b) The dynamics of spin textures can be
probed by measuring their stray fields, which will help to design next generation
of dense storage devices. Figure represents a skyrmion racetrack. Reprinted by
permission from Macmillan Publishers Ltd: Nature Nanotechnology [163], copy-
right (2015). (c) Interface interactions and interface states can be analyzed by
studying their magnetic signatures. Figure illustrates the ferromagnetic topo-
logical insulating state of Bi2Se3-EuS bilayer [164, 165]. Image taken from [164],
image credit: ORNL/Jill Hemman. (d) Sensitive stray field imaging allows to
detect charge transport. By mapping the trajectory of the charge carriers, local
transport properties can be probed. Figure illustrates edge states in topological
insulator. From [166]. Reprinted with permission from AAAS.
Interface magnetism is another emerging area for which NV magnetometry is an
attractive tool. Complex material interfaces can exhibit new types of interactions
that lead to different phenomena and can ultimately result in new, exotic states.
Examples include the recently observed high temperature ferromagnetic topological
insulator state (see Fig. 5.1, [165]), high temperature superconductivity [172] and an
exotic state, where superconductivity coexists with ferromagnetism [173]. Analyz-
ing the magnetic signatures of these new phases using scanning NV magnetometry
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provides new information that will help to control these new magnetic states by
understanding their interactions.
A further research area is the imaging of stray fields resulting from charge trans-
port. Exotic materials such as topological insulators or graphene are currently being
investigated because their charge carriers can be transmitted along edge states [166]
or snake trajectories [174]. The scattering properties along these trajectories are
distinct from the bulk, which can result in spin selective, dissipation-less transmis-
sion [166, 175, 176]. Nanoscale detection of the current therefore has a profound
impact on studying the scattering properties of these channels. Being able to exter-
nally control these trajectories [177, 178], promises new opportunities for efficient
communication technologies that can be analyzed by non-invasively measuring the
magnetic stray field using scanning NV magnetometry. Because most of these phe-
nomena occur only in cryogenic conditions, we have also developed a scanning NV
magnetometer, which can be operated in such environments, and proved its perfor-
mance by imaging the stray field from vortices in a superconductor [15]. Thus, such
cryogenic scanning NV magnetometry can in the future allow for local measurements
of charge (and spin) transport in these exotic materials.
All of these future applications are enabled by the excellent sensing capabilities
of scanning NV magnetometry. Sensing based on the NV center is quantitative,
minimally invasive and can be performed over a wide range of temperatures and
frequencies. Although the state-of-the-art performance already allows a variety of
different physical problems to be probed, the performance of scanning NV magne-
tometry still allows for improvements. The resolution is currently limited by poten-
tial contamination of the scanning probe or additional forces at ambient conditions.
Overcoming these limitations, as discussed in Chap. 2, will allow for imaging with a
resolution that is defined by the depth of the NV center in the diamond scanning
probe. New routes to improve the current depth of ∼ 9 nm by creating even more
shallow NV centers without deteriorating the NV centers sensing capabilities are
currently being investigated [93, 87, 25]. This may enable resolutions of ∼ 1 nm
to be reached. Additionally, improved scanning probe geometries for highly effi-
cient light extraction, that also optimize the sensitivity (see Chap. 2) are currently
being investigated. This will potentially allow for imaging with sensitivities below
1nT/
√
Hz, which will enable us to measure the magnetic moments of single electrons
and atoms, flux quanta and magnons and thereby study the discussed phenomena
on the quantum level.
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Appendix A
Weighting Function
The weighting function describes the strength of a signal at a given frequency and
thereby characterizes the sensitive frequency range of the different coherent detection
schemes presented in Chap. 1 [45, 179]. In this Appendix, we deduce the weighting
functions for the sensing schemes, which are plotted in Fig. 1.9.
A.1 Ramsey interferometry
The signal of a Ramsey measurement is given by the phase collected during the free
evolution time τ , which can be described by (see Chap. 1 and Appendix B)
φ = 2piγNV
∫ τ
0
B(t)dt. (A.1)
As Ramsey measurements are applied to study DC magnetic fields, the magnetic
field when starting the sequence is typically B(t = 0) 6= 0. Furthermore, we can
assume B(t) to be an even function as we are only interested in B(t) for t > 0. We
can therefore represent B(t) by the following Fourier series
B(t) =
∫ ∞
−∞
B(ω) cos(ωt)dω. (A.2)
The phase can thus be written as
φ = 2piγNV
∫ ∞
−∞
∫ τ
0
B(ω) cos(ωt)dtdω. (A.3)
We finally first integrate over the time which results in
φ =
∫ ∞
−∞
B(ω)
(
2piγNV
ω
sin(ωτ)
)
dω =
∫ ∞
−∞
B(ω)WRamsey(τ)dω, (A.4)
where we introduced the weighting function WRamsey(τ). This function describes
the sensitive frequency range of a Ramsey measurement with a particular evolution
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time τ . Because the signal of Ramsey interferometry is proportional to the phase
(assuming small magnetic fields, see Appendix B), the value of the weighting function
describes the weighted signal at a specific frequency. If normalized, as depicted in
Fig. 1.9, the function describes the percentage of the signal at a certain frequency in
comparison to the maximal obtained signal for a particular measurement technique
and can thereby also be related to the sensitivity at a certain frequency. Note that
the weighting function describes the response to a magnetic field, which has a certain
synchronization to the Ramsey measurement. We here chose a synchronization that
results in a description of the magnetic field by pure cosinus functions. For a different
synchronization the weighting function can analogously be deduced.
A.2 Spin Echo spectroscopy
The signal of a Spin Echo measurement is given by the phase
φ = 2piγNV
(∫ τ/2
0
B(t)dt+
∫ τ
τ/2
B(t)dt
)
. (A.5)
Similar to Ramsey measurements, we can describe the signal by a Fourier series,
which in a more general form can be described by
B(t) =
∫ ∞
−∞
B(ω) cos(ωt+ φ)dω. (A.6)
The representation (we can choose a certain phase as we are only interested in B(t)
for t > 0 and t < τ) corresponds to synchronization of the AC magnetic field to the
measurement sequence. For Spin Echo measurements, the signal is often considered
to be synchronized with a phase of φ = −pi/2 [45], which we also consider here and
which results in
φ = 2piγNV
(∫ τ/2
0
∫ ∞
−∞
B(ω) sin(ωt)dωdt−
∫ τ
τ/2
∫ ∞
−∞
B(ω) sin(ωt)dωdt
)
. (A.7)
By solving the time integral we finally obtain
φ =
∫ ∞
−∞
B(ω)
(
−2piγNV 4
ω
sin2(
ωτ
4
) cos(
ωτ
2
)
)
dω =
∫ ∞
−∞
B(ω)WSpin Echo(τ)dω,
(A.8)
where we define the weighting function WSpin Echo for Spin Echo spectroscopy. Note
that a different synchronization results in modifications of the resulting weighting
functions.
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A.3 Rabi oscillations
To deduce Rabi oscillations in Chap. 1 we used a spectral ansatz similar to the
Fourier series presented in the previous sections. Because the weighting function
defines the weighted signal obtained for a certain frequency, we have to consider the
impact of a detuning of our driving MW fields with the NV transition. Using the
Hamiltonian in Eq. 1.15, which is not in resonance (ω1 6= ω) with the transition, we
can deduce the two coupled differential equations
δc0
δt
= −i Ω
2
eiω1tc1 (A.9)
δc1
δt
= −iωc1 − i Ω
2
e−iω1tc0. (A.10)
Using the ansatz
C1 = c1e
iω1t (A.11)
we can rewrite the equations into the two coupled differential equations
δc0
δt
= −i Ω
2
C1 (A.12)
δC1
δt
= i∆C1 − i Ω
2
c0, (A.13)
where ∆ = (ω1 − ω) corresponds to the detuning of the MW field. The general
solution for these coupled differential equations is given by:
c0 = e
i∆t/2
[
a0(0) cos(
Ω˜
2
t)− i
Ω˜
[∆a0(0) + Ωa1(0)] sin(
Ω˜
2
t)
]
(A.14)
C1 = e
i∆t/2
[
a1(0) cos(
Ω˜
2
t) +
i
Ω˜
[∆a1(0) + Ωa0(0)] sin(
Ω˜
2
t)
]
, (A.15)
where we defined the generalized Rabi frequency Ω˜ =
√
Ω2 + ∆2 . The constants
a0(0) and a1(0) have to be defined from the boundary conditions. Assuming the
system to be initialized in its ground state (a1(0) = 0, a0(0) = 1) results in an
excited state probability given by
P1(t) = |C1|2 = |Ω
2
Ω˜2
sin(
Ω˜
2
t)|2 = 1
2
Ω2
Ω˜2
(
1− cos(Ω˜t)
)
. (A.16)
The measured fluorescence signal I during Rabi oscillations is proportional to this
excited state population. The maximal magnetic field signal can be defined as
S = ∂I/∂B|maxB (see Appendix B). Hence, the signal is proportional to
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S ∼ ∂P1(t)/∂B|maxB ≈
(
1
2
Ω2
Ω˜2
sin(Ω˜t)
∂Ω˜
∂B
t
)
B = WRabi(t)B, (A.17)
where we define the weighting function WRabi(t) which is given by
WRabi(t) =
1
2
(2piγNVB)
2
(2piγNVB)2 + (ω1 − ω)2 (A.18)(
sin(
√
(2piγNVB)2 + (ω1 − ω)2t) (2piγNV)
2Bt√
(2piγNVB)2 + (ω1 − ω)2
)
.
Equation A.18 shows that the filter function for Rabi measurements depends on the
driving MW field B. The first term describes the amplitude of the Rabi oscillations
for a given detuning while the second part describes the slope of the Rabi oscillations
for a given measurement time t. We here define a simplified weighting function
W˜Rabi(B) describing the maximal signal that can be measured at a certain frequency,
which is given by the amplitude of the Rabi oscillations:
W˜Rabi(B) =
1
2
(2piγNVB)
2
(2piγNVB)2 + (ω1 − ω)2 , (A.19)
which is a Lorentzian with a width given by the magnetic field strength B. A
strong MW magnetic field lead to broadening of the simplified weighting function
W˜Rabi(B). In the limit of small magnetic fields the Lorentzian function becomes a
delta-like line shape. In this case the inhomogeneously broadened line shape of the
NV center, which can be described by a Gaussian, whose width is limited by T ∗2 [44],
can be resolved. In Figure 1.9 we therefore illustrate the weighting function with
Gaussian profile with T ∗2 = 1µs.
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Sensitivity
The sensitivity defines the magnetic field that can be detected in a given measure-
ment time T
η = δB
√
T , (B.1)
where δB is the smallest magnetic field obtained for a SNR of 1. Assuming a
magnetic field-dependent signal S(B) with a noise N the minimal sensitivity can be
written as
η =
N
∂S/∂B|max
√
T . (B.2)
For a spin-based magnetometer the noise is fundamentally limited by quantum noise
associated with projecting the spin onto the fluorescence states. For the NV center
photon shot-noise dominates the noise and can be used to derive the sensitivity [45].
The signal on the other hand depends on the measurement applied. In this section,
the signal of the different sensing schemes will be discussed and the explicit formula
for their sensitivities will be deduced.
B.1 Electron spin resonance
In electron spin resonance (ESR) measurements the signal (in counts per second,
cps) can be described by the formula [44]
I(f) = I0
[
1− CESRF
(
f − fNV
∆f
)]
, (B.3)
where I0 is the average count rate of the NV, CESR is the ESR contrast and F is the
line shape profile. Under low driving conditions (weak optical pumping and weak
MW fields) the ESR of the NV center is described by a Gaussian. Under strong
driving conditions, a Lorentzian profile needs to be considered [44]. All profiles
depend on the MW driving frequency f , the NV-transition frequency fNV and the
linewidth ∆f (defined as the Full Width at Half Maximum (FWHM)). In Fig. B.1
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Figure B.1: ESR measurements. Data are plotted in black and a Gaussian fit
(see main text) is depicted in blue. The red line indicates the maximum signal
response at the optimal working point, which is used to deduce the sensitivity
of η = 4µT/
√
Hz (data taken from [16]).
we used a Gaussian fit to describe the ESR
I = I0
[
1− CESRe
(
− (f−fNV)
2
2σ2
)]
. (B.4)
The fit yields I0 = 205 kcps, CESR = 0.19, fNV = 2.821 GHz and σ = 4.96 MHz. Note
that the depicted ESR spectrum was measured under moderate driving conditions,
which can be approximated by the Gaussian profile for small detuning.
The maximum, magnetic field-dependent signal is illustrated by the red line in
Fig. B.1 and can be deduced from the maximum slope of the ESR spectrum as follows
S =
∂I
∂B
∣∣∣∣
max
B = γNV
∂I
∂f
∣∣∣∣
max
B = γNVI0CESR
B√
eσ
. (B.5)
Here, the frequency is given by f = γNVB, with γNV = 28 kHzµT
−1 being the NV
centers gyro magnetic ratio. Assuming a shot noise of N =
√
I0, we can deduce the
sensitivity using equation B.2
ηDC,ESR =
√
e
γNV
σ
CESR
√
I0
. (B.6)
Analogously to the Gaussian profile a sensitivity for a Lorentzian profile can be
calculated. We define the general sensitivity as
ηDC,ESR =
1
γNV
√
I
δI/δfMW
= PF
1
γNV
∆f
CESR
√
I
, (B.7)
where PF is a numerical parameter for the specific profile [44]. This parameter
is given by PG =
√
e/8 ln 2 ≈ 0.70 for a Gaussian and PL = 4/3
√
3 ≈ 0.77 for
a Lorentzian profile. The FWHM ∆f depends on the optical and MW excitation
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power employed to measure the ESR and is fundamentally limited by the dephasing
rate ∆f = Γ∗2 ∼ 1/T ∗2 [44]. The dephasing rate can alternatively be measured with
Ramsey measurements. For the depicted NV center in a scanning probe we obtain
a sensitivity of ηESR = 4µT/
√
Hz.
B.2 Ramsey interferometry
The Ramsey signal (in counts per shot), in the typical case of an NV center consisting
of a 14N atom, can be described by a beating of three different frequencies
I = Iavg
[
1 + Cpulsed exp
[
−
(
τ
T ∗2
)n]( 3∑
1
ai cos (ωiτ + φi)
)]
. (B.8)
Here, Iavg is the average count rate (Iavg = 1/2(I0 + I1)), where I0 and I1 are the
count rates from the ms = 0 and ms = 1 state respectively. Cpulsed is the contrast
for pulsed experiments and is defined as Cpulsed =
1
2
I0−I1
Iavg
. T ∗2 is the dephasing time
and n depends on the detail of the noise spectrum. In this Appendix we assume
a 1/f noise, which results in an n=2 [180]. The three oscillations stem from the
three hyperfine states induced by the 14N. Each frequency is given by the detuning
to one hyperfine state. The different amplitudes and phases arise from the different
detunings during the preparation of the superposition state [181]. We used Eq. B.8 to
fit the data yielding Iavg = 0.0116 counts per shot, Cpulsed = 0.097 and T
∗
2 = 3.6µs.
The three oscillations have an amplitude of a1 = −0.39, a2 = −0.34, a3 = −0.27,
a frequency ω1/2pi = 2.315 MHz, ω2/2pi = 4.480 MHz, ω3/2pi = 6.628 MHz, and a
phase φ1 = 0.813, φ2 = 1.586, φ3 = 2.23 respectively.
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Figure B.2: (a) Ramsey interferometry. Data are plotted in black and a fit (see
main text) is depicted in blue. (b) Signal under strong driving condition for a
fixed evolution time indicated by the gray dashed line. The red line indicates
the maximum signal response at the optimal working point, which is used to
deduce a sensitivity of η = 700 nT
√
Hz (data taken from [50]).
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The frequencies depend on the MW detuning, which can be interpreted as a
magnetic field with a frequency ωcentral = 2piγNVB∆ for the central frequency and
ω± = ωcentral ± 2pi∆N for the other frequencies. Here, ∆N is the hyperfine coupling
strength of 2.2 MHz [35].
To determine the sensitivity, we consider a Ramsey signal obtained under strong
driving conditions (strong MW pulses, where pi/2-MW pulse length << 1/4∆N ).
Under these conditions all oscillations have no phase and the same amplitude of
ai = 1/3 [181], which allows us to simplify equation B.8 to
I(B∆, τ) = Iavg
[
1− Cpulsed exp
[
−
(
τ
T ∗2
)n](2 cos (2pi∆Nτ) + 1
3
cos (2piγNVB∆τ)
)]
.
(B.9)
Setting the evolution time to a τ , where the envelope phase is Φ2 = 2pi∆Nτ ≈ N2pi
with N ∈ Z, results in a field-dependent signal as depicted in Fig B.2 (b) and can be
described by
I = Iavg
[
1− Cpulsed cos (2piγNVB∆τ) exp
[
−
(
τ
T ∗2
)n]]
. (B.10)
The signal can be approximated by
S =
∂I0
∂B
∣∣∣∣
max
B = IavgCpulsed (2piγNVB∆τ) exp
[
−
(
τ
T ∗2
)n]
, (B.11)
which is illustrated by the red line in Fig. B.2 (b) and corresponds to phase of Φ1 =
2piγNVB∆τ ≈ (1/2 +N)pi for N ∈ Z. From this signal combined with the shot noise
N =
√
Iavg we can deduces the smallest magnetic field δB∆|shot that can be resolved
with an SNR of 1 as
δB∆|shot = 1
2piγNV
√
IavgCpulsed
[
1
τ
exp
(
τ
T ∗2
)n]
. (B.12)
The measurement time for a single shot experiments can be approximated by the
evolution time τ . During a total measurement time of T , T/τ repetitions of a single
shot measurement can be performed. In this case, the fluorescence in Iavg (in counts
per shot) scales as IavgT/τ and we finally obtain the shot noise-limited sensitivity
ηRamsey = δB∆
√
T =
1
2piγNV
√
IavgCpulsed
[
1√
τ
exp
(
τ
T ∗2
)n]
. (B.13)
The optimal τ can be deduced from the last term in Eq. B.13. For n = 2, as assumed
in this Appendix, the optimal working point is τ = T ∗2 /2. Under these conditions,
the maximum achievable sensitivity is given by
ηRamsey =
√
2e
1
4
2piγNVCpulsed
√
Iavg
√
T ∗2
. (B.14)
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For the depicted measurement, we obtain a sensitivity of ηRamsey = 500 nT/
√
Hz,
which forms the maximum achievable DC sensitivity for the measured single NV
center. Note, that the depicted Ramsey signal was measured for an NV center
implanted 17 nm below the surface, which was not placed in a scanning probe. This
explains the smaller count rates and a possible longer dephasing time.
B.3 Spin Echo spectroscopy
The spin echo signal is described by the following formula [51]
I = Iavg
1− Cpulsed exp [−( τ
T2
)n]∑
j
exp
[
−
(
τ − jτrev
Tdec
)2]
cos (2piγNVBACτ)
 .
(B.15)
Iavg is the average count rate, Cpulsed is the contrast for pulsed experiments and
T2 is the decoherence time. The exponent n depends on details of the decoherence
process and is here set to n = 2 (see Sec. B.2). τrev indicates the revival period asso-
ciated with the Larmor precession of the 13C nuclear spins and Tdec is the correlation
time of the 13C nuclear spin bath [51]. For the depicted spin echo measurement, we
derive Iavg = 0.0365 counts per shot, Cpulsed = 0.199, T2 = 94µs, τrev = 19.8µs and
Tdec = 6.0µs. Note that 1/τrev = gnµnBDC, where BDC is the DC magnetic field
strength and gnµn = 1.071kHz/G is the gyro magnetic ratio of the
13C spins. Also
note that typically no AC magnetic field is applied (BAC = 0) and the last term can
be neglected for fitting.
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Figure B.3: (a) Spin echo spectroscopy: Data are plotted in black and a fit (see
main text) is depicted in blue. (b) Signal for a fixed evolution time and a varying
AC magnetic field strength at the frequency given by the evolution time. The
red line indicates the maximum signal response at the optimal working point,
which is used to deduce the sensitivity of η = 28 nT
√
Hz (data taken from [16]).
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In order to achieve the maximum sensitivity, the evolution time will be set to a
revival nearest to T2/2. The resulting magnetic field dependent signal is depicted in
Fig. B.3 (b) and can be described by:
I = Iavg
[
1− Cpulsed
e
1
4
cos
(
2piγNVBAC
T2
2
)]
. (B.16)
Analogously to the sensitivity for Ramsey experiments the maximum signal (de-
picted in red in Fig. 1.8 (b)) can be deduced and the sensitivity for ac magnetometry
can be described by
ηSpin Echo =
√
2e
1
4
2piγNVCpulsed
√
Iavg
√
T2
. (B.17)
For the depicted spin echo measurement of an NV center in a scanning probe,
we obtain a sensitivity to AC-magnetic fields of ηSpin Echo = 28nT/
√
Hz, describing
the NV centers ability to measure AC-magnetic fields.
B.4 Rabi oscillations
The Rabi signal (in counts per shot) is defined as:
I = Iavg
[
1− Cpulsed exp
[
−
(
τ
TRabi
)n]
cos (2piγNVBMWτ)
]
(B.18)
where Iavg is the average count rate, Cpulsed is the contrast for pulsed experiments,
TRabi is the decay time in Rabi experiments and n is value that depends on the detail
of the decoherence process and is set to 2. Note that some Rabi signals exhibits an
n ≈ 1, which can result from different noise and results in minor modifications of
the sensitvity (see Sec.B.2). The fit to data yields Iavg = 0.0434 counts per shot,
Cpulsed = 0.0359, TRabi = 5.2µs and BMW = 88µT. Also note that the decoherence
time TRabi depends on the driving conditions [42, 181]. Under low driving condi-
tions (γNVBMW << 1/TRabi ), TRabi is given by T
∗
2 , whereas under strong driving
conditions (γNVBMW >> 1/TRabi ), the decay TRabi is given by T1.
For the deduction of the sensitivity the formula introduced for Ramsey mea-
surements can be applied. The optimal sensitivity for an exponential decay with
n = 2 can be achieved for a MW pulse duration of TRabi/2. The signal is depicted
in Fig. B.4 (b) and results in a sensitivity
ηRabi =
√
2e
1
4
2piγNVCpulsed
√
Iavg
√
TRabi
. (B.19)
For the depicted Rabi measurement of an NV center in a scanning probe, we obtain a
sensitivity of ηRabi = 800 nT/
√
Hz describing the NV centers ability to measure AC-
magnetic fields in the GHz frequency range. Note that the contrast and coherence
time of this NV center are small, which results in a small sensitivity. Assuming the
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Figure B.4: (a) Rabi oscillations. Data are plotted in black and a fit (see
main text) is depicted in blue. (b) Signal for a fixed evolution time and a
varying MW magnetic field strength. The red line indicates the maximum signal
response at the optimal working point, which is used to deduce a sensitivity of
η = 800 nT
√
Hz (data taken from [17]).
optical properties of the NV center in Section B.3 increases the sensitivity by a factor
of 4, which, combined with a coherence time under strong MW driving of TRabi =
T1 ≈ 1 ms, would result in an excellent sensitivity of ηSpin Echo = 9 nT/
√
Hz. This
sensitivity represents the maximum achievable sensitivity for measuring magnetic
fields using Rabi oscillations.
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Appendix C
Antiferromagnetic Stripe
Fitting
In this appendix, we describe in detail the fitting routine applied to determine the
moment density of the Cr2O3 stripes and discuss the fitting uncertainties. The fitting
routine is adapted from the determination of the moment density of ferromagnetic
stripes presented in Ref. [81].
C.1 Description of the fitting model
The stray field of Cr2O3 can be described by its boundary magnetization. Conse-
quently, the stray field of tapered Cr2O3 stripes, which are uniformly magnetized
perpendicular to the surface, can be modeled as the stray field of stairs carrying
opposite currents. The strength of these currents is given by the moment density σ
(see Chap. 3). The magnetic field of each current B
(i)
NV can be calculated using the
Biot Savart law (see Chap. 3), such that the overall magnetic field of the stripe is
BNV(x, z) =
4nstairs∑
i=1
B
(i)
NV(x+ xi, z + zi). (C.1)
The coordinates xi, zi are calculated using the AF film thickness t, the number of
stairs nstairs and the taper angle αright and αleft for the right and left side of the
stripe.
Using scanning NV magnetometry, the magnetic field is evaluated at the position
of the NV center while the scanning probe is moved across the sample. Using atomic
force feedback, the NV center is locked to a constant distance dNV to the surface.
Thus, the magnetic field is measured along a trajectory
~r =
x0
z
 =
 x0
dNV + topo(x)
 , (C.2)
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Figure C.1: (a) Schematic of the AF stripe used for determining the moment
density. The NV center incorporated in the diamond tip is scanned along a
trajectory given by the topography, while the magnetic field is evaluated. The
NV center measures the magnetic field along its orientation ~eNV (θNV, ϕNV). (c)
Measured topography (red) and magnetic field (black circles). Fitting a model
for the magnetic field (blue) yields σ = 2.8±1µBohr/nm2 and hNV = 89±23 nm.
where topo(x) is the measured topography. The average value of 〈topo(x)〉stripe,
when the scanning probe is on top of the stripe, is set to 0 and it becomes negative
next to the stripe as illustrated in Fig. C.1. Note that we rescaled the coordinates
of the measured topography, in order to correct for a scanning direction which is
not orthogonal to the stripe (not along x in Fig. C.1) and possible wrong calibration
of the scanner. For rescaling, we used the width (w = 1µm) and the height (h =
250 nm) of the stripe as determined through calibrated atomic force measurements.
As the NV center is incorporated in the scanning probe, the real position of the
NV center can be shifted with respect to the measured topography. Hence, we
integrated such a displacement, δx. The final formula of the magnetic field along the
measured trajectory ~r(x) is a function BNV(σ, dNV, θNV, ϕNV, δx, w, h, t, αright, αleft),
which depends on the moment density σ, the NV-to-surface distance dNV, the NV
orientation given by θNV, ϕNV, the NV displacement δx and the parameters of the
stripe, which are the width w and height h of the stripe, the real thickness of the
AFM film t and the angles of the taper, αright and αleft.
For precise determination of the moment density, we characterized several pa-
rameters, whose value we then fixed before performing the least square fitting. First
of all, we performed calibrated atomic force measurements to determine t and ge-
ometrical parameters of the stripe (w, h, αright, αleft), as summarized in table C.2.
The taper angles, however, changed along the stripes (see Fig. 3.1) and we there-
fore determined these values using the least square fitting routine of the measured
magnetic field. An additional parameter that can also be predefined is the NV ori-
entation (θNV, ϕNV). An NV center is aligned along one of the 〈111〉 crystal axis
of the diamond. In previous measurements, we identified that our scanning probes
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have a (100) top surface and the edges are aligned along the (110) crystal orientation
(for the scanning probes used in this experiment). Hence, the possible NV align-
ments in our experiments are θNV = ±54,±(180 − 54) ◦ and ϕNV = 0,±90, 180 ◦.
As the y-component of our magnetic field of the stripes is 0 the magnetic field is
independent of the sign of ϕNV and θNV. Furthermore, because the measured stray
field on top of the stripe is symmetric, we can identify that the NV center must
be aligned along the stripe axis ϕNV = 90
◦ (or ϕNV = −90 ◦). Finally, we assume
θNV = 54
◦, which results in a positive current, corresponding to a magnetization
state of spin up at the top surface. Note that θNV = 180−54 ◦ and a negative current
would result in exactly the same magnetic field. Thus, for a definite determination
θNV would need to be characterized externally. The exact angles of the scanning
probes with respect to the sample can be altered by the alignment of the sample
and the scanning probes. We apply a stereo microscope for transferring the scan-
ning probes to our atomic force head, which allows for an alignment of the scanning
probes within a few degrees to the horizontal plane of the setup as characterized by
previous measurements (see Chap. 2). Moreover, we expect only minor contribution
from the alignment of sample and assumed an uncertainty of ±10 ◦.
C.2 Determination and fitting uncertainties
We fitted the described model to the stray field of 16 lines across the stripes in order
to average over possible variations in the moment density. This averaging allows for
a precise determination of the average moment density. The overall error cited in
Chap. 3.1 consists of a statistical error and a systematic error, which is described by
the uncertainty of the predefined parameter and the uncertainty of the fit.
We independently fitted each line and extracted the free fitting parameters that
best reproduce the measurement. Afterwards, we determined the statistical error
given by the standard error of each fit parameter, as summarized in table C.1.
Table C.1: Overview of the free fitting parameters. The moment density σ, the
NV-to-sample distance hNV, the displacement δx and the angles of the taper of
the stripes (αright, αleft) are determined using a least squares fitting algorithm.
The average value of each parameter over 16 linecuts as well as the statistical
and fitting error are summarized.
Parameter Average Fitting error Statistical error
〈Xi〉 Pi,fit (%) Pi,stat (%)
σ 2.76µBohr/nm
2 23.0 9.6
hNV 89.0 nm 22.6 6.7
δx 60.6 nm 65.8 12.5
αright 94.8
◦ 28.3 5.9
αleft 46.0
◦ 36.8 5.8
The fitting error given in table C.1 is the average value of least squares fit.
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Next, we consider the uncertainties of the fit parameters Pi,pj , which are induced
by the uncertainty of the predefined constants [23]. We set one of the characterized
values to x±j = (1 ± pj) 〈xj〉, while leaving all other parameters at their nominal
value, thereby allowing us to determine the mean of the fitting parameter 〈Xi〉x±j .
The error associated with the modified parameter is defined as
Pi,pj =
∣∣∣〈Xi〉x+j − 〈Xi〉x−j ∣∣∣
2 〈Xi〉〈xj〉
. (C.3)
All uncertainties of the constants and the resulting error are summarized in table C.2
and the overall error corresponding to the uncertainties of the constants is calculated
for σ and hNV.
Table C.2: Overview of the precharacterized constants. The geometrical param-
eters of the stripe w, h and the film thickness t were determined using calibrated
atomic force measurements. The NV orientation was determined from the crys-
tal orientation and the measured magnetic field (see main text). The errors of
the moment density Pσ,pj and the height PhNV,pj , induced from the uncertainty
of the predefined uncertainties are summarized.
Parameter Average Uncertainty Pσ,pj (%) PhNV,pj (%)
xj 〈xj〉
t 200 nm 20 nm 7.9 4.5
w 1µm 50 nm 8.0 5.3
h 250 nm 20 nm 1.4 3.1
θNV 54
◦ 10 ◦ 26.2 0.02
ϕNV 90
◦ 10 ◦ 5.13 7.1
Pi,const =
√∑
P 2i,pj 29.0 % 10.4 %
The overall uncertainty can finally be calculated by
Pi =
√
P 2i,stat + P
2
i,fit + P
2
i,const, (C.4)
which yields an error of Pσ = 38.2 % and PhNV = 25.7 %. Thus, with this procedure,
we can state the moment density as σ = 2.8 ± 1µBohr/nm2 and the NV-to-sample
distance as hNV = 89± 23 nm.
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List of Abbreviations
AC Alternating current
AF Antiferromagnet
AFM Atomic force microscope
C Carbon
CL Cathodoluminescence
CFM Confocal fluorescence microscopy
CW Continuous wave
DC Direct current
es Excited state
ESEEM Electron spin echo envelope modulation
ESR Electron spin resonance
FIB Focused ion beam
FWHM Full width at half maximum
gs Ground state
HSQ Hydrogen silsesquioxane
ICP-RIE Inductively coupled reactive ion etching
MRFM Magnetic resonance force microscope
MRI Magnetic resonance imaging
MW Microwave
N Nitrogen
NA Numerical aperture
ND Nanodiamonds
NMR Nuclear magnetic resonance
111
NV center Nitrogen vacancy center
ODMR Optically detected magnetic resonance
PEEM Photoemission electron microscopy
PSF Point spread function
RMS Root mean square
SEM Scanning electron microscopy
SHPM Scanning Hall probe microscopy
SQUID Superconducting quantum interference device
SNR Signal to noise ratio
TEM Tunneling electron microscopy
TF Tuning fork
TTL Transistor-transistor logic
UV Ultraviolet
XMCD X-ray magnetic circular dichroism
XMLD X-ray magnetic linear dichroism
ZFS Zero field splitting
ZPL Zero phonon line
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