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ABSTRACT
Magnetic micropulsations in the period range of 5 to 45 seconds have
been interpreted as a resonant amplification of waves in the ionosphere.
The wave involved is of the type which is not guided by the earth's mag-
netic field. A resonance can occur, because the wave energy is trapped
by the rapid increase with height of the Alfven wave velocity above the
F2 peak. Previous theoretical investigations of this resonance have been
limited to models for the ionosphere in which the properties could only
vary with height and not with horizontal position. This study considers
the effect of horizontal variations, by examining the solutions of two-
dimensional models.
Two such models are studied. The first simulates longitude independ-
ent propagation in a spherical earth-ionosphere. The horizontal variation
is introduced by the inclusion of a dipole magnetic field. Solutions were
studied separately for daytime and nighttime ionospheric conditions. Re-
sults show that the lowest frequency vertical mode of the one-dimensional
model is replaced by a series of resonant modes in the two-dimensional
model. Because of the dipole magnetic field, there are significant separa-
tions (up to 50 per cent) in the resonant frequencies of the lower order
modes in the series. Studies based on one-dimensional, layered models pre-
dict frequencies which are higher than those observed at mid-latitudes;
the use of two-dimensional models explains this discrepancy.
The second model is a cylindrical model. In this model the ionospheric
parameters, such as the electron density, vary with the angular coordinate.
Propagation is almost independent of the z coordinate and is representative
of latitude independent propagation. Results obtained with this model show
the continuous variation of the apparent period with local time, which is
in agreement with observations of actual micropulsations. Results from
this model show, in addition, that the energy from a subsolar source is
confined to the daytime hemisphere.
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Both two-dimensional models were solved by the use of finite differ-
ence methods. Relaxation techniques were found to be unsuitable for solv-
ing the set of linear difference equations, which arises in the numerical
solution of a time-harmonic wave problem. A convenient direct method for
solving such probl'ems was developed.
The effect of the neutral atmospheric layer below the ionosphere was
considered. The presence of this layer lowers the Q of the resonant peak
and greatly decreases the surface magnetic field component perpendicular
to the direction of propagation.
Thesis Supervisor: Theodore R. Madden
Title: Associate Professor of Geophysics
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CHAPTER I
INTROXDUCTORY MATERIAL
1.1 Introduction
Over the last decade many authors have made contributions to the
literature concerned with the measurements, characteristics and causal
mechanisms of the rapid variations in the earth's electromagnetic field.
Their interest stems from the light that the rapid variations may shed
on processes in the ionosphere and from the use of natural signals as a
tool for the exploration of the solid earth.
Rapid variations in the earth's electromagnetic field are known as
magnetic micropulsations. These are small amplitude fluctuations char-
acterized by periods of .2 sec to 10 mrain. This study will be concerned
with quasi-sinusoidal micropulsations which sometimes show a well de-
fined spectral peak and which have periods of 5 sec to 45 sec; these will
be denoted by Pc 2,3.
The present state of knowledge of Pc 2,3 behavior will be discussed
at length in the next section; here we list the known features which
should be explained by a mathematical model of the Pc 2,3 mechanism.
1) The activity level is higher during the day than at night
2) The dominant period is highly dependent on local time and
changes gradually
3) The daytime period is close to 20 sec, independent of latitude
4) Daytime Pc 2,3 extend over thousands of kIn
5) Nighttime periods are 5 sec to 10 sec.
Pc 2,3 oscillations are presumed by many authors to be characteristic
of a resonant amplification of modified magnetohydrodynamic waves in the
spherical shell cavity bounded below by the earth's surface and above by
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a steep increase of the Alfven velocity between 400 km and 3000 km alti-
tude. This cavity extends around the earth and may be thought of as ly-
ing between two concentric spherical shells. A cavity of this shape helps
to explain why people observe Pc 2,3 disturbances over large areas. The
magnetohydrodynamic wave which is involved in the resonance is the type
which propagates isotropically (the fast type) and not the type which is
guided by the magnetic field lines.
In this thesis mathematical models will be used to examine the manner
in which the cavity responds to an excitation. There are several reasons
to seek a thorough understanding of the cavity response. The first reason
is to aid in the determination of the mechanism or mechanisms which excite
micropulsations. A second incentive for investigating the cavity response
is that the wave propagation characteristics are controlled by the state
of the ionosphere; consequently the manner in which the signal changes
with time can add to our knowledge of the ionosphere. In particular, we
may obtain limits on the manner in which the electron density and the
ion-neutral collision frequency vary with position. A final reason for
the theoretical study of the cavity response is to acquire information
which will enable us to determine which measurements would be useful in
gaining further knowledge of the source and/or cavity. These measurements
might be made on the surface, or, perhaps, certain satellite based measure-
ments in the ionosphere might be important.
The previous mathematical models used to study the fast wave type were
one-dimensional, plane, layered models. These models do not allow the
media to vary in the horizontal direction. Results with these models
predict a fundamental vertical resonant mode with a series of vertical
overtones. The period of the fundamental mode predicted by a model for
daytime equatorial conditions is in agreement with the observed periods;
however, the layered model predictions for mid and high latitudes give
periods which are shorter than those observed. The layered models show
that the difference between the daytime and the nighttime period is a re-
sult of the diurnal variation of ion-density.
The purpose of this thesis is to show that when the mathematical
model conforms more closely to reality by allowing horizontal variations,
the model can predict several features of the observations which are not
predicted by layered models. The two models which are studied allow the
media to vary in one horizontal direction as well as the vertical direction.
The first model of the earth-ionosphere system is a spherical model
with no longitude dependence, and the earth's magnetic field is represented
by a dipole. Therefore the wave propagation constant varies with latitude,
as well as with height. Daytime and nighttime ionospheric conditions are
studied separately and give similar conclusions about the mode structure.
Each of the modes of the layered models becomes a sequence of modes in the
two-dimensional models. This study concentrates on the series of hori-
zontal modes which replace the fundamental modes of the layered models.
Due to the dipole field, the resonant frequency increases for successive
horizontal modes. For both day and night conditions the frequency of the
fifth horizontal mode is 47 per cent higher than the frequency of the first.
The period of the first mode is determined by the values of the propa-
gation constant at the equator and this period is in agreement with the
observed daytime period. A low latitude source will excite the first mode
to a much greater degree than it will excite other modes. An interpretation
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of daytime Pc 2,3 as an oscillation of the first mode will explain the ob-
served period and the independence of period with latitude.
The second model studied was a cylindrical model for the earth-
ionosphere system. The ionospheric parameters are continuous functions
of the angular coordinate and, as such, represent the change from daytime
to nighttime and vice versa. The propagation in this model is almost in-
dependent of the z coordinate which is taken along the earth's magnetic
dipole axis; therefore, this type of propagation is a model for latitude
independent propagation.
In the daytime and nighttime portions of the real cavity the observed
periods are different. Results with this second model show the observed
diurnal variation of period. The model results show a gradual change of
period with local time; this is in agreement with observations. When this
model was excited with sources in the daytime hemisphere the response was
confined to that hemisphere. If the real sources are more active in the
daytime side of the ionosphere, this model predicts, in agreement with the
observed diurnal level of activity, that the daytime level of micropulsa-
tion activity will be higher than the nighttime level.
Computational considerations imposed certain limitations on the models.
The models did not include the Hall conductivity, and the model geometries
were such that only the isotropic wave type, and not the guided wave type,
was excited. The effects of these limitations are considered. The magnetic
field of the waves in the models has no eastward component. Therefore,
no useful information can be obtained about the surface field polarization.
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1.2 Review of Observations
Main Observational Features of Pc 2,3
The characteristics of Pc 2,3 micropulsations, which in this author's
opinion have been established, are:
1) daytime periods of Pc 2,3 are generally between 16 sec and
24 sec
2) the daytime period is independent of latitude
3) daytime Pc 2,3 disturbances extend for thousands of km
4) the periods at night are 5 sec to 10 sec
5) the transition from daytime to nighttime periods is gradual
6) The level of activity is higher during the day than at night
Three Pc 2,3 characteristics, which reflect the cavity properties
but which have not been systematically reported, are:
1) the values of the Q's of the Pc 2,3 spectral peaks
2) the variation of amplitude with position
3) the relative phase of the oscillations at different stations.
The published observational data supporting these conclusions are
given below.
Micropulsation Notation
The Pc 2,3 is only one of a number of types of magnetic micropulsa-
tions. In this section we describe the method of classifying micropulsa-
tions which is presently in use (see Jacobs et al. (1964]). Micropulsa-
tions are divided into two major divisions: Pc and Pi.
The Pc are quasi-sinusoidal oscillations which repeat for many
cycles without great change in either amplitude or period. Pc are fur-
ther divided by period as shown in Table 1.2-1:
TABLE 1.2-1
Notation for Division of Pc
into Frequency Ranges
Period Range
Pc 1 .2 to 5 sec
Pc 2 5 to 10
Pc 3 10 to 45
Pc 4 45 to 150
Pc 5 150 to 600
Because Pc 2 and Pc 3 are believed to be the nighttime and daytime
manifestations of the same phenomena, the notation Pc 2,3 is being
used in this thesis to denote the whole range of periods covered by
Pc 2 and Pc 3. Saito (1964) introduced this notation.
The Pi notation is used for signals that are transient and irre-
gular in nature. The Pi have been divided into two period ranges:
Pi 1 having periods of 1-40 sec and Pi 2 having periods of 40-150 sec.
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Daytime Period
The earliest systematic study of the Pc 3 micropulsation was that
of Holmberg (1951). He designated the period of the signal as the
average time between maxima. Using data from approximately one hundred
disturbances, he formed histograms of occurrence frequency versus period.
The results showed that most daytime Pc 3 signals had periods between 17
and 26 sec.
Using records from widely separated areas of the earth, several
other authors since Holmberg have analyzed records in a similar manner.
Maple (1959) used records from Tucson, Arizona, and found Pc 3 activity
having periods from 15 to 25 sec. Bolshakova and ZUbin (1961) used data
from three Russian stations and found 20 sec to be the most commonly ob-
served period for Pc 3. Oshima (1960) found this also to be true in
Japan, while Campbell (1959) found 22 sec to be the most commonly ob-
served period for Pc 3 in California. Data given by Saito (1964) showed
that 85 per cent of the Pc 3 oscillations observed at Fredericksburg,
Virginia, had periods between 18 and 23 sec. The most ccmmon period was
20 sec. All the Pc 3 observed occurred during the daylight hours. From
a review of several authors' work Saito concluded that the daytime period
was nearly independent of time of year, phase of the solar cycle, and
latitude.
Duncan, (1961) using a sonograph to analyze records, found the most
likely noontime periods to be 23 sec at Adelaide and 19 seconds at
Townsville Australia. At Adelaide, 85 per cent of the periods lay
between 18 and 28 sec. At Townsville, 70 per cent of the periods lay
between 17 and 26 sec.
The number of period determinations made from visual inspection of
chart records is much greater than the number of power spectra which
have been computed. The available power spectra do, however, show pe-
riods generally consistent with the visual determinations.
Smith et al. (1961) show a spectral peak having an 18 sec period
for both the electric and magnetic field records taken at Austin, Texas.
Bostick and Smith (1962) find a spectral peak at 25 sec period, also
using Austin records. Davison (1964) computed power spectra for 55
daytime records from New Jersey and reports a daytime spectral peak
at approximately 26 sec periods; no information on the variability of
the period was given.
In October, 1962, a series of nine simultaneous daytime and post-
midnight electric field measurements was taken at Trinidad, Austin, and
Puerto Rico; spectral analyses and coherencies were computed for the
measurements. The results of the analyses are reported by Orange and
Bostick (1964), and also by Prince, Bostick, and Smith (1964). The
majority of the spectra had peaks between 20 sec to 35 sec. Coherency
computations between stations were available for three of the records
and showed high coherencies near the frequencies of these peaks.
Several of the spectra also showed a second peak at much lower power
levels for periods of less than 14 sec. For each recording interval,
Prince, Bostick, and Smith (1964) give a quantity they denote as "the
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apparent dominant period" of the Pc 2,3. Evidently, this quantity is
a visual determination of the period from the chart records. These
periods correlated very well with the periods of the spectral peaks.
The frequency analyses of the records from each station taken on
October 13, 1962, from 1030-1115 UT showed a spectral peak at .045 cps
(22 sec period). The coherency between the Austin (42oN latitude)
and Trinidad (200N latitude) records was .95 at frequencies near the
spectral peak. Trinidad is a low magnetic latitude station; there-
fore this work supports Saito's statement that the Pc 3 period is in-
dependent of latitude.
It has been observed by Saito (1960), Maple (1959), and Duncan
(1961), that the period of the daytime Pc 3 oscillations decreases dur-
ing magnetic storms. It is known (see Ratcliffe [1960]) that the ion
density in the F2 region often decreases during storms. This decrease
of ionization may be the cause of any decrease of periods which occurs
during storms.
Q of Spectral Peaks
Not enough power spectra are available to make any definite state-
ment about the Q of the Pc 3 spectral peak. The few available spectra
give values as follows.
The highest values of the Q for the Pc 3 peaks found by Orange and
Bostick (1965) were approximately 2; some of the peaks were of much
lower Q. Bostick and Smith (1962) found a Pc 3 peak with a Q
of 2. Smith et al., (1961) found a peak with a Q of 4. No nighttime
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spectra are available.
Extent of Disturbances
There is good evidence that daytime Pc 2,3 micropulsations extend
for large distances. Jacobs and Sinno (1960) found simultaneous ac-
tivity at stations in the western hemisphere from the Arctic to the
Antarctic. Madden (1965) recorded activity at Cambridge, Massachu-
setts, that was almost identical to the activity at La Jolla, California.
Santirocco and Parker (1963) described Pc 2,3 measured in Bermuda as
virtually identical with those measured in Rochester, New York. Kato
and Watanabe (1957) observed similarities in signals recorded in France
and in Madagascar. Prince, Bostick, and Smith (1964) report frequent
similarity between Pc activity at Austin, Texas and La Grande, Oregon.
Orange and Bostick (1965) found high coherencies at Pc 2,3 frequencies
among the signals recorded at Austin, Puerto Rico, and Trinidad.
Amplitude Dependence on Latitude
There has been some discussion of amplitude dependence on latitude
using simultaneous Pc 3 measurements. Jacobs and Sinno (1960) report
simultaneous Pc activity at several stations from Sitka to Little
America on May 7, 1958. The maximum amplitude was judged to be near
latitudes of 40° . Ellis (1961) used three Australian stations between
300 and 500 latitude and found Pc 3 amplitude increased moderately with
latitude.
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The evidence for daytime Pc 2,3 amplitude dependence on latitude
appears to be uncertain at present. Additional, controlled observations
will be necessary before any definitive statement can be made. No
studies have been made on nighttime amplitudes.
Nighttime Behavior
The nighttime behavior of micropulsations is considerably different
from that of the daytime behavior. The level of activity is much lower
and continuous pulsations are not common. Some observations of nighttime
Pc 2,3 have, however, been reported. Yanagihara (1960) observed Pc 2
(termed SPC in his work) having periods of 8 to 10 sec. Maple (1959)
notes Pc 2 type activity in the nighttime having periods around 8 sec.
Campbell (1959) gives 5 sec as the period of nighttime micropulsations.
Kato and Saito (1959) found the Pc 2,3 periods were 6 sec to 10 sec at
night.
The resonant properties of the cavity may be inferred from Pi 1 ac-
tivity, as well as from Pc 2 nighttime activity. Yanagihara (1960) ob-
served that oscillations of Pi 1 (termed SPT by Yanagihara) having periods
of 6 to 10 sec accompanied Pi 2. The Pi 1 periods were shown to be in-
dependent of the period of Pi 2. Troitskaya (1964) described a night-
time phenomenon, which she termed SIP, which appears to be the same
phenomenon as Yanagihara's SPT. This same type of disturbance is
designated as type B by Benioff (1960); he found it associated with
K index and auroral intensity.p
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Day to Night Transition
The transition of Pc 2,3 oscillations from the daytime Pc 3 periods
to nighttime Pc 2 periods was studied by Kato and Saito (1959). Figure
2.1-1 shows their plot of the diurnal variation of the Pc 2,3 period.
These authors also give a plot of the rapid pulsation accompanying 26
sudden storm commencements and 5 sudden impulses, and a plot of the
shortest period pulsations occurring during 4 magnetic storms. The 3
plots show similar diurnal behavior; the longest periods occur near
noon. For the first two phenomena the longest periods averaged
18 sec, while the nighttime periods were 7 to 10 sec. From 10 hrs to
16 hrs local time more than 90 per cent of the oscillations had periods
between 16 and 21 sec. The periods during the storms averaged one or
two seconds shorter. The changes from nighttime to daytime periods and
vice versa occurred gradually over a period of several hours.
This continuous change of period frnm dayto night has been studied
with the use of sonographs to monitor the oscillation periods for several
hours. A record taken and analyzed by Duncan (1961) showed continuous
activity on the 7th of September, 1960, lasting from 06 hrs local time to 18
hrs local time. The period was 14 sec at 06 hrs, rose to 20 sec at noon,
then remained constant until 18 hrs. Saito (1960) gives a sonagraph
analysis for 12 hrs local time, June 3, 1957, in which the maximum power
in the signal is at 20 sec period. In a sonagraph analysis made at 19
hrs that day, the power was centered around 15 sec periods. These re-
sults support the evidence for continuous period change found by Kato
and Saito.
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Figure 1.2-1
Diurnal Variation of Pc 2,3 Period
Taken from Kato and Saito (1959)
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Ness et al. (1962) made a study of the diurnal variation of the pe-
riod of micropulsations in the Pc 2 and Pc 3 frequency ranges. The de-
pendence of period on local time which is shown in their results is dif-
ferent from that found by other investigators.
Diurnal Variation of Occurrence Frequency and Activity
Pc 3 are a very common feature of daytime records. Holmberg (1951)
found that both the occurrence frequency and average amplitude of Pc 2,3
was higher during the day than at night. Saito's (1964) data shows that
the Onagawa observatory observes Pc 2,3 more than 60 per cent of the ob-
serving time during the summer months at hours around noon. Yanagihara's
(1960) data shows that 90 per cent of the Pc 3 recorded at Memambetsu oc-
cur between 6 hrs and 18 hrs local time. At both Onagawa and Memambetsu,
Pc 2,3 is seen less than 10 per cent of recording time during the hours
around midnight.
Several authors have given rather involved quantitative definitions
for the quantity activity. The meaning of activity as they define it is
roughly the integral of the signal amplitude divided by the total record-
ing. Yanagihara (1960) shows that the highest activity levels occur from
9 hrs to 12 hrs local time and that the highest daytime level is 5 or 6
times the nighttime level. Saito (1964) shows negligible activity at
Fredericksburg, Virginia, during the nighttime.
1.3 Previous Theories of Pc Type Magnetic Micropulsations
This section gives a brief review of the previous attempts to ex-
plain micropulsations. All of the theories assume that micropulsations
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are the consequence of resonant trapping of magnetohydrodynamic wave
energy in the ionosphere (many authors use the term exosphere for the
outer portion of the ionosphere where hydrogen ions predominate).
Holmberg (1951) considered several possibilities for systems which
might resonate at periods near 20 sec. He studied several electro-
magnetic systems in the unionized air layer below the ionosphere, and
concluded the resonant periods of these systems would be too short.
He also considered vertically traveling magnetohydrodynamic waves,
which might be trapped in one of the ionospheric layers. In this analysis
the value for the Alfven velocity was calculated using the neutral at-
mospheric density, rather than the ion mass density. This procedure
led to periods many times greater than 20 seconds.
Dungey (1954) showed that in the outer ionosphere, where particle
collisions could be neglected, the behavior of magnetohydrodynamic waves
can be determined by solving a pair of coupled partial differential
equations. It was shown that if the solutions were symmetric about
the magnetic polar axis, i.e., longitude independent, the equations
were uncoupled. One equation governs the propagation of a mode having
only an eastward component of the electric field. This mode is often
referred to as the poloidal mode. Dungey used travel time arguments to
suggest that poloidal resonances of the whole exosphere would have a
fundamental period of an hour. Kato and Watanabe (1958) came to similar
conclusions about the poloidal mode period. The second equation governed
the propagation of a mode having only an eastward component of the per-
turbing magnetic field and of the particle motion. This mode, called
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the toroidal mode, is guided by the magnetic field lines. Estimates
were made of the periods of the toroidal mode as a function of lati-
tude. Dungey's toroidal modes are still used to explain high lati-
tude oscillations with several minute periods. Westphal (1961) has
made further computations of the toroidal mode periods.
Maple (1959) suggested that hydrodynamic waves trapped in the E or
F layer might cause the Pc oscillations, but he failed to give an quanti-
tative argument about the periods.
Dessler (1958) pointed out that hydromagnetic waves would
have a large phase velocity at a few thousand km height. The velocity
increases because the charged particle mass density decreases from its
value in the F2 region due both to the decrease in number density and
the transition from Oxygen to Hydrogen as the predominant ion. At
greater heights the decrease in the dipole magnetic field becomes im-
portant and the velocity again decreases. Several authors, apparently
beginning with Yanagihara (1960), have considered, qualitatively, the
resonances which might be caused by energy trapped below the high phase
velocity region.
MacDonald (1961) calculated the longest resonant period of magneti-
cally guided collisionless waves as twice the travel time along a line
of force. Two cases were considered. In the first case, energy trapped
on the whole length of a line of force of the earth's dipole field was
considered. The resonant periods found were highly latitude dependent.
The periods of the fundamental mode varied from 14.2 sec at 300 latitude
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to 184.6 sec at 600 latitude. In the second case, energy trapped between
the F2 region and the high Alfven velocity region was considered. In
this case the periods varied from 10.8 seconds at 350 latitude to 6.7
sec at 600 latitude. Jacobs and Watanabe (1962) used matrix methods to
find the resonant amplifications, caused by trapping below the high
velocity region, of incoming plane waves. The calculations were made
for guided Alfven waves traveling parallel to a vertical magnetic field.
The magnetic field value was the polar region value. The longest period
found, that for the low Alfven velocity model, was 8.5 seconds.
A group at the University of Texas performed a series of theoretical
investigations into the resonant amplification of plane waves impinging
from the outer exosphere. Their model studied the fast (extraordinary
mode) wave type. Little coupling with the guided type (ordinary mode)
was noted. In these papers the magnetic field and ionospheric parameter
were independent of horizontal position, allowing plane wave solutions.
The ionospheric models were represented by homogeneous layers and matrix
methods were used to obtain the response on the ground. In the first of
these papers, Prince and Bostick (1964) studied several ionospheric
models with vertically propagating waves for an equatorial magnetic
field. Their results showed that the longest resonance period for a
reasonable daytime model would be near 20 seconds.
Prince, Bostick, and Smith (1964) showed that a wave propagating
with a moderate north-south wave number through an equatorial magnetic
field model had the same resonant frequency as had been found for vertical
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propagation. When the magnetic field represented the stronger field at
middle latitudes, however, the resonant frequency increased to about
.085 cps. (period = 12 sec).
To investigate the height at which reflection of energy occurs at
the top of the cavity, Prince, Bostick, and Smith (1964) carried out
computations with the model terminated at 1000 km height. The termi-
nation was a uniform half space; no energy could, of course, be reflected
above 1000 kmn in this model. Results obtained from the use of this model
showed the same resonant frequencies as results obtained from models in
which the layering extended to 2000 km. This indicated that the effective
top is below 1000 km, and the energy reflection is probably associated
with the rapid decrease of ion mass associated with the transition from
Oxygen to Hydrogen ions.
Li, Prince, and Bostick (1964) considered nonvertical propagation
in the north-south vertical plane for magnetic fields corresponding to
380 and 900 magnetic latitudes. Several angles of incidence were con-
sidered. The results demonstrated that the angle of incidence is not
important and that the magnetic field strength determines the resonant
frequency for a given ionospheric model.
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1.4 Method of Investigation and Thesis Outline
Method of Investigation
The response of the cavity to harmonic sources is to be examined.
Ideally, to carry this out we would obtain an analytic solution to the
equations which govern electromagnetic propagation in the cavity. The
cavity is, however, a three-dimensional region in which the properties
change greatly. Because of these complications, the possibility of an
analytic solution seems remote. Use of a layered model, such as the
one used by Thompson (1963), would not allow horizontal variation of
the propagation properties and so would not greatly add to the plane
wave results. The well known WKB method is not applicable, because of
the great changes of the media over a wave length.
The solution can, however, be approached by approximating the
relevant partial differential equations by finite difference equations.
The finite difference equations are a set of linear equations whose
solution gives an approximation to the solution of the original problem.
The use of finite difference equations is very closely related to the
impedance concept used by Madden and Thompson (1964).
To gain suitable accuracy in the three-dimensional region, the number
of linear equations must be on the order of thousands. The amount of com-
putation required to obtain a solution would, therefore, be very large.
To avoid the extremely lengthy computations involved in solving a three-
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dimensional model, the horizontal variations which occur with latitude
and longitude were studied separately through the use of a pair of
two-dimensional models. The two models which were studied have the
common computational advantage that the fast and guided modes are un-
coupled and, therefore, the solution of the models requires the solution
of a scalar, and not a vector, two-dimensional partial differential
equation.
Description of Chapter II
Before describing the two models which are studied in chapters III
and IV, we will describe the contents of chapter II. This chapter deals
with topics related to the properties of Pc 2,3 frequency waves in the
ionosphere, including the question of coupling between the wave types.
In the first section we present the models for the ionospheric
parameters which are used in the chapters III and IV computations. In
the next section the propagation characteristics of Pc 2,3 frequency
plane waves, at different altitudes in the ionosphere, are reviewed.
Because of the geometry of the models in chapters III and IV, no
coupling occurs between the fast and guided wave types. In the third
section of chapter II the importance of coupling in the more general
case is considered.
Finally, in the last section we discuss the effect of the Hall con-
ductivity and consider what error is introduced because the Hall con-
ductivity is not included in the chapter III and IV models.
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Description of Chapter III Model
The model in chapter III is used to study the effect of the variation,
with latitude, of the wave propagation constant. This latitude variation
reflects the fact that the earth's magnetic field strength varies with
latitude. The investigation is carried out with a spherical model with
no latitude dependence. Solutions for daytime and nighttime ionospheric
conditions are examined separately.
Description of Chapter IV Model
The model studied in chapter IV is a cylindrical model. In this
model the ionospheric parameters show continuous variation from daytime
to nighttime conditions. This model was chosen to examine the existence
of different daytime and nighttime resonant frequencies in a single cavity
and to show that a daytime source will not excite Pc 2,3 in the nighttime
hemisphere.
In appendix I it is shown that the component of the surface magnetic
field, perpendicular to the direction of propagation, is almost completely
destroyed by the unionized air layer below the ionosphere. Because of
this, a small modification was made to the chapter IV model.
Numerical Solution of Models
The description of the finite difference grids which were used to
solve the models of chapters III and IV are given in appendixes II and
III, respectively. Several aspects of the numerical work involved in
solving the difference equations were applicable to both models. Each
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of these aspects was put in a separate appendix:
In appendix IV we give the algorithm developed to solve the set of
linear equations which arises from the finite difference
method.
In appendix V we show that these linear equations cannot be solved
with a relaxation method.
In appendix VI we analyze the error due to the grid spacing used in
the finite difference method.
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CHAPTER II
CHARACTERISTICS OF ELECROMAGNETIC WAVES AT Pc 2,3 FREQUENCIES
2.1 Models for Ionospheric Parameters
Purpose of Ionospheric Models
In this section we will present the models for the ionospheric para-
meters which will be used in the computations of chapters III and IV.
The models are given at this point so that the parameter values will be
available in the next section in which ionospheric wave propagation will
be discussed.
The majority of the computations will be carried out using the para-
meter values of a basic daytime model and a basic nighttime model. Since
the major emphasis in this thesis is on the investigation of the effect
of horizontal variations rather than the study of Pc 2,3 under widely vary-
ing ionospheric conditions, the values in the basic models have been se-
lected to represent intermediate daytime and nighttime conditions. These
models will be discussed below. Three modified versions of the basic day-
time model will also be discussed below.
Basic Daytime Model
In Table 2.1-1 the values of the ionospheric parameters for the basic
daytime model are given. This model will at times be referred to simply as
the daytime model.
The daytime model values of N for the F region approximately follow
e
values given by Sagalyn et al. (1963). Below the F region the values are
similar to a profile given by Friedman (1964). The quantity Nm F2, the
maximum value of N in the ionosphere, is a meaningful quantity to use in
e
discussing the variation of the electron density profiles. The value of
Nm F2 in the daytime model is 2.1 x 106 electrons/cc. Other daytime pro-
files show that the range of Nm F2 is from 1. x 106 electrons/cc (see 2
TABLE 2.1-1
Daytime Model for Ionospheric Parameters and Modifications
Basic Daytime Model
Radius Height Ne
cc-1
Average
Molecular
Weight
Yi
sec- 1
1 6380.0 0. .COCOE 00 C. .OCOE 00 .000E 00
2 6480.0 100.0 .8000E 05 27.5 .6COE 05 .100E 04
3 6510.0 130.0 .1200E 06 26.5 .400E 04 .600E 02
4 6540.0 160.0 .1500E 06 23.0 .150E 04 .120E 02
5 6580.0 200.0 .3500E 06 20.5 .800E 03 .20CE 01
6 6620.0 240.0 .8000E 06 19.0 .500E 03 .800E 00
7 6660.0 280.0 .1500E 07 18.0 .600E 03 .350E 00
8 6700.0 320.0 .2100E 07 17.0 .800E 03 .160E 00
9 6750.0 370.0 .1750E 07 16.8 .800E 03 .60CE-01
10 6830.0 450.0 .1100E 07 16.5 .5COE 03 .250E-01
11 6960.0 580.0 .4000E 06 16.0 .200E 03 .000ooE 00
12 7080.0 700.0 .1500E 06 15.C .LOOE 03 .O00E 00
13 7230.0 850.0 .56C0E 05 13.5 .700E 02 .000E 00
14 7380.0 1000.0 .3500E 05 9.0 .5COE 02 .COOE 00
15 7580.0 1200.0 .2350E 05 2.2 .200E 02 .000E 00
16 7880.0 1500.0 .1500E 05 1.5 .100E 02 .O00E 00
17 8380.0 2000.0 .82COE 04 1.0 .700E 01 .O00E 00
18 9880.0 3500.0 .30COE 04 1.0 .500E 01 .COOE 00
19 11380.0 5000.0 .1900E 04 1.0 .300E 01 .COOE 00
20 12380.0 6000.0 .1500E 04 1.0 .200E 01 .000E 00
MCFD
Model
-1
sec
3000.
60.
12.
4.
2.
.7
.3
.11
.025
MEPD1
Model
N x 10
e
cc-
1
.04
.06
.075
.175
.32
1.20
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Martyn [1959]) to 3. x 106 electrons/cc (see Nisbet and Bowhill [1960] and
Millman et al. [1964]). This range indicates our profile is an inter-
mediate electron density profile.
The ion-neutral collision frequencies, vi, which are given in Tables
2.1-1 and 2.1-2, were calculated from the expression
v =2.6 x 10 N /M/2 2.1.1
Where N is the number of neutral particles per meter 3 and Mi is the
n i
ion molecular weight. Expression 2.1.1 was given by Chapman (1956).
The values of Nn used in calculating the daytime model values of vi
were taken from Nicolet's (1961) model atmosphere number 7. Jachia
(1962) found that model 7 gives the proper neutral density profile at
the subsolar points when the level of solar radiation is low. For higher
levels of solar radiation N will have greater values at altitudes aboven
200 km. Since vi is proportional to N n, the daytime model values of v i
are probably below average values for subsolar conditions.
The values of vi which follow from model 7 were used in the daytime
model, because when computations were made using higher values the spectral
peaks were relatively flat and the resonant frequency was hard to judge
precisely. The effect of varying the values of v i was assessed by com-
paring spectra, computed for the modified models presented below with
the daytime model spectra. When higher values of v i are used the re-
sonant frequencies are not affected, but the Q's are lowered.
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Nighttime Model
In Table 2.1-1 the values of the ionospheric parameters for the
nighttime model are given. The nighttime profile of N is similar toe
the Johnson (1961) profile for sunspot maximum conditions. Johnson
gives his profile as an example of an extremely high nighttime electron
density profile. In this profile Nm F2 has a value of 4. x 10 5
electrons/cc. Nisbet and Bowhill (1960), however, found values of 6.5 x 10l
electrons/cc and 8. x 10 electrons/cc in measurements made near mid-
night during May, 1959. Therefore, Johnson's profile is not an ex-
treme profile and a profile similar to his is a suitable intermediate
value profile to use in the present investigation.
The values of vi for the nighttime model were calculated using ex-
pression 2.1.1. The values of Nn were taken from Nicolet's (1961) at-
mospheric model number 5. Jachia (1962) found that this model fits
nighttime conditions at intermediate levels of solar radiation.
Modified Daytime Models
Three modified versions of the basic daytime model for the ionosphere
were studied in chapter III.
The first modified model is used to assess the effect on the re-
sonant frequency which results from a change in the values of vi. This
model will be referred to as the MCFD (modified collision frequency day-
time) model. The model is identical with the basic model with the ex-
ception that the values of vi in the MCFD model are higher between 200
km and 370 k. The modified values of vi in the model are given in the
TABLE 2.1-2
Nighttime Model for Ionospheric Parameters
Radius Height Ne Average Ye 7i
Molecular
km km cc- Weight sec-1 sec-
1 6380.0 0. .000OE 00 0. .000E 00 .O00E 00
2 6480.0 100.0 .1200E 04 27.0 .460E 05 .300E 04
3 6510.0 130.0 .2200E 04 25.5 .300E 04 .140E 03
4 6540.0 160.0 .2500E 04 24.0 .400E 03 .230E 02
5 6580.0 200.0 .3000E 04 21.0 .200E 03 .560E 01
6 6620.0 240.0 .5300L 04 17.5 .100E 03 .220E 01
7 6660.0 280.0 .1600E 06 17.0 .200E 03 .920E 00 £
8 6700.0 320.0 .3400F 06 16.9 .300E 03 .440E 00
9 6750.0 370.0 .4000E 06 16.7 .300E 03 .170E 00
10 6830.0 450.0 .3400E 06 16.4 .200E 03 .400E-01
11 6960.0 580.0 .1800E 06 15.2 .150E 03 1.000E-02
12 7080.0 700.0 .7600E 05 13.5 .100E 03 .000E 00
13 7230.0 850.0 .3100E 05 9.5 .700E 02 .000E 00
14 7380.0 1000.0 .2100E 05 3.8 .500E 02 .O00E 00
15 7580.0 1200.0 .1600E 05 1.9 .200E 02 .000E 00
16 7880.0 1500.0 .1000E 05 1.3 .1OOE 02 .000E 00
17 8380.0 2000.0 .6200E 04 1.0 .700E 01 .000E 00
18 9880.0 3500.0 .2700E 04 1.0 .5COE 01 .000E 00
19 11380.) 5000.0 .1700E 04 1.0 .300E 01 .000E 00
20 12380.0 6000.0 .1400E 04 1.0 .200E 01 .O00OE 00
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next to the last column of Table 2.1-1.
In the second modified model the only change from the daytime model
is that the electron number density is lower below 280 km. The values
of N below 280 km in this model are given in the last column of Table
e
2.1-1. This model will be referred to as the MEPD1 (modified electron
profile daytime 1) model and is used to show the effect of lower values
of conductivity in the lower ionosphere.
The third modified model was used to investigate the effect of a
localized perturbation of the electron density upon the resonant fre-
quency. The model is identical to the basic daytime model with the ex-
ception that the electron density varies with latitude at altitudes be-
tween 240 km and 1000 km. The values of N at the co-latitudes 70 ,e
64o, and 570 are given in Table 2.1-3. At co-latitudes outside this
range the values of N in this model have the same values as in the
e
basic daytime model.
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TABLE 2.1-3
Modified Values of N for MEDP2 Model
e
N in units
e
8=
N
e
Basic Model
.8
1.5
2.1
1.75
1.1
.4
.056
.035
of 106 electrons/cc
co-latitude
N N
e e
e = 700 G = 64
.844
1.59
2.31
2.05
1.32
.463
.o0605
.0364
.865
1.68
2.52
2.32
1.54
.495
.0650
.0378
2.2 Review of Ionospheric Wave Propagation
In this section we will review briefly the propagation character-
istics of small amplitude electromagnetic waves propagation at differ-
ent altitudes in the ionosphere. These waves have been studied by
many authors (see for example Fejer [1960], Thompson [1963], or Bostick
[1964]). It is well established that the following simplifications may
be made when treating electromagnetic propagation above 100 km.
Height
in km
240
280
320
370
450
580
700
1000
N
e
S= 570
.850
1.64
2.42
2.18
1.43
.479
.0628
.0372
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i) displacement current may be neglected
ii) pressure terms may be neglected
iii) ions are positive and singly charged.
The usual derivation of the propagation characteristics of plane
waves, in a plasma with a magnetic field present, will now be outlined.
First the current J is related to the electric field E through the con-
ductivity tensor a. If the magnetic field is parallel to the x3 axis
of an xl,x2,x3 coordinate system, the relation between J and E is (see
Thompson [1963])
crJ cr a 0 E
, ox xl
J = -a a 0 E 2.2.1
x2  x I x2
J 0 0 a E
X3 X3
where
a0  is the parallel conductivity
a1 is the perpendicular conductivity
a is the Hall conductivity.
Assuming e-it time dependence, suitable expressions for the con-
ductivities are given as (see Francis and Karplus [1960])
N 2  1
o Ne m (v - im)
e e
v -im v.-iJ
aL =N e 2  e + 2.2.2S e n [(v -ia) 2  (2] [( i) 2 2  2.2.2e e  e i
a = N e 2 e  +
x e n r(v e-i) 2 + w2 ]  n.[(v -im) 2 +
where a) is the electron gyro frequency Z 8. x lo6 rad/sec
e
wi is the ion gyro frequency
' 2. x 102 rad/sec at 100 to 600 kI altitude
2. x 103 rad/sec at 1000 km altitude
N is the electron number density
e
v is the electron collision frequency, equal to the sum of the
the electron-ion and the electron-neutral collision frequencies
vi is the ion-neutral collision frequency
m and m. are the electron and ion masses.
e i
Madden and Thompson (1964) have expressed a and ax in a convenient
form, which gives numerical values which agree with the values given by
the expressions 2.2.2 to within factors on the order of . Their
expressions are
2.2.3
So w
X 0,
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where
W= e
v - i
e
2.2.4
vi-iw
Now that the conductivity tensor has been obtained, it is combined
with Maxwell's equations to find the propagation constant for plane waves
in the ionosphere. Let r be a unit vector in the direction of propagation
and let 7 be the angle rj makes with the magnetic field. If k is the pro-
pagation constant of the wave, the space dependence of the field quantities
is e i k . Inserting this space dependence into Maxwell's equations
VxH=J
2.2.5
Vx E = i B
and relating E to J by equation 2.2.1 leads to a dispersion relation
F(k, 7, W) = 0
For fixed 7 and a this equation has two roots for k 2 . The expressions
for these roots are quite complicated in the general case. Fortunately,
for altitudes above 100 km, because a is greater than 104 times as large
as a or ax, a comparatively simple approximation for the roots can be
used in a discussion of the propagation. This approximation, called the
quasi-longitudinal approximation, is valid when the condition
o cos2 7 > > sin2 7 is satisfied (see Madden and Thompson [1964]).
This condition is only invalid very close to 7 = 900. The quasi-
longitudinal approximation is
2 °ile at 1 1 xk 2 + ± 1 -- 2 2.2.6
L cos 7 cos 7 cos 7
Let the roots corresponding to the plus and minus signs in this expression
2 2 0be denoted respectively by kf and k When 7 = 90, i.e., propagation is
perpendicular to the magnetic field, the propagation constants are given
by (see Thompson [1963]) as
2 xk = i -- 2.2.7f = i
k2 = ipm [ c 2.2.8
In Table 2.2-1 values of 1 and W are given for several heights. These
values are based on the following: a~ = .6 rad/sec; i = 2. x 102 rad/sec;
0= 8 x 106 rad/sec; with v and v. taking the values given in Table 2.1-1.
e e I
TABLE 2.2-1
W and 0 versus height
Height W n
km Pure Number Pure Number
100 1x 102 .07
130 2 x 10 3  3.
160 8 x lO3  30.
200 1 x 104 80. + 201
320 1 x 10 7. + 30i
450 2 x 104 1. + 30i
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Above 100 km W >> 1 and therefore expressions 2.2.3 give the ratio
of ex to a~ as
a
x W Vl 1
TI + - 2.2.9
This expression, together with the values of 2 in table 2.2-1, shows that
the Hall conductivity is not important above approximately 140 km, but is
important from 100 km to 130 km.
Above 140 kIn, a may be neglected in expression 2.2.6; the propagation
constants, for 7 not very close to 900, are then given by
2 2k = k 2.2.102 2
k = kcos 2.2.11
2
where k - i PU
jN m.
2 (Co + 4v )
0
2
The root designated as k is associated with the fast or unguided wave
2
type. kf is independent of 7 and so the propagation is isotropic. The
2
other root, k, is associated with the guided Alfven wave. Notice that
when v i << « , which is true above 400 km, both wave types have real pro-
pagation constants and so propagate with little damping.
For 7 = 900, since a is large and real, expression 2.2.8 shows the
guided wave type to be highly attenuated. Above 140 kinm, x may be neglected,
and expression 2.2.7 shows k 2 k for 7 = 900f £r=9.
2.3 Discussion of Wave Type Coupling
In this section we will consider coupling between the fast and guided
wave types. The models studied in chapters III and IV are special cases,
because the geometry of these models is such that the fast wave type
propagates with no coupling to the guided wave type.
In the following it is shown that for the lower order modes of the
real cavity there should be little coupling between the fast and the
guided wave types. Therefore, the conclusions drawn from the models
studied in chapters III and IV should not be invalid, because no wave
type coupling occurs in these models.
In the ionosphere the physical properties change much more rapidly
in the vertical directions than in the horizontal directions. Therefore,
to analyze the coupling between wave types it is appropriate to consider
a model which is stratified parallel to the earth's surface. The earth's
curvature will be neglected and so the analysis will be carried out in
rectangular geometry. The continuous variation of the properties in
the vertical direction may be replaced by a series of homogeneous layers.
In each layer, either wave type will propagate independently of the other.
However, at the boundaries between the layers coupling between the wave
types can occur.
To show that the coupling between wave types which occurs at the
boundaries between the layers should not be great we will demonstrate
that the horizontal components of the electric fields of the two wave
types will be almost perpendicular and that the horizontal components
of the magnetic fields of the two wave types will also be almost
perpendicular.
Let us consider a rectangular coordinate system in which the x, y,
and z axes are, respectively, the south, east, and upward vertical direc-
tions. In a particular layer the magnetic field and the plasma are uni-
form. The magnetic field is in the x, z plane and dips at an angle *
below the -x axis. We make the approximations that oa is infinite, and
x is zero. In the last section these approximations were shown to be
valid above 140 km. The region of the ionosphere below 140 km will be
considered in the next section.
Let the space dependence of the waves be of the form
(exp i(k x x + k y + kz z)) 2.3.1
With this space dependence, Ez and the three components of H can
be eliminated from Maxwell's equation. We are left with a pair of homo-
geneous linear equations for E and E . Details of this procedure can be
x y
found in a paper by Nishida (1964). In the limit of infinite a and
o
zero ax the two linear equations are
k2  22
E + k*+2k k cot -+k 2 cot2  + E ( kk+kk cot 0) =
y xy xysin2 X
2.3.2
E(kk cot -kk )+ E(k2 + k2 - k 2 ) =0
x yz xy y x z I
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Since ao is infinite, the electric field must be perpendicular to
the main magnetic field. Therefore
E
= cot 2.3.3
x
To match boundary conditions on the horizontal planes separating the
layers, both the fast and guided wave types must have the same horizontal
wave numbers. These wave numbers may still be denoted by k and k . Let
x y
the vertical wave numbers for the fast and guided wave types be denoted
by kz lf and k ,g. For equations 2.3.2 to have nonzero solutions, the
three wave numbers for each wave type must obey a dispersion relation.
The dispersion relations for the two wave types are
kzf k2 2 /2 fast 2.3.4
k [ k - kx cosf guided 2.3.5
z,g sin f - x
We now show that the wave propagation, at a frequency near the Pc 2,3
2n
resonance, is close to vertical for both wave types. Let Xz, f = k
1 z,f
zf is the vertical wave length of the fast wave type. X is compar-
z,f 4 z,f compar-
able to the cavity height. As was discussed in section 1.3, the cavity
height is under 1000 km. Therefore, we see that Xzf < 4000 kmn. The
longest horizontal wave length possible is the circumference of the earth
(! 40,000 km); this distance is 10 times Xz, f . Therefore, for the longer
horizontal wave lengths, i.e., low order modes, the propagation is close
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to vertical. From this, we have for the fast wave type
I kZf I 2 kx, ky
Equation 2.3.4 gives
2.3.6
k. > kzf
k >> k 1 ky
k I>> k , ik
sin * x y
Neglecting k cos * in comparison to k , we have from this inequality
x
and equation 2.3.5
Ik I>> k 1  I'kZ., 9 sin * j x I y 2.3.7
So we have shown that propagation is close to vertical for both wave
types.
The ratios of E to E are given by equation 2.3.2 as
y x
E k k cot - k k
y y zf x y
E 2
x k
y
fast 2.3.8
E kky = _ y z,g
E
x (k
z,g
cot - k k
xy
cos -k sin )
For mid-latitude we may assume cot * 2 1. Then considering the
inequalities 2.3.6 and 2.3.7 the field ratios are approximately
E k
-_X cotA
E k
x y
fast
guided
E k
E k sin * cox A
x zg
2.3.9
Using Maxwell's equation V x E i a> w H, the components of H can be
obtained from the components of E for each wave type. If the component
E is normalized to 1, the vector fields of the two wave types are written
x
2
1 t k
~-_(-k cot - - cot
y
kt~
fast
kk
,k -k cot, x f cot *-k ) 2.3.10
z,f x k y)y
E~ ? (1, - - , - cot A,)S- k sin A cos cot
z,g
guided
E V
k kk
S(-k cot - Y k -k cot ,k cos sin -k)CD y cos A sin A' z,g x kgcos sin
z,g 2.3.11
guided
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We wish to show clearly the dominant components of the field vec-
tors given in expressions 2.3.10 and 2.3.11. To do this we will let
A be a measure of the magnitude of any one of the four ratios (kz,f/k)'
(k f/), (kz ) or (k / ). will be much greater than 1 for
long horizontal wave lengths. We again assume that cot 4i ~1. Then the
magnitude of the components in terms of A, for larger A, are written
E (1, A, 1)
k
H - y (A2 , 1, -) 2.3.12
E (1, 1//, 1)
kH =-- (1, A )
The horizontal components of the fast mode are a predominantly east-
ward electric field and a northward magnetic field. The horizontal com-
ponents of the guided wave are predominantly northward for the electric
field and eastward for the magnetic field. From this we see the horizontal
components are almost perpendicular and so little coupling occurs.
2.4 Effect of the Hall Conductivity
The models to be studied in this thesis cover a region from the
earth's surface to 6000 km altitude. There is a region between approxi-
mately 90 km and 140 km where the Hall conductivity is significant in
determining the wave propagation constants (see section 2.2). The Hall
conductivity has not been included in the models to be studied in this
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thesis even though it is significant in determining the wave propagation
constants in a part of the region covered by these models.
In this section we explain why the Hall conductivity has not been
included in each of the two models. In addition we will access the
effect which excluding the Hall conductivity will have on the results
obtained using the models.
The Hall conductivity has been excluded from the daytime model to
be studied in chapter III for the following reason. In this model when
the Hall current is neglected a solution can be obtained by solving a
scalar partial differential equation. This solution has only
an eastward component of the electric field. If the Hall conductivity
is included, the other components of the electric field will be intro-
duced. If the other components of the electric field are present it will
be necessary to solve a vector wave equation. This would greatly increase
the difficulty of obtaining the solution.
Let us consider the extent to which the solutions to the two-
dimensional model studied in chapter III will be modified by the ex-
clusion of the Hall conductivity. We will do this by examining one-
dimensional solutions. Prince, Bostick, and Smith (1964) have made com-
putations for plane wave propagation which show that the resonant frequency
is not affected greatly by the Hall region and that little wave coupling
occurs in this region. We will discuss some of their results. They
considered a layered model for daytime conditions with a horizontal
magnetic field. The incoming waves were of the fast type. The computation
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was first made with the model extending down to the surface, then re-
peated with the Hall region excluded by terminating the model with a
perfect conductor at 130 km. The resonant frequency was within 5 per
cent in the two cases. This result may be interpreted as an indication
that the resonant frequency is determined above the Hall region.
In the terminated case the Q of the resonant peak was higher than it
was for the model extending down to the earth's surface. However, re-
sults of Li et al. (1964) show that much of this increase of Q is due
to the removal of the air layer rather than to the removal of the Hall
region. The effect of the air layer is also considered in appendix I.
Prince, Bostick, and Smith (1964) also considered an incoming verti-
cally propagating wave of the fast type in a daytime model with the mag-
netic field dipping at 600. The propagation was in the north-south-
vertical plane. In this case some coupling between the fast and guided
wave types was found to occur in the Hall region. A study was made of
the coupling for a frequency of .085 cps. The authors found almost all
the coupling occurred below 200 km. This would be expected, since the
Hall current is very small above that height. The reflected fast wave
was 10 times as large as the reflected guided wave, showing that the
wave type coupling resulting from the Hall conductivity is not large.
In the daytime model studied in chapter IV, as in the daytime model
of chapter III, the Hall conductivity has been neglected. In the chapter
IV daytime model propagation is always perpendicular to the direction of
the main magnetic field. Under this condition expression 2.2.8 shows that
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only the fast mode propagates. The guided mode will not be excited even
if the Hall conductivity is present. Because of this, the problem can
still be solved as a scalar partial differential equation when the Hall
conductivity is included. Madden (1964) developed a method for solving
this problem by the use of network analogies. There is, however, a dif-
ficulty in applying the method to the present problem. A term in the
partial differential equation which governs this problem, when the Hall
conductivity is included, contains the partial derivatives of a with
x
respect to position. Near 100 km a changes very rapidly with height
aox
and it is difficult to handle the r termn numerically.
A second complication that arises in the daytime model of chapter IV
from the Hall term is seen if we examine kf. Let a and P be respectively
the real and imaginary parts of kf, and let = tan be the phase angle
of kf. In Table 2.4-1 values of a and P for several values of 7 have
been taken from daytime model values given by Prince, Bostick, and
Smith (1964). The phase angle, ^, at 100 km has also been given.
When $ r 900, the wave propagation is evanescent, which means that
even though the amplitude of a wave decreases in the direction of pro-
pagation, no energy is dissipated. When $ ' 45, energy is dissipated
as the wave progresses. It is at approximately 100 km that IkfL Iis
A
greatest. At this height we see that 450 only for 7 close to 900,
i.e., when the propagation is almost perpendicular to the main magnetic
field. In the model of chapter IV this is the case. Therefore a consi-
derable amount of damping is introduced by the Hall conductivity. Because
TABLE 2.4-1
Real and Imaginary Parts of kf
(values from Prince, Bostick, and Smith [1964])
k = a+ i
a and P in units of (kn) - 1
B = .5 Gauss0
Altitude
90o. km
100.
110.
120.
130.
at
0 8 02
.oo0065
.o88
.33
.65
.62
100 km
PxlO2
.24
1.6
1.6
.12
.81
870
300
.102
.38
.70
.69
2
BxlO2
Px10
.26
1.7
1.8
1.3
.85
A
87
°
600
ioXl 2 xlO2
.016 .34
.16 2.2
.59 2.3
L.3 1.3
.74 .75
A
860
850
ox10
.19
1.8
1.9
1.1
.73
PxlO2
.73
5.0
1.9
1.1
.74
90
cOlOD2 Px10 2
.72 .72
3.4 3.4
1.9 1.9
1.1 1.1
.73 .74
700 450
propagation is almost vertical in the low velocity Hall regionj only at
the magnetic equator, in the actual ionosphere, is the propagation per-
pendicular to the magnetic field. If x is included in the model the
amount of damping will be typical of only a small region around the
equator.
t I II 1I------1.
r
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The values of kf which were given by the daytime model presented
in section 2.1 are shown in Table 2.4-2. When these values were computed
ax was set to be zero. Therefore k = i a > a .
TABLE 2.4-2
Real and Imaginary Parts of i t a
S= O0
x
i C a = a + i
a and P in units of (kn)- 1
B ^.3 Gauss B .5 Gauss
Altitude 00 600
ax 102 0 x 102  a x 102  x 102
100 km .25 .25 .23 .23
130 .94 .94 .86 .86
It may be seen that at 130 km altitude the values of kf given in
Table 2.4-2 are similar to those of Table 2.4-1. However, the values
of kf in Table 2.4-2 are much smaller, at 100 km, than the values in
Table 2.4-1. The high dissipation at the equator due to the Hall
conductivity is no longer present.
As was noted, the resonant frequency of the oscillations is deter-
mined above the Hall region, so the resonant frequencies given by the
model of chapter IV will be accurate.
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Thus far we have studied the effects of excluding the Hall region
in the daytime models studied in chapters III and IV. Under nighttime
conditions I kfl is always less than (300 kn) - 1 . Since the region where
the Hall conductivity is important is only 30 km thick, under nighttime
conditions, the region is too thin to have any important effect on the
waves.
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CHAPTER III
SPHERICAL MODEL FOR STUDY OF LONGITUDE INDEPENDENT PROPAGATION
3.1 Outline of Chapter III
In this chapter models are studied in which all quantities are inde-
pendent of longitude. Using this type of model, we consider the effect
of the horizontal variation due to a dipole magnetic field on the re-
sonances of the cavity below the high Alfven velocity region.
In section 3.2 the model is described and the governing partial dif-
ferential equation is derived.
In section 3.3 the region covered by the solution is described and
boundary conditions are formulated.
In section 3.4 an idealization of the model is discussed. This is
done to give the reader insight into the form of the resonant modes and
also to introduce mode notation.
In section 3.5 a few matters pertaining to the solution are discussed.
The majority of the work of solving the mathematical model is not covered
in this section. It can be found in Appendix II.
In section 3.6 the results of the computation are presented and dis-
cussed with reference to the observed characteristics of the Pc 2,3
oscillations.
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3.2 Description of Model and Derivation of the Partial
Differential Equation
In this section an equation is obtained which governs the solution
for longitude independent propagation of the fast wave type in the earth's
ionosphere. The approach employed is similar to the one used by Dungey
(1954) to treat magnetohydrodynamic motion. In the present work, how-
ever, the electromagnetic, rather than the magnetohydrodynamic point of
view is taken. This is done to enable us to include the effect of ion-
neutral collisions in the expression for the propagation constant.
Consider a spherical coordinate- system in which r, $, and 9 are
respectively the radius, longitude, and co-latitude. In the present model
the ionospheric parameters are symmetric about the polar axis. The mag-
netic field of the earth is represented by a dipole field of the dipole
moment Md = 8.07 x 1015 in inks. The strength of this magnetic field is
M
then B - 1 + 3 cos2 9 . The dipole axis coincides with the
axis of the coordinate system. The solutions studied will be symmetric
about this axis. Therefore, = 0 for all quantities involved in the
equations. Furthermore, the cross conductivity ax is neglected (see
section 2.4). Under these conditions a two-dimensional partial differ-
ential equation for E may be found. Maxwell's equations are
Vx H = J + S = a E+ S 3.2.1
VxE= i3WH 3.2.2
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where S is a current source.
These equations combine to give
V xV xE i u(a +) 3.2.3
Since the direction is perpendicular to the dipole magnetic field the
component of the current J is simply a. E , where ca is the perpendi-
cular conductivity given in expression 2.2.2. Remembering that
. - O, the component of 3.2.3 is given by
-2 2 -1 a X2
-r sin sin G EE-r -r2 rE k E + 3.2.4
2
where k = i .
Equation 3.2.4 does not contain Er or Ee, and the r and 0 components
of 3.2.4 can be solved for E , since the equation for the other components
of the electric field are uncoupled. The waves satisfying 3.2.4 are of
the fast or unguided type, since they propagate isotropically and the
electric vector is perpendicular to both the dipole field, B , and the
direction of propagation. It is now convenient to introduce the variables
= r sin e E
and
X - Cos 6
and write equation 3.2.4 as
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-2]
1 a2 -2 _ I(x2 2 + r Tx2 +  2  g 3.2.5
where
i S
g 2) 3.2.6
(1-x )
3.3 Boundary Conditions
In figure 3.3-1 the region for which a solution will be found is
shown in r,e coordinates; in figure 3.3-2 the corresponding region of
the r,x plane is shown. The boundaries are labeled to show how they
are mapped from the r,e plane to the r,x plane. Only the solutions to
equation 3.2.5, which are symmetric about the equator, were studied;
thus, the solution need only be obtained for the northern hemisphere.
Therefore, the equator is a boundary of the region. The region extends
from the earth's surface at 6380 km to the outer boundary at radius r .
In the models studied, r is 12,380 km which is several thousand km
higher than the top of the resonating cavity.
The unionized region below the ionosphere is represented by a layer,
having the propagation constant of free space. This air layer extends
from the earth's surface to 100 km altitude. The earth's surface is
treated as a perfect conductor; the justification for this approximation
is given by Nishida (1964).
FIG. 3.3-1
SOLUTION REGION IN
r,e PLANE
BOUNDARIES
BY Bi, ETC.
DENOTED
FIG. 3.3-2
SOLUTION REGION IN
r, x PLAN E
BOUNDARIES DENOTED BY
Bi, ETC.
NOTE CORRESPONDENCE
WITH FIG. 3.3-1
B2B
If
x
x=O
re B3 r -
,equator
--n.pole
B4
..*- equator
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obeys the following boundary conditions:
On boundary Bl: For E to be finite the boundary condition on
S= r sin 9 E must be 9 = 0.
On boundary B2: E = 0 on the earth's surface. Therefore r = 0.
On boundary B3: for solutions symmetric about the equator = 0.
On boundary B4: on this boundary the boundary condition is not as
straightforward as on the other boundaries. When analytical
solutions to the wave equation are obtained for bounded regions,
a radiation condition is imposed which separates energy origin-
ating from sources in the region from that coming in from out-
side the region. (See Courant and Hilbert[1962], p. 315)
In this thesis the equation 3.2.5 will be solved numeri-
cally rather than analytically. Therefore, it was necessary
to formulate a local boundary condition analogous to the radia-
tion condition. Sources were included interior to boundary B4;
for this reason a boundary condition was chosen which would
assure an outward flow of energy at boundary B4. The boundary
condition which was used on the boundary B4 was that waves
will be outgoing and will travel in the direction of the out-
ward normal to surfaces of equal Alfven velocity v .
We now show how this boundary condition is imposed. In
figure 3.3-3 a point in boundary B4 is shown. Let E be the
value of E at a point p on the boundary and let E be the
distance measured in the direction of the outward normal.
Then, the behavior of a wave traveling along the outward
normal is written
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FIG. 3.3-3
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-64-
S= E exp (i k ) 3.3.1
E kf E 3.3.2
Let c be the angle between the direction of propagation and
the outward normal, cos c is found from
cos a = - 3.3.3IV Val jr
The radial derivative of E is given by
6E 6E
= cos c 3.3.4
Equations 3.3.2 and 3.3.4 are combined with the definition
of p to give the boundary condition on B4
r + 1 k Cosa } =O 3.3.5
3.4 Mode Structure and Notation
At this point a discussion of the mode structure in a two-dimensional
region, which is greatly simplified representation of the situation in the
ionosphere, will be helpful in interpreting the solutions of equation
3.2.5. The homogeneous part of equation 3.2.5 is of the form
2 2A + B - + CV = O 3.4.1
If both A and B are positive, equation 3.4.1 is termed an elliptic par-
tial differential equation. Now, A and B, as well as C, in equation 5
are positive throughout the region of interest; they are also positive
for the scalar wave equation
2v + k2V = 0 3.4.2
2 2
6y ar
2 w2 2Yf 2k 2 (2
v
where v is the propagation velocity and f the wave frequency.
It is expected, then, that the solutions of the wave equation will have
some points of similarity with those of equation 3.2.5. Since they are
simple to visualize, we will consider the solutions of the wave equation
for a constant velocity region. The region under consideration is
idealized as a rectangle (see figure 3.4-1). Lr represents the alti-
tude at which the top of the cavity reflects the trapped energy, and
not the boundary of the model B4. V is analogous to 4 = E r sin 6
of equation 3.2.5. Therefore, suitable boundary conditions on V are
the following. On the side representing the poles, at y = 0 and y = Ly,
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and on the earth's surface, V = 0. In the idealization of infinite velo-
city at r = Lr the condition on the boundary, at r = Lr, is r = 0. Then
the eigen solutions to the equation 3.4.2, for this region, are
sin k r sin k y 3.4.3
m n
with
k =X (2m-1)
m 2L
cnk
n L
y
k = k + k2
m n
The vertical mode number is m and the horizontal number is n. The re-
sonant frequencies which are real are given by
f = V[ k2 + k21/3.4..m,n 2I m AnI
To give some feeling for the differences between the resonant frequencies
of the lower modes let us take values that very roughly typify the cavity
region. The region extends much further in the horizontal than in the
vertical direction. Let
v = 300 km/sec
L = 15,000 km
y
-68-
Two values are used for Lr to show how the height of the cavity affects
the difference in the resonant frequency between successive modes. We
see from the discussion in section 1.3 that it is probable that 750 km
rather than 1500 km is the more realistic value for L . The lower re-
sonant frequencies from equation 3.4.3 are given in Table 3.4-1.
TABLE 3.4-1
Mode Resonant Frequencies
f (cps)
m,n
m n L = 750 km L = 1500 km
r r
1 1 .1004 .0510
1 2 .1016 .0538
1 3 .104 .0583
1 5 .111 .0689
2 1 .3002 .1503
From this table we see that the frequencies of the m = 2 mode is
a factor of 3 greater than the resonant frequencies of the m = 1 modes.
For the m = 1 modes the resonant frequency increases with n, but these
changes of frequency are much smaller than the difference between the
resonant frequencies of the m = 1 and m = 2 modes. This change with m
is small because for a short, wide region the wave fronts are close to
vertical. The percentage of change in resonant frequency between the
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m = 1, n = 1 mode and the m = l, n = 5 mode is 11 per cent when Lr = 750 km
and 35 per cent when Lr = 1500 km. The percentage of change is greater for
the large value of Lr .
For the modes for which n is odd the solutions are syr_:aetric about the
equator; for the even n the solutions are antisymmetric. It is the modes
for which n is odd and m = 1 that will be investigated in the computations.
3.5 Matters Pertaining to the Solution of the Model
In the section just completed an idealized modl was discussed in
terms of the eigen functions of the region. This is not the approach
which we have chosen to use in studying the resonances in the cavity of
the two-dimensional model of the real ionosphere. Our approach is to
excite the cavity with harmonic sources and to observe the response as
the frequency of the source is varied.
It was found necessary to employ finite difference techniques to
solve equation 3.2.5. A thorough discussion of the application of these
techniques to the present problem has been placed in appendix II. The
solutions obtained are in terms of the variable * = E r cos e. The
magnetic field is obtained numerically from I using the Maxwell's equation
V x E = i a) B.
A given source distribution will excite more than one mode of the
cavity. If the modes have high Q's or if there are large differences in
their resonant frequencies, the observed response near a particular mode's
resonant frequency will be almost entirely due to that mode. Neither of
these conditions is met for the modes under investigation. Therefore
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it is possible for a considerable amount of mode mixing to occur in the
cavity.
To enable us to circumvent the problem of mode mixing when examining
the character of individual modes, source distributions were used which
excited a particular mode to a much greater extent than they excited any
other mode. The notation used to describe. the source distributions ex-
citing the individual modes is D1 for the n = 1 mode of the daytime model,
N1 for the n = 1 mode of the nighttime model, etc. These source distribu-
tions are given in appendix II.
3.6 Discussion of Results
Nighttime and Daytime Model Results and Effect of Variation
of k+ with Latitude
The nighttime model was excited successively with source distribu-
tions NI, N3, and NS. The three modes n = 1, 3 and 5 for m = 1 were
observed.
For the three modes, the surface variation of B , as a function of
x = cos 9, has been plotted in figure 3.6-1. For each mode, B9 was
plotted for a frequency, f, close to that mode's resonant frequency.
The values of B2 for the three modes have been adjusted by arbitrary
factors to allow them to be plotted on the same figure. This figure
shows that the n = 1 mode has no nodes between the equator and the pole,
while the n = 3 and n = 5 modes have 1 and 2 respectively. This is in
agreement with the mode structure given for the idealized case discussed
in section 3.4. The two maxima of the n = 3 mode are of nearly the same
amplitude as the three maxima of the n = 5 mode.
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Figure 3.6-1
Variation of B2 with Latitude, Night Model
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The variation of the response with frequency for the three modes
2 2
was studied by plotting Ba, divided by B2 at the resonant frequency, at
a fixed point on the surface for each mode. The surface point used for
each mode was the point at which that mode had its maximum amplitude.
This frequency response is shown in figure 3.6-2. The resonant frequen-
cies are .110, .143, and .162 cps for the n = 1, 3 and 5 modes. These
correspond to periods of 9.1, 7.0, and 6.2 sec. There is a difference
of 30 per cent between the n = 1 and n = 3 resonant frequencies and of
47 per cent between the n = 1 and n = 5 resonant frequencies.
The daytime model was treated in the same manner. The excitations
which were used were the daytime source distributions given in appendix II.
In figure 3.6-3 the surface values of Be are given. The variation of B2
with x was clear for the n = 1 and n = 3 modes. The n = 1 mode shape for
the daytime model is similar to that of the nighttime n = 1 mode. The
n = 3 mode has one node between the equator and the pole as did the
nighttime n = 3 mode. However, the maxima at the equator is much smaller
than the other maxima. When the D5 sources were run the other modes
were excited to a sufficient extent to mask the mode response at low
latitudes. This has been indicated by the dotted line in figure 3.6-3.
The response as a function of frequency for the modes of the daytime
model are shown in figure 3.6-4. The resonant frequencies are .058, .077,
and .087 for the n = 1, 3 and 5 modes. The corresponding periods are
17.5, 13.0, and 11.5 sec. For the daytime model there is a difference
of 30 per cent between the n = 1 and n = 3 resonant frequencies and of
47 per cent between the n = 1 and n = 5 resonant frequencies.
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Figure 3.6-2
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Figure 3.6-3
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Figure 3.6-4
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These results show that a significant difference exists between the
resonant frequencies of the n = 1, 3 and 5 modes for both the day and
night models. This difference is greater than that given by either of
the constant velocity rectangular models of section 3.4. As was stated,
the model with a height Lr = 750 km is probably a more realistic model
of the cavity; the change for this model from the n = 1 to the n = 5 mode
was only 11 per cent.
We wish to investigate whether these differences in the mode resonant
frequencies result mainly from geometric considerations or from the de-
crease of k with latitude resulting from the increase of the dipole
magnetic field strength with latitude. To do this computations were
carried out with a model in which the magnetic field strength had no
latitude dependence. The strength of the field at all latitudes was
Ma
equal to the equatorial dipole strength - . Thus k is a function of
r, only.
Computations were carried out using the daytime model with the D1,
D3, and D5 sources. For each source the resonant frequencies were ap-
proximately .058. The uncertainty in the resonant frequencies is per-
haps .003 cps. The uncertainty results because the n = 1, 3 and 5 modes
all have almost the same resonant frequency and more mode mixing oc-
curred than in the dipole field case. This result indicates that the
change of resonant frequency between modes is due almost entirely to the
variation of kf with latitude. For the nighttime model excited by the
N1 source distribution the resonant frequency was .105 cps.
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For both the day and night models, run with the dipole magnetic
field, the resonant frequency of the n = 1 mode is close to the re-
sonant frequency found when the magnetic field had the equatorial value
at all latitudes. This indicates that it is the conditions at the
equator that determine the resonant frequency of the n = 1 mode.
This fact can explain the daytime Pc 3 periods of close to 20
seconds which are observed at mid-latitude. It is difficult to explain
periods this long in terms of plane wave models which have a mid-latitude
magnetic field. Li et al (1964) made calculations for the model with a day-
time ionospheric model similar to the one used in this thesis and ob-
tained a period of only 12 seconds.
Let us consider the manner in which the electron density must be
increased to explain this difference between the observed periods and
that predicted by the plane wave model. The Alfven velocity is propor-
tional to -e . The period should be proportional to va. If the
electron density profile goes up uniformly by a factor C, we may pre-
dict that the period will increase by a factor VEC. This prediction
is supported by a comparison of the periods of the n = 1 modes of the
day and night models, and the use of Nm F2 as a measure of the electron
densities of the two models. The ratio of the periods of the day and
night models is 17.5 = 1.9. The square root of the ratio of the daytime
2.1 x 106
to the nighttime model value of Nm F2 (see section 2.1) is -
.4 x 10
2.3.
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To raise the period from the 12 sec, given by the mid-latitude field
layered model, to the observed periods of 20 seconds, the daytime electron
density profile must be raised by a factor of 2.8. In the resulting model
N F would be increased to a value of 5.9 x 106 electrons/cc. This
m 2
value is much higher than any observed. It is, therefore, difficult
to explain the observed mid-latitude periods using layered models in
which the propagation constant is independent of horizontal position.
In the two-dimensional model the 17.5 sec period of the n = 1 mode is
close to the observed period and only a modest adjustment in the elec-
tron density is necessary to reach agreement with the observed periods.
Damping Effects from Ion-Neutral Collisions
The values of v. used in the daytime model were computed from a
low neutral density model. Results in this section will show that the
resonant frequency of the model is not changed to any significant degree
by changes of vi in the model. The Q of the resonant peak, however, will
be seen to be dependent on the value of vi used. Two models were used
to examine the effect of varying a. in the lower ionosphere. In the
MCFD model the collision frequencies v. have higher values from 200 to1
370 km than the values which were used in the daytime model. Over most
of this height range aj is almost pure real and proportional to v i -
Therefore, increasing v. should increase the dissipation.
The second model, the MEPD1 model, has lower values of N in the
ionosphere below 280 km. Since a~ is proportional to Ne, in this model,
CI is smaller in the lower ionosphere and less dissipation may be
expected.
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Figure 3.6-5
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Computations were carried out with these two models and the unmodi-
fied daytime model using the 1l source distribution to excite the n = 1
mode. In figure 3.6-5 the value of B at the equator is plotted versus
frequency for each model. The resonant frequencies of the basic daytime
model and the MEPDl model are approximately .058 cps, while the MCFD
model has a resonant frequency of approximately .056 cps. Therefore,
the increased damping in the MCFD model caused only a 3 per cent change,
from the value found with the daytime model, in the frequency of the
n = 1 mode. A change of approximately 3 per cent was also found for
the n = 3 mode. These results indicate that the resonant frequency is
almost independent of the damping which occurs below 400 km. From this
we may conclude that the resonant frequencies found with the daytime
model should not be significantly in error even if the collision fre-
quencies in the model are too low.
The Q of the MEPD1 model is 2.4. For the daytime model Q = 1.4.
The peak obtained with the MCFD mode is too flat to obtain a value of
Q. The Q of the cavity is seen to be very dependent on the values taken
by a, in the lower ionosphere.
In the lower ionosphere aL varies greatly with latitude and longi-
tude, as well as with height. Energy dissipation will occur throughout
the lower ionosphere. To get meaningful values for Q a more complete
model for the ionosphere than the one used in the present work will be
needed.
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Effect of Locally Perturbed Electron Density
Computations were carried out with the ,EPD2 model. In this model
the electron density has values somewhat higher than the daytime values
in the region covering latitudes 140 to 260 and the height range of
240 to 1000 km. The model was excited with the D1, D3, and D5 source
distributions. The solutions were very similar to those obtained
through the use of daytime model. The resonant frequencies were slightly
lower for each mode, but the decrease in resonant frequency was less than
.003 cps for each mode.
Results with Localized Source Distributions
It is of interest to see the response to source distributions which
are confined to a small range of latitude. Two source distributions were
used with the daytime ionospheric model.
First, low latitude sources, located between the equator and 90
latitude, were used. The source distribution used is given in appendix II.
With this source distribution the apparent resonant frequency at all lati-
tudes was .058 cps, the resonant frequency of the n = 1 mode. The varia-
tion of B2 with latitude was very similar to the variation resulting from
excitation with the l source distribution. It is concluded that the
modes other than the n = 1 mode were not excited to any significant
extent.
The second local source investigated was located between 39.50 and
49.o latitude. The exact description of this source is given in appendix
II.
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When the model is excited by this source, the largest response oc-
curs at the latitude of the source. At this latitude the resonant fre-
quency is between .09 and .10 cps. This frequency is higher t n the
resonant frequency of the n = 5 mode, but this source is at a higher
latitude than the latitude at which the n = 5 mode has its maximum re-
sponse. It may be the n = 7 mode which has been most strongly excited
by this source. The frequency at which the maximum response occurs de-
creases with latitude. At the equator the resonant frequency is close
to .06, which is approximately the resonant frequency of the n = 1 mode.
The daytime results showed that the n = 1 mode was the only one with a
large response at low latitudes. Therefore, it is probably the n = 1
mode which is being seen at the equator even though the source did not
strongly excite this mode.
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CHAPTER IV
CYLINDRICAL MODEL FOR STUDY OF EAST-.WEST
LATITUDE- IDEPENDE1T PROPAGATION
4.1 Description of the Model and Derivation of the
Partial Differential Equation
In this section we derive the equation governing propagation in a
cylindrical coordinate system. The coordinates are, r, X, and z. The
model geometry is shown in figure 4.1-1. X is the longitude relative
to the sum which is located at X = 00, i.e., ) = 00 at noon and 1800 at
midnight. The main magnetic field is parallel to the z axis. The strength
8.07 x 1015
of the magnetic field of the model is the value ,r3  which repre-
r3
sents the magnetic field strength in the earth's equatorial plane.
1 z - E 4.1.1
r- - - = 4.1.E
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E 6E
r z .1.6
where S is the source term.
z
In this model solutions which are independent of z propagate around
the cylinder and travel perpendicular to the main magnetic field lines.
This type of propagation is a model for east-west propagation around the
earth at low latitudes.
If the solutions are independent of z, equations 4.1.1 to 4.1.6
separate into two sets; one set contains only Hz, Er, and EX, while the
other set contains only H, Hr, and Ez. The waves governed by the second
set of equations are very highly damped in the ionosphere, because Ez is
parallel to the main magnetic field. It is the waves governed by the first
set of equations which will be studied. These are waves of the fast wave
type.
A difficulty arises when the propagation is completely independent
of z. Since the magnetic field of the wave is transverse to the direction
of propagation, the results of appendix I show that the magnetic field
at the surface will be almost completely destroyed. The difficulty can
ik z
be avoided by the introduction of a small z dependence of the form e
into the solutions. With this z dependence equations 4.1.1 to 4.1.6
are not strictly uncoupled. The coupling which does exist, however, is
very small. The following analysis shows that it will be possible to
neglect the coupling between the equations.
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In the ionosphere a , the parallel conductivity, is very large.
Thus E will be small. From 4.1.5 and 4.1.6 we then have
z
r k2 1 E 4.1.7
z JW x
, 2 1HI -k2 E
z z i L r
Putting equations 4.1.7 into equations 4.1.2 and 4.1.1 gives
1 z E 4.1.8
- ae 4.1.9
r - ae E
where
S k2
e I m
may be considered the effective conductivity.
A value of k = 5 x 10- kn 1 was used in the computations. Then
z
k2 is small compared with li, L in the ionosphere and can be neglected.
In the air layer, located between the earth's surface and 100 km
altitude, the conductivity is isotropic and has the value aa = -io0
Since the value of Ez is very small in the ionosphere and at the surface
Ez = O, Ez must be very small throughout the layer. Thus it follows thatz z
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4.1.7 is applicable in the air layer. In 4.1.8 ia a is not much
larger than k2 and is in fact considerably smaller for the value of k
z z
used. The effective conductivity in the atmosphere is
k2
z
e a i tc
It is then possible to combine equations 4.1.4 and 4.1.8 to obtain
a partial differential equation governing the behavior of Hz
r + + i r H - S =0 4.1.10
e e
This equation is valid in both the ionosphere and in the air layer.
4.2 Region of Solution and Boundary Conditions
Equation 4.1.10 is solved in the region shown in figure 4.1-1. Solu-
tions are constrained to be symmetric about the earth-sun line. There-
fore, only the region 0 < X < 1800 is considered.
The boundary conditions on the boundaries shown in figure 4.1-1 are
as follows:
On the boundaries B1 and B3: the symmetry around the earth-sun line
z
gives ,- = 0.
On boundary B2: because the earth may be treated as a perfect con-
ductor, Ex = 0 on B2. Equation 4.1.9 then gives the boundary
condition in terms of the
condition in terms of the Hz as
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On boundary B4: sources have been included inside the region.
To simulate a radiation condition we establish the boundary
condition that waves of the fast type must be flowing radically
outward on boundary B4. This may be expressed mathematically
in the following manner. Near a boundary point, p
HZ = H ez z
this gives the homogeneous boundary condition
- ikH z = 0 4.2.1
on B4.
4.3 Variation of Ionospheric Parametenswith Position
In the model studied in this chapter the parameters of the ionosphere
are functions of X as well as r. Let E (r,X) represent any one of the
ionospheric parameters: electron density, ion mass, electron collision
frequency, or ion collision frequency. The value of this parameter at
any position is given by
E(r,X) = [1 - G(X)] E D(r) + G() N(r)
In this formula ED(r) and EN(r) are the values of the parameter which
are given by the daytime and nighttime models, respectively, in section
2.1. G(X) is a function which gives the manner in which the parameters
of the model change from their daytime to their nighttime values. G(X)
is the same for each parameter. It is shown vs. X in figure 4.3-1.
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Figure 4.3-1
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4.4 Method of Solution of Equation 4.1.10
The solution of equation 4.1.10 in the region shown in figure 4.1-1
was obtained by the use of finite difference methods. The details of
the procedure are described in appendix III.
4.5 Discussion of Results
Source Distributions
The response to two source distributions was investigated. In the
first source distribution, the sources had uniform strength for all values
of X. The second source distribution represents subsolar sources. The
sources in this distribution have their maximum value under the sun (X = 00)
and the values decrease to zero at X = 72 . The strength of the sources
in these two distributions as a function of X is given in figure 4.5-1.
The altitude of the sources was 2000 km.
Uniform Source Distribution
Let us first discuss the computations made for the uniform source
distribution. In figure 4.5-2 the value of B at the surface is plotted
z
against X for a number of frequencies. The apparent resonant frequency
at a fixed position on the surface is the frequency at which the response
is greatest. In figure 4.5-3 the apparent resonant frequencies and the
corresponding periodsare plotted against X. For the uniform source dis-
tribution the resonant period appears to vary with local time in a manner
similar to the ionospheric model. This diurnal variation of period may
be compared with the variation, given by Kato and Saito (19591 shown in
figure 1.2-1
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Figure 4.5-1
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Figure 4.5-3
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Subsolar Source Distribution
The results of the case when the model was excited with the subsolar
source distribution will now be discussed. In figure 4.5-4 the value of
B2 as a function of X has been plotted for a number of frequencies. This
figure shows the noon resonant period to be .054 which is similar to the
period given by the uniform source distribution. The resonant frequency
increases with X, from X = 00 to approximately X = 1300. The amplitude
of the response is much smaller in the nighttime than in the daytime.
These results show that a source in the daytime hemisphere will not
greatly excite oscillation in the nighttime hemisphere.
The model studied in this chapter is one for which the transport of
energy from one hemisphere to the other is relatively easy. This is so
because propagation is nearly east-west and because the change from day-
time to nighttime conditions is gradual, so that in this model no sharp
boundary exists between the day and night hemispheres. Therefore, since
the model, when excited by subsolar sources, shows oscillations having
much greater amplitude in the day than in the night hemisphere, in the
real ionosphere a subsolar source should excite micropulsations, which
would be confined mainly to the day hemisphere.
Observations of micropulsations show that the level of activity is
much higher during the day than at night; the greatest level of activity
occurs during the hours around local noon. Two of the possible sources
of micropulsations should be most active near noon: the thermally excited
motion of the neutral atmosphere and the interaction of the solar wind
with magnetosphere boundaries. If the major sources for Pc 2,3
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micropulsations are located near local noon, the results found with the
subsolar source distributions are in agreement with the observed diurnal
variation of the level of activity.
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CHAPTER V
SU~LRY AND CONCLUSIONS
WITH SUGGESTIONS FOR FURTHER WORK
5.1 Summary and Conclusions
This thesis was concerned with the effect that horizontal
variations in the wave propagation properties will have upon the char-
acteristics of Pc 2,3 observed on the earth's surface and with the
manner in which these characteristics depend upon the position of the
observer. The observed signal is the result of the oscillation of one
or more modes of the ionospheric cavity. The form of the signal depends
upon the individual mode properties and upon the extent to which the
different modes are excited.
Each mode of the real three-dimensional cavity has a dependence
upon each of the three coordinates, radius, latitude, and longitude.
The Pc 2,3 oscillations are a result of the modes which have the lowest
order dependence upon radius. The latitude and the longitude dependence
of the modes was studied separately from each other.
There is a distinct series of latitude dependent modes. There is
a significant difference between the periods of the low order latitude
dependent modes. For example, the period of lowest order mode for the
daytime model is 17.5 sec while the periods of the third and fifth order
modes.are, respectively, 13.0 and 11.5 sec. The period of the lowest
order mode is determined by the conditions at the equator.
The observed daytime Pc 2,3 has little or no dependence upon
latitude. This indicates thatit is the oscillations of a singlemode
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which is being observed. Only the lowest order mode has a period
which is compatible with the observed daytime Pc 2,3 periods.
The latitude dependence of the amplitude of the lowest order
mode is, however, not in agreement with the observed daytime Pc 2,3
amplitude variation. The evidence in the literature is far from
conclusive, but there have been isolated reports which find the maximum
O O
Pc 2,3 amplitudes occur at 30 and 60 latitude. The lowest order
latitude dependent mode has its maximum amplitude at the equator.
This discrepancy may be due to incorrect conclusions made from the
limited observations of the amplitude variations or to deficiencies
in the model. It is possible that the amplitudes of Pc 2,3 are not
greatest at mid-latitudes; further systematic observations of the
amplitude are needed to settle this question.
On the other hand, there are two deficiencies in the latitude
dependent model which may be causing the discrepancy. Because the
solutions are symmetric about the magnetic axis, the responce
amplitude must be zero at the poles; this may force the mode
amplitudes which are given by the model to be unnaturally low at high
latitudes. The second deficiency in the model is that the ionospheric
parameters depend only upon altitude. In the real ionosphere the
electron density and the ion-neutral collision frequencies decrease
with latitude. If we introduce this type of latitude dependence into
the model values for the ionospheric parameters, the amplitude at high
latitudes will be increased in comparison to the equatorial amplitude.
The lowest order latitude dependent mode is the mode which is
principley excited by either a low latitude source or by a source which
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is in phase over a large range of latitudes. Compact sources located
at high latitudes will excite the higher order latitude dependent
modes.
There appears to be a series of longitude dependent modes
which have large amplitude responces in the daytime hemisphere and
very small amplitudes in the nighttime hemisphere. The period of these
modes is approximately the same as the resonant period given by a one-
dimensional model for daytime conditions. Several of the longitude
dependent modes have similar periods. Therefore, a source in the daytime
hemisphere will excite several of these modes. Because of this very
strong mode mixing, individual mode shapes cannot be determined by the
technique we have employed.
Since these modes have small amplitudes in the nighttime hemi-
sphere, the model predicts that a daytime source will not cause Pc 2,3
to be observed in the nighttime. It is probable that the sources and
Pc 2,3 micropulsations are located in the daytime. If this is the case,
then the prediction of the model is in good agreement with the low level
of Pc 2,3 activity that is observed at night.
There also appears to be a series of longitude dependent modes
which have large amplitudes in the nighttime hemisphere and very small
amplitudes in the daytime hemisphere. The periods of these modes are
approximately the same as the period predicted by a one-dimensional
model for nighttime conditions. A source placed in the nighttime
hemisphere of the longitude dependent model gives periods which agree
with the observed nighttime periods. The transition from daytime to
nighttime period in the model occurred as a smooth transition; this
agrees with the smooth way in which the Pc 2,3 period is observed to
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change as a function of local time.
In addition to these principle results concerning the mode
structure, it was shown that the air layer has an important effect
upon the field which is observed at the earth's surface. We demon-
strated, for the case of isotropic conductivity, that the component
of the magnetic field which is perpendicular to the direction of
propagation will be small. In addition, it was shown that the presence
of the air layer will decrease the Q's of the spectral peaks.
5.2 Suggestions for Further Work
Further observational data on Pc 2,3 is needed to determine
the structure of the modes which are responsible for the observed Pc 2,3
0
oscillations. A phase change of 180 occurs across the nodal lines
of a mode. Therefore, since the amplitude distribution may be distort-
ed by localized ionospheric damping, observing the relative phase
at stations distributed over the earth's surface may be the best
means for inferring the mode structure. We do not, however, wish
to discourage a systematic study of the amplitude variation as a function
of latitude and local time.
A study should be made to compare the variation of period with
the changes in the state of the ionosphere. The results of chapter
III show that the correlation should be greater if the equatorial
electron density values are considered rather than mid-latitude electron
density values.
The present study was limited to two-dimensional models.
Additional information could be obtained with the use of three-dimen-
sional models. An important feature which can be included in a three-
111__
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dimensional model, but not in two-dimensional models, is a point source,
rather than the line source of two-dimensional models. The use of a
point source would give a somewhat more realistic picture of the
manner in which the responce amplitude varies with position than
could be obtained with the two-dimensional models. However, the
amount of computation necessary to solve a three-dimensional model
numerically is quite large and it is not obvious that the additional
results would justify the effort.
Perhaps a good idea of the way the cavity would be excited by
a point source could be obtained by studying three-dimensional models
in which the variation in one of the dimensions has been transformed
out. If this procedure is employed, we may not use a completely
arbitrary model. The properties of the model are not allowed to vary
in the dimension which is transformed out. The solution of this model
would require several solutions of a pair of coupled two-dimensional
partial differential equations. This procedure would, however, require
less computation than the computation that would be required to solve
the full three-dimensional problem.
Although several studies have been made of the layered media
problem for the cases in which propagation is in the north-south-
vertical plane, we feel that there is still much to be learned from
a layered problem for which the angle of propagation is arbitrary.
There are two possible areas of investigation. First, there is the
question of coupling between the fast and guided wave types which
can be given more thorough consideration than we gave it in section
2.3. The second area is the very interesting question of the polariz-
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ation of the surface field. The air layer wrill play an important role
in determining the surface field. If the layered model results show
that the transverse component of the magnetic field is elLinated when
anisotropic, ionospheric conductivity is considered as it was elim-
inated for the isotropic conductivity studied in appendix I, we will
then have a method for obtaining the direction of the wave propagation
from the polarization of the surface fields.
The algebra involved in solving the layered problem for an
arbitrary direction of propagation is very extensive when the layer
matrices are obtained in the usual manner. The problem of obtaining
these matrices is, however quite tractable when the matrizant method
is employed (see Madden and Thompson 01964] ).
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APPENDIX I
Effect of the Air Layer, Located below the
Ionosphere, on Micropulsations
In this appendix we will investigate the effect that the slightly
ionized air layer, located between the surface of the earth and approxi-
mately 100 km altitude, has on incoming waves of micropulsation fre-
quencies. In this layer the displacement current predominates over the
conduction current. It will be shown that although at Pc 3 frequencies
wave lengths in the neutral atmosphere are very long compared to the
thickness of the air layer, this layer has an important effect on the
magnetic field observed at the earth's surface.
The present discussions will be simplified by treating the conduction
in the ionosphere as isotropic. Although the conductivity in the iono-
sphere is anisotropic, the following discussion is useful in pointing
out an important difference between the behavior of TE waves (electric
field transverse to the plane of propagation and TM waves (magnetic field
transverse to the plane of propagation). In the models of chapters III
and IV the propagation appears isotropic so the discussion in the appendix
is applicable to these models.
Figure I-1 shows the geometry of the model. Let the plane of propa-
gation be the x, z plane, where z is the upward vertical direction. The
neutral atmosphere is represented by a layer 0 < z < h in which the pro-
pagation constant is k = cu/(speed of light). The surface of the earth
is represented by a perfect conductor at z 0= . In the atmosphere the
i ( Xx+n a z)-
space dependence of the waves is e ; the plus and minus signs indi-
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-105-
cate respectively upward and downward traveling waves. The dispersion reatlon is
2 2 2k =2 + n .1
a a
The ionosphere is represented by a semi-infinite media in the re-
gion z > h. Let k. be the isotropic propagation constant in the iono-
sphere. For the fast wave type, at .1 cps, the value of Ikil in the
lower ionosphere takes values ranging from (30 km) - 1 to (500 k) - 1
i[ 2x+n.(z-h)]
In the ionosphere the space dependence of the waves is e
and the dispersion relation is
k2 -2 2
i +
1.2
The horizontal wave number 2 must be the same in both media for the
horizontal components of E and H to be continuous across the plane z = h.
For disturbances with the horizontal extent observed for Pc 3 the value
of 1/2 will be on the order of a few thousand km.
Case of TE Propagation
In the TE the electric field has only a
and the magnetic field is in the x,z plane.
wave solutions obeying Maxwell's equation in
Va(z) = T(Z)) a
Laj
component in the y direction
The matrix form for plane
the atmosphere is
where
Sin zT (z) = e a
n in z
a a
To.- e
-in z
a
e
n -in z
a a
T., e
and
V (z) = Ea()
Ha(z)x
is the solution vector for the horizontal field components.
Aa and Ba are respectively the amplitudes of the outgoing and in-
coming waves in the air layer. Let the matrix C be defined as
C = Ta (0) Tl (h). The fields at the bottom of the atmospheric layer
can be written in terms of the fields at the top as
V (O) = C V(h)
For 1/2 on the order of a few thousand km equation I.1 gives
nh 'i I h
a 1.4
Since inahl << 1,sin (nah)and cos
term of their Taylor expansions.
C 1
in2h
a
PCOLC
(nah) may be approximated by the first
C is then approximated by
1 4>h)
1
1.5
In the ionosphere for a unit amplitude incoming wave
A
Vi(z) = Ti ( z ) (li
where
1.3
-107-
T(z) = e e
1.6
--- e -- e
in which 86 i ni(z-h). Vi(z) is the solution vector for the ionosphere.
+5
Let S be the matrix Ti(z) evaluated at z = h, at which point e- = 1.
Define the matrix D E C S. Noting that some of the elements of C and S
are 1, D is written
D = 1 C 12S21 1+ C12S22
C21 + S21 C21 + S22
Since E and H are continuous across the plane z = h
y x
A.
Va(h) = V (h) = (1) 1.8
Using this equation and 1.3 gives
A. A i
Va(0) = CVa(h) = CS(1 ) = D ( 9
Since Ea(0) must be zero, equation 1.9 can be solved for A and e(0).
yi x
Again using lhl << 1 we neglect 11h12 compared to unity. For values
of 1/ of a few thousand kilometers IL << Ikil. Using this in equation
2 2I.2 gives n. = k.. This approximation indicates the waves in the iono-
sphere are propagating in a near vertical direction. Solving 1.9 with
these approximations
1 + ihk
A ~1 1 - ihk.
1.10
2k.
(o) 1
x ik - h)
Putting this value of Ai into 1.6 the horizontal electric field at the
bottom of the ionosphere is
-ihk.
El(h) A. + 1 = 1 1.11
y 1 1-ihk.
If Ik.hl << 1 these results show that the electric field is small
at the bottom of the ionosphere and that the surface magnetic field has
twice the value of the field of the incoming wave. For the limit h = 0
these are the results normally obtained when an incoming wave is reflected
by a perfect conductor. If Ikihi is on the order of unity, the magnetic
field strength is not greatly changed, but the electric field at the
bottom of the ionosphere does not vanish as it would if the air layer
were absent. This behavior of the electric field may explain one of the
results of the layered model study of Li et al. (1964). The waves studied
in this work were predominantly TE. Several different angles of incidence
in the north-south vertical plane were considered. For each the calcula-
tions were carried out with an air layer included and also with this layer
removed. With the air layer included the Q of the resonant peaks were ' 2.
When the air layer was removed, the Q's went up to values of 3.5 to 4. The
lower Q's in the case run with an air layer indicate more dissipation of
- IIIYIY illl IIIII YIOWNI
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energy than in the cases when the air layer was absent. This extra
dissipation may have been due to a higher electric field strength in the
lower ionosphere.
Case of TM Propagation
The same type of matrix method used to study the TE case will be
used to study the TM case. Some definitions will be changed as indi-
cated. For the TM mode V , V., and T are defined as
a 1 a
a (z)
V(z) = (z)
,a (z)
y
2 a
T(Z) = a
in
El (z)
y
in z
a
e
1.12
-i aZ
- n
aa
z
a
e
-n z
a
The assumption
C is given by
is made that
1
ika
h
k << , then from I.1 n = i X. The matrix
a a
i 2h2
a
1
For TM propagation the matrix S is given by
C
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S = 2
k.
1
2k.
1
1.13
From 1.2, if Ikil >> , the approximation may again be made that ni k i.
The matrix D is given by
S11 + C12
SP 21S11 + 1
Equation 1.9 is solved for A.2.
S12 + C12
C21S12 + 1
and Ha(O)
y
again using the fact that the
electric field disappears at z = 0.
Ai - R
AI+R
Ha(o) = 2/(1 + R)
y
where
2
R=ik. h--1 2
a
The value of £21 is roughly 105 to 106 so
k i
R >> 1. Then
A. -1i
1.16~a(o) C 2/R
y
1.14
1.15
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Putting this value of Ai together with S as given by I13 into 1.8 gives
Ei(h) = 1~ (Ai-l) 1.17x k. i k1 i
Equation 1.17 shows that the electric field strength at the base of the
ionosphere is twice that of the electric field of the incoming wave.
This is in contrast with the zero value in the case when no atmospheric
layer is involved in the model.
Equation 1.15 shows that if no atmospheric layer were present, the
surface magnetic field would be 2. Equation 1.16 shows, in contrast,
that the transverse component of the surface magnetic field is decreased
by the large factor R due to the presence of the atmospheric layer. This
large effect of the air layer, despite its small thickness relative to
the wave lengths involved, is due to the very great difference between
k and k..
a 1
Nishida (1964) considered the screening effect, of the ionosphere
and neutral atmosphere, on waves propagating in the north-south direction.
Incoming waves of both the fast and guided type were considered. With
the incoming fast waves the magnetic field is in the plane of propagation
and the waves are therefore TE. The incoming guided waves, on the other
hand, are TM but through Hall conductivity coupling a small north-south
component of the magnetic field is introduced. Nishida showed that,
when the propagation was in the north-south-vertical plane, the magnetic
field observed on the surface would be almost purely north-south, for
either type of incoming wave. The present author suggests that this
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behavior is a result of the destruction of the component of the magnetic
field transverse to the direction of propagation.
_ __~_
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APPENDIX II
Solution of Chapter III Model by Means of Difference Equations
Difference Equation Grid
A finite difference method was used to solve equation 3.2.5. A
grid was set up which covered the portion of the r,x plane for r < r < rm,
e - -
0 < x < 1. This region has already been shown in figure 3.3-2.
The vertical grid lines at x = .0, .08, .16, .24, .34, .44, .54, .64,
.76, .88, and 1.0. The horizontal grid lines are at the altitudes for
which ionospheric parameter values are given in Table 2.1-1 and Table
2.1-2.
There are 11 grid lines between the equator and the pole. Therefore,
the distance between the vertical grid lines is approximately ( re)
1000 km. Now, in the lower ionosphere the spacings between the hori-
zontal grid lines is as little as 30 km. Therefore, it is necessary to
determine if the unequal spacing of the grid lines will introduce sig-
nificant errors into the resonant frequencies which will be determined
using the difference equations. This question is considered in appendix
VI. The results of this appendix show that the uneven grid spacing which
was used will give results which are accurate to better than 5 per cent
for modes up to n = 5.
The strength of the source g in equation 3.2.5 is constant in each
of the blocks described by r i < r < ri+l, xj < x < xj+1 . The value of
g in these blocks is denoted by gi,j"
Presentation of the Difference Equations at the GridrPoints
We now present the derivation of the difference equation which ap-
proximates the partial differential equation, equation 3.2.5; the differ-
ence equation formed at each grid point, is a linear equation. For con-
venience, equation 3.2.5 is written again:
2
+ + -f g_ II.1
2 2 2  2  2 2
r 2 x 1-x 2r 2 -x 1x2
Forsythe and Wasow (1960, p. 160) show that we may find the solution to
this partial differential equation which satisfies the boundary condi-
tions of section 3.4 by making the variation of a certain integral, J,
disappear. J is given by
l + 1 kf 2 g+ ] dx dr
S2r2 2 2(1-x 2 ) 2r 2  2(1-x 2 )  l-x
region
+ 1a ds
boundary
The boundary conditions of section 3.4 are all homogeneous and of the
form
al 4 + a 2 *N = O
I ~
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where *N is the derivation of * in the direction normnnal to the boundary.
It is only on boundary B4 that al 1 is nonzero; therefore, the only con-
tribution to the boundary integral is from this boundary. On boundary B4
(see Forsythe and Wasow [1960, p. 161]) .
a = ----
a2 12
1-xT
Therefore
a = ( 1 2
l-x
(- +ik Cos -)r f
We will obtain the difference equation at point 1 of figur
script I on 4 or kf indicates that the quantity is evaluate
gridpoint. The source strength, gij is constant over th
gij appears in figure II-1. The same is true for gij+lS
gi+1 j+1
Applying the condition that the variation of J vanish
difference equation, for point 1, as
e 11-1.
d at the
e block
gi+1,j
A sub-
X-th
in which
and
gives the
1 1 1 1 11(a+b) (- +) + (c+d) (- +-
1 f2ra c d 2(1_2) a b1 2(1x,
2
1 I(a+b) (c+d)
4(1-x) (We willrefer tothis termas Tem 2.
I _ _(__ _ 111__ 1 _ ~ _____ I_
Lr
I g
I i,j+l
2 iL -
< - a
1
I i 1,j+ 1
11
+ I
JI
Figure II-1
Geometry for ,Deriving Difference Equation.
L, >3
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5 2 d~
2 24( ac g
+ 12 ac g 1 + ad g j + bd g j+ bc g 0 II2
For the grid points at 100 kmi, which are on the boundary between the
ionosphere and the air layer, term 2 is modified to
1 Fk2 a(c+d) + k b(c +
-
. ) 1
r(1-x~) L
where ka is the free space propagation constant.
For a point on the outer boundary of the region, B4, the condition
of outward propagation waves leads to the difference equation
1 1 1 1 1
1 a (I +) 2 (c+d) 1
rl 2(1-x2 c a
k 2
S1 1 -
a(c+d) (+ ik cos ) (c+d)
4(1-x,) 2(1-x)
I _
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a
*4 22 c
2r1  a
5 2 d
2(1-xl)
Solution of the Set of Linear Difference Equations
The set of difference equations is a set of linear equations for the
unknowns * i. These difference equations are of the elliptic type; much
of the literature concerning the solution of elliptic difference equations
considers the use of relaxation methods for solving large size sets of
such equations. An attempt was made to compute a solution to the present
set of difference equations with a relaxation method. It was found that
the relaxation method did not converge to a solution. To help us under-
stand why the relaxation did not converge, an analysis was made of the
application of a relaxation method to the scalar wave equation. The
scalar wave equation is similar in character to equation 11.1. The analysis
is given in appendix V. The results of this appendix added to our compu-
tational experience indicate that relaxation methods are not suitable to
wave like equations.
After it was found that relaxation methods were not suitable, a direct
method was developed to solve the set of linear equations. This method
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_s presented in appendix IV. The amount of computation and computer
storage used in the application of this method is less than that re-
quired for the direct methods available in the literature.
Source Distributions Which Iere Used to Excite Individual Modes
To examine the mode structure and resonant frequency of individual
modes, source distributions were used which excited one mode to a much
greater degree than any other mode. The now zero values of the source
terms gij are given in Table II-1. D1 denotes the daytime n = 1 sources,
N1 the nighttime n = 1 sources, etc.
TABLE II-1
Sources Used to Excite Individual Modes
Nonzero Values of gi,j
For the Daytime Sources i = 17 For the Nighttime Sources i = 8
J D1 D3 D5 N. N3 N5
2 9. 3. 10. 9. 3. 5.
3 7. 1. 0. 7. 1. 3.
4 5. -1. -10. 5. -1. -3.
5 3. -2. -5. 3. -2. -5.
6 1. -3. 1. 1. -3. -3.
7 .5 -2. 10. .5 -2. -1.
8 .3 -1. 5. .3 -1. 1.
9 .1 -.5 2. .1 -. 5 1.
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Localized Source Distributions
The low latitude (0.0 to 9.0 latitude) so=urce distribution was
s17,2 = .
17,3 = .5
g1 7 ,4 = 
.2
The higher latitude (39.50 to 49.00 latitude) source distribution
was
g17, 9 = 1.
__ _ I __i
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APPENDIX IlI
Solution of Chapter IV IMode by Means
of Difference Equations
Difference Equation Grid
A finite difference method was used to solve equation 4.1.10. A grid
was set up which covered the region of the r, X pland for r < r < r ,
e- - m
00 < X < 1800. This region has already been shown in figure 4.1-1.
The vertical grid lines are located at X = 0.0, 12. , 24. ,...,180..
The horizontal grid lines are at the altitudes for which ionospheric para-
meter values are given in Table 2.1-1 and Table 2.1-2.
Presentation of the Difference Equations at the Gridpoints
We now present the difference equation which was used to approximate
the partial differential equation, equation 4.1.10. For convenience this
equation is written again:
r (r 3- )  (term 1)
r 1 H+ (  6  (term 2)
+ i C c r H - S = 0 (term 3) III.1
The subscripts e and z which were used in chapter IV have been dropped
from H and a . The grid used in deriving the difference equations is
z e
shown in figure III-1. The difference equation is derived for the center
_____ i ->
I
Ii
c
I
I
I
IIIII
I-+
Figure III-I
Geometry for Deriving Difference Equation
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point, denoted as 1. The spacing in the r direction
2 is a; the point half way between points I and 2 is
gous notation is used for the other grid lines. The
evaluated at A. The notation H, means: H evaluated
gous notation is used for the other points.
The finite difference representation for term 1
given by
between points 1 and
denoted by A. Analo-
symbol IA means:
at point 1. Analo-
of equation III.1 is
r aH r H
Fr I r I I ] 1 (a+b)1B B IA A
where
B = (H3-H1)/b
BHi (RPI
and
T.IA H1 H2 /
Similarly, the representation for term 2 is given by
(c+a)
S  d r c cd
The representation for term 3 is
L H1 -S1
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We now give the difference equation for the case when point 1 is a
point on the boundary B4 of figure 4.1-1. The condition on this boundary
was discussed in section 4.2.
Term 2 of equation III.1 is 0, because the boundary condition on
boundary B4 is that waves are propagating radially outward at points on
this boundary. The value of H3 is approximately,
H H5 i  (a+b) 111.2
Equation 4.2.1 gives
H ikf H,
Putting this expression into equation III.2 enables us to eliminate H3
from the finite difference representation for term 1 of equation III.1.
Solution of the Set of Linear Difference Eauations
A difference equation was written for each gridpoint of the region.
These difference equations are a set of linear equations. The algorithm
used to solve the set of equations is given in appendix IV.
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APPENDIX IV
Matrix Method for the Solution
of Difference Ecuations
The set of difference equations for a M x N grid form a set of
M x N linear equations. If the equations at grid points (i,j) are
arranged in the order
(1,1), (1,2), *** , (1,N)
(2,1), (2,2), -- , (2,N)
(M,1), (M,2), *** , (M,N)
then, since each grid point is connected only to its neighbors, the
set of equations is of the form
TV = S
where T is the coefficient matrix which may be written in the partitioned
form
Al C1 0
D A C2
0 D2 A3
0 * * * 0 D-1
0
0
AM
I_ ~_
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Ak, 0k, and are
diagonal matrices.
N x N square matrices. Moreover, Ck and r, are
We partition V and S in the following manner
V
V
2
S1
S2
Here Vk and Sk are column vectors of length N.
Because of the form of T, a very convenient direct method of solv-
ing for V consists of partitioning T into two triangular matrices
T=EF
0
* > -
I
0
0
I
0 EM-1 I
To obtain the elements of E and
equating the product to T.
F G 0
1 1
0 F2 G2
0
GM-1
O FM
F, start by post multiplying F by E and
. . .
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F F2+E~1G G21F 
0 E2F2 F3+E2G2
0 EN-1FM-1 FFE-lvGMl1
Then proceed in the following order to obtain the elements of E and F.
F1 =P1
1
S= 2-ED1F
F2 = A2- %
DF-1
Fk+1 = +1 Gk
FM AM-EM1 GM-
Having obtained E and F we may easily solve for V. Define an intermediate
vector Z
EF =
.. O0
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Z = FV
Z 
'
2
ZM
The Zk are column vectors of length N. Then
EZ = S
z1 = S1
k = Sk - Ek-l Zk- k = 2,***, M
Finally we obtain the solution V.
VM = ZM-1
V =F ( - GVk+1
k k kk+l)
k = M-l, M-2,...,l
Note that the F1 matrices were computed in the process of getting the E
matrix.
The operations which require the main bulk of the computation are
-1
the matrix multiplication D Fk1 and the inversion of the matrix Fk.
Both of these operations increase as N , and have to be done M times.
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Therefore the total number of operations increases as IR 3 . The ordinary
direct m ... hods of solving linear equations go as the number of equations
to the third power or (NM)3 . The present method is convenient if one
wishes to obtain solutions for several different source vectors S. First
d 1
the k and Fk matrices are obtained. Then each solution requires only
multiplications of vectors by matrices.
If, on the other hand, computer storage is at a premium, then the
vectors may be found as the E and Fk matrices are computed. It will
-1then only be necessary to retain the k and not the Ek matrices.
To assure that round-off errors did not seriously affect the solu-
tion consider a residual vector R given by
R -- TV - S
or in component form
MN
r i = Tij v - si  i = 1,2,',N
j=1
R would, of course, be a null vector, if no round-off errors were present.
Examination of R in the computations carried out in this thesis showed
that
J-7
Ir. <10 T
which indicates round-off error was not important.
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APPEIDIX V
Divergence of Relaxation Mlethod
In general practice, the solution of elliptic difference equations,
such as Laplace's equation, is obtained by the use of relaxation methods.
It is tempting to use these rapid, easily programed methods for the solu-
tion of equations governing wave propagation. Unfortunately, they fail
to converge to a solution when applied to such problems. In the present
investigation relaxation methods were applied initially. These methods
were abandoned, however, when the computations failed to corcerge to a
solution.
In this appendix we show that a basic relaxation technique, known as
the poin Jacobi method (also called "simultaneous displacement") diverges
if applied to the reduced wave equation in a rectangular region when the
frequency is above the lowest resonance frequency of the region. In ar-
riving at this proof a method of analysis is used which is similar to the
method used to obtain the convergence rate for relaxation solutions to
Laplace's equation. (See Young [1962] p. 405.)
The region will be taken as the rectangle 0 < r < L r , 0 < y < L .
Let h and d respectively be the spacing in the r and y directions. The
number of grid points in the r and y directions then are
L
M = r +l
L
N - + 1
Let Q=(M-lXN-1). Letthe boundary condition be that the unknown, V, be 0
on the boundaries. The difference equation approximation to the reduced
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wave equation is
V. -2Vi +V. V. -2V +V
h2  d2 + i,j
i = 1, . ,M- V.1
j = 1,*.,N-
Where S. are source terms.
The Jacobi method develops the Z+l-th iteration from the 2-th iteration
by solving for V.+ in terms of the values at the neighboring grid point.
The iteration is written
V+1 2 [ 2(V ) + h2 , )]S d2h2 .2
,j +,j+ 1 -1,j 1vj+1 ,j-1 -Ps1,jV.
Where
1
2- K2 h 2 d 2
= d2 + h
2
It is now convenient to introduce matrix notation. Let VI be the
vector of length Q, giving the I-th iteration values and let V+1 be the
vector after the next iteration. Let S be the source vector. Then, the
connection between V+l and V may be written
£+l = - (~a2h2)S
D being the square Q x Q matrix whose elements are given by the
equation V.2. Let the true solution be VT and the error at the X-th
step be V .
e
V2+1 = VT + V-+ !T e- = +v V+ _v(a
2 h2 ) .
But since VT = ;V T - (Pd2h2)S
V +l
e
Let the Q eigen
values be X
m,n
vectors of / be E and let the corresponding eigen
mn
We may then expand V' in terms of the E
e m,n
V~= a E
e mn m~n
and
+l = a E = X a E
e m, n mn m,n mn mn
For the iteration to converge to the true solution the magnitude of all
,n must be less than 1.
Each of the eigen vectors, E , has the components
Ssin si ,n
5 =sin i a sin j a
1,j m n
where
h a d
a= m a = -- n
m L n L
r y
To show this, begin by operating on the eigen vector with /. This is
equivalent to applying V.2 to each component of the eigen vector. The
i,j component after the operation is
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Then
e
-133-
X sin i a sin j ' V.3
m,n m n
where
X = 2 [d2 cos a + h2 cos a] V. 4
Note that X does not depend on i or J. This shows that E is anm,n m,n
eigen vector and X is the corresponding eigen value.
m,n
The propagation constant associated with the lowest resonant fre-
quency is given by
2 + () V.5
S L2
Equation V.4 shows that the largest eigen value is ll (this is not
strictly true since km n = The reason X1 is the largest
eigen value is that the factor cos a , of equation V.4, has its largest
value for m = 1 and the factor cos a has its largest value for n = 1.
n
At frequencies near the lowest resonance dk, hk << 1. If the cosine
factors in X1,1 are expanded in Taylor series, and afterwards only
terms up to the second order are retained,
22 2 2hd 2 V
S1 'L L v.6
This equation shows that if k > k1 , then X,1 > 1 and therefore, the itera-
tion V.2 will not converge to a solution of k > k1 . For this reason, the
Jacobi relaxation method is suitable only for frequencies below the lowest
resonance. Notice that this result is independent of the grid spacing.
APPEDIXK VI
Evaluation of Error Due to Grid Spacing
In this appendix, we examine the size of the error in resonant fre-
quency which results when a finite difference method is used to solve the
scalar wave equation. The size of this error, for a one-dimensional re-
gion, has been considered by previous authors (see Madden and Thompson
[1964] or Hildebrand [1952]). We will consider a two-dimensional re-
gion and, in particular, a region with dimensions typical of the iono-
spheric cavity. This cavity extends much further in the horizontal
than in the vertical direction. Therefore if we have approximately
the same number of grid points in both directions, the finite difference
grid will have a larger spacing in the horizontal direction.
The region we consider is the rectangle in the y, r plane given by
0 < y < L y, 0 < r < L . This region has been shown in figure 3.4-1. The
unknown, V, obeys the same boundary conditions as it did in section 3.4,
i.e., V = 0 on all boundaries except for the boundary line r = L . On
v
this boundary 0r = . We impose a grid upon this region with the grid
points given by
r. = ih i = O,1,***,M
y = jd j = ,1,**,N
where d and h are respectively the horizontal and vertical spacing.
___~__I__ _
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The difference approximation to the scalar wave 3.4.2 is
V -2V +V V -2V +V
i+l,j ij i-l,j i,j+12 ij +X = 0 VI.1
2 2h d
In this equation V. is the value of V at the ij-th grid point. In
a manner analogous to the method of separation of variables which is
used to solve the wave equation, the difference equation may be solved
by writing
Vi, = RY VI.2
where R. depends only on i and Y. only on j. These functions obey the
difference equations
R - 2R. + R + h 2 k2 R. = 0i+l 2. 1-1 r 1
VI.3
Yj -2Y + Y + d k Y = 0j+l j J-1 y j
when
A2 A2 +k2
r y
The solutions to VI.3 which obey the boundary conditions are
__X I~
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R. = sin (2m-1)
1 2 t
Y = sin - nj N
vI.4
In order for the solutions in VI.4 to satisfy VI.3 k and k2 must have
r y
the values
A^2
k
r
A2k
y
4
2h
4
d2
2sin
.2
sin
m = 1,.-.,M
VI.5
n = 1, *',N
where
a -rh 2N
For the lower modes n << N and m << M so the
sin2 {}
may be expanded in Taylor series. Retaining only the two lowest order
terms in an and a gives the approximations
n m
k 2
r 21 [ 1 -
21; 2
k 2 4 1r
y 2 n 3
n n
L 3
VL.6
factors
a = (2m-1)
m 4m
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A
Let fm be the resonant frequency given by the difference equations,
m.,n
and let v be the wave velocity.
a
2
kA
A2
Using the expressions VI.6
^2f
m,n
The exact resonant frequencies, fm,n' for the wave equation were given
in equation 3.4.4. Let the relative error, Erel, in the resonant fre-
quency, be defined as
A
m -fn m,n
rel F
m,n
Now for E re<< 1
rel
2 ^2f -f1 m,n m,n
EP 1 VI
rel 2 T
m, n
2
The value of f in the denominator may be approximated by
m,n
f2m (2
m,n 2 VI.10
S( 2
Using this in equation VI.9 gives
VI.7
.8
.9
v2 2 a2 12a st m anna TI (2m-1) 
- + 112x 2L 3 L
r y
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-{ (M + ) 1L 2(~m-1rel 2 3L
The first term of this expression depends on the grid spacing in
the vertical direction, while the second term reflects the horizontal
grid spacing.
Expression VI.11 was used to evaluate EreI for several modes. In
table VI-1 we give Erel, for values similar to that used in the numeri-
cal solutions. These values used in the evaluation were
M = 10
N = 20
L = 1,500 km
L = 15,000 km
y
TABLE VI-l
Relative Error in Frequency
m n E
rel
1 1 .010
1 2 .011
1 3 .014
1 5 .036
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The contribution of the first term to the values of Erel was .010.
From this we see that for n < 3 the major error results from the
vertical spacing, while for n = 5 it results from the horizontal
spacing.
L~ _l _ 1
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