Let W be a finite irreducible real reflection group, which is a Coxeter group. We explicitly construct a basis for the module of differential 1-forms with logarithmic poles along the Coxeter arrangement by using a primitive derivation. As a consequence, we extend the Hodge filtration, indexed by nonnegative integers, into a filtration indexed by all integers. This filtration coincides with the filtration by the order of poles. The results are translated into the derivation case.
Introduction and main results
Let V be a Euclidean space of dimension ℓ. Let W be a finite irreducible reflection group (a Coxeter group) acting on V . The Coxeter arrangement A = A(W ) corresponding to W is the set of reflecting hyperplanes. We use [5] as a general reference for arrangements. For each H ∈ A, choose a linear form α H ∈ V * such that H = ker(α H ). Their product Q := H∈A α H , which lies in the symmetric algebra S := Sym(V * ), is a defining polynomial for A. Let F := S (0) be the quotient field of S. Let Ω S and Ω F denote the S-module of regular 1-forms on V and the F -vector space of rational 1-forms on V respectively. The action of W on V induces the canonical actions of W on V * , S, F, Ω S and Ω F , which enable us to consider their W -invariant parts. Especially let R = S W denote the invariant subring of S.
characterized by ∇ D (f ω) = (Df )ω+f (∇ D ω) (f ∈ F, ω ∈ Ω F ) and ∇ D (dα) = 0 (α ∈ V * ). In Section 2, using the primitive derivation D, we explicitly construct logarithmic 1-forms ω Let us briefly discuss our results in connection with earlier researches. Let Der F denote the F -vector space of R-linear derivations of F to itself. It is dual to Ω F . The inner product I : V × V → R induces I * : V * × V * → R, which is canonically extended to a nondegenerate F -bilinear form
Thanks to Theorem 1.2, we have commutative diagrams
in which every ∇ D is a T -linear isomorphism. The objects in the left halves of the diagrams were introduced by K. Saito who called the decomposition Der R = k≥0 G k the Hodge decomposition and the filtration Der R = H (0) ⊃ H (1) ⊃ . . . the Hodge filtration in his groundbreaking work [7, 8] . They are the key to define the flat structure on the orbit space V /W . The flat structure is also called the Frobenius manifold structure from the view point of topological field theory [4] .
Our main theorems 1.1 and 1.2 are naturally translated by I * into the corresponding results concerning the G k 's and the H (k) 's in Section 3. So we extend the Hodge decomposition and Hodge filtration, indexed by nonnegative integers, to the ones indexed by all integers. The Hodge filtration Der R = H (0) ⊃ H (1) ⊃ . . . was proved to be equal to the contact-order filtration [13] . On the other hand, Theorem 1.2 (3) asserts that the filtration · · · ⊃ J (−1) ⊃ J (0) = Ω R , indexed by nonpositive integers, coincides with the pole-order filtration of the W -invariant part Ω(A, ∞)
W of the total module Ω(A, ∞) of logarithmic 1-forms. This direction of researches is related with a generalized multiplicity m : A → Z and the associated logarithmic module DΩ(A, m) introduced in [1] .
In Section 4, we will give explicit relations of our bases to the bases obtained in [11] , [15] and [2] .
Construction of a basis for Ω(A, ∞)
Let x 1 , . . . , x ℓ denote a basis for V * and P 1 , . . . , P ℓ homogeneous basic invariants with deg
. Let x := [x 1 , . . . , x ℓ ] and P := [P 1 , . . . , P ℓ ] be the corresponding row vectors. Define
Then G = J(P) T AJ(P), where J(P) := ∂P j ∂x i 1≤i,j≤ℓ is the Jacobian matrix. It is well-known (e.g., [3, V.5.5, Prop. 6]) that det J(P)=Q, wherė = stands for the equality up to a nonzero constant multiple. Let Der R be the R-module of R-linear derivations of R to itself: 
Now let us give a key definition of this article, which generalizes the matrices introduced in [11, Lemma 3.3] .
Definition 2.2
The matrices B = B (1) and B (k) (k ∈ Z) are defined by
In particular,
Proof. If k ≥ 1, then the statement is proved in [11, 3.3 and 3.6] and [13, Lemma 2] . Suppose k ≤ 0. Since
The following Lemma is in [11, pp. 670 , Lemma 3.4 (iii)]:
In particular, R 1 = J(P), R 0 = I ℓ and
The following Proposition is fundamental.
Next we will show that
for k ≥ 0 by an induction on k. When k = 0 we have
Next assume k > 0. Compute
where, in the above, we used the induction hypothesis
This implies (2) and (4) 
by Lemma 2.3 and Lemma 2.4, (1) is proved.
(5) follows from the following computation:
For example, ω
Proposition 2.8
The subset
of Ω F is linearly independent over T .
.
and H 2k+1 can be expressed as a product of (k − e) copies of G and matrices belonging to GL ℓ (T ). Since det(R 2e+1 ) = 0 by Proposition 2.6 (1),
. 
], which is a product of (d − e) copies of D[G] and matrices in GL ℓ (T ), is nondegenerate, we get g (2d+1) = 0, which is a contradiction.
Proof. By Proposition 2.6 (5) we have
dα H ∧ ω is regular at generic points on H for each H ∈ A}.
Proof. Choose H ∈ A arbitrarily and fix it. Pick an orthonormal basis
is W -invariant with poles of order m + 2 at most. The 2-form
When m is odd, we have s(
Proof. We will show by an induction on k.
W by Lemma 2.10. On the other hand, ∇ D dP j has poles of order one at most because dP j is regular. Thus ω
∈ Ω(A, 1) W . The induction proceeds by Proposition 2.9 and Lemma 2.10.
We extend the definition of Ω(A, m) to the case when m is a negative integer: 
This implies that ω 
Since both Q 2k−1 R −2k+1 and QJ(P)
In other words, the differential forms ω We are now ready to prove Theorems 1.1 and 1.2.
Proof of Theorem 1.1.
(1) It is enough to show that B −k spans Ω(A, 2k − 1) W over R. Express an arbitrary element ω ∈ Ω(A, 2k − 1)
with each f j ∈ S. For any s ∈ W , get
Since B −k is linearly independent over F , we obtain f j ∈ S W = R. 
Recall that B is linearly independent over T by Proposition 2.8. Let M −k denote the free T -module spanned by p≥−k B p . Recall that Ω(A, 2k −1) W is a free R-module with a basis B −k by (1) . If p ≥ −k, then R 2p+1 = R −2k+1 H with a certain matrix H ∈ M ℓ,ℓ (R) because of Proposition 2.6 (4). This implies that M −k ⊆ Ω(A, 2k − 1)
W . Use a Poincaré series argument to prove that they are equal:
Therefore M −k = Ω(A, 2k − 1) W . (3) Thanks to Proposition 2.8, it is enough to prove that B spans Ω(A, ∞)
W for some k ≥ 1. By (2) and (3) we conclude that ω is a linear combination of p≥−k B p with coefficients in T . This shows that B spans Ω(A, ∞) over T .
Proof of Theorem 1.2 (1). By Proposition 2.9,
∇ D : Ω(A, ∞) W → Ω(A, ∞) W induces a bijection ∇ D : B → B. Apply Theorem 1.1 (3) to prove that ∇ D is a T -isomorphism. Let ∇ −1 D : Ω(A, ∞) → Ω(A, ∞) denote the inverse T -isomorphism.
Definition 2.13
For k ∈ Z, define
Proof of Theorem 1.2 (2) and (3).
(2) By Theorem 1.1 (3), B = k∈Z B k is a basis for Ω(A, ∞) W as a Tmodule. On the other hand, each F k has a basis B k over T for each k ∈ Z.
(3) By Theorem 1.1 (2),
Example 2.14 Let A be the B 2 type arrangement defined by Q = xy(x + y)(x − y) corresponding to the Coxeter group of type B 2 . Then
The unique decomposition of ω corresponding to the decomposition Ω(A, 1)
. is explicitly given by:
by an easy calculation.
Corollary 2.15
The
Concerning the strictly increasing filtration
the following Proposition asserts the W -invariant parts of Ω(A, 2k − 1) and Ω(A, 2k) are equal.
Proof. It is obvious that Ω(A, 2k
by Proposition 2.6 (2), we may express , . . . , ω
This implies
by Proposition 2.6 (3), one has
This proves Ω(A, 2k)
The case of derivations
Denote ∂/∂x i and ∂/∂P i simply by ∂ x i and ∂ P i respectively. Then
In this section we translate the results in the previous section by the F -isomorphism I * : Ω F → Der F defined by I * (ω)(f ) = I * (ω, df ) for f ∈ F and ω ∈ Ω F . Explicitly we can express
Definition 3.2 Define
for m ≥ 0 which is the S-module of logarithmic derivations along A of contact order m. When m < 0 define
Lastly define [16] ) , it is enough to show that det Y m ∈ GL ℓ (S). It follows from the following Proposition 3.6.
Proof.
(1) Case 1.1. Let m = 2k − 1 with k ≥ 1. We prove by an induction on k. When k = 1,
Assume that k > 1 and prove by induction. By using Proposition 2.6 (5) and (4), we obtain
(2) Apply (1), Proposition 2.6 (2) and (3) to compute
Remark. Consider the T -linear connection (covariant derivative)
Then it is easy to see the diagram
The following Theorems 3.7 and 3.9 can be proved by translating Theorems 1.1 and 1.2 through ∇ D .
W is free with a basis p≥k C p for k ∈ Z.
W as a T -module.
Definition 3.8 Define
T ∂ P j , and
In [15] , the following bases are given:
Here θ E is the Euler derivation. Their relations to {η (m) j } are given as follows:
Proof. By [12, Theorem 1.2.] and [14] one has
Combining with Proposition 4.1, we have the first relation. For the second one, compute
by Proposition 2.6 (3).
Next let us review the bases for Ω(A, m) described in [2, Theorem 6]: Let k ∈ Z ≥0 and P 1 the smallest degree basic invariant. Then Our proof is an induction on k. First assume that k = 0. Choose 
