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Abstract 
We describe a new paradigm for implement­
ing inference in belief networks, which con­
sists of two steps: (1) compiling a belief 
network into an arithmetic expression called 
a Query DAG (Q-DAG); and (2) answering 
queries using a simple evaluation algorithm. 
Each non-leaf node of a Q-DAG represents a 
numeric operation, a number, or a symbol for 
evidence. Each leaf node of a Q-DAG repre­
sents the answer to a network query, that is, 
the probability of some event of interest. It 
appears that Q-DAGs can be generated us­
ing any of the standard algorithms for exact 
inference in belief networks - we show how 
they can be generated using the clustering al­
gorithm. The time and space complexity of 
a Q-DAG generation algorithm is no worse 
than the time complexity of the inference al­
gorithm on which it is based. T�e COII_lPI:x­
ity of a Q-DAG evaluatzon algonthm IS !�n­
ear in the size of the Q-DAG, and such In­
ference amounts to a standard evaluation of 
the arithmetic expression it represents. The 
main value of Q-DAGs is in reducing the soft­
ware and hardware resources required to uti­
lize belief networks in on-line, real-world ap­
plications. The proposed framework also fa­
cilitates the development of on-line inference 
on different software and hardware platforms 
due to the simplicity of the Q-DAG evalua­
tion algorithm. 
1 INTRODUCTION 
Consider designing a car to have a self-diagnostic sys­
tem that can alert the driver to a range of problems. 
Figure 1 shows a simplistic belief network that could 
provide a ranked set of diagnoses for car troubleshoot­
ing, given input from sensors hooked up to the battery, 
alternator, fuel-tank and oil-system. 
The standard approach to building such a diagnostic 
Figure 1: A simple belief network for car diagnosis. 
system is to put this belief network, along with infer­
ence code onto the car's computer. We have encoun­
tered a nu�ber of difficulties when using this approach 
to embody belief network technology in industrial ap­
plications. First, we were asked to provide_the_technol­
ogy on multiple platforms. For some apphcat10ns, the 
technology had to be implemented in AD� to pass cer­
tain certification procedures. In others, It had to be 
implemented on domain-specific hardware that only 
supports very primitive programming languages .. Sec­
ond, memory was limited to keep the cost of a umt b:­
low a certain threshold to maintain product profitabil­
ity. The dilemma was the following: belief network al­
gorithms are not trivial to imple�ent, especially when 
optimization is crucial, and portmg these algonthms 
to multiple platforms and languages would have been 
prohibitively expensive, time-consuming and demand­
ing of qualified manpower. 
To overcome these difficulties, we have devised a very 
flexible approach for implementing belief network sys­
tems which is based on the following observation. Al­
most' all the work performed by standard algorithms 
for belief networks is independent of the specific ev­
idence gathered about variables. For example, if we 
run an algorithm with the battery-sensor set to low 
and then run it later with the variable set to dead, 
we find almost no algorithmic difference between t�e 
two runs. That is, the algorithm will not branch dif­
ferently on any of the key decisions it makes, and the 
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Figure 2: The proposed framework for implementing 
belief-network inference. 
only difference between the two runs is the specific 
arguments to the invoked numeric operations. There­
fore, one can apply a standard inference algorithm on 
a network with evidence being a parameter instead of 
being a specific value. The result returned by the algo­
rithm will then be an arithmetic expression with some 
parameters that depend on specific evidence. This 
parametrized expression is what we call a Query DAG, 
an example of which is shown in Figure 3. 
The approach we are proposing consists of two steps. 
First, given a belief network, a set of variables about 
which evidence may be collected (evidence variables), 
and a set of variables for which we need to com­
pute probability distributions (query variables), a Q­
DAG is compiled off-line, as shown in Figure 2. The 
compilation is typically done on a sophisticated soft­
ware/hardware platform, using a traditional belief net­
work inference algorithm in conjunction with the Q­
DAG compilation method. This part of the process 
is far and away the most costly computationally. Sec­
ond, an on-line system composed from the generated 
Q-DAG and an evaluator specific to the given plat­
form is used to evaluate the Q-DAG. Given evidence, 
the parameterized arithmetic expression is evaluated 
in a straightforward manner using simple arithmetic 
operations rather than complicated belief network in­
ference. The computational work needed to perform 
this on-line evaluation is so straightford that it lends 
itself to easy implementations on different software and 
hardware platforms. 
This approach shares some commonality with other 
methods that symbolically manipulate probability ex­
pressions, like SPI [3, 5]; it differs with SPI on the ob­
jective of such manipulations and, hence, on the results 
obtained. SPI explicates the notion of an arithmentic 
expression to state that belief-network inference can be 
viewed as an expression-factoring operation. This al­
lows results from optimization theory to be utilized in 
belief-network inference. We explicate an arithmen­
tic expression to explicate and formalize the bound-
aries between on-line and off-line inference, with the 
goal of identifying the minimal piece of software that 
is required on-line. Our results are therefore oriented 
towards this purpose and they include (a) a formal 
definition of a Q-DAG and its evaluator; (b) a method 
for generating Q-DAGS using any standard inference 
algorithm - an algorithm need not subscribe to the 
inference-as-factoring view to be used for Q-DAG gen­
eration; (c) computational guarantees on the size of Q­
DAGs in terms of the computational guarantees of the 
inference algorithm used to generate them. Although 
the SPI framework is positioned to formulate related 
results, it has not been pursued in this direction. 
It is important to stress the following properties of the 
proposed approach. First, declaring an evidence vari­
able in the compilation process does not mean that ev­
idence must be collected about that variable on-line­
this is important because some evidence values, e.g., 
from sensors, may be lost in practice-it only means 
that evidence may be collected. Therefore, one can 
declare all variabes to be evidence if one wishes. Sec­
ond, a variable can be declared to be both evidence and 
query. This allows one to perform value-of-information 
computations to decide whether it is worth collecting 
evidence about a specific variable. Third, the space 
complexity of a Q-DAG in terms of the number of ev­
idence variables is no worse than the time complexity 
of its underlying inference algorithm; therefore, this 
is not a simple enumerate-all-possible-cases approach. 
Finally, the time and space complexity for generating 
a Q-DAG is no worse than the time complexity of the 
standard belief-network algorithm used in its genera­
tion. Therefore, if a network can be solved using a 
standard inference algorithm, we can construct a Q­
DAG for that network. 
The following section explains the concept of a Q-DAG 
with a concrete example and provides formal defini­
tions. Based on this framework, it appears that any 
belief-network inference algorithm can be used to com­
pile a Q-DAG as long as it meets some general condi­
tions, a topic discussed in Section 3, which is dedicated 
to the generation of Q-DAGs and their computational 
complexity. Finally, Section 4 closes with some con­
cluding remarks. 
2 QUERY DAGs 
Consider the belief network in Figure 3. Suppose that 
we typically have evidence about variable C and we are 
interested in the probability of variable B. Figure 3 
depicts a Q-DAG for answering such queries. 
The Q-DAG has two leaf nodes corresponding to 
Pr(B=ON,e) and Pr(B=OFF,e), respectively. A 
root node of the form (V, v) is called an Evidence Spe­
cific Node {ESN) and its value depends on the evidence 
collected about variable V on-line. 
The value of node (V, v) is 1 if variable V is instan­








(a) Bayesian network 
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(C.ON) (C,OFF) 
(b) Query-DAG 
Figure 3: A probabilistic causal network (a), and the corresponding Query-DAG (b). Cis an evidence variable, 
and we are interested in the probability of Variable B. 
the values of ESNs are determined, we evaluate the 
remaining nodes of a Q-DAG using numeric multipli­
cation and addition. The numbers that get assigned to 
leaf nodes as a result of this evaluation are the answers 
to the queries represented by these leaf nodes. 
For example, suppose that the evidence we have is C = 
ON. Then ESN {C, ON) is evaluated to 1 and ESN 
(C, OFF) is evaluated to 0. The Q-DAG in Figure 3(b) 
is then evaluated as given in Figure 4(a), leading to 
Pr(B=ON, C=ON) = .3475, 
and 
Pr(B=OFF, C=ON) = .2725, 
for which we conclude that Pr(C=ON) = .62. 
If the evidence we have is C = OFF, then (C, ON) 
evaluates to 0 and {C, OFF) evaluates to 1. The Q­
DAG in Figure 3(b) will then be evaluated as given in 
Figure 4(b), leading to 
Pr(B=ON, C=OFF) = .2875, 
and 
Pr(B=OFF, C=OFF) = .0925. 
We will use the following notation for denoting vari­
ables and their values. Variables are denoted using 
uppercase letters, such as A, B, C and variable values 
are denoted by lowercase letters, such as a, b, c. Sets 
of variables are denoted by boldface uppercase letters, 
such as A, B, C, and their instantiations are denoted 
by boldface lowercase letters, such as a, b, c. We use E 
to denote the set of variables about which we have ev­
idence. Therefore, we use e to denote an instantiation 
of these variables that represents evidence. 
Following is the formal definition of a Q-DAG. 
Definition 1 A Q-DAG is a tuple (V, <>,I, V, Z) 
where 
1. V is a distinguished set of symbols (called 
evidence variables) 
2. <> is a symbol (called unknown value) 
3. I maps each variable in V into a set of symbols 
(called variable values) different from<>. 
4. V is a directed acyclic graph where 
- each non-root node is labeled with either + or 
* 
- each root node is labeled with either 
- a number in [0, 1] or 
- a pair (V, v) where V is an evidence vari-
able and v is a value 
5. Z is a distinguished set of nodes in V (called 
query nodes) 
Evidence variables V correspond to network variables 
about which we expect to collect evidence on-line. For 
example, in Figure 4, Cis the evidence variable. Each 
one of these variables has a set of possible values that 
are captured by the function I. For example, in Fig­
ure 4, the evidence variable C has values ON and 
OFF. The special value<> is used when the value of a 
variable is unknown. For example, we may have a sen­
sor variable with values "low," "medium," and "high," 
but then lose the sensor value when the sensor breaks. 
In this case, we set the sensor value to <>. Query nodes 
are those representing answers to user queries. For ex­
ample, in Figure 4, B is the query variable, and leads 
to query nodes Pr(B = ON, c) and Pr(B=OFF, c). 
An important notion is that of evidence: 
Definition 2 For a given Q-DAG (V, o, I, V, Z), 
evidence is defined as a function £ that maps each vari­
able V in V into the set of values I(V) U { <>}. 
When a variable V is mapped into v E I(V), then evi­
dence tells us that V is instantiated to value v. W hen 
V is mapped into <>, then evidence does not tell us 
anything about the value of V. 
We can now state formally how to evaluate a Q-DAG 
given some evidence. But first, the following notation: 
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Figure 4: Evaluating the Q-DAG in Figure 3 with respect to (a) C = ON and (b) C=OFF. 
- n(p) denotes a root node labeled with a number 
p E [0, 1] 
- n(V, v) denotes a root node labeled with (V, v) 
- n1 0 ... 0 n; denotes a node labeled with * and 
having parents n1, ... , ni 
- n1 EB ... EB n; denotes a node labeled with + and 
having parents n1, ... , ni 
The following definition tells us how to evaluate a Q­
DAG by evaluating each of its nodes. It is a recursive 
definition according to which the value assigned to a 
node is a function of the values assigned to its parents. 
The first two cases are boundary conditions, assigning 
values to root nodes. The last two cases are the recur­
SlVe ones. 
Definition 3 For a Q-DAG (V, o,I, V, Z) and evi­
dence £, the node evaluator is defined as a function 
Me that maps each node in V into a number [0, 1] 
such that: 
1. Me[n(p)] = p 
{The value of a root node labeled with a number is 
the number itself) { 1 if £(V) = v or £(V) = o; 2. Me[n(V, v)] = o' th . , o erwzse 
{The value of an evidence-specific node depends 
on the available evidence: it is 1 if v is consistent 
with the evidence and 0 otherwise) 
3. Me[n1 0 . .. 0 ni] = Me(n1) * . .. * Me(n;) 
(The value of a node labeled with * is the product 
of the values of its parents nodes.) 
4- Me[n1 Ell . . . Ell n;) = Me(nt) + . . . + Me(n;) 
{The value of a node labeled with + is the sum of 
the values of its parents nodes.) 
Let us consider a few evaluations of the Q-DAG shown 
in Figure 3. Given evidence £(C)=ON, we have 
Me[n(C, ON)] 1,  
Me[n(C, OFF)] 0, 
Me[Qnode(B=ON)] .075 * .9 + .56* .5 = .3475, 
Me[Qnode(B=OFF)] .225 * .9 + .14 * .5 = .2725, 
meaning that Pr(B=ON, C=ON) = .3475 and Pr(B= 
OFF, C=ON) = .2725. Analogous computations can 
be done if the evidence were £(C)=OFF. 
It is also possible that evidence tells us nothing about 
the value of variable C, that is, £(C) = o. In this case, 







.25 * .3 * ( .9 + . 1) + 
.8 * . 7 * ( .5 + .5) = .635, 
.75*.3*(.9+.1)+ 
.2 * .7 * (.5 + .5) = .365, 
concluding Pr(B = ON) = .635 and Pr(B= OFF) = 
.365. 
2.1 Implementing a Q-DAG evaluator 
A QDAG evaluator can be implemented using an 
event-driven, forward propagation scheme. Whenever 
the value of a Q-DAG node changes, one updates the 
value of its children, and so on, until no possible up­
dates of values is possible. Another way to implement 
an evaluator is using a backward propagation scheme 
where one starts from a query node and updates its 
value by updating the values of its parent nodes. The 
forward propagation scheme is more selective in that 
it will only visit those nodes that need updating as 
opposed to visiting every node on which the value of 
query node depends. The specifics of the application 
will typically determine which method (or combina­
tion) will be more appropriate. 
It is important that we stress the level of refinement 
enjoyed by the Q-DAG propagation scheme and the 
implications of this on the effeciency of query updates. 
Propagation in Q-DAGs is done at the arithmetic­
operation level, which is contrasted with propagation 
at the message-operation level (used by many standard 
algorithms) . Such propagation schemes are typically 
optimized by maintaining validity flags of messages so 
that only invalid messages are recomputed when new 
evidence arrives. This will clearly avoid some unneces­
sary computations but can never avoid all unnecessary 
ones because a message is typically too coarse for this 
purpose. For example, if only one entry in a message 
is invalid, the whole message is considered invalid. Re­
computing such a message will lead to many unneces­
sary computations. This problem will be avoided in 
Q-DAG propagation since validity flags are attributed 
to arithmetic operations, which are the building blocks 
of message operations. Therefore, only the necessary 
arithmetic operations will be recomputed in a Q-DAG 
propagation scheme, leading to a more detailed level 
of optimization. 
We also stress that the process of evaluating and up­
dating a Q-DAG is done outside of probability theory 
and belief network inference. This makes the develop­
ment of efficient on-line inference software accessible to 
a larger group of people who lack strong backgrounds 
in these areas. 
2.2 The Availability of Evidence 
The construction of a Q-DAG requires the identifica­
tion of query and evidence variables. This may give an 
incorrect impression that we must know up front which 
variables are observed and which are not. This could 
be problematic in (1) applications where one may lose 
a sensor reading, thus changing the status of a variable 
from being observed to being unobserved; and (2) ap­
plications where some variables may be expensive to 
observe, leading to an on-line decision on whether to 
observe them or not (using some value-of-information 
computation).1 
Both of these situations can be dealt with in a Q-DAG 
framework. First, as we indicated earlier, Q-DAGs al­
low the unknown value o to represent missing evidence 
which can be used to handle missing sensor readings. 
Second, a variable can be declared to be both query 
and evidence. This means that we can incorporate evi­
dence about this variable when it is available, and also 
compute the probability distribution of the variable in 
case evidence is not available. This distribution can be 
used to compute the variable's value-of-information, 
which can then be used to decide whether to observe 
the variable. In the long version of this paper, we show 
how one can augment a Q-DAG to perform value-of­
information computations [1]. 
3 GENERATING QUERY DAGs 
This section shows how Q-DAGs can be generated us­
ing traditional algorithms for exact belief-network in­
ference. In particular, we show how Q-DAGs can be 
generated using the clustering (join-tree, Jensen, LS) 
algorithm [2, 4, 6]. We also outline properties that 
must be satisfied by other belief network algorithms 
1Thanks to Jack Breese and Bruce D'Ambrosio for 
stressing this point to us. 
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in order to adapt them for generating Q-DAGs. 
3.1 The clustering algorithm 
We provide a sketch of the clustering algorithm in this 
section. The reader interested in more details is re­
ferred to [4, 2, 6]. 
The clustering method assumes that we have con­
structed a cluster tree that satisfies the running in­
tersection property (that is, a join tree) of the given 
belief network. This tree is a secondary structure on 
which the inference algorithm operates. We need the 
following notation to state this algorithm: 
- S1 , ... , Sn are the clusters, where each cluster cor­
responds to a set of variables in the original belief 
network. 
- W i is the potential function over cluster S;, which 
is a mapping from instantiations of variables in S; 
into real numbers. 
- P; is the posterior probability distribution over 
cluster S;, which is a mapping from instantiations 
of variables in S; into real numbers. 
- M;i is the message sent from cluster S; to clus­
ter Sj, which is a mapping from instantiations of 
variables in S; n Sj into real numbers. 
- e is the given evidence, that is, an instantiation 
of evidence variables E. 
We also assume the standard multiplication and 
marginalization operations on potentials. 
Our goal now is to compute Pr(x, e) for each value x of 
variable X in the belief network. Given this notation, 
we can state the algorithm as follows: 
• Potential functions are initialized using 
wi =IT PrxAx, 
X 
where X is a variable whose matrix is assigned to clus­
ter S; I Pr X is the matrix for variable X2 I and Ax is 
the likelihood vector for variable X (Ax ( x) is 1 if x is 
consistent with given evidence e and 0 otherwise). 
• Posterior distributions are computed using 
P; = W; IT Mki, 
k 
where Sk are the clusters adjacent to cluster S;. 
• Messages are computed using 
M;j = L W; IT Mk;, 
s, \Si ki.j 
where Sk are the clusters adjacent to cluster S;. 
2That is, a mapping from instantiations of the family 
of X (X and its parents) into conditional probabilities. 
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• The probability Pr(x 1 e) is computed using 
Pr(x1e) = L P;l 
S;\{X} 
where S; is the cluster to which X belongs. 
That is, to compute the probability of a variable, we 
must compute the posterior distribution of the cluster 
it belongs to. To compute the posterior distribution of 
a cluster, we collect messages from neighboring clus­
ters. A message from cluster S; to Sj is computed 
by collecting messages from all clusters adjacent to S; 
except for Sj. 
3.2 Generating Q-DAGs 
To generate Q-DAGs using the clustering method, we 
have to perform two steps.3 First, we have to mod­
ify the initialization of potential functions so that the 
cluster tree is quantified using Q-DAG nodes instead 
of numeric probabilities. Second, we have to replace 
numeric addition and multiplication in the algorithm 
by analogous functions that operate on Q-DAGs: 
1. Numeric multiplication * is replaced by an op­
eration 0 that takes Q-DAG nodes n1, ... , n; as 
arguments, constructs and returns a new node n 
with label * and parents n1, . . .  , n;. 
2. Numeric addition+ is replaced by an operation EB 
that takes Q-DAG nodes n1, . . .  , n; as arguments, 
constructs and returns a new node n with label + 
and parents n1, . .. 1 n;. 
Therefore, instead of numeric operations, we have Q­
DAG-node constructors. And instead of returning a 
number as a computation result, we now return a Q­
DAG node. 
Before we state the Q-DAG clustering algorithm, re­
alize that we now do not have evidence e, but instead 
we have a set of evidence variables E for which we will 
collect evidence. Therefore, the Q-DAG algorithm will 
not compute an answer to a query Pr(x,e), but in­
stead will compute a Q-DAG node that will evaluate 
to Pr( x, e) once the instantiation e of variables E is 
obtained. 
In the following equations, potentials are mappings 
from variable instantiations to Q-DAG nodes (instead 
of numbers) . For example, the matrix for variable X 
will map each instantiation of X's family into a Q­
DAG node n(p). Moreover, the likelihood vector for 
variable X will map each of its instantiations x into 
an evidence-specific node n(X, x). The Q-DAG oper­
ations 0 and EB are extended to operate on these new 
potentials in the same way thet * and + are extended 
in the clustering algorithm. 
The new set of equations is: 
3The formal proof of soundness of the proposed algo­
rithm is given in the long version of the paper [1]. 
• Potential functions are initialized using 
W; = @ n(Prx) 0 n(>.x ) � 
X 
where X is a variable whose matrix is assigned to clus­
ter S;. n( Pr x) is the Q-DAG matrix for X, that is, a 
mapping from instantiations of X 's family into Q-DAG 
nodes representing conditional probabilities. n( >.x) is 
the Q-DAG likelihood vector of variable X. That is, 
n(>.x )(x) = n(X, x) , which means that node n(>.x )(x) 
evaluates to 1 if xis consistent with given evidence and 
0 otherwise. 
• Posterior distributions are computed using 
P; = W; @ Mk;, 
k 
where Sk are the clusters adjacent to cluster S;. 
• Messages are computed using 
M;j = EB W; @ Mki, 
S;\Si k'tj 
where Sk are the clusters adjacent to clusterS;. 
• The Q-DAG node for answering queries of the form 
Pr(x,e) is computed using 
Qnode(x) = E9 P;, 
S;\{X} 
where S; is the cluster to which X belongs. 
The only modifications we made to the clustering al­
gorithm are (a) changing the initialization of potential 
functions and (b) replacing multiplication and addi­
tion with Q-DAG constructors of multiplication and 
addition nodes. 
Given a set of evidence variables E, and variable X, 
the Q-DAG algorithm can be used to compute the Q­
DAG node Qnode(x) for each value x. The result of 
such a computation will be a node that will evaluate 
to Pr(x, e) for any given instantiation e of variables 
E. We will now consider an example. 
3.3 An example 
We now show how the proposed Q-DAG algorithm can 
be used to generate a Q-DAG for the belief network in 
Figure 3(a). 
We have only one evidence variable in this example, 
C. And we are interested in generating a Q-DAG for 
answering queries about variable B, that is, queries of 
the form Pr(b, e). Figure 5(a) shows the cluster tree 
for the belief network in Figure 3(a), where the tables 
contain the potential functions needed for the prob­
abilistic clustering algorithm. Figure 5(b) shows the 
cluster tree again, but the tables contain the potential 
functions needed by the Q-DAG clustering algorithm. 
Note that the tables are filled with Q-DAG nodes in­
stead of numbers. 
o�� I 
C=ON C=OFF 
.9 .I 'l'J. 
.5 .5 
A B=OFF 
� ON .75 •. 3 














N(.75 • .3) 
N(.2 • .7) 
Figure 5: A cluster tree quantified with (a) numbers, and with (b) Q-DAGs. 
We now apply the Q-DAG algorithm. 
The message M12 is computed by summing the poten­
tial function l)i 1 over all possible values of variable C, 
i.e., M12 = Ef1wt, which leads to: 
c 
M12(A=ON) 
n(.9) 0 n(C, ON) ffi n(.l) 0 n(C, OFF), 
M12(A=OFF) 
n(.5) 0 n(C, ON) ffi n(.5) 0 n(C, OFF). 
The posterior distribution over cluster S2, P2, is com­
puted using P2 = lJi2 0 M12, which leads to 
P2(A=0N, B=ON) 
= n(.25) 0 n(.3) 0 M12(A=ON), 
P2(A=0N, B=OFF) 
= n(.75) 0 n(.3) 0 M12(A=ON), 
P2(A=OFF, B=ON) 
= n(.8) 0 n(.7) 0 M12(A=OFF), 
P2(A=OFF, B=OFF) 
= n(.2) 0 n(.7) 0 M12(A=OFF). 
The Q-DAG node Qnode(b) for answering queries of 
the form Pr(b, e) is computed by summing the poste­
rior P2 over variable A: 
Qnode(B=ON) 
P2(A=ON, B=ON) ffi P2(A=OFF, B=ON), 
Qnode(B=OFF) 
P2(A=ON, B=OFF) EEl P2(A=OFF, B=OFF). 
Substituting and simplifying, we get 
Qnode(B=ON) = 
n(.075) 0 (n(.9) 0 n(C, ON) EEl n(.l) ® n(C, OFF)]ffi 
n(.56) 0 [n(.5) ® n(C, ON) ffi n(.5) ® n(C, OFF)] 
Qnode(B=OFF) = 
n(.225) 0 [n(.9) ® n(C, ON) ffi n(.l) ® n(C, OFF)]ffi 
n(. 14) 0 [n(.5) 0 n(C, ON) ffi n(.5) ® n(C, OFF)], 
which is the Q-DAG depicted in Figure 3. 
3.4 Computational complexity 
The computational complexity of the algorithm for 
generating Q-DAGs is determined by the computa­
tional complexity of the clustering algorithm. In 
particular, the proposed algorithm will apply a (f)­
operation precisely when the clustering algorithm ap­
plies an addition-operation. Similary, it will apply a 
@-operation precisely when the clustering algorithm 
applies a multiplication-operation. Therefore, if we 
assume that ffi and ® take constant time, then both 
algorithms have the same time complexity. 
Each application of ffi or ® operations ends up adding 
a new node to the Q-DAG. And this is the only way 
a new node can be added to the Q-DAG. Moreover, 
the number of parents of each added node is equal 
to the number of arguments that the corresponding 
arithmetic operation is invoked on in the clustering al­
gorithm. Therefore, the space complexity of a Q-DAG 
is no worse than the time complexity of the clustering 
algorithm. 
Proposition 1 The space and time complexity of gen­
erating a Q-DAG is no worse than the time complexity 
of the clustering algorithm. 
This also means that the space complexity of Q-DAGS 
in terms of the number of evidence variables is no worse 
than the time complexity of the clustering algorithm 
in those terms. Specifically, each evidence variable E 
will only add m evidence-specific nodes to the Q-DAG, 
where m is the number of values that variable E can 
take. This is important to stress because without this 
complexity guarantee it may be hard to distinguish 
between the proposed approach and a brute-force ap­
proach that builds a big table containing all possible 
instantiations of evidence variables together with their 
corresponding distributions of query variables. 
3.5 Other generation algorithms 
The polytree algorithm is a special case of the cluster­
ing algorithm as shown in [4]. Therefore, the polytree 
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algorithm can also be modified as suggested above to 
compute Q-DAGs. This means that cutset condition­
ing can be easily modified to compute Q-DAGs: for 
each instantiation c of the cutset C, we compute a Q­
DAG node for Pr(x, c) using the polytree algorithm 
and then take the $-sum of the resulting nodes. 
Most algorithms for exact inference in belief networks 
can be adapted to generate Q-DAGs. In general, an 
algorithm must satisfy a key condition to be adaptable 
for computing Q-DAGs as we suggested above: the al­
gorithm should never depend on the specific evidence 
obtained, but should only depend on the variables 
about which evidence is collected. That is, whether 
variable E is instantiated to value v1 or value v2 should 
not affect the behavior/complexity of the algorithm; 
only whether variable E is instantiated or not should 
matter. 
Most belief networks algorithms that we are aware of 
satisfy this property. The reason for this seems to 
be the notion of probabilistic independence on which 
these algorithms are based. Specifically, what is read 
from the topology of a belief network is a relation 
I(X, Z, Y), stating that variables X and Y are inde­
pendent given variables Z. That is, 
Pr(x, y I z) = Pr(x I z)Pr(y I z) 
for all instantiations x, y, z of these variables. It is pos­
sible, however, for this not to hold for all instantiations 
of z but only for specific ones. The algorithms we are 
aware of do not take advantage of this instantiation­
specific notion of independence. Therefore, they can­
not attach any computational significance to the spe­
cific value to which a variable is instantiated. This 
property of existing algorithms is what makes them 
easily adaptable to the generation of Q-DAGs. 
4 CONCLUSION 
We have introduced a new paradigm for implementing 
belief-network inference that is oriented towards real­
world, on-line applications. The proposed framework 
compiles a belief network into an arithmetic expression 
called a Query-DAG. Each non-leaf node of a Q-DAG 
represents a numeric operation, a number, or a symbol. 
Each leaf node of a Q-DAG represents the answer to 
a network query, that is, the probability of some event 
of interest. Inference on Q-DAGs is (worst-case) linear 
in their size and amounts to a standard evaluation of 
the arithmetic expressions they represent. 
A most important point to stress about the work re­
ported here is that it is not proposing a new algorithm 
for belief-network inference. What we are proposing is 
a paradigm for implementing belief-network inference 
that is orthogonal to standard inference algorithms 
and is engineered to meet the demands of real-world, 
on-line applications. This class of applications is typ­
ically demanding for the following reasons: 
1. It typically requires very short response time, i.e., 
milliseconds. 
2. It requires software to be written in specialized 
languages, such as ADA, C++, and assembly be­
fore it can pass certification procedures. 
3. It imposes severe restrictions on the available soft-
ware and hardware resources in order to keep the 
cost of a "unit" (such as an electromechanical de­
vice) as minimal as possible. 
To address these real-world constraints, we are propos­
ing that one compiles a belief network into a Q-DAG 
as shown in Figure 2 and uses a Q-DAG evaluator 
for on-line reasoning. This brings down the required 
memory to that needed for storing a Q-DAG and its 
evaluator. It also brings down the required software 
to that needed for implementing a Q-DAG evaluator, 
which is very simplistic as we have seen earlier. 
Our proposed approach still requires a belief-network 
algorithm to generate a Q-DAG, but it makes the effi­
ciency of such an algorithm less of a critical factor. For 
example, we show in the long version of the paper that 
some standard optimizations in belief-network infer­
ence, such as pruning and caching, become less critical 
in a Q-DAG framework. Specifically, these optimiza­
tions are subsumed by simple Q-DAG reduction tech­
niques, such as nume ric reduction, where a Q-DAG 
node n and all its descendants can be replaced by a 
single Q-DAG node if no ESN appears among the de­
scendants of node n [1]. 
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