




















































































また，2012年 6月 6日のWorld IPv6 Launchの前後で AAAAク
エリに存在応答が戻る割合が 2.0%から 21.2%に増加した．これは，
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第1章 序論
1.1 研究の背景







































































































ns.example.com の場合，委任情報として ns.example.com の A RRと
AAAA RR を委任情報に追加できる．具体的には， ns.example.com の
IPv4 アドレスが 192.2.0.1 の場合，com ゾーン内に以下の情報が記述さ
れる．
example.com. IN NS ns.example.com.
ns.example.com. IN A 192.2.0.1
example.comゾーンのネームサーバホスト名が外部名の ns.example.jpの
場合，com の子孫ではないため，グルーを追加できず，




















































Cooperative Association for Internet Data Analysis (CAIDA)は 2001年
にルートDNSサーバのうちの 1システム，f.root-servers.netへのクエリを
18日間収集し，分析を行なった [12]．その後，ルートDNSサーバオペレー
タとCAIDAは，ルートDNSサーバなどで 2006年 1月から年に 1度 48時
間のデータ収集を行なう活動，\A Day in the Life of the Internet"(DITL)
を開始した [17]．
現在では，データ収集活動と研究者への解析環境の提供をDomain Name
































Larsonらは 2011年 3月から 2012年 6月までの com, net TLDの権威
DNSサーバのクエリ情報を収集し，分析結果を運用者のミーティングであ
るRIPE 68 DNSワーキンググループで発表した [59]．主な結果は，com,















































Internet Research Task Force(IRTF)のRouting Research Group(RRG)
では識別子 (Identier)と位置識別情報 (Locator)の分離などのルーティン
グ技術の研究を行なっており，DNS Resource Records for the Identier-




































Gaoらは Farsight Security, Inc. の SIE ( Security Information Ex-
change ) からデータの提供を受け，2012/12/9～2012/12/22の二週間，





















Analysis of the Domain Name System (DNS)" [8]としてまとめた．

















































































ついて調査した研究が 2002年の Jungらによる研究 [30]以後存在しない．
その 10年の間の変化を調査することは重要である．IPv6対応ノードは
2001年には少なかったが，10年間のうちに IPv6対応OSが普及して，エ

















































































































クエリを jp TLD DNSサーバに送る (4)．jp TLD DNSサーバは exam-
ple.co.jp が外部名の ns1.example.com に委任されていることを知ってい
























フルリゾルバは ns1.example.com のアドレスの名前解決をルート DNS
サーバから開始することになり，ルートDNSサーバ (6)，com TLD DNS
サーバ (8)， example.com DNSサーバ (10) に順に ns1.example.com の
タイプ A，AAAAのクエリを送る．最終的に，フルリゾルバは (11)で
ns1.example.com の IPアドレスを受け取り，www.example.co.jp クエリ
を example.co.jp DNSサーバに送る (12)．
結果として，外部名ネームサーバホスト名の使用はフルリゾルバの名
前解決を複雑にし，フルリゾルバの資源の使用量を増やす．また，他の






















































































場所 MIT KAIST 筑波大学
年 2000 2001 2010 2011 2012
月/日 12/04 05/18 11/1 11/1 7/7
-12/11 -5/24 -11/30 -11/30 -8/6
クライアントクエリ数 4,160,954 4,339,473 234,308,393 366,489,499 317,686,402
クエリ/秒 6.88 8.37 90.40 141.39 122.56
クエリ名数 302,032 219,144 3,375,088 4,015,966 2,971,084
クライアント数 1,216 8,605 6,556 8,815 11,662







我々のデータセットでは，2010年 11月と 2011年 11月を比べると，ク
ライアント IPアドレス数が 56%増加し，クエリ数が 19%増加し，個々の
クライアントからのクエリが毎秒 0.01378から 0.01603と 16%増加してい
る．この増加は，DNSプリフェッチを実装したブラウザの普及を示して
いると考える．











































表 3.2: キャッシュヒット率と権威 DNSサーバへの影響，遅延 (2011年
11月)
分類 全体の キャッシュ 権威DNSサーバクエリ数 フルリゾルバの
比率 ヒット率 / クライアントクエリ数 名前解決時間
ルート TLDs 全 (平均)
[%] [%] [ms]
全体平均 100.0 75.1 0.00079 0.025 0.31 28.0
A 61.6 72.7 0.00100 0.037 0.36 30.7
AAAA 29.1 74.1 0.00012 0.007 0.27 28.8
CNAMEあり 53.9 73.8 0.00070 0.025 0.34 30.4
CNAMEなし 43.2 76.7 0.00096 0.028 0.26 24.9
存在応答 57.2 72.3 0.00071 0.039 0.37 31.4
Error 42.8 78.9 0.00090 0.007 0.22 23.4
Server Failure 2.9 77.8 0.00007 0.002 0.54 89.5
NoDATA 27.3 75.4 0.00006 0.007 0.24 23.4
名前不存在 11.5 93.5 0.00315 0.008 0.06 5.3
名前不存在
(TLD不存在以外) 11.1 93.5 0.00008 0.008 0.06 5.3
TLD不存在 0.5 92.6 0.07303 0.000 0.07 5.4
正引き 92.4 73.5 0.00044 0.027 0.33 29.8
逆引き 7.3 95.7 0.00035 0.006 0.07 6.1
TTL値  300 44.0 67.3 0.00033 0.021 0.40 31.7



































TTL値  300 応答のTTL値が 300以下であるもの











シュヒット率は 78.9%と \存在応答"の 72.3%よりも若干大きい．こ
れは，\通常応答"の平均名前解決時間 31.4ミリ秒と比較して短い，
\エラー応答"時の平均名前解決時間 23.4ミリ秒に対応する．
 \Server Failure"は 89.5ミリ秒と，非常に大きな平均名前解決時間
であるが，全体の僅か 2.9%のクエリであるので，大きな問題には
なっていない．







在" の場合，全体平均の 92倍の 0.07303回のルートDNSサーバへ
のクエリを生成する．この事象を明確にするために， \名前不存在"
から \TLD不存在" を除外した \名前不存在 (TLD不存在以外)" と


















































jp TLDオペレータである JPRSは，jp TLDのDNSサーバのうちの一
台であるA.DNS.JPのデータを収集しており，図 3.5に，A.DNS.JPで観
測したクエリ量の変化と，クエリタイプA,AAAAの割合を示す．左側の
縦軸は 2004年 4月からの jpクエリの増加率を示し，グラフには \+"で
示す．jp TLD DNSサーバの増強が 2度行なわれたため，増加率は折れ
曲がっている．右側の縦軸はタイプAのクエリとタイプAAAAのクエリ

























































図 3.5: A.DNS.JPで観測した jpクエリの変化
`
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エリのほうが，クライアントクエリによるルートや jp TLD DNSサーバ
へのクエリの生成が少ない．タイプAではルートDNSサーバに 0.005559
回，jp TLD DNSサーバに 0.043914回であるが，AAAAクエリではルー




2011年 11月 2012年 7月
場合 クライアント数 % クライアント数 %
全クライアント数 8815 100.0 11662 100.0
Aクエリを送ったもの 8707 98.8 11588 99.4
AAAAクエリを送ったもの 7772 88.2 10247 87.9
AとAAAAクエリを同時に送ったもの 7720 87.6 10202 87.5
同時に送ったもののうち
Aの後にAAAAを送ったもの 6993 79.3 9303 79.8
AAAAの後にAを送ったもの 100 1.1 160 1.4
順序が混ざっていたもの 627 7.1 739 6.3
表 3.5に，クライアントからのAクエリとAAAAクエリの送り方の違
いを示す．























展である図 3.6の (1-1)から (1-5)よりも後であれば，クライアントから




バには www.example.jp AAAAクエリを送らず，www.example.jp AAAA
クエリを直接 example.jpのサーバに送る．結果として，www.example.jp
AAAA クエリは，フルリゾルバと example.jp 権威DNSサーバでは観測












































表 3.6: 2011年 11月の応答タイプ
クエリタイプ 合計 A AAAA PTR その他
クエリ数 366.5 225.7 106.6 31.1 3.0
[100万] 100% 62% 29% 8% 1%
応答の種類 % % % % %
Server Failure 2.9 0.6 1.8 23.3 1.3
名前不存在 11.5 8.1 3.4 59.1 67.7
Refused 0 0 0 0 0.3
存在応答 57.2 89.3 2.0 17.4 17.1
NoDATA 27.5 0.7 92.6 0.1 12.2







表 3.6によると，Aクエリの 89.3%が \存在応答"であり，AAAAクエ
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 1日に 1クエリを超え，1時間に 1クエリ以下
 1時間に 1クエリを超え，1分に 1クエリ以下









































































































分類 全体の キャッシュ 権威DNSサーバクエリ数 フルリゾルバの
比率 ヒット率 / クライアントクエリ数 名前解決時間
ルート TLDs 全 (平均)
[%] [%] [ms]













3.7 69.4 0.00118 0.039 0.40 28.6
逆引き (.arpa) 7.3 95.7 0.00035 0.006 0.07 6.1








































3.4.6 World IPv6 Launchによる変化
図 3.10に 2012年 7月のクライアントからのクエリタイプの割合を示す．
図 3.10と図 3.4を比較すると，2011年 11月と 2012年 7月で，クライ
アントの動作に変化がないことがわかる．
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表 3.8: 2012年 7月のデータセットでの応答タイプ
クエリタイプ 合計 A AAAA PTR その他
クエリ数 [106] 317.7 200.2 84.3 30.1 3.1
100% 63% 26.5% 9.5% 1%
応答タイプ % % % % %
Server Failure 2.1 0.9 1.2 12.4 1.0
名前不存在 17.3 14.8 5.1 64.7 47.3
Refused 0 0 0 0 0.0
存在応答 60.7 83.4 21.2 22.8 31.6
NoDATA 19.6 0.6 71.9 0.1 4.3
Timeout 0.4 0.3 0.1 0.1 15.6
表 3.5と図 3.5も同様に，World IPv6 Launchの前後の 2011年 11月と
2012年 7月とでクライアントの動作に変化がないことを示す．
表 3.8に，2012年 7月の応答タイプを示す．
表 3.8と表 3.6を比較すると，\名前不存在"が 11.5%から 17.3%に増加
し，\NoDATA"が 27.5%から 19.6%に減少していることがわかる．顕著
な変化はAAAAクエリの応答に見られ，IPv6アドレスを返す \AAAA存
在応答"が 2.0%から 21.2%に増加し，IPv6アドレスを持たない \AAAA





表 3.9を 2011年 11月のデータである表 3.2と比較すると，差分は僅か
でほとんど同じ傾向を示し，以下の違いがあった．
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表 3.9: キャッシュヒット率と権威DNSサーバへの影響，遅延 (2012年 7
月)
分類 全体の キャッシュ 権威DNSサーバクエリ数 フルリゾルバの
比率 ヒット率 / クライアントクエリ数 名前解決時間
ルート TLDs 全 (平均)
[%] [%] [ms]
全体平均 100.0 75.6 0.00063 0.020 0.29 26.8
A 63.0 74.1 0.00071 0.029 0.34 29.0
AAAA 26.5 71.6 0.00017 0.005 0.28 29.9
CNAMEあり 55.2 71.9 0.00052 0.020 0.36 30.8
CNAMEなし 44.4 80.9 0.00077 0.020 0.21 20.6
通常応答 60.7 73.0 0.00049 0.030 0.35 29.5
Error 39.3 79.7 0.00084 0.005 0.21 22.6
Server Failure 2.1 59.4 0.00009 0.002 0.83 109.0
NoDATA 19.5 69.2 0.00006 0.006 0.29 30.1
名前不存在 17.3 96.2 0.00183 0.004 0.04 3.0
名前不存在
(wo TLD不存在) 16.8 96.3 0.00004 0.004 0.04 2.9
TLD不存在 0.5 93.5 0.06387 0.000 0.06 5.6
正引き 91.7 73.6 0.00033 0.021 0.32 29.0
逆引き 7.9 97.9 0.00019 0.002 0.03 2.3
TTL値  300 46.1 65.8 0.00024 0.017 0.41 32.4
























図 3.11: World IPv6 Launch前後のAAAAクエリのクエリ名の累積比率
分布
 全体での権威DNSサーバへのクエリ数が 0.31から 0.29と若干減少
した
 AAAAクエリのキャッシュヒット率が 74.1%から 71.6%と若干減少
した
 AAAAクエリによる，権威 DNSサーバへのクエリ数が 0.28から
0.29と若干増加した







ぼ同じ数である．World IPv6 Launch前には IPv6アドレスを持つ \値あ
り"のクエリ名数は 10万以上であったが，クエリの割合は 2.0%であった．
World IPv6 Launch後には，IPv6アドレスを持つ \値あり"の上位 100の
クエリ名が 16.5%のクエリを占め，上位 1000のクエリ名が 20.0%のクエ
リを占めている．
IPv6アドレスを持つ AAAAリソースレコードを返したホスト名で最
もクエリが多かったものは，www.facebook.com , dns.msftncsi.com と
Google のサービスで使用されるドメイン名であった．dns.msftncsi.com
は， Microsoft Windows でネットワークのテストのために使用されるド
メイン名である．






































































また，2012年 6月 6日のWorld IPv6 Launchの前後で AAAAク
エリに存在応答が戻る割合が 2.0%から 21.2%に増加した．これは，


























































年 開始 終了 ルートDNS クエリ数 送信元 IP
サーバの アドレス数
(UTC) (UTC) リスト 109 106
2011 Apr 12 Apr 14 a,c,d,e,f,h,j, 26.1 7.59
1200 1200 k,l,m (10/13)
2012 Apr 17 Apr 19 a,c,e,f,h,j, 26.2 8.99
1200 1200 k,l,m (9/13)
2013 May 28 May 30 a,c,d,e,f,h,j, 27.8 8.54










アドレスごとのクエリ数を図 4.1に示す．図 4.1の横軸は IPアドレスの
順位であり，縦軸はその順位の IPアドレスからのクエリ数である．
図 4.1によると，最多クエリを出すアドレスは 48時間で 8000万以上の
クエリを送っている．また，48時間で 10万クエリ以上送っているアドレ























図 4.1: クエリ数が多いものから順に並べた個々の送信元 IPアドレスか
らルートDNSサーバへの 48時間のクエリ数
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表 4.2: 既知のアドレスからルート DNSサーバへの 48時間のクエリ数
(2012年)
ルートDNSサーバへのクエリ
IP address 総数 不在 \." 存在
TLD TLD
大学の















































データ取得開始 (UTC) 2012/4/17 12:00
データ取得完了 (UTC) 2012/4/19 12:00
取得時間 48時間
総パケット数 72,355,778 418 pps



















を 1時間から 3時間とすることが推奨されているため [3]，キャッシュ効率
が低下する．筑波大学のデータの場合，表 4.3の存在しないTLDのクエ











































評価結果を表 4.4に示す．評価に用いたBIND 9バージョンは 9.9.5であ
り，Unboundは1.4.21である．/DはDNSSEC検証を行なった場合を示し，
/Lはキャッシュ領域を大きくとった設定を示す．具体的には，msg-cache-







サイズを指定するオプションで，標準は 10000 である．BIND 9の場合，
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表 4.4: クエリ再生によるフルリゾルバから権威DNSサーバへのクエリ数
サーバ root TLD その他
実測値 118,360 687,365 6,524,070
BIND 9 163,187 842,592 7,377,712
BIND 9/D 663,647 1,061,886 7,235,743
Unbound 100,223 3,916,313 16,048,069
Unbound/L 13,300 870,650 9,102,884


























合，ルートDNSサーバからの委任応答にDS RR が含まれるが，BIND 9




















サーバ 総数 不在 不在で 存在 存在で
削減 削減
可能 可能
実測値 118,360 12,579 521 105,781 105,169
10.6% 0.4% 89.4% 88.9%
BIND 9 163,187 12,975 764 150,212 149,374
8.0% 0.5% 92.0% 91.5%
BIND/D 663,647 12,727 743 650,920 649,369
1.9% 0.1% 98.1% 97.8%
Unbound 100,223 25,914 3,563 74,309 73,480
25.9% 3.6% 74.1% 73.3%
Unbound/L 13,300 11,444 634 1,856 375
86.0% 4.8% 14.0% 2.8%
Unbound/L/D 12,662 11,140 524 1,522 645































































































問題 1: フルリゾルバがスタブリゾルバに管理権限のないデータ (5,6,7)
や，直接問い合わせたデータではない添付されたデータ (4)を応答
する．



































提案手法の a, d, eにより，管理権限のない情報を応答する問題 1を解


















































































不在 存在 DNSサーバ DNSサーバ
実測値 118,360 12,579 105,781 687,365 6,524,070
10.6% 89.4%
Unbound/L 13,300 11,444 1,856 870,650 9,102,884
86.0% 14.0%
シミュレーション 13,257 12,234 1,023 350,873 5,542,808
92.3% 7.7%
サーバへのクエリ数を表 4.7に示す．





























囲を返す．具体的には，2014年 7月 23日現在，com TLDと community
TLDの間にはラベルが存在しないため，ルートDNSサーバに com1を問
い合わせると以下のNSECリソースレコードが返される．
com. IN NSEC community. NS DS RRSIG NSEC
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この情報はDNSSEC検証を行なうフルリゾルバにキャッシュされ，さら
に com1が存在しないことがキャッシュされる．このときに com2や ex-
ample.com1のクエリを受け取った場合，comのNSEC RRが示す範囲に
あるため，即時にエラーを返すことが可能であるが，実際にはNSEC RR
は使用されず，ルート DNSサーバに com2や example.com1を問い合わ



























実測値 118,360 12,579 105,781 687,365 6,524,070





(理論値) 3,380 1,858 1,522
Unbound/L/D比 26.7% 16.7%
NSECによる削減結果 3,997 2,652 1,345 1,418,998 9,124,388
Unbound/L/D比 31.6% 23.8%
Unboundからの削減 68.4% 76.2%







































































また，2012年 6月 6日のWorld IPv6 Launchの前後で AAAAク
エリに存在応答が戻る割合が 2.0%から 21.2%に増加した．これは，
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