Abstract. In this paper, we propose a differential evolution algorithm to solve constrained optimization problems. Our approach uses three simple selection criteria based on feasibility to guide the search to the feasible region. The proposed approach does not require any extra parameters other than those normally adopted by the Differential Evolution algorithm. The present approach was validated using test functions from a well-known benchmark commonly adopted to validate constraint-handling techniques used with evolutionary algorithms. The results obtained by the proposed approach are very competitive with respect to other constraint-handling techniques that are representative of the state-of-the-art in the area.
Introduction
Evolutionary Algorithms (EAs) are heuristics that have been successfully applied in a wide set of areas [1, 2] , both in single and in multiobjective optimization. However, EAs lack a mechanism able to bias efficiently the search towards the feasible region in constrained search spaces. This has triggered a considerable amount of research and a wide variety of approaches have been suggested in the last few years to incorporate constraints into the fitness function of an evolutionary algorithm [3, 4] .
The most common approach adopted to deal with constrained search spaces is the use of penalty functions. When using a penalty function, the amount of constraint violation is used to punish or "penalize" an infeasible solution so that feasible solutions are favored by the selection process. Despite the popularity of penalty functions, they have several drawbacks from which the main one is that they require a careful fine tuning of the penalty factors that accurately estimates the degree of penalization to be applied as to approach efficiently the feasible region [5, 3] .
Differential Evolution (DE) is a relatively new EA proposed by Price and Storn [6] . The algorithm is based on the use of a special crossover-mutation operator, based on the linear combination of three different individuals and one subject-to-replacement parent. The selection process is performed via deterministic tournament selection between the parent and the child created by it. However, as any other EA, DE lacks a mechanism to deal with constrained search spaces.
The constraint-handling approach proposed in this paper relies on three simple selection criteria based on feasibility to bias the search towards the feasible region. We have used the same approach implemented on different types of Evolution Strategies in which the results were very promising [7, 8] . The main motivation of this work was to analyze if the use of the selection criteria that we successfully adopted in evolution strategies would also work with differential evolution. This is an important issue to us, because it has been hypothesized in the past that evolution strategies are a very powerful search engine for constrained optimization when dealing with real numbers [9] . However, no such studies exist for differential evolution nor other related heuristics that operate on real numbers (as evolution strategies). We thus believe that the search power of other heuristics such as differential evolution has been underestimated and therefore our interest in analyzing such search power.
The paper is organized as follows: In Section 2, the problem of our interest is stated. In Section 3 we describe the previous work related with the current algorithm. A detailed description of our approach is provided in Section 4. The experiments performed and the results obtained are shown in Section 5 and in Section 6 we discuss them. Finally, in Section 7 we establish some conclusions and we define our future paths of research.
Statement of the Problem
We are interested in the general nonlinear programming problem in which we want to:Find x which optimizes f (x) subject to: g i (x) ≤ 0, i = 1, . . . , n h j (x) = 0, j = 1, . . . , p where x is the vector of solutions x = [x 1 , x 2 , . . . , x r ] T , n is the number of inequality constraints and p is the number of equality constraints (in both cases, constraints could be linear or nonlinear). If we denote with F to the feasible region and with S to the whole search space, then it should be clear that F ⊆ S. For an inequality constraint that satisfies g i (x) = 0, we will say that is active at x. All equality constraints h j (regardless of the value of x used) are considered active at all points of F.
Previous Work
DE is a population-based evolutionary algorithm with an special recombination operator that performs a linear combination of a number of individuals (normally three) and one parent (which is subject to be replaced) to create one child. The selection is deterministic between the parent and the child. The best of them remain in the next population. DE shares similarities with traditional EAs. However it does not use binary encoding as a simple genetic algorithm [2] and it does not use a probability density function to self-adapt its parameters as an Evolution Strategy [10] . The main differential evolution algorithm [6] is presented in Figure 1 .
Begin

G=0
Create a random initial population Fig. 1 . DE algorithm. randint(min,max) is a function that returns an integer number between min and max. rand[0, 1) is a function that returns a real number between 0 and 1. Both are based on a uniform probability distribution. "NP", "MAX GENERATIONS", "CR" and "F" are user-defined parameters.
The use of tournament selection based on feasibility rules has been explored by other authors. Jiménez and Verdegay [11] proposed an approach similar to a min-max formulation used in multiobjective optimization combined with tournament selection. The rules used by them are similar to those adopted in this work. However, Jiménez and Verdegay's approach lacks an explicit mechanism to avoid the premature convergence produced by the random sampling of the feasible region because their approach is guided by the first feasible solution found. Deb [12] used the same tournament rules previously indicated in his approach. However, Deb proposed to use niching as a diversity mechanism, which introduces some extra computational time (niching has timecomplexity O(N 2 )). In Deb's approach, feasible solutions are always considered better than infeasible ones. This contradicts the idea of allowing infeasible individuals to remain in the population. Therefore, this approach will have difficulties in problems in which the global optimum lies on the boundary between the feasible and the infeasible regions. Coello & Mezura [13] used tournament selection based on feasibility rules. They also adopted nondominance checking using a sample of the population (as the multiobjective optimization approach called NPGA [14] ). They adopted a user-defined parameter S r , to control the diversity in the population. This approach provided good results in some well-known engineering problems and in some benchmark problems, but presented problems when facing high dimensionality [13] .
Some previous approaches have been proposed to solve constrained optimization problems using DE. Storn [15] proposed an adaptive mechanism that relaxes the constraints of the problem in order to make all the initial solutions feasible. This pseudofeasible region is shrunk each generation until it matches the real feasible region. Also, Storn [15] proposed to use an aging concept in order to avoid that a solution remains in the population too many generations. Furthermore, he modified the original DE algorithm because when a child is created and it is not better than the parent subjectto-replace, another child is created. The process is repeated N T times. If the parent is still better, the parent remains in the population. Both, the aging parameter and N T are defined by the user. Storn [15] used a modified "DE/rand/1/bin" version. The approach showed a good performance in problems with only inequality constraints but presented problems when dealing with equality constraints. Moreover, only two test functions (out of seven used to test the approach) are included in the well-known benchmark for constrained optimization proposed by Koziel & Michalewicz [16] and enriched by Runarsson & Yao [9] . The main drawback of the approach is that it adds two userdefined parameters and that the N T parameter can cause an increase in the number of evaluations of the objective function without any user control.
Lampinen & Zelinka [17] used DE to solve engineering design problems. They opted to handle constraints using a static penalty function approach that they called "Soft -constraint". The authors tested their approach using three well-known engineering design problems [17] . They compared their results with respect to several classical techniques and with respect to some heuristic methods. The main drawback of the approach is the careful tuning required for the penalty factors which is in fact mentioned by the authors in their article. The last two methods discussed also lack of a mechanism to maintain diversity (to have both, feasible and infeasible solutions in the population during all the evolutionary process), which is one of the most important aspects to consider when designing a competitive constraint-handling approach [8] .
Our approach
The design of our approach is based on the idea of preserving the main DE algorithm and just adding a simple mechanism, which has been found to be successful with other EAs. Moreover, our constraint-handling approach does not add any extra parameter defined by the user (other than those required by the original DE algorithm).
The modifications made to the original DE are the following:
1. The simple mechanism to deal with constraints are three simple selection criteria which guide the algorithm to the feasible region of the search space: -Between 2 feasible solutions, the one with the highest fitness value wins.
-If one solution is feasible and the other one is infeasible, the feasible solution wins. -If both solutions are infeasible, the one with the lowest sum of constraint violation is preferred.
These criteria are applied when the child is compared against the parent subject to be replaced. 2. In order to accelerate the convergence process, when a child replaces its parent, it is copied into the new generation but it is also copied into the current generation. The goal of this change is to allow the new child, which is a new and better solution, to be selected among the three solutions (r 1 , r 2 or r 3 ) and contribute to create better solutions. In this way, a promising solution does not need to wait for the next generation to share its genetic code. 3. When a new decision variable of the child is created and it is out of the limits established (lower and upper) by an amount, this amount is subtracted or added to the limit violated to shift the value inside the limits. If the shifted value is now violating the other limit (which may occur), as a last option, a random value inside the limits is generated.
Our proposed version of the DE algorithm, called CHDE (Constraint Handling Differential Evolution) is shown in Figure 2 .
Begin
G=0
Create a random initial population Fig. 2 . CHDE algorithm. The modified steps are marked with an arrow. randint(min,max) is a function that returns an integer number between min and max. rand[0, 1) is a function that returns a real number between 0 and 1. Both are based on a uniform probability distribution. "NP", "MAX GENERATIONS", "CR" and "F" are user-defined parameters
End If
End For G = G + 1 End For End
Experiments and Results
To evaluate the performance of the proposed approach we used the 13 test functions described in [9] . The test functions chosen contain characteristics that are representative of what can be considered "difficult" global optimization problems for an evolutionary algorithm. Their expressions can be found in [9] To get a measure of the difficulty of solving each of these problems, a ρ metric (as suggested by Koziel and Michalewicz [16] ) was computed using the following expression: ρ = |F |/|S|, where |F | is the number of feasible solutions and |S| is the total number of solutions randomly generated. In this work, S = 1, 000, 000 random solutions. The different values of ρ for each of the functions chosen are shown in Table 1 , where n is the number of decision variables, LI is the number of linear inequalities, NI the number of nonlinear inequalities, LE is the number of linear equalities and NE is the number of nonlinear equalities. We performed 30 independent runs for each test function. Equality constraints were transformed into inequalities using a tolerance value of 0.0001 (except for problems g03, g11 and g13 where the tolerance was 0.001). The parameters used for the CHDE are the following: N P = 60, M AX GEN ERAT ION S = 5, 800. To ensure that there is no sensitivity to "F" and "CR" parameters, F was generated randomly (using a uniform distribution) per run between [0.3, 0.9] and CR was also randomly generated between [0.8, 1.0]. The intervals for both parameters were defined empirically.
The results obtained with the CHDE are presented in Table 2 . A comparison of the performance of CHDE with respect to three techniques that are representative of the state-of-the-art in the area: the Homomorphous maps [16] , Stochastic Ranking [9] and the Adaptive Segregational Constraint Handling Evolutionary Algorithm (ASCHEA) [18] are presented in Tables 3, 4 Table 4 . Comparison of our approach (CHDE) with respect to the Stochastic Ranking (SR)
Discussion of Results
As can be seen in Table 2 , CHDE could reach the global optimum in the 13 test problems. The apparent improvement to the optimum solutions (or the best-known solutions) for problems g03, g05, g11 and g13 is due to the tolerance value adopted for the equality constraints. However, the statistical measures suggest that the proposed approach presents premature convergence in some cases. This seems to be originated by the high selection pressure provided by the deterministic selection. It also causes that infeasible solutions close to the boundaries of the feasible region do not remain in the population. Therefore, our CHDE requires a diversity mechanism (i.e., some infeasible solutions must remain in the population to avoid premature convergence) that does not increase its computational cost in a significant way. With respect to the three state-of-the-art approaches, some facts require discussion: With respect to the Homomorphous Maps [16] , our approach obtained a better "best" solution in nine problems (g01, g02, g03, g05, g06, g07, g09, g10 and g12) and a similar "best" results in other three (g04, h08 and g11). Also, CHDE provided a better "mean" result in five problems (g01, g05, g06, g08 and g12) and a better "worst" result for two problems (g05 and g12). It is clear that CHDE was superior in quality of results than the Homomorphous Maps and it was competitive based on statistical measures.
With respect to the Stochastic Ranking [9] , CHDE was able to find a better "best" result in three problems (g02, g07 and g10) and a similar "best" result in the remaining ten problems (g01, g03, g04, g05, g06, g08, g09, g11, g12 and g13). Besides these, our approach got a similar "mean" and "worst" result for problem g12. CHDE found either similar or best quality results than the Stochastic Ranking, which is one of the most competitive approaches for evolutionary constrained optimization. However, SR is still more robust than CHDE. This is because SR has a good mechanism to maintain diversity in the population (keep both, feasible and infeasible solutions during all the process).
With respect to the Adaptive Segregational Constraint Handling Evolutionary Algorithm (ASCHEA) [18] , our approach found better "best" results in three problems (g02, g07 and g10) and a similar "best" in eight functions (g01, g03, g04, g05, g06, g08, g09 and g11). Finally, CHDE could find a better "mean" result in problem g02. Our approach showed a competitive performance based on quality and showed some robustness compared to ASCHEA. However, the analysis was incomplete because the worst results found by ASCHEA were not available.
¿From the previous comparison, we can see that the CHDE produced competitive results based on quality with respect to three techniques representative of the state-ofthe-art in constrained optimization. CHDE can deal with highly constrained problems, problems with low (g06 and g08) and high (g01, g02, g03, g07) dimensionality, with different types of combined constraints (linear, nonlinear, equality and inequality) and with very large (g02) or very small (g05, g13) or even disjoint (g12) feasible regions. However, our approach presented some robustness problems and more work is required in that direction.
It is worth emphasizing that CHDE does not require additional parameters. In contrast, the Homomorphous Maps require an additional parameter (called v) which has to be found empirically [16] . Stochastic ranking requires the definition of a parameter Table 5 . Comparison of our approach (CHDE) with respect to the Adaptive Segregational Constraint Handling Evolutionary Algorithm (ASCHEA). N A = Not Available.
called P f , whose value has an important impact on the performance of the approach [9] . ASCHEA also requires the definition of several extra parameters, and in its latest version, it uses niching, which is a process that also has at least one additional parameter [18] . Measuring the computational cost, the number of fitness function evaluations (FFE) performed by our approach is lower than the other techniques with respect to which it was compared. Our approach performed 348,000 FFE. Stochastic ranking performed 350,000 FFE, the Homomorphous Maps performed 1,400,000 FFE, and ASCHEA performed 1,500,000 FFE.
Conclusions and Future Work
A novel approach based on the simplest version of the Differential Evolution algorithm, coupled with three simple criteria based on feasibility (CHDE) was proposed to solve constrained optimization problems. CHDE does not require a penalty function or any extra parameters (other than the original parameters of the DE algorithm) to bias the search towards the feasible region of a problem. Additionally, this improved approach has a low computational cost and it is easy to implement. Our algorithm was compared against three state-of-the-art techniques and it provided a competitive performance. Our future work consists on adding a diversity mechanism which does not increase its computational cost [8] in order to avoid premature convergence.
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