Abstract
Introduction
Network traffic classification is to classify the traffic flow that is mixed with various applications [1] . Network traffic classification has been one of the hot topics in both academic and industrial fields. In recent years, the technology of traffic classification based on machine learning method has been widely researched. The machine learning methods include supervised learning methods and unsupervised learning methods [2] [3] . Support vector machine (SVM) is proposed by Vapnik et al., and it is based on the theory of structural risk minimization principle of statistical learning theory [4] . SVM is an effective supervised learning method. It can improve generalization ability of learning machine as much as possible. It can make the test sets to get the smaller error by the discriminant function which is obtained by the limited data set. In addition, SVM is a convex quadratic programming, the local optimal solution is certainly the global optimal one [5] . So SVM is an excellent machine learning method based on data. Recently, there are some researches to solve the problem of traffic classification based on SVM. Alice Este at al. [6] described a simple optimization algorithm that allows the classifier to perform correctly with as little training samples. Yuan Ruixi et al. [7] selected feature from a network flow and adopted a discriminator selection algorithm to obtain the optimal feature subset 1 Zhu Li at al. [8] proposed a discriminator selection algorithm to obtain the best combination of the features for classification. Francesco
In the above researches, how to determine the penalty parameter C and the kernel function parameter  during the training of SVM were not involved. In our previous work, we have used the grid search method to find the optimal parameters C and  according to the highest accuracy of classification. However, the grid search method has the deficiency that it is very time-consuming to find the optimal parameters in a wider range, needs to adjust the step gradually, and traverses all the parameters points in the grids. In order to solve these problems, we proposed the genetic algorithm (GA) which is a heuristic algorithm to derive the optimal parameters C and  of SVM. This method can reduce the computational complexity, and improve the accuracy of classification greatly.
SVM Model
SVM can be used for pattern classification and nonlinear regression. The main idea of SVM is to establish a classification hyperplane as the decision surface, making the maximum distance between positive and counter examples [10] . SVM is an approximate implementation of structural risk minimization. This principle is based on the learning machine's generalization error rate which takes the sum of training error rate and VC dimension term as the boundary [11] [12] . In the separable mode for SVM, the first term is zero and the second item is minimized [13] . Therefore, SVM can provide good generalization performance, and this attribute is unique to the SVM.
The classification function of SVM is shown as equation (1) space to a high dimensional space with the nonlinear transform of the inner product function, then, presents the optimal classification plane in the space. At present, there is no unified model about the SVM method and its parameters, and the selection of kernel function and its parameters. Normally, the optimal parameters selection of SVM can only be found by experience, the experimental comparison and the large range searching.
SVM Parameters Optimization based on GA
During training of SVM, the penalty parameter C and the kernel function parameter  are set normally by test experience. How to derive the optimal parameters C and  , and get the high classification accuracy is the key problem of researching. Though we have used the grid search method to find the optimal parameters C and  according to the highest accuracy of classification, that is global optimal solution. However, this method is very time-consuming to find the optimal parameters in a wider range. We proposed a method for deriving the optimal parameters of SVM based on GA [14] . This method can derive the global optimal solution and does not need to traverse all the parameter points. GA is a heuristic algorithm, and its essential feature is the population search strategy and the simple evolutionary operators [15] . GA has its unique advantages according to its ability of generalization, robustness, parallelism and simple operation [16] . It has the following features compared with other traditional optimization algorithms:
(1) The search process uses parameters encoding not directly acting on the variables. (2) The algorithm only uses the information of the target function value as the search information. (3) The algorithm is to carry out large-scale evolutionary optimization in the population, rather than to optimize on a single point. It has a good global search ability, and can avoid falling into local optimal solution. (4) The selection, crossover and variation operators are all random operations. The search direction is guided by transition rules of probability, so that the direction of search process moves to the optimal solution field of search space. (5) The algorithm has strong robustness. Even if there is any interference, the results are similar when solving multiple times.
Steps of parameters optimization based on GA are as follows:
(1) Determination of fitness function ： : the number of non-class X members that are incorrectly classified as belonging to class X . （ Suppose X is a network traffic class. Class X and other non-class X mixed together.） (2) Initialization: N individuals as the initial population are randomly generated, and the population is a set of feasible solutions to the fitness function. Set the initial value of the evolution algebra is 0, and the maximum evolution algebra is 100. operation. The excellent individual is copied largely, and the unsound individual is copied little even to be eliminated. (6) Crossover operation: Operation is implemented according to the crossover probability. (7) Variation operation: Operation is implemented according to the variation probability. (8) After selection, crossover and variation operation of the population, the next population which is composed of N individuals is generated, then go to the step (2), otherwise go to the step (4). (9) By continuous evolution, the individual with the highest fitness on objective function is derived ultimately. This individual is outputted as the optimal solution, and the calculation is terminated.
According to the above steps, the process of the SVM parameters optimization based on GA is as shown in Figure 1 .
Selection operator: Selection operation is a process which selects the individual with high fitness and low elimination fitness from the current population. The selection operation is based on the evaluation of the fitness of individuals in the population. The purpose is to make the optimal individual survive with high probability, so as to improve the computational efficiency and global convergence.
Crossover operator: Based on crossover operator, crossover operation generates a new individual through carrying on gene exchange of two individuals in the population with a certain probability. The purpose is to obtain the next generation of the best individual, and improve the searching ability of GA.
Variation operator: Variation operation is the phenomenon of the some allele mutation on chromosome. And it is another way to generate a new individual. The main purpose of variation is to maintain the diversity of the population, to prevent premature convergence phenomenon. In addition, it can make the GA has a local random search ability.
If it satisfies the terminal condition

Fitness function determination
The initial population is generated according to the prior knowledge 
Evaluation based on SVM
Data Set
We used the Andrew Moore datasets. The datasets consist of 10 separate sub data sets each from a different period of the 24-hour day [17] . In our experiments, we extracted samples not more than 3000 from every subset randomly. Because the samples of Games and Interactive flows were very few, we deleted these traffic flows. The composition of our data set is presented in Table 1 . 
Pretreatment
In our previous work, we adopted wrapper algorithm and determined the number of features corresponding the highest classification accuracy of each flow, such as table 2. Based on this feature subset, we will derive the optimal parameters C and  of SVM with GA. 
The Simulation Experiments and Analysis
In order to reduce the computational complexity, we extracted 500 data samples randomly from each traffic flow. Parameters optimization processed with a total of 5000 data samples. With libSVM [18] , we took half the data as the training set and the other half as the test set. The optimal parameter combination of ( , ) C  which is derived by GA algorithm as shown in Table 3 . The fitness of main flow's accuracy on GA is as shown in Figures 2-8 . By deriving the optimal parameter combination, we tested the optimized SVM based on GA. The average classification accuracy of optimized SVM is higher than that of traditional SVM.
As shown in Figure 9 , accuracy of WWW is increased from 87.96% to 99.2%， accuracy of Mail is increased from 88.17% to 99%，accuracy of Ftp-control is increased from 88.01% to 97.08%，accuracy of Ftp-pasv is increased from 88% to 99.12%，accuracy of Attack is increased from 92.8% to 99%，accuracy of P2P is increased from 90.48% to 95.08%，accuracy of Database is increased from 88.32% to 99.76%，accuracy of Ftp-data is increased from 88.34% to 99.88%，accuracy of Services increased from 91.5 to 99.72%. In addition to the accuracy of MultiMedia is close to the traditional SVM, the accuracy of the other traffic is significantly improved. And the overall average classification accuracy is increased from 90.13% to 98.31%. 
Conclusion
In this paper, we proposed a method to derive the optimal parameters of SVM based on GA. This method can find the global optimal solution and does not need to traverse all the parameter points in grid. By this method, the accuracy of traffic classification is greatly improved. Our next work is to research more swarm intelligence algorithms to improve the traffic classification accuracy of SVM.
