We introduce an action recognition approach based on Partial Least Squares (PLS) and Support Vector Machines (SVM). We extract very high dimensional feature vectors representing spatio-temporal properties of actions and use multiple PLS regressors to find relevant features that distinguish amongst action classes. Finally, we use a multi-class SVM to learn and classify those relevant features. We applied our approach to INRIA's IXMAS dataset. Experimental results show that our method is superior to other methods applied to the IXMAS dataset.
INTRODUCTION
Action recognition has attracted a significant number of researchers in the computer vision field [1] . The problem has various applications such as video surveillance [2] , Human Computer Interaction (HCI) and video annotation. The problem is challenging for various reasons such as illumination variations, occlusion, pose changes, environmental changes and clothing.
For a comprehensive review of related work, the reader is referred to [3] [4] . Here, we briefly highlight approaches that are relevant to this work.
The work on action and gesture recognition can broadly be grouped into three categories: (1) silhouette-based, (2) motion-based and (3) spatio-temporal action volume methods. Silhouette-based methods depend on extracting the silhouette of the human figure, usually using background subtraction, and representing it using shape descriptors such as shape-context or block-based features. The dynamics of the action is then modeled using methods such as Hidden Markov Models and state-space models. In [5] , Wang and Suter represent the extracted silhouette using block-based features. They then use kernel Principal Component Analysis to learn a nonThanks to DARPA for funding this research through Mind's Eye grant number W 911N F -10-C-0083.
linear subspace of the action data. The dynamics of the actions are modeled using discriminative factorial conditional random fields. The performance of these methods strongly depends on the accuracy of background subtraction.
Motion-based methods depend on extracting descriptors representing the motion of the gray-scale information or spatio-temporal interest points. For example, in [6] Efros et al. extract optical flow from successive pairs of frames of the action. The entire action is represented using a pairwise similarity matrix of the optical flow descriptors. Actions are recognized by performing nearest neighbor search into a large action database. A self-similarity measure between frames features in each action sequence is used in [7] to describe actions. The temporal self-similarities are used as descriptors for each action sequence example. The advantage of this descriptor is its stability against view changes.
Finally, spatio-temporal action recognition methods, such as Gorelick et al. [8] treat action videos as 3D volumes and represent the action as a 3D silhouette. They solve a Poisson equation to extract local space-time silhouette features such as saliency, structure and orientation. Actions are recognized using a nearest neighbor classifier.
FEATURE EXTRACTION
We represent each action as an X×Y ×T spatio-temporal volume, where X, Y and T denote the normalized width, height and duration of the action. For each frame of the spatiotemporal volume, we extract Histogram of Oriented Gradients (HOG) and Histogram Of Oriented Flow (HOOF) features.
HOG [9] is a very powerful descriptor for human detection. This feature is based on computing the distribution of the gradient orientations over local small image subdivisions called cells. A normalization of the histogram over larger overlapping image subdivisions called blocks makes the feature more robust to illumination and shadowing variations. The basic idea is to capture edge directions over a small image cells and represent these directions using histograms. HOG effectively represents edge structure and hence describes local shapes, more specifically for human body segments that maintains almost upright orientation. The image block being represented is divided into 2 × 2 sub-blocks and an 8-bin histogram is calculated for each sub-block. The final descriptor is constructed by combining the histograms of all cells in all blocks and normalizing the final feature vector. For our purposes, we divide each frame into m × n blocks and compute an 8-bin HOG for each cell inside the block. Additionally, we scale down the frame by a factor of two and calculate HOG for the scaled frame over m × n blocks.
Optical Flow (OF) [10] measures the movement of an image patch between two subsequent images using local derivatives. OF detects apparent motion of objects. The main assumption behind OF descriptor is that the intensity changes between two frames are due to motion only. Optical flow features were successfully used for moving object detection in general [11] and more specifically for human detection [12] . OF describes the motion velocity in both x and y directions. Weighted Histogram of Oriented Optical Flow (HOOF) descriptor was used in [13] for action recognition. The idea of HOOF is to use the histogram of the OF fields extracted from two subsequent frames. In this work we subdivide each frame into m × n subdivisions and compute the OF fields in x and y directions in each block. An 8-bin histogram is computed for the angles of the OF fields and weighted by the magnitude of the flow. The weighted histogram of the OF fields is then normalized for each block. We do not compute HOOF for a scaled down version of the action because HOOF becomes very noisy at smaller scales. To represent the spatio-temporal action, we combine the HOG and HOOF features, which creates a very high dimensional feature vector.
ACTION RECOGNITION USING PARTIAL LEAST SQUARES
Partial Least Squares (PLS) regression is a statistical multiple regression method that was developed by Herman Wold [14] in the mathematical economics field. PLS is closely related to Principal Component Analysis (PCA) and multi-dimensional regression analysis. The most important advantage of PLS over these methods is that is can effectively handle situations where the number of examples is much smaller than the dimensionality of the data p (i.e. the number of attributes in the feature vector),o << p. Moreover, while PCA finds the projection space that maximizes the variance of the feature space, PLS takes the dependent variable into consideration while finding the best subspaces that represent the feature space and dependent variables at the same time. Given a set of multidimensional feature vectors X and a set of dependent variables (e.g class labels) Y , PLS searches for the best projection spaces for X and Y . The best projection space is represented by a set of factors that are orthonormal latent vectors T and U . Those latent vectors can be used to predict Y for any new observations. The underlying model of PLS shown in Equation 1
where the set of independent observation X is an o × p matrix (where o is the number of observations and p is the number of predictors and o << p ), the set of responses matrix Y is an o × d matrix (where d is the number of dependent variables). P and Q are loading matrices and E and F are error matrices. PLS regression finds the orthogonal latent factors T and U that spans the the columns of X and Y such that the covariance of the columns of X and Y is maximized. The factors matrix T is of dimensionality o × s, where o is the number of observations and s is the dimensionality of the projection subspace. X and Y are assumed to be z-normalized. Many methods exist for estimating the factors and loading matrices T , U ,P and Q. We use Nonlinear Iterative Partial Least Squares (NIPALS) [15] . Given a group of C different action classes, we use C one-versus-all PLS regressors to find factors that can effectively distinguish between the action classes, denoted PLS i and i = 1, . . . , C. Given the feature vectors describing the actions, as shown in Section 2, we project the feature vectors onto each one of the PLS regressors, which creates a reduced dimensionality factor set representing the group of actions T i . The dimensionality of the factors is much smaller than the original dimensionality and also much smaller than the number of examples.
The factors are used to train a multi-class Support Vector Machine (SVM) classifier. During testing, the extracted feature vector representing the unknown action is projected onto the C PLS regressors and the SVM is used to predict its action label.
RESULTS
To evaluate our approach, we used INRIA's IXMAS dataset [1] . IXMAS is a multi-view human action dataset. It contains 13 actions each performed three times by 11 different actors, for a total of (13×3×11=) 429. Each action is concurrently captured using five cameras from different view points at 23 frames per second frame rate and 390×291 resolution. IX-MAS actions are (1) check watch, (2) cross arms, (3) scratch head, (4) sit down, (5) get up, (6) turn around, (7) walk, (8) wave, (9) punch, (10) kick, (11) point, (12) pick up and (13) throw. We excluded the pick up and throw action to compare our results with others.
We use the background subtraction images to find the bounding box around the subjects in all images and normalize each sequence individually to a fixed size. Since the duration of actions varies from one example to another because of rate differences actors exhibit in different runs, we normalize all sequences to a fixed length by uniformly sampling the actions. This fixed sequence length is chosen to be the length of the shortest action in the dataset, which is 26 frames. Each action is then represented as an X × Y × T where T = 26 spatio-temporal volume.
To extract the HOG and HOOF features, we subdivide each frame into m × n = 8 × 8 blocks. As explained in Section 2, this produces a high dimensional feature vector. Using the features extracted from the training subset of the data, we construct 11 PLS regressors and project the feature set to them to compute a reduced dimensionality factor set. We allow the number of factors to vary from 1 to 5 factors and choose max performance across factors for each actor. Figure 1 shows a scatter diagram of the first two factors of PLS 1 , which projects the first action class (check watch) versus all other actions. PLS efficiently finds projection subspace in which the two classes are very easily separable. Figure 2 shows the projections of the extracted features on the 11 PLS regressors using the first three factors. The training data are ordered so that every 30 consecutive examples belong to the same action. The figure shows the power of PLS to find factors that discriminate well between different action classes. The original dimensionality of the feature space is reduced from 66560 to 33. The factors are used to train an SVM classifier. The SVM classifier was tested using linear, polynomial and radial basis kernel functions. Linear kernel function found to give the best discrimination between actions. Table 1 shows the classification results of our approach using a leave-one-actor-out cross validation and using the same camera for training and testing. We compare the results of our approach to those of Lv and Nevatia [16] and Junejo's [7] Self-Similarities (SSM) features and Space-Time Interest Points (STIP) features [17] . The classification accuracy of our approach is superior to other approaches. In Table 2 we illustrate the classification results of a leave-one-actor-out experiment in which cameras two and four are combined for both training and testing. Our approach exceeds the classification accuracy of Weinland et al. [1] and Lui and Shah [18] , who used the same protocol. Finally, Table 3 shows the results of applying our approach in a view-specific experiment in which various cameras are combined based on the view of the actor. This is different than the camera-specific experiment since actors were allowed to freely pose in front of the cameras. This testing approach has not been employed on the IXMAS dataset. The results show a lower accuracy in the Left-view because only a few examples exhibit this view in the dataset.
CONCLUSIONS AND FUTURE WORK
In this paper we introduced a new approach for action recognition. This approach extracts Histogram of Oriented Gradient features and Histogram Of Optical Flow from each im- Table 2 . Classification accuracy of leave-one-actor-out experiment with two cameras are combined for both training and testing. Cameras 2 and 4 Weinland et al. [1] 81.3% Liu and Shah [18] 82.8% Our method 86.5% age in the spatio-temporal volume of the action and concatenates these features into a very high dimensional feature vector describing the action. The feature vectors are projected onto a set of Partial Least Squares regressors in order to obtain low dimensional projection subspaces that effectively discriminate between different action classes. The projected feature vectors are then used to train a multi-class Support Vector Machine classifier that is used to predict the class label of unknown actions.
For future work, we will extend the proposed approach in a number of directions. First, we will use Variable Importance in Projection method [19] to determine the most important features for recognition. We will use this information to speed up the feature extraction step of the algorithm. Moreover, we will employ self-similarity matrices as in [7] to develop a view and scale-invariant action recognition algorithm. Finally, we will extend the proposed approach to action spotting in situations where we have to localize the action in both space and time.
