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Résumé 
 
 
Le crowdsourcing est une pratique permettant aux entreprises de faire appel à 
lintelligence humaine à grande échelle afin dapporter des solutions à des problématiques 
quelles souhaitent externaliser. 
Les problématiques externalisées sont de plus en plus complexes et ne peuvent être 
résolues individuellement. Nous proposons dans cette thèse une approche appelée 
SocialCrowd, contribuant à améliorer la qualité des résultats de crowdsourcing. Elle consiste 
à faire collaborer les participants afin dunir leur capacité de résolution et apporter des 
solutions aux problèmes externalisés de plus en plus complexes. Les groupes collaboratifs 
sont mis en compétition, via des rétributions attrayantes, afin dobtenir de meilleures 
résolutions. Par ailleurs, il est nécessaire de protéger les données privées des groupes en 
compétition.  
Nous utilisons les réseaux sociaux comme support de fuite de données. Nous proposons 
une approche basée sur lalgorithme Dijkstra pour estimer la probabilité de propagation de 
données privées dun membre sur le réseau social. Ce calcul est complexe étant donné la taille 
des réseaux sociaux. Une parallélisation du calcul est proposée suivant le modèle MapReduce. 
Un algorithme de classification basé sur le calcul de propagation dans les réseaux sociaux est 
proposé permettant de regrouper les participants en groupes collaboratifs et compétitifs tout 
en minimisant les fuites de données dun groupe vers lautre.  
Comme ce problème de classification est dune complexité combinatoire, nous avons 
proposé un algorithme de classification basé sur les algorithmes doptimisation combinatoires 
tels que le recuit simulé et les algorithmes génétiques. Etant donnée le nombre important de 
solutions possible, une approche basée sur le modèle du Soft Constraint Satisfaction  Problem 
(SCSP) est proposée pour classer les différentes solutions. 
 
 
Mots-clés : crowdsourcing, réseaux sociaux, fuite de données, classification, optimisation 
combinatoire. 
 Managing collaboration and competition in crowdsourcing: Approach that 
takes into account data leakage via social networks 
 
Abstract 
 
 
Crowdsourcing is the practice of allowing companies to use human intelligence scale to 
provide solutions to issues they want to outsource. 
Outsourced issues are increasingly complex and cannot be resolved individually. We 
propose in this thesis an approach called SocialCrowd, helping to improve the quality of the 
results of crowdsourcing. It compromise to collaborate participants to unite solving ability and 
provide solutions to outsourced problems more and more complex. Collaborative groups are 
put in competition through attractive remuneration, in order to obtain better resolution. 
Furthermore, it is necessary to protect the private information of competing groups. 
We use social media as a support for data leakage. We propose an approach based on 
Dijkstra algorithm to estimate the propagation probability of private data member in the social 
network. Given the size of social networks, this computation is complex. Parallelization of 
computing is proposed according to the MapReduce model. A classification algorithm based 
on the calculation of propagations in social networks is proposed for grouping participants in 
collaborative and competitive groups while minimizing data leaks from one group to another. 
As this classification problem is a combinatorial complexity, we proposed a 
classification algorithm based on combinatorial optimization algorithms such as simulated 
annealing and genetic algorithms. Given the large number of feasible solutions, an approach 
based on the model of Soft Constraint Satisfaction Problem (SCSP) is proposed to classify the 
different solutions. 
 
 
 
 
 
 
Keywords: crowdsourcing, social networking, data leakage, classification, combinatorial 
optimization. 
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Chapitre 1
Introduction
Le crowdsourcing est un terme ge´ne´rique pour une varie´te´ d’approches
qui exploitent le potentiel des grandes foules de gens en e´mettant des appels
a` contribution pour des taˆches particulie`res. Bien que les approches de crowd-
sourcing puissent prendre de nombreuses formes diffe´rentes, aujourd’hui il est
effectue´ de plus en plus via le Web, qui permet l’interaction avec une plura-
lite´ de contributeurs du monde entier. Plusieurs approches de crowdsourcing
incluent les plates-formes sur le Web. Par exemple, pour la re´solution de
proble`mes on cite InnoCentive, pour l’agre´gation des connaissances on a Wi-
kipedia et TripAdvisor, pour le traitement de donne´es on note ReCaptcha,
pour la conception on identifie iStockphoto et Threadless, et d’autres conte-
nus ge´ne´re´s par les utilisateurs comme YouTube et App Store.
Tout en utilisant la technologie de l’information en tant que facilitateur,
les organisations de crowdsourcing sont capables de traiter un grand nombre
de taˆches. Un processus de crowdsourcing comprend un certain nombre d’ac-
tivite´s qui impliquent des ressources au-dela` des frontie`res organisationnelles.
La recherche sur le crowdsourcing provient d’une varie´te´ de domaines tels
que l’informatique, la gestion, la psychologie, et de nombreux autres domaines
qui ont de´couvert le crowdsourcing comme une approche utile.
La collaboration dans un processus de crowdsourcing est un point essen-
tiel a` la bonne re´solution des proble`mes externalise´s par l’entreprise. De nos
jours, les re´seaux sociaux constituent des plates-formes en ligne permettant
a` des membres d’interagir et de partager des informations. Ces re´seaux so-
ciaux permettent au crowdsourcing une meilleure re´solution des proble`mes
existants.
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Les re´seaux sociaux, y compris Friendster.com, Tagged.com, Xanga.com,
LiveJournal, Myspace, Facebook et LinkedIn, se sont de´veloppe´s au cours
des dernie`res anne´es. Ces re´seaux ont re´ussis a` attirer l’attention des utili-
sateurs. Selon ComScore Media Metrix, il y a plus d’utilisateurs qui visitent
Myspace que Yahoo, MSN ou le site web de jeux vide´o Electronic Arts[81, 62].
Cependant, Facebook reste le re´seau le plus visite´ selon les statistiques pre´sente´es
par ” complete.com ” pour l’anne´e 2014, avec 1,310,000,000 d’utilisateurs ac-
tifs par mois suivi par MySpace avec 810,153,536 de visites par mois. Ces
chiffres sont en forte progression avec le de´veloppement rapide des re´seaux
sociaux [32, 66].
Ces derniers permettent des e´changes a` grande e´chelle et d’eˆtre plus social.
Les utilisateurs peuvent de´finir un profil et le personnaliser comme ils sou-
haitent. Ils peuvent aussi s’engager avec d’autres utilisateurs pour des buts
divers, comme les affaires professionnelles, le divertissement et le partage des
connaissances. Le succe`s commercial de ces re´seaux sociaux de´pend essen-
tiellement du nombre d’utilisateur. Ils attirent et encouragent ces membres
pour ajouter plus d’utilisateurs a` leurs re´seaux et partager des donne´es avec
d’autres utilisateurs dans le meˆme re´seau.
Cependant, les utilisateurs ne sont pas souvent conscients du type d’au-
ditoire ayant acce`s a` leurs donne´es et e´galement au sens d’intimite´ partage´e
avec des amis nume´riques. Ceci, me`ne souvent aux re´ve´lations qui ne peuvent
pas eˆtre approprie´es a` un forum public. Une telle disponibilite´ de donne´es
ouvertes et expose´es provoque des risques sur la vie prive´e, qui e´voluent jour
apre`s jour [64, 115, 62], d’ou`, une menace significative de la vie prive´e qui
augmente avec la croissance du contenu me´diatique poste´ par les utilisateurs
dans leurs profils personnels.
A ce propos, des images nume´riques fournies par des utilisateurs, consti-
tuent une partie inte´grale et extreˆmement populaire des profils sur les re´seaux
sociaux. A titre d’exemple, a` partir de 2006 Facebook he´berge 70 billion de
pie`ces partage´es par les utilisateurs, [66].
Ces contenus partage´s sont lie´es explicitement aux profils individuels ou
implicitement (par la re´pe´tition), identifiant ainsi le de´tenteur de profil [62].
De ce fait, de tels contenus seront a` la disposition d’autres utilisateurs du
meˆme re´seau social, qui peuvent voir et ajouter des commentaires en utilisant
des techniques d’annotations. Ils peuvent aussi ajouter des liens hypertextes
pour identifier les utilisateurs qui apparaissent sur les e´le´ments partage´s.
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En ge´ne´ral, les donne´es, sont controˆle´es et ge´re´es par les utilisateurs eux
meˆme qui ne sont pas les parties prenantes re´elles ou uniques. Ainsi, de
se´rieuses pre´occupations de la vie prive´e augmentent. Ces parties prenantes
de ces donne´es peuvent eˆtre inconscientes du fait que leurs donne´es (ou les
donne´es qui sont rapproche´es d’eux) sont ge´re´es par d’autres. Meˆme si deux
utilisateurs se connaissent, leur relation sociale n’implique pas souvent qu’ils
ont les meˆmes pre´fe´rences de la vie prive´e. Le nombre moyen des utilisateurs
amis de Myspace est d’environ 115, ce qui indique que la relation d’amitie´
est ge´ne´ralise´e pour couvrir un grand niveau d’intimite´ [23].
En effet, les utilisateurs qui partagent le meˆme contenu peuvent avoir de
diffe´rentes pre´fe´rences de la vie prive´e et par conse´quent, ils peuvent eˆtre en
conflit sur un certain contenu de donne´es qu’ils partagent.
L’acce`s a` des informations personnelles de´taille´es, serait ide´al pour lan-
cer des attaques cible´es, souvent mentionne´es comme phishing [66, 23]. En
outre, les adresses e´lectroniques rassemble´es et les informations personnelles
seraient inestimables par des spammeurs.
Dans cette the`se, on traite les proble´matiques de re´solution des taˆches
dans un environnement de crowdsourcing. On s’occupe du calcul de la divul-
gation d’informations entre les diffe´rentes intelligence humaine via les re´seaux
sociaux. On propose e´galement le regroupement en e´quipes sans fuite de
donne´es des diffe´rents membres inscrits pour l’appel au crowdsourcing. Enfin
on classe les diffe´rentes solutions de groupement possibles par rapport aux
pre´fe´rences de demandeur.
1.1 Exemples de motivations
De nos jours, les re´seaux sociaux e´voluent fortement. En effet, des mil-
liers d’enregistrements sont effectue´ en une minute. Compte tenu du volume
important d’interaction et d’e´change de donne´es entre les utilisateurs, il est
difficile d’analyser les traces.
De plus, les interactions entre les utilisateurs d’un meˆme re´seau social
sont dociles. Les syste`mes d’information sont en mesure d’analyser automa-
tiquement les traces du passe´ pour de´terminer les structures du re´seau et
les interactions des membres. Sur la base de ces hypothe`ses, notre travail
vise a` ge´ne´rer des e´quipes compe´titives dans un re´seau de collaboration pour
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re´pondre a` la demande de crowdsourcing tout en pre´servant la vie prive´e de
chacun.
Pour ce faire, nous conside´rons que la fuite de donne´es d’un utilisateur
et de chaque membre de l’e´quipe est la composante principale de propaga-
tion des donne´es prive´es d’une e´quipe a` une autre. Ensuite, nous mettons
en oeuvre une me´thode de classification des diffe´rents membres participant
a` la re´solution de la demande de crowdsourcing. Apre`s, nous utilisons une
technique de classement afin de choisir la meilleure solution en fonction de
plusieurs pre´fe´rences telles que la compe´tence et la valorisation du travail en
e´quipe.
1.1.1 Exemple me´dical
1.1.1.1 Proble`me
Supposons qu’un hoˆpital doit masquer l’identite´ des patients et pre´server
leur vie prive´e alors qu’il de´cide d’externaliser l’analyse d’un patient au
crowdsourcing ou` un ensemble de me´decins experts traitent les requeˆtes
de´signe´es a` la demande.
Conside´rons un patient px qui est atteint d’une maladie multifactorielle
et he´berge´ dans un hoˆpital. Ce dernier doit masquer l’identite´ du patient px.
Il se trouve dans l’obligation de pre´server sa vie prive´e au cours du processus
d’analyse.
Le patient doit avoir une analyse du sang, une analyse de l’imagerie des
poumons, une analyse de la fonction respiratoire, et une e´tude de la compa-
tibilite´ entre les me´dicaments. Or, les compe´tences des me´decins disponibles
a` l’hoˆpital ne peuvent pas re´soudre tous ces proble`mes.
Compte tenu des maladies multifactorielles cause´es par une combinaison
de facteurs ge´ne´tiques, environnementaux et de mode de vie, dont la plupart
n’ont pas encore e´te´ identifie´s, et e´tant donne´ le nombre assez important
de patients et la lourdeur de la proce´dure d’analyse, l’hoˆpital de´cide d’ex-
ternaliser le proble`me du patient px au crowdsourcing tout en cachant son
identite´ et pre´servant sa vie prive´e. L’hoˆpital a besoin d’un grand nombre de
cardiologues, pneumologues, carcinologues et endocrinologue pour expliquer
et analyser les diffe´rents proble`mes du patient px.
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1.1.1.2 Objectif
Le de´fi est de de´couvrir des e´quipes de collaboration tout en pre´servant
l’intimite´ entre les e´quipes afin de maintenir la compe´titivite´ entre eux.
L’examen des taˆches peut eˆtre base´ sur les re´compenses mone´taires. A cet
effet, plusieurs e´quipes compe´titives et collaboratives peuvent eˆtre construites
pour re´soudre le proble`me.
Pour ce faire, les me´decins experts s’enregistrent sur le re´seau me´dico-
social afin de collaborer pour re´soudre la demande de l’hoˆpital.
1.1.1.3 Solution
Le but est d’externaliser chaque proble`me du patient px a` un groupe de
me´decins, et le de´fi consiste a` interdire la reconstitution du profil du patient
px en interdisant la propagation des donne´es entre les e´quipes de me´decin.
Dans ce sce´nario, l’hoˆpital exige que les pre´fe´rences devraient eˆtre autour de
la vie privee ,≺ couverture des specialites ≻ et≺ favoriser le travail en equipe ≻.
L’hoˆpital doit de´finir et donner toutes les valeurs des pre´fe´rences en utili-
sant un domaine fini afin de les appliquer pour choisir la meilleure solution
re´pondant au mieux a` sa proble´matique.
La solution est de ge´ne´rer des e´quipes compe´titives et collaboratives
re´pondant au pre´fe´rences de l’hoˆpital tout en pre´servant la vie prive´e de
chaque partie du processus de crowdsourcing.
1.1.1.4 Discussion
Dans un processus ge´ne´ral, les me´decins experts seront constitue´s par la
compe´tence et par le domaine, mais la fuite de donne´es entre les experts
implique la validite´ des solutions de groupement (re´ve´lation de l’identite´ du
patient).
Dans cet ordre, la re´partition des me´decins experts de´pendra des fuites
de donne´es et de l’expertise des personnes. En particulier, la taˆche la plus
complexe est de savoir comment pre´server les solutions tout en de´couvrant
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des e´quipes de me´decins experts.
Dans ce cas, les pre´fe´rences de l’hoˆpital sont e´galement importantes pour
de´finir la de´couverte de la meilleure composition d’e´quipes et de donner une
grande flexibilite´ de de´cision a` l’hoˆpital pour choisir la meilleure solution.
1.1.2 Exemple de traduction
La traduction des livres fait toujours fantasmer les auteurs. En 2014, il
existe entre 6000 et 7000 langues dans le monde entier.
1.1.2.1 Proble`me
Une traduction automatique dans une langue e´trange`re permet de com-
prendre globalement le contenu du texte, par contre, elle n’est pas pre´cise ni
fiable et en aucun cas il est possible de remplacer le traitement d’un traduc-
teur.
Supposons qu’une maison d’e´dition souhaite traduire un document dans
les diffe´rentes langues possibles. L’e´diteur est dans l’obligation de ne pas
de´voiler le contenu du livre avant sa date de publication. Actuellement il
tre`s difficile de trouver les diffe´rents traducteurs possibles pour les langues
souhaite´es. Il n’est pas possible de chercher des maisons de traduction dans
tous les pays souhaite´s.
1.1.2.2 Objectif
L’objectif est de constituer des e´quipes compe´titives et collaboratives per-
mettant de traduire le document dans les diffe´rentes langues possibles tout
en pre´servant la divulgation de son contenu.
1.1.2.3 Solution
La solution consiste a` trouver un groupement possible des traducteurs
avec les compe´tentes demande´es. La fuite de donne´es entre les diffe´rentes
e´quipes compe´titives permet de reconstituer le contenu du document de-
mande´. Il ne´cessaire de minimiser la probabilite´ de fuite de donne´es entre les
e´quipes.
9
1.2 Proble´matique
La pre´servation des solutions lors de la de´couverte des e´quipes est base´e
sur des contraintes varie´es, incluant la vie prive´e comme un crite`re obligatoire
du processus d’assemblage qu’un groupe d’utilisateurs doit satisfaire. Dans
la figure 1.1, nous de´crivons en de´tail les proble`mes originaux et discutons
ensuite l’approche que les utilisateurs pourront mettre en place.
Chaque membre est associe´ a` une e´tiquette repre´sentant ces compe´tences.
Prenons six membres du re´seau qui ont une relation directe entre eux. Par
exemple, la fuite de donne´es entre George et Alice est de 0,3 et entre Bob et
George est de 0,7. Pour de´couvrir les e´quipes en fonction des compe´tences,
une solution optimale est donne´e par la combinaison des compe´tences et des
liens ponde´re´s entre les membres.
Ainsi, la solution dans ce cas est de regrouper les capacite´s des membres
{David,Mickael, Alice} {Bob,George, John}. Cependant, dans un immense
re´seau social et une plate-forme dynamique, la propagation de donne´es prive´es
est plus importante et influe sensiblement sur la capacite´ de regrouper un
membre dans une e´quipe spe´cifique.
E´tant donne´ que Alice et David ont une relation indirecte via Mickael,
ceci nous ame`ne a` de´couvrir une fuite de donne´es e´gale a` 0,45 au lieu de la
valeur 0 de la relation directe. Cette de´couverte nous permet de changer la
composition des e´quipes afin de pre´server la confidentialite´ de chaque e´quipe
compe´titive.
L’ assemblage optimal des e´quipes de l’exemple donne´ est assez simple.
Par contre la demande de formation d’e´quipes devient plus difficile dans un
re´seau social de taille immense.
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Figure 1.1 – Description des proble`mes d’origines
Notre objectif est de cre´er des e´quipes compe´titives et collaboratives sans
fuites de donne´es tout en tenant compte les pre´fe´rences du demandeur.
E´tant donne´ que le nombre de re´sultats est important et afin de de´couvrir
la meilleure solution de composition des e´quipes, nous inte´grons les pre´fe´rences
du demandeur en se basant sur une technique de classement.
Dans notre exemple, le demandeur requiert que :
– chaque e´quipe couvre toute les spe´cialite´s (Carcinologue et Cardio-
logues dans notre),
– les membres doivent collaborer au sein des e´quipes.
Les trois solutions suivantes sont compose´es d’e´quipes sans fuite de donne´es :
(1) {Bob,George} {Alice,David,Mickael} {John}
(2) {Bob,George, John} {Alice,David,Mickael}
(3) {Bob,George} {Alice, John,David,Mickael}.
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On constate que, uniquement, la solution (2) satisfait la premie`re contrainte.
La collaboration au sein des e´quipes d’une solution peut eˆtre mesure´e par la
moyenne des donne´es partage´es entre les membres des e´quipes. La collabo-
ration au sein des e´quipes de la solution (2) est la suivante :
(0.5+0.9)+(0.7+0.1)
4
= 0.55.
En augmentant les membres du re´seau social et l’ensemble des relations,
le nombre de combinaisons servant a` ve´rifier les fuites de donne´es croˆıt de
fac¸on exponentielle. En meˆme temps, la solution optimale est celle qui satis-
fait toutes les pre´fe´rences du demandeur tout en pre´servant contre les fuites
de donne´es entre les e´quipes. Par conse´quent, le choix de la meilleure solu-
tion de groupement possible serait en incluant les pre´fe´rences des demandeurs
pour classer les solutions,.
1.3 Contributions
Nous proposons une approche permettant d’une part de constituer des
e´quipes compe´titives et collaboratives re´pondant a` des requeˆtes, et d’autre
part d’e´viter la divulgation des informations prive´es, tout en incluant les
pre´fe´rences des demandeurs. Quatre grandes e´tapes de´crivent les progre`s vers
la de´couverte des e´quipes :
– Pour eˆtre au courant de la fuite des donne´es entre les clusters, deux ap-
proches ont e´te´ propose´es base´e sur le mode`le MapReduce ; la premie`re
en utilisant les proprie´te´s des chaˆınes de Markov et la deuxie`me en uti-
lisant l’algorithme de Dijkstra ; permettant de de´couvrir les relations
implicites pouvant avoir un utilisateur avec les autres membres. Les
relations directes entre les utilisateurs sont explicites. Cependant, il est
obligatoire de de´couvrir les relations cache´es (indirectes) entre les utili-
sateurs. Ainsi, la de´couverte de ces relations permettra un assemblage
optimal des membres et e´vitera la fuite de donne´es prive´es entre les
clusters.
– Afin de de´couvrir des e´quipes compe´titives et collaboratives, nous avons
de´veloppe´ un algorithme base´ sur une distance spe´cifique repre´sentant
la propagation maximale de regroupement des utilisateurs. L’algorithme
regroupera les membres du re´seau social tout en pre´servant la vie prive´e.
Ceci permet d’e´viter la fuite de donne´es entre les e´quipes. Il permet
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d’e´tablir un arbre de re´solution contenant toutes les solutions de grou-
pement possibles.
– Afin de re´duire la complexite´ de l’approche de de´couverte des e´quipes
collaboratives et compe´titives, nous avons de´veloppe´ un nouveau algo-
rithme base´ sur l’heuristique de recuit simule´. Cet algorithme permet de
chercher dans l’espace de solutions possible et de trouver les meilleures
solutions re´pondant a` la requeˆte de crouwdsourcing.
– Une approche de classement des diffe´rentes solutions de groupement
possibles trouve´es est de´veloppe´ en se basant sur les ”‘soft constraint sa-
tisfaction problem”’ (SCSP). Les CSP ou Constraint Satisfaction Pro-
blem est une technique utilise´e pour trouver les solutions satisfaisant
la totalite´ des contraintes donne´es. Or, il n’est pas toujours e´vident de
trouver une solution permettant de satisfaire toutes les contraintes du
demandeurs. D’ou` le recours aux SCSP qui permettent une relaxation
des diffe´rentes contraintes pour satisfaire au maximum le demandeur
de la requeˆte. Les SCSP sont utilise´es afin d’inclure les pre´fe´rences du
demandeur pour pouvoir classer les diffe´rentes solutions de groupement
possible d’un travail spe´cifique externalise´ au crowdsourcing.
1.4 Processus de crowdsourcing propose´
Nous concevons un processus de crowdsourcing pour de´couvrir les fuites
de donne´es entre les e´quipes compe´titives. Ce processus inte`gre trois princi-
paux composants repre´sente´s dans la figure 1.2 et qui seront aborde´s dans
cette the`se.
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Figure 1.2 – Processus de crowdsourcing propose´
-Mode`le de propagation de donne´es :
Le syste`me calcule les donne´es sur la base des informations recueillies
par le re´seau social. Ceci permet d’ interdire la fuite des donne´es tout en
de´couvrant les e´quipes. Dans la premie`re e´tape, la demande est obtenue par
le processus de propagation, identifiant ainsi les relations directes entre les
membres du re´seau social.
Ensuite, le processus de´couvre les interactions implicites dans le re´seau
social et maximise la propagation des donne´es entre les membres. Les de´tails
sont fournis dans la section suivante.
-Mode`le de classification :
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Dans une deuxie`me phase, un algorithme ge´ne´rera des solutions a` partir
de l’ensemble de la propagation des donne´es calcule´es.
Le mode`le de classification groupera les utilisateurs du crowdsourcing
dans les meˆmes groupes ayant une forte propagation et utilisant les pre´fe´rences
des demandeurs. Cela signifie que, plus la probabilite´ de propagation des
donne´es entre les utilisateurs augmente, plus ils doivent eˆtre dans le meˆme
groupe pour la collaboration et non dans les poˆles de compe´titivite´.
Le mode`le de classification de´couvre les compositions possibles d’e´quipes
tout en interdisant la fuite de donne´es entre les e´quipes.
- Mode`le de classement de solutions :
Sur la base de la composition possible d’e´quipes fournie par le mode`le de
classification, le module de classement utilisera les pre´fe´rences des deman-
deurs pour choisir la meilleure solution. Il combinera les pre´fe´rences afin de
trouver la solution qui satisfait la majorite´ d’entre eux. Ce mode`le de classe-
ment des solutions est base´ sur une approche SCSP. La solution retenue sera
donc celle qui satisfait le maximum des pre´fe´rences combine´es. Les de´tails
seront de´crits dans la section 6.
1.5 Structure de la the`se
La dissertation sera structure´e comme suit : apre`s avoir introduire quelques
de´finitions et la proble´matique dans le premier chapitre, on pre´sentera le
contexte et l’e´tat de l’art dans un second chapitre,.
Ensuite, dans le chapitre 3, nous de´taillerons nos approches propose´es
pour la de´couverte des relations cache´es dans les re´seaux sociaux. En par-
ticulier, nous pre´senterons une vue d’ensemble, puis, nous de´taillerons les
approches base´es sur le mode`le Markov, et le mode`le de Dijkstra.
Le quatrie`me chapitre sera consacre´ a` la de´couverte des e´quipes compe´titives
et collaboratives pour re´pondre au proble`me du demandeur. Pour cela, nous
pre´senterons le mode`le K-means,l’algorithme de classification hie´rarchique,
le mode`le a` solution unique, le mode`le glouton puis le mode`le paralle`le. Les
expe´riences des imple´mentations de ces approches seront traite´es.
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Dans le chapitre 5, on s’inte´ressera aux heuristiques qui permettent de
re´duire le temps de calcul pour la de´couverte des e´quipes. Nous pre´senterons
l’utilisation des heuristiques ainsi que quelques diffe´rences de mode`les. En-
suite, nous examinerons les re´sultats des imple´mentations de cette approche.
Le sixie`me chapitre concernera l’approche de classement des re´sultats
retourne´s. Nous citerons quelques de´finitions des SCSP et nous nous concen-
trerons sur l’application de cette approche dans notre cas. Enfin, nous ana-
lyserons les re´sultats retourne´s par cette dernie`re.
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Chapitre 2
Contexte et e´tat de l’art
2.1 Pre´liminaires et de´finitions
La donne´e prive´e :
La donne´e prive´e est une cate´gorie d’informations sensibles qui est associe´
a` un individu, comme un employe´, un e´tudiant, un donateur ou un membre
d’un re´seau social. La donne´e prive´e devrait eˆtre accessible uniquement sur
une base stricte, manipule´e et stocke´e avec soin.
La donne´e prive´e est une information qui peut eˆtre utilise´e pour identi-
fier, contacter ou localiser une seule personne. Les renseignements personnels
de´personnalise´s (maintenu d’une manie`re qui ne permet pas d’association
avec une personne en particulier) ne sont pas conside´re´s comme sensibles.
La confidentialite´ de donne´es prive´es :
La confidentialite´ de donne´es prive´es se re´fe`re a` la relation en e´volution entre
la ≪technologie et le droit public de confidentialite´ de donne´es prive´es ≫ dans
la collection et le partage de donne´es personnelles. Les pre´occupations sur
≪confidentialite´ de donne´es prive´es ≫ existent partout la ou` il existe des
donne´es uniquement identifiables touchant a` une personne ou plusieurs, ras-
semble´es et stocke´es sous forme nume´rique ou autre.
Dans certains cas, ces pre´occupations s’inte´ressent a` la fac¸on de rassem-
bler, stocker et associer ces donne´es. Dans d’autres cas, une question sur
comment s’effectue l’acce`s aux informations et qui posse`de le droit de pro-
prie´te´ et le droit de voir et de ve´rifier des informations qui appartiennent aux
tiers , s’impose.
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Pour des raisons diverses, les utilisateurs ne veulent pas que ces informations
personnelles se rapportant soit a` leur religion, l’orientation sexuelle, les af-
filiations politiques, ou les activite´s personnelles seront re´ve´le´es. Cela peut
e´viter la discrimination, l’embarras personnel, ou les de´gaˆts pouvant affecter
la re´putation professionnelle.
La confidentialite´ des donne´es prive´es sur Internet est la capacite´ de
controˆler toutes les informations personnelles et choisir ceux ou celles qui
peuvent y acce´der. Ces pre´occupations s’inte´ressent e´galement a` la se´curite´
du stockage et la lecture du courrier e´lectronique. On exige le consentement
ou, dans le cas e´che´ant, le suivie de la trace de navigation des internautes.
Parmi ces pre´occupations, on distingue aussi les sites Web qui rassemblent,
stockent et partagent probablement des informations personnellement iden-
tifiables sur des utilisateurs.
La relation entre la confidentialite´ de donne´es prive´es et le re´seau social est
a` facettes multiples. En effet, dans certains cas nous publions des informa-
tions pour eˆtre connu uniquement par un petit cercle d’amis. Les e´trangers
seront donc totalement exclu. Dans d’autres cas, c’est l’inverse qui se produit.
La confidentialite´ des donne´es prive´es associe´es au re´seau social de´pend
essentiellement de l’identifiabilite´ de ces informations, ses destinataires et ses
utilisations possibles. Meˆme les sites Web des re´seaux sociaux qui n’exposent
pas ouvertement les identite´s de leurs utilisateurs, peuvent fournir assez d’in-
formations pour identifier le proprie´taire du profil. Ceci est duˆ , par exemple,
a` la re´-identification du visage [61].
Cette confidentialite´ peut eˆtre en danger, puisque les informations sont volon-
tairement fournies. Diffe´rents facteurs me`nent probablement a` la re´ve´lation
de ces informations dans des re´seaux sociaux.
L’e´valuation myope des risques de la vie prive´e [2] ; ou aussi la propre
interface utilisateur du service, peuvent induire l’utilisateur a` l’acceptation
inconteste´e de pre´fe´rences de vie prive´e perme´ables mise par de´faut par le
fournisseur.
Le crowdsourcing :
Le crowdsourcing est un terme utilise´ pour de´crire le processus d’externali-
sation d’une taˆche traditionnellement faite en entreprise a` un grand nombre
d’internautes. Le concept de base derrie`re ce terme est d’utiliser un grand
groupe de personnes pour leurs compe´tences, leurs ide´es et leurs participa-
tions pour ge´ne´rer du contenu ou pour faciliter la cre´ation de contenus ou
produits. Le crowdsourcing est la distribution de la re´solution de proble`mes.
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Si une entreprise a besoin de re´soudre un proble`me, la foule est une ressource
puissante et capable de ge´ne´rer d’e´normes quantite´s d’informations.
Actuellement, Internet est un re´fe´rentiel de contenu ge´ne´re´ par les utili-
sateurs. La distinction entre le producteur et le consommateur n’est plus une
telle distinction re´pandue. Aujourd’hui, tout le monde est e´quipe´ des outils
ne´cessaires pour cre´er ainsi que pour consommer.
Du point de vue strate´gie d’entreprise, en sollicitant l’avis du client n’est
pas quelques choses de nouveau, et les logiciels open source ont prouve´ la
productivite´ e´volutive graˆce a` un grand groupe de personnes. Bien que l’ide´e
derrie`re crowdsourcing ne soit pas nouvelle, son utilisation active en ligne
en tant que strate´gie de construction d’affaires a seulement e´te´ depuis 2006.
L’expression a e´te´ initialement invente´e par Jeff Howe, ou` il de´crit un monde
dans lequel les gens exte´rieur a` l’entreprise contribuent au travail pour le
succe`s des projets. Les entreprises utilisent le crowdsourcing non seulement
dans la recherche et de´veloppement, mais aussi pour obtenir des ide´es, des
opinions, ou pour utiliser les capacite´s de raisonnement sur le plan qualitatif
que la machine ne peut pas traiter.
Le crowdsourcing permet d’augmenter la productivite´ d’une entreprise
tout en minimisant les frais de main-d’oeuvre, ce qui rend le crowdsourcing,
un outil incroyablement efficace.
Anonymisation :
L’anonymisation est une pratique commune. L’adresse IP est l’attribut qui
identifie l’utilisateur dans le re´seau. Les traces du re´seau apparaissent sou-
vent apre`s le chiffrage de l’adresse IP. Cette anonymisation respecte donc les
buts utilitaires de l’administrateur de donne´es e´tant donne´ que la plupart
des analyses du re´seau social peuvent se faire en l’absence de noms et d’iden-
tificateurs uniques.
De ce fait, l’anonymisation et la vie prive´e devraient eˆtre respecte´es. Par
conse´quent, les informations personnelles devraient eˆtre confidentielles. Et,
dans certains cas, il peut eˆtre ne´cessaire de se de´cider s’il est approprie´ d’en-
registrer certaines informations a` caracte`re sensibles dans un re´seau social.
On devrait pre´voir des menaces a` la confidentialite´ et a` l’anonymat. Les iden-
tite´s et les rapports entre participants, dans la recherche par exemple, de-
vraient garder la confidentialite´ totale dans le cas d’un engagement ante´rieur
dans ce sens. Des mesures approprie´es devraient eˆtre prises en compte pour
stocker les donne´es d’une manie`re se´curise´e.
Exemple 1 Un internaute ouvre un compte sur un re´seau social ou` il publie
des informations sur un travail de recherche qui est en cours et au profit d’un
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laboratoire. Ces informations peuvent eˆtre utilise´es ailleurs.
Les membres devraient respecter leurs obligations conforme´ment a` la Loi en
vigueur. Il est judicieux d’utiliser les me´thodes disponibles pour pre´server
la confidentialite´ de donne´es prive´es quand cela est ne´cessaire et pratique.
Ces me´thodes peuvent inclure le de´placement d’identificateurs, l’utilisation
de pseudonymes et d’autres moyens techniques pour couper la liaison entre
les donne´es et les individus identifiables comme ’broadbanding’ ou la micro-
accumulation.
Il est aussi ne´cessaire d’empeˆcher la publication des donne´es sous une forme
qui permettrait l’identification re´elle ou potentielle d’un utilisateur.
Le controˆle d’acce`s :
Le controˆle d’acce`s consiste a` ve´rifier si une entite´ (une personne, un ordina-
teur, . . .) demandant l’acce`s a` une ressource a le droit pour le faire. Il offre
ainsi la possibilite´ d’acce´der a` des ressources physiques ( un baˆtiment, un
local, un pays) ou logiques ( un syste`me d’exploitation ou une application
informatique spe´cifique).
Ce controˆle d’acce`s comprend ge´ne´ralement 3 composantes :
• un me´canisme d’authentification de l’entite´ (un mot de passe, une carte,
une cle´, un e´le´ment biome´trique,. . .) qui n’est pas utile en soi mais
indispensable au fonctionnement des 2 suivants :
• un me´canisme d’autorisation (l’entite´ peut eˆtre authentifie´e mais n’a
pas le droit d’acce´der a` cette ressource en ce moment) ;
• un me´canisme de trac¸abilite´ : le me´canisme d’autorisation peut eˆtre
insuffisant pour garantir que l’entite´ dispose du droit d’acce`s a` cette
ressource (respect d’une proce´dure . . . ). La trac¸abilite´ compense alors
ce manque en introduisant une e´pe´e de Damocle`s responsabilisant les
entite´s. On peut e´galement retrouver a` posteriori le responsable d’une
action.
Les utilisateurs controˆlent l’acce`s de leurs donne´es partage´es en cachant
et en dressant la carte des informations choisies dans un third-party stockage.
Tenant l’exemple, des images, qui pourraient eˆtre cache´es dans un serveur de
stockage comme Picasa6. Le besoin principal est de donner confiance a` un
third-party stockage approuve´ pour les informations cache´es.
Les auteurs ne conside`rent pas que l’exe´cution du controˆle d’acce`s se´lectif
par les moyens cryptographiques alourdie le syste`me d’identification a` travers
ce stockage thirdparty. Cette question, par exemple souleve´e par le NOYB
[118] qui chiffre des informations personnelles utilisant un chiffre de substi-
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tution pseudo-ale´atoire
Cependant, leurs oeuvres d’approche, qui chiffre seulement des donne´es
personnelles d’un domaine relativement petit ne permettent pas de chiffrer
des entre´es de texte libres comme fre´quemment trouve´ dans un re´seau so-
cial. Dans une autre approche appele´e ≪flyByNight≫ [88], Matthew Lucas
et Nikita Borisov pre´sentent une application Facebook pour prote´ger des
donne´es prive´es en les stockant sur Facebook sous forme chiffre´e. Cette ap-
plication permet a` chaque personne de reporter la charge de gestion des cle´s
de cryptage au re´seau social qui posse`de a` son tour des serveurs pour le faire.
L’algorithme de de´cryptage est mis en oeuvre dans JavaScript et recouvre´ de
Facebook.
Le navigateur est donc inde´pendant et supporte l’utilisation du termi-
nal d’Internet arbitraires tant qu’ils supportent JavaScript, ce qui n’est pas
se´curise´ contre des attaques actives par le fournisseur du re´seau social, Fa-
cebook. Le plus grand e´cart des auteurs est le manque de controˆle d’acce`s
se´lectif, tandis que NOYB assure une cle´ secre`te partage´e que l’on connaˆıt
au cercle d’utilisateur du re´seau social d’amis et les amis d’amis.
Une autre approche de´veloppe´e par Ti Berners-lee & d’autres., permet
de forcer le controˆle d’acce`s dans le web se´mantique : l’obligation de ve´rifier
l’autorisation de l’acce`s de l’utilisateur a` un objet donne´ est a` la charge
du demandeur de la requeˆte qui doit prouver au proprie´taire des ressources
satisfaisant les exigences de la politique du controˆle d’acce`s.[135]
On peut aussi citer l’approche introduite par Barabara Carminati, Elena
Ferrai et Andrea Perego [25] . Elle permet le controˆle d’acce`s par certificat.
Elle est base´e sur le principe que lorsqu’un utilisateur demande des ressources
d’un autre utilisateur, l’utilisateur des donne´es rec¸oit un ensemble de re`gles
de controˆle d’acce`s pour re´glementer la publication des ressources du pro-
prie´taire.
Ces re`gles englobent le type de relation que doit exister entre le proprie´taire
des ressources et le demandeur exige´, la profondeur maximale de l’autorisa-
tion ainsi que le niveau de confiance permit.
Le demandeur des ressources doit obligatoirement fournir des justificatifs au
proprie´taire pour prouver l’existence du type de relation requis avec la pro-
fondeur exige´e et le niveau de confiance minimum.
Ainsi, les ressources fournies avec ces justificatifs permettent de ve´rifier lo-
calement la publication des ressources. Pour plus de pre´cision, dans leurs
syste`me, les re`gles de controˆle d’acce`s sont exprime´es en utilisant ”‘N3”’ et
e´value´es par le ”‘Cwn Reasoner”’.
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L’adoption de N3 au lieu du langage des re`gles du web se´mantique comme
RuleMl [67] ou bien SWRL [65], est de´termine´ par le fait que N3 autorise
une repre´sentation compacte des e´le´ments de ”‘RDF”’ ce qui peut eˆtre plus
facile a` de´livrer a` travers ”‘HTTP headers”’.
Identification :
L’identification permet de connaˆıtre l’identite´ d’une entite´, souvent a` l’aide
d’un identifiant tel qu’un nom d’utilisateur. Dans les re´seaux sociaux un iden-
tifiant est l’ID unique de l’utilisateur choisi par ce dernier.
Un utilisateur est une personne qui utilise un ordinateur ou un service inter-
net, qui peut avoir un ”‘user account”’ ou aussi un ”‘screen name”’. Dans
les syste`mes d’informations, la correspondance d’identite´ est un processus
qui concilie et valide la proprie´te´ du compte utilisateur qui re´side sur des
syste`mes et des applications a` travers une organisation et des liens perma-
nents identifiant la proprie´te´ du compte.
Trust :
la Confiance est de´finie par (Mayer, Davis et Schoorman, 1995) comme e´tant
la volonte´ d’une partie a` eˆtre vulne´rable aux actions d’une autre partie base´e
sur l’espe´rance que l’autre volonte´ exe´cute une action particulie`re importante,
sans tenir compte de la capacite´ de controˆler cette autre partie ”.
La confiance est un de´terminant critique pour partager des informations
et de´velopper de nouvelles relations (Fukuyama, 1995, Lewis et Weigert,
1985). Elle est aussi importante pour des interactions en ligne re´ussites (Cop-
pola, Hiltz et le Sale type, 2004, Jarvenpaa et Leidner, 1998, Meyerson, 1996,
Piccoli et Ives, 2003). Des millions de gens rejoignent des sites des re´seaux
sociaux, ajoutant les profils qui re´ve`lent des informations personnelles.
Les re´putations des sites de re´seau social ont e´te´ diminue´es d’un certain
nombre d’incidents rendus publics par les mass-media (Chiaramonte et Mar-
tinez, 2006, Hass, 2006, Mintz, 2005, Lu, 2006). On ne s’attend pas souvent
a` la confidentialite´ des donne´es prive´es dans des sites d’un re´seau social. Ces
derniers enregistrent toutes les interactions et les conservent pour l’utilisa-
tion potentielle dans l’extraction de donne´es sociales. En mode autonome, la
plupart des transactions sociales ne partent derrie`re aucune trace.
Ce manque de rapport est un activateur passif de confidentialite´ des
donne´es prive´es. Ces sites ont donc besoin de politiques explicites et des
me´canismes de protection de donne´es pour livrer le meˆme niveau de confi-
dentialite´ des donne´es prive´es trouve´es en mode autonome [10].
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Controˆle d’usage :
Le controˆle de l’usage est le fait de controˆler l’utilisation des donne´es per-
sonnelles apre`s la publication sur un re´seau social. Les donne´es personnelles
de chaque utilisateur d’un re´seau social sont prive´es ou publiques a` tous les
membres en fonction du choix de pre´fe´rences fait par le proprie´taire unique
des donne´es. Cependant, un proble`me se pose de nos jours. Il s’agit de trouver
la manie`re de controˆler nos donne´es prive´es dans un re´seau social public si
par exemple on veut partager des informations avec une partie des membres
du re´seau social ou de controˆler l’usage de l’utilisation des donne´es prive´es
dans l’arbre de relation de chaque utilisateur.
Une autre approche de´veloppe´e par S.Benbernou, H.Meziane, M.S.hacid.
Cer derniers pre´sentent un syste`me de surveillance de l’accord de conformite´
d’usage des donne´es prive´es[17]. Ils expliquent le proble`me de surveillance de
la conformite´ de l’accord du controˆle de l’usage qui e´nonce les droits d’inti-
mite´ d’un utilisateur et comment les informations personnelles d’un utilisa-
teur doivent eˆtre manipule´es par le fournisseur du service.
Ils proposent un mode`le de machine qui de´crit le ”‘PDUF”’ vers la sur-
veillance qui peut eˆtre utilise´e par les analystes du controˆle de l’usage des
donne´es prive´es pour observer les flux et capturer la vulne´rabilite´ de l’usage
qui peut conduire a` la non conformite´.
2.2 Le crowdsourcing
2.2.1 La description du crowdsourcing
Le crowdsourcing est le processus d’obtenir un travail ou un financement,
d’habitude en ligne, d’une foule. Il est compose´ du mot ’la foule’ et ’l’exter-
nalisation’. L’ide´e est de prendre le travail et l’externaliser a` une foule de
travailleurs.
Un exemple ce´le`bre du crowdsourcing qui est Wikipe´dia. Ce dernier,
au lieu qu’il cre´e une encyclope´die tout seul, recrutant des auteurs et des
re´dacteurs, il a donne´ a` une foule la capacite´ de cre´er les informations tout
seul. Wikipe´dia est donc l’encyclope´die la plus comple`te.
Crowdsourcing et la qualite´ : le principe de crowdsourcing est que plu-
sieurs teˆtes sont meilleures qu’une seule. En de´marchant une grande foule
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pour des ide´es, des compe´tences, ou la participation, la qualite´ du contenu
et la ge´ne´ration d’ide´e sera supe´rieure.
Les Diffe´rents types de Crowdsourcing :
Crowdsource Design :
En vu de chercher une conception de logo, on peut expliquer a` une foule
de concepteurs le re´sultat voulu, combien on peut payer et le de´lai de livrai-
son. Tous les concepteurs inte´resse´s cre´eront un design fini spe´cifiquement a`
la requeˆte. On recevra de diffe´rentes conceptions de logo finis et on gardera
le meilleur. En faisant le design de cette fac¸on (faisant du crowdsourcing)
augmente en re´alite´ la qualite´ et diminue le prix, compare´ au travail en
inde´pendant en ligne.
Le crowdsourcing peut faire des conceptions multiples comme les designs
des meubles, la mode, des publicite´s, la vide´o ou le design produit.
Le Crowdfunding :
Le Crowdfunding implique la demande de financement d’un projet par la
foule (ge´ne´ralement sous forme de don). Par exemple, si on veut avoir 10,000
$ pour payer un studio qui va enregistrer un nouveau CD, le crowdfunding
peut nous aider a` collecter cet argent.
Pour le faire, il suffit de chercher une plate-forme de crowdfunding, on
renseigne le montant voulu, le de´lai et n’importe quelle re´compense a` offrir
aux donateurs. On doit atteindre 100 % de notre but avant la date limite, ou
toutes les donations seront rendues aux donateurs. Les de´lais sont typique-
ment moins de 60 jours.
Le Crowdfunding est utilise´ par la majorite´ des artistes et des start-up
afin de se procurer de l’argent pour des projets comme le tournage d’un docu-
mentaire, la fabrication d’une montre, la recherche sur le cancer, ou le capital
de de´part. Pour plus d’informations sur le crowdfunding, on peut se re´fe´rer
au site web suivant : http ://fr.vox.ulule.com/crowdfunding-1195.
Micro taˆches :
La micro-gestion implique la cessation du travail dans des taˆches minus-
cules et l’envoi du travail a` une foule. Si on a 1,000 photos sur un site Web
et que ces photos doivent eˆtre pre´sente´es avec des le´gendes, on peut deman-
24
der a` 1,000 personnes d’ajouter une le´gende a` chaque photo. On peut a` tout
moment, rompre le travail et de´cider de payer celui qui accompli sa taˆche
(typiquement 0.01 $ - 0.10 $ par taˆche). Avec la micro-gestion, on peut s’at-
tendre a` voir des re´sultats apre`s quelques minutes. La micro-gestion peut
impliquer des taˆches comme le balayage d’images, la correction des e´preuves,
la correction de base de donne´es et la transcription des fichiers audio.
Le travail sera donc acheve´ plus rapidement, moins cher et avec moins
d’erreurs, surtout quand les syste`mes de validation sont en place. De plus,
les micro-taˆches peuvent souvent eˆtre exe´cute´es par les gens dans des pays
moins chanceux, y compris ceux qui utilisent les SMS, mais ne posse`dent pas
d’ordinateurs.
Innovation Ouverte :
En utilisant le crowdsourcing, on peut de´buter un business et faire des
designs pour des produits. En effet, le crowdsourcing peut aider par l’inno-
vation ouverte. Cette dernie`re permet aux investisseurs, des concepteurs, des
inventeurs et des gens du marketing de collaborer dans un be´ne´fice fonction-
nel faisant la re´alite´. Ceci peut eˆtre fait par une plate-forme Web consacre´e
pour gagner la perspective exte´rieure, ou par des salarie´s internes.
L’innovation ouverte rassemble les gens de diffe´rents secteurs mondiaux
pour construire ensemble un projet. Ceci est une collection efficace de do-
maines diffe´rents et de niveaux d’expertise qui ne serait pas autrement dis-
ponible pour chaque entrepreneur.
Professionnel et Duperies :
Le plus grand avantage du Crowdsourcing est la capacite´ de recevoir des
re´sultats de meilleure qualite´, e´tant donne´ que les travailleurs offrent leurs
meilleures ide´es, leurs compe´tences et leurs supports. Le crowdsourcing per-
met alors de choisir un des plus meilleurs re´sultats. Ces derniers peuvent eˆtre
livre´s beaucoup plus rapidement que des me´thodes traditionnelles, vu que le
crowdsourcing est une forme de travail en inde´pendant. On peut donc obtenir
une vide´o finie dans un mois, un design fini ou une ide´e dans une semaine et
les micro-taˆches apparaissent dans les minutes qui suivent la demande.
Des instructions claires sont essentielles dans le crowdsourcing. On peut
potentiellement fouiller des milliers d’ide´es possibles, qui peuvent eˆtre mi-
nutieuses, ou meˆme complique´es, si les instructions ne sont pas clairement
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comprises. La qualite´ peut eˆtre difficilement juge´e si les espe´rances appro-
prie´es ne sont pas clairement expose´es.
2.2.2 L’utilisation du Crowd
Un mode`le de re´ponse a` des requeˆtes du crowdsourcing a e´te´ pre´sente´
par le groupe de Kossmann [53] . Ils pre´sentent une solution initiale des
proble´matiques de fouille de donne´es et les comparer. Pour cela, ils pro-
posent un simple sche´ma SQL et les extensions de requeˆtes qui permettent
l’inte´gration de donne´es du crowdsourcing et leurs traitements. Ils pre´sentent
aussi la conception du CrowdDB incluant des nouveaux ope´rateurs de requeˆtes
pour le crowdsourcing et planifient des techniques de ge´ne´ration qui com-
binent des ope´rateurs de requeˆtes traditionnels et des ope´rateurs de requeˆtes
du crowdsourcing. Ensuite, ils de´crivent des me´thodes pour ge´ne´rer auto-
matiquement des interfaces utilisateur efficaces pour des taˆches destine´s au
crowdsourcing. Ils pre´sentent aussi les re´sultats du benchmarking des per-
formances des ope´rateurs de requeˆtes faites pour le crowdsourcing sur la
plate-forme d’ATM. Ils de´montrent que le CrowdDB est capable de faire
ce que les syste`mes de gestion de base de donne´es traditionnel ne peuvent
pas le re´soudre. Cette approche la fac¸on de proposer les taˆches (questions)
dans le crowdsourcing, par contre, elle ne traite pas la re´solution de proble`me
comple`xe ne´cessitant la collaboration de plusieurs travailleurs ni les proble´matiques
de la vie prive´e.
Une nouvelle approche a e´te´ propose´e par Florian et al. permettant d’inte´grer
des capacite´s humaines dans des flux de gestion de donne´es [125]. Ils se sont
concentre´s sur l’application du crowdsourcing en e´tendant le mode`le SOA
traditionnel avec des services fournis a` l’homme. Ils discutent une approche
qui permet de savoir les utilisateurs du Crowd sourcing dont les interactions
sont base´es sur les compe´tences, la taˆche effectue´e et les pre´fe´rences du re´seau
social. Ils clarifient l’architecture SOA en pre´sentant le syste`me de gestion de
la confiance du re´seau avec XHTML. Ils ont montre´ que leur approche peut
eˆtre utilise´e dans un sce´nario d’application du monde re´el. Par contre, il ne
traite en aucun cas la collaboration et la compe´tition entre les travailleurs
du crowdsourcing. Leurs travail montre d’identifier un utilisateur de la foule
pour re´soudre la taˆche.
Le groupe de Kumar [139] introduisent le proble`me des recherches d’images.
En effet, pour des variations d’e´clairage, de texture ou de qualite´ d’image leur
26
recherche s’est ave´re´e pre´cise et tre`s peu de re´sultats sont errone´s. Dans le
but d’augmenter la pre´cision des re´sultats de recherche, ils ont propose´ une
solution nomme´e CrowdSearch, qui permet de fournir un syste`me pre´cis de
recherche d’image pour les appareils mobiles tout en combinant une recherche
d’image automatise´e, puis une validation humaine base´e sur le crowdsourcing.
La combinaison pre´sente un ensemble complexe de compromis impliquant le
de´lai, la pre´cision et le couˆt. Leurs approche ne prend pas en compte la col-
laboration et ne ge`re pas la vie prive´e dans les traitements de recherche.
Le groupe de Gianluca [38] s’inte´ressent au proble`me de liaison des en-
tite´s d’un texte au nuage de donne´es ouverte. Ils rattachent les de´finitions
aux mots dans un texte. Pour cela, ils proposent le ZenCrowd permettant
de relier les mots avec la base de de´finitions. Ils combinent les algorithmes
automatiques et le rattachement manuel en utilisant le crowdsourcing. Puis,
ils estiment dynamiquement les crowders (les utilisateurs du crowd) a` travers
un framework de raisonnement probabiliste. Cette approche traite unique-
ment le rattachement de donne´es par une seule personne. La collaboration
pour l’identification du meilleur rattachement n’est pas pre´sente´e.
Le groupe de Kittur[73] traitent le proble`me de l’e´criture d’article. Ils
proposent un framework base´ sur le mode`le MapReduce pour les crowders
nomme´ CrowdfForge. Ceci a pour but de partager les taˆches entre les diffe´rents
intervenants dans le monde du crowdsourcing. Ils divisent les taˆches utilisant
le MapReduce afin de proposer aux utilisateurs une taˆche simple, puis as-
semblent toutes les re´ponses. Ce travail propose une division des taˆches par
utilisateurs et n’offre pas une collaboration et compe´tition dans la re´solution
des taˆches assigne´es. Le travail ne traite pas e´galement les proble`mes de la
vie prive´e sur la proprie´te´ intellectuelle
Le groupe de Hui [68] introduisent le crowdfunding, qui exploitent la puis-
sance de la foule pour financer de petits projets. Par contre, il ne pre´sente pas
l’impact sur les donne´es partage´es dans le crowdfunding et les effets ne´gatifs
sur la vie prive´e.
Le groupe de Marcus [95] et [94] s’attaquent au proble`me d’utilisation
des humains pour comparer, trier et assembler des types de donne´es com-
plexes telles que les images et les Blobs. Ils proposent une approche nomme´e
≪Qurk≫. Cette approche est un syste`me de traitement de requeˆte de´clarative
conc¸u pour de´livrer des taˆches extraites, afin de, filtrer et relier des images.
Qurk utilise les fonctions de´finies par l’utilisateur en SQL pour spe´cifier les in-
terfaces utilisateurs et donner des instructions sur les ” Turkers ” ou crowder
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afin d’exe´cuter des taˆches. Ils ont de´veloppe´ la jointure simple, qui cre´e des
taˆches pour chaque paire d’enregistrements. Pour chaque taˆche, demander
aux gens dans le monde entier de de´cider si oui ou non les deux documents
se re´fe`rent tous les deux a` une meˆme entite´. Ils ont de´veloppe´ le dosage na¨ıf
au lieu de placer plusieurs paires d’enregistrements en taˆches simples. L’utili-
sateur doit ve´rifier individuellement chaque paire dans la taˆche. Enfin ils ont
de´veloppe´ le dosage intelligent qui place plusieurs paires d’enregistrements
en une seule taˆche, mais qui demande aux utilisateurs de trouver toutes les
correspondances entre les enregistrements.Leurs approche ne traitent que les
proble`mes pouvant eˆtre prise en compte par un seul utilisateur du crowd.
Or actuellement, les proble`mes sont devenus de plus en plus complexe et ne
pouvant plus se ge´rer qu’avec une collaboration. La question de la vie prive´e
n’est pas traite´e dans cette approche.
Walid G. Aref et al.[92] traitent le proble`me de la construction d’un arbre
avec des cle´s (images ou vide´os) qui ne peuvent pas eˆtre indexe´s par l’ordi-
nateur. Ils pre´sentent une approche de construction d’index qui combine les
proprie´te´s subjectives avec quelques valeurs qualitatives, la construction d’in-
dex est base´e sur les valeurs quantitatives. Cette approche ne traite pas la
proprie´te´ intellectuelle des donne´es lors de la construction des arbres d’images
ou de vide´os, d’ou` il ne traite pas les proble`mes lie´es a` la vie prive´e. La col-
laboration n’est pas possible e´galement parce que chaque requeˆte est traite´e
par une seule personne.
Gianluca Demartini et al.[39] pre´sentent la conduite hybride homme-
machine, un syste`me innovant utilise´ pour re´pondre a` des requeˆtes de mots
cle´s complexes. Ils utilisent les crowders pour comprendre la requeˆte et pro-
posent un nouveau langage pour re´pondre aux requeˆtes. Le travail traite les
requeˆtes complexe par contre, il ne donne pas la possibilite´ de travailler en-
semble dans un syste`me de crowdsourcing permettant d’avoir des re´sultats
plus fiable et efficace. Les auteurs persente les requeˆtes complexex au tra-
vailleurs du crowdsourcing par contre, il ne traite comment garder la vie
prive´e dans ce processus.
Yael Amsterdamer et al.[9] et [8] de´veloppent l’exploitation des capa-
cite´s des utilisateurs extraites de la foule. Ils de´finissent une me´thode pour
acce´der aux donne´es personnelles en se basant sur des re`gles d’association.
Les de´finitions de soutien et la confiance sont utilise´es comme une mesure
de l’importance d’une re`gle pour chaque utilisateur. Les auteurs, utilisent les
donne´es prive´es des utilisateurs mais ils ne traitent pas la protection de ces
informations personnelles. Ils ne ge`rent pas e´galement la collaboration dans
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un processus ou` les donne´es prive´es sont des re`gles importantes d’associa-
tions.
Susan B. Davidson et al. [35] formalisent le proble`me de top-k et celui du
group-by dans un contexte de crowdsourcing pour l’utilisation dans la classifi-
cation. Ensuite, ils donnent un algorithme efficient qui garantie l’ache`vement
de bon re´sultats. Ils analysent leurs complexite´s et montrent que quelques
questions sont ne´cessaires lorsque des valeurs et des types sont corre´le´s ou
lorsque le mode`le d’erreur est le meˆme. Le travail effectue´ ne ge`re en aucun
cas la protection de la vie prive´e dans un contexte de crowdsourcing.
[117] ils introduisent le proble`me de crowdsourcing interactif. Ils pre´sentent
le smartCrowd, un framework pour mobiliser le crowdsourcing dans le but
d’approcher la re´alite´, tout en tenant compte de l’incertitude inne´e du com-
portement humain. Ils formulent l’attribution des taˆches comme un proble`me
d’optimisation, de manie`re a` ce que le processus d’attribution de taˆche soit
optimise´ a` la fois qualitativement et aussi sur le temps de calcul. Ils pre´sentent
des analyses the´oriques rigoureuses du proble`me d’optimisation. Le travail
pre´sente´ n’offre pas une possibilite´ de collaboration entre les utilisateurs des
terminaux mobiles. Sachant que les utilisateurs utilisent leurs propres infor-
mations prive´es, les chercheurs ne s’attaquent pas e´galement au proble`mes
de vie prive´e
2.2.3 Le Crowd dans les re´seaux sociaux
Nous vivons une ”e´poque de re´seaux sociaux”. Facebook, twitter, ou Lin-
kedin deviennent tre`s populaires graˆce a` des services de partage de conte-
nus. L’utilisateur partage des amitie´s, des informations personnelles tels que
l’aˆge, le sexe, le lieu d’habitation. Cette tendance a incite´ les organisations a`
s’e´loigner des pratiques traditionnelles des affaires en se dirigeant vers le web
qui offre plus de diffusion d’informations. En effet, les entreprises partout
dans le monde sont interconnecte´es les unes avec les autres. En meˆme temps,
un nouveau type de travail d’e´quipe est apparu appele´ le Crowdsouring. C’est
l’action de l’externalisation des taˆches, traditionnellement effectue´es par un
employe´ ou un entrepreneur, a` un groupe inde´termine´ de personnes a` travers
un appel d’offres ouvert. Les applications de Crowdsourcing permettent de
rechercher des personnes a` la demande du lanceur de l’appel afin d’effectuer
une taˆche. Plusieurs utilisateurs vont montrer leurs compe´tences et leurs ca-
pacite´s pour re´pondre a` cet appel. E´tant donne´ un appel a` diffe´rents re´seaux
29
sociaux pour trouver une solution a` un proble`me, les questions qui peuvent
eˆtre prises en compte comprennent, comment mettre en place et de´couvrir
les e´quipes qui vont re´pondre a` la requeˆte et la fac¸on de pre´server la divulga-
tion partielle ou totale des solutions au proble`me lors de la constitution des
e´quipes.
En fait, la compe´titivite´ de chaque e´quipe est impacte´e par la divulgation
des informations prive´es de la solution de l’e´quipe. On ne peut pas avoir des
e´quipes compe´titives alors que leurs donne´es prive´es circulent dans le re´seau
social.
Les membres qui travaillent en collaboration sur une taˆche peuvent par-
tager des informations sensibles (une partie de la solution du proble`me par
exemple) qui peuvent eˆtres propage´es ou transmises aux membres des autres
e´quipes dans le re´seau social.
L’e´quipe de Gianluca Demartin [41] en se basant sur les re´seaux sociaux,
ils cherchent l’utilisateur convenable pour re´pondre aux taˆches. Ils mode´lisent
les utilisateurs a` partir des informations du profil provenant du re´seau social
et les taˆches pre´ce´demment comple´te´es. Ils de´veloppent une application Fa-
cebook nomme´e Open Turk en imple´mentant les affectations des taˆches de la
plateforme Pick A Crowd. Cette approche ne ge`re en aucun cas le groupement
de meilleurs profils permettant une meilleures collaboration et un meilleur
re´sultat a` la requeˆte. Ils ne traitent pas aussi les proble´matiques lie´es a` la vie
prive´e en externalisant la re´solution des taˆches au crowdsourcing.
2.3 La de´couverte des relations implicites
2.3.1 Les donne´es prive´es
Pour viser l’apprentissage de pre´fe´rences de vie prive´e, Lujun Frang et
Kristen LeFevre [51] ont conc¸u un outil qui permet de configurer automati-
quement les pre´fe´rences de vie prive´e d’un utilisateur avec un effort minimal,
afin de classifier les utilisateurs et affecter automatiquement de nouveaux
utilisateurs a` ces classes. Cet outil, facile a` utiliser, fournie de simples in-
teractions aux utilisateurs. Ce qui leur permet d’activer automatiquement la
gestion de la vie prive´e. L’outil demande a` l’utilisateur, en mode interactif,
d’assigner des e´tiquettes spe´cifiques, soigneusement choisi, de la vie prive´e
des amis. Tant que l’utilisateur fournit plus de saisie, la qualite´ du classifi-
cateur s’ame´liore.Par contre, les auteurs ne pre´sentent pas les propagations
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des donne´es personnelles malgre´ la protection de la vie prie´e.
[126], les auteurs ont pre´sente´ l’outil de protection de la vie prive´e qui
mesure la quantite´ de fuite sensible de l’information dans un profil utilisateur
et sugge´rer de re´gler la quantite´ de fuite. L’outil de protection de´termine la
probabilite´ des donne´es sensibles dans le profil de l’utilisateur en se basant
sur ses relations et sur les attribues de ses amis. Ils ne traitent pas le proble`me
du controˆle de l’usage des donne´es partage´es.
[26] a conclu le besoin des me´canismes les plus flexibles pour la protec-
tion, laissant un utilisateur capable de se de´cider que certains participants du
re´seau sont autorise´s a` avoir acce`s a` ses ressources et ses informations person-
nelles pour faire respecter les politiques de vie prive´e. D’ou`, ils ont concentre´
leur travail sur la protection des relations, en proposant une strate´gie qui ex-
ploite des techniques cryptographiques pour faire respecter une propagation
se´lective des informations a` travers les relations dans les re´seaux sociaux. Le
proble`me de propagation de donne´es partage´es dans le re´seau n’est aborde´,
ils pre´sentent une approche pour se´curiser l’acce`s a` des donne´es prive´es.
L’e´quipe deWang [81] ont pre´sente´ une premie`re tentative dans la mode´lisation
de re´seaux sociaux pour de´velopper un paradigme d’e´valuation statistique de
risque et quantifier les menaces internes. Pour cela, ils ont mode´lise´ l’acce`s
d’un utilisateur aux informations prive´es et les garanties d’acce`s poste´rieur
aux donne´es prive´es.
Ils ont de´veloppe´ aussi les ope´rateurs d’e´valuation de risque qui capturent
de tels effets du re´seau. Ils repre´sentent aussi leur premie`re tentative d’e´tude
de l’impact des effets du re´seau dans le controˆle d’acce`s a` base de risque, un
paradigme de se´curite´ e´mergent. Leur travail se limite au controˆle d’acce`s
de la donne´es dans le re´seau et ne pre´sente en aucun cas une approche de
controˆle de propagation de ces donne´es dans le re´seau.
Dans une autre e´tude, Foin et al [63] ont e´value´ le degre´ de distribution
d’un graphe puis ils ont de´veloppe´ un algorithme qui fournit une vie prive´e
contenant des re`gles strictes et adaptable. La statistique supple´mentaire peut
eˆtre incorpore´e dans le cadre de la vie prive´e. Cet algorithme satisfait une
norme de vie prive´e rigoureuse appele´e diffe´rentielle de la vie prive´e. Par
contre, ils ne ge`rent en aucun cas les donne´es partage´es par des utilisateurs
apre`s l’application des re`gles de vie prive´es de´finies.
Bansal et al [11] ont propose´s une solution qui pre´serve la vie prive´e pour
la propagation dans les re´seaux de neurones dans le cas de donne´es arbi-
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trairement partage´es. Leur algorithme est base´ sur des informations prive´es
ale´atoirement partage´es entre deux partis. Leur solution se base sur le cryp-
tage des donne´es, par contre, ils ne ge`rent pas l’utilisation des donne´es prive´es
de´crypte´es. Ils se´curisent la propagation des donne´es dans les re´seaux de neu-
rones mais ne controˆle pas l’usage de ces donne´es.
2.3.2 l’analyse des relations
Les mode`les de propagations de donne´es sont ge´ne´ralement repre´sente´s en
trois cate´gories distinctes. Les mode`les de contagion, les mode`les d’influence
sociale et les mode`les d’apprentissage social. Dans [140] et [98] les auteurs
ont pre´sente´s les mode`les de propagations de donne´es base´ sur l’apprentis-
sage social. Ces mode`les se basent sur l’utilite´ de l’information propage´e pour
les utilisateurs voisins. Par contre, les auteurs n’ont pas essaye´ de trouver la
propagation maximale entre l’utilisateur proprie´taire de l’information et le
reste des membres dans le re´seau social.
Les mode`les de contagion se basent sur les utilisateurs actifs et leurs voi-
sins qui s’activent en contact avec un membre actif. Ces mode`les s’inte´ressent
au passage d’un e´tat sain a` un e´tat infecte´ ou a` d’autres e´tats. Diffe´rentes
e´quipes [127],[102], et [21] ont de´veloppe´s plusieurs variantes des mode`les de
contagion. [57] ont propose´ le mode`le IC. Ce mode`le est fonde´ sur le principe
que de`s qu’un noeud u est actif, il existe une probabilite´ Pu,v d’activer ces
noeuds voisins v. Ce travail n’a pas traite´ la propagation des donne´es dans le
re´seau social et n’a pas pris en compte la diffe´rence des profils des utilisateurs.
Les mode`les d’influence sociale reposent sur le principe qu’un individu
s’active si le nombre des membres voisins de´ja` active´s est supe´rieur a` un
seuil donne´es.
Les chercheurs dans [121], [59] ont propose´s les premiers travaux sur les
mode`les d’influence. Ils de´veloppent leurs approches en se basant sur le prin-
cipe que la pression sociale de´termine l’activation des noeuds.
Diffe´rents travaux, [114], [42], [87] et [20] ont propose´s des approches se
focalisant sur le fait qu’un noeud v est actif si la somme des poids des rela-
tions entrantes a` ce membre est supe´rieure a` un seuil propre a` lui. Par contre,
les travaux ne s’inte´ressent pas a` la propagation des donne´es d’un membre u
vers tous les membres du re´seau. Ils ne prennent pas en compte les similarite´s
des profils pour valoriser la probabilite´ de propagation entre les individus.
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Une mode´lisation de la force de relation dans des re´seaux sociaux a e´te´
de´veloppe´e par Rogati et al [137]. Elle permet d’e´valuer la force avec les inter-
actions et la similitude des utilisateurs. Ce mode`le peut repre´senter la totalite´
des forces de relation et proposer une me´thode non surveille´e pour les de´duire.
Cette force a directement un impact sur la nature et la fre´quence d’interac-
tions en ligne entre une paire d’utilisateurs, donc, impacte les pre´fe´rences de
vie prive´e de chaque utilisateur. Cette approche ne traite pas ge´rer l’usage
des informations prive´es partage´es mais plutoˆt le calcul de la force de relation
pour mettre a` jour la pre´fe´rence de vie prive´e.
2.4 Anthologie
Historiquement, l’homme a essaye´ de de´crire le monde autour de lui en
trouvant des re´gularite´s dans ce qui est perceptible. En effet, les mode`les d’in-
teraction entre des entite´s apparaissent clairement, a` l’e´chelle macroscopique
et microscopique, dans la plupart des environnements naturels et artificiels.
Citons par exemple, la relation proie -pre´dateur dans des e´cosyste`mes natu-
rels, le processus de propagation d’un virus ou les interactions entre deux ou
plusieurs prote´ines.
2.4.1 La description des re´seaux sociaux
En ge´ne´ral, chaque syste`me mettant en capsule une relation ou une inter-
action parmi certains de ses e´le´ments constitutifs, admet un peu de repre´sentation
abstraite en termes d’un re´seau, ou, d’une perspective mathe´matique, d’un
graphe. Ce dernier est forme´ par un ensemble de sommets (ou des nœuds)
qui identifie les e´le´ments du syste`me, avec un ensemble d’areˆtes repre´sentant
la relation entre les sommets. Un tel cadre the´orique tre`s ge´ne´ral peut eˆtre
applique´ pour modeler une large varie´te´ de syste`mes complexes. Le terme
≪complexite´≫ a e´te´ de´fini par Barrat et al comme suit : Complex systems
consist of a large number of elements capable of interacting with each other
and their environment in order to organize in specific emergent structures.
L’analyse de syste`mes complexe est donc une discipline relativement jeune.
Elle s’est concentre´e sur l’e´tude empirique et la mode´lisation syste´matique
de re´seaux re´alistes. Ceci a pour but d’extraire les informations cache´es par
les mode`les complexes.
L’Analyse des Re´seaux Sociaux (SNA) a e´te´ une des premie`res disci-
plines qui peuvent eˆtre classifie´es sous l’e´tiquette ”de l’analyse de syste`mes
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complexe”. Initialement, l’SNA e´tait une branche de sociologie (ou, plus
pre´cise´ment, une e´volution de sociome´trie) qui compte sur les notions de
the´orie des graphes pour comprendre la dynamique des accumulations so-
ciales des gens. Revenant aux premie`res e´poques de l’SNA, les techniques de
collecte de donne´es (principalement, enqueˆtes e´crites par des individus) ne
permettent pas l’analyse des re´seaux de grandes tailles. Cependant, meˆme les
tre`s petits environnements, elles peuvent eˆtre traite´es par des mode`les com-
plexes et par de nombreuses techniques. Ces derniers sont largement utilise´s
de nos jours dans l’analyse des ensembles de donne´es de grandes tailles qui
ont e´te´ e´tudie´s et mis au point a` partir de l’analyse des petites affaires du
monde re´el [132] .
Re´cemment, l’e´volution rapide d’Internet, et particulie`rement du Web
dans sa facette collaborative, a fourni une source fraˆıche des donne´es sociales
pouvant eˆtre extraites pour de´crire les mode`les sous-jacents des syste`mes so-
ciaux en ligne ayant des tailles importantes et tre`s dynamiques.
De telles donne´es sont permises pour tester les the´ories classiques de
l’SNA a` plus grande e´chelle. Par exemple, les re´sultats de l’expe´rience de Mil-
gram [97], sur les six degre´s de se´paration, le nombre des e´tapes qui se´pare
n’importe quels deux individus dans le graphe de connaissances sociales sont
e´tonnamment petits (6 e´tait le nombre e´value´ pour la population ame´ricaine).
Cette information a e´te´ re´cemment ve´rifie´ sur le Messenger de Microsoft [83]
et Facebook [128].
Un autre exemple est la the´orie Dunbar qui est base´e d’une part sur l’ob-
servation de la dynamique sociale d’un groupe de primates, et d’autre part
sur l’utilisation d’une e´quation de re´gression sur leur taille corticale, Cette
the´orie revendique que ”la taille moyenne de groupe” permettant des rela-
tions sociales stables et profitables pour des humains, se situ aux alentours de
150 [47, 46] ; la meˆme limite cognitive the´orique a e´te´ ve´rifie´e dans le re´seau
Twitter [58].
En plus des e´tudes de socio-syste`mes virtuels, l’analyse de re´seau com-
plexe a e´te´ efficacement applique´e pour aborder des proble`mes sociaux et
humanitaires comme la propagation de maladies sexuellement transmissibles
[86] et la prolife´ration d’organisations terroristes [138].
En ge´ne´ral, une e´tude axe´e sur les graphes appele´s ”re´seaux sombres”
est utile pour de´couvrir les faiblesses dans la structure des accumulations
inde´sirables d’individus. Ces faiblesses permettent d’effectuer des attaques
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cible´es capables de perturber l’efficacite´ du re´seau avec un couˆt minimal.
L’analyse structurelle a e´te´ un domaine super inte´ressant e´galement sur des
re´seaux technologiques, Internet [50] ou le Web a` titre d’exemple. La crois-
sance rapide d’une telle e´chelle mondiale des syste`mes technologiques a sou-
leve´ pour la premie`re fois (bien avant la diffusion virale de re´seaux sociaux
en ligne) le proble`me de traitement de la dimension tre`s e´leve´e des donne´es
et la difficulte´ conse´quente d’extraire des mode`les significatifs.
Le travail fondamental sur de tels syste`mes a e´te´ effectue´, par exemple,
dans l’e´valuation des frontie`res et le diame`tre du World Wide Web [6] et
dans le de´voilement de sa forme pour eˆtre organise´ dans trois composants
principaux (Entre´e, sortie, connexion forte) entoure´ par des vrilles [22].
Autour du mille´naire, la disponibilite´ de l’ensemble de donne´es ayant
beaucoup de sources et de diffe´rents domaines, a de´clenche´ un effort signi-
ficatif dans l’enqueˆte de toutes les sortes d’environnements de re´seau. Ceci,
en utilisant le paradigme de l’analyse de syste`mes complexe. Une telle e´tude
permettra de de´couvrir des re´gularite´s saisissantes dans de divers re´seaux.
Plusieurs syste`mes d’organisation technologique, biologiques ou sociaux
[101, 7] se trouvent caracte´rise´s par des petites proprie´te´s [133], qui de´terminent
une croissance logarithmique de la distance moyenne entre les paires de
nœuds. Ceci concerne le nombre total de nœuds.
Beaucoup de ces re´seaux ont e´te´ retrouve´s sans e´chelle, a` savoir ca-
racte´rise´s par une distribution de connectivite´ de nœud qui se de´labre comme
une loi de puissance [12, 24]. La de´couverte de ceux-ci et beaucoup d’autres
invariants, ont permis au domaine d’analyse de syste`mes complexes de de´tecter
et d’exploiter des mode`les cache´s et omnipre´sents dans des structures tech-
nologiques, ainsi que dans la vie biologiques.
Depuis lors, la perspective de l’e´tude fonde´e sur les donne´es de syste`mes
base´e sur les graphes a conside´rablement e´largi les re´sultats de l’analyse ex-
ploratoire des grands re´seaux [5, 69, 82]. Plus de richesse de donne´es sur
l’activite´ humaine, la mobilite´ et les interactions [119] ouvrent la voie pour
concevoir les services qui peuvent profitablement combiner plusieurs sources
de donne´es de syste`mes complexes.
En plus, de nouvelles recommandations et des outils de suggestion pour
des re´seaux sociaux en ligne apparaissent. Par exemple, on peut citer : le
controˆle de diffusion de virus dans des re´seaux de contact informatiques
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ou humains [31, 110], le controˆle d’interactions face a` face a` l’inte´rieur des
hoˆpitaux pour la minimisation des infections dans la structure [13], ”la pu-
blicite´ exte´rieure” sur des te´le´phones portables [113] base´ sur les mode`les
de mobilite´ des gens dans une ville et la diffusion d’informations entre des
dispositifs mobiles base´s sur les proprie´te´s spontane´es d’utilisateurs [122].
2.4.2 La repre´sentation du contexte
Les sociologues ont e´tudie´ diverses proprie´te´s des re´seaux sociaux dont
nous de´crivons quelques une. Pour une vue d’ensemble plus comple`te sur les
re´seaux sociaux et les techniques d’analyse associe´es, on peut se re´fe´rer au
livre de Wasserman [132].
Milgram [97] a montre´ que la distance moyenne entre deux Ame´ricains est
de six e´tapes et que des re´seaux sociaux peuvent eˆtre classifie´s comme e´tant
un petit monde. Kochen et al. [37] ont explique´ l’influence de la proprie´te´
du petit monde des re´seaux sociaux sur les contacts. Ceci a e´te´ aussi justifie´
par Granovetter [60] qui a montre´ qu’un re´seau social peut eˆtre divise´ sous
des liens ’forts’ et ’faibles’. Ces liens ’forts’ sont fermement groupe´s, tandis
que les liens ’faibles’ repre´sentent des relations de distance plus longue. Par
contre, aucun travail ne traite la gestion de la vie prive´e lors de la classifica-
tion des utilisateurs des re´seaux sociaux.
E´tant donne´ que les re´seaux sociaux sont plus populaires, les chercheurs
ont commence´ a` examiner leurs proprie´te´s. Adamic et al. [3] ont e´tudie´ le
premier re´seau social a` l’Universite´ de Stanford et ont constate´ que le re´seau
a des caracte´ristiques mondiales aussi bien qu’un coefficient de classification.
Le groupe de Liben-Nowell [85] a trouve´ une corre´lation forte entre l’amitie´
et l’emplacement ge´ographique des utilisateurs, en se basant sur des donne´es
figurant dans le ”Life Journal”. Une autre e´tude sur deux re´seaux sociaux
de Yahoo a e´te´ faite par Kumar et al. [76]. Ils ont constate´ que ces deux
re´seaux posse`dent des composantes fortement connexes et dominantes. Gir-
van et Newman ont observe´ que les utilisateurs dans des re´seaux sociaux ont
tendance a` se former des groupes bien serre´s [56], e´videmment avec un coef-
ficient de classification important. Les travaux cite´s traitent uniquement la
classification base´ sur les informations pre´sentes sur le profil de l’utilisateur
et ne s’attaquent en aucun cas a` la donne´es pruve´es dans ces re´seaux.
Plus re´cemment, le groupe d’Ahn [5] a analyse´ les donne´es comple`tes du
grand re´seau social sud core´en Cyworld [33], avec les donne´es de de MyS-
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pace et Orkut. La comparaison avec des re´seaux diffe´rents, d’autre part, est
limite´e par les e´chantillons de donne´es de Myspace et Orkut.
D’autres groupes ont examine´ le re´seau d’activite´, ou le mode`le d’inter-
actions entre utilisateurs et re´seau social. Citons par exemple, le groupe de
Wilson [136] qui a e´tudie´ le re´seau d’activite´ en se basant sur des e´chantillons
du re´seau Facebook. Ils ont constate´ que, par contraste avec le re´seau social,
le re´seau d’activite´ est beaucoup plus rare. Chun et ses colle`gues [27] ont
trouve´ des proprie´te´s semblables pour le re´seau d’interaction dans CyWorld.
Dans ces travaux, ils ne ge`rent pas la classification des diffe´rents membres du
re´seau. Ils ne s’inte´ressent pas au donne´es prive´es dans les re´seaux d’activite´.
Dans ce pre´sent travail, nous nous concentrerons seulement sur le re´seau
social. Mais notre approche et me´thodes pourraient eˆtre naturellement ap-
plique´es au re´seau d’activite´.
Plusieurs recherches examinent la structure de re´seaux de l’information.Par
exemple, les graphes de pages Web ou la topologie de routage d’internet.
Une e´tude sur la structure du Web [22] a montre´ qu’il posse`de une forme de
”nœud papillon”, constitue´ de composante fortement connexe et de groupes
de nœuds pouvant atteindre ces composantes ou eˆtre atteints par ces der-
niers. Par contre, il ne s’inte´ressent pas a` la classification de ces nœud ni des
donne´es qu’ils partagent.
Faloutsos et al. [50] ont constate´ que le degre´ de la distribution de la
topologie de routage d’internet suit une loi de pouvoir. Dans une autre e´tude
faite par Siganos et al [124], il a e´te´ de´montre´ que la structure de haut niveau
d’internet ressemble a` ”une me´duse”.
Kleinberg [74] a montre´ que les nœuds de degre´ haut peuvent eˆtre ob-
serve´s dans le Web. Ce dernier fonctionne soit en tant que centres (des pages
contenant des re´fe´rences utiles sur un sujet) soit en tant que autorite´s (des
pages contenant des informations pertinentes sur un sujet).
E´tant donne´ un graphe de pages Web, Kleinberg a aussi pre´sente´ un
algorithme [75], qui peut de´duire la fonction de pages comme des centres et
des autorite´s. Le ce´le`bre algorithme PageRank [107] utilise la structure Web
pour de´terminer les pages que l’on conside`re honorable.
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2.4.3 Les mode`les des re´seaux
Les macros proprie´te´s statistiques d’un re´seau permettent d’une part de
les diviser dans des cate´gories et d’autre part de construire les mode`les qui
peuvent reproduire des re´seaux artificiels avec les meˆmes caracte´ristiques
qualitatives. Dans ce manuscrit, nous pre´sentons trois cate´gories du re´seau
avec leurs mode`les correspondants, en se concentrant sur le diame`tre, le co-
efficient de classification et le degre´ de distribution des graphes.
Le mode`le de re´seau en boucle de treillis :
Des mode`les de´termine´s et simples de la topologie des graphes sont donne´s au
treillis, un re´seau ou` les nœuds sont connecte´s selon des mode`les semblables
au re´seau re´guliers. Le re´seau en boucle de treillis (ou le treillis unidimen-
sionnel) appartient a` cette classe de graphes. Il est produit en arrangeant
logiquement des nœuds dans un anneau et connectant chaque nœud avec les
” m ” nœuds les plus proches dans l’anneau.
Les nœuds dans des re´seaux de treillis sont fortement connecte´s en local
et donc le coefficient de classification est haut. D’autre part, le chemin le plus
court connectant deux nœuds ge´ne´riques dans le re´seau est en moyenne long.
Par conse´quent le diame`tre est haut.
Le mode`le de re´seau ale´atoire :
Un processus arbitraire de cre´ation d’areˆtes produit un graphe ale´atoire dont
le degre´ de distribution finale de´pend de la nature du processus stochastique.
Parmi plusieurs processus ale´atoires e´tudie´s dans la mode´lisation des graphes
de re´seaux [19], le plus connu est celui a` la base de l’Erdo¨s Re´nyi (ER) des
graphes [48, 49].
Un graphe ER peut eˆtre produit suivant un nombre de nœuds n et une
probabilite´ d’attachement p. Le graphe est produit par un processus sans
me´moire attachant chaque paire de nœuds avec la probabilite´ p.
La probabilite´ qu’un nœud ait le degre´ k est donne´e par la distribution
binomiale :
P (k) =
(
n− 1
k
)
pk(1− p)n−1−k
Et comme n augmente, le degre´ de la distribution a` tendance a` une distribu-
tion de Poisson :
P (k) ≈ e−n.p n.p
k!
Ce qui signifie que la gamme de variabilite´ de degre´ de nœud est relative-
ment faible. La connectivite´ globale du graphe de´pend alors des valeurs de n
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et de p, a` la suite d’un comportement de seuil. Pour n · p < 1, le graphe sera
probablement de´branche´, avec une complexite´ de O(log(n)). Alors que si le
seuil n · p = 1 le graphe aura un composant fortement connecte´ d’une taille
autour de n
2
3 . Finalement, si n ·p > 1, le graphe aura un immense composant
fortement connecte´ contenant la grande majorite´ des areˆtes. Le composant
immense du graphe ER a de tre`s petits diame`tres et un faible coefficient de
classification. Cela signifie que le re´seau peut eˆtre traverser dans quelques
e´tapes mais son nœud aura tendance a` ne pas former des groupes bien re-
connaissables.
Le mode`le small-world (Watts-Strogatz) :
Plusieurs re´seaux pre´sentent les caracte´ristiques qui sont entre des graphes
ale´atoires et re´guliers. En particulier, ils exposent un petit diame`tre et une
classification importante. Par exemple dans des re´seaux sociaux, des groupes
sont fortement groupe´s mais deux individus ge´ne´riques sont sur la moyenne
se´pare´e par un faible nombre d’e´tapes dans le re´seau de connaissance.
Pour mode´liser ce phe´nome`ne de ”petit monde”, Watts et Strogatz [133]
ont propose´ un mode`le (WS) base´ sur une strate´gie de raccourci sur des
re´seaux en boucle de treillis.
E´tant donne´ un graphe d’anneau treillis, chaque areˆte du nœud i est rem-
place´e par une probabilite´ p avec une nouvelle areˆte qui est raccorde´ avec
un crite`re diffe´rent choisi au hasard parmi les nœuds dans V \Γ(i). Comme
la probabilite´ p augmente, les macros caracte´ristiques du graphe changent
d’une fac¸on axe´e sur le seuil. Approximativement, si p ∈ [0, 10−3) le graphe
pre´serve toujours les caracte´ristiques principales de l’anneau de treillis et si p
est plus de 10−1 la forme du graphe devient semblable a` la configuration ER.
Dans l’intervalle [10−3, 10−1] le graphe assume les petites proprie´te´s de´sire´es.
Particulie`rement, si on le compare avec un graphe ale´atoire de meˆme taille,
ce petit graphe a une distance moyenne plus courte, mais un plus fort coef-
ficient de classification.
Le mode`le scale free (Baraba´si-Albert) :
Les graphes de watts-Strogatz reproduisent bien la distance moyenne et la
classification de beaucoup de re´seaux re´els. Cependant, ils ne peuvent pas
modeler leur distribution, qui est beaucoup plus large dans des re´seaux re´els.
Pour re´soudre ce proble`me, Barabasi et Albert [12] ont propose´ le mode`le
d’attachement pre´fe´rentiel de la croissance d’un re´seau.
E´tant donne´ un re´seau ale´atoire initial avec des nœuds m0 et c un degre´
supe´rieur a` 1, le mode`le d’attachement pre´fe´rentiel enrichi le graphe en ajou-
tant un nouveau nœud et en le connectant au nœud m < m0 avec une
probabilite´ proportionnelle au degre´ des nœuds existants.
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Plus spe´cifiquement, la probabilite´ de connexion avec un nœud existant i
est :
pi =
ki∑
j kj
Le ”riche devient plus riche”, cette strate´gie est semblable au processus de
croissance des re´seaux re´els. Par exemple,le graphe de World Wide Web, ou`
ces pages tre`s populaires sont lie´es par de nouvelles pages avec une probabilite´
beaucoup plus importante que des pages impopulaires.
La distance moyenne dans le mode`le de Barabasi-Albert (BA) croit loga-
rithmiquement avec la taille du re´seau :
〈l〉 = ln|V |
ln ln|V |
Le coefficient de classification est plus important que le graphe ER avec une
taille e´quivalente. Le degre´ de distribution de BA suit une loi de puissance
ayant la forme suivante :
p(k) = c · k−α
Les deux mode`les BA et WS e´chouent la mode´lisation de quelques macros
proprie´te´s statistiques des re´seaux re´els. Ne´anmoins, de tels mode`les ont
donne´ une contribution sans prix a` l’e´tude et a` la mode´lisation des re´seaux
complexes. Ils ont fourni des abstractions utiles pour la comparaison des
proprie´te´s des syste`mes diffe´rents.
2.5 La the´orie de graphe et l’analyse du re´seau
2.5.1 Les mesures topologiques des graphes
L’analyse d’un re´seau complexe est base´e sur un noyau de mesures to-
pologiques qui de´crivent les principales proprie´te´s structurelles du graphe
[132, 104]. Dans ce qui suit, nous examinons certains d’entre eux.
Degre´ et la force :
Le nombre d’areˆtes adjacents au nœud est le degre´ du nœud. Il est ge´ne´ralement
de´signe´ par la lettre k. Dans le cas des re´seaux dirige´s, nous pouvons distin-
guer le degre´ entrant kin et le degre´ sortant kout, par le nombre d’areˆtes dont
le nœud est un successeur ou pre´de´cesseur. Pour les re´seaux ponde´re´s, la
somme des poids des areˆtes adjacentes sur un nœud est la force du nœud. La
force entrante et la force sortante sont de´finies pour les re´seaux ponde´re´s.
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D = 2|E|
|V |(|V |−1)
Dans les re´seaux dirige´s, la densite´ est divise´e par le facteur 2 vu que le
nombre possible de connexions est le double que le nombre connexion dans
les graphes non oriente´s. Notons que la densite´ est une mesure qui est stric-
tement de´pendante de la taille du re´seau. Dans le cas du monde re´el, le plus
grand correspond au re´seau, alors que la plus faible est la densite´. Il n’existe
pas un moyen standard pour e´valuer si un graphe est dense ou e´par. Un re´seau
est conside´re´ comme e´par lorsque son degre´ moyen est beaucoup plus petit
que le nombre de nœuds. 〈k〉 << |V |, ou quand les ordres de grandeur du
nombre de nœuds et d’areˆtes sont approximativement e´quivalent |V | ≈ |E|.
Le Diame`tre :
La distance l(i, j) entre deux nœuds i, j dans un graphe est donne´e par le plus
court chemin entre eux. La distance maximale entre toutes les paires possibles
de nœuds est le diame`tre du graphe. Ce Diame`tre est utilise´ pour e´valuer la
largeur du re´seau, mais il est tre`s sensible aux valeurs aberrantes. En effet,
seulement le plus long des courts chemins peut de´terminer un diame`tre e´leve´.
Afin d’e´viter ce proble`me, la mesure effective du diame`tre d’un graphe est la
distance minimale qui inclut les 90% des paires de nœuds [109].
Coefficient de classification :
La structure du voisinage d’un nœud de´pend de la nature de la classification
des nœuds locaux. La classification, ou transitivite´ dans les sciences sociales,
mesure la tendance des voisins d’un nœud a` eˆtre relie´ a` l’autre, formant ainsi
un re´seau de triangles dense. Dans des re´seaux sociaux humains, la tendance
a` la classification importante peut eˆtre re´sume´e par la phrase populaire sui-
vante :”tous les amis de mes amis sont mes amis aussi”. Quantitativement, la
classification d’un nœud i est mesure´e par un coefficient C(i) [133] calcule´ par
le rapport entre le nombre de connexions entre i et ses voisins, et le nombre
maximal de tels liens. Soit ki le degre´ du nœud i et ei le nombre d’areˆtes
entre ses voisins. Le coefficient de classification est alors de´finie comme suit :
C(i) = ei
ki(ki−1)/2
Cette mesure n’est valable que pour ki > 1. Si ki = 1, on peut conside´rer
que C(i) = 0. Le coefficient de classification du re´seau, qui mesure le degre´
global de regroupement du graphe, est de´fini simplement par la moyenne de
classification :
〈C(i)〉 = 1
N
∑
i
C(i)
Centralite´ et la centralisation :
Le roˆle des nœuds et des areˆtes spe´cifiques a` l’e´gard de la topologie globale du
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graphe est l’une des principales re´flexions pour caracte´riser le re´seau. L’im-
portance d’un nœud ou une areˆte est e´value´e par des mesures de centralite´
[54]. Ces derniers peuvent eˆtre de´finies sur plusieurs caracte´ristiques struc-
turelles du graphe, comme sa connectivite´ ou sa position par rapport aux
autres nœuds. La mesure de la position centrale la plus couramment utilise´e
est la position centrale de mesure, qui co¨ıncide avec le degre´ du nœud.
CD(i) = ki
La centralite´ de proximite´ se concentre plutoˆt sur la distance du nœud cible
a` tous les autres sommets. La centralite´ d’un nœud i est de´finie comme suit :
CC(i) =
1∑
j 6=i
l(i,j)
La centralite´ de l’interme´diarite´ est utilise´e, pour tenir compte de l’impor-
tance des nœuds qui peuvent ne pas eˆtre bien relie´ au reste du re´seau, mais
agir comme des ponts entre deux ou plusieurs composants qui sont vaguement
relie´s les uns aux autres. :
CB(i) =
∑
h 6=j 6=i
σhj(i)
σhj
Ou` σhj est le nombre total des chemins les plus courts du nœud h au nœud j
et σhj(i) est le nombre de ces plus courts chemins passant par i. La variation
de la valeur des mesures de la centralite´ sur l’ensemble des nœuds du re´seau
(et avec des facteurs de normalisation approprie´s) est appele´e centralisation.
Elle permet de mesurer la quantite´ de l’ensemble du re´seau centralise´e. Par
exemple, la centralisation de degre´ sera maximale dans un graphe en e´toile, ou`
tous les nœuds sont relie´s a` des areˆtes d’un nœud central (et donc la variation
relative sur le degre´ sortant est maximale), et au moins dans un graphe en
anneau, ou` chaque nœud est relie´ a` deux voisins dans un cercle. Le degre´ de
centralisations, la proximite´, et l’interme´diarite´ sont de´finis respectivement
comme :
CD =
∑
i[C
max
D −CD(i)]
(|V |−1)(|V |−2)
CC =
∑
i[C
max
C −CC(i)]
[(|V |−2)(|V |−1)]/(2|V |−3)
CB =
2
∑
i[C
max
B −CB(i)]
(|N |−1)2(|N |−2)
2.5.2 Les outils d’analyse et de virtualisation
La visualisation des re´seaux est une phase importante dans l’analyse des
syste`mes complexes. Une bonne repre´sentation illustre´e d’un graphe, peut
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mettre en e´vidence : ses composants structurels les plus importants, diviser
logiquement ses re´gions diffe´rentes et indiquer les nœuds les plus centraux et
les areˆtes sur lequel les flux d’information sont plus fre´quent.
Les valeurs de la plupart de la me´trique que nous avons de´finie pre´ce´demment
peuvent eˆtre d’une fac¸on ou d’une autre repre´sente´es utilisant des nœuds, des
couleurs d’areˆtes, des tailles et des dispositions diffe´rentes.
Beaucoup d’outils gratuits pour la visualisation de graphe ont e´te´ de´veloppe´s
au cours de la dernie`re de´cennie. Citons par exemple :
1. Pajek [36] (pajek.imfm.si) : Un des premiers outils exploratoires visuels
pour la visualisation et l’analyse de petit graphes.
2. Networkbench (nwb.cns.iu.edu) : Un outil pour poser et visualiser des
ensembles de donne´es en re´seau de domaines diffe´rents, a` l’appui de la re-
cherche interdisciplinaire.
3. Walrus [99] (www.caida.org/tools/visualization/walrus) : Il permet de
visualiser des graphes en se basant sur leur repre´sentation d’arbre.
4. Gephi [14] : Sponsorise´ comme ”photoshop for graphs” (gephi.org). Il
fournit une interface d’utilisateur avance´e pour la manipulation visuelle et
une API utile pour la visualisation en continu de graphes dynamiques.
5. GUESS [4] (graphexploration.cond.org) :Un outil d’analyse base´ sur
Gython, un langage spe´cifique a` un domaine qui supporte les ope´rateurs qui
peuvent avoir affaire directement avec des structures de graphe d’une fac¸on
efficace et intuitive.
6. GleamViz (www.gleamviz.org) : Spe´cifiquement conc¸u pour simuler et
visualiser la diffusion de maladies infectieuses a` travers le monde.
Plusieurs paquets d’analyse de graphe comme iGraph (igraph.sourceforge.net),
networkx networkx.lanl.gov), et R (www.r-project.org) fournissent des outils
de visualisation de re´seau ou des plug-ins.
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2.6 La classification dans les re´seaux sociaux
Une communaute´ est un sous-ensemble d’utilisateurs dans un re´seau so-
cial qui est plus fermement connecte´ que le re´seau global [103]. Le travail
de´crit dans cette section essaye de de´tecter les groupements d’e´quipes dans un
graphe. A` un haut niveau, les approches peuvent eˆtre divise´es en approches
globales qui assument la connaissance du graphe entier, ou en approches
locales, qui assument uniquement la connaissance de´taille´e d’une re´gion du
re´seau. Nous de´crivons les e´tudes empiriques des re´seaux sociaux qui ont
cherche´ la pre´sence de communaute´s.
2.6.1 la de´couverte des communaute´s classiques
La de´tection communautaire classique a pris l’approche de diviser les
sommets d’un re´seau social dans des communaute´s diffe´rentes en minimisant
le nombre de relation entre des communaute´s. Cette approche se caracte´rise
par deux algorithmes principaux :
Se partage en deux spectral [111] et l’algorithme Kernighan-Lin [72]. Ces
deux algorithmes divisent le graphe en deux communaute´s possible, ensuite
ils les subdivisent jusqu’au atteindre le nombre d’utilisateur de communaute´s
indique´. Cependant, les deux algorithmes exigent initialement que l’utilisa-
teur spe´cifie les tailles des deux communaute´s, aussi bien que le nombre final
de communaute´s de´sire´es. Cette de´couverte de communaute´s ne traitent pas
la propagation de donne´es entre les membres de chaque communaute´.
2.6.2 la de´couverte des communaute´s globale
Les premiers algorithmes de de´tection communautaires ont e´te´ propose´
par Girvan et Newman [103] . Ils calculent le ”plus important” lien dans le
re´seau, puis ils l’enle`vent. Cette e´tape se re´pe`te jusqu’a` ce que le graphe du
re´seau social devienne divise´. A partir de ce moment, on peut conside´rer les
divisions diverses comme des communaute´s. En continuant d’exe´cuter l’al-
gorithme sur les divisions diffe´rentes, on produira des communaute´s encore
meilleures, jusqu’a` ce que tous les liens soient enleve´s du re´seau. Ce travail
ne traite pas la diffusion des donne´es prive´es dans le re´seau social et ne ge`re
pas la collaboration entre les diffe´rentes communaute´s.
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Il est donc clair que la se´lection du lien le plus important est inte´grale
au fonctionnement de l’algorithme. Un bon indicateur de l’importance peut
partitionner rapidement le graphe dans ses diffe´rentes communaute´s, tandis
qu’une mauvaise me´trique peut de´brancher les nœuds un par un et produire
des partitions de´ge´ne´re´es.
Ces meˆmes chercheurs ont sugge´re´ l’utilisation de la me´trique de ” bet-
weenness centrality ”. Par exemple, un re´seau social est divise´ en commu-
naute´s fortement connecte´es, la me´trique ” betweenness centrality ” cherchera
des liens qui connectent les communaute´s. E´tant donne´ que les communaute´s
sont plus denses que le graphe dans l’ensemble, ces liens de rapprochement
auront naturellement une centralite´ plus importante. Une fois qu’ils sont en-
leve´s du graphe, la structure de la communaute´ sous-jacente apparaˆıt. Par
contre, ils ne s’inte´ressent pas a` la propagation des donne´es entre les com-
munaute´s ni a` la vie prive´e des membres de la communaute´.
[105] Une approche alterne´e, base´e sur l’optimisation de modularite´ a e´te´
propose´ par la suite. L’algorithme commence par chaque sommet dans une
communaute´ se´pare´e et fusionne les paires de communaute´s, choisissant a`
chaque e´tape la paire qui rapporterait l’augmentation la plus haute ou la
diminution la plus petite dans la modularite´. L’approche propose´e ne ge`rent
pas l’usage des donne´es prive´es entre les diffe´rentes communaute´s et ne traite
pas la propagation des informations dans le re´seau.
Clauset et al. [30] ont pre´sente´ une variante plus rapide de cet algorithme
par la nouvelle optimisation des ope´rations. Pour cela, ils ont utilise´ des struc-
tures de donne´es plus efficaces. Ces ame´liorations de vitesse de calcul sont
importantes, e´tant donne´ que la dure´e de l’algorithme original interdit son
utilisation sur des graphes avec plus de quelques milliers de liens. Par contre,
ils n’ont pas propose´ une approche combinant la recherche de communaute´
avec la propagation des donne´es prive´es et la collaboration entre les diffe´rent
groupe.
D’autres approches ont explore´ la de´couverte multiple et le chevauche-
ment de structures communautaires d’une perspective globale. Ceci est par
contraste avec les approches pre´ce´demment discute´es, qui ont e´te´ seulement
concerne´es par la de´couverte de la meilleure fac¸on de diviser les nœuds. Les
meˆme approches ont e´te´ propose´ par le groupe de Palla en 2005 [108]. Ils
ont utilise´ des k-cliques pour trouver des communaute´s de chevauchement
aux e´chelles diffe´rentes. Un autre chercheur [15, 16] a propose´ une approche
semblable pour trouver des communaute´s de chevauchement par la recherche
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des nœuds fortement connecte´s du graphe. Ces travaux ne ge`rent pas la pro-
babilite´ de propagation de donne´es entre les e´quipes qui ge´ne`rent des fuites
de donne´es dans un processus de crowdsourcing.
Du et al. [44] ont pre´sente´ un algorithme pour de´tecter des communaute´s
dans des re´seaux sociaux a` grande e´chelle en conside´rant la nature de che-
vauchement de communaute´s. Une autre approche se´pare´e a e´te´ propose´ par
l’e´quipe de Li [84]. Cette approche permet de de´tecter des communaute´s im-
brique´es et de les classifier en se basant sur la similarite´ du texte. Par contre,
ils ne s’inte´ressent pas a` la propagation des donne´es prive´es dans les re´seaux
sociaux. Ils ne traitent pas les proble`mes de vie prive´e dans les communaute´s
pour la collaboration, ni entre les communaute´s pour mesurer la fuite de
donne´es.
2.6.3 La de´couverte des communaute´s locales
Un inconve´nient potentiel des approches globales a` la de´tection commu-
nautaire est l’obligation de connaˆıtre la structure du graphe entier ; ceci est
souvent a un couˆt prohibitif (tant que les graphes re´alistes sont extreˆmement
grands) ou difficilement obtenu (par exemple, le graphe de Facebook). Un cer-
tain nombre de chercheurs ont observe´ des approches locales a` la de´tection de
communaute´s, qui utilisent seulement la connaissance locale pour construire
une communaute´ autour d’un ensemble de nœuds source.
Par contraste avec les approches globales, des approches locales ont le
potentiel pour eˆtre significativement plus e´volutives et applicables a` de plus
grands graphes, aussi bien que les graphes qui ne sont pas comple`tement vi-
sibles en raison des restrictions de vie prive´e. De plus, Ces approches locales
a` la de´tection communautaire tiennent aussi a` de´tecter des structures com-
munautaires multiples. Ils tiennent compte de la de´centralisation naturelle,
vu que le calcul peut eˆtre trivialement partage´ et paralle`le.
Clauset [29] a propose´ une des premie`res approches locales a` la de´tection
communautaire. Elle est base´e sur la construction d’une communaute´ autour
d’un nœud source. L’algorithme cre´e une communaute´ en ajoutant des som-
mets un a` un, choisissant le sommet, a` chaque e´tape, qui maximise le ratio
des arreˆtes inter communautaires aux arreˆtes intra communautaires pour les
nœuds de la communaute´. Ainsi, cet algorithme essaye de cre´er une commu-
naute´ forte en choisissant les nœuds qui ont beaucoup de liens a` l’inte´rieur de
la communaute´. Re´cemment, Wakita et al. [130] ont propose´ une modifica-
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tion de l’algorithme de Clauset, qui devient capable d’identifier les commu-
naute´s dans des re´seaux sociaux comptant jusqu’a` 5 millions d’utilisateurs.
Cependant, leur travail n’a pas valide´ la structure communautaire de´duite
du re´seau. Par contre, ces travaux ne s’inte´ressent pas a` la propagation de
donne´es entre les communaute´s.
Le groupe de Luo [89] ont propose´ un algorithme semblable a` celui de
Clauset en ajoutant et enlevant des nœuds, jusqu’a` l’obtention d’une mau-
vaise re´partition.
Il est important de noter qu’aucun de ces algorithmes n’a e´te´ valide´ sur
un re´seau social a` grande e´chelle. Ceci est du principalement au manque
de disponibilite´ de donne´es. Typiquement, les algorithmes sont e´value´s sur
des graphes synthe´tiquement produits, des re´seaux de recommandation de
produit, ou de tre`s petits re´seaux sociaux comme le club de karate´ de Za-
chary [142], contenant 34 membres. Ainsi, qu’on n’a pas la connaissance s’ils
peuvent de´tecter des communaute´s dans des re´seaux sociaux en ligne ou non.
2.6.4 Observations sur les communaute´s
Des e´tudes ont e´te´ consacre´es aux structures communautaires qui existent
dans des re´seaux sociaux en ligne. Citons parmi eux, les travaux de Nazir
et al. [100]. Ils ont pre´sente´ une e´tude de mesure a` grande e´chelle des ca-
racte´ristiques d’utilisation des applications de Facebook. Ils ont lance´ quelques
applications Facebook et ont utilise´ les donne´es rassemble´es de ces applica-
tions. Ils ont caracte´rise´ la charge de travail, la structure d’interactions de
l’utilisateur et l’existence de communaute´s dans le re´seau. Leurs re´sultats,
cependant, ne montre pas une image comple`te du re´seau Facebook comme
ils peuvent seulement rassembler des donne´es sur les utilisateurs qui ont ins-
talle´ une de leurs applications. Ils ne traitent pas la collaboration entre les
membres du re´seau social. Ils ne s’inte´ressent pas a` la classification des uti-
lisateurs ni aux fuites de donne´es entre les diffe´rentes e´quipes.
2.7 Les heuristiques dans les re´seaux sociaux
L’e´quipe de Schahram Dustdar [43] pre´sente une approche pour la com-
position d’e´quipe utilisant deux heuristiques, les algorithmes ge´ne´tiques et le
recuit simule´, sur les environnements des re´seaux en ge´ne´ral, ils utilisent les
recommandations implicites de collaborateurs partenaires pour supporter les
47
re´seaux connecte´s. Ils identifient l’assemblage d’e´quipe base´ sur l’expertise
des utilisateurs dans le re´seau. Ce travail, ne ge`re pas les fuites de donne´es
entre les e´quipes compe´titives dans le re´seaux social. Ils ne traitent pas la
propagation des donne´es entre les diffe´rents membres du re´seau social pour
mesurer la fuite. Leur syste`me propose uniquement une e´quipe permettant
la re´solution d’une requeˆte en se basant uniquement sur les compe´tences. Les
proble´matiques de la vie prive´e ne sont pas mentionne´es dans le papier.
Wang et al. [131] s’inte´ressent au proble`me d’enregistrements duplique´s.
Ils proposent un syste`me hybride homme-machine pour la re´solution de ce
proble`me. Ils utilisent des techniques a` base de machines dans le but de re-
jeter les enregistrements qui semblent tre`s diffe´rents et interrogent les eˆtres
humains pour ve´rifier uniquement les paires restantes. Ils combinent l’effi-
cacite´ des machines en fonction des approches avec la qualite´ de la re´ponse
obtenue. Ils utilisent l’approche heuristique pour lutter contre le proble`me
du temps de traitement. Leur travail ne permet pas un travail collaboratif
mais uniquement un traitement individuel de la requeˆte. La question de la
vie prive´e n’est aborde´e e´galement.
2.8 Les Soft Constraint Satisfaction Problem
Le proble`me de satisfaction de contraintes (CSP) implique un ensemble
fini de variables, chaque variable prend une valeur dans un domaine fini. Les
valeurs sont lie´es par des contraintes qui imposent des restrictions sur les
combinaisons de valeurs. Or, la majorite´ des proble`mes de la vie actuelle ne
permettent pas la satisfaction de toutes les contraintes impose´es. Les SCSP
(Soft constraint satisfaction problem) est une technique permettant de relaxer
les contraintes CSP afin d’en satisfaire un maximum. Cette technique nous
permet de retrouver des solutions meˆme en l’absence de la satisfaction de la
totalite´ des contraintes.
Stefano Bistarelli et al. [18] rappellent l’ide´e de re´solution de CSP base´e
sur le semiring. Ils ont pre´sente´ un Framework de recherche locale pour abor-
der des proble`mes SCSP. Leur Framework est base´ sur la structure de semi-
ring et le sche´ma de recherche locale pour SCSP qui consiste en trois compo-
sants principaux : amortissement, contraction et moteur de recherche locale.
Leur solution de recherche de processus peut eˆtre exprime´e par le proble`me
de minimisation suivant :
minL(n, p, g) =
∑m
i=1 pigi
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Ou` ” n ” est une attribution, ” p ” est la pe´nalite´ et ” g ” est une contrainte.
Ils imple´mentent leur Framework en se basant sur l’E-Genet, qui permet
une transformation naturelle du proble`me avec moins de surcharge.
Alexander Topchy et al. [78]pre´sentent le concept de classification en uti-
lisant des groupes de contraintes base´es sur des parame`tres donne´es par l’uti-
lisateur et la cre´ation d’un mode`le de parame´trage qui peut eˆtre e´value´s en
maximisant la probabilite´ de la fonction de similarite´ des donne´es.
Chaque donne´e yi est assigne´ au groupe q wl base´ sur quelques crite`res
mentionne´s par l’utilisateur et d’autres e´value´es par L’algorithme espe´rance-
maximisation.
Le mode`le de yi est spe´cifie´ comme suit :
P (wl = j) = αj, l ∈ {1, ..., L} , j ∈ {1, ..., K}
P (vi = j) = λil, i ∈ {1, ..., N} , j ∈ {1, ..., L}
P (zi = j|vi, wl, ...wL) =
{
αj if vi = 0
δwl,j if vi = l
D’abord, l’e´tiquette de groupe L wl est produite selon les probabilite´s des
composantes αj. Pour chaque i ∈ {1, ..., N}, ils produisent vi avec les proba-
bilite´s λil. Le re´sultat de´termine comment zi obtient sa valeur : si vi est entre
1 et L, zi est mis a` wl ; autrement, zi est produit inde´pendamment selon αj.
Prodip Hore et al. [112] pre´sentent leur Framework de classification de
grand nombre de donne´es base´ sur l’algorithme k-mean de classification uti-
lisant la distance euclidien pour le calcul de mesures.
L’ide´e de la classification d’un grand nombre de donne´es est l’utilisation
de l’algorithme de K-means pour assigner des donne´es aux diffe´rents groupes
et ensuite l’utilisation de la distance euclidienne pour calculer la distance
entre chaque groupe et fusionner les solutions de classification paralle`les.
Ils utilisent la formulation suivante pour calculer la distance entre les
centroid :
Dn(i) = 1/2
∑r
j=1 d(c
n
i , c
n
j )i!=j
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La fonction objective doit globalement optimiser l’assignent ψ∗ de toutes les
familles possibles f d’attributions de centroid aux chaˆınes de consensus k.
Le couˆt de chaˆıne de consensus est exprime´ comme suit :
cost(consensuschain(n)) =
∑r
i=1D
n(i)
La somme du couˆt de chaˆıne de consensus est reformule´e comme suit :
ψ =
∑k
n=1 cost(consensuschain(n)) =
La fonction objective est repre´sente´e comme suit :
ψ∗ = argψ⊂fmin {ψ}
Francesca Rossi et son e´quipe [116] passent en revue diffe´rentes approches
de Soft Constraint et e´nume`rent un certain concept pour mode´liser les pre´fe´rences
quantitatives.
Ils expliquent la programmation de contrainte, les contraintes et le proble`me
de satisfaction de contrainte.
Dans un deuxie`me temps, ils passent en revue une certaine me´thode
mode´lisant des pre´fe´rences quantitatives via des Soft Constraints comme les
contraintes floues qui emploient une approche pessimiste qui peut eˆtre utile
ou meˆme ne´cessaire dans des applications critiques. Un autre formalisme a`
base de contrainte ge´ne´rale pour mode´liser des pre´fe´rences est le formalisme
base´ sur le Semiring, qui englobe la plupart des extensions pre´ce´dentes dans
le but de fournir un environnement simple ou` les proprie´te´s peuvent eˆtre
prouve´es une seule fois et ensuite he´rite´es par toute l’instance.
SCSPs, ou` les contraintes ont des niveaux diffe´rents de satisfaisabilite´, qui
sont, totalement ou partiellement, classe´es selon la structure du Semiring.
Ils passent en revue de diffe´rentes sortes de pre´fe´rences comme les pre´fe´rences
Bipolaires indiquant la possibilite´ de de´claration des deux degre´s de satisfac-
tion et de rejet, ou les pre´fe´rences qualitatives qui sont repre´sente´es par les
re´seaux de pre´fe´rences Conditionnels.
Ils expliquent les pre´fe´rences temporelles en de´taillant les variables repre´sentent
des e´ve´nements instantane´s, tel que ”‘ quand un avion de´colle” ’ ou des in-
tervalles temporels, comme ”‘ la dure´e du vol” ’. Les contraintes temporelles
permettent de mettre des restrictions temporelles quand un e´ve´nement de-
vrait se produire.
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Finalement, ils passent en revue la manie`re de surmonter la complexite´
des soft constraints utilisant l’abstraction, la ge´ne´ration d’explication, ap-
prentissage et l’e´licitation.
Louise Leenen et al. [80] expliquent le SCSP et sa possibilite´ de relaxation
en le de´taillant.
Ils de´finissent la relaxion d’un proble`me de contraintes utilisant une contrainte
affaiblie.
cj =
〈
def pj , connj
〉
appele´ ci-weakened constraint de ci = 〈def
p
i , conni〉
Si :
coni = conj
pour chaque tuples t, def pi (t) ≤ sdef
p
j (t)
pour chaque deux tuples t1 et t2, si def pi (t1) ≤ spdef
p
i (t2), alors def
p
j (t1) ≤
spdef
p
j (t2)
Wc est l’ensemble des c-weakened contraintes. wdef
d
c est une fonction
qui assigne la valeur du c-semiring de l’ensemble c-semiring Sd pour chaque
contrainte c-weakened.
Louise Leenen et al. [79] expliquent les SCSP base´s sur le c-semiring et
de´finis par le tuple S = 〈A,+, x, 0, 1〉 , CS = 〈Sp, D, V 〉.
Ils expliquent le MAX-SAT et le MAX-SAT ponde´re´ base´ sur la fonc-
tion objective de´finie comme f(x) =
∑m
i=1wi.I(Ci) ou` I est un ensemble de
variables, wi est le poids assigne´ a` chaque clause et I(Ci) e´gale a` 1 si et
seulement si la clause Ci est satisfaite, 0 sinon.
Ils pre´sentent le semiring ponde´re´ MAX-SAT en indiquant un nouveau
the´ore`me utilisant une attribution de ve´rite´ α. Ils pre´sentent l’algorithme
Gsat qui essaye de maximiser le nombre de clauses satisfaites et l’algorithme
BnB pour WS-MAX-SAT.
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Chapitre 3
Calcul de propagation de
donne´es prive´es dans les
re´seaux sociaux
3.1 Introduction
Les re´seaux sociaux sont devenus re´cemment un moyen populaire de par-
tage et de diffusion des informations. L’utilisation des sites comme MySpace
, Flickr , Facebook cre´e des re´seaux d’amis . Les utilisateurs peuvent partager
et diffuser des contenus public et prive´ a` une e´chelle massive. Chaque minute,
dix heures de vide´o sont te´le´charge´es sur YouTube [141] ; Flickr contient plus
de deux milliards de photos [52]. En raison de leur grande popularite´, ces
sites ont e´te´ exploite´s en tant que plate-forme d’espionnage d’informations
prive´es. Par exemple, les grandes socie´te´s de recrutement cherchent des infor-
mations sur les candidats sur Facebook. La police utilisent aussi ces re´seaux
sociaux pour avoir un maximum d’informations sur les suspects. Pareil pour
les pirates, ils exploitent ces informations publiques afin de pre´parer des
attaques cible´es, tout en espe´rant atteindre des millions d’internautes. Les
caracte´ristiques de la propagation des informations dans les re´seaux sociaux
ainsi que les me´canismes par lesquels les informations sont e´change´es, ne sont
pas bien comprises. L’un des traits distinctifs de ces re´seaux est le potentiel
de diffusion de l’information sur les liens sociaux, a` savoir, des propagations
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informations entre amis. Il est largement admis que les e´changes, connu par
les e´changes ” bouche-a`-oreille”, peuvent e´tendre rapidement des donne´es
prive´es et des informations publiques dans le re´seau.
3.2 Vue d’ensemble
Un re´seau social est un ensemble de relations sociales entre les membres.
A travers ces relations, les membres transmettent des donne´es prive´es dans
le re´seau social. Ces relations nous permettent de calculer la probabilite´ de
propagation des donne´es entre les amis directement connecte´, et ainsi, la
probabilite´ des fuites de donne´es.Il n’est pas suffissent de connaˆıtre les re-
lations directes entre les membres, mais aussi les propagations indirections
entre les diffe´rents membres du re´seau. Toutefois, pour de´couvrir des e´quipes
compe´titives sans fuite de donne´es, il est ne´cessaire de connaˆıtre toutes pro-
pagations de donne´es possibles de ”ami - a` - ami” dans l’ensemble du re´seau.
Par exemple, dans la figure 3.1 David partage 50% de ses donne´es avec Mi-
ckael et ce dernier partage 90 % de ses donne´es avec Alice. Ces taux sont
conside´re´s comme la probabilite´ de propagations des donne´es entre amis di-
rectement connecte´s note´es par p(David;Mickael) = 0.9 et p(Mickael;Alice) = 0.5 ,
respectivement.
Cependant, les propagations des donne´es a` des amis indirects sont impli-
cites et de´pendent de la probabilite´ de propagation des donne´es entre amis
directs. Dans la figure 3.1, la probabilite´ de propagation de donne´es a` partir
de David au membre indirect Alice est calcule´e par l’ expression suivante :
p(David;Alice) = p(David;Mickael) × p(Mickael;Alice) = 0.5× 0.9 = 0.45.
Tous les chemins possibles dans le re´seau social doivent eˆtre explore´s pour
calculer la propagation des donne´es entre deux membres. Il s’agit d’un calcul
assez complexe dans les re´seaux sociaux re´els, repre´sente´ par un graphe.
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Figure 3.1 – De´couverte des propagations cache´es
3.3 La de´finition d’un graphe et les termes de
base
La the´orie des graphes est une branche des mathe´matiques dont l’origine
peut eˆtre retrace´e a` Euler. Elle vise a` e´tudier des structures forme´es par les
relations entre les objets. Selon la de´finition donne´e par Bondy et Murthy
[40], un graphe est un triplet G = (V,E, ϕ) compose´ par un ensemble de
sommets (ou nœuds) V, un ensemble d’areˆtes (ou liens) E, et une fonction
d’incidence ϕ qui associe une paire de nœuds avec chaque areˆte. Deux nœuds
mis en relation par une areˆte sont commune´ment appele´s voisins. L’ensemble
des voisins d’un nœud spe´cifique i peuvent eˆtre de´signe´es par Γ(i).
Les graphes peuvent eˆtre tre`s intuitivement e´tablis avec des cercles pour
repre´senter les sommets et des lignes, reliant les cercles, pour repre´senter les
areˆtes. Si les paires de nœuds dans le domaine de ϕ sont non ordonne´s ;
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ϕ(e) = (i, j) ↔ ϕ(e) = (j, i)), le graphe est donc soit non oriente´, ou
syme´trique, soit dirige´. Dans le cas des graphes oriente´, les areˆtes peuvent
eˆtre, e´galement, appele´es arcs. Le nœud a` partir duquel provient l’arc, est
appele´ pre´de´cesseur et successeur de l’autre.
Une areˆte peut connecter les nœuds qui ne sont pas ne´cessairement dis-
tincts. D’ou`, elle peut eˆtre une boucle qui commence et se termine par le
meˆme nœud. Dans le cas ou` plusieurs carte d’areˆte sont de´couvert sur le
meˆme paire de nœuds, il s’agit donc d’ un multi-graphe. Au contraire, un
simple graphe ne contient pas de boucles et d’areˆtes multiples. En se concen-
trant sur les graphes sans areˆtes multiples, la de´finition de graphe peut eˆtre
simplifie´e a` une paire G = (V,E).
Les nœuds et les areˆtes peuvent eˆtre annote´es avec des attributs. En
particulier, un graphe ponde´re´ a des poids nume´riques associe´es aux areˆtes
ou, plus pre´cise´ment, il existe une fonction W : E → R).
Quand l’ensemble des pre´de´cesseurs dans la fonction d’incidence a une
intersection vide avec l’ensemble des successeurs, c’est a` dire,ϕ(e) = (i, j)→
i ∈ V1, j ∈ V2, V1 ∩ V2 = ∅ ∧ V1 ∪ V2 = V, ∀e ∈ E, le graphe est donc une
bipartite. On cite d’autres exemples de structures bien connues comme, le
graphe vide (V = ∅, E = ∅), le graphe trivial (avec un seul nœud), et le
graphe complet ou` chaque paire de nœuds possible est relie´e par une areˆte.
Semblablement a` des ensembles, un graphe comprend des sous-graphes.
On de´finit, un sous-graphe H = (EH , VH , ϕH) du graphe G = (EG, VG, ϕG)
par les relations de sous-ensembles VH ⊆ VG, EH ⊆ EG. Ce sous graphe est
provoque´ par un ensemble de nœud V ′ ⊆ V s’il contient tous les nœuds de
V’ et toutes les areˆtes de G entre les nœuds de V’.
Les composants connecte´s dans un graphe oriente´ sont appele´s com-
posantes fortement connexes, alors que ceux faiblement connecte´s sont les
e´le´ments qui ne respectent pas la direction des arcs. D’un point de vue
mathe´matique, un graphe peut eˆtre de´fini par une matrice d’adjacence |V |×
|V |, ou` chaque entre´e (i, j) contient une valeur binaire indiquant la pre´sence
d’un lien entre les nœuds i et j ou le poids de la connexion en cas de graphes
ponde´re´s. La matrice d’adjacence est syme´trique pour les areˆtes non oriente´s.
La diagonale est inde´finie pour les graphes simples.
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3.3.1 Un mode`le de propagation de donne´es
La matrice de propagation donne uniquement la probabilite´ de propaga-
tion de donne´es entre les amis directs. Par contre, il est insuffisant de calculer
la probabilite´ de propagation des donne´es entre les amis directs pour les rai-
sons suivantes :
1. La probabilite´ de propagation entre deux amis direct n’est pas op-
timale : suivant des diffe´rents chemins dans le graphe du re´seau so-
cial, nous pouvons calculer diffe´rentes probabilite´s de propagation des
donne´es entre deux membres. Dans la figure 3.2, la probabilite´ de pro-
pagation directe de Alice a` David est de (pAlice,David = 0). Par contre,
passant par Mickael, les donne´es de Alice peuvent eˆtre propage´es a`
David avec une probabilite´ de 0.9× 0, 5 = 0.4.
2. La propagation aux amis indirects n’est pas donne´e dans la matrice
de propagation : La probabilite´ de partage de donne´es avec les amis
indirects est de ze´ro dans la matrice de propagation. Ceci est du au
partage des membres de leurs donne´es qu’ avec les amis directs. Par
contre, les donne´es peuvent se propager d’un ami direct a` un ami in-
direct. Dans la matrice de propagation de la figure 3.2, la probabilite´
que les donne´es du membre George seront propage´ a` son ami indirect
David est de ze´ro. George n’a aucune relation d’amitie´ avec eux. Par
contre, les donne´es peuvent se propager de George a` David a` travers
Bob avec une probabilite´ de 0.7× 0.1 = 0.07.
3. La propagation aux amis indirects est difficile a` calculer : par exemple,
quelle est la probabilite´ que les donne´es de Alice peuvent se propa-
ger a` David (la probabilite´ de la fle`che rouge en pointille´s dans la
figure 3.2) ? Pour calculer cette probabilite´, on a besoin d’explorer tous
les chemins permettant la propagation de Alice vers David. Chacun
permet de calculer une probabilite´ de propagation. Cette dernie`re cor-
respond a` la probabilite´ de propagation de la donne´es par l’ensemble
des amis directs. Le chemin (Alice,Mickael,David) indique´ avec des
fle`ches vertes en pointille´s sur la figure 3.2 permet de noter la propa-
gation des donne´es de Alice a` David avec un maximum de probabilite´
0.9× 0, 5 = 0.45. Cependant, il est difficile de calculer cette probabilite´
vu que les re´seaux sociaux re´els sont complexes.
La matrice de propagation du re´seau social de la figure 3.2 est donne´e
comme suit :
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

Bob Alice John David Mickael George
Bob 1 0 0 0.1 0.1 0.7
Alice 0 1 0 0 0.9 0
John 0 0 1 0.2 0 0
David 0 0 0 1 0, 5 0
Mickael 0 0.9 0.3 0.5 1 0.2
George 0.7 0.3 0.1 0 0 1


La fonction d’e´nergie utilise´e pour le calcul de la probabilite´ maximale
est de´finie comme suit :
De´finition 1 la fonction d’e´nergie pi d’un membre mi est la probabilite´ que
les donne´es se propagent au membre mi. Dans notre mode`le, les donne´es sont
propage´es suivant la proprie´te´ de Markov :
pi = 1− (
∏
mk∈Nmi
(pk × (1− pki)))
ou`,
– Nmi est l’ensemble des amis directs de mi.
– pk est la fonction d’e´nergie de mk.
– pki est la probabilite´ de propagation des donne´es de mk a` mi.
La fonction d’e´nergie se traduit comme suit :
La probabilite´ qu’un membre m1 rec¸oit les donne´es prive´es de ses amis
directs m2 ou m3 ou . . . ou mn est la probabilite´ que les donne´es ne se
propagent pas de m2 et m3 et . . . et mn.
3.3.2 Un mode`le de partage de donne´es a` base de graphes
Nous mode´lisons les relations dans le re´seau social sans se focaliser sur
leur nature. Nous avons seulement besoin de raisonner sur la quantite´ des
donne´es propage´es entre les membres du re´seau social. Ainsi, nous notons
toutes sortes de relations par la relation d’amitie´. Nous mode´lisons le re´seau
comme un graphe oriente´ e´tiquete´ G 〈M,A, P 〉 ou`,
– M = {mi} : est un ensemble de noeuds ou` chaque noeud repre´sente un
membre du re´seau social.
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– A = {aij = (mi,mj)/(mi,mj) ∈M} : est un ensemble d’areˆtes ou` chaque
areˆte repre´sente une relation entre deux membres.
– P = {pij/∀i, j pij ∈ [0, 1]} : est un ensemble d’e´tiquettes ou` chaque
e´tiquette pij de l’areˆte aij repre´sente le taux (probabilite´) de donne´es
partage´es par le membre mi ∈M vers mj ∈M .
De´finition 2 (Matrice de propagation) La matrice de propagation d’un re´seau
social G 〈M,A, P 〉 est une matrice qui donne la probabilite´ pij de propagation
de donne´es a` chaque couple de membre ayant une relation d’amitie´ directe
(mi,mj) :


m1 m2 m3 ... mn
m1 p11 p12 p13 ... p1n
m2 p21 p22 p23 ... p2n
m3 p31 p32 p33 ... p3n
... ... ... ... ... ...
mn pn1 pn2 pn3 ... pnn


ou`
pij =


∑
qn∗(1+sim(mj ,q
n))
MAX(
∑
qnmi ,
∑
qn∗(1+sim(mj ,qn)))
si (mi,mj) ∈ A
1 pour i = j
0 sinon
ou`
qn = les donne´es de mi partage´es avec mj de type n.
sim(mj, q
n) = la similarite´ entre le profil de l’utilisateur mj et la description
des donne´es qn avec Sim(mj, q
n) ∈ [0, 1].
qnmi = les donne´es de mi de type n.
Chaque membre dans le re´seau social de´tient la totalite´ de ses donne´es.
La probabilite´ de propagation des informations du membre qui les de´tient
vers lui meˆme est donc de 1.
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L’absence de relation directe entre deux membre dans le re´seau social se
traduit par une propagation de 0.
Dans le mode`le de graphe donne´, la relation ami est repre´sente´e en uti-
lisant l’areˆte A e´tiquete´ avec la probabilite´ re´elle de partage de donne´es P .
On conside`re l’exemple de re´seau social pre´sente´ dans la figure 3.2, ou` les
membres du crowdsourcing peuvent partager leurs donne´es avec les probabi-
lite´s suivantes :
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Propagation de données au amis direct 
Le chemin de propagation de Alice à David 
La probabilité de propagation de données de Alice à David 
Figure 3.2 – Les interactions des membres du crowd dans un re´seau social
Nous pre´sentons notre approche de la propagation de donne´es entre les
membres.
E´tant donne´ un ensemble de donne´es appartenant a` un membre,
quelle est la possibilite´ de propagation de ces donne´es dans le re´seau
social ?
Dans les re´seaux sociaux, les donne´es se propagent d’un ami a` un ami.
Cela veut dire que, les crowder partagent les donne´es avec leurs amis et,
ensuite, chaque ami partage les donne´es avec ses amis et ainsi de suite.
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La matrice de propagation posse`de les proprie´te´s suivantes :
– pii = 1, qui signifie que le membre mi ne perd pas la proprie´te´ des
donne´es a` cause du partage.
–
∑
k∈[1,n] (pik) 6= 1, les donne´es peuvent eˆtre propage´es a` plusieurs membres
en meˆme temps.
– pij 6= pji, signifie que le membre mi peut partager les donnes avec son
ami mj avec une quantite´ diffe´rente .
– (mi,mj) ∈ A; pij 6= 0, cela signifie que les membres ne partagent pas
ne´cessairement leurs donne´es avec leurs amis.
– (mi,mj) /∈ A⇒ pij = 0, pour exprimer que la propagation des donne´es
aux amis indirect est inconnue.
3.4 Calcul des propagations base´e sur le mode`le
de Markov
3.4.1 De´finitions et proprie´te´s
Une chaˆıne de Markov est constitue´e d’un ensemble de´nombrable S e´ventuellement
fini, appele´ l’espace d’e´tat, avec une famille de´nombrable de variables ale´atoires
X0, X1, X2, · · · avec des valeurs de S tels que :
De´finition 3 (Les chaˆınes de Markov)
P [Xl+1 = s|Xl = sl, Xl−1 = sl−1,...X0 = s0] = P [Xl + 1 = s|Xl = s1].
Nous nous re´fe´rons a` cette e´quation fondamentale comme la proprie´te´ de Mar-
kov. Les variables ale´atoires X0, X1, X2, · · · sont de´pendantes. Les chaˆınes de
Markov sont parmi les quelques se´quences de variables ale´atoires de´pendantes
qui sont de caracte`re ge´ne´ral et ont e´te´ e´tudie´s avec succe`s avec des re´sultats
profonds sur leur comportement.
On pense souvent que l’indice l de la variable ale´atoire Xl repre´sente le
temps (discre`tement), et les variables ale´atoires repre´sentent l’e´volution d’un
syste`me dont le comportement est connu seulement de manie`re probabiliste.
La proprie´te´ de Markov exprimant l’hypothe`se de la connaissance du pre´sent
(i.e., Xl = sl) se rapporte a` des pre´visions sur l’avenir du syste`me. Cepen-
dant, toute information supple´mentaire sur le passe´ (Xj = sj, j ≤ l − 1) est
impre´visible.
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E´tant donne´ que l’espace d’e´tat est de´nombrable, ou meˆme fini, il est ordi-
naire dans certain cas d’utiliser : les entiers Z ou un sous-ensemble tel que Z+
(entiers non ne´gatifs), les nombres naturels N = 1, 2, 3, · · · ou 0, 1, 2, · · · ,m
comme l’espace d’e´tat. La chaˆıne spe´cifique de Markov de´termine, souvent, la
notation naturelle pour l’espace d’e´tat. Dans le cas ge´ne´ral ou` aucune chaˆıne
de Markov spe´cifique n’est choisie, nous utilisons souvent N ou Z+ comme
l’espace d’e´tat. L’e´quation que nous proposons est la suivante :
P l,l+1ij = P [Xl+1 = j|Xl = i]
Quand l est fixe (e´ventuellement infini) la matrice Pl = (P
l,l+1
ij ) est appele´e
la matrice de transition (a` l’instant l). Sauf indication contraire, toutes les
chaˆınes de Markov prise en compte dans cette the`se sont homoge`nes dans le
temps. L’indice l est donc omis. Nous repre´sentons simplement la matrice de
transition comme P = (Pij). P est appele´e la matrice de transition.
Partant de cette de´finition formelle, la probabilite´ qu’un membre donne´
obtient des donne´es, de´pend de la probabilite´ de l’obtention uniquement a`
partir de ses amis directs.
3.4.2 Algorithme de de´couverte des relations cache´es
(HDPD) utilisant MapReduce
MapReduce est un framework qui permet d’e´crire des programmes qui
traitent de grandes quantite´s de donne´es non structure´es d’une fac¸on pa-
ralle`le et distribue´s sur un groupe de processeurs ou d’ordinateurs autonomes.
Le framework est divise´ en deux parties :
– Map, une fonction qui traite les travaux sur diffe´rents noeuds du cluster
distribue´.
– Reduce, une autre fonction qui rassemble le travail et re´sout les re´sultats
en une seule valeur.
Dans le framework MapReduce chaque noeud du cluster devrait remonter
les mises a` jour des taˆches ainsi que leurs e´tats. Si un noeud reste silencieux
pendant un intervalle donne´, un noeud maˆıtre re´-attribue la taˆche a` d’autres
noeuds.
E´tant donne´ que l’objectif de l’approche est d’estimer le risque maximal
de propagation de donne´es, la fonction qui nous estime la probabilite´ maxi-
male est donc celle la plus approprie´e. L’algorithme propose´ nomme´ HDPD
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permet de calculer la probabilite´ de propagation des donne´es pij de la ma-
trice de propagation. Cela se fait en utilisant l’approche de MapReduce pour
re´duire la complexite´. L’algorithme HDPD calcule en paralle`le les lignes de
la matrice de propagation. Son traitement se compose en deux e´tapes :
1. Etape 1 : La fonction Map
La Map re´cupe`re en entre´e une liste de membres, pour chaque membre,
elle calcule la probabilite´ de propagation des donne´es d’un utilisateur
mi vers tous les autres en utilisant la matrice du re´seau social a` partir
du contexte. Cela veut dire qu’elle calcule les probabilite´s pik, (i 6= k)
de la ligne i (membre mi) dans la matrice de propagation en utilisant
la fonction d’e´nergie de´finie. Par conse´quent, l’algorithme peut utiliser
autant de Map que de membres.
2. Etape 2 : La fonction Reduce
Le reducer ge´ne`re la matrice de propagation par l’agre´gation des re´sultats
des Maps.
Réseau Social 
m1 (p11, p12, …, p1n) 
… 
Reduce 
Map1 
Matrice de propagation 
m2 (p21, p22, …, p2n) mn (pn1, pn2, …, pnn) 
Map2 Mapn 
Figure 3.3 – Algorithme HDPD utilisant MapReduce
L’algorithme de propagation HDPD propose´ (Algorithme 1) calcule la
fonction d’e´nergie optimale Po∗ = (po1, po2, ..., pon) qui repre´sente la probabi-
lite´ de propagation des donne´es du membre mo au membres {mi}i∈[1,n]
La fonction Mapper se pre´sente comme suit :
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Algorithm 1 Mapper function of the High Data Propagation
Discovery (HDPD)
Require: InputMap – The list of members to be computed
mo – owner of the data
mr – recipient member of data that we want calculate the propa-
gation probability
Ensure: PS – all the implicit data propagation from mo
1: PS = (ps1, . . . , pso, . . . , psn) – Energy function.
2: G 〈M,A, PM〉 ← Social Network Recovery Function() – labeled directed
graph of the social network where PM is the propagation matrix
3: for each member mi in InputMap do
4: po = 1 and ∀i 6= o, pi = 0 {I}terations
5: for each member mi 6= mo do
6: psi = 1− (
∏
mk∈Nmi
(pk × (1− pki)))
7: end for
8: Collect (PS)
9: end for
Et la fonction Reducer se pre´sente comme suit :
Algorithm 2 Reducer function of the High Data Propagation
Discovery (HDPD)
Require: InputMap – List of propagations
1: while InputMap has more value do
2: p –all the implicit data propagation from mo
3: Collect(mo,p) – Collect propagation of the member mo
4: end while
L’application de notre algorithme sur la matrice de propagation nous
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donne le re´sultat suivant :


Bob Alice John David Mickael George
Bob 1 0.28 0, 09 0.16 0.38 0.7
Alice 0.12 1 0.28 0.48 0.9 0.18
John 0.01 0.09 1 0.2 0.1 0.02
David 0.07 0.46 0.15 1 0, 5 0.1
Mickael 0.14 0.9 0.31 0.5 1 0.2
George 0.7 0.3 0.18 0.19 0.32 1


Dans la figure 3.4, on note que l’algorithme HDPD de´couvre les relations
cache´es entre Alice et David et met a` jour la matrice de propagation en
modifiant la valeur de propagation de ze´ro avec une propagation au-dessus
du seuil. Pour des raisons de visibilite´ la figure contient uniquement les mises
a` jour pour Alice, Bob et John.
Figure 3.4 – Re´sultats du HDPD
E´tant donne´e n le nombre de membres enregistre´s, m le nombre de rela-
tions et f(n) la complexite´ de la fonction de propagation. Cette fonction est
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compose´e de n ∗ m appel re´cursif. Ensuite, la complexite´ de cette fonction
est : O(n ∗m). Dans le pire des cas, le nombre relation est e´gal au nombre
de membres.
Si on conside`re le cas the´orique extreˆme, alors, la complexite´ de l’algo-
rithme est de O(n2).
3.5 Calcul des propagations avec le mode`le
de Dijkstra base´e sur MapReduce
3.5.1 De´finition et proprie´te´s
L’algorithme de Dijkstra est appele´ la source du chemin le plus court. Il
est e´galement connu par le proble`me de la plus courte trajectoire de la source.
Il calcule la distance la plus courte de la source vers les autres sommets du
graphe.
Le proble`me de la trajectoire la plus courte de la source peut eˆtre de´crit
comme suit :
Soit G = V,E un graphe oriente´ re´alise´ avec V sommets et E areˆtes. Tous
les poids dans le graphe doivent eˆtre positifs. L’algorithme de Dijkstra est
principalement un algorithme glouton. Ce dernier utilise les me´thodes de
re´solution en fonction des actions pour voir s’il y a une meilleure strate´gie
a` long terme. L’algorithme de Dijkstra utilise l’approche gloutonne pour
re´soudre le proble`me du plus court chemin.
L’algorithme fonctionne en gardant pour chaque sommet v le couˆt d[v] du
plus court chemin trouve´ jusqu’ici entre s (Source) et v. Initialement, cette
valeur est de 0 pour la source ( d[s] = 0 ), et l’infini pour tous les autres
sommets sachant que les chemins menant a` ces sommets ne sont pas tous
connus. d[v] =? pour tout v dans V , a` l’exception de s .
Lorsque l’algorithme se termine, d[v] sera le couˆt du plus court chemin de s
a` v - ou l’infini , si un tel chemin existe le fonctionnement de base de l’al-
gorithme de Dijkstra est la relaxation des areˆtes : s’il y a une areˆte entre u
et v , alors le plus court chemin connu de s a` u ( d[u] ) peut eˆtre e´tendue a`
un chemin de s a` v par addition d’areˆte (u, v) a` la fin . Ce chemin va avoir
une longueur d[u]+w(u, v).S’il est infe´rieur a` d[v], nous pouvons remplacer la
valeur actuelle de d[v] avec la nouvelle valeur de relaxation. La relaxation des
areˆtes est applique´e jusqu’a` ce que toutes les valeurs d[v] repre´sente le couˆt
du plus court chemin de s a` v. L’algorithme est organise´ pour que chaque
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areˆte (u, v) est relaxe´e qu’une seule fois, lorsque d[u] a atteint sa valeur finale.
L’algorithme maintient deux ensembles de sommets S et Q. L’ensemble
S contient tous les sommets pour lesquels la valeur d[v] est de´ja` le couˆt du
plus court chemin et Q contient tous les autres sommets. L’ensemble S com-
mence a` vide, et a` chaque e´tape un sommet est de´place´ a` partir de Q a` S. Ce
sommet est choisi e´tant donne´ qu’ il a la plus faible valeur de d[u]. Lorsqu’un
sommet u est de´place´ a` S, l’algorithme relaxe chaque areˆte sortante (u, v).
Le pseudo code de l’algorithme de Dijkstra est le suivant :
Dijkstra(G = (V,E), u)
1 N ← {u}
2 for all v ∈ V
3 do if v ∈ neighbors(u)
4 then D[v]← c(u, v)
5 p[v]← u
6 else D[v]←∞
7 while N 6= V
8 do find w 6∈ N such that D[w] is minimum
9 N ← N ∪ {w}
10 for all v ∈ neighbors(w) \N
11 do if D[w] + c(w, v) < D[v]
12 then D[v]← D[w] + c(w, v)
13 p[v]← w
3.5.2 Algorithme de calcul de la probabilite´ de propa-
gation des donne´es (PPCA)
L’algorithme PPCA est un algorithme base´ sur l’algorithme Dijkstra.
Pour calculer la fonction d’e´nergie pi pour tous les membres mi du re´seau
social, nous devons utiliser un algorithme ite´ratif [134]. Notre approche est
base´e sur le mode`le de programmation MapRedure pour le traitement de
grands ensembles de donne´es avec un algorithme paralle`le. Nous concevons
notre algorithme (3 ) base´ sur Dijkstra.
L’algorithme proce`de comme suit :
1. initialisation : pow = 1, ∀i 6= ow pi = 0. C’est a` dire, uniquement le
proprie´taire des donne´es mow qui posse`de ses donne´es.
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2. Ite´rations : A chaque ite´ration, l’algorithme calcule pi pourmi ∈ N uti-
lisant la formule (1). La technique MapReduce est utilise´e pour trouver
la propagation maximale entre un utilisateurs et le reste du re´seau so-
cial a` l’aide du graphe de re´seau social. Ainsi, nous paralle´lisons la phase
de recherche sur les diffe´rentes Map pour trouver les propagations de
donne´es de chaque membre avec le reste des Crowders. Le reducer per-
met de regrouper les propagations par membre.
• La fonction Map est applique´e en paralle`le a` chaque paire dans
l’ensemble de donne´es d’entre´e. Chaque Map rec¸oit en entre´e une liste
de membres. Pour chaque membre elle calcule la liste des propagations
de donne´es avec le reste des membres du re´seau social en se basant
sur la matrice du re´seau re´cupe´re´e a` partir du contexte. Cela produit
une liste de paires pour chaque appel. Le motif de MapReduce recueille
toutes les paires avec la meˆme cle´ de toutes les listes et les regroupe,
en cre´ant un groupe pour chaque cle´. La inputMapk < key, value >
devient dans notre cas
< User,useri >, ou` i repre´sente le nume´ro de l’utilisateur.
La Map ge´ne´re´e
OutputMapk < key, List(key, value) > sera comme suit :< UserNumber, List(<
HashCodek,
P ropagation >) > ou`, Hash code est le code unique identifiant l’utili-
sateur userk tout en prenant en compte sa structure. La Propagation
repre´sente la probabilite´ de propagation du useri aux reste des utilisa-
teurs.
Le but du script de map est de mode´liser les donne´es en < key, value >
paires et au reducer de regrouper les paires e´mises < Key, value >. Ce
qui signifie essentiellement que, les paires avec la meˆme cle´ sont re-
groupe´es et transmises a` une seule machine, qui ensuite exe´cutera le
script reducer sur eux.
• La fonction Reducer combine les valeurs d’une cle´. Dans notre cas,
elle permet de grouper les propagations par utilisateur .
La figure 3.5(a) de´crit l’application du MapReduce et la figure 3.5(b)
de´crit sont imple´mentation.
3. Arreˆt : L’algorithme s’arreˆte lorsqu’il n’existe plus de propagation a`
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calculer.
Réseau de solution 
U1 … 
Reduce 
Réseau de Solution 
U1 
U2 
 
U3 
 
U2 
 
U1 
 
 
U3 
 
 
U4 
 
(a) 
(b) 
MapReduce 
(  ): Cluster 
 U : Membre 
U2 U3 U4 U5 
MAP MAP MAP MAP MAP 
Matrice de propagation 
… … 
… 
Propagations Propagations 
Figure 3.5 – Architecture du MapReduce et son application
En appliquant notre algorithme a` la matrice de propagation cite´e ci dessus,
on obtient la matrice de propagation suivante :


Bob Alice John David Mickael George
Bob 1 0.28 0, 09 0.16 0.38 0.7
Alice 0.12 1 0.28 0.48 0.9 0.18
John 0.01 0.09 1 0.2 0.1 0.02
David 0.07 0.46 0.15 1 0, 5 0.1
Mickael 0.14 0.9 0.31 0.5 1 0.2
George 0.7 0.3 0.18 0.19 0.32 1


La fonction Mapper se pre´sente comme suit :
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Algorithm 3 Mapper function of the Propagation probability
computing algorithm (PPCA)
Require: InputMap – The list of members to be computed
u – The member to be computed u – owner of the data
Ensure: pred – longest path tree from u
1: G 〈M,E〉 ← Social Network Recovery Function() – labeled directed
graph of the social network where M in the Members and E are the
Edges
2: for each member u in InputMap do
3: for u in V do
4: P (u) = 0
5: mark(u) = undiscovered
6: pred(u) = null
7: end for
8: P(s) = 1 {distance to source is 1}
9: Q = a priority queue of all vertices u sorted by P(u) {until all vertices
processed}
10: while Q is nonEmpty do
11: u = extract vertex with maximum P(u) from Q
12: for v ∈ Adj(u) do
13: if P (u) ∗ w(u, v) > P (v) then
14: P (v) = 1− (
∏
u∈Adj(u)
(P (u)× (1− w(u, v)))) {relax(u,v)}
15: decrease v′s key in Q to P(v)
16: pred(v) = u
17: end if
18: end for
19: mark(u) = finished
20: end while{[The pred define the longest path tree]}
21: Collect (pred)
22: end for
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La fonction Reducer se pre´sente comme suit :
Algorithm 4 Reducer function of the Propagation probability
computing algorithm (PPCA)
Require: InputMap – List of propagations
1: while InputMap has more value do
2: pred – The longest path tree of the member mo
3: Collect(mo,pred) – Collect propagation of the member mo
4: end while
Pour analyser l’algorithme de calcul de la probabilite´ de propagation,
on rappelle que n = —utilisateurs — et m = —relations directes—. Nous
comptabilisons le temps consacre´ a` chaque utilisateur apre`s son extraction
de la file d’attente prioritaire. Il faut O(log n) pour extraire l’utilisateur de la
file . Pour chaque relation directe, nous passons potentiellement O(log n) de
temps si nous avons besoin de diminuer la cle´ des utilisateurs voisins. Ainsi
le temps est de O(log n + deg(u)· log n).
Les autres e´tapes consistant a` exe´cuter la mise a` jour en temps constant.
En rappelant que la somme des degre´s des sommets dans un graphe est de
O(m). Le temps global de fonctionnement est donne´ par T (n, m), ou` O(n,m)
=
∑
n∈V (log n + deg(u) · log n) =
∑
n∈V (1 + deg(u)) log n = log n
∑
n∈V
(1 + deg(u)) = (log n)(n + 2m) = O((n + m) log n).
Comme G est connecte´, n n’est pas asymptotiquement supe´rieur a` m,
donc c’est O(m log n). Pour calculer les propagations cache´es pour chaque
utilisateur, la complexite´ de calcul doit eˆtre de n * O(m log n). Par contre,
nous somme entrain d’utiliser le mode`le de MapReduce dans notre approche,
donc on peut paralle´liser le traitement en n Maps. Ceci nous ame`ne a` une
complexite´ de (n ∗ O(m log n))÷ n⇒ O(m log n).
Dans la figure 3.6, on note que l’algorithme PPCA de´couvre les relations
indirectes cache´es entre Alice et David. Il met e´galement a` jours la matrice
de propagation en modifiant les valeurs de propagation ze´ro en des vraies
valeurs de propagation cache´e. Pour une raison de visibilite´ la figure contient
seulement la propagation a` jour pour Alice, Bob et John.
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Figure 3.6 – Re´sultats du PPCA
3.6 Discussion
Dans ce chapitre, nous avons pre´sente´ deux me´thodes permettant d’esti-
mer la propagation maximale des relations cache´es entre les diffe´rents utili-
sateurs. La premie`re me´thode se repose sur le mode`le des chaˆınes de Markov
alors que la deuxie`me se repose sur le mode`le de Dijkstra.
Les deux algorithmes nous ame`nent aux meˆmes re´sultats de de´couverte
des propagations maximales des donne´es entre tous les utilisateurs du re´seau.
Le premier algorithme de de´couverte des relations cache´es HDPD, est plus
consommateur en temps de calcul que celui de l’algorithme PPCA pre´sente´
en deuxie`me lieu.
L’algorithme PPCA ame´liore nettement le temps de calcul avec des re´sultats
similaire a` l’algorithme HDPD, du fait qu’il utilise un syste`me de parcours
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efficace permettant de de´terminer rapidement la valeur de propagation maxi-
male entre les utilisateurs.
Dans ce qui suit, nous allons utiliser l’algorithme PPCA pour de´couvrir
les relations implicites entre les utilisateurs du crowdsourcing.
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Chapitre 4
De´couverte des e´quipes en
pre´servant la vie prive´e
4.1 Introduction
La pre´servation de la vie prive´e se base essentiellement sur la non propa-
gation des donne´es prive´es d’une e´quipe a` une autre e´quipe concurrente.
L’objectif est de cre´er des e´quipes collaboratives et compe´titives, d’ou`
l’inte´reˆt de maximiser la propagation des donne´es dans la meˆme e´quipes et
minimiser la propagation des donne´es entre les diffe´rentes e´quipes.
4.2 Approches de de´couverte d’une solution
unique
Nous allons maintenant examiner les me´thodes d’apprentissage non su-
pervise´, ou` il n’est pas clair dans quelles cate´gories, le cas e´che´ant, les donne´es
seront classifie´.
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4.2.1 Me´thodes spectrales
Le clustering est une des techniques les plus utilise´es pour l’analyse ex-
ploratoire des donne´es. Pratiquement, dans tous les domaines scientifiques
portant sur des donne´es empiriques, les utilisateurs cherchent a` faire une
premie`re impression sur leurs donne´es en essayant d’identifier les groupes
de ”comportement similaire”. Par rapport aux algorithmes ”‘traditionnels”’
tels que k-means. La classification spectrale pre´sente de nombreux avantages
fondamentaux.
Au cours des dernie`res anne´es, la classification spectrale est devenue l’un
des algorithmes les plus populaires de clustering modernes. Cet algorithme
se caracte´rise par sa simplicite´ de mise en oeuvre, il surpasse souvent les
algorithmes de clustering traditionnels tels que l’algorithme K-means. Au
premier coup d’oeil la classification spectrale apparaˆıt un peu myste´rieuse.
La me´thode spectrale se base sur la mesure d’affinite´ entre tous les couples
de points de donne´es, ge´ne´ralement, cette me´thode ne s’inte´resse pas a` l’e´tude
des formes des classes (ou cluster). Le parame`tre de l’affinite´ a` un roˆle impor-
tant dans le regroupement des membres et il n’existe pas a priori de solution
pour trouver un parame`tre optimal.
La me´thode de clustering spectral [34] consiste a` extraire les vecteurs
propres associe´s aux plus grandes valeurs propres d’une matrice affinite´ nor-
malise´e, issue d’un noyau de Mercer [55] .
Les vecteurs propres constituent un espace de dimension re´duit dans le-
quel les donne´es transforme´es seront line´airement se´parables.
Deux grandes principales classes d’algorithmes de classification spectrale
ont e´te´ propose´s a` partir de la division de graphes [129] .
La premie`re classe d’algorithme est fonde´e sur un partitionnement bi-
partite re´cursif en se basant sur le vecteur propre associe´ a` la seconde plus
grande valeur propre du graphe du Laplacien normalise´ [71, 123], ou vecteur
de Fiedler [28] dans le cas non-normalise´.
La deuxie`me projette les donne´es originales dans un espace de´fini par
les k plus grands vecteurs propres d’une matrice d’adjacence normalise´e (ou
matrice similaire a` celle-ci), et applique un algorithme de classification ainsi
que le k-means sur ces nouvelles points calcule´s [106, 96] .
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Nous allons de´tailler uniquement la dernie`re classe dans un souci de sim-
plicite´ algorithmique. Y.Weiss et al [106] pre´sentent cette dernie`re classe d’al-
gorithmes 5 pour partitionner un ensemble de points S = x1, . . . , xN ⊂ ℜ
p
en k clusters ou` k est fixe´.
Par contre, ge´ne´ralement ou` les clusters ne sont pas nettement se´pare´s
par une distance importante, matrice affinite´ est plus ou moins compromise
et peut eˆtre conside´rablement alte´re´e par le choix de la valeur du parame`tre
de l’affinite´ (σ).
Ce parame`tre, en facteur de la norme entre chaque couple de points,
sert de ponde´rateur. Il peut donc, suivant sa valeur, diminuer l’affinite´ intra-
cluster et augmenter celle entre les clusters.
Algorithm 5 Algorithme de partitionnement spectral
Require: Ensemble des donne´es S, Nombre de clusters k
1: Construction de la matrice affinite´ A ∈ ℜN×N de´finie par :
Aij =


exp(−‖xi − xj‖
2 /2σ2 si i = j
0 sinon
2: Construction de la matrice normalise´e L = D−1/2AD−1/2 ou` D matrice
diagonale de´finie par
Di,i =
∑N
j=1Aij.
3: Construction de la matriceX = [X1, X2, . . . , Xk] ∈ ℜ
N×N forme´e a` partir
de k plus grands vecteurs propres xi, i = {1, . . . , k} de L.
4: Construction de la matrice Y forme´e en normalisant les lignes de X :
Yij =
Xij
(
∑
jX2ij)
1/2
5: Traiter chaque ligne de Y comme un point de ℜk et les classer en k
clusters via la me´thode K-means.
6: Assigner le point original xi au cluster j si et seulement si la ligne i de la
matrice Y est assigne´e au cluster j.
75
Parmi les diffe´rents noyaux de Mercer [55], ge´ne´ralement, le noyau Gaus-
sien est utilise´. L’affinite´ entre deux points de donne´es distincts xi et xj de
ℜp est alors de´finie par :
Aij =
{
exp(−‖xi − xj‖
2 /2σ2 si i = j
0 sinon
ou` σ est un parame`tre et ‖.‖2 est la norme euclidienne habituelle.
Le principe de la classification spectrale se base sur la mesure d’affi-
nite´. Or, la fonction de l’affinite´ gaussienne de´pend du parame`tre σ. Cette
donne´e influe directement sur la me´thode.En effet, le parame`tre σ influe sur
la se´parabilite´ des points dans l’espace de projection spectrale.
Dans notre cas, il sera difficile de repre´senter les membres dans un espace
spectrale. La repre´sentation de la matrice de probabilite´ de propagations
de donne´es entre les diffe´rents membres ne permet pas un partionnement
ade´quat en e´quipes compe´titives et collaboratives tout en minimisant la fuite
de donne´es entre les diffe´rentes e´quipes concurrentes.
Cette approche permet de re´soudre le proble`me en proposant une solu-
tion unique et approximative en terme de fuite de donne´es. Cette solution ne
pourra pas eˆtre valide´ du fait qu’elle ne respecte pas la contrainte de la fuite
de donne´es.
Une approximation ne garantit en aucun cas le bon de´roulement du pro-
cessus de crowdsourcing dans notre cas. Concernant le ”Caller” cela repre´sente
une fuite de donne´es qui est susceptible de fragiliser l’inteˆret de ce dernier
au passage au crowdsourcing. Et concernant l’inte´lligence humaine, cela per-
met de maximiser le risque de perte de la re´compense attache´e a` l’appel du
”Caller”.
4.2.2 Algorithme de classification K-means
L’algorithme K-means est utilise´ pour des fins utiles de comparaisons et
il n’est en aucun cas pris en compte comme solution pour le proble`me de
de´couverte d’e´quipes sans fuites de donne´es.
La classification est utilise´e pour segmenter les donne´es en groupes d’e´le´ments
similaires. Il est utile pour organiser automatiquement des donne´es, de trou-
ver une structure masque´e dans les donne´es, et une forme de compression (A
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titre exemple, la repre´sentation de 3000 points de donne´es dans un ensemble
appele´ bac 1).
Par exemple, pre´voir les habitudes d’achat des clients, trouver des mode`les
/ des groupes de ge`nes afin d’apprendre la structure des donne´es a` un ni-
veau supe´rieur ou le regroupement des utilisateurs de MySpace en fonction
de diffe´rents inte´reˆts.
La classification des donne´es comme les emails, les profils d’expression
des ge`nes, ou l’historique des achats, sont repre´sente´s comme suit : D =
X1, . . . , XN .
Puisque les donne´es sont p-dimensionnel, nous les repre´sentons comme
suit : Xn = xn,1, . . . , xn,p.
La fonction de distance est : d(Xn, Xm) entre deux points de donne´es.
L’ensemble de K groupes ou` on souhaite diviser les donne´es sont z1, . . . , zN
ou` x ∈ 1, . . . , K. Donc on souhaite assigner un label a` chaque point x. On
note que nous pouvons les assigner arbitrairement.
Conside´rant la figure de donne´es fig 4.2.2. Une bonne fonction de distance
est la distance euclidienne d(Xn, Xm) =
∑p
i=1(xn,i−xm,i)
2 = ||xn−xm||
2. Par
contre, actuellement nous cherchons a` segmenter les donne´es en k groupes. On
choisie k = 4 pour l’instant, parce que trouver k est complique´. Conside´rons
les e´tapes intuitives que l’algorithme k-means prendra, comme le montre
la figure 4.2.2. On recalcule les centres des points de donne´es. Ensuite, nous
re´affectons les points de donne´es a` de nouveaux groupes. L’algorithme de´taille´
du K-means de base est le suivant :
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Figure 4.1 – repre´sentation de 500 2-dimensionnel point de donne´e Xn =
〈Xn,1, Xn,2〉
1. Initialisation
(a) Les donne´es sont X1:N
(b) Choisir arbitrairement un cluster initial m1:k
2. Re´pe´ter
(a) Assigner chaque point de donne´e au cluster le plus proche
Zn = argmini∈1...kd(Xn,mi)
(b) Calculer la distance moyenne entre toutes les coordonne´es attribue´es
au nouveau cluster et la moyenne du cluster.
mk =
1
Nk
∑
n:Zn=k
Xn
3. Jusqu’a` ce que l’affectation de Z1:N ne change pas
La fonction objective :
Nous mesurons la faisabilite´ de l’algorithme en utilisant les distances entre
la somme des carre´s de chaque point et sa moyenne respective, F (z1:N ,m1:k) =
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1
2
∑N
n=1 ||Xn −mZn ||
2.
Rappelons que xn est un point de donne´es et mZn est le groupe de ce
point de donne´es. Nous trouvons la convergence en regardant le changement
relatif entre les cycles successifs et nous nous arreˆterons lorsque on arrive a`
ce que nous conside´rons une diffe´rence ne´gligeable.
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Figure 4.2 – Progression de l’algorithme de classification K-means sur les
donne´es de la figure 4.2.2
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Algorithme a` directions de descente :
Le K-means est un algorithme a` direction de descente, tout d’abord, il attri-
bue chaque point au groupe le plus proche, minimisant ainsi F en respectant
z1:N . Deuxie`mement, il calcule les nouvelles moyennes de chaque groupe tout
en fixant les assignations, minimisant ainsi F par rapport a` m1 : k.
Cependant on pourra avoir des minimums locaux, il est donc essentiel de
faire fonctionner l’algorithme plusieurs fois.
4.2.3 Algorithme de classification D-Max discovering
teams
En se basant sur la propagation des donne´es calcule´es dans le chapitre
pre´ce´dent, nous proposons un processus de classification qui regroupe les
membres du crowdsourcing dans les clusters sans de fuite de donne´es.
Afin de mieux comprendre le de´roulement de l’algorithme de classification,
nous pre´fe´rons donner quelques de´finitions.
De´finition 4 Un cluster C est un ensemble d’utilisateurs du crowdsourcing
ayant ou pas une forte propagation(en dessus du seuil maximal autorise´) :
C = {mi} de telle sorte que ∀mi,mj ∈ C, pij ∈ [0, 1], pji ∈ [0, 1]
De´finition 5 Deux clusters Ck et Cs sont sans fuite de donne´es si et seule-
ment si :
∀mi ∈ Ck, ∀mj ∈ Cs, pij ≤ η ∧ pji ≤ η
De la de´finition 5, nous conside´rons qu’il existe un risque de fuite de donne´es
entre deux clusters CK et CS si le taux de propagation entre tous les membres
des deux groupes est supe´rieur a` un seuil η.
Ce dernier est propose´ comme une valeur pour laquelle la propagation de
donne´es d’un membre du crowdsourcing est acceptable dans un re´seau social.
La dynamique des profils des membres du re´seau social influe la valeur de η
mais il est hors de la porte´e de cette the`se.
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Le but de ce travail est de minimiser la propagation des donne´es entre
les e´quipes. Nous souhaitons donc garder la vie prive´e de chaque utilisateur
du crowdsourcing. Afin de minimiser les risques de propagation, il nous faut
de´tecter le risque maximum de propagation, la matrice de propagation cal-
cule´e par l’algorithme 3 est mise a` jour comme suit :
∀i, j, pij =Max(pij, pji)
La matrice de propagation calcule´e dans le chapitre pre´ce´dent est donc
mise a` jour comme suit :


B A J D M G
Bob(B) 1 0.21 0.07 0.1 0.19 0.7
Alice(A) 0.21 1 0.27 0.45 0.9 0.3
John(J) 0.07 0 1 0.2 0.3 0.1
David(D) 0.1 0.45 0.2 1 0, 5 0.13
Mickael(M) 0.19 0.9 0.3 0.5 1 0.27
George(G) 0.7 0.3 0.1 0.13 0.27 1


Sur la base de cette matrice de propagation mise a` jour, les membres sont
classe´s en groupes sans fuite de donne´es prive´es en utilisant un algorithme
de groupement.
Notre algorithme de classification est un algorithme inspire´ de l’algo-
rithme K-means [91] pour lequel nous avons de´fini une fonction une distance
spe´cifique appele´e Dmax :
Dmax(Ck,mj) = Max
mi∈Ck
pij
ou`Max est la fonction maximum, Ck est un cluster a` classifier, mj est un
membre susceptible a` eˆtre classifier dans le cluster Ck, et mi est un membre
du crowdsourcing dans Ck, pij est la valeur de propagation entre mi et mj
donne´e dans la matrice de propagation.
Le processus de l’algorithme de classification est le suivant :
– entre´es : le seuil de divulgation de donne´es η, le nombre de cluster.
– Initialisation : L’initialisation des clusters est effectue´e par l’attribution
arbitraire d’un membre a` chaque cluster.
– Ite´rations : Pour chaque membre candidat mi et un cluster Cj, si
Dmax(Cj,mi) ≥ η alors mi est ajoute´ a` Ck
– Arreˆt : L’algorithme est re´pute´ avoir converge´ lorsque tous les membres
sont assigne´s a` des e´quipes.
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En outre, dans le cas ou` un membre candidat a une propagation forte avec
plus d’un groupe de la solution, nous fusionnons les groupes avec lesquels le
membre candidat a une propagation de donne´es e´leve´e et l’affecter au nou-
veau cluster fusionne´, parce qu’il peut probablement divulguer les donne´es
d’un cluster aux autres clusters. Par exemple, si d(C1,mk) = 0, 8 et d(C2,mk) =
0, 7, alors nous fusionnons le groupe C1 et C2 et mk inte´grera le cluster C12le
re´sultat de la fusion du cluster C1 et C2. L’algorithme est pre´sente´ comme :
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Algorithm 6 D-Max discovering teams algorithm
print Clusters = (Clust1, Clust2, ..., ClustCluster) : Teams constitution
{I}nitializations
2: Distances, Centroid,MaxDistancesMax = 0
ClustNB = −1
4: Threshold = η
for each ClustersinCluster do
6: Clustersi = membermi
Distancesi = 0
8: Centroidi = 0
end for
{I}terations
10: for each members mi in G do
for each members mi in Clusters do
12: Distancesi ← Pmember,memberi
if Distancesi ≻ Centroidi then
14: Centroidi ← Distancesi
end if
16: end for
for each Centroidi do
18: if Centroidi ≻MaxDistancesMaxi then
MaxDistancesMaxi ← Centroidi
20: if MaxDistancesMaxi ≻ η AND ClustNB 6= −1 then
Clustersi = FUSION(Clustersi, ClustersNB)
22: end if
ClustNB = i
24: ClustersClustNB ← memberi
end if
26: end for
end for
28: return Clusters
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4.2.4 Expe´rimentations
Nos expe´riences e´valuent notre mode`le propose´ sur un re´seau social simi-
laire a` l’architecture du re´seau Facebook (www.facebook.com). Facebook est
un site populaire de re´seau social en ligne avec plus de 1.11 Billion d’utili-
sateurs a` travers le monde, plus de 4.75 billion de donne´es se partagent par
jour (des pages, des groupes, des e´ve´nements et des pages de communaute´),
l’utilisateur moyen est connecte´ a` 150 pages communautaires, groupes et
e´ve´nements.
Configuration des expe´riences
Toutes nos expe´riences sont code´es avec la technologie JAVA et s’exe´cutent
sous le syste`me d’exploitation Mac OS X 10.5.8, 2.13 Ghz Intel Core 2 Duo
avec 2 Go de me´moire.
Pour ces expe´riences, nous avons choisie arbitrairement 5000 utilisateurs ;
le nombre maximum d’amitie´ autorise´ sur la plate-forme Facebook.
Ensuite, notre e´chantillon contient un minimum de 25 000 000 relations.
A partir de cet e´chantillon, nous avons construit un ensemble avec tous les
utilisateurs afin de pre´server la divulgation des donne´es au cours du processus
de de´couverte des e´quipes. Le mode`le de de´couverte des relations implicites
(base´ sur Dijkstra) est utilise´ sur l’e´chantillon pour de´couvrir les valeurs de
propagation des donne´es cache´es.
Expe´riences de la vie prive´e
A. La distance Classique et la distance D−max pour la classifi-
cation :
Nous avons teste´ notre e´chantillon en utilisant deux mode`les de classifi-
cations diffe´rents :
– Pour la premie`re expe´rience on a utilise´ le mode`le K-means avec une
distance euclidienne, qui tient compte de la diffe´rence entre deux utili-
sateurs, directement, sur la base de l’amplitude des variations dans les
niveaux de l’e´chantillon. Ce type de distance est habituellement utilise´
pour les ensembles de donne´es qui sont convenablement normalise´e ou
sans proble`me de distribution spe´ciale, nous avons utilise´ la technique
MDS (Multidimensional scaling) pour transformer chaque propagation
des utilisateurs a` un point multidimensionnel.
La distance euclidienne entre deux points p et q est la longueur du
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segment de droite reliant (pq). En coordonne´es carte´siennes, si p =
(p1, p2, ..., pn) et q = (q1, q2, ..., qn) sont deux points dans l’espace eucli-
dien, alors la distance de p a` q, ou de q a` p est donne´e par :
d1(p, q) = d1(q, p) =√
(q1 − p1)2 + (q2 − p2)2 + ...+ (qn − pn)2 =
√∑n
i=1(qi − pi)
2
Pour cette expe´rience nous avons utilise´ la projection MDS (Multidi-
mensional Scaling) [90] de notre matrice de dissimilarite´.
– La deuxie`me expe´rience de classification est faite avec l’algorithme D-
Max discovering teams en se basant sur une distance qu’on propose
pour rattacher un membre a` un cluster, qui prend en compte la valeur
maximale de propagation des donne´es entre les e´quipes compe´titives.
La figure 4.3(a) et 4.3(b) repre´sente le re´sultat de l’analyse MDS de la
matrice de 500 et 2500 utilisateurs respectivement.
Nous avons obtenu une repre´sentation bidimensionnelle des emplacements
des utilisateurs du crowdsourcing.
La repre´sentation en nuages est le re´sultat de l’importante dissemblance
entre les utilisateurs du re´seau, base´e sur les diffe´rentes probabilite´s de pro-
pagation entre les utilisateurs connecte´s. Donc, nous pensons que l’ope´ration
de regroupement pourrait eˆtre faite sur notre e´chantillon.
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Figure 4.3 – Projection MDS sur 500 et 2500 utilisateurs du crowdsourcing
Ensuite, nous avons analyse´ les groupes ge´ne´re´s a` l’aide de la distance
Dmax et la distance euclidienne et nous remarquons que, pour 10 groupes,
de 10 a` 5000 utilisateurs l’algorithme D-Max discovering teams utilisant la
distance Dmax n’enregistre aucune fuite de donne´es entre les clusters.
Cependant, avec la distance euclidienne (figure 4.4 (a)) nous percevons
des fuites de donne´es variables (a) entre 5 et 6 % en ge´ne´rant 10 clusters,
(b) entre 2 et 3 % en ge´ne´rant 20 clusters (c) environ 2% en ge´ne´rant 30
clusters . Pour les 10 e´quipes ge´ne´re´s avec l’algorithme k-means utilisant la
distance euclidienne, on note 54005 fuite de donne´es. Ensuite, pour 1 000
000 relations nous enregistrons une fuite de donne´es e´gale a` 5.4 %. Ce cal-
cule est base´ sur une constance e´gale a` 0.4 repre´sentant le seuil maximum
de propagation de donne´es autorise´ entre deux utilisateurs du crowdsourcing.
Par la suite , nous avons calcule´ les fuites de donne´es de 1000 utilisateurs
ayant entre 10 et 1000 relations dans le re´seau social en utilisant le mode`le
de classification k-means avec la distance euclidienne, figure 4.4 (b). On note
que la fuite de donne´es pour 10 clusters ge´ne´re´s est environ de 5 %, la fuite
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de donne´es pour 20 clusters est entre 2.78 % et 4.4 % et pour 30 clusters, on
obtient une fuite de donne´es de 1.89 % a` 3.
Figure 4.4 – Pre´sentation des fuites de donne´es
Ces expe´riences nous montrent que l’algorithme D-Max discovering teams
avec la distance Dmax est plus fiable que le K-means avec la distance eu-
clidienne. La distance Dmax permet d’interdire comple`tement les fuites de
donne´es entre les e´quipes compe´titives.
B. La distance Chebyshev et la distance D-max pour l’algo-
rithme k-means :
Dans une deuxie`me expe´rience, nous avons modifie´ la distance de calcul
de l’algorithme k-means. Nous avons utilise´ la distance Chebyshev que l’on
appelle aussi la distance de la valeur maximale. Elle examine la valeur absolue
de la diffe´rence entre les coordonne´es d’une paire d’objets, dans notre cas, ils
seront les membres du crowdsourcing et les e´quipes. Cette distance peut eˆtre
utilise´e a` la fois pour les variables quantitatives et ordinaires. La distance de
Chebyshev est repre´sente´e comme suit :
d(i, j) = max|xi − xj|
La distance entre deux utilisateurs du crowdsourcing est la probabilite´ de
propagation de donne´es prive´es entre eux, or pour assigner un utilisateur
du crowdsourcing a` un cluster, la distance entre une e´quipe et le nouveau
membre doit eˆtre en dessous de 0.4. Lorsqu’on calcule le centro¨ıde du clus-
ter, on observe que le centre du cluster ne refle`te pas la re´alite´, parce que, ce
centro¨ıde est calcule´ en se basant sur la moyenne des valeurs maximales des
probabilite´s de propagations entre les membres des clusters, or le centro¨ıde
correcte est la plus forte valeur de probabilite´ de propagation de donne´es
88
prive´es entre chaque membre du cluster et le nouveau membre a` classifier.
Expe´riences de temps d’exe´cution
On a analyse´ le temps d’exe´cution de l’algorithme K-means avec la dis-
tance euclidienne et l’algorithme D-Max discovering teams avec la distance
Dmax, pour 10,20,30 et 40 clusters en utilisant entre 10 et 5000 utilisateurs.
Dans la figure 4.5 (a) pour 10 clusters et utilisant le K-means avec la distance
euclidienne, le temps d’exe´cution est entre 2 et 2346 millisecondes,
Figure 4.5 – Repre´sentation des temps d’exe´cution
il nettement meilleur pour le K-means avec la distance euclidienne que
pour le D-Max discovering teams avec la distance Dmax. La meˆme conclusion
est e´tablie pour 20,30 et 40 clusters. Les re´sultats sont repre´sente´s sur la
figure 4.5 (b,c,d).
L’algorithme D-Max discovering teams avec la distance Dmax est plus
fiable sur la pre´servation de la fuite de donne´es, par contre, cette distance
ralentit le temps d’exe´cution de l’algorithme.
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4.2.5 Discussion
Dans cette section nous avons de´taille´ le mode`le k-means avec sa dis-
tance euclidienne et nous avons propose´ notre algorithme D-Max discovering
teams avec une distance spe´cifique de calcul Dmax qui se repose sur la dis-
tance maximale de propagation des donne´es prive´es entre les utilisateurs.
Les expe´riences montrent que l’algorithme K-means avec la distance eucli-
dienne ne donne pas des solutions fiable de de´couverte d’e´quipes compe´titives,
par contre, en utilisant l’algorithme D-Max discovering teams avec la distance
Dmax on arrive a` de´couvrir une seule solution avec des e´quipes compe´titives
mais avec un temps de calcul plus long.
L’approche propose´e nous permet, ne´anmoins, d’avoir une solution sans
fuite de donne´es entres les diffe´rents clusters.
Malheureusement, l’algorithme nous retourne une solution unique, et ne
nous permet pas d’explorer la majorite´ des solutions possibles de groupement
des membres du crowdsourcing.
En plus, notre approche ralentit le temps d’exe´cution par rapport a` l’al-
gorithme de K-means classique puisque elle cherche toutes les relations im-
plicites entre les utilisateurs lors de la phase de classification pour interdire
les fuites de donne´es entre les clusters.
Dans la section suivante nous de´veloppons une nouvelle approche permet-
tant de de´couvrir toutes les solutions de groupement possibles de travailleurs
dans le crowdsourcing.
4.3 L’algorithme de classification hie´rarchique
4.3.1 De´finitions et proprie´te´s
La classification hie´rarchique [70] permet de classer des e´le´ments dans une
hie´rarchie de structure arborescente sur la base de la distance ou de la simi-
larite´ entre ces e´le´ments. La repre´sentation graphique de la hie´rarchie qui en
re´sulte est un graphique arborescent appele´ un dendrogramme. L’Algorithme
de classification hie´rarchique existe en deux types :
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i) l’algorithme de classification hie´rarchique ascendante
ii) l’algorithme de classification hie´rarchique se´paratif.
Les deux algorithmes sont exactement l’inverse l’un de l’autre. Donc,
nous allons pre´senter uniquement l’algorithme de classification ascendante
hie´rarchique en de´tail.
L’algorithme de classification hie´rarchique ascendante regroupe les donne´es
une par une en se basant sur la distance le plus proche parmi l’ensemble des
pairs de distance entre les points. Ensuite, la distance entre les points est
recalcule´e. Il existe de nombreuses me´thodes disponibles pour le calcul de la
distance. On cite par exemple :
1) La distance la plus proche ou le lien unique.
2) La distance du chemin complet le plus long.
3) La distance de la moyenne.
4) La distance du centre de gravite´.
5) La distance de Ward : la minimisation de la somme de la distance
euclidienne au carre´.
Les regroupements de donne´es seront effectue´s jusqu’a` la formation d’un
cluster. Ensuite, en se basant sur le graphe du dendrogramme nous pouvons
identifier le nombre de cluster qui doit eˆtre effectivement pre´sent.
Les e´tapes algorithmiques de la classification hie´rarchique ascendante [45]
sont les suivants :
Soit X = x1,x2,x3, ..., xn l’ensemble de points des donne´es.
E´tape 1 : Choisir d’une fac¸on ale´atoire A individus comme centres ini-
tiaux des classes.
E´tape 2 : Attribuer chaque point de donne´es a` la classe la plus proche,
ce qui de´finit A classes
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E´tape 3 : Recalculer les centro¨ıdes de chaque classe.
E´tape 4 : Redistribuer les points de donne´es dans la classe qui leur est la
plus proche en se basant sur les nouveaux centres de classe calcule´s a` l’e´tape
pre´ce´dente.
E´tape 5 : Refaire l’e´tape nume´ro 3 jusqu’a` ce qu’il n’y ai plus aucun in-
dividu a` changer de classe.
La classification hie´rarchique de se´paration est juste l’inverse de l’ap-
proche Hie´rarchique Ascendante.
Parmi les avantages de la classification hie´rarchique ascendante on note :
– Aucune information a priori sur le nombre de classes ne´cessaires.
– Facile a` mettre en oeuvre et donne le meilleur re´sultat dans certains cas.
Les de´savantages se pre´sente comme suit :
– L’algorithme ne peut jamais de´faire ce qui a e´te´ fait pre´ce´demment.
– Une complexite´ d’au moins O(n2 log n) est ne´cessaire, ou` n est le
nombre de points de donne´es.
– Selon le type de matrice de distance choisie pour la fusion, diffe´rents
algorithmes peuvent souffrir d’un ou de plusieurs des e´le´ments suivants :
– La sensibilite´ au bruit et les valeurs aberrantes.
– La se´paration de grands clusters.
– La difficulte´ de manipulation des clusters de diffe´rentes tailles.
– Il n’existe pas de fonction objective a` minimiser directement.
– Il est parfois difficile de de´terminer le nombre exact de groupes par le
dendrogramme.
L’algorithme de classification hie´rarchique ascendante est de´crit comme
suit :
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Algorithm 7 Hierarchial clustering algorithm
Input : Individuals : individual list, ClassesNB : number of classes we want
finally get
Output : Classes : list of classes initially empty, a class is seen as a list of
individuals
for i=1 to individuals.length do
classes.add(new class(individual[i])) ;
end for
while classes.length < ClassesNB do
DissmMatrix = new matrix(classes.width, classes.length)
for i=1 to classes.length do
for j=i+1 to classes.length do
DissmMatrix[i][j] = dissim(classes[i], classes[j])
end for
end for
Let (i,j) as DissmMatrix[i][j] = min(DissmMatrix[k][l]) with 1 <=
k <= classes.length and k + 1 <= l <= classes.length
for each element in classes[j] do
classes[i].add(element) ;
end for
Delete(classes[j]) ;
end while
4.3.2 Expe´rimentations
Nos expe´riences e´valuent l’algorithme de classification hie´rarchique ascen-
dante sur un re´seau social ge´ne´re´e.
Configuration des expe´riences
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Toutes nos expe´riences sont code´es avec la technologie JAVA et s’exe´cutent
sous le syste`me d’exploitation Mac OS X 10.5.8, 2.13 Ghz Intel Core 2 Duo
avec 2 Go de me´moire.
Pour ces expe´riences, nous avons choisie arbitrairement 5000 utilisateurs.
Expe´riences de la vie prive´e
Nous avons compare´ notre e´chantillon en utilisant l’algorithme k-means, l’al-
gorithme D-max discovering teams et l’algorithme de classification ascen-
dante.
La distance utilise´e pour les diffe´rents algorithmes est la distance propose´e
Dmax.
Nous avons analyse´ les groupes ge´ne´re´s a` l’aide de la distance Dmax et
nous remarquons que de 10 a` 5000 utilisateurs l’algorithme D-Max discove-
ring teams n’enregistre aucune fuite de donne´es entre les clusters.
Figure 4.6 – Comparaison des fuites de donne´es
Cependant, avec l’algorithme k-means nous percevons des fuites de donne´es
variables (a) entre 5 et 6 % en ge´ne´rant 10 clusters, (b) entre 2 et 3 % en
ge´ne´rant 20 clusters (c) environ 2% en ge´ne´rant 30 clusters . Et nous enre-
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gistrons des fuites de donne´es avec l’algorithme de classification hie´rarchique
ascendante entre 2 et 7 %.
Ce calcule est base´ sur une constance e´gale a` 0.4 repre´sentant le seuil
maximum de propagation de donne´es autorise´ entre deux utilisateurs du
crowdsourcing.
Expe´riences de temps d’exe´cution
On a analyse´ le temps d’exe´cution de l’algorithme K-means, l’algorithme
de classification hie´rarchique et l’algorithme D-Max Discovering teams ap-
pliquant la distance Dmax et utilisant entre 10 et 5000 utilisateurs.
Dans la figure 4.7 pour 10 clusters le K-means affiche un temps d’exe´cution
entre 2 et 1702 millisecondes, l’algorithme de classification hie´rarchique as-
cendante indique un temps d’exe´cution entre 2 et 1608 millisecondes et l’al-
gorithme D-Max Doscovering teams affiche un temps de calcul entre 2 et
2500 millisecondes.
Figure 4.7 – Comparaison des diffe´rents temps d’exe´cution
Le temps de calcul de l’algorithme D-Max Discovering teams est plus long
avec la distance Dmax suite a` son caracte`re de fusion des e´quipes ayant des
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probabilite´s de propagation en dessus du seuil limite autorise´.
L’algorithme D-Max discovering teams avec la distance Dmax est plus
fiable sur la pre´servation contre la fuite de donne´es par rapport a` l’algorithme
k-means et l’algorithme de classification hie´rarchique ascendante.
4.3.3 Discussion
Compte tenu de toutes les informations pre´sente´es sur l’algorithme de
classification hie´rarchique ascendante, aucune des distances ge´ne´ralement
utilise´es n’est applicable a` notre proble`me. Meˆme en utilisant la distance
maximale entre les membres et les diffe´rents clusters, la classification des
diffe´rents membres ne pourra pas ge´ne´rer des e´quipes sans fuites de donne´es.
Le fait qu’un membre doit eˆtre classifier avec le groupe le plus proche,
cela signifie que lorsqu’un membre a` plus d’une propagation de donne´es
supe´rieure au seuil maximal autorise´ avec certains clusters, il existera une
fuite de donne´es entre ces e´quipes. En plus, l’application de cette approche
donne une solution unique qui ne permet pas de re´pondre a` la proble´matique
de base.
4.4 Approche base´e sur l’algorithme glouton
Dans cette section, nous fournissons des de´tails sur le processus de clas-
sification qui groupe les utilisateurs du crowdsourcing en clusters sans fuite
de donne´es, base´s sur la technique de propagation de donne´es de´finie dans
le chapitre pre´ce´dent, cette approche nous permet d’explorer la totalite´ des
solutions de groupement possibles.
4.4.1 De´finitions
Contrairement aux algorithmes existants de classification (comme k-means
[MacQueen et al. 1967]) qui ge´ne`rent une solution de classification unique,
notre approche ge´ne`re toutes les solutions possibles de regroupement tout
en pre´servant leurs donne´es respectives. Avant de pre´senter les de´tails de
l’algorithme, nous donnons les de´finitions suivantes :
De´finition 6 (Cluster) Un cluster C est un ensemble d’utilisateur du crowd-
sourcing (ayant ou non une forte propagation)
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C = mi de telle sorte que ∀mi,mj ∈ C, Pij ∈ [0, 1], pij ∈ [0, 1]
De´finition 7 (Cluster sans fuite de donne´es) Deux clusters Ck et Cs n’ont
pas de fuite de donne´es si et seulement si :
∀mi ∈ Ck, ∀mj ∈ Cs, pij ≤ η
p
ji ≤ η
Dans la de´finition 8, on conside`re qu’il existe un risque de fuite de donne´es
entre deux clusters Ck et Cs si le taux de propagation entre tous les utilisa-
teurs des deux clusters est infe´rieur au seuil n. L’algorithme de classification
utilise cette de´finition de la distance pour ge´ne´rer des clusters sans fuite de
donne´es.
De´finition 8 (Cluster sans fuite de donne´es) Nous conside´rons qu’il existe
un risque de divulgation de donne´es si le taux de propagation entre un candi-
dat membre a` un cluster et les tous les membres de ce cluster est supe´rieur a`
un seuil (fixe´ par le re´seau social). La valeur maximale de propagation entre
un cluster et un membre a` ajouter dans le cluster est de´crite par la valeur
Ω qui peut eˆtre calcule´e entre le membre et tous les membres existants du
cluster :
Ω(Ck,mj) = Max
mi∈Ck
pij
ou` Max la valeur maximale, C un cluster a` construire, K est le K-e`me
membre qui peut eˆtre classifie´ dans le cluster C et pij est la valeur de pro-
pagation entre les membres i et j. Il re´sulte des de´finitions 7 et 8 qu’il
existe une fuite de donne´es a` partir d’un cluster Ck avec un membre mi
si : Ω(Ck,mi) > η
De´finition 9 (la solution de classification) Une solution S = C1, . . . , Cnn>=1
est un ensemble de clusters de telle sorte que :
∀i, j ∈ [1, n]Ci et Cj sans fuite de donne´es.
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4.4.2 Processus de classification
Notez qu’une solution est incomple`te si elle ne contient pas tous les membres,
et comple`te sinon. En utilisant la de´finition 8, on peut transformer la matrice
de propagation (a` partir de l’algorithme 2) en une matrice syme´trique comme
suit :
∀i, j, pij =Max(pij, pji)
Pour illustrer, la matrice syme´trique obtenue de la matrice de propagation
calcule´e dans le chapitre pre´ce´dent est la suivante :


Bob Alice John David Mickael George
Bob 1 0.21 0.07 0.1 0.19 0.7
Alice 0.21 1 0.27 0.45 0.9 0.3
John 0.07 0 1 0.2 0.3 0.1
David 0.1 0.45 0.2 1 0, 5 0.13
Mickael 0.19 0.9 0.3 0.5 1 0.27
George 0.7 0.3 0.1 0.13 0.27 1


Comme mentionne´ pre´ce´demment, l’algorithme de classification propose´e
ge´ne`re toutes les solutions possibles de regroupement sur la base de la ma-
trice syme´trique de´finie. Les proce´de´s sont les suivants :
Initialisation :
- Un membre m0 est ale´atoirement se´lectionne´, et fait le membre d’un nou-
veau cluster C1. Autrement dit, C1 = m0.
- La solution partielle initiale est cre´e´e ainsi, S1 = C1.
Utilisant la (les) solution(s) partielle (s) Si = C1, . . . , Cnn>=1 (i est le nombre
d’utilisateurs classifie´s dans Si). L’algorithme classifie un nouveau membre
mi, selon les re`gles suivantes :
Re`gles 1 : Simi a une fuite de donne´es avec un seul cluster uniquement Ck
dans Si. (C’est-a`-dire, ∃Ck ∈ SiΩ(Ck,mi) > η et ∀Cj 6=k ∈ Si,Ω(Cj,mi ≤ η
alors le membre mi est classifie´ dans le cluster Ck. La solution partielle Si
est majore´e a` Si+1 de telles sorte que Si+1 = Si ou` Ck ∪mi.
Re`gles 2 : si mi n’a aucune fuite de donne´es avec aucun cluster dans Si
(C’est-a`-dire, ∀Cj ∈ Si,Ω(Cj,mi) > η), alors le membre est classifie´ dans
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chaque cluster en cre´ant une nouvelle solution pour chaque instance. Autre-
ment dit, Si augmente a` n solutions partielles possibles S
α
i+1 :
Sαi+1 = Si ∪ Cα ou`, Cα ∪mi pour α ∈ [1, n].
Re`gles 3 : si mi a` une fuite de donne´es avec deux clusters ou plus dans
Si, c’est-a`-dire pour SCi dans Si, SCi = C1, . . . , Ck2≤k≤n de telle sorte que,
∀Cj ∈ SCi,Ω(Cj,mi) > η, alors il existe deux solutions possibles S
1
i+1etS
2
i+1 :
Re`gles 3.1 Fusionner les clusters C1, . . . , Cn et mi dans un seul cluster
Cg = C1 ∪ . . . ∪ Ck ∪mi.
- La solution partielle Si est majore´e S
1
i+1 ou` S
1
i+1 = Si−C1, . . . , Cm∪Cg.
Re`gles 3.2 Calculer le sous-ensemble L ∪Ci∈SCi Ci de telle sorte que les
membres de L ∪ mi ont une fuite directe ou indirecte entre eux. C’est-a`-
dire ∀mx ∈ L ∪mi : pix > η nous rappelons que pix = pxi ou, ∃my ∈ L ∪mi
de telle sorte que piy > η et pyx > η.
- Cre´ation d’un nouveau cluster Cg = L∪mi et suppression des membres
L de leurs cluster respectif. Suppression des clusters vides.
- La solution partielle Si sera majore´e S
2
i+1, S
2
i+1 = Si ∪ Cg.
L’algorithme de classification applique les re`gles de´finies ci-dessus jusqu’a`
ce que tous les membres soient regroupe´s dans toutes les solutions possibles.
L’algorithme est trace´ comme suit :
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Algorithm 8 Data Leak Free Team Discovery
Input : The symmetric propagation matrix, M : set of all crowd members
to be clustered. Output : All possible solutions Si of data free clustering.
{I}nitializations
randomly select m0 from M ;
create the cluster C1 = m0 ;
S1 = C1 call FreeLeakClustering (S1,M−m0) ; Clustering funtion Function
FreeLeakClustering(Solution Si, Members M) ;
if M = ∅ then
Return Si ;
\Si is a final solution as there are no remaining members to cluster
end if
if Rule1 : mi has data leak with only one cluster Ck in Si then
Ck = Ck ∪mi
Sji+1 = Si
call FreeLeakClustering(Si+1,M −mi) ;
end if
if Rule2 : mi has no data leak with any cluster in Si then
for each cluster Cj in Si do
Cj = Cj ∪mi
Sji+1 = Si
call FreeLeakClustering(Sji+1,M −mi) ;
end for
end if
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if Rule3 : mi has data leak with two or more cluster SCi in Si, SCi =
C1, . . . , Ck2≤k≤n ⊆ Si then
\ First alternative solution Merge all the clusters of SCi with mi into the
new cluster Cg. that is,
Cg = C1 ∪ . . . ∪ Ck ∪mi ;
call FreeLeakClustering(S1i+1,M −mi) ;
\ Second alternantive solution compute the subset L ⊆
⋃
Ci
∈ SCi Ci of
members having direct or indirect data leak between them ’see Rule3.2) ;
Create a new cluster Cg = L
⋃
mi ;
for mj in L do
Delete mj from its cluster in Si ;
end for
S2i+1 = Si
⋃
Cg
call FreeLeakClustering(S2i+1,M −mi) ;
end if
La figure 4.4.1 montre le graphe de re´solution ge´ne´re´ par l’algorithme de
classification DLTD lors de son exe´cution sur le graphe de la figure 3.2 . Les
noeuds internes (S∗i , i ≤ 5) sont des solutions partielles et les noeuds feuilles
(S∗6) sont des solutions de´finitives quand tous les membres sont regroupe´s (il
existe 6 membres a` regrouper pour cet exemple).
Le graphe montre cinq solutions de classification. Dans chaque solution,
les membres du re´seau social sont regroupe´s en clusters sans fuite de donne´es,
qui peuvent eˆtre facilement ve´rifie´s en utilisant la matrice syme´trique de pro-
pagation de donne´es.
Dans ce qui suit, nous pre´sentons quelques proprie´te´s algorithmiques et
leurs preuves intuitives relatives a` notre algorithme de classification :
1. Solidite´ et correction : Dans toutes les solutions ge´ne´re´es, les clusters
sont sans fuite de donne´es. La preuve intuitive de´coule du principe de
base des re`gles de regroupement, c’est a` dire, chaque paire d’e´le´ments
avec une propagation de donne´es e´leve´s sont regroupe´s dans le meˆme
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Figure 4.8 – Arbre de re´solution de solutions
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cluster.
2. Re´siliation : L’algorithme se termine lorsque tous les membres sont re-
groupe´s (et aucun membre ne reste sans cluster). A chaque ite´ration,
l’algorithme classifie un membre et le supprime de l’ensemble des membres
a` classifier. Comme l’ensemble des membres a` classifier est fini, l’algo-
rithme se termine.
3. Exhaustivite´ : L’algorithme calcule toutes les solutions existantes. La
preuve intuitive est que l’algorithme explore toutes les fuites de donne´es
des clusters dans les solutions pour chaque membre.
4. Complexite´ : L’algorithme est re´cursif et compose´ de trois re`gles princi-
pales : re`gle 1, re`gle 2 et re`gle 3. La complexite´ de l’algorithme corres-
pond a` l’appel principal. FreeleakClustering (S0 = ∅,M). Conside´rant,
n = |M | le nombre d’utilisateur a` classifier, et f(n) la complexite´
de l’appel a` la fonction principale de classification. Ensuite, f(n) =
Max(O(Rule1(n)), O(Rules2(n)), O(Rule3(n)).
(a) la complexite´ de la re`gle 1 : Cette re`gle est compose´e d’un test de
complexite´O(n), et un appel re´cursif. FreeLeakClustering(Si+1,M−
Mi). Ensuite, la complexite´ de cette re`gle est :O(n)+O(f(n−1)) =
n+ (n− 1) +O(f(n− 2)) = n+ (n− 1) + . . .+O(1) = O(n2).
(b) la complexite´ de la re`gle 2 : Cette re`gle est la plus complexe car elle
fait k appels re´cursifs a` FreeLeakClustering(Sji+1,M −mi) ou` k
est le nombre de clusters dans une solution. Ensuite, la complexite´
de la re`gle est la suivante : O(n)+ k×O(f(n− 1)) = n+ k× (k−
1) × . . . × 1 = O(n + k!). Si l’on conside`re pire des cas the´orique
k = n, alors la complexite´ de la re`gle 2 est O(n!).
(c) La complexite´ de la re`gle 3 : Cette re`gle est compose´e d’un test de
complexite´ O (n), et deux appels re´cursifs. Ensuite, la complexite´
de cette re`gle est : O(n)+2×O(f(n−1)) = n+2(n−1)+O(f(n−
2)) = n+ 2(n− 1) + . . .+ 2 = O(n2).
Par conse´quent, la complexite´ globale de l’algorithme est O(n !). C’est une
complexite´ the´orique dans le pire des cas. Dans la pratique, le nombre de
cluster k est ge´ne´ralement beaucoup plus petit que n, donc, O(n2) < f(n) <
O(k!).
4.4.3 Expe´rimentations
Configuration des expe´riences
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Toutes nos expe´riences sont code´es avec la technologie JAVA et s’exe´cutent
sous le syste`me d’exploitation Mac OS X 10.5.8, 2.13 Ghz Intel Core 2 Duo
avec 2 Go de me´moire.
Pour ces expe´riences, notre re´seau social est ge´ne´re´ sur la base de la loi
de Metcalfe. La loi de Metcalfe caracte´rise la plupart des effets de re´seau
de technologies et re´seaux de communication comme l’Internet, les re´seaux
sociaux, et le World Wide Web.
L’ancien pre´sident de la Commission fe´de´rale des communications des
E´tats-Unis, Reed Hundt, a de´clare´ que cette loi donne plus de compre´hension
pour le fonctionnement de l’Internet.
La loi de Metcalfe est lie´e au fait que le nombre de connexions uniques
dans un re´seau de noeuds (n) peut eˆtre exprime´ mathe´matiquement comme
le nombre triangulaire n (n - 1) / 2, qui est proportionnel a` n2 asympto-
tiquement. La loi est abondante et inexistante en raison de la capacite´ des
utilisateurs d’Internet a` se relier entre eux. Sites et blogs tels que Twitter,
Facebook, et Myspace sont au centre de cette prise de loi en vigueur.
Nous employons de fac¸on ale´atoire jusqu’a` 5000 utilisateurs. De cet e´chantillon,
nous avons construit un ensemble d’utilisateurs afin de pre´server la divul-
gation de donne´es au cours du processus de de´couverte de l’e´quipe. L’ap-
proche PPCA propose´e est utilise´e sur l’e´chantillon pour de´couvrir les valeurs
cache´es de propagation de donne´es.
Expe´rimentations sur la vie prive´e
A. Expe´rimentation de classification utilisant la distance eucli-
dienne et la distance Ω avec respectivement le mode`le k-means et
DLTD :
Nous avons calcule´ notre e´chantillon en utilisant deux mode`les de clas-
sification diffe´rents : Les premie`res expe´riences e´taient avec le mode`le K-
means en utilisant la distance euclidienne comme c’e´tait de´crit dans la sec-
tion pre´ce´dente.
La deuxie`me expe´rience de classification est avec l’algorithme DLTD base´
sur la distance Ω.
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Figure 4.9 – Pre´sentation des fuites de donne´es
Apre`s, nous avons analyse´ les clusters ge´ne´re´s par l’algorithme DLTD
utilisant la distance Ω et ceux ge´ne´re´s par l’algorithme K-means utilisant
la distance euclidienne. On note que, pour 10 clusters classifie´ en utilisant
l’algorithme k-means, on s’aperc¸oit qu’il existe des fuites de donne´es entre
5 et 6 %, entre 2 et 3 % en ge´ne´rant 20 clusters et environ 2% en ge´ne´rant
30 clusters dans le figure 4.9. Ce calcul est base´ sur une constante e´gale a`
0.4 le seuil de propagation maximum tole´re´ entre les utilisateurs du crowd-
sourcing. Par contre, l’algorithme DLTD utilisant la distance Ω n’enregistre
aucune fuite de donne´es entre les diffe´rents clusters.
Nous avons e´nume´re´ le nombre de solutions retourne´ en utilisant l’algo-
rithme de DLTD et nous avons teste´ la fuite de donne´es entre chaque compo-
sition d’e´quipe. Lorsque nous conservons la meˆme structure de re´seau social
et nous calculons une deuxie`me fois, nous recevons un ensemble de solutions
identiques a` celui du premie`re calcul, qui de´montrent que notre approche est
stable et il n’est pas un calcul au hasard.
B. La classification en utilisant k-means et DLTD base´s sur la
distance Ω
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On a compare´ les fuites de donne´es entre les clusters ge´ne´re´s utilisant l’al-
gorithme k-means et l’algorithme DLTD utilisant la distance Ω. Le seuil de
fuite de donne´es est fixe´ a` 40%. Avec la distance Ω l’algorithme DLTD n’en-
registre aucune fuites de donne´es entre les clusters compe´titifs meˆme lorsque
le nombre d’utilisateur dans le re´seau social augmente.
Ces re´sultats sont solides parce que les membres avec une propagation
de donne´es e´leve´e (supe´rieur a` 40%) sont groupe´s dans le meˆme cluster. Au
contraire, avec le k-means utilisant la distance Ω, on remarque des fuites de
donne´es entre 3% et 4% pour 20 clusters et entre 4% et 6% pour 30 clus-
ters (Figure 4.10), parce que le processus de k-means ajoute le membre dans
l’e´quipe avec la quelle il justifie un maximum de propagation de donne´es,
meˆme s’il existe une propagation de donne´es supe´rieure au seuil avec d’autres
e´quipes. Par exemple, supposons qu’on a 3 e´quipes au moment de la clas-
sification du membre Ux, ce membre Ux a` une propagation de donne´es de
45%, 46%, 47% respectivement avec equipe1, equipe2, equipe3, Le processus
de K-means classifie l’utilisateur Ux avec equipe3 alors qu’il existe une fuite
de donne´es avec equipe1 et equipe2 en ajoutant Ux a` equipe3 la propagation
de donne´es entre Ux et equipe1 > seuil et Ux et equipe2 > seuil.
Figure 4.10 – Comparaison des fuites
C. Le re´sultat de la ge´ne´ration de solutions en variant le seuil
et le nombre d’enregistrement
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Dans cette expe´rience, on a fixe´ le seuil de fuite de donne´s a` 35% et on
a varie´ le nombre d’utilisateurs enregistre´s. Avec 1000 membre enregistre´s
pour collaborer afin de re´soudre la requeˆte on obtient 41 solutions sans fuite
de donne´es, et pour 5000 enregistrement, on obtient 146 solutions possibles
(figure 4.11-A).
Apre`s, on a fixe´ le nombre d’enregistrement a` un appel a` 1000 et on a
varie´ le seuil de fuite de donne´es afin de de´couvrir le nombre de solutions
possible sans fuite de donne´es en utilisant la meˆme infrastructure du re´seau
social.
Figure 4.11 – Les re´sultats du DLTD
Par exemple, quand le seuil est fixe´ a` 30% l’algorithme DLTD retourne 24
solutions possible sans fuite de donne´es, en utilisant le meˆme re´seau social,
les meˆmes membres et les meˆmes propagations. En variant le seuil de fuite de
donne´es a` 70%, on obtient 43 solutions possible sans fuite de donne´es (figure
4.11-B).
Ces expe´riences nous montrent que le nombre solutions ge´ne´re´es de´pend
toujours des parame`tres de classification comme le nombre d’utilisateurs a`
classifier et/ou le seuil de propagation autorise´ entre les utilisateurs.
E´tant donne´e le grand nombre de solutions possible, il faut utiliser les
pre´fe´rences du demandeur pour choisir la meilleure solution a` retourner.
Expe´rimentation sur le temps d’exe´cution
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On a analyse´ le temps d’exe´cution de l’algorithme DLTD et K-means
utilisant la distance Ω de 1000 a` 5000 utilisateurs.
On a calcule´ le temps d’exe´cution de 12497500 relations dans un re´seau
social, ce qui signifie environ 5000 membres, base´ sur la loi Metcalfe, nous ob-
servant que notre algorithme n’enregistre aucune fuite de donne´es par contre
le temps d’exe´cution est supe´rieur a` celui du k-means.
Dans la figure 4.12, le temps d’exe´cution est entre 153 et 1653 secondes
pour le K-means et entre 172 et 2631 pour le DLTD, ensuite, il est meilleur
pour le k-means que pour le DLTD.
Figure 4.12 – Temps d’exe´cution
Le temps d’exe´cution de l’algorithme DLTD est plus important que le
k-means parce que le DLTD de´couvre toutes les solutions possible alors que
le K-means produit une solution unique.
En outre, les re´sultats de K-means pre´sentent des fuites de donne´es im-
portantes entre les diffe´rentes e´quipes en utilisant la distance Ω, en raison,
du me´canisme de classification qui classent le membre dans l’e´quipe la plus
proche, ce qui veut dire, l’e´quipe avec laquelle le membre a la valeur de la pro-
pagation la plus forte, meˆme s’il existe d’autres propagations (avec d’autres
e´quipes) de´passant le seuil fixe´.
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Le temps d’exe´cution de l’algorithme k-means est cause´ par le processus
de convergence. Le k-means re´pe`te la meˆme phase de classification jusqu’au
convergence. Le nombre de re´pe´tition est variable, dans notre cas, il de´pend
du nombre des membres a` classifier et leurs propagations de donne´es.
La convergence du k-means est atteinte lorsque la comparaison des deux
dernie`res ite´rations re´ve`le que les membres ne se de´placent plus entre les
e´quipes, ainsi, le calcul du k-means atteint sa stabilite´ et aucune ite´ration
n’est ne´cessaire. De plus, la convergence a` un minimum local peut produire
un mauvais re´sultat. Le crite`re de convergence de l’algorithme DLTD est
atteint quand il n’existe pas de membre a` classifier.
4.4.4 Discussion
Dans cette section nous avons propose´ une nouvelle approche afin d’e´nume´rer
toutes les solutions de classifications possibles dans le but de choisir la meilleure
solutions de groupement a` retourner au demandeur de la requeˆte. (cf. section
1.1)
Notre approche est nettement meilleure sur l’exploration des solutions de
classification possible par rapport au K-means qui n’est pas adapte´ a` notre
proble`me et nous retourne une seule solution.
Les re´sultats montrent que les solutions retourne´es par l’algorithme DLTD
n’enregistrent aucune fuite de donne´es entre les e´quipes compe´titives et col-
laboratives.
Cependant, l’algorithme DLTD enregistre un temps de calcul the´orique
tre`s important, dans la pratique, ce temps est beaucoup plus petit.
L’avantage de cette approche est d’explorer toutes les solutions de classi-
fications possibles pour retourner la meilleure au demandeur de la requeˆte.
En plus, cette approche ne pre´sente aucune fuite de donne´es, donc assure
la compe´titivite´ entre les e´quipes.
Le proble`me de cette approche est qu’elle n’est pas exploitable sur un
re´seau social de grande taille puisqu’elle explore toutes les solutions de clas-
sification possibles.
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Un travail doit eˆtre effectue´ pour re´duire le temps de calcul de cette
approche. Dans la prochaine section, nous proposons une nouvelle approche
de classification en se basant sur un mode`le paralle`le.
4.5 Classification base´e sur le mode`le paralle`le
4.5.1 Le principe
Commenc¸ant a` partir des probabilite´s de propagation de donne´es cal-
cule´es dans la section pre´ce´dente, le processus de classification va grouper
les utilisateurs du crowdsourcing ayant une forte propagation dans le meˆme
cluster en utilisant la technique de paralle´lisation. Cela signifie que, plus la
probabilite´ de propagation de donne´es entre deux membres du crowdsourcing
est plus e´leve´e, plus ils doivent eˆtre dans le meˆme groupe pour la collabora-
tion et non pas dans des groupes de compe´titivite´.
4.5.2 De´finitions
La phase de de´couverte des l’e´quipes sera traite´e en utilisant l’algorithme
DLTD paralle`le, un algorithme de classification avec la meˆme distance Ω uti-
lise´e pre´ce´demment afin d’e´viter les fuites de donne´es.
L’algorithme DLTD paralle`le proce`de comme suit :
1- Initialisation : Le seuil de divulgation de donne´es est fourni au de´but.
L’initialisation du premier cluster est faite en attribuant arbitrairement un
membre a` ce groupe.
2- Ite´rations : Pour chaque nouveau membre, la distance qui le se´pare a`
chaque cluster est calcule´e.
Cette distance repre´sente la valeur maximale de propagation avec les membres
du cluster. A chaque ite´ration, il est possible de fusionner, supprimer ou
cre´er un nouveau cluster pour ge´rer le grand nombre de donne´es en utili-
sant des processus paralle`le. L’ide´e de base derrie`re le syste`me paralle`le est
le mappage de l’ensemble de donne´es en une collection de paires de donne´es
< key, value >, puis la re´duction sur toutes les paires avec la meˆme cle´.
La syste`me paralle`le est utilise´e pour classifier un nouveau membre a`
l’aide des solutions partielles en entre´e. Avec cela, nous paralle´lisons la phase
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de regroupement dans des ”‘Processus”’ diffe´rents a` chaque classification de
membre, il est possible que des ”‘Processus”’ diffe´rents produisent les meˆmes
solutions partielles, par conse´quent, l’objectif du ”‘Collecteur”’ est de garder
une occurrence de chaque solution partielle.
• Un processus est lance´ en paralle`le a` chaque paire dans le jeu de
donne´es d’entre´e. Cela produit une liste de paires pour chaque appel. Apre`s
cela, le collecteur recueille toutes les paires avec la meˆme cle´ de toutes les
listes et les regroupe, en cre´ant une cle´ pour chaque groupe.
La inputMapk < key, value > devient dans notre cas < UserNumber,
PartialSolutionsk >,k est le k
eme ite´ration de classification de membre, la
Map Ge´ne´re´e OutputMapk < key, List(key, value) > va eˆtre de´finit comme
suit :< UserNumber, List(< HashCodek, PartialSolutionk >) > ou`, Hash-
Code est le code unique qui identifie le re´sultat de partialSolution a` la keme
ite´ration tout en tenant compte de sa structure. PartialSolutionk repre´sente
le re´sultat de classification du membre de´signe´ par ”‘cle´”’.
Le but du processus paralle`le est de mode´liser les donne´es en paires de
< key, value > pour que le ”‘Collecteur”’ puisse les agre´ger. Les paires
< Key, value > produites sont alors ”me´lange´es”, ce qui signifie essentiel-
lement que les paires avec la meˆme cle´ sont regroupe´es et transmises a` une
seule machine, qui ensuite exe´cutera le script ”‘Collecteur”’ sur eux.
• Le ”‘Collecteur”’ combine les valeurs d’une cle´. Dans notre cas, il
ne garder qu’une seule occurrence de chaque solution (ou des solutions par-
tielles) et retourne uniquement les solutions partielles distinctes pour chaque
ite´ration d’une nouvelle classification d’un membre.
La figure 4.13(a) de´crit l’application du syste`me paralle`le et 4.13(b) de´crit
sont imple´mentation.
Le processus commence avec une solution partielle contenant le premier
membre a` classifier et se termine avec le dernier membre classifie´.
3- Stop : L’algorithme est conc¸u pour converger quand nous n’avons aucun
membre a` regrouper.
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Figure 4.13 – Classification paralle`le des membres
4.5.3 Les expe´rimentations
Pour ces expe´riences, nous avons utilise´ un re´seau social ge´ne´re´ sur la
base de la loi de Metcalfe avec 12497500 relations pour 5000 utilisateurs.
Nous avons construit un ensemble de solution avec tous les utilisateurs afin
de pre´server la divulgation de donne´es lors du processus de de´couverte des
e´quipes. L’approche PPCA propose´e est utilise´e sur l’e´chantillon pour de´couvrir
les valeurs cache´es de propagation de donne´es.
- k-means et DLTD paralle`le base´ sur Ω :
On a analyse´ les diffe´rents re´sultats ge´ne´re´s par l’algorithme k-means
utilisant la distance Ω et les productions de l’algorithme DLTD paralle`le uti-
lisant la meˆme distance Ω. Notre analyse est focalise´e sur les fuites de donne´es
prive´es.
Le seuil de fuite de donne´es est toujours fixe´ a` 40%. Avec la distance
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Ω l’algorithme DLTD paralle`le n’enregistre aucune fuite de donne´es entre
les clusters ge´ne´re´s meˆme quand la taille du re´seau social augmente. L’in-
existence de fuite de donne´es s’explique par le fait que les membres qui se
partagent les donne´es prive´es avec une propagation supe´rieure au seuil fixe´
par l’algorithme seront groupe´s dans le meˆme cluster. Par contre, avec le K-
means utilisant la distance Ω, nous percevons des fuites de donne´es prive´es
entre 1% et 4% pour 20 clusters et de 2% a` 5% pour 30 clusters (voir la figure
4.14).
Figure 4.14 – Comparaison des fuites de donne´es
- Les solutions re´sultat en variant le seuil et le nombre d’enre-
gistrement :
Dans une premie`re expe´rience, on a fixe´ le nombre d’utilisateur du crowd-
sourcing enregistre´s pour re´pondre a` la requeˆte, le seuil est fixe´ a` 68% et on
fait varier le nombre de membres enregistre´s. Avec 1000 enregistrement, on
obtient 158 solutions sans fuite de donne´es, et pour 5000 enregistrement, on
obtient 241 solutions possibles (voir figure 4.15-a).
Dans une deuxie`me expe´rience, on a fixe´ le nombre d’enregistrement pour
la re´ponse a` la requeˆte a` 1000 et on a fait varier le seuil maximum de propa-
gation autorise´ dans le but de de´couvrir le nombre de solutions possible sans
fuite de donne´es en utilisant le meˆme re´seau social.
Par exemple, quand le seuil est fixe´ a` 10% l’algorithme DLTD paralle`le
retourne 13 solutions possibles sans fuite de donne´es, en utilisant la meˆme
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structure du re´seau et en variant le seuil a` 45%, on obtient 88 solutions pos-
sibles sans fuite de donne´es (Voir figure 4.15-b).
Ces expe´riences nous permet de remarquer que les solutions ge´ne´re´es sont
de´pendantes du nombre d’utilisateurs et du seuil de propagation des donne´es
ainsi que les valeurs de propagations des donne´es.
Figure 4.15 – Les re´sultats du DLTD paralle`le
Ces expe´riences nous montrent que l’algorithme DLTD paralle`le n’enre-
gistre aucune fuite de donne´es entre les clusters puisque sont me´canisme se
base sur le groupement des utilisateurs du crowdsourcing ayant une forte pro-
pagation de donne´es entre eux, qui interdit la dispersion de ces utilisateurs
dans diffe´rents clusters.
Les re´sultats du DLTD paralle`le montre´ dans la figure 4.15 confirme que
les solutions ge´ne´re´es par cet algorithme de´pendent du nombre d’utilisateur
a` classifier et du parame´trage du seuil limite de propagation autorise´ sans
pouvoir l’identifie´ comme fuite de donne´es.
L’algorithme DLTD paralle`le enregistre une nette ame´lioration du temps
de calcul par rapport au DLTD classique, suite a` l’utilisation du syste`me
paralle`le le traitement en n processus diffe´rents puis rassemble les re´sultats
par clusters.
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Ce traitement nous permet de gagner en temps d’exe´cution.
Par contre, le temps de calcul reste toujours important et n’est pas fa-
cilement applicable sur un re´seau social de grande taille (exemple Facebook
contenant des milliards de relations).
Meˆme en utilisant le mode`le paralle`le, cela ne permet pas d’alle´ger ce
temps de calcul en une valeur acceptable pour un re´seau social important.
L’application de cette approche reste the´orique, parce qu’il impossible
d’allouer une ressource mate´rielle pour chaque processus du mode`le paralle`le
(un tre`s grand nombre de machine a` pre´voir), pour arriver a` un temps
d’exe´cution acceptable.
4.6 Discussion
Dans ce chapitre nous avons pre´sente´ diffe´rentes techniques pour chercher
les groupement possibles des utilisateurs du crowdsourcing pour re´pondre a`
un appel d’une personne physique ou morale.
L’algorithme K-means ne permet pas d’arriver a` produire des re´sultats
fiables sans fuite de donne´es entre les clusters. L’adaptation de l’algorithme
K-means nous a permit d’arriver a` produire des re´sultats respectant la vie
prive´e entre les clusters, par contre, cela ne permet pas d’explorer les meilleures
solutions possibles de classement.
L’algorithme de classification hie´rarchique n’offre pas la possibilite´ des
ge´ne´rer des e´quipes sans fuites de donne´es meˆme en utilisant la distance
maximale de propagation. De meˆme il permet de de´couvrir uniquement une
solution de groupement possible et ne permet pas l’exploration des diffe´rentes
possibilite´s de classification.
L’approche DLTD nous a permit d’explorer toutes les solutions possibles
de classification, sauf, que cette approche base´e sur le mode`le glouton, est
tre`s lente en temps de calcul, qui nous ame`ne a` utiliser une technique de
paralle´lisation dans l’approche du DLTD paralle`le afin de re´duire le temps
d’exe´cution de l’algorithme.
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Les approches propose´es ne nous permettent pas de cloˆturer le sujet du
classement des utilisateurs du crowdsourcing dans des e´quipes compe´titives
et collaboratives, puisque, on n’est pas encore arrive´ a` avoir des solutions
sans fuites de donne´es en explorant un ensemble important de solutions pos-
sibles dans un temps de calcul raisonnable.
L’utilisation des heuristiques s’imposent dans notre cas pour re´duire le
temps de calcul de l’algorithme et l’exportation de diffe´rentes solutions de
groupement.
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Chapitre 5
La de´couverte des e´quipes en
pre´servant la vie prive´e base´e
sur les heuristiques
Dans ce chapitre, nous nous inte´ressons au domaine de simulation. Compte
tenu du grand nombre de possibilite´s de classification, il n’est pas possible
d’explorer toutes les possibilite´s de groupement des membres et garder ceux
satisfaisant les crite`res de fuite de donne´es. Le but de cette section est d’expli-
quer le besoin d’utiliser des heuristiques pour estimer les solutions optimales
et de proposer un mode`le de de´couverte d’e´quipes compe´titives et collabora-
tives.
5.1 Le recours aux heuristiques
Nous de´montrons que le proble`me de formation d’e´quipes compe´titives et
collaboratives est NP complet en le re´duisant d’abord a` un proble`me d’ob-
jectif simple. Nous supposons que pour une compe´tence particulie`re ”‘s”’
tous les experts avec un niveau d’expertise en dessus d’un certain seuil sont
e´galement bien convenu. Ainsi, le proble`me est re´duit a` la de´couverte de
la structure d’e´quipe avec l’interme´diaire de liens plus fort entre tous les
membres.
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Ce proble`me est lie´ a` la de´termination d’une clique dans un graphe
ponde´re´. Cependant, il est peu clair combien d’experts font partie de la
meilleure e´quipe.
Aussi il est peu probable que cette e´quipe expose en re´alite´ un sous-graphe
entie`rement connecte´. Par conse´quent, nous ne pouvons pas encore chercher
directement la meilleure clique. Nous mode´lisons les compe´tences et la struc-
ture d’interaction comme un graphe oriente´.
Un graphe oriente´ est un graphe dont les areˆtes sont de´finies par leur ori-
gine et leur extre´mite´, c’est-a`-dire dont les areˆtes sont oriente´es, munies d’un
sens. Une areˆte d’un graphe oriente´ est de´finie par la donne´e d’un couple de
sommets.
Pour notre proble`me, l’ensemble de compe´tences exige´es correspond aux
ensembles de k clusters a` de´couvrir. En fin de compte, chaque ensemble
consiste en un tuple qui contient la ou les compe´tences ”‘s”’ exige´es. Tous les
experts fournissent cette ou ces compe´tences tout en pre´servant la vie prive´e
de chaque e´quipe.
Une se´lection d’un cluster a` partir d’une solution de classification consti-
tue une e´quipe valable ou` chaque membre peut eˆtre connecte´ ou non a`
chaque membre dans la meˆme e´quipe, et doit avoir une propagation infe´rieure
au seuil maximum de propagation autorise´ avec les membres des autres
e´quipes. En aplanissant le graphe oriente´ dans un graphe re´gulier : (i) n’im-
porte quelle e´quipe valable sera une clique et (ii) la taille de clique maxi-
male est k. La meilleure e´quipe est alors une question de de´couverte de la
clique minimale-ponde´re´e en fonction de la propagation des donne´es entre les
diffe´rents membres. Ceci est trivialement transforme´ dans un proble`me de
clique maximal en inversant les poids des areˆtes. Il est ge´ne´ralement connu
que le proble`me de clique maximal est NP-complet. Ainsi, nous pouvons
de´duire aussi que le proble`me de de´couverte d’e´quipe observe´ est NP-complet.
5.2 Approche propose´e base´e sur les heuris-
tiques
Avant de commencer a` expliquer l’approche propose´e nous choisissons de
faire une comparaison entre les algorithmes ge´ne´tiques et le Recuit Simule´,
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les deux me´ta-heuristiques les plus utilise´es dans ce type de proble`me.
5.2.1 Le recuit simule´ et l’algorithme ge´ne´tique
Le recuit simule´ est souvent pre´sente´ comme la plus ancienne des me´ta-
heuristiques, en tout cas, la premie`re a` mettre spe´cifiquement en oeuvre une
strate´gie afin d’e´viter des minima locaux (Kirkpatrick, Gelatt, Vecchi, 1983).
Les algorithmes ge´ne´tiques appartiennent a` la famille des algorithmes e´volutionnistes.
Leur but est d’obtenir une solution approche´e a` un proble`me d’optimisation,
lorsqu’il n’existe pas de me´thode exacte pour le re´soudre en un temps rai-
sonnable.
The´oriquement , SA (Recuit Simule´) et GA (Algorithme Ge´ne´tique) sont
assez proches, et une grande partie de leur diffe´rences est superficielle . Les
deux approches sont ge´ne´ralement formule´es de manie`re tre`s diffe´rente ,en
utilisant une terminologie tre`s diffe´rente.
Avec SA , on parle ge´ne´ralement de solutions , leurs couˆts et leurs voisins
et des de´placements ; tandis que avec GA , on parle de personnes ( ou des
chromosomes ) , leur conditions physique, la se´lection , le croisement et la
mutation .
Cette diffe´rence dans la terminologie refle`te les diffe´rences d’accent, mais
sert aussi a` masquer les similitudes et les diffe´rences re´elles entre SA et GA .
Fondamentalement , SA peut eˆtre conside´re´ comme GA ou` la taille de la
population est fixe. La solution en cours est le seul individu de la population.
Comme il n’y a qu’une seule personne , il n’y a pas de croisements , mais
uniquement des mutations.
La principale diffe´rence entre SA et GA est que SA cre´e une nouvelle solu-
tion en modifiant une seule solution avec un de´me´nagement local ,or que, GA
cre´e e´galement des solutions en combinant deux solutions diffe´rentes. Si cela
fait effectivement le meilleur algorithme ou le pire, cela de´pend du proble`me
et de la repre´sentation.
Il convient de noter que les deux algorithme SA et GA partent de l’hy-
pothe`se fondamentale que les bonnes solutions sont probablement trouve´ ”
pre`s ” des bonnes solutions de´ja` connues par la se´lection au hasard de l’en-
semble de l’espace de solutions .
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Le GA diffe`re par le traitement des combinaisons de deux solutions exis-
tantes comme e´tant ”proche” , en faisant l’hypothe`se que ces combinaisons
(enfants) partagent les proprie´te´s de leurs parents , de telle sorte qu’un enfant
de deux bonnes solutions est probablement meilleur qu’une solution ale´atoire
.
Cela de´pend e´videmment de l’ope´rateur de croisement. S’il est mal choisi
par rapport au proble`me et sa repre´sentation , une recombinaison sera ef-
fectivement une solution ale´atoire. Comme indique´ dans [120] , ce type de
croisement entraˆıne souvent une destruction des proble`mes combinatoires si
un chromosome exprime directement une solution.
En outre, il convient de noter que le poids relatif accorde´ a` la mutation
et la recombinaison est un parame`tre crucial qui affecte ce que l’algorithme
ge´ne´tique fait en re´alite´.
Du point de vue pratique, il convient de noter que, pour certains proble`mes
, l’e´valuation des solutions qui sont a` proximite´ d’une solution existante peut
eˆtre tre`s efficace , ce qui peut donner un grand avantage de performance de
SA , par rapport a` l’AG , si l’e´valuation des solutions recombine´s n’est pas
si efficace.
Il est surprenant de voir que le temps d’exe´cution est souvent ne´glige´
dans les comparaisons empiriques des algorithmes d’optimisation pour les
proble`mes combinatoires . Il devrait eˆtre un e´le´ment cle´ d’une telle compa-
raison .
S’il n’y avait pas de limites sur le temps d’exe´cution , on peut toujours
effectuer une recherche comple`te , et obtenir la meilleure solution possible .
La plupart des algorithmes stochastiques peuvent faire la meˆme chose ,
sans limite de temps donne´e. Dans la pratique , il y a toujours des limites
sur le temps d’exe´cution .
En outre, une proprie´te´ cle´ des algorithmes stochastiques tels que les SA
et GA est le temps , ils fournissent habituellement des meilleures solutions
en leurs allouant plus de temps, au moins jusqu’a` une certaine limite. Si ,
dans une comparaison empirique , l’algorithme A est autorise´ a` utiliser plus
de temps que l’algorithme B , leurs qualite´s de solution ne sont plus compa-
rables , car il n’y a aucune indication sur la fac¸on dont une bonne solution
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de l’algorithme A e´tait produite en meˆme temps que l’algorithme B.
Il y a quelques conseils dans la litte´rature pour SA et GA, des compa-
raisons expriment que SA est un ” starter rapide ” qui obtient de bonnes
solutions dans un court laps de temps , mais n’est pas en mesure d’ame´liorer
ses solutions en lui allouant plus de temps , alors que GA est un ”starter lent ”
qui est capable d’ame´liorer la solution constamment lorsqu’il a plus de temps.
Mann et le Forgeron [93] comparent SA et GA pour un proble`me de rou-
tage. Ils rapportent les temps d’exe´cution, la comparaison se concentre prin-
cipalement sur des couˆts de solution. Les temps d’exe´cution du GA e´taient
de 10 a` 24 fois plus longtemps que ceux du SA. Ils rapportent que GA a
donne´ des solutions le´ge`rement meilleures que SA, mais ils notent aussi que
le SA a re´alise´ ses solutions beaucoup plus rapides. Cependant, ils ne rap-
portent pas ce qui arrive si on donne le meˆme temps aux algorithmes. Dans
le papier [77], il y a une bonne discussion sur la fac¸on de faire une comparai-
son empirique significative. A` titre d’exemple, ils conside`rent un proble`me de
minimisation de couˆt d’arbre. Ils comparent plusieurs algorithmes incluant
SA et GA et normalisent soigneusement le temps d’exe´cution donne´ aux
diffe´rents algorithmes. Leurs re´sultats indiquent que, e´tant donne´ le meˆme
temps, syste´matiquement, SA a donne´ de meilleures solutions que GA.
Sachant que notre proble`me est d’avoir des meilleures solutions dans un
temps relativement limite´ nous avons choisie de se baser sur le mode`le de
recuit simule´.
5.2.2 Approche de classification base´e sur les heuris-
tiques
Dans cette section, nous pre´sentons l’algorithme PMTD base´ sur une
distance spe´cifique que nous avons fourni appele´e Ω et le mode`le de recuit
simule´, afin de pre´server la divulgation de donne´es au cours du processus de
de´couverte des e´quipes.
Nous proposons un mode`le dynamique qui traite non seulement la relation
statique entre les membres du crowdsourcing mais aussi les taux effectifs de
donne´es partage´es. Notre algorithme est pre´sente´ comme suit :
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Algorithm 9 Probabilistic Metaheuristic Team Discovering
(PMTD)
Require: t – temperature
f – Objective function
2: SL – Solutions List {I}nitializations
t = T0
4: x = RSGresult
xbest = x
6: SL = null
while stopping criterion is not met do
8: for iter := 1 to max do
s ←− Generate Neighbor Solution(x)
10: if f(s) ≺ f(x) then
x ≡ s
12: SL←− add(s)
if f(s) ≺ f(xbest) then
14: xbest ≡ s
end if
16: else
if random ≺ exp {− (f(s)− f(x))÷ t} then
18: x ≡ s
SL←− add(s)
20: end if
end if
22: end for
t←− α× t
24: end while
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L’algorithme de classification propose´ comporte trois phases :
1. La matrice de propagation fournie par l’algorithme PPCA sera mo-
difie´e pour conside´rer maintenant un graphe non oriente´, mettre a`
jour les relations entre deux utilisateurs avec la valeur e´leve´e de leur
propagation. Par exemple, la probabilite´ entre (Bob,Alice = 0, 2) et
(Alice, Bob = 0) et leur max est de 0,2. Le maximum sera le crite`re
utilise´ pour e´viter les fuites de donne´es entre les clusters.
Cela signifie que, plus la probabilite´ de propagation est e´leve´e, plus
les utilisateurs doivent eˆtre dans le meˆme groupe pour la collaboration
et non dans des groupes diffe´rents. La matrice est mise a` jour comme
suit :


Bob Alice John David Mickael George
Bob 1 0.21 0.07 0.1 0.19 0.7
Alice 0.21 1 0.27 0.45 0.9 0.3
John 0.07 0 1 0.2 0.3 0.1
David 0.1 0.45 0.2 1 0, 5 0.13
Mickael 0.19 0.9 0.3 0.5 1 0.27
George 0.7 0.3 0.1 0.13 0.27 1


2. Ge´ne´rer une solution ale´atoire et unique tout en pre´servant la ”‘Pri-
vacy”’ entre les e´quipes. L’algorithme de ge´ne´ration de solution ale´atoire
(RSG) va de´couvrir une solution unique, tout en pre´servant la vie
prive´e.
L’algorithme RSG groupe les utilisateurs du crowdsourcing fondamen-
talement sur la propagation de donne´es tout en se basant sur la distance
Ω, les utilisateurs qui ont de forte propagation de donne´es (supe´rieur
au seuil fixe´ par le RSG) seront classe´s dans la meˆme e´quipe.
L’algorithme RSG attribue un utilisateur du crowdsourcing a` une e´quipe
spe´cifique en calculant sa propagation de donne´es avec toutes les e´quipes
existantes de la solution, il peut cre´er de nouvelles e´quipes, fusionner
ou supprimer d’autres e´quipes.
Lorsqu’un utilisateur a une propagation faible (en dessous du seuil
fixe´) l’algorithme RSG attribue au hasard l’utilisateur dans un nou-
veau groupe ou dans une e´quipe existante.
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3. La de´couverte de diffe´rentes solutions, base´e sur l’heuristique recuit si-
mule´.
Notre algorithme est initialise´ avec la solution ge´ne´re´e par RSG. Ensuite,
il de´couvre diffe´rentes solutions qui pre´servent la ”‘Privacy”’.
Le processus du PMTD permet de cre´er de nouvelles solutions avec diffe´rents
assemblages permettant de pre´server la vie prive´e. Il retourne les diffe´rentes
solutions conservant l’intimite´ de chaque e´quipe.
Nous donnons les principales e´tapes de l’algorithme propose´ sur la base
de recuit simule´ pour ge´ne´rer les meilleures solutions de regroupement de
membres :
– Initialisation : l’initialisation est de´finie comme suit :
1. Le PMTD commence a` une tempe´rature e´leve´e T0 et la tempe´rature
est le´ge`rement re´duite en vertu d’un certain me´canisme appele´ le
cycle de refroidissement lorsque la proce´dure se poursuit.
Nous utilisons le cycle de refroidissement exponentiel, ti = α×ti−1,
ou` α ∈ (0, 1) est le taux de de´croissance de la tempe´rature. L’ide´e
fondamentale est de ge´ne´rer une nouvelle se´quence voisine λ en se
basant sur des re`gles ale´atoires et la se´quence principale S0. La
nouvelle solution λ est e´value´e par un me´canisme appele´ crite`re
d’acceptation pour de´cider soit l’acceptation de λ soit son rejet.
De toute e´vidence, si λ ame´liore S0, elle est accepte´e. En outre,
la solution pire peut eˆtre accepte´e avec une probabilite´ en fonc-
tion de la diffe´rence entre la qualite´ des deux solutions et de la
tempe´rature actuelle ti. Par conse´quent, il y a une chance plus
e´leve´e d’accepter la solution pire lorsque les tempe´ratures sont
plus e´leve´es.
2. La solution de de´but : l’algorithme ge´ne`re une solution de de´but
ale´atoire pour explorer S0.
– Explorer des solutions ale´atoires : l’algorithme ge´ne`re ale´atoirement
des solutions a` explorer. A chaque ite´ration, il de´rive une nouvelle
solution Si de la solution Si−1 de l’ite´ration pre´ce´dente en de´plac¸ant
ale´atoirement un membre du crowdsourcing entre deux clusters.
– Acceptabilite´ de la solution : L’acceptabilite´ de la solution ge´ne´re´e Si
est mesure´e par le biais de la fonction objective f(Si). La fonction ob-
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jective utilise´e combine plusieurs crite`res, a` savoir la fuite de donne´es,
le recouvrement des spe´cialite´s et la collaboration dans l’e´quipe en une
valeur de notation. Elle est donne´e comme suit :
f(Si) =


∞ Si ∃ Fuite De Donnee´s
Moyenne (Fuite De Donne´es) +
Moyenne (Collaboration dans l’e´quipe)
+ Taux De Couverture (spe´cialite´s) Sinon
ou`Moyenne(Collaboration dans l′equipe) mesure la collaboration dans
les e´quipes de Si, Moyenne(Fuite De Donnees) mesure la fuite de
donne´es entre les e´quipes compe´titives et, Taux De Couverture(specialites)
conc¸u par :
nombre de specialites dans la solution∑
des specialites
5.2.3 Algorithme de ge´ne´ration de solution ale´atoire
(RSG)
Une matrice D contenant les paires de distances Ω(xn, xm) entre tous les
membres du crowdsourcing est calcule´e ; la distance propose´e Ω repre´sente la
valeur de propagation maximale comprise entre les membres du crowdsour-
cing. Le crite`re de divulgation est fonde´ sur la propagation de donne´es.
Ainsi, la distance entre deux membres du re´seau social est la valeur de
propagation entre eux : d(mi,mj) = Pmi,mj .
ou` P est la valeur de propagation entremi etmj calcule´e dans la premie`re
phase et d est la distance se´parant deux membres du crowdsourcing qui si-
gnifie la valeur de la propagation des donne´es entre eux.
La phase de regroupement sera traite´e sur la base des e´tapes suivantes :
(1) La fixation du seuil initial de la divulgation de donne´es (c’est a` dire,
nous conside´rons qu’il existe un risque de divulgation de donne´es si le taux de
propagation entre un candidat membre a` un cluster et le reste des membres
est plus que le seuil de 0,4) et la cre´ation d’une e´quipe vide.
(2) L’initialisation des clusters se fait en attribuant arbitrairement un
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membre au cluster. Apre`s cela, nous assignons le premier membre a` regroupe´s
a` cette e´quipe.
(3) Pour chaque nouveau membre (qui peut rejoindre le cluster), la distance
qui le se´pare de chaque membre dans les e´quipes est calcule´e.
La distance se´parant le nouveau membre du crowdsourcing au cluster est la
valeur maximale de la distance qui le se´pare de chaque membre du cluster
note´e Ω(C,K).
(4) Chaque situation est diffe´rente lors du regroupement d’un nouveau
membre du crowdsourcing, l’algorithme RSG se re´serve les droits de cre´ation
de nouvelles compositions d’e´quipes, de suppression de certains groupes et de
fusion d’autres, nous notons que la solution propose´e pre´serve la vie prive´e
de chaque e´quipe.
En outre, dans le cas ou` un membre a une forte communication avec
plus de deux clusters , diffe´rentes solutions existent comme la fusion des
deux clusters , en de´plac¸ant dans un seul cluster la totalite´ des membres
du crowdsourcing relie´s avec une distance de propagation supe´rieure au seuil
fixe´, une seule situation est choisie de fac¸on ale´atoire par l’algorithme RSG .
Un classement est effectue´, pour ce faire, trois cas se pre´sentent comme
suit :
– le membre a` regrouper, a une propagation en dessus du seuil, avec une
seule e´quipe de la solution,donc, le membre est affecte´ a` cette e´quipe.
– Le membre n’a pas de fuite de donne´es avec aucune e´quipe dans la
solution, donc, nous attribuons le membre arbitraire a` une e´quipe ou a`
une e´quipe nouvellement cre´e´e.
– Le membre a une fuite de donne´es avec deux ou plusieurs e´quipe dans
la solution, pour cela, nous recherchons tous les membres connecte´s qui
ont une propagation en dessus du seuil, ensuite, nous de´plac¸ons tous
les membres connecte´s soit dans une e´quipe arbitrairement choisie soit
dans e´quipe nouvellement cre´e´.
La dernie`re e´tape, est d’e´liminer toutes les e´quipes vides du processus de
classification. Par exemple
si Ω(C1, K) = 0, 8 et Ω(C2, K) = 0, 7 , alors, l’algorithme RSG va choisir
ale´atoirement de de´placer les membres de C1 ( et les membres fortement
connecte´s avec K, Ω ≻ Seuil ) au cluster C2 ou vice versa , une troisie`me
situation est concevable est de choisir la cre´ation d’une nouvelle e´quipe C3
et de de´placement de tous les membres connecte´s de C1 et C2 avec K dans
C3 , puis supprimer les e´quipes vides .
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Figure 5.1 – RSG
L’algorithme retourne une constitution d’e´quipes possible tout en pre´servant
la fuite de donne´es.
La figure 5.1 pre´sente une constitution ale´atoire de solutions.
L’algorithme RSG retourne une solution ale´atoire pre´servant la fuite de
donne´es entre les e´quipes, en ge´ne´ral, cet algorithme en fonction de la struc-
ture du re´seau social peut renvoyer une des nombreuses solutions possibles,
tout en de´couvrant les e´quipes.
La fuite de donne´es est calcule´e sur la base de la valeur de propagation
maximale en dessus du seuil.
Notre algorithme de ge´ne´ration de solutions ale´atoires est trace´ comme
suit :
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Algorithm 10 Random solution generator algorithm (RSG)
mi – Member of a social network
2: HPTL – High Propagation Team List
FHPM – Find High Propagation Member ≻ Threshold
4: print Teams = (team1, team2, ..., teamCluster) : Teams constitution
{I}nitializations
Threshold
6: Team←M0
Solution← Team
8: for each Member mi in G do
Clustering(mi)
10: end for
return Solution
12: Function Clustering (Member mi)
for each Team in Solution do
14: for each member mj in Team do
Distancei ← ΩTeami,mj
16: end for
end for
18: HPTL ← High Propagation Team List
if size(HPTL == 1) then
20: AddMember(HPTL[0],mi)
end if
22: if size (HPTL ≻ 1) then
ConnectedMembers ← FHPM(mi)
24: Team ← Random select team from HPTL
AddMemberToTeam(Team,mi, ConnectedMembers) % May move
members
26: end if
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if size (HPTL ≺ 1) then
2: Team ← Random select team from solution % null if we create new
team
AddMemberToTeam(Team,mi)
4: end if
for each Team in Solution do
6: if Empty(Team) then
Delete(Team)
8: end if
end for
10: EndFunction
L’algorithme RSG permet de classifier tous les membres ale´atoirement
dans des e´quipes sans fuites de donne´es. L’algorithme re´cupe`re tous les
membres (n) et assigne chacun a` une e´quipe sans fuite de donne´es. L’algo-
rithme est compose´ de trois re`gles principales, chaque re`gle a` une complexite´
O(n). La complexite´ the´orique maximale est donc de O(n).
5.2.4 Mode`le probabiliste et me´ta heuristique de de´couverte
d’e´quipe (PMTD)
Le PMTD est un algorithme base´ sur le recuit simule´ (RS), il appar-
tient a` la classe des algorithmes stochastiques de recherche appele´s me´ta-
heuristiques. Il s’agit d’un algorithme base´ sur la recherche locale rapide
conc¸u pour fournir de bonnes solutions optimales ou quasi-optimales dans
un temps de calcul raisonnable ( Kirkpatrick, 1983).
Recuit, de´signe le processus qui se produit lorsque des substances phy-
siques, tels que les me´taux, sont porte´es a` un haut niveau d’e´nergie (fondu),
puis refroidi progressivement jusqu’a` ce que un e´tat solide sera atteint. Le
but de ce processus est de parvenir a` l’e´tat de plus basse e´nergie. Dans ce
processus, les substances physiques quittent ge´ne´ralement les e´tats d’e´nergie
supe´rieurs a` ceux infe´rieurs si le processus de refroidissement est suffisam-
ment lent, donc la minimisation se produit naturellement.
129
En raison de la variabilite´ naturelle, cependant, il existe une certaine pro-
babilite´ a` chaque e´tape du processus de refroidissement que la transition vers
un e´tat d’e´nergie supe´rieur se produit. Comme l’e´tat d’e´nergie diminue na-
turellement, la probabilite´ de passer a` un e´tat d’e´nergie supe´rieur diminue.
Une description de´taille´e de l’algorithme du recuit simule´ et son utilisation
pour l’optimisation peut eˆtre trouve´ dans [1] .
Essentiellement, le recuit simule´ dessine un point ale´atoire initial pour
commencer sa recherche. De ce point, l’algorithme fait un pas dans une plage
pre´de´termine´e par l’utilisateur. La valeur de la fonction objective de ce nou-
veau point est ensuite compare´e a` la valeur du point initial afin de de´terminer
si la nouvelle valeur est infe´rieure. Pour le cas de la re´duction, si la valeur de
la fonction objective diminue, il est automatiquement accepte´ et il devient
le point a` partir duquel la recherche se poursuivra. L’algorithme va alors
proce´der a` une autre e´tape. Des valeurs plus e´leve´es de la fonction objective
peuvent e´galement eˆtre accepte´es avec une probabilite´ de´termine´e par les
crite`res de Metropolis ( voir [1] ) .
En acceptant de temps en temps des points avec des valeurs plus e´leve´es
de la fonction objective, l’algorithme SA est en mesure d’e´chapper a` des op-
tima locaux. Comme l’algorithme progresse, la longueur des e´tapes diminue,
en se fermant sur la solution finale.
L’algorithme de PMTD enregistre toutes les solutions accepte´es afin de
classer les re´sultats plus tard.
La fonction Generate Neighbor Solution(x) fournit de nouvelles solutions
voisines a` la dernie`re solution accepte´e. La fonction Generate Neighbor Solution(x)
est de´finie comme suit :
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Algorithm 11 Generate Neighbor Solution
Function{Generate Neighbor Solution}{Solution Φ}
HardPreferencesValidities :=False % check the mandatory caller prefe-
rences
User Ψ ←− Random selected user from Φ
Switch (Random selected user)
Case Swap :
User Θ ←− Random Selected user from Φ
Random Relocate Θ and Ψ
Case Single Relocation :
Random relocate user Ψ from a team to another
Case new team creation :
Create new team and assign user Ψ to it
EndFunction
De´placement des utilisateurs du crowd :
ti est un ope´rateur employe´ pour produire une solution λ voisine a` la solu-
tion actuelle x en faisant un changement le´ger. Cet ope´rateur fonctionne afin
d’e´viter de produire des solutions infaisables. Nous prenons en conside´ration
trois mouvement d’ope´rateurs diffe´rents :
1) E´change : les positions de deux utilisateurs ale´atoirement choisis sont
e´change´es. Par exemple, conside´rons un proble`me avec n membres = 5 et
quelques permutation {{3, 5}{2, 4, 1}}. Supposons que les deux utilisateurs
ale´atoirement choisis sont des utilisateurs 5 et 4. Les positions correspon-
dantes sont e´change´es ; donc, nous avons {{3, 4}{2, 5, 1}}.
2) Transfert seul : un utilisateur ale´atoirement choisi est ale´atoirement
transfe´re´. Conside´rons la permutation pre´ce´dente {{3, 5}{2, 4, 1}}. Suppo-
sons que l’utilisateur choisi est l’utilisateur 4 et la nouvelle e´quipe ale´atoirement
choisie devient 1. Donc, la nouvelle solution devient {{3, 4, 5}{2, 1}}.
3) Nouvelle cre´ation d’e´quipe : nous choisissons ale´atoirement un utili-
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sateur pour relocalisation. Nous cre´ons une nouvelle e´quipe et y assignons
l’utilisateur. Conside´rons l’exemple pre´ce´dent, si l’utilisateur ale´atoirement
choisi est 3, la nouvelle solution sera {{3}{5}{2, 4, 1}}.
Crite`re d’acceptation
Comme mentionne´ pre´ce´demment, la variation est calcule´ ∆C = f(λ)−
f(x). Si ∆C ≤ 0, la solution λ est accepte´e. Sinon, la solution λ est accepte´e
avec une probabilite´ e´gale a` Pr = exp {−∆C ÷ ti}.
Le sche´ma suivant illustre le processus :
Matrice de propagation 
Génération de solution aléatoire Sj utilisant Si 
Point Initial: Réglage de la température T0 
Sj  Sans fuite de données ? 
Acceptabilité: Sans fuite de données/ 
couverture des spécialités/ Meilleure 
propagation dans l’équipe 
Oui 
Point d’entrée: Génération d’une solution aléatoire Si préservant la vie privée 
Si = {Si} U {Sj} 
Solutions 
Acceptées 
S1  
 
  
 
S2  
 
  
 
S3  
 
  
 
S n 
 
  
 
. 
. 
. 
. 
. 
.
 
 
Retourne 
Non 
Figure 5.2 – Processus du PMTD
5.2.5 Expe´rimentations
Configuration des expe´riences :
Toutes nos expe´riences sont code´es utilisant des technologies JAVA et s’exe´cutant
sur un Mac OS X 10.5.8, Intel 2.13 GHz 2 Duo avec 2 Go de me´moire vive.
Pour ces expe´riences, notre re´seau social est base´ sur la loi de Metcalfe.
La loi de Metcalfe caracte´rise beaucoup d’effets de re´seau de technologies de
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communication et des re´seaux comme Internet, le re´seau social et le World
Wide Web.
La Loi de Metcalfe est lie´e au fait que le nombre de connexions uniques
dans un re´seau d’un certain nombre de noeuds (n) peut eˆtre exprime´ mathe´matiquement
comme le nombre triangulaire n (n - 1)/2, qui est proportionnel a` n2 asymp-
totiquement.
La loi est abondante et existante en raison de la capacite´ des internautes
a` se lier ensemble. Les sites Web et des blogs comme Twitter, Facebook et
Myspace sont le centre de cette entre´e en vigueur le´gale.
Nous utilisons ale´atoirement jusqu’a` 5000 utilisateurs. De cet e´chantillon,
nous avons construit un ensemble de formation de tous les utilisateurs pour
pre´server la divulgation de donne´es pendant le processus de de´couverte d’e´quipe.
L’approche PPCA propose´e est utilise´e sur l’e´chantillon pour de´couvrir les
valeurs cache´es de propagation de donne´es.
Expe´rimentations sur la vie prive´e :
1) k-means et PMTD base´s sur Ω :
Nous comparons la fuite de donne´es entre des groupes produits utilisant
l’algorithme de k-means avec la distance Ω et notre algorithme PMTD base´
sur la meˆme distance. Le seuil de fuite est mis a` 40%. Avec la distance Ω
dans l’algorithme PMTD, il n’y a aucune fuite de donne´es entre des groupes
produits meˆme si la taille du re´seau social augmente.
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Figure 5.3 – Comparaison des fuite de donne´es
2) Les solutions re´sultats en baissant la tempe´rature de Recuit
Simule´e :
Dans cette expe´rience nous interceptons l’e´cart-type des propagations
dans les e´quipes en baissant la tempe´rature de l’algorithme de recuit simule´.
Au commencement (la tempe´rature est e´gale a` 9000) l’e´cart-type des pro-
pagations dans des e´quipes est autour de 56%. Nous obtenons un taux autour
de 40% d’e´cart-type dans les e´quipes quand la tempe´rature est autour de 5000
et nous observons une augmentation de ce taux pour atteindre 49% quand
la tempe´rature est de 0. (Voir figure 5.4-A).
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Figure 5.4 – Les re´sultats du PMTD
En meˆme temps, nous interceptons l’e´cart-type des propagations en de-
hors des e´quipes en baissant la tempe´rature de recuit simule´ (Voir figure
5.4-B). D’abord, quand la tempe´rature est autour de 9000, l’e´cart-type des
propagations en dehors des e´quipes est autour de 41%. Ensuite, quand la
tempe´rature atteint la frontie`re de 8000, l’e´cart-type des propagations en de-
hors des e´quipes s’e´le`ve a` 77% et quand la tempe´rature est autour de 3000,
l’e´cart-type des propagations en dehors des e´quipes atteint 15%.
Ces expe´rimentations confirment que les solutions ge´ne´re´es sont ale´atoires
et permettent d’atteindre la meilleure solution rapidement en explorant pro-
bablement diffe´rentes solutions de groupement.
3) Analyse des solutions :
Pour cette expe´rience nous avons choisie les algorithmes ge´ne´tiques et la
me´thode de recherche locale pour comparer l’efficacite´ de notre approche. On
a de´cide´ de fixer le temps de calcul au temps maximum de notre algorithme.
Le choix des algorithmes ge´ne´tiques se repose sur le fait que c’est une
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approche e´volutionnaire, qui manipulent un ensemble de plusieurs solutions
simultane´ment. Cette me´ta heuristique est la plus connue dans cette branche,
inspire´ du concept de se´lection naturelle e´labore´ par Darwin.
Et le choix de la me´thode de recherche locale (RL) est base´ sur la sim-
plicite´ de mise en oeuvre et sur son temps de calcul tre`s faible. Le principe
de la me´thode de recherche locale (dite aussi basic local search) consiste a`
partir d’une solution s a` choisir une solution s′ dans un voisinage de s, telle
que s′ ame´liore la recherche.
Pour ces expe´riences, on a garde´ la meˆme fonction d’e´nergie pour les
diffe´rents algorithmes pour pouvoir effectuer une meilleure comparaison.
Le crite`re de se´lection de l’algorithme ge´ne´tique (AG) est de choisir les
e´quipes qui de´favorisent le plus le travail en e´quipe (le taux de propagation
de donne´es dans la meˆme e´quipe est faible). Ensuite, on effectue un croise-
ment ale´atoire ainsi, qu’une mutation stochastique.Finalement, l’e´valuation
se fait avec la fonction d’e´nergie.
Pour la me´thode de recherche locale, nous avons de´cide´ de choisir la
premie`re solution du voisinage pour des fins de rapidite´ de calcul. Cette ap-
proche ne fait que calculer f(s+ i)− f(s), ou` i correspond a` un de´placement
e´le´mentaire.
La figure 5.5 nous montre que, au bout de 4500 secondes, le PMTD
de´couvre une solution qui permet une propagation dans l’e´quipe de 0.7% et
une propagation inter-e´quipes e´quivalente a` 0.2%. Tandis que, l’algorithme
ge´ne´tique est arrive´ a` de´couvrir une solution avec 0.42% et 0.27% respective-
ment. La me´thode de recherche locale a` aussi re´ussi a` de´couvrir une solution
avec 0.33% et 0.24% respectivement.
Les re´sultats de la figure 5.5 montre qu’en fixant le temps de calcul, l’al-
gorithme PMTD donne de meilleur re´sultats que l’algorithme ge´ne´tique et
la me´thode de recherche locale. On observe que le PMTD obtient de bonnes
solutions dans un court laps de temps mais il n’est pas en mesure de les
ame´liorer en lui donnant plus de temps. Par contre, l’algorithme ge´ne´tique
obtient de bonnes solutions en lui donnant plus de temps. Il est capable de
les ame´liorer constamment dans le temps.
L’efficacite´ des me´thodes de recherche locale est tre`s peu satisfaisante. D’abord,
par de´finition, la recherche s’arreˆte au premier minimum local rencontre´, c’est
la` leur principal de´faut.
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Figure 5.5 – Analyse des solutions
Cette expe´rience nous montre l’aspect ale´atoire du PMTD qui permet
d’exploiter un espace de solutions beaucoup plus large que celui de l’algo-
rithme ge´ne´tique ou de la me´thode de recherche locale avec le meˆme temps
de calcul.
4) Expe´rimentations sur le temps d’exe´cution :
Nous avons analyse´ le temps d’exe´cution de PMTD, DLTD paralle`le et
l’utilisation de K-means avec la distance Ω de 500 a` 5000 utilisateurs. Nous
avons calcule´ le temps d’exe´cution de 12497500 relations a` l’inte´rieur d’un
re´seau social ce qui signifie autour de 5000 membres, base´s sur la loi de Met-
calfe, nous observons que notre algorithme n’a aucune fuite de donne´es et il a
moins de temps de calcul que l’algorithme de k-means et l’algorithme DLTD
paralle`le.
Dans la figure 5.6, le temps d’exe´cution est entre 200 et 700 pour l’al-
gorithme ge´ne´tique, entre 200 et 1200 secondes pour l’algorithme DLTD pa-
ralle`le, entre 251 et 1141 secondes pour des K-means et entre 167 et 403
secondes pour PMTD, alors, c’est meilleur pour l’algorithme PMTD utili-
sant SA que le K-means ou le DLTD paralle`le.
On observe que l’algorithme ge´ne´tique est plus long que l’algorithme
PMTD parce qu’il ame´liore la solution trouve´ tout au long du processus
de de´couverte. Et on observe aussi que la me´thode de recherche locale est la
plus rapide mais on ne ne´glige pas que cette approche s’arreˆte au premier
minimum local rencontre´.
137
Figure 5.6 – Temps d’exe´cution
Les temps d’exe´cution de l’algorithme PMTD sont moins que l’algorithme
K-means et moins que notre algorithme DLTD paralle`le parce que le PMTD
utilise le mode`le de recuit simule´ pour de´couvrir et fouiller dans des solutions
voisines.
Les temps d’exe´cution de l’algorithme DLTD paralle`le sont plus impor-
tants que ceux de K-means et du PMTD parce que le DLTD paralle`le de´couvre
toutes les solutions possibles et le k-means produit seulement une, en plus le
PMTD utilise le mode`le heuristique.
Nous notons que le crite`re de convergence de l’algorithme DLTD paralle`le
est atteint quand il n’existe aucun membre a` classifier. Le crite`re de conver-
gence de l’algorithme PMTD est atteint quand la tempe´rature du SA est de 0.
La convergence de k-means est atteinte quand la comparaison des deux
dernie`res ite´rations re´ve`le que les membres ne de´placent pas d’e´quipes, ainsi,
le calcul du k-means a atteint sa stabilite´ et aucune ite´ration n’est ne´cessaire.
En comple´ment, la convergence a` un minimum local peut produire de mau-
vais re´sultats. Les temps d’exe´cution importants de l’algorithme de k-means
sont cause´s par le processus de convergence.
De plus, le re´sultat de k-means pre´sente une fuite importante entre les
diffe´rentes e´quipes en utilisant la distance Ω, en raison, du me´canisme de
classification qui classifie les membres dans l’e´quipe la plus proche, c’est a`
dire, l’e´quipe avec qui le membre a la valeur de propagation la plus forte,
meˆme s’il existe d’autres propagation l’exce´dant le seuil de propagation avec
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d’autres e´quipes.
La me´thode de recherche locale est la plus rapide mais celle ci ne donne
pas de solutions optimale.
5.3 Discussion
Comme discute´ dans la figure 5.6 on a utilise´ entre 500 et 5000 membres,
le temps d’exe´cution de l’algorithme PMTD est nettement infe´rieur a` celui
de K-means ou du DLTD paralle`le, du fait que, le PMTD est base´ sur le
recuit simule´ pour de´couvrir et rechercher les solutions voisines.
Contrairement, les autres algorithmes sont ite´ratifs. Le temps d’exe´cution
de l’algorithme DLTD paralle`le est plus important que le K-means et le
PMTD, parce que, le DLTD permet de de´couvrir toutes les solutions pos-
sibles alors que le K-means produit uniquement une seule. Le PMTD enre-
gistre un temps d’exe´cution moindre parce qu’il utilise les heuristiques.
On note aussi que, la recherche des solutions voisines peut eˆtre faite avec
une me´thode dirige´e (en s’inspirant du mode`le de l’algorithme ge´ne´tique lors
de la recherche d’une solution fille), par contre, cela va restreindre l’espace
de recherche de solutions parce que le temps d’exe´cution reste toujours le
meˆme.
La me´thode de recherche locale a` permis de de´couvrir des solutions sans fuite
de donne´es entre les e´quipes en un temps record, par contre, on n’a aucune
certitude que la solution est optimale.
Les algorithmes ge´ne´tiques ont donne´ des solutions moins bonnes que
celles retourne´es par le PMTD.
L’algorithme PMTD a` re´ussi a` de´couvrir des e´quipes compe´titives et col-
laboratives en un temps re´duit, tout en interdisant les fuites de donne´es entres
les e´quipes et en maximisant le travail au sein de chaque e´quipe pour plus
de collaboration.
Notre approche permet aussi de de´couvrir plusieurs possibilite´s de classifi-
cations en fonctions des valeurs de propagations entre les diffe´rents membres
du crowdsourcing.
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Une approche pour classer ces diffe´rentes solutions est discute´e dans le
chapitre suivant pour ordonner les solutions en fonction des pre´fe´rences du
demandeur de la requeˆte a` savoir les compe´tences, les niveaux d’expertises,
· · ·
5.4 Conclusion
Dans cette section nous avons pre´sente´ notre approche de classification
des utilisateurs du crowdsourcing pour re´soudre une requeˆte d’un demandeur.
Cette approche est nettement meilleure que les approches cite´es pre´ce´demment.
La proble´matique de temps d’exe´cution est leve´e en utilisant le recuit simule´
comme heuristique pour l’exploration.
Au niveau de la vie prive´e, l’approche PMTD assure la de´couverte des
meilleures solutions des e´quipes sans fuites de donne´es. Sur le plan d’explora-
tion de l’espace des solutions valables, l’algorithme PMTD a` re´ussi a` explorer
ale´atoirement diffe´rentes solutions dans tous l’espace des solutions possibles.
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Chapitre 6
Approche de classement des
diffe´rentes solutions de
classification : Les SCSP
6.1 Introduction
Dans ce chapitre nous nous inte´ressons au domaine de programmation
par contrainte. Suite au grand nombre de solutions retourne´es par l’algo-
rithme DLTD et PMTD, dans cette section, nous de´montrons la capacite´ du
mode`le semiring de´fini en ≪ Soft Constraint Satisfaction Problem ≫ dans le
domaine de la programmation [ Bistarelli 2004 ; Law 2004 ] pour classer les
solutions de composition d’e´quipe propose´es en utilisant les pre´fe´rences des
demandeurs du crowdsourcing.
Beaucoup de proble`mes dans la vie re´elle ne peuvent pas s’attendre a`
avoir une solution exacte. La plupart des proble`mes qui doivent eˆtre re´solus
ont beaucoup de contraintes et donc la plupart du temps ne conduisent pas
a` une solution.
Dans de tels cas, nous devons assouplir les restrictions pour que nous
puissions au moins trouver une solution qui soit aussi proche que possible
de la solution attendue. C’est certainement beaucoup mieux que de ne pas
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trouver une solution satisfaisant les diffe´rentes contraintes.
Ainsi, le concept de ≪ Soft constraint ≫ qui va eˆtre utilise´ dans ce chapitre
est que les contraintes sont classe´es en fonction de leur importances et la
forme qui satisfait au maximum les contraintes de haut rang est conside´re´e
comme optimale. En ce qui suit, nous pre´sentons en re´sume´ l’approche de
Soft constraint et montrons comment ce mode`le peut eˆtre utilise´ pour classer
les solutions fournies.
6.2 Principes, proprie´te´s et de´finitions
Un CSP de´finit un ensemble de variables dont les gammes sont prises a`
partir d’un domaine fini et un ensemble de contraintes qui limitent les valeurs
que peuvent prendre ces variables. Une solution pour un CSP est une affec-
tation d’une valeur a` chaque variable, toutes les contraintes sont satisfaites
simultane´ment.
Les ≪ Soft constraints ≫ [Bistarelli et al. 1997 ; 1995] ge´ne´ralise les CSP
classiques en ajoutant un niveau de pre´fe´rence pour chaque tuple dans le
domaine des variables de contrainte.
Le niveau de pre´fe´rence peut eˆtre utilise´ pour obtenir une solution appro-
prie´e qui peut ne pas remplir toutes les contraintes, mais optimise certains
parame`tres (et qui dans notre cas seront naturellement applique´es aux be-
soins des utilisateurs).
Les ope´rations de base sur les ≪ Sof constraints ≫ (par exemple, la construc-
tion de conjonctions de contraintes et la projection sur les variables) doivent
ge´rer les pre´fe´rences d’une manie`re homoge`ne.
Ceci exige un changement de la structure mathe´matique sous-jacente des
CSP classiques pour passer d’une alge`bre cylindrique a` une alge`bre ≪ Semi-
ring ≫ , enrichi avec des proprie´te´s supple´mentaires, et appele´e un C-semiring.
De´finition 10 un C-Semiring est un tuple 〈A,+,×, 0, 1〉 - A est un en-
semble et 0 ∈ A, 1 ∈ A. -
∑
est de´finie sur un sous-ensembles de la manie`re
suivante :
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∗) + est commutatif (a + b = b + a), associatif (a + (b + c) = (a + b) + c),
avec un e´le´ment e´le´mentaire 0 (a + 0 = a) et un e´le´ment absorbant 1 (a +
1 = 1).
∗)
∑
∅ = 0 et pour tout a ∈ A,
∑
{a} = a.
∗) Compte tenu de tout ensemble d’indices S.
∑
i∈S (
⋃
Ai) =
∑({∑
i∈S Ai
})
(aplatissement)
A repre´sente le niveau de pre´fe´rence de la solution qui peut eˆtre de´montre´
qu’il est un treillis avec un ordre partiel a ≤ b si a + b = b, minimum 0, et
maximum 1. La re´solution est fonde´e sur la gestion des diffe´rentes pre´fe´rences
a` l’aide de l’ope´rateur + et × . Il n’y a pas de supposition de la signification
ou la manipulation des pre´fe´rences, + et × sont des espaces re´serve´s pour
des de´finitions concre`tes utilise´es par de nombreux syste`mes de contraintes
comme les contraintes floues, les contraintes traditionnelles, etc.
De´finition 11 (Contrainte).
E´tant donne´e un c-semiring 〈A,+,×, 0, 1〉, un ensemble de variable V, et un
ensemble de domaine D, un pour chaque variable dans V, une contrainte est
la paire 〈def, con〉 ou` con ⊆ V et def : D|con| −→ A.
De´finition 12 (Soft Constraint Satisfaction Problem SCSP).
Un SCSP est une paire 〈def, con〉 ou` con ⊆ V et C est un ensemble de
contraintes. C peut contenir des variables qui ne sont pas dans con, autre-
ment dit, ils ne sont pas inte´ressants pour le re´sultat final. Dans ce cas, les
contraintes de C doivent eˆtre projete´es sur les variables de con.
De´finition 13 (Combinaison des contraintes).
Deux contraintes c1 〈def1, con1〉 et c2 〈def2, con2〉 peuvent eˆtre combine´ dans
C1⊗C2 = 〈def, con〉 en prenant toutes les variables dans la contrainte d’ori-
gine (con = con1
⋃
con2) et en attribuant a` chaque n-uplet dans la nouvelle
contrainte une valeur de pre´fe´rence qui provient la combinaison des valeurs
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des contraintes d’origine : def(t) = def1(t ↓
con
con1
)xdef2(t ↓
con
con2
) avec
t ↓
X
Y
de´signant la projection du tuple t, qui est de´fini sur l’ensemble des
variables X, sur l’ensemble des variables Y ⊆ X.
De´finition 14 (Projection).
Compte tenu une ”‘Soft constraint”’ c = 〈def, con〉 et un ensemble de variable
I ⊆ V , la projection de c sur I, note´e c ⇓I est la contrainte 〈def´ , con´〉 ou`
con´ = con
⋂
I et def´(t´) =
∑

t|t↓
con
con ∩ I
=t´


def(t).
De´finition 15 (Solution).
Une solution d’un SCSP 〈C, con〉 est la contrainte (⊗C) ⇓con c’est a` dire, la
combinaison (conjonction) de toutes les contraintes de C projete´e sur toutes
les variables con d’inte´reˆt.
Les de´finitions 11,12,13,14,15,16 lie´es aux ”‘Soft constraints”’ illustre une
certaine fondamentale.
Il est possible de combiner les contraintes au sein d’autres contraintes
(avec ⊗, similaire a` la conjonction), et de projeter des contraintes sur un
tuple de variables ↓
X
Y
.
La valeur de la pre´fe´rence de chaque tuple dans la contrainte de conjonc-
tion est extraite par les queˆtes de la valeur de la pre´fe´rence du tuple dans
chaque contrainte individuelle. En e´liminant les ≪ colonnes ≫ des tuples et
en maintenant uniquement les composants qu’on ne peut pas enlever, nous
utilisons les projections.
Bien que certaines ”‘ lignes ”” re´pe´te´es pourraient apparaˆıtre, nous n’au-
rons qu’un seul reste, c’est la pre´fe´rence calcule´e en appliquant + pour les
pre´fe´rences des tuple re´pe´te´s. Sachant que la solution est simplement une
projection sur une se´lection de variables, les pre´fe´rences de la solution sont
calcule´es a` l’aide de l’ope´ration de projection.
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Plus probablement, le tuple qui contient la valeur la plus e´leve´e de pre´fe´rence
est e´lu solution ”‘optimale”’. Les de´finitions 17,18 et 19 montre le contexte
du cadre SCSP.
De´finition 16 (Syste`me de contrainte).
un syste`me de contrainte est un tuple CS = 〈S,D, V 〉, ou` S est c-semiring, D
repre´sente un ensemble de domaine, et V est l’ensemble ordonne´ de variables.
De´finition 17 (Contrainte).
E´tant donne´e un syste`me de contrainte CS = 〈S,D, V 〉, et un proble`me P =
〈def, con〉, une contrainte est un tuple c = 〈defc, type〉 ou` type repre´sente le
type de la contrainte et defc est la fonction de de´finition de la contrainte.
De´finition 18 (SCSP).
E´tant donne´e un syste`me de contrainte CS = 〈S,D, V 〉, un SCSP surcharge´
de CS est une paire P = 〈def, con〉, ou` con, appele´ ensemble de variables
d’inte´reˆt pour C, un sous-ensemble de V et C est un ensemble fini de contraintes,
qui peut contenir certaines contraintes de´finies sur les variables n’appartenant
pas a` con.
6.3 Application des Soft Constraint Satisfac-
tion Problem
Afin de re´pondre a` une demande de crowdsourcing, les ope´rations de
de´couverte d’e´quipes tout en pre´servant la vie prive´e peuvent donner beau-
coup de solutions qui re´pondent aux conditions de la vie prive´e. Dans ce
cas, nous inte´grons les pre´fe´rences du demandeur (Celui qui a lance´ l’ap-
pel au crowdsourcing) pour choisir la solution la plus adapte´e fonde´e sur le
crite`re de la vie prive´e et les pre´fe´rences. Soit CS = 〈S,D, V 〉 un syste`me de
contrainte et P = 〈def, con〉 un proble`me a` re´soudre, ou` V = con =
{TeamPropagationThreshold (tpt) : le seuil de propagation au sein d’une
e´quipe, TeamSnPropagation (tsp) : Le seuil de propagation en dehors de
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l’e´quipe, ExpertLevel (el) : niveau d’expertise, Competency (com) : compe´tence},
D = {{tpt1, tpt2, tpt3, tpt4}, {tsp1, tsp2, tsp3, tsp4}, {el1, el2, el3, el4}, {com1, com2, com3}},
Sp = 〈[0, 1] ,max,min, 0, 1〉, C = 〈c1, c2, c3, c4}. Pour plus de simplicite´, les
variables et leurs domaines ont e´te´ e´crits dans le meˆme ordre. Les valeurs
ci-dessus repre´sente des domaines variables provenant d’une discre´tisation tel
que TPT ∈ [0, 1], TSP ∈ [0, 1], EL ∈ [0, 1], COMPETENCE ∈ (cardiologue, pneumologue,
carcinologue, Endocrinologue). Conside´rons les contraintes suivantes :
c1 = 〈defc1, {tpt, tsp}〉,
c2 = 〈defc2, {tsp, el}〉,
c3 = 〈defc3, {tpt, el}〉,
c4 = 〈defc4, {com}〉,
ou` les valeurs des pre´fe´rences sont dans le tableau 1 et 2 .
t defc1 defc2 defc3
〈[0.00; 0.25[, [0.00; 0.25[〉 0.25 0.00 0.00
〈[0.00; 0.25[, [0.25; 0.50[〉 0.50 0.00 0.00
〈[0.00; 0.25[, [0.50; 0.75[〉 0.75 0.00 0.75
〈[0.00; 0.25[, [0.75; 1.00]〉 1.00 0.75 0.00
〈[0.25; 0.50[, [0.00; 0.25[〉 0.50 0.00 0.00
〈[0.25; 0.50[, [0.25; 0.50[〉 0.50 0.00 0.50
〈[0.25; 0.50[, [0.50; 0.75[〉 0.75 0.25 0.00
〈[0.25; 0.50[, [0.75; 1.00]〉 0.00 0.50 0.00
〈[0.50; 0.75[, [0.00; 0.25[〉 0.75 0.00 0.75
〈[0.50; 0.75[, [0.25; 0.50[〉 0.75 0.25 0.00
〈[0.50; 0.75[, [0.50; 0.75[〉 0.00 0.75 0.00
〈[0.75; 1.00], [0.00; 0.25[〉 0.00 0.50 0.00
〈[0.75; 1.00], [0.25; 0.50[〉 1.00 0.75 0.00
〈[0.75; 1.00], [0.50; 0.75[〉 0.00 0.50 0.00
〈[0.75; 1.00], [0.75; 1.00]〉 0.00 0.50 0.00
Table 6.1 – De´finition des contrainte ”‘tpt”’, ”‘tsp”’ et ”‘el”’
t defc4
〈Cardiologue〉 1.00
〈pneumologue〉 0.50
〈carcinologue〉 0.75
〈Endocrinologue〉 0.25
Table 6.2 – De´finition des contraintes de compe´tence
Notez que celui qui a lance´ l’appel peut assigner n’importe quelle valeur
dans l’ensemble de la c-semiring a` un tuple. Son choix de valeur repre´sente
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l’opportunite´ de ce tuple particulier. Conside´rons l’entre´e defc1 (〈[0; 0.25[, [0.5; 0.75[= 0.69〉).
Le tuple [0; 0.25[, [0.5; 0.75[ est un tuple de la contrainte c1 qui repre´sente le
cas ou` TPT est entre 0 et 0.25 tandis que TSP est entre 0.5 et 0.75. La
re´solution est repre´sente´e comme suit :
– La premie`re e´tape est de combiner les deux contraintes C1 et C2. C1´ =
C1 ⊗ C2
– La seconde e´tape est de combiner la contrainte C1´ avec C3. C2´ = C1´⊗C3
– La troisie`me e´tape est de combiner la contrainte C2´ avec C4. C3´ =
C2´ ⊗ C4
La premie`re et la seconde e´tape de la re´solution sont pre´sente´es dans le
tableau 3. L’ensemble des solutions est classe´ par les pre´fe´rences (voir le
tableau 4). La solution de rang le plus e´leve´ est choisi en premier.
t defc2´
〈[0.00; 0.25[, [0.50; 0.75[, [0.50; 0.75[, 〉 0.75
〈[0.00; 0.25[, [0.75; 1.00], [0.50; 0.75[, 〉 0.50
〈[0.00; 0.25[, [0.25; 0.50[, [0.50; 0.75[, 〉 0.25
〈[0.25; 0.50[, [0.25; 0.50[, [0.25; 0.50[, 〉 0.25
〈Alltherest〉 0.00
Table 6.3 – Contrainte ordonne´e avec 3 pre´fe´rences
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t defc3´
〈[0.00; 0.25[, [0.50; 0.75[, [0.50; 0.75[, Cardiologue〉 0.75
〈[0.00; 0.25[, [0.50; 0.75[, [0.50; 0.75[, carcinologue〉 0.75
〈[0.00; 0.25[, [0.75; 1.00], [0.50; 0.75[, Cardiologue〉 0.50
〈[0.00; 0.25[, [0.50; 0.75[, [0.50; 0.75[, pneumologue〉 0.50
〈[0.00; 0.25[, [0.75; 1.00], [0.50; 0.75[, pneumologue〉 0.50
〈[0.00; 0.25[, [0.75; 1.00], [0.50; 0.75[, carcinologie〉 0.50
〈[0.00; 0.25[, [0.25; 0.50[, [0.50; 0.75[, Cardiologue〉 0.25
〈[0.25; 0.50[, [0.25; 0.50[, [0.25; 0.50[, Cardiologue〉 0.25
〈[0.00; 0.25[, [0.25; 0.50[, [0.50; 0.75[, pneumologue〉 0.25
〈[0.25; 0.50[, [0.25; 0.50[, [0.25; 0.50[, pneumologue〉 0.25
〈[0.00; 0.25[, [0.25; 0.50[, [0.50; 0.75[, carcinologue〉 0.25
〈[0.25; 0.50[, [0.25; 0.50[, [0.25; 0.50[, carcinologue〉 0.25
〈[0.00; 0.25[, [0.50; 0.75[, [0.50; 0.75[, Endocrinologue〉 0.25
〈[0.00; 0.25[, [0.75; 1.00], [0.50; 0.75[, Endocrinologue〉 0.25
〈[0.00; 0.25[, [0.25; 0.50[, [0.50; 0.75[, Endocrinologue〉 0.25
〈[0.25; 0.50[, [0.25; 0.50[, [0.25; 0.50[, Endocrinologue〉 0.25
〈Alltherest〉 0.00
Table 6.4 – Contrainte ordonne´e avec 4 pre´fe´rences
6.4 Expe´rimentations
Dans ces expe´riences, on a` choisie quelques solutions retourne´es par l’al-
gorithme PMTD, nous de´montrons le fait de de´couvrir la meilleure solution
en se basant sur les pre´fe´rences du demandeur.
On a calcule´ le TeamPropagationThreshold (le seuil de propagation fixe´ entre
les membres du crowd au sein de la meˆme e´quipe), TeamSnPropagation (le
seuil de propagation fixe´ entre les membres du crowd dans une e´quipe et
le reste des membres dans les autres e´quipes) , ExpertLevel et Competency
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Figure 6.1 – SCSP Ranking
l’ensemble des pre´fe´rences de´finies par le demandeur.
par exemple, pour TeamPropagationThreshold pour l’e´quipe composant
la solution nume´ro 2 est de 0.24 et respectivement 0.23 pour la solution
nume´ro 1, le TeamSnPropagation est de 0.57 et de 0.76 respectivement, le
expertLevel est de 0.74 et de 0.51 respectivement et finalement le competency
est Cardiologiste pour la solution 2 et 1.
En se basant sur les pre´fe´rences du demandeur, on montre dans la figure
6.1 un exemple de classement de SCSP est on conclu que la solution nume´ro
2 est la meilleure parce qu’elle satisfait la majorite´ des pre´fe´rences du de-
mandeur.
On note qu’on n’a pas enregistre´ de fuite de donne´e dans la meilleure
solution et toutes les propagations en dehors des e´quipes sont infe´rieures au
seuil.
Ces expe´riences confirme d’avantage que notre mode`le est capable de choisir
la meilleure solution lors du processus de de´couverte de solution de groupe-
ment en utilisant l’approche SCSP de classement base´e sur les pre´fe´rences
du demandeur.
6.5 Discussion
Dans cette section nous avons montre´ la me´thode de classement des so-
lutions retourne´es par l’algorithme PMTD afin de les ordonner pour le de-
mandeur de la requeˆte.
Cette me´thode se repose sur le mode`le SCSP qui permet de combiner les
pre´fe´rences et d’ordonner les solutions en fonction des valeurs assigne´es par
le demandeur.
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L’avantage des SCSP c’est qu’on peut proposer plusieurs compositions
d’e´quipes possible classe´es en fonction des pre´fe´rences et c’est au demandeur
de choisir la quelle des solutions a` valider.
Cette me´thode permet une souplesse de choix au demandeur, sachant que,
ce n’est pas toujours e´vident de trouver des solutions aux besoins demande´s.
6.6 Conclusion
Dans cette section nous avons de´taille´ la me´thode SCSP en donnant toutes
les de´finitions utiles au bon de´roulement du classement.
Nous avons donne´ un exemple d’application pour les SCSP sur notre
proble`me de de´couverte d’e´quipes compe´titives et collaboratives.
Nous avons montre´ la faisabilite´ de classer les solutions ge´ne´re´es par l’al-
gorithme PMTD afin de pre´senter la meilleure au demandeur.
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Chapitre 7
Conclusion et Perspective
future
7.1 Conclusion
Le proble`me traite´ dans cette the`se est la constitution d’e´quipes compe´titives
et collaboratives tout en pre´servant la vie prive´e dans un contexte de crowd-
sourcing. Les donne´es prive´es utilise´es sont uniquement les donne´es partage´es
avec l’entourage dans le re´seau social.
Le challenge e´tait de de´couvrir les relations cache´es dans le re´seau social,
puis constituer des e´quipes sans fuites de donne´es permettant de re´soudre
l’appel du demandeur.
Dans cette dissertation, nous avons propose´ une approche pour la de´couverte
des e´quipes compe´titives et collaboratives dans le domaine du crowdsourcing.
En particulier, nos principaux contributions a` la recherche sont les suivantes :
– Mode`le de propagation de donne´es : Ce mode`le permet de de´voiler
les relations cache´es dans le re´seau social. En se basant sur les relations
directes existantes, il permet de parcourir le re´seau social pour mettre
a` jour les relations cache´es (indirecte) et de prendre en compte les pro-
pagations maximales entre les utilisateurs.
Afin de minimiser les fuites de donne´es entre les diffe´rentes e´quipes, le
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mode`le fournit une matrice de propagation maximale entre les utilisa-
teurs.
– Mode`le de classification glouton : Ce mode`le permet la classifica-
tion des utilisateurs du crowdsourcing dans des e´quipes sans fuite de
donne´es. Pour ce faire, il doit regrouper les utilisateurs en fonction du
risque de propagation de leurs donne´es prive´es dans le re´seau social et
en se basant sur un seuil limite de propagation autorise´e. Ce mode`le
permet de de´couvrir toutes les solutions de groupement possibles sans
fuites de donne´es des travailleurs dans le crowdsourcing.
– Mode`le de classification avec les heuristiques : Ce mode`le per-
met de chercher dans l’espace des diffe´rentes solutions possibles, les
meilleures solutions de groupement des travailleurs dans le crowdsour-
cing.
Un algorithme a` base de me´ta heuristique a` e´te´ propose´ pour re´soudre
le proble`me NP-Complet identifie´ pour notre cas de recherche.
Ce mode`le permet de retourner les meilleures solutions de classification
possibles sans fuites de donne´es.
– Mode`le de classement de solutions : Ce mode`le permet de classer
les solutions ge´ne´re´es par le mode`le de classification. Il se base sur les
Soft Constraint Satisfaction Problem pour combiner les pre´fe´rences du
demandeur de la requeˆte.
Ce mode`le permet de relaxer les pre´fe´rences du demandeur et d’ordon-
ner les solutions ge´ne´re´es en fonction de leurs satisfaction des pre´fe´rences.
Ainsi, il permet au demandeur de choisir la solution la plus ade´quate
pour re´soudre sa requeˆte.
7.2 Perspective future
Le travail effectue´ dans cette the`se est susceptible d’eˆtre ame´liore´ suivant
plusieurs axes. Nous de´taillons en particulier quelques travaux :
– Gestion de l’influence sociale : L’influence sociale est un terme
ge´ne´ral qui se rapporte a` de nombreux phe´nome`nes diffe´rents de psy-
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chologie sociale. Les principaux types d’influence sociale qui font l’objet
de recherches dans le domaine de la psychologie sociale sont les sui-
vants :
1) La conformite´ : est l’acte de re´pondre favorablement a` une demande
explicite ou implicite. Techniquement, la conformite´ est un changement
de comportement, mais ce n’est pas ne´cessairement de l’attitude, on
peut se conformer en raison de la simple obe´issance, ou par ailleurs
opter pour retenir ses pense´es prive´es en raison de pressions sociales.
La satisfaction tire´e de la conformite´ est en raison de l’impact social de
l’influence accepte´e (c’est a` dire les individus se conforment pour avoir
une re´compense).
2) L’identification : est le changement d’attitudes ou de comportements
en raison de l’influence d’une personne aime´e. Actuellement les publi-
cite´s s’appuient sur des ce´le´brite´s pour commercialiser leurs produits
en profitant de ce phe´nome`ne.
3) L’internalisation : est le processus d’acceptation d’un ensemble de
normes e´tablies par des personnes ou des groupes qui ont de l’influence
sur l’individu. La personne accepte l’influence et le contenu de l’in-
fluence. Il est en harmonie avec le syste`me des valeurs de l’individu.
4) La conformite´ : est un type d’influence sociale impliquant un chan-
gement de comportement, de croyance ou de penser a` aligner avec ceux
des autres ou de s’aligner sur des standards normatifs. C’est la forme
la plus courante et omnipre´sente de l’influence sociale. Dans le cas de
la pression, une personne est convaincue de faire quelque chose dont il
pourrait ne pas vouloir faire, mais qu’il perc¸oit une re´compense pour
maintenir une relation positive avec d’autres personnes, comme leurs
amis. La conformite´ par la pression re´sulte ge´ne´ralement de l’identifi-
cation ou du respect de certains membres pour apaiser d’autres.
5) Influence par la minorite´ : est le fait que la majorite´ est influence´e a`
accepter les croyances ou les comportements d’une minorite´. Influence
par la minorite´ peut eˆtre affecte´e par la taille des groupes majoritaires
et minoritaires, le niveau de la cohe´rence du groupe minoritaire et des
facteurs conjoncturels (comme la richesse de l’importance sociale de
la minorite´). L’influence minoritaire fonctionne le plus souvent graˆce
a` l’influence sociale d’information parce que la majorite´ peut eˆtre in-
diffe´rente au gouˆt de la minorite´.
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6) Une prophe´tie auto-re´alisatrice : est la pre´diction qui cause direc-
tement ou indirectement la personne elle-meˆme pour devenir vrai, en
raison d’une re´troaction positive entre la croyance et le comportement.
Une prophe´tie de´clare´e comme une ve´rite´ peut influencer suffisamment
les diffe´rents individus, que ce soit par peur ou par confusion logique,
de telle sorte que leurs re´actions soient finalement remplient la fois par
la fausse prophe´tie.
7) Re´actance : est l’adoption d’un point de vue contraire a` l’ide´e perc¸ut
par la pression. Ce comportement a e´galement e´te´ appele´ contre la
conformite´. Bien que les re´sultats soient a` l’oppose´ de ce que voulait
l’influenceur, ce comportement re´actif est le re´sultat de la pression so-
ciale.
Il ne´cessaire d’estimer la probabilite´ pour chaque type d’influence afin
de pouvoir anticiper les re´actions des travailleurs dans le Crowdsour-
cing. Il est aussi ne´cessaire de trouver une mode´lisation de l’influence
des utilisateurs dans re´seaux sociaux pour pouvoir effectuer une esti-
mation de la probabilite´ de propagation et de son e´volution dans le
temps.
– Le crowdsourcing en mobilite´ : Le crowdsourcing mobile est un
terme qui de´crit les activite´s de crowdsourcing qui sont traite´es sur les
Smartphones et autres appareils mobiles. Les Smartphones sont de plus
en plus performants et les utilisateurs de te´le´phones mobiles peuvent
travailler sur des taˆches de crowdsourcing sans difficulte´s. Aujourd’hui,
les taˆches sont beaucoup plus qu’une description de sites simples. Le
Crowdsourcing mobile peut eˆtre utilise´ pour collecter des donne´es. Les
utilisateurs des Smartphones e´quipe´s de GPS peuvent eˆtre localise´s via
des applications pour cre´er des profils de mouvement. Les utilisateurs de
Smartphones peuvent e´galement te´le´charger des donne´es ainsi que des
photos de restaurants, des adresses d’entreprises ou des informations
sur des menus. Le crowdsourcing mobile peut e´galement fournir une
aide aux victimes de catastrophes par la coordination des programmes
de secours en temps re´el ou encore de documenter les dommages.
On peut e´tendre notre approche en inte´grant les informations des tra-
vailleurs du Crowdsourcing en prenant en compte par exemple la loca-
lisation, la situation de la re´gion du travailleur, la situation politique
du pays ou` habite le travailleur . . .
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– La de´couverte des meilleurs profils par rapport a` la requeˆte :
La repre´sentation du profil d’un utilisateur dans le Crowdsourcing de´pend
toujours de plusieurs crite`res. Du coup le choix d’un meilleur profil n’est
pas toujours facile a` de´finir par rapport aux diffe´rents contextes de la
donne´e. La collaboration de plusieurs utilisateurs du Crowdsourcing
n’est pas toujours simple a` mettre en place. Un axe de de´veloppement
de notre approche repose sur la fac¸on de rapprocher les diffe´rents profils
d’un re´seau social pour une meilleure collaboration.
Le choix de la meilleure e´quipe pour re´ponde a` l’appel du demandeur
de´pend de plusieurs facteurs, dans cette the`se on a utilise´ les pre´fe´rences
du demandeur pour mieux orienter le classement des diffe´rentes solu-
tions de groupement d’e´quipe. D’autres parame`tres sont a` prendre en
compte tel que la localisation ge´ographique, l’aˆge, le niveau intellec-
tuel,. . .
– La gestion des comportements des utilisateurs : Le comporte-
ment est un phe´nome`ne qui change en fonction de plusieurs crite`res
inte´rieur et exte´rieur a` l’individu. Il de´signe les actions d’un eˆtre vi-
vant. Dans cette the`se, nous avons pris en compte le comportement
sur le re´seau social mais non pas son changement. Notre approche est
susceptible d’e´voluer en e´tudiant le changement de comportement du
travailleur du Crowdsourcing et en prenant en compte diffe´rents chan-
gement de comportement dans la propagation des donne´es prive´es entre
les diffe´rentes e´quipes compe´titives.
– L’e´ducation des utilisateurs : Dans la plupart des sites de re´seaux
sociaux, les utilisateurs doivent accepter les termes d’utilisation po-
litique avant qu’ils puissent utiliser leurs services. Controverse´e, ces
conditions d’utilisation de´clarent que les utilisateurs doivent accepter
souvent des clauses permettant aux ope´rateurs de re´seaux sociaux de
stocker des donne´es sur les utilisateurs, ou meˆme les partager avec des
tiers.
1) Le vol d’identite´ : En raison du volume e´leve´ des renseignements per-
sonnels souvent affiche´ sur les re´seaux sociaux, il est possible de faire
d’autres estimations sur un utilisateur, telles que le nume´ro de se´curite´
sociale de la personne, qui peut ensuite eˆtre utilise´ dans le cadre d’un
vol d’identite´. En 2009, les chercheurs de la Carnegie Mellon University
ont publie´ une e´tude montrant qu’il est possible de trouver le nume´ro
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de se´curite´ sociale d’un individu a` l’aide des informations publiques sur
les re´seaux sociaux et sur les bases de donne´es en ligne.
2) Traquer : Sur les sites de re´seaux sociaux, il est devenu facile de
construire un re´seau d’amis et de connaissances, et partager avec eux
des photos, des localisations, des coordonne´es, et des inte´reˆts sans ja-
mais avoir la chance de les rencontrer effectivement. En utilisant les
informations que les utilisateurs postent sur eux-meˆmes en ligne, il est
facile pour ces utilisateurs de devenir une victime d’harce`lement sans
meˆme en eˆtre conscients du risque.
3) Re´putation involontaire : La confidentialite´ est une pre´occupation
des utilisateurs des re´seaux sociaux. Plusieurs incidents de partage de
vide´os, d’informations et de donne´es prive´es ont e´te´ souleve´s. Ces inci-
dents constituent une source de nuisance pour les utilisateurs.
4) Surveillance : Bien que le concept d’un re´seau social semble suivre le
mode`le de l’espace ouvert, les forces du marche´ controˆlent l’acce`s a` une
telle ressource. Re´cemment, une enqueˆte par le Wall Street Journal a
re´ve´le´ que de nombreuses applications populaires sur Facebook trans-
mettaient des informations d’identification sur les utilisateurs et leurs
amis pour les annonceurs et les socie´te´s de suivi de l’internet, cette
de´marche constitue une violation de la politique de confidentialite´ des
donne´es prive´es de Facebook.
Chaque jour, les proble`mes de la vie prive´e se multiplient de plus
en plus. Notre approche peut s’e´tendre en inte´grant un traitement
d’e´ducation des utilisateurs pour e´viter les nuisances de vol d’identite´,
de surveillance ou de la re´putation involontaire. Ce traitement doit ana-
lyser en premier lieu la psychologie de l’utilisateur du crowdsourcing
et puis proposer une e´ducation lui permettant de bien partager ces
donne´es prive´es dans le re´seau social.
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