■ INTRODUCTION
The enhancement of thermal efficiency, with fuel flexibility and eco-sustainability, represents a demanding task in the context of energy production systems. In this framework, moderate or intense low-oxygen dilution (MILD) combustion, 1,2 sometimes reported as flameless oxidation (FLOX), 3, 4 plays a key role as a result of the characteristics related to lower system temperatures. The oxidation processes in such technologies are mainly related to local ignition mechanisms as a result of the presence of hot gas/fresh reactant mixtures to locally obtain low oxygen levels. Besides that, dilution prevents the stabilization of deflagrative/diffusive structures as a consequence of the occurrence of the self-ignition.
Therefore, the oxidation process strongly differs from conventional combustion cases, depicting homogeneity of temperatures and species inside the reactor volume, the absence of a visible flame front, and moderated emissions of main pollutants (such as CO, NO x , and soot). 5, 6 The reactive structures, under highly diluted and preheated conditions, attain a distributed ignition regime with small gradients of scalar quantities. This combustion mode is typically achieved through the strong recirculation of burnt gases and heat, by preheating a diluted reactant mixture using internal 7, 8 or external 9 exhaust gas recirculation (EGR) techniques. Practical solutions to that aim consist of both exploiting the fluid dynamic features of the burner and using high-momentum jets. 10 The thermal efficiency is strongly enhanced by increasing the inlet temperature of oxidizers, and it helps in sustaining the MILD regime. 11 The very high diluent concentrations, obtained in MILD combustion, maintain the temperature increase below the selfignition value, 12, 13 and contemporaneously, the process is sustained through a high level of reactant preheating that is higher than the autoignition temperature. This technology gives the opportunity to use a broad range of fuels, being a very good candidate for low-calorific-value, 14, 5 hydrogen-based, and industrial fuels. 15−17 Recently, there is a general agreement that simple processes occurring in MILD conditions differ from those involved in conventional systems as a result of strong overlapping between mixing and chemistry effects. Flue gas entrainment induces high local diluent levels, so that chemical kinetics become slow enough to operate on time scales comparable to mixing time scales. 18 Therefore, the turbulence/chemistry interaction needs to be considered with appropriate and effective turbulent combustion models. 19 In addition, recent direct numerical simulation (DNS) studies 20, 21 have demonstrated that both premixed and non-premixed modes exist in MILD combustion and that ignition is influenced by preferential diffusion effects whenever the fuel contains hydrogen. These characteristics make the modeling of MILD combustion even more challenging.
Despite the application of such a concept to heavy industries, the development of MILD combustion in other fields, through computational fluid dynamics (CFD)-guided design, is hindered by previous issues. In particular, classical modeling paradigms related to the flamelet/non-flamelet concepts seem to be questionable when applied to distributed reaction zones for both the Reynolds-averaged Navier−Stokes (RANS) 22, 23 and large eddy simulation (LES) environments. 24, 25 As said above, the decrease of kinetic rates leads to a low Damkoḧler number that approaches unity. 26, 27 Therefore, the introduction of detailed chemistry seems to be of paramount importance for design optimization. 22 As a consequence, accurate models for describing both the turbulent stirring/mixing and chemical reactions have to be included in the CFD modeling. Novel methods to include detailed chemistry effects with low computational costs are based on the chemistry tabulation. In this context, flameletgenerated manifold (FGM) 28, 29 techniques seem to be very promising, 30 and they were used for MILD combustion modeling in recent years. 31 In non-premixed combustion, two controlling variables are usually used and the progress variable is chosen as a function of product/reactant mass fractions. 32, 33 The elementary process usually used in the tabulation method was related to counterflow structures. 34 Despite that, Abtahizadeh et al. 35 demonstrated that an igniting mixing layer (IML) archetype represents a better option for modeling MILD combustion in a jet in hot coflow. All of these works have considered the flamelet approach as a valuable tool for the simulation of a MILD combustion system, pointing out the stabilization and the autoignition structure of the reaction zones.
In this context, the modeling of such systems is drawing the attention of the scientific community. At the same time, the complexity of these configurations under MILD conditions led to using chemistry reduction techniques, such as the tabulated chemistry 36 approach. Huang at al., 37 for instance, used FGM to characterize a MILD combustion lab-scale furnace adopting a six-dimensional (6D) turbulent manifold. Chen at al. 36 modeled a partially premixed combustion case by tabulating the chemistry with a zero-dimensional (0D) perfect stirred reactor (PSR) configuration. The tabulation by means of a PSR may appear the most reasonable choice for combustion systems with high EGR levels. Within the MILD combustion framework, however, the choice of an ideal configuration able to locally reproduce the MILD combustion conditions represent, today, an open issue. In particular, the longer kinetic time scales as a result of the high dilution, lowering the Damkoḧler number, would theoretically make the mixing effects not negligible. This could be one of the reasons for the broadening of the reactive structures numerically observed in MILD conditions by Minamoto et al., 20 who pointed out that the flame interaction effects play a key role under MILD conditions. The 0D PSR tabulation would lead to losing that kind of information.
However, some unclarified issues regarding the reactive structures, the coupling between chemistry and turbulence and fuel composition effects, need to be addressed.
The development of comprehensive modeling tools requires active interconnections between experiments and computations. In this regard, several facilities, such as the Delft jet in hot coflow (DJHC) 38 and the Cabra flame, 39 were used in the past to mimic highly diluted and preheated conditions. The adoption of advanced diagnostic tools to obtain information on the main variables (e.g., species composition, temperature, and velocity) represented a strong asset for model validation. Nonetheless, in industrial applications, MILD combustion is achieved through massive internal EGR, which allows for dilution of the inlet mixture before its ignition. The specific design of the inlet jet aerodynamics together with a tailored flow field inside the combustion chamber permits the acquisition of the desired recirculation degree. The local dilution strongly affects mixing and chemical scales, making such configurations deeply different from JHC and Cabra configurations, which are only based on the modification of the kinetic time scale. In fact, other representative characteristics of MILD combustion commonly found in burners with internal EGR are absent in the JHC configuration. For example, a homogeneous temperature field and mild species gradient were observed in some furnace-like experimental configurations with strong recirculation of burned gases. 7, 18, 40, 41 Although several studies are reported in the literature, 10, 20, 42 experimental data in MILD conditions are relatively rare and, especially, cover very narrow operating conditions. Moreover, in conventional flameless configurations, such as JHC, the stabilization process is achieved by means of bluff body or swirl flow and the combustion typically occurs far from the walls. Thus, adiabatic conditions are often assumed in such models. 23,43−46 However, heat loss effects play an influential role in furnace-like burners because of the confinement and longer residence time of internal EGR systems. 47, 48 Internal EGR is also the cause of the high content of the absorbing and emitting mixture of H 2 O/CO 2 inside the combustion chamber, 49 which poses further modeling challenges for MILD combustion.
On the basis of such considerations, we report a study of the characterization of MILD combustion in a novel cyclonic burner. 50 Experiments were carried out in a small-scale burner, and the system temperatures and concentrations of gas species for several operating conditions were obtained. Such quantities are very important to characterize the reactive behavior of the MILD regime and provide valuable information for the assessment of predictive models.
Experimental measurements in terms of temperature and species profiles were compared to the detailed results of numerical computations in this configuration. This was performed for three different inlet temperature cases and three mixture composition values. To investigate and assess the impact of the turbulence−chemistry interaction model on MILD combustion in the cyclonic burner, the numerical
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Article computations were performed by incorporating the FGM method in RANS simulations and using three kinetic mechanisms (less and more detailed). Three different computational grids were adopted for a grid-independent study. Finally, the impact of heat loss at the walls was evaluated by reporting two cases for heat exchange inclusion: convection and convection plus radiation.
Therefore, this study aims to improve the understanding of the prediction of highly diluted flows under MILD conditions by testing the FGM method by adopting an IML structure, which will be discussed in the following sections. This model has only been applied for simple configurations, such as JHC; thus, its applicability to complex MILD burners represents an open issue. Specifically, the purpose of the paper is not to replicate the experiments by means of numerical modeling. The main aim of the comparison between computations and experiments is to assess the considered tabulated chemistry approach to understand if it is useful for the prediction/design of MILD burners or if it needs further modification/tuning.
■ EXPERIMENTAL CONFIGURATION: CYCLONIC COMBUSTION CHAMBER
A small-scale burner based on a cyclonic flow configuration was used for the experimental campaign. A sketch of the midplane section (a) and the front view (b) of the non-premixed configuration of the labscale burner are shown in Figure 1 . It was used to characterize the occurrence of MILD combustion. 50, 51 The core of the facility is a rectangular prismatic chamber with a volume of 0.002 m 3 (the height is 0.05 m). Oxidant/diluent (preheated up to 1400 K) and fuel streams, independently adjustable, are injected from two opposite sides of the chamber, allowing for the realization of a toroidal cyclonic flow field as a result of the position of the outlet on the top of the reactor. The main oxidizer flow (N 2 /O 2 mixture) is preheated at different preheating levels and injected at 38 m/s, whereas the fuel stream (C 3 H 8 /N 2 mixture) is regulated at an ambient environmental temperature (T 0 = 300 K) and 50 m/s. The oxidant injector is placed at a distance of 0.02 m from the lateral wall and has a diameter of 0.008 m, whereas the fuel injector is 0.045 m from the wall and has a diameter that is one-tenth of that of the oxidizer. The details of the feeding section are reported in Figure 1a . The exit section is placed at the top of the chamber.
The combustor is built using a heat-insulating material, expanded vermiculite, and it is located within an electrically heated ceramic oven. The main oxidizer stream passes through heat exchangers, which are placed within the electrical ceramic fiber heaters to increase the inlet temperature to the desired values. On the other hand, the fuel flow is injected at ambient temperature.
Two thermocouples (type N) and an optical access (quartz window) are used to monitor the oxidation process, as reported in Figure 1 . The thermocouples can be moved within the reactor and are positioned at the midplane of the chamber. The central and lateral thermocouples are located at 10 and 2 cm from the lateral wall, respectively, as reported in Figure 1a . Convective and radiative effects strongly influence temperature measurement accuracy. The former effects are important close to the inlet zone, where high turbulent mixing occurs, while the latter cannot be neglected near the walls. Uncertainties related to lateral thermocouples are ±2 and ±6% for convection and radiation, respectively. On the other hand, the uncertainties related to central measurements are about ±1% for convection and ±1.5% for radiation. Other specific information on the experimental apparatus is reported in previous works.
50 −52 The exhausts were monitored at the outlet of the burner by means of a water-cooled probe. The major species concentrations were measured through a gas chromatograph (GC) analyzer.
The five different experimental conditions performed are reported in Table 1 . For each measurement, the overall nitrogen mole fraction (diluent) is take into account with the parameter d N 2 , which is defined as the overall inlet percentage molar fraction of the diluent species in the mixture and is fixed in this paper at 0.94. System operative parameters, such as the average residence time (volume/volumetric flow rate) and the pressure, were fixed to 0.5 s and 1 bar, respectively. The oxygen mole fraction depends upon the overall dilution level (d N 2 ) and the inlet equivalence ratio (Φ), accordingly. Table 1 are also reported the percentage molar fractions of the inlet species (Y C 3 H 8 , Y O 2 , and Y N 2 ) within the fuel/oxidizer streams. The autoignition of inlet oxidant flow was attained by increasing, during the experimental tests, its temperature (through external preheaters) from the ambient temperature T 0 to the desired value T in .
The effects of both the inlet temperature and global equivalence ratio on the characteristics of the oxidation process were studied in this paper.
Therefore, for each condition experimentally investigated, an energy balance on the ovens and the preheating system was carried out to evaluate the total external heat flux at walls, q. In particular, for each experimental test, the ambient temperature was fixed at T = T in to minimize the heat loss through the surroundings. Therefore, when the reactor exit and external temperatures for each experimental condition were measured, it was possible to evaluate the total heat flux at the walls by means of a global heat transfer balance. The heat flux values, which were also used for the numerical simulations, as wall boundary conditions, are listed in the last column of Table 1 . Table 1 were numerically investigated. CFD simulations were performed with the commercial code ANSYS Fluent 15. Four different computational grids were developed in the ANSYS meshing software Icem CFD 15 to evaluate the independence of the simulations from the grid. A complete three-dimensional (3D) geometry of the combustion chamber was considered for numerical modeling. In particular, an unstructured computational mesh composed of approximately one million hexahedral elements (1 M), clustered near the inlets, was used and is shown in Figure 2 with all boundary conditions (BCs) selected.
Inlet velocity BCs were used for the fuel and oxidizer jets, while the outlet pressure BC was used for the outlet. To evaluate whether and how the computational grid affected the simulations, three additional meshes were used: a denser mesh of about one and a half million cells (1.5 M cells) and two sparser grids of approximately 600 000 and 450 000 cells. For the sparser grids, only the case CS1045 was computed.
Pressure−velocity coupling was ensured using the SIMPLE scheme, and second-order upwind discretization was adopted for all of the transported variables. The grid allows for the acquisition of a good resolution in the mixing and reacting regions by means of a mesh refinement near the inlets, thus saving computational effort. The Favre-averaged Navier−Stokes equations were solved using the k−ε turbulence model with the renormalization group (RNG) 53 theory. The RNG theory introduces a new term in the equation of the turbulence kinetic energy dissipation rate ε, which depends upon the rate of strain of the turbulence, thus improving the accuracy for rapidly strained flows. Because the standard k−ε model is a highReynolds number model, the RNG theory provides an analytically derived differential formula for effective viscosity that accounts for low Reynolds number effects. Moreover, the swirl-dominated flow option was included to account for the effects of swirl or rotation by modifying the turbulent viscosity appropriately. The effective use of this feature does, however, depend upon an appropriate treatment of the near-wall region. The enhanced wall treatment (EWT) 53 was adopted as near-wall modeling method. The EWT is a near-wall modeling method that combines a two-layer model with the so-called enhanced wall functions. Basically, if the near-wall mesh is fine enough to be able to resolve the viscous sublayer with the first near-wall node placed (y + ≈ 1), then the EWT will be identical to the traditional twolayer zonal model. However, the restriction that the near-wall mesh must be sufficiently fine everywhere might impose too large a computational requirement. To have both a near-wall modeling more accurate than the standard two-layer approach for fine near-wall meshes and a good accuracy for wall-function meshes, ANSYS Fluent combines the two-layer model with enhanced wall functions. 53 On the basis of its definition, the authors chose to adopt the EWT to increase the accuracy of the simulation near the walls and to reduce meshdependency effects.
The mixing field of the cyclonic combustor chamber was already characterized in a previous work by the same group. 50 It was shown that the high-speed oxidizer jet induces a strong swirl within the reactor and that the fuel jet is strongly bent by EGR, ensuring efficient mixing between flows.
The effects of internal gas recirculation are confirmed by the residence time distribution, as reported in Figure 3 . The highly turbulent toroidal recirculation zone obtained inside the burner promotes the achievement of the high-temperature and low-oxygenconcentration conditions, which are required for a MILD stable autoignition.
Therefore, the MILD combustion regime in this burner is characterized by low Damkoḧler numbers with a relevant internal flue gas recirculation. 50 Thus, to simulate the cyclonic combustion chamber, a FGM 28,29 was adopted. A brief description of this method is given in the next paragraph.
Furthermore, three different kinetic mechanisms with different levels of detail were adopted to address the need to consider detailed kinetics for MILD conditions: the C1C3 reaction mechanism, 54 the San Diego mechanism, 55 and the Lindstedt mechanism. 56 On the basis of previous studies by Sabia et al., 57 the first mechanism was adopted for all of the simulations. The stoichiometric case CS1045 was used to evaluate the influence of the kinetic mechanisms and computational grid on the simulation results, as reported in the following paragraphs.
The radiative heat transfer was modeled with the discrete ordinates method (DOM) 58 . Such a method is applicable to a wide range of optical thicknesses, and because the optical thickness for MILD flames is not well-defined or well-known, using the DOM seems to be a reasonable choice. 16, 59 A weighted-sum-of-gray-gases model (WSGGM) was adopted to evaluate the absorption coefficient of the gaseous mixture inside the chamber. The details of the radiative model are reported in the following sections.
The effect of the heat loss at the walls was evaluated mainly by considering the heat flux to the walls from the fluid side as the sum of a convective and radiative term, as follows:
where h f is the fluid-side local heat transfer coefficient, computed by Fluent based on the local flow-field conditions (e.g., turbulence level, temperature, and velocity profiles), T w is the wall surface temperature, T f is the local fluid temperature, and q rad is the radiative heat flux. To complete the heat flux balance at the walls, the sum of the convective and radiative terms are equal to the external heat flux q, experimentally calculated and listed in Table 1 .
Equation 1 can be rewritten to solve for the wall temperature, as the following:
Therefore, for each investigated condition, the wall temperature was evaluated by fixing the heat flux at the walls q as that reported in Table  1 for each case. For all conditions listed in Table 1 , simulations both including and excluding the radiation model were conducted to investigate the effect of the heat exchange mechanism on the modeling results. The two models are reported in Table 2 .
It is important to point out that, for both the C and CR models, a conductive term was also included in the evaluation of the heat loss at walls by setting a wall thickness of 0.02 m and the properties of the vermiculite material.
FGM. The FGM model is a numerical method that aims toward chemistry reduction for reactive systems by means of two basic hypotheses: the overall n-dimensional space of composition can be regarded as an (n − m)-dimensional space, the manifold, and a turbulent flame can be replaced as a certain number of laminar flames.
In particular, the model is able to build an (n − m)-dimensional manifold through the resolution of a one-dimensional flame, called the flamelet, and to tabulate system thermochemical quantities as a function of a reduced number of controlling variables (CVs). The tabulation procedure, as a matter of fact, allows for the solution of only the CV transport equation during the run time, retrieving all of the thermochemical variables from the so-called look-up table. It is important to point out that both the choice of the CVs and the type of flamelet have a significant role on FGM predictions. To compute the flamelet, the specialized solver Chem1D 60 was used in this work. With regard to the one-dimensional (1D) flame type, attention has been paid to the IML approach. 35 In this configuration, the fuel and oxidizer are initially unmixed, placed side by side at a very high scalar dissipation rate. Thus, the mixing by molecular diffusion of the two streams evolves over time as the scalar dissipation decreases, and the reaction may occur at any time during the mixing process. The temperature evolution for a sample IML case is depicted in Figure 4 .
It is worth noting that the IML configuration is similar to the igniting counter flow (ICF) diffusion flamelets with remarkable differences in the initial condition and flow momentum. In ICF, before the reaction takes place, a certain steady mixing field is attained. Therefore, this configuration is applicable only if the chemical time scales are higher than the mixing time scales. On the other hand, in the IML, the temporal evolution of an initial unmixed profile is considered to account for the diffusive effects in the pre-ignition phase. Hence, in IML flamelets, as opposed to ICF, the mixture fraction gradient is not prescribed by a fixed applied strain but is controlled by molecular diffusion.
Consequently, the IML configuration allows for the reproduction of practical non-premixed systems, in which the mixing between the fuel and the oxidizer occurs right after their injection at very large scalar dissipation rates. Therefore, as a result of the very high EGR level, related to both MILD combustion conditions and the high swirled flow inside the cyclonic chamber, the authors find that the choice of the IML configuration may be considered reasonable.
As a result of the highly uniform conditions of MILD combustion, a common point of view is related to the adoption of homogeneous reactors as a canonical structure instead of IML, as discussed in the Introduction. However, the pre-ignition chemistry, for MILD combustion, plays a key role when the jet mixing is enhanced, and this effect is not detected by 0D models. A unity Lewis number was assumed during the calculation of the flamelet.
Therefore, an adiabatic and laminar two-dimensional (2D) table (100 × 100 points) was built using two CVs: a progress variable J, defined as a combination of the mass fractions of H 2 O, CO 2 , and HO 2 , and a mixture fraction Z, computed using Bilger's formula, to denote the molecular mixing between the fuel and oxidizer. 32, 33 The reaction progress has the general form
In which α i refers to the weight factors, which are optimized to ensure a smooth mapping of the thermochemical quantities with respect to the CVs. These coefficients are chosen as α H 2 O = 100/W H 2 O , α CO 2 = 100/W CO 2 , α HO 2 = 1000/W HO 2 , where W i represents the molar mass of the species i (α i = 0 for all of the other species).
After the tabulation procedure, all of the system variables are reorganized by means of a coordinate transformation. The tabulated data are then directly retrievable as a function of the CVs. An example of the resulting manifold is shown in Figure 5 , where the source term of J is depicted as a function of the progress variable and mixture fraction.
This data set is stored and associated with the CFD code. The turbulence−chemistry interaction is considered by describing variables in a stochastic way through a probability density function (PDF). Thus, a four-dimensional (4D) turbulent database (101 × 101 × 11 × 11 points) is calculated using a presumed β-shape PDF approach. 61 Two shape-adapting parameters a and b, as a function of both means and variances, were used for the β-PDF integration.
During a simulation, the turbulent transport equations for the mean and variance of the mixture fraction (Z̃and Z̃υ, respectively) and for the mean and variance of the progress variable (J̃and Jυ) are solved in 
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In eqs 5−8, ρ ̅ is the mean density, ũj is the mean velocity vector, μ t is the turbulent viscosity, D is the molecular diffusion coefficient, ω ̅ J is the mean chemical source term of the progress variable, C 1 and C 2 and the modeling constants, Sc t the turbulent Schmidt number, k̃is the mean turbulent kinetic energy, and ε̃is the mean dissipation rate. The gradient transport assumption 62 was considered, and a unity Lewis number was used to model the turbulent diffusion terms.
During the creation of the turbulent database, the joint PDF of the mixture fraction and progress variable is used to calculate the mean of each thermochemical variable by PDF averaging its laminar value. The Favre average of the general thermochemical variable ϕ̃was calculated as follows:
Progress variable normalization is necessary to obtain a stochastic independence between J and Z to compute the convolution integral in eq 9. Despite the fact that enthalpy defect effects are not included as a CV in the manifold, they are considered in the CFD calculations (eqs 1−3). Thus, heat loss effects will refer to temperature and thermodynamic property predictions but not to reaction rates and heat release. Radiative Model. Radiative heat transfer inclusion involves both the modification of the enthalpy balance equation by means of the radiative heat flux and the inclusion of a new governing equation to solve the radiative transfer equation (RTE). 63 The RTE is a mathematical statement that expresses the conservation of a beam of radiation (ray) traveling along a path through a medium. Radiation traveling along a path is reduced by absorption and scattering (outscattering) and is enhanced by emission and radiation in-scattered from other directions. The RTE can be expressed, for the case where the combustion products do not scatter light, as follows:
where I λ is the spectral radiation intensity (related to the wavelength λ), I bλ is the spectral radiation intensity for a blackbody, and k λ is the spectral absorption coefficient of the medium. For molecular gases (such as combustion products), this assumption can easily be made because of their small size with respect to the radiative wavelength. 63 In this work, for radiative transfer calculations in CFD runs, the Fluent built-in DOM 58, 64 was used. The DOM solves the RTE for a limited number of discrete solid angles, each associated with a vector direction ŝk in the global Cartesian system (x, y, and z), realizing a discrete representation of the directional dependence of the radiation intensity. Thus, the whole solid angle surrounding each point is split into a certain number of smaller solid angles, each of them with the direction of its related intensity. The resolution of the RTE along each direction yields differential equations in terms of the new intensity directions. 64 For the non-scattering media case, eq 11 may be rewritten as follows for any discrete direction ŝk:
where μ k , ξ k , and η k are the directional cosines, which are the scalar products of ŝk and the unit vector of the respective axis in the coordinate system. Therefore, the DOM solves for as many transport equations as there are directions sk. An uncoupled implementation (between the radiation and energy equations) of the DOM was chosen, whereas the fineness of the angular discretization was settled with four angle divisions and two angle pixels. Finally, five energy iterations per radiation iteration were configured. Because the absorbing and emitting parts of the RTE in eq 12 are functions of the absorption coefficient, which depends upon the spectrum, this term needs to be modeled. To avoid a sharp increase in the computational cost, a constant-value model was established using the Fluent built-in WSGGM. 65 The basic assumption of the WSGGM is that the total emissivity ε over a distance s can be presented as follows:
where a ε,i and k i are the emissivity weighting factors and the absorption coefficients for the ith fictitious gray gas, respectively, the quantity in parentheses is the emissivity of the ith fictitious gray gas, p is the sum of the partial pressures of all absorbing gases, and s is the path length.
In particular, when the WSGGM domain-based function by Fluent is chosen, a composition-dependent absorption coefficient function of the local mass fractions of water vapor and carbon dioxide was found using the mean-beam-length approach. 66 This modeling option is useful for the simulation of radiation in combustion applications and is a reasonable compromise between the oversimplified gray-gas model and a complete model that takes into account particular absorption bands.
As a boundary condition, the specification of opaque walls interior to the domain was chosen. Opaque walls were treated as gray. The diffuse fraction was set to 1, indicating that all of the radiation is diffused and none is reflected. The wall emissivity was fixed at 0.7.
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■ RESULTS AND DISCUSSION Figure 6 shows the half midplane contours of the unnormalized progress variable (J) and temperature for the 
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Article CS1045 case with the CR model for heat transfer. It is possible to see that the temperature distribution is quite homogeneous inside the burner, as one would expect for MILD combustion, except for the ignition zone near the oxidizer inlets (bottom of Figure 6 ). As a result of the strong cyclonic motion of the burnt gases, the fuel jet is pushed toward the oxidizer as soon as it enters the chamber. This indicates a fast mixing pattern, and because the fuel is promptly heated by EGR before mixing with the oxidizer, the resulting mixture reactivity is quite high and the reactions occur quickly after mixing, as suggested by the short length of the reaction zone as a function of J (top of Figure 6 ).
The experimental campaign was performed at environmental pressure with a mixture of propane, oxygen, and nitrogen (as the diluent). The average residence time inside the burner was fixed at 0.5 s. The inlet preheating temperature of the main flow (T in ) and the equivalence ratio (Φ) were changed to explore the combustor cheracteristics. The global dilution level d N 2 was fixed at 0.94 for each test condition ( Table 1) .
The experimental data were compared to the CFD results. Thus, in this section, these comparisons are analyzed and discussed to investigate the following issues: (i) to evaluate the effectiveness of the FGM/IML model and the adequacy of both the kinetic mechanism and numerical grid, (ii) to investigate the influence of operating conditions (such as T in and Φ) on MILD/flameless combustion, in terms of temperature distributions and emissions, and the role of such parameters on the numerical predictions, and (iii) to assess the role of the heat exchange mechanisms in the cyclonic burner to better understand its importance in the stabilization process of the experimentally observed MILD conditions. First, to support the choices of the computational mesh and the kinetic mechanism used in this work, a sensitivity study is reported for the fixed CS1045 case. Then, the results regarding the temperature distribution and species at the exit for various Φ at atmospheric pressure and T in = 1045 K are presented. Finally, the effect of the oxidizer preheating temperature on the results is discussed.
Effect of the Kinetic Mechanism and Computational Grid. To assess the adequacy of the computational grid and the role of chemistry in MILD conditions, simulations varying the number of elements of the mesh and the kinetic mechanism were carried out considering the stoichiometric composition CS1045 (Table 1) and using the CR model (Table 2) for heat transfer evaluation.
In Figure 7 , three additional meshes with respect to the standard mesh shown in Figure 2 (mesh of one million cells, denoted as 1 M and used for all of the simulations in this work) are depicted: two sparser grids of 400 000 cells ( Figure   7a ) and 600 000 cells (Figure 7b ) and a denser grid of one and a half million cells (Figure 7c ).
For each computational grid, the nodes were distributed with a consistent refinement in the inlet zones, where the incoming streams mix with burnt gases by means of EGR.
To study the dependence of the CFD runs upon the grid size, in Figure 8 , the comparison between the measured (with relative uncertainties) and predicted temperature profiles at the midplane along the lateral and central thermocouples for all of the considered grids (Figures 2 and 7) is reported. The experimental uncertainties, depicted as error bars, will be reported throughout the paper from now on.
With regard to the simulated profiles of Figure 8 , it is easy to observe the low accuracy of the predictions obtained with the sparser meshes (CS1045-400 K and CS1045-600 K, reported with gray and green solid lines, respectively) in comparison to the others, especially along the lateral side, close to the walls. On the other hand, there is only a slight difference between the one million mesh grid results (black solid line) and the results computed with the denser grid (red solid line). This confirms that the use of the one million mesh grid reported in Figure 2 is an acceptable compromise between mesh accuracy and computational costs.
In Figure 9 , the comparison between experimental and numerical results is shown for the three different chemical kinetic mechanisms investigated, under the same conditions (CS1045_CR). As expected, the C1C3 reaction mechanism from Polimi 54 (black solid line) better reproduces the measured temperature field with respect to the other two, even if the differences compared to the San Diego mechanism 55 (green solid line) and the Lindstedt mechanism 56 (gray solid line) are less marked than one might expect. Both the San Diego and Lindstedt mechanisms predict a delayed temperature increase in the region close to the oxidizer nozzle. However, the San Diego mechanism overpredicts the experimental data along the lateral thermocouple for x > 0.08 m, whereas the Lindtstedt mechanism always underpredicts the data along both the thermocouples. It is worth noting that the San Diego scheme overpredicts the temperature measurements in the central region, but the disagreement is decreased toward the center of the burner.
On the basis of these results, the C1C3 mechanism from Polimi was chosen for the numerical simulations reported in the following paragraphs because it predicts the experimental results better than the other mechanisms.
Effect of the Inlet Equivalence Ratio. To evaluate the effect of the inlet mixture composition, both the temperature profiles and major species compositions at the exit were examined and compared to the numerical results for stoichiometric, lean, and rich conditions (CS1045, CL1045, and CR1045, respectively, in Table 1) .
First, the stoichiometric case is reported. The lateral thermocouple data are reported in Figure 10a (z = 0.02 m, with the movable lateral thermocouple) along the burner axis (x), depicted with a symbol, and the relative uncertainties, as error bars, for the CS1045 case ( Table 1 ). The measured temperature profiles point out one of the key features of MILD combustion, i.e., the homogeneity of the thermal field. In fact, the maximum increment of the temperature is less than 60 K for such a case. There are only small regions, near the jet inlet, where the thermal field shows relevant gradients (0 < x < 0.025 m). In this region, the temperature rises sharply until reaching a plateau value of around 1290 K. The experimental results were also corroborated by the modeling activities by including both the convective and radiative heat exchange mechanisms. The axial temperature profiles obtained with the FGM/IML computations are reported with lines. The dotted curve is related to FGM computations, including only the convective heat transfer (model C), whereas the solid curve also takes into account radiation modeling through the DOM and WSGGM (model CR). The modest increase in the temperature measured along the axial direction is predicted by model C with an acceptable agreement, although the temperature rise happens earlier in the experiments compared to that in the simulation. In fact, the agreement is worsened for x < 0.075 m, whereas it is quite good for x > 0.1 m. Moreover, there is a slight overprediction of the temperature for 0.1 < x < 0.16, which corresponds to the most reactive condition in the simulation.
By including radiation (model CR), the results become more encouraging and discrepancies are decreased. The CR model predicts quite well the measured temperatures for x > 0.03 m, where the maximum discrepancy is approximately 5%, which is above the experimental uncertainty reported with the error bars. On the other hand, the predictions worsen for x < 0.03 m. Despite such slight disagreements obtained near the inlet nozzles, it is worthwhile to note that the inclusion of radiative heat transfer has a strong impact on the thermochemical pattern in the cyclonic burner and, in general, yields a better agreement with respect to experimental data than model C, especially in influencing the ignition close to the walls. These results are in accordance with the modeling of several MILD furnaces. 59, 68 The slight disagreement observed for the CR model could be related to the adopted tabulated approach, which is not sensitive to internal burned gas recirculation, for instance, by including a dilution parameter. Several works, in fact, have highlighted the importance of dilution in non-equilibrium chemistry for systems with gas recirculation, 69 but the addition of dilution parameters as extra CV would imply higher table dimensions and central processing unit (CPU) costs. Furthermore, the look-up table was built with constantenthalpy flamelets. This approximation may lead to bad predictions in those active combustion regions, where cooling takes place. Additionally, it is worth noting that the experimental uncertainties (error bars) are quite relevant near the oxidizer nozzles.
Axial temperature profiles are reported in Figure 10b for z = 0.1 m (central thermocouple). Both the models are in relatively satisfactory agreement with the data and show a similar trend. In particular, close to the center of the burner, the CR model produces a slight underprediction of no more than approximately 3%, very close to the experimental uncertainty reported with the error bars. For the same model, the error is lower on the periphery (comparable to the magnitude of uncertainties), where the agreement is very good for x < 0.07 m and x > 0.13 m. Thus, the CR model reproduces the temperature distributions very well in both the central and peripheral regions of the burner, where ignition has already occurred. On the other hand, model C depicts a less homogeneous thermal field than model CR and underpredicts the experimental results by approximately 120 K in the central zone of the reactor. There is also a slight underprediction by model C in the periphery of the burner for 0.025 < x < 0.1.
The substantial modification of the thermal field following radiative flux inclusion suggests that both the heat exchanged at the walls (see eqs 1−3) and the emitting-absorbing medium (burned gases) have a strong influence on the MILD combustion stabilization procedure. In particular, it can be noted that radiation allows for the reproduction of the experimentally observed quasi-isothermal profiles.
To perform a comparative investigation at different values of the inlet equivalence ratio, the analysis presented above was repeated for lean and rich fuel composition cases.
In Figure 11 , the comparison between computations and measurements for the CL1045 case is reported. As expected, the lean fuel condition allows for the temperature to be reduced with respect to those in the stoichiometric condition. On the other hand, the experimental measurements are even more uniform, especially in the central x position of approximately 0.1 m (Figure 11b) .
The thermal field obtained with FGM for model C predicts the experimental results with an acceptable agreement with measurements. Concerning the lateral side (Figure 11a ), the modeled field acceptably reproduces the temperature distributions in the peripheral region, where ignition has already occurred (x > 0.075 m), even if the prediction worsens slightly 
Article when moving toward the wall (x > 0.15), because the convective heat loss becomes more noticeable. However, the most relevant disagreement lies in the zone near the inlet, where ignition is delayed with respect to the measurements (0 < x < 0.075 m). With regard to the central region ( Figure  11b ), the maximum disagreement prevails in the central zone (about 80 K of temperature disagreement).
As in the CS1045 case, the inclusion of radiative effects (model CR) makes the profiles more uniform and reduces the discrepancy between the data and CFD runs with respect to the simpler C model, along with the positions of both the thermocouples. In particular, the errors in prediction related to the CR model are nearly always lower than the associated experimental uncertainties. In this case, the region where a slight disagreement is observed is smaller than that found in the CS1045 case for the CR model. In fact, slight disagreements are observed only for 0.01 < x < 0.026 m.
To complete the analysis of the effect of mixture composition on CFD runs, predicted and measured temperature profiles are reported in Figure 12 for the fuel-rich condition (CR1045).
The experimental profiles (symbols) are comparable to those related to the stoichiometric composition of the mixture, with a mean temperature lower than approximately 50 K.
Once again, along with the lateral position, ignition occurs later for the numerical data than for the experimental data (Figure 12a) . Moreover, the thermal field for model C is less homogeneous than the CR field, and its agreement with the experimental results is unsatisfactory for x < 0.1 along the lateral thermocouple (Figure 12a ) and for 0.05 < x < 0.15 along the central thermocouple (Figure 12b) .
Thus, it is very clear that model CR is generally better able to reproduce the quasi-isothermal behavior of the cyclonic burner. The CR model can also reduce the underpredictions near the oxidizer nozzles and near the center of the burner for the case CR1045. The inlet mixture composition slightly affects the magnitude of the discrepancy between the measurements and the numerical results, especially for the stoichiometric condition. Slight disagreements between the data and model are still recognizable after the inclusion of radiative effects. They might be related to the approximations made during the IML tabulation, such as the adiabaticity, and in the definition of the CVs. Moreover, the radiative model regarding the radiative properties of the emitting/absorbing medium used (WSGGM) could be improved by considering other species in addition to H 2 O and CO 2 , such as CO and hydrocarbons.
It is worth noting that the maximum discrepancies are always located close to the oxidizer nozzles. That could be due to both the high perturbations induced by inlet jets, which affect the thermocouple measurements, and the radiative effects of the walls. Also, the highly turbulent swirling flow during the mixing process between the fuel and oxidizer streams causes the fuel jet to split into small structures. Some of these structures penetrate the oxidizer jet and burn, increasing the local temperature.
The main combustion products measured at the exit of the burner are reported in Figure 13 , to assess the computational model. Several emissions, such as CO 2 , CO, H 2 , and C 2 H 2 (vol 
Article %, on a dry basis), were obtained, and their compatibility with numerical results was evaluated for the three cases at T in = 1045 K and different equivalence ratios. Therefore, the comparison is reported as a function of Φ. It can be observed that the H 2 , CO, and C 2 H 2 emissions are reduced in lean and stoichiometric conditions, corroborating one of the most important characteristics of MILD combustion. The emissions rise for the CR1045, as expected. The predictions of major species concentrations for model C (only convection) reported with dotted lines in Figure 13 are in acceptable agreement with the experimental results, especially for rich and lean conditions and CO 2 throughout the entire Φ range.
However, some discrepancies can be observed, especially for CO, H 2 , and C 2 H 2 in the stoichiometric case. The inclusion of radiation (model CR) mostly improves the agreement with measurements for all of the species, except for CO in stoichiometric conditions, where a slight worsening occurs with respect to the CS1045_C model. In general, species predictions with the CR model reproduce the measured values well, except for CO in the stoichiometric case, where the model that includes only convection produces a minor discrepancy with respect to experimental data when compared to the CR model.
The slight disagreement in the CO prediction for the stoichiometric case might be due to the thermodynamic equilibrium between CO and CO 2 , which strongly depends upon system temperatures. 70−72 Another possible source of disagreement may be related to the effect of recirculation on ignition. In fact, the flow field of the combustion chamber is highly convoluted, and ignition is influenced by the dilution of the recirculating jet. 73 Effect of the Preheating Temperature. The effect of the inlet preheating level of the oxidizer jet was investigated, because it is a key parameter for the occurrence of MILD combustion conditions. Figure 14 shows, as symbols with error bars, the measured temperature profiles with the relative uncertainties along the lateral and central thermocouple axes for two inlet preheating temperatures and under stoichiometric conditions (CS1075 and CS1125 in Table 1 ). The steep increase of the temperature along the lateral position close to the inlet (panels a and c of Figure 14 ) is very similar for the two cases, displaying a slight decreasing trend in the maximum ΔT = (T reactor − T in ) with the increase of T in .
The temperature fields from the simulations are reported and depicted with lines for both the C (dotted) and CR (solid) models. With regard to model C, along with the lateral side (panels a and c of Figure 14) , the trends show the same discrepancies observed for the case CS1045: a delayed ignition close to the nozzles and an overprediction for 0.075 < x < 0.15. 

Article
The inclusion of radiative effects in CFD runs (model CR) reduces the disagreement with respect to experimental data. The ignition is still delayed for all of the simulations, but its magnitude is reduced by approximately 50%, whereas the overprediction in the region following the ignition zone disappears.
In panels b and d of Figure 14 , numerical and experimental temperature profiles for the central thermocouple are reported. The measured distributions denote the same trend of T max relative to the preheating inlet temperature obtained for the lateral thermocouple. In particular, a maximum measured temperature of about 1320 K is obtained for the CS1075 case, whereas it reaches approximately 1330 K for CS1125.
The predicted temperatures for model C are in acceptable agreement with measurements and show similar trends. However, in proximity to the center of the burner, the model shows a considerable underprediction of about 90 K, which is slightly decreased for the higher preheating level (T in = 1125 K). The model CR, on the other hand, reduces such underprediction, reproducing the measured trends with very good accuracy. With regard to the disagreements between the model and data, considerations similar to those made for the case CS1045 can be made.
The presented results pointed out the key role of radiation heat transfer modeling in improving the agreement between experimental and numerical results from about 3−10% as a function of system working conditions.
■ CONCLUSION
In this work, a numerical investigation was conducted on a small-scale burner operated in MILD combustion conditions, and the model results were compared to the experimental results. The combustor was fed with C 3 H 8 as a fuel stream, and the oxidizer stream was a mixture of nitrogen and oxygen. The characteristics of MILD combustion in the considered chamber were assessed by means of a flamelet/tabulated chemistry paradigm (FGM model). A certain range of operating parameters was considered, including the equivalence ratio and inlet preheating level of the oxidizer, to investigate the effects of operative conditions on the features of the MILD combustion regime (i.e., temperature uniformity and eco-sustainability). With regard to the CFD runs, for each experimental condition, the simulations were repeated with two different approaches to the heat transfer exchange mechanism inside the chamber: considering only convective heat exchange at the walls and including the radiative heat flux by solving the RTE using the DOM and modeling the radiative properties of the gases with the WSGGM. Moreover, the effect of the kinetic mechanism and computational grid on the results was also evaluated.
The characteristics of the oxidation process were investigated by evaluating the temperature profiles and major species emissions and comparing them to numerical results. Experimental data and FGM runs with only the convective transfer depict acceptable agreement only in some regions of the combustor. In fact, this model can predict experimental trends well, especially downstream and in the periphery of the central part of the burner. The overall species production data are in satisfactory agreement, except for the stoichiometric case.
The inclusion of radiative transfer has a remarkable effect on the simulation trends. It allows, in general, a very good prediction of measured data, especially concerning the quasiisothermal thermal profiles observed experimentally (homogeneity), showing only a slight underprediction in the ignition region close to the oxidizer inlet. The overall species production results improved as well, even if CO is slightly underpredicted for the stoichiometric case.
Given both the turbulence model and the adiabaticity of the look-up table, the model cannot exactly predict the strong burned gas recirculation inside the combustor. To overcome this issue, enthalpy should be introduced as a third controlling variable, which would notably increase the computational costs of the numerical model.
Slight disagreements are detected in the evaluation of species mole fractions, especially for H 2 , CO 2 , and CO, for the model including only convection. Such disagreement is improved with the inclusion of radiation, even if the improvement is less remarkable with respect to temperature fields. Furthermore, the simulation results with less detailed kinetic mechanisms seem to differ but not in a substantial way when compared to the results obtained with detailed mechanisms. Both of these observations suggest that, in such burners, the heat exchange at the walls plays a key role, especially in determining the temperature field.
The CFD computations demonstrated that the FGM model with an igniting mixing layer flamelet configuration is very effective in predicting the complex reactive structures in the MILD combustion regime, with room for improvements. This model proves to be very promising in treating the turbulent combustion description in the present cyclonic chamber. The work points out the importance, for this type of burner under flameless conditions, of a proper modeling of the heat exchange. In particular, it was proven that the radiative properties concerning both the exhaust gases and walls have a not negligible contribution to the stabilization of homogeneous MILD conditions. Many aspects, such as the inclusion of a new controlling variable (such as the total enthalpy), the usage of a different flamelet type, the application of a multistage (MuSt) FGM approach, 74 and the implementation of LES analysis to better characterize the cyclonic flow, will be considered in the future. 
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