Let K/F be a quadratic extension of number fields. After developing a theory of the Eisenstein series over F , we prove a formula which expresses a partial zeta function of K as a certain integral of the Eisenstein series. As an application, we obtain a limit formula of Kronecker's type which relates the 0-th Laurent coefficients at s = 1 of zeta functions of K and F .
Introduction
Let E(z, s) be the real analytic Eisenstein series defined by means that the sum is taken except for (m, n) = (0, 0). Then it is classical that, when z is an element of an imaginary quadratic field, E(z, s) represents a zeta function of that field. More precisely, let A be an ideal class of an imaginary quadratic field K, and A an element of A −1 of the form A = Zz + Z. We fix an embedding of K into C and assume that Im(z) > 0. Then the partial zeta function ζ K (s, A) := where w K and d K denote the number of roots of unity in K and the absolute value of the discriminant of K, respectively. Hecke [3] discovered an analogous formula for real quadratic fields. Now let K be real quadratic, and A = Zz + Z ∈ A −1 as before. Again we fix an embedding K ֒→ R and denote the conjugate of x ∈ K over Q by x ′ . Assume that z ′ > z. Then Hecke's integral formula is
where ε > 1 is the fundamental unit of K and z t := t 1/2 z + t −1/2 z ′ i t 1/2 + t −1/2 i .
For further discussions on this formula and related results, see Meyer [7] , Siegel [8] and a recent work of Manin [6, §2] .
There are some results related to the formulas (1.0.1) and (1.0.2). For example, when F is a totally real field and K is its CM extension, there is a formula relating the zeta functions of K and the Eisenstein series over F evaluated at certain CM-points, which is a generalization of (1.0.1) (see Yoshida [9] ). Another example was given by Konno [5] , who found a formula analogous to (1.0.2), which expresses a zeta function of K as an integral of the Eisenstein series over F , when F is imaginary quadratic and K ⊃ F is absolutely biquadratic.
In this paper, we consider the most general situation, i.e., an arbitrary quadratic extension K/F of number fields. Let T K/F be the subgroup of (K ⊗ Q R)
× consisting of the elements u such that N K/F (u) = 1, and U K/F the intersection of T K/F and the unit group of K. Then our main result is the following: Theorem 1.0.1 (=Theorem 3.1.2) If A is a wide ideal class of K and A is an element of A −1 , then we have
Here ξ K (s, A) denotes the completed zeta function associated with A, and E is the completed Eisenstein series over F (precise definitions are given in §2).
For the other notations used in the above theorem, see 3.1.
The contents of this paper is as follows. We develop a theory of the Eisenstein series over an arbitrary F in §2. After the definitions (2.1 and 2.2), we prove the functional equation (Theorem 2.3.3), the Fourier expansion (Theorem 2.4.5) and the Kronecker limit formula (Theorem 2.5.1). Note that we consider the Eisenstein series as a function of a lattice in a certain vector space over R, although there is a more traditional notion studied by Asai [1] and Jorgenson-Lang [4] . (In fact, these two formulations are essentially equivalent. See Remark 2.2.3.)
In §3, we prove our generalization of Hecke's integral formula (Theorem 3.1.2). We also apply it to the Kronecker limit formula about the constant terms in the Laurent expansions of zeta functions at s = 1 (Theorem 3.2.1). The result has a relative nature, in the sense that it compares zeta functions of K and F .
Notation
As usual, the symbols Z, Q, R and C mean the ring of integers, rationals, real numbers and complex numbers, respectively. We also denote by H the quaternion division algebra of Hamilton:
By C × 1 , we mean the group of complex numbers of absolute value 1.
For an arbitrary number field F (of finite degree), we use the following notations:
O F , U F , d F and d F mean the ring of integers, the group of units in F , the different and the absolute value of the discriminant, respectively.
We denote the set of infinite places of F by S F , and the subset of real (resp. complex) ones by S 1 F (resp. S 2 F ). For each v ∈ S F , we denote the corresponding completion by F v , and the embedding of F into F v by x → x v . The same notation is used to indicate the v-th component of an element x ∈ F R := F ⊗ Q R = v∈S F F v . Moreover, we equip F v with the Lebesgue measure (resp. twice the Lebesgue measure) when v is real (resp. complex).
We denote the absolute norm (of an ideal, or an element of F R , etc.) by N F/Q , and often abbreviate it to N. The same rule will be applied to Tr = Tr F/Q .
Lattices and the Eisenstein series
In this section, we develop a theory of Eisenstein series over a fixed number field F . We denote the number of real (resp. complex) places of F by r 1 (resp. r 2 ).
Lattices in D F
For each infinite place v ∈ S F , let D v be the quadratic division algebra over F v . Thus D v is isomorphic to C or H according to whether v is real or complex. Choosing such an isomorphism, we define j v ∈ D v to be the element corresponding to i ∈ C or j ∈ H. Then we have that
We also define the Haar measure on D v to be the Lebesgue measure (resp. 4 times the Lebesgue measure) for v ∈ S 1 F (resp. v ∈ S 2 F ), so that the above direct sum decomposition preserves the measure.
Next, let us put
we regard x and y as elements of
where | · | is the usual absolute value in C or H. Note that x = N(x) for x ∈ F R .
Definition 2.1.1 We call a discrete and cocompact
For such a lattice Λ, we denote by V (Λ) the volume of the quotient D F /Λ (with respect to the product Haar measure on D F ).
(2) There exist elements ω 1 , ω 2 ∈ D F and a fractional ideal a of F such that
(3) Let a and b be fractional ideals of F , and z an element of D F of the form z = x + yj F where x ∈ F R and y ∈ F × R . Then Λ = az + b is an O F -lattice, and
Proof. The first assertion is clear from the definition. (2) is a special case of the structure theorem for finitely generated torsion-free modules over Dedekind domains (Bourbaki [2, Chap. 7, §4, Proposition 24]).
For (3), we consider the map
This is an isomorphism of R-vector spaces, and multiplies the volume by N(y) . On the other hand, we see that the volume of F R /a is N(a) √ d F and similar for b. Then the claim follows.
The Eisenstein series
Definition 2.2.1 An O F -lattice Λ ⊂ D F is said to be non-degenerate if there is no nonzero element λ ∈ Λ satisfying λ = 0. For such Λ, we define the Eisenstein series E(Λ, s) by
where the prime means that the sum is taken for nonzero λ.
E(Λ, s) has the 'modularity':
This follows from the definition, and Lemma 2.1.2 (1).
Remark 2.2.3 By the above lemma and Lemma 2.1.2 (2), (3), it is sufficient to consider
Moreover, this series can be regarded as a function of x v +|y v |j v v (and s), i.e., a function on the product of r 1 copies of the upper half planes and r 2 copies of the hyperbolic 3-space. Hence our notion of Eisenstein series is essentially equivalent to the more traditional one (see Asai [1] , Jorgenson-Lang [4] or Yoshida [9] ).
To consider the inverse Mellin transform of the Eisenstein series, we need some definitions.
For each infinite place v ∈ S F , put n v = 1 or 2 according to whether v is real or complex. We also set T F := F × R , and choose the Haar measure d
Proof. Putting λ = µ + νj F , we have
Hence, by taking the sum and transforming as
we obtain the result.
The functional equation
Then, for an O F -lattice Λ ⊂ D F , we define the dual lattice Λ * by
Then we have
In particular, V (Λ * ) = V (Λ) −1 holds.
Proof. If we put f t (z) = f (tz), its Fourier transform is given bŷ
Therefore we can use the Poisson summation formula to get
as desired. The last assertion is shown by applying this formula to Λ * .
Theorem 2.3.3 E(Λ, s) can be continued meromorphically to the whole splane, and satisfies the functional equation
Proof. Proposition 2.2.4 says that
We decompose the integral as T F /U F = |N(t)|≥1 + |N(t)|≤1 . Then the former integral converges for every s ∈ C. On the other hand, after inverting the variable t, the latter gives
Moreover, we see that
denoting by C the volume of t ∈ T F /U F |N(t)| = 1 with respect to a suitably normalized measure. (In fact, we know the value of C = C F . See 2.5 below.) Hence we obtain the analytic continuation of R, and the functional equation follows immediately.
The Fourier expansion
Here we give the 'Fourier expansion' of the Eisenstein series. More precisely, we consider O F -lattices of the form Λ = az + b, where a and b are fractional ideals and z = x + yj F ∈ D F . Then E(Λ, s) is invariant under the transforms x −→ x + β for all β ∈ b, and hence has the Fourier expansion. Let us begin with some preparations.
Definition 2.4.1 (1) To a fractional ideal a of F , we attach the (completed ) zeta function
Remark 2.4.2 ζ F (s, a) is equal to the partial zeta function
where A is the wide ideal class containing a −1 .
Proposition 2.4.3 We have
Here V (a) = d
1/2
F N(a) denotes the volume of F R /a. Proof. This can be shown in the same way as Proposition 2.2.4.
Proof. The Fourier transform of the function
on F R is given bŷ
Hence the claim is a consequence of the Poisson summation formula. 
Here (α, β * ) ∈ a \ {0} × b * \ {0} runs through a system of representatives with respect to the equivalence relation defined by
Proof. First, note that
Furthermore, by Lemma 2.4.4, we have
Therefore, the theorem is deduced from Proposition 2.2.4, Lemma 2.1.2 (3), Proposition 2.4.3, and
The last follows from the identity
for each ε ∈ U F .
The Kronecker limit formula
For a meromorphic function ϕ(s) around s = α, we denote by CT s=α ϕ(s) the constant term in the Laurent expansion at s = α, while Res s=α ϕ(s) means the residue. As an application of Theorem 2.4.5, we give a limit formula of Kronecker's type which expresses CT s=1 E(Λ, s). Let us denote the regulator of F by R F , and the number of roots of unity in F by w F . Then we put
Theorem 2.5.1 Let Λ = az + b be as in Theorem 2.4.5. Then
where the function h F is defined by
Proof. It is well-known that
Thus the claim follows from Theorem 2.4.5.
The function h F (z, a, b) has a modular property.
we have
The conditions on b and c ensures that
and hence
Then we see from Theorem 2.5.1 that
Hence the claim is reduced to the identity N(y ′ ) = N(y)/ cz + d 2 , which is easily shown. 
Hecke's integral formula for quadratic extensions
Let K be a quadratic extension of a number field F . The goal in this section is Theorem 3.1.2, which represents a zeta function of K as an integral of the Eisenstein series for F . In the following, we denote the non-trivial F -automorphism of K by x −→ x ′ . We also use the same notation for the induced maps on K R = K ⊗ Q R or S K .
Hecke's integral formula
First, we show an integral formula in a somewhat abstract setting. Let us denote by d × u the quotient Haar measure on T K /T F , i.e. the measure which satisfies
where φ is any integrable function on
We define
Proposition 3.1.1 Let ρ : K R −→ D F be an isomorphism of F R -modules which preserves the Haar measure and satisfies g(z) = f ρ(z) for any z ∈ K R . Then, for a fractional ideal A of K, we have
Here the liftũ ∈ T K of u ∈ T K /T F U K is chosen to satisfy N K/Q (ũ) = 1.
Proof. We apply Proposition 2.4.3 and compute as
In view of Proposition 2.2.4, this is the desired equation.
To obtain a more concrete formula, we need to construct ρ, describe the group T K /T F U K with its measure, and choose a liftũ for each u.
For each v ∈ S F , choose and fix a place w = w v ∈ S K above v. Then we define a map ρ :
It is easy to check that it satisfies the conditions in Proposition 3.1.1.
Next, we set Theorem 3.1.2 For a fractional ideal A of K, we have
Proof. We have only to check the compatibility of Haar measures in the isomorphism
for integrable functions φ. Let us consider componentwise.
If both v and w are real, we have
, the multiplicative group of positive real numbers, is equiped with the Haar measure dt/t, while {±1} has the total mass 2. Therefore we may consider the compatibilities of measures in the isomorphisms
separately. Then the problem in the former is trivial, while that in the latter is reduced to the elementary formula 
Application to the Kronecker limit formula
Combining Theorem 3.1.2 and Theorem 2.5.1, we obtain a 'relative' Kronecker limit formula, which represents a relation between CT s=1 ξ K (s, A) and CT s=1 ξ F (s, a).
Theorem 3.2.1 Let A ⊂ K be a fractional ideal of the form A = az + b where a and b are fractional ideals of F . Then we have
Here we put zũ = xũ + yũj F := ρ(ũz)ρ(ũ) −1 .
Proof. Since ρ(ũA) = a ρ(ũz) + b ρ(ũ) = (azũ + b) ρ(ũ), Theorem 3.1.2 tells us that
By comparing the residues at s = 1, we obtain
Thus the claimed formula follows from Theorem 2.5.1.
