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INTEGRAL GEOMETRY OF COMPLEX SPACE FORMS
ANDREAS BERNIG, JOSEPH H.G. FU, AND GIL SOLANES
Abstract. We show how Alesker’s theory of valuations on manifolds gives rise to an algebraic
picture of the integral geometry of any Riemannian isotropic space. We then apply this method
to give a thorough account of the integral geometry of the complex space forms, i.e. complex
projective space, complex hyperbolic space and complex euclidean space. In particular, we compute
the family of kinematic formulas for invariant valuations and invariant curvature measures in these
spaces. In addition to new and more efficient framings of the tube formulas of Gray and the
kinematic formulas of Shifrin, this approach yields a new formula expressing the volumes of the
tubes about a totally real submanifold in terms of its intrinsic Riemannian structure. We also show
by direct calculation that the Lipschitz-Killing valuations stabilize the subspace of invariant angular
curvature measures, suggesting the possibility that a similar phenomenon holds for all Riemannian
manifolds. We conclude with a number of open questions and conjectures.
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1. Introduction
1.1. Classical integral geometry. As originally proposed by Blaschke [20], the subject of integral
geometry is essentially the study of kinematic formulas, the most famous being the euclidean
principal kinematic formula
(1.1.1) ∫
O(n) χ(A ∩ gB)dg = ω
−1
n ∑
i+j=n
(n
i
)−1ωiωjµi(A)µj(B),
which holds for all sufficiently nice compact subspaces A,B ⊂ Rn, where O(n) ∶= O(n) ⋉Rn is the
euclidean group. Here χ is the Euler characteristic and ωk is the volume of the unit ball of dimension
k. The µk are the intrinsic volumes, which may be expressed as certain integrals of curvature of
A,B if these bodies have smooth boundary. In particular, µ0 = χ and µn is the volume. Hadwiger
proved that the µk span the space of continuous O(n)-invariant convex valuations (i.e. finitely
additive functionals on convex sets). For each k there is a formula of this type with χ replaced by
µk in the integrand. Similar formulas exist also in the real space forms of nonzero curvature, i.e.
in the sphere and in hyperbolic space [46].
One special case of obvious interest occurs when B is taken to be a geodesic ball of small radius
r. In this case the left hand side of (1.1.1) may be interpreted as the volume of the tubular
neighborhood of radius r about A. This yields H. Weyl’s famous tube formula [54].
Subsequently Federer [25] showed that each µk admits a localization: for A ⊂ Rn as above there
exists a signed curvature measure Φk(A, ⋅) such that
Φk(A,A) = µk(A), k = 0, . . . , n.
Again, when A is smooth the quantity Φk(A,U) is an integral of curvature over ∂A ∩U . Further-
more, there are local versions of the global kinematic formulas described above, e.g.
(1.1.2) ∫
O(n)Φ0(A ∩ gB,U ∩ gV )dg = ω−1n ∑i+j=n(
n
i
)−1ωiωjΦi(A,U)Φj(B,V )
for any open sets U,V .
Several authors have given formulas of this type for subspaces of the complex space forms, i.e.
complex euclidean space Cn, complex projective space and complex hyperbolic space: Abbena,
Gray and Vanhecke [2]; Gray and Vanhecke [36]; Gray [34, 35]; Shifrin [47, 48]; and Tasaki [50, 51].
The papers [2] and [36] gave a local formula for the volumes of tubes about smooth submanifolds
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M of a complex space form, and [34, 35] expressed the local tube formula in terms of familiar
geometric quantities when M is a smooth complex analytic submanifold.
Meanwhile, [47, 48] studied kinematic formulas in complex projective spaces at both the local
and the global level, but only in the case where both subspaces A,B are complex analytic. Just as
in the case of the real space forms, the local and the global versions of the formulas that emerge
are again formally identical. The same happens if A,B are real submanifolds of complementary
dimensions. This case was treated in [19, 50, 51].
1.2. Integral geometry and valuations. More recently, Alesker introduced a range of new al-
gebraic structures on the space Val(V ) of continuous translation-invariant convex valuations on
a general finite-dimensional real vector space V [3, 4, 5]. In particular, if V is euclidean and
H is a compact subgroup of the orthogonal group O(V ) acting transitively on the unit sphere
of V , then the space ValH(V ) of H-invariant elements of Val(V ) is finite-dimensional. Such
groups H have been classified [21, 43]. Furthermore for each µ ∈ ValH(V ) there exists a kine-
matic formula for µ, analogous to (1.1.1). Using this approach, the integral geometry of the
spaces (V,H) = (Cn,U(n)), (Cn, SU(n)), (R7,G2), (R8, Spin(7)) has been successfully analyzed in
[13, 14, 15, 19].
Subsequently, Alesker introduced a theory of valuations on manifolds [5, 6, 7, 8, 10, 12]. The
basic theme of the present paper is to exploit this theory to give a natural and penetrating approach
to integral geometry in curved manifolds. An element φ belonging to the space V(M) of valuations
on a smooth manifold M is a real-valued functional φ = [[α,β]] on sufficiently smooth subsets
P ⊂M , given as
φ(P ) = ∫
P
α + ∫
N(P ) β.
Here α,β are smooth differential forms living on M and the sphere bundle SM respectively, and
N(P ) ⊂ SM is the space of outward normal vectors to P .
Thus the second term may be viewed as a total curvature integral. It is therefore natural to
consider also the corresponding localized functional Φ = [α,β] given by
Φ(P,U) = ∫
P∩U α +∫N(P )∩π−1U β
for Borel subsets U ⊂ P , where π ∶ SM →M is the projection. Such a localized functional is called
a curvature measure, and the vector space that they comprise is denoted by C(M). In general, the
natural projection C(M) → V(M) is surjective but not injective.
Let now M be Riemannian and G a Lie group of isometries. If Φ as above is invariant under the
action of G, then α,β may also be taken to be invariant. It follows that the spaces CG(M),VG(M)
of invariant curvature measures and valuations are finite-dimensional precisely when (M,G) is an
isotropic space, i.e. when G acts transitively on the unit tangent bundle SM ([4, 11]). Such spaces
have been classified ([21, 38, 43, 52]): the list consists of all euclidean spaces M = V under the
action of G ∶= H ⋉ T , for groups H as above, where T is the group of translations; together with
the real, complex, quaternionic and octonian space forms under their full isometry groups. The
members of these families with nonzero curvature coincide with the Riemannian symmetric spaces
of rank one.
In this setting there are kinematic formulas for (M,G) analogous to (1.1.1) and (1.1.2) (cf.[28]).
They are encoded by the kinematic operators
KG ∶ CG(M)→ CG(M)⊗ CG(M)
kG ∶ VG(M)→ VG(M)⊗ VG(M).
We call these the local and global kinematic operators respectively. The latter is the image of the
former under the natural projection CG(M)→ VG(M).
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From this perspective, the classical cases described above arise by taking M to be a general real
space form and G to be the full group of isometries of M . It is natural to consider all of these
spaces together, as a one-parameter family indexed by the curvature λ ∈ R— in fact, they are all
isomorphic in the sense of Theorem 2.23 below. The subject is further simplified by the fact that
the projection from invariant curvature measures to invariant valuations is bijective. It follows that
the kinematic formulas at the local and global levels are formally identical.
The case of the complex space forms is much more complicated. The paper [19] applies the
Alesker theory of valuations to study the curvature zero case, i.e. Cn under the action of the
hermitian isometry group U(n) ∶= U(n) ⋉Cn, and computes the global kinematic operator k
U(n).
However, the map from invariant curvature measures to invariant valuations is not injective, so this
gives only partial information about the local kinematic operator K
U(n). Due to the same difficulty,
in the complex space forms of non-zero curvature even the global kinematic formulas were unknown
in general. In complex dimensions n = 2,3 the principal kinematic formula kG(χ) was found in [44].
In higher dimensions, a very special case of this formula was calculated in [1].
1.3. Results of the present paper. Here we build on the approaches of [1, 19] to compute both
the global and the local kinematic operators for all complex space forms. We give also several
geometric consequences, recovering and extending all of the classically known results.
1.3.1. General theory. In Section 2 we give an account of the integral geometry of general isotropic
spaces from the valuations perspective. Our approach is new, and several of the facts and definitions
presented here (in particular, the Lipschitz-Killing algebra and the concept of angularity) have not
appeared previously in the literature.
We define (Definition 2.1 and the Remarks following) the space C(M) of smooth curvature mea-
sures on a smooth manifold M , and the globalization map C(M) → V(M) to the space of smooth
valuations on M . We also consider the spaces Curv(V ) and Val(V ) of translation-invariant curva-
ture measures and valuations on a finite-dimensional real vector space V ; if V = TxM , the tangent
space to M at a point x, these serve as infinitesimal versions of general elements of C(M),V(M).
We take note of the Alesker product on V(M), and show (Proposition 2.3) that C(M) is a module
over V(M). This new algebraic structure turns out to be crucial in the study of local kinematic
formulas, and also in some of the global results.
If M is Riemannian, then there is a natural identification (Proposition 2.5) of the curvature
measures onM with the sections of the vector bundle of translation-invariant curvature measures on
the tangent spaces TxM . We expound (Section 2.7) on Alesker’s observation that any Riemannian
manifold admits a canonical Lipschitz-Killing subalgebra LK(M) ⊂ V(M), consisting of valuations
given by integrating the classical Lipschitz-Killing curvatures. They correspond bijectively (Section
2.6) to a subspace of Lipschitz-Killing curvature measures, distinguished by the natural geometric
property of angularity (Section 2.5). This property is key to the initial calculations of Section 3.2.
If M is isotropic under the action of the group G, we define (Theorem 2.11, Section 2.3.3)
the local and global kinematic operators KG, kG, for the spaces CG(M),VG(M). These operators
may be regarded as endowing each space with the structure of a cocommutative and coassociative
coalgebra. We give a precise version (Theorem 2.23) of Howard’s Transfer Principle [39], showing
that the coalgebra CG(M) is canonically isomorphic to the corresponding coalgebra of invariant
elements of Curv(TxM) for a representative point x. We also give a precise account (Section 2.3.1)
of how integral geometric relations in positively curved isotropic spaces M may be analytically
continued to yield a family of relations valid also for negatively curved spaces in the same family
(or vice versa). We prove a new version (Theorem 2.21), applicable (in addition to the known
compact and euclidean cases) to hyperbolic spaces, of what may be regarded as the fundamental
theorem of algebraic integral geometry, which states that kG is adjoint to the restricted Alesker
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multiplication map. We also define (Section 2.3.3) the semi-local kinematic operator k¯G which is
similarly related to the structure of CG(M) as a module over VG(M).
1.3.2. Complex space forms. In Section 3 we begin our investigation of the complex space forms.
It is natural to view these spaces as comprising a family {CPnλ}λ∈R,n∈N, where n is the complex
dimension and λ is one-fourth of the holomorphic sectional curvature. The case λ = 0 reduces to
the case (M,G) = (Cn,U(n)) studied in [19].
We first recall (Section 3.1) the construction of the invariant curvature measures from [19, 44]. By
the Transfer Principle, we may canonically identify the coalgebra of invariant curvature measures
on any CPnλ with the special case λ = 0, i.e. the space CurvU(n) of U(n)-invariant curvature mea-
sures on CPn0 = Cn. Following [1, 44] we describe (Proposition 3.5) the kernels of the globalization
maps to the corresponding algebras Vnλ ∶= VG(CPnλ) of invariant valuations. We show (Proposition
3.14) that Vnλ is generated by the Lipschitz-Killing subalgebra LK(CPnλ) ≃ R[t]/(t2n+1) together
with the valuation s given by the integral of the Euler characteristic of intersections with generic
totally geodesic complex hypersurfaces, and show (Proposition 3.15) how to express polynomials in
s, t as globalizations of elements of CurvU(n). Our main result in this section is an explicit algebra
isomorphism Iλ ∶ Vn0 → Vnλ (Theorem 3.17), which yields an expression (Theorem 3.19) for the prin-
cipal kinematic formula that is formally independent of the curvature λ. This determines the global
kinematic operators kλ completely. We give also a family of additional isomorphisms (Theorem
3.20), including two particularly striking examples, although we do not use them elsewhere in this
paper.
Section 4 is devoted mainly to the tube formula, which results from the evaluation of the principal
kinematic formula on geodesic balls. Remarkably, the resulting global tube formula (Theorem 4.3)
turns out to be formally parallel to the corresponding formula in Cn in a way that is not apparent in
the formulations of Gray. In the context of a general Riemannian manifold M we show (Theorem
4.15) how to recover local tube formulas from the global ones using the first variation operator
introduced in [19] (note that these local tube formulas are not given directly by the local or semi-
local kinematic formulas); applying this to the case M = CPnλ we recover (Corollary 4.19) the
local tube formulas of Gray and Vanhecke. We give a brief discussion of kinematic formulas as
applied to complex analytic submanifolds, recovering Shifrin’s results and placing them in context
(Theorem 4.7, Corollary 4.7). We also give new global tube formulas for subspaces of totally real
submanifolds N ⊂ CPnλ (i.e. submanifolds that are isotropic with respect to the Ka¨hler form): these
have a particularly simple form, expressible solely in terms of the Lipschitz-Killing valuations of N
as a Riemannian submanifold (Theorem 4.5).
In Section 5 we study CurvU(n) as a module over the Vn0 . Our calculations turn on two key
points: first, that the action of the valuation s ∈ Vnλ on CurvU(n) is formally independent of λ
(Proposition 5.2); and second, that a certain natural subspace Beta ⊂ CurvU(n) is stabilized by this
action (Proposition 5.3). As a consequence of these computations, we show that the Vn0 -module
CurvU(n) is spanned by two elements (Theorem 5.13).
Finally, in Section 6 we give in explicit form the local kinematic formulas for complex space
forms, which is one of the main results of this paper. These formulas contain more information
than the global kinematic formulas kλ. To do so, we use the isomorphism I
−1
λ ∶ Vnλ → Vn0 of Section
3 to embed the family of global kinematic operators kλ into a common model. Differentiating
with respect to λ, we extract enough information to determine the curvature-independent local
kinematic operator K ∶ CurvU(n) → CurvU(n) ⊗CurvU(n) (Theorem 6.5). To complete the picture,
we also compute the structure of CurvU(n) as a module over Vnλ (Theorem 6.7). As an application,
we show by direct computation that the Lipschitz-Killing subalgebra in Vnλ stabilizes the subspace
of angular curvature measures in the Riemannian manifold CPnλ (Theorem 6.9).
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Section 7 is devoted to open problems. In addition there is an Appendix, in which we establish
a fundamental multiplication formula for smooth valuations in an isotropic space.
Acknowledgements. It is a pleasure to thank J. Abardia, S. Alesker, E. Gallego, F. Schuster and
T. Wannerer for their many helpful comments.
2. Basics
2.1. Notation.
ωn ∶= the volume of the unit ball in Rn = π
n
2
Γ (n
2
+ 1)
αn ∶= (n + 1)ωn+1 = the volume of the unit sphere Sn
Given a subset S of a vector space we denote by spanS its span.
The cosphere bundle of a smooth manifold M is denoted by S∗M . The sphere bundle of a
Riemannian manifold M is denoted by SM . The projections S∗M →M,SM →M are denoted by
π, and we write S∗xM,SxM for the fibers. The canonical 1-form on S∗M is denoted by α. The Reeb
vector field is the unique vector field T with iTα = 1,LTα = 0, where L denotes the Lie derivative.
The complex projective space of dimension n and holomorphic sectional curvature 4λ > 0 is
denoted by CPnλ. The Ka¨hler form κ and the volume then satisfy that
∫
CPnλ
κn
n!
= volCPnλ = π
n
λnn!
.
We will also use the notation CPnλ as a shorthand for C
n if λ = 0 and for complex hyperbolic
space CHn (with holomorphic sectional curvature 4λ) if λ < 0.
For λ ≠ 0 we let Gλ be the isometry group of CPnλ. Thus Gλ ≃ the projective unitary group
PU(n + 1) for λ > 0 and Gλ ≃ PU(n,1) for λ < 0. For λ = 0 we set G0 = U(n) = Cn ⋉ U(n). The
Haar measure on Gλ is normalized in such a way that the measure of the set of group elements
mapping a fixed point to a compact subset of CPnλ equals the volume of this subset. In particular,
if λ > 0, the total measure of the isometry group equals the volume of CPnλ.
We will use the standard notation from differential geometry:
snλ(r) ∶=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1√
λ
sin(√λr) λ > 0
r λ = 0
1√∣λ∣ sinh(√∣λ∣r) λ < 0,
which is an analytic function in (λ, r). Moreover, we will use
csλ ∶= sn′λ, tnλ ∶= snλcsλ , ctλ ∶=
csλ
snλ
.
We also use the standard notation
(2k + 1)!! = (2k + 1) ⋅ (2k − 1) ⋅ (2k − 3)⋯1
and set formally (−1)!! = 1.
2.2. Curvature measures and valuations on manifolds. LetM be a smooth oriented manifold
of dimension m. Following [7], we let P(M) denote the space of simple differentiable polyhedra
of M (which is the same as the space of compact smooth submanifolds with corners). Given
A ∈ P(M), the conormal cycle N(A) is a Legendrian cycle in the cosphere bundle S∗M (compare
Def. 2.4.2 in [7] or [30]).
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Definition 2.1. Given differential forms ω ∈ Ωm−1(S∗M), φ ∈ Ωm(M), the functional Φ =∶ integ(ω,φ)
that assigns to each differentiable polyhedron A ⊂M the signed Borel measure
M ⊃ U ↦ Φ(A,U) ∶= ∫
N(A)∩π−1U ω +∫A∩U φ
is called a smooth curvature measure on M . The space of smooth curvature measures is
denoted by C(M). If M is an affine space, we denote the subspace of translation-invariant curvature
measures on M by Curv(M).
Given differential forms ω ∈ Ωm−1(S∗M), φ ∈ Ωm(M), the functional µ defined by
µ(A) ∶= ∫
N(A) ω +∫A φ, A ∈ P(M),
is called a smooth valuation on M . The space of smooth valuations is denoted by V(M). If
M is an affine space, we denote the subspace of translation-invariant smooth valuations on M by
Val(M).
Remarks. 1. Thus a curvature measure Φ is not actually a measure, but a function that assigns
a signed measure to any sufficiently smooth subspace. Note that we can evaluate Φ(A,U) for
non-compact subsets A provided that the Borel set U is relatively compact in A.
2. A smooth curvature measure Φ ∈ C(M) may be applied to any subset X ⊂M that is “smooth
enough” to admit a normal cycle in the sense of [29]. The class of such subsets is only very
dimly understood, but includes semiconvex sets (also known as sets with positive reach) and, if M
possesses a real analytic structure, compact subanalytic sets, together with all generic intersections
of such sets. We observe also that every compact smooth polyhedron is semiconvex.
3. Our notation Val is a slight departure from the usual sense of Val as the space of continuous
translation-invariant convex valuations. However, the Irreducibility Theorem [3] of Alesker implies
that the space we have defined is naturally identified with a dense subspace of this latter space.
For the general theory of smooth valuations we refer to [6, 7, 8, 9, 11, 12, 17].
For Φ ∈ C(M) we put [Φ] ∶= glob(Φ) ∶= [A ↦ Φ(A,A)] ∈ V(M).
Thus we have maps
Ωm−1(S∗M) ×Ωm(M) integÐÐÐ→ C(M) globÐÐÐ→ V(M).
We put also
Glob ∶= glob ○ integ .
Recall that S∗M is naturally a contact manifold, and admits a global contact form α ∈ Ω1(S∗M).
Theorem 2.2 ([17]). Let p ∈M , and put D ∶ Ωn−1(S∗M) → Ωn(S∗M) for the Rumin differential
([45]). Then
ker integ = {(ω,0) ∶ ω = α ∧ψ + dα ∧ θ for some ψ ∈ Ωn−2(S∗M), θ ∈ Ωn−3(S∗M)},
kerGlob = {(ω,φ) ∶ Dω + π∗φ = 0, ∫
S∗pM
ω = 0},
where π ∶ S∗M →M is the projection.
In the affine case M = V , the space of translation invariant curvature measures Curv(V ) admits
a natural decomposition (analogous to McMullen’s decomposition of Val(V ))
(2.2.1) Curv(V ) = n⊕
k=0
Curvk(V )
where Curvk(V ) contains the k-homogeneous curvature measures Φ; i.e. those Φ for which Φ(tA, tU) =
tkΦ(A,U) for t > 0. This follows from Proposition 2.6 below: any translation-invariant curvature
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measure may be expressed as integ(ω,φ) for some translation-invariant forms ω ∈ Ωn−1(S∗V )V and
φ ∈ Ωn(V )V . The latter clearly induce the invariant curvature measures of degree n. The subspace
of translation-invariant elements of the former space may be decomposed as
(2.2.2) Ωn−1(S∗V )V = n−1⊕
k=0
Ωk(V )V ⊗Ωn−k−1(S(V ))
which clearly induces the remaining parts of the grading (2.2.1).
2.2.1. Module structure. One of the main features of V(M) is the existence of a canonical product
structure, see [12] for its construction and [11] for an alternative approach. Another salient feature
is the existence of a natural decreasing filtration V(M) = W0 ⊃ ⋅ ⋅ ⋅ ⊃ Wn ⊃ Wn+1 = {0}, where
n = dimM . The product respects the filtration, i.e. Wi ⋅Wj ⊂Wi+j.
If Φ = integ(ω,φ) is a smooth curvature measure on M and f ∈ C∞(M), then Φf(A) ∶=
∫M fdΦ(A,−) is a smooth valuation, which is represented by the pair (π∗f ∧ ω, fφ). Thus if
f ≡ 1 then Φf = [Φ].
Proposition 2.3. Let M be an oriented manifold, µ ∈ V(M),Φ ∈ C(M). Then there is a unique
smooth curvature measure µ ⋅Φ ∈ C(M) such that for all f ∈ C∞(M) we have
(2.2.3) (µ ⋅Φ)f = µ ⋅Φf .
(The product on the right hand side is the product of smooth valuations on M). With respect to
this multiplication, C(M) is a module over V(M).
Proof. The proof is based on an expression for the product of two smooth valuations which was
obtained in [11, Theorem 2].
Let µi =Glob(ωi, φi), i = 1,2. Then µ1 ⋅ µ2 = Glob(ω,φ), with
(2.2.4) ω = Q1(ω1, ω2), φ = Q2(ω1, φ1, ω2, φ2),
where Q1 and Q2 are certain (explicitly given) operations on differential forms. It is easy to check
that they satisfy
Q1(π∗f ∧ ω1, ω2) = π∗f ∧Q1(ω1, ω2)(2.2.5)
Q2(π∗f ∧ ω1, fφ1, ω2, φ2) = fQ2(ω1, φ1, ω2, φ2), f ∈ C∞(M).(2.2.6)
Now if Φ = integ(ω1, φ1) ∈ C(M) then µ2 ⋅Φ ∶= integ(ω,φ). Thus (2.2.5) and (2.2.6) imply (2.2.3).

If ι ∶ N → M is an immersion of smooth submanifolds, there exists a canonical restriction map
ι∗ ∶ V(M) → V(N). The restriction is compatible with the product and the filtration. We refer to
[10] for more details on this construction.
Proposition 2.4. Let M be a smooth manifold and ι ∶ N → M a properly embedded smooth
submanifold. Given Φ ∈ C(M), there is a unique curvature measure ι∗Φ ∈ C(N) such that
(2.2.7) (ι∗Φ)ι∗f = ι∗(Φf), f ∈ C∞(M).
ι∗Φ is called the restriction of Φ, and is also denoted by Φ∣N .
Proof. Since every smooth function on N can be extended to a smooth function on M , the unique-
ness is clear.
Let us prove existence. If a smooth valuation µ on M is given by a pair of forms (ω,φ), then
the pull-back ι∗µ is given by a pair of forms ω′ = Q3(ω,φ), φ′ = Q4(ω,φ), where Q3,Q4 are certain
Gelfand transforms with the property that
Q3(π∗Mf ω, fφ) = π∗N ι∗fQ3(ω,φ),
Q4(π∗Mf ω, fφ) = ι∗fQ4(ω,φ),
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see [10, Proposition 3.1.2]. If the smooth curvature measure is represented by the pair (ω,φ), then
we define Ψ as the measure represented by (Q3(ω,φ),Q4(ω,φ)). Thus (2.2.7) is satisfied. 
2.2.2. Curvature measures in a Riemannian manifold. LetM be a Riemannian manifold. We show
that the space C(M) of smooth curvature measures on M is naturally identified with the space
of smooth sections of the bundle Curv(TM) of translation-invariant curvature measures on the
tangent spaces of M .
Let ξ ∈ SM , with πξ = x ∈M , where π ∶ SM →M is the projection. The Riemannian connection
induces a decomposition
(2.2.8) TξSM =H ⊕ V ≃ TxM ⊕ ξ⊥
into horizontal and vertical subspaces, where the derivative Dπ induces an isomorphism H → TxM
and V is naturally isomorphic to ξ⊥ ⊂ TxM . Identifying H with TxM , this decomposition may be
refined further as
(2.2.9) TξSM ≃ span(ξ)⊕ ξ⊥ ⊕ ξ⊥.
On the other hand, we may think of ξ also as a point of the sphere bundle STxM of the tangent
space TxM , projecting to 0 ∈ TxM . Since STxM = TxM × S(TxM) (where S(TxM) is the unit
sphere in TxM), the tangent space at ξ again splits as
(2.2.10) TξSTxM = TxM ⊕ ξ⊥ ≃ span(ξ)⊕ ξ⊥ ⊕ ξ⊥.
Thus we have a canonical identification TξSM ≃ TξSTxM , inducing an isomorphism
(2.2.11) Λ∗T ∗ξ SM ≃ Λ∗T ∗ξ S(TxM).
Fixing x ∈M and letting ξ ∈ SxM vary, these identifications now yield a map
Ω∗(SM)∣SxM → Γ(Λ∗T ∗STxM ∣SxM) ≃ Ω∗(STxM)TxM
to the space of translation-invariant differential forms on the sphere bundle of TxM ; here the last
isomorphism is obtained by pulling back via the translation map to the origin of TxM . Let us
denote the vector bundle over M with fibers Ω∗(STxM)TxM by Ω∗(STM). Now if we let x vary
as well we obtain an isomorphism
(2.2.12) Ω∗(SM) ≃ Γ(Ω∗(STM)),
where Γ denotes the space of smooth sections.
Proposition 2.5. The isomorphism (2.2.12) induces an isomorphism
τ ∶ C(M) ≃ Γ(Curv(TM)).
Proof. By Proposition 2.2, if we put α¯ for the canonical 1-form of S(TxM) then it is enough to
show that α, α¯ and dα,dα¯ correspond to each other under the identification (2.2.11).
That this is true of α and α¯ is trivial: in both cases the differential form in question is given by
projection to the line span(ξ) ≃ R in the decompositions (2.2.9), (2.2.10). Note that the correspon-
dence dα ∼ dα¯ is not a formal consequence, since the isomorphism (2.2.11) only respects the linear
structure but does not intertwine the exterior derivative.
Representing elements of TξS(TxM) as indicated by the decomposition (2.2.10), we have
(2.2.13) dα¯((v1,w1), (v2,w2)) = ⟨w1, v2⟩ − ⟨v1,w2⟩.
In order to compare this with dα, let X¯, Y¯ be smooth vector fields on SM defined in a neighborhood
of ξ. Assume that π∗X¯, π∗Y¯ are everywhere linearly independent. Then there exists a smooth
unit vector field Z on M , defined in a neighborhood of x, such that Z(x) = ξ and X¯(ξ), Y¯ (ξ)
are tangent to the graph of Z at ξ. Define vector fields X,Y on a neighborhood of x ∈ M by
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X(p) ∶= π∗X¯(Z(p)), Y (p) ∶= π∗Y¯ (Z(p)). With respect to the decomposition (2.2.8), the values of
X¯, Y¯ along the graph of Z are given by
X¯(Z) = (X,∇XZ), Y¯ (Z) = (Y,∇Y Z).
Since, for W ∈ TZSM ,
αZ(W ) = ⟨Z,π∗W ⟩,
we may compute
(dα)Z(X¯, Y¯ ) =DX¯⟨Z,π∗Y¯ ⟩ −DY¯ ⟨Z,π∗X¯⟩ − ⟨Z,π∗[X¯, Y¯ ]⟩
=DX⟨Z,Y ⟩ −DY ⟨Z,X⟩ − ⟨Z, [X,Y ]⟩
= ⟨∇XZ,Y ⟩ − ⟨∇Y Z,X⟩.
Comparing with (2.2.13), this concludes the proof under the linear independence assumption above.
The dependent case follows by continuity. 
Fixing x ∈M , another way to describe the map τx ∶ C(M) → Curv(TxM) is as follows. Observe
that (by continuity) an element Φ ∈ Curv(TxM) is determined by its values Φ(P, ⋅) on convex
polytopes P ⊂ TxM . These values have the form
(2.2.14) Φ(P, ⋅) = n∑
k=0
∑
F ∈Fk(P )
c(Φ,Tan(P,F )) volk ∣F
where Fk(P ) denotes the k-skeleton of P and Tan(P,F ) is the tangent cone of P at a generic point
of F . This cone is the Minkowski sum of the k-plane F⃗ ∈ Grk(TxM) generated by F and a proper
convex cone lying in the orthogonal complement of F⃗ . Now if Ψ ∈ C(M) then for a cone C of this
type we have for small ǫ > 0
c(τx(Ψ),C) = Θk(Ψ(expx(C ∩B(0, ǫ)))∣F , x),
where Θk denotes the density with respect to k-dimensional volume.
2.3. Kinematic formulas. Now suppose in addition that the Riemannian manifold Mn admits
a Lie group G of isometries such that the induced action on the tangent sphere bundle SM is
transitive. We then say that (M,G) is an isotropic space.
Given such (M,G), we denote by CG = CG(M) ⊂ C(M) and VG = VG(M) ⊂ V(M) the respective
spaces of all smooth curvature measures Φ ∈ C(M) and all smooth valuations φ ∈ V(M) that are
invariant under the action of G, i.e.
(2.3.1) Φ(gX,gU) = Φ(X,U), φ(gX) = φ(X)
for all g ∈ G, every sufficiently nice X ⊂M , and every open set U ⊂M .
Proposition 2.6. Let M be a Riemannian manifold, and G a group of isometries M →M . Then
Φ ∈ CG(M) if and only if Φ = integ(ω,φ) for some G-invariant forms ω,φ. In particular, if G acts
isotropically on M then dimCG(M),dimVG(M) <∞.
Proof. Let Φ = integ(ω,φ) be G-invariant. Since Φ(M,U) = ∫U φ, the form φ must be G-invariant.
By the Lefschetz decomposition (compare [40], Prop. 1.2.30), the restriction of the horizontal
part of ω to the contact distribution Q can be uniquely written as the sum of a primitive form ωp
and a multiple of the symplectic form dα. By Proposition 2.2, any two forms ω,ω′ define the same
curvature measure iff ωp = ω′p.
Since Φ is G-invariant, it follows that ωp is a G-invariant form on the contact distribution. Let
ω˜ be the unique horizontal form whose restriction to Q equals ωp. Then Φ = integ(ω˜, φ) is a
representation of Φ by invariant forms.
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The last conclusion now follows from the fact that the spaces of invariant differential forms on
SM and on M are finite dimensional. 
2.3.1. Analytic continuation. In our discussion of the complex space forms, many formulas will
depend on the curvature parameter λ. Typically these formulas are much easier to derive in the
compact cases (i.e. where λ > 0). Fortunately, they turn out to depend analytically on λ, and
therefore it makes sense to argue that their geometric content remains valid also for λ ≤ 0.
We justify this contention in this subsection. We consider products of invariant valuations in
general families of isotropic spaces Mλ, λ ∈ R. Such valuations may be expressed in terms of
invariant differential forms on the sphere bundle SMλ, and (as in the transfer principle Theorem
2.23 below) the algebras of such forms for different values of λ may be canonically identified.
We will need to express the Alesker product of valuations in these terms, using the formulation
of [11], the key ingredient of which is the action of the Rumin differential Dλ on differential forms of
degree n−1 on the sphere bundle SMλ. Although the variousDλ do not intertwine the identifications
above, our main point here is that they do vary analytically with λ, and therefore the same is true
of the Alesker product for invariant valuations when expressed in terms of a common model for the
various spaces of invariant differential forms.
Let M+,M− be n-dimensional rank one symmetric spaces with M± = G±/H, and canonical de-
compositions of the Lie algebras g± = p± ⊕ h. One says that M+,M− form a dual pair if p+ can be
identified with p− in such a way that the Lie brackets become
[X,Y ]− = −[X,Y ]+, [X,U]− = [X,U]+, [U,V ]− = [U,V ]+
for X,Y ∈ p ∶= p±, U,V ∈ h. It is known that every rank one symmetric space has a dual in this
sense, and that each dual pair contains exactly one compact space.
Let us fix invariant metrics g± on M±, such that the identification p+ ≡ p− becomes an isometry.
For positive λ, let us denote M±λ the symmetric space M± endowed with the metric g±λ = λ−1g±.
We also put M0 = p and G0 = H ⋉ p. This yields a family of Riemannian symmetric spaces
Mλ = Gλ/H,λ ∈ R with a common canonical decomposition g = p⊕h. Without loss of generality we
assume that Mλ is compact for λ > 0.
The Lie bracket satisfies
(2.3.2) [p,p]λ ⊂ h, [p,h]λ ⊂ p, [h,h]λ ⊂ h.
If we prescribe that p is isometrically identified with each ToMλ, the Lie brackets are given by
(2.3.3) [X,Y ]λ = λ[X,Y ]1, [X,U]λ = [X,U]1, [U,V ]λ = [U,V ]1
for X,Y ∈ p, U,V ∈ h, λ ∈ R.
It follows that the family of differential maps
dλ ∶⋀ ∗g∗ →⋀ ∗+1g∗
is polynomial in λ. Indeed, let θ1, . . . , θn be a basis of p
∗, and let ϕn+1, . . . , ϕN be a basis of h∗. By
(2.3.2) and the Maurer-Cartan equation (cf. e.g. [41], Chapter I, page 41), there are constants Cjki
independent of λ such that
dλθi = θi ○ [ , ]λ = ∑
j,a
C
ja
i θj ∧ ϕa(2.3.4)
dλϕa = ϕi ○ [ , ]λ = λ∑
j,k
Cjka θj ∧ θk +∑
b,c
Cbca ϕb ∧ ϕc(2.3.5)
where 1 ≤ i, j, k ≤ n and n + 1 ≤ a, b, c ≤ N .
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Now we consider Ωk(SMλ)Gλ . Let k be the Lie algebra of the subgroup K ⊂H fixing an element
of SMλ. Then Ω
k(SMλ)Gλ is identified with
Ekλ = {ω ∈ ⋀kg∗∶ω∣k = dλω∣k = 0} .
It follows from (2.3.4) and (2.3.5) that Ek ∶= Ekλ is independent of λ, and that dλ(Ek) ⊂ Ek+1.
In particular Ω∗(SMλ)Gλ ≃ Ω∗(SM0)G0 . This identification coincides with the one induced by
(2.2.12).
Lemma 2.7. The one-parameter family of Rumin differentials Dλ ∶ En−1 → En is analytic in λ.
Proof. Let ω1, . . . , ωk be a basis of the space of vertical (n − 1)-forms. Let τ1, . . . , τk be a basis of
the space of horizontal n-forms. Let ρ1, . . . , ρl be a basis for the space of vertical n-forms.
Then we obtain
dλωi =
k
∑
j=1
ci,j(λ)τj + l∑
j=1
c′i,j(λ)ρj
where the coefficients c, c′ are polynomials in λ.
To find Dλω, we must find c1(λ), . . . , ck(λ) such that Dλω = dλ(ω + ∑s cs(λ)ωs) is vertical.
Expanding this yields a system of linear equations for the cs(λ)’s where the coefficients are polyno-
mials in λ. By Rumin’s theorem [45], there exists a unique solution. By Cramer’s rule this solution
will be rational in λ, hence analytic. From this it follows that Dλω = dλω+∑s cs(λ)dλωs is analytic
in λ. 
Proposition 2.8. There exists a family of linear maps ψλ depending analytically on λ ∈ R
ψλ ∶ (En−1 ⊕⋀np∗)⊕ (En−1 ⊕⋀np∗)Ð→ (En−1 ⊕⋀np∗)
such that, for ω1, ω2 ∈ En−1 ≃ Ωn−1(SMλ)Gλ and φ1, φ2 ∈ ⋀n p∗ ≃ Ωn(Mλ)Gλ,
integψλ(ω1, φ1, ω2, φ2) = Glob(ω1, φ1) ⋅ integ(ω2, φ2),
where the product in the last expression is the module product of Proposition 2.3.
Proof. From the proof of Proposition 2.3, we recall that
Glob(ω1, φ1) ⋅ integ(ω2, φ2) = integ(Q1(ω1, ω2),Q2(ω1, φ1, ω2, φ2))
where Q1,Q2 are certain operations on differential forms explicitly given in [11]. These operations
involve the Rumin differential Dλ, and are independent of λ besides that. Therefore the result
follows from the lemma above. 
For λ ∈ R, λ′ ∈ R ∖ {0} let us consider fλ′λ ∶ Eλ → Eλ′ given as follows. If
ω = ω1 ⊗ ω2 ∈ ⋀ ∗p∗ ⊗⋀ ∗h∗ = ⋀ ∗g∗
then
fλ
′
λ (ω) ∶= ( λλ′)
⌊degω1
2
⌋
ω,
and we extend linearly. We say that ω ∈ E is even (resp. odd) if only even (resp. odd) degrees
of ω1 occurred in the previous definition. Note that dλ preserves this parity notion by (2.3.4) and
(2.3.5).
If ω is even, then ω ∈ Eλ and fλ′λ (ω) ∈ Eλ′ define the same form in SMλ = SMλ′ , whenever
λλ′ > 0. If ω is odd, then ω and (λ/λ′)1/2fλ,λ′(ω) correspond to the same form in SMλ = SMλ′ ,
provided λλ′ > 0.
Since the Rumin operator D is independent of the Riemannian metric and since Dλ respects the
parity, we have for all λ with λλ′ > 0
(2.3.6) Dλ′f
λ′
λ ω = fλ′λ Dλω, ∀ω ∈ Eλ.
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Since both sides are analytic in λ, this equation is true for all λ.
Proposition 2.9. The volume valuation cannot be represented by an invariant form ω ∈ Ωn−1(SMλ)G.
Proof. Suppose that ω ∈ Ωn−1(SMλ)G represents the volume. By [17] this is equivalent to Dλω =
π∗ vol.
For λ > 0, evaluation on the whole space Mλ yields 0 = vol(Mλ), a contradiction.
Next we consider the case λ = 0. From (2.2.2) it follows that the degree of each homogeneous
component of the valuation represented by (ω,0) is less than n. Since the degree of vol is n, this
shows the statement in this case.
Now suppose that Dλω = π∗ vol for some λ < 0. By (2.3.6)
D1f
1
λ(ω) = λ⌊n2 ⌋π∗dvol,
in contradiction to what we have shown above. 
Proposition 2.10. A G-invariant valuation can be represented by a pair (ω,φ) of G-invariant
forms.
Proof. Let µ ∈ VGλ(Mλ) be represented by ω ∈ Ωn−1(SMλ) and φ ∈ Ωn(Mλ). If λ > 0, then Gλ is
compact, and we may take ω,φ invariant by averaging over Gλ.
The statement for λ = 0 follows from Theorem 3.3. in [17].
Suppose now λ < 0. By Proposition 1.7 in [17], the form Dλω + π∗φ =∶ η is invariant. Let us
consider f1λη which defines an invariant vertical closed form in Ω
n(SM1). The Gysin long exact
sequence [37] of the sphere bundle π∶SM1 → M1 yields Hn(SM1) = 0 or Hn(SM1) ≅ Hn(M1).
Hence,
f1λη =D1ρ + π∗ϕ
for some differential forms ρ ∈ Ωn−1(SM1), ϕ ∈ Ωn(M1). By averaging over G1 we can make ρ,ϕ
invariant. Put ρλ = fλ1 ρ and π∗ϕλ = fλ1 π∗ϕ. By (2.3.6),
Dλρλ + π∗ϕλ = η.
It follows from Theorem 2.2 that µ ≡ Glob(ρλ, ϕλ) up to a multiple of the Euler characteristic χ.
Since χ can be represented by an invariant pair, the statement follows. 
2.3.2. Local kinematic formulas. Any isotropic space admits an array of kinematic formulas. These
come in three types: local, global, and semi-local. The local formulas apply to invariant curvature
measures, while the global formulas apply to invariant valuations. The latter are obtained from
the former by intertwining with the globalization map, and the semi-local formulas are obtained
by applying globalization only partially. Thus the local formulas are in a certain sense the most
fundamental, especially in view of the transfer principle Theorem 2.23 below. On the other hand
the global formulas may be viewed as adjoint to the multiplicative structure on VG (Theorem 2.21
below), and thus enjoy special formal properties. The semi-local formulas are similarly related to
the structure of CG as a module over VG.
The construction of the kinematic formulas for curvature measures was given in a slightly different
formulation in [28, 29]. We sketch the proof, emphasizing certain points that will be important in
the present paper. Referring to the second part of the Remark following Definition 2.1, the precise
class of subspaces X,Y ⊂ M for which it is valid remains poorly understood, although by [29]
this class includes the subanalytic and semiconvex cases, and therefore also the case of compact
differentiable polyhedra.
Let dg denote the bi-invariant measure on G, normalized so that
(2.3.7) dg({g ∶ go ∈ E}) = vol(E)
whenever o ∈M and E ⊂M is measurable.
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Recall that a coproduct on a vector space V is a linear map c ∶ V → V ⊗ V . The coproduct c is
cocommutative if c(v) is symmetric for all v ∈ V , and coassociative if
(2.3.8) (id⊗c) ○ c = (c⊗ id) ○ c.
Theorem 2.11 ([28]). There exists a cocommutative, coassociative coproduct
K =KG ∶ CG → CG ⊗ CG
such that for all sufficiently nice compact subsets P,Q ⊂M and open sets U,V ⊂M
(2.3.9) K(Φ)(P,U ;Q,V ) = ∫
G
Φ(gP ∩Q,gU ∩ V )dg.
Proof. We use some notions from Geometric Measure Theory and refer to [26] for details. The
main point is that the normal cycles of generic intersections P ∩gQ arise as slices of a fixed current
that is constructed in a canonical way from N(P ),N(Q).
Let π ∶ SM →M be the sphere bundle over M . Pick reference points o ∈M, o¯ ∈ SoM . Let
(2.3.10) C ∶= {(g, v) ∈ Go × SoM ∶ go¯ ≠ −o¯, v ∈ o¯, go¯},
where for non-antipodal points v,w ∈ SoM we put v,w for the open minimizing geodesic arc joining
v to w. Then C has finite volume and admits a natural orientation, and the action
(ℓ1, ℓ2) ⋅ (g, v) ∶= (ℓ2gℓ−11 , ℓ2v)
of Go¯ ×Go¯ on Go ×SoM induces an orientation- and volume-preserving action on C. Let E be the
fiber bundle over SM × SM obtained by pulling back the bundle
G × SM →M ×M, (g, ξ) ↦ (πgξ,πξ)
to SM × SM via the projection SM × SM → M ×M . Thus we have the commutative diagram
(cartesian square)
(2.3.11) E

p
// G × SM

SM × SM // M ×M
where the vertical maps have fibers isomorphic to Go × SoM . The natural actions of the group
G ×G are intertwined by the maps of (2.3.11).
While the group of transition functions for the bundle on the right is Go × Go, on the left
the group reduces to Go¯ × Go¯. Therefore there is a natural copy of C inside the fiber over each(ξ, η) ∈ SM × SM , namely
Cξ,η = {(g, ζ) ∈ G × SM ∶ πgξ = πη = πζ =∶ x, gξ ≠ −η, ζ ∈ gξ, η ⊂ SxM}.
Let πC ∶ F → SM × SM the corresponding subbundle of E and ι ∶ F → E the inclusion.
For P,Q as above we may construct the fiber product
T0(P,Q) ∶= ι∗(N(P ) ×N(Q) ×E C)
as a well-defined integral current living in E. Put
Γ1 ∶= {(g,x, η) ∈ G ×M × SM ∶ gx = πMη},(2.3.12)
Γ2 ∶= {(g, ξ, y) ∈ G × SM ×M ∶ gπξ = y}.(2.3.13)
We may regard Γ1,Γ2 as smooth fiber bundles over M × SM,SM ×M respectively, with fibers
diffeomorphic to Go. Thus we construct also two currents living in G×M ×SM and G ×SM ×M ,
respectively, by
T1(P,Q) ∶= {(g,x, η) ∈ P ×N(Q) ∶ gx = πMη},
T2(P,Q) ∶= {(g, ξ, y) ∈ N(P ) ×Q ∶ gπξ = y}.
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Consider the natural projections
p1 ∶ G ×M × SM → G × SM, p2 ∶ G × SM ×M → G × SM
and put
(2.3.14) T (P,Q) ∶= p∗T0(P,Q) + p1∗T1(P,Q) + p2∗T2(P,Q) ⊂ G × SM.
Clearly
(2.3.15) massT (P,Q) ≤ c(massN(P )massN(Q) + volP massN(Q) +massN(P )volQ).
For a.e. g ∈ G the normal cycle of gP ∩Q is given in terms of slices of T (P,Q) by
(2.3.16) N(gP ∩Q) = πSM∗⟨T (P,Q), πG, g⟩
where πSM , πG are the natural projections of G×SM to the two factors (on the right hand side we
use the notation ⟨C,f, t⟩ of [26], section 4.3, to denote the slice of the current C by the map f at
the value t). Moreover, if U,V ⊂M are open then
W =W (U,V ) ∶= {(g, ζ) ∈ G × SM ∶ πζ ∈ gU ∩ V }
is open, and for a.e. g ∈ G
(2.3.17) N(gP ∩Q) ⌞ π−1(gU ∩ V ) = πSM∗⟨T (P,Q) ⌞W,p, g⟩.
Now consider the operator
H ∶ Ω∗(SM)G → Ω∗(SM × SM)G×G ≃ Ω∗(SM)G ⊗Ω∗(SM)G
given by
(2.3.18) Hφ ∶= πC∗(ι ○ p)∗(φ ∧ dg).
Thus, for φ ∈ Ω∗(SM)G,
∫
p∗T0(P,Q)
φ ∧ dg = ∫
N(P )×N(Q)Hφ.
Given P,Q,U,V as above and ω ∈ Ωn−1(SM)G we may now compute, using Theorem 4.3.2 of
[26],
∫
G
integ(ω,0)(gP ∩Q,gU ∩ V )dg = ∫
G
(∫
N(gP∩Q)∩π−1(gU∩V ) ω) dg
= ∫
G
(∫
πSM∗⟨T (P,Q)⌞W,πG,g⟩
ω) dg
= ∫
G
(∫⟨T (P,Q)⌞W,πG,g⟩ π∗SMω) dg
= ∫
T (P,Q)⌞W π
∗
SMω ∧ π∗Gdg
= ∫(N(P )⌞U)×(N(Q)⌞V )Hω
+∫
G
(∫
N(Q)⌞π−1(gP∩gU∩V )) ω) dg
+∫
G
(∫
N(gP )⌞π−1(gU∩Q∩V ) ω) dg
where in the last equality we decompose the integral according to (2.3.14) and use the definition of
the fiber product of currents in [28]. In view of the normalization (2.3.7), the last two terms yield
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vol(P ∩U)∫N(Q)⌞π−1V ω + vol(Q ∩ V )∫N(P )⌞π−1U ω. Therefore the kinematic operator KG is given
by
KG(integ(ω,0)) = (integ⊗ integ)(Hω,0) + vol⊗ integ(ω,0) + integ(ω,0) ⊗ vol(2.3.19)
KG(integ(0, dvolM)) =KG(vol) = vol⊗vol .
That the coproduct KG is cocommutative follows from the fact that the map g ↦ g−1 preserves
the Haar measure dg. Coassociativity follows from Fubini’s theorem. 
2.3.3. Global and semi-local formulas, and the fundamental theorem. We define
k = kG ∶ VG → VG⊗VG,
k¯ = k¯G ∶ CG → CG ⊗ VG
by
kG ○ glob ∶= (glob⊗glob) ○KG,(2.3.20)
k¯G ∶= (id⊗glob) ○KG.(2.3.21)
Alternatively, we may regard k as taking values in Hom(VG(M)∗,VG(M)).
Although glob is not in general injective, it is trivial to check that the first of these relations
defines kG uniquely. Thus if A,B ⊂M are nice sets and U ⊂M is open then
kG(φ)(A,B) = ∫
G
φ(A ∩ gB)dg
k¯G(Φ)(A,U ;B) = ∫
G
Φ(A ∩ gB,U)dg.
By Proposition 2.9, vol does not belong to the space {Glob(ω,0) ∶ ω ∈ Ωn−1(SM)G}. Hence the
following definition makes sense.
Definition 2.12. vol∗ is the element of VG∗ characterized uniquely by
⟨vol∗,vol⟩ = 1, ⟨vol∗,Glob(ω,0)⟩ = 0 for all ω ∈ Ωn−1(SM)G.
Lemma 2.13. If φ ∈ VG then
k(φ)(vol∗, ⋅) = φ.
Proof. This follows at once from (2.3.19) and the definition of k. 
Definition 2.14. The map pd ∶ VG(M)→ (VG(M))∗ given by
⟨pd(φ), µ⟩ = ⟨vol∗, φ ⋅ µ⟩,
is called (normalized) Poincare´ duality.
If M is euclidean then this coincides with the Poincare´ duality defined in [5]. If M is compact,
this is vol(M)−1 times the Poincare´ duality defined in [8]. Clearly pd is self-adjoint.
Given A ∈ P(M), we put
µGA ∶= ∫
G
χ(⋅ ∩ gA)dg = k(χ)(A, ⋅) ∈ VG .
Proposition 2.15. Given any smooth valuation φ on an isotropic space M , we have
(2.3.22) µGA ⋅ φ = ∫
G
φ(⋅ ∩ gA)dg.
We defer the proof of this proposition to the Appendix.
Corollary 2.16. Given A ∈ P(M), Φ ∈ C(M) and U ⊂M open we have
µGA ⋅Φ(B,U) = ∫
G
Φ(B ∩ gA,U)dg.
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Proposition 2.17. If φ ∈ VG then
(2.3.23) ⟨pd(µGA), φ⟩ = φ(A).
Proof. By Proposition 2.15 and Lemma 2.13,
⟨pd(µGA), φ⟩ = ⟨vol∗, φ ⋅ µGA⟩ = ⟨vol∗, kG(φ)(⋅,A)⟩ = kG(φ)(vol∗,A) = φ(A).

Let ev ∶ P(M) → VG(M)∗ be the evaluation map. Then µGA = k(χ)(evA). The proposition may
be written as
(2.3.24) pd○k(χ) ○ ev = ev or pd(µGA) = evA.
Corollary 2.18.
(i) pd ∶ VG(M)→ VG(M)∗ and k(χ) ∶ VG(M)∗ → VG(M) are mutually inverse isomorphisms.
(ii) VG = span{µGA ∶ A ∈ P(M)}.
Proof. Let P be the vector space with basis P(M) and ev∶P → (VG)∗ the linear extension of the
evaluation map. Its adjoint ev∗∶VG → P ∗ is clearly injective. Therefore, ev∶P → (VG)∗ is onto.
From (2.3.24) we deduce that pd is left inverse to k(χ). Since VG(M) and VG(M)∗ have the same
finite dimension, pd is also right inverse to k(χ). This shows (i).
To see (ii), it is enough to notice that k(χ) ○ ev is onto, and that µGA = k(χ)(evA). 
Theorem 2.19. K,k, k¯ are all compatible with the multiplication by elements of VG, i.e. given
φ,ψ ∈ VG,Φ ∈ CG
K(φ ⋅Φ) = (φ⊗ χ) ⋅K(Φ) = (χ⊗ φ) ⋅K(Φ),(2.3.25)
k¯(φ ⋅Φ) = (χ⊗ φ) ⋅ k¯(Φ) = (φ⊗ χ) ⋅ k¯(Φ),(2.3.26)
k(φ ⋅ ψ) = (χ⊗ φ) ⋅ k(ψ) = (φ⊗ χ) ⋅ k(ψ),(2.3.27)
k¯(φ ⋅Φ) = k(φ) ⋅ (χ⊗Φ).(2.3.28)
Proof. Using Corollary 2.18 (ii), the relation (2.3.25) follows easily from Corollary 2.16 and Fubini’s
theorem. Since glob(φ ⋅ Φ) = φ ⋅ globΦ for all φ ∈ V,Φ ∈ C, the relations (2.3.26), (2.3.27) follow
at once from (2.3.20), (2.3.21). Equation (2.3.28) follows from Corollary 2.16 for φ = χ, and from
(2.3.26), (2.3.27) in the general case. 
Corollary 2.20. Let m¯ ∈Hom(VG⊗CG,CG) =Hom(CG,CG⊗VG∗) be the module structure. Then
(2.3.29) m¯ = (id⊗ pd) ○ k¯
or equivalently
k¯ = (id⊗ pd−1) ○ m¯.
In particular, k¯ is injective.
Proof. Let Φ ∈ CG. By (2.3.24), ⟨pd(ψ), µGC⟩ = ψ(C) for every ψ ∈ VG. By Corollary 2.16,
µGC ⋅Φ = k¯(Φ)(⋅, ⋅,C) = ⟨(id⊗pd)k¯(Φ), µGC⟩,
and the stated equation follows. If k¯(Φ) = 0, then it follows that m¯(Φ) = 0, which means φ ⋅Φ = 0
for all valuations φ ∈ VG. Taking φ ∶= χ implies that Φ = 0. 
The next theorem was shown in [18] and [11], assuming M to be flat or compact respectively.
Now we extend it to the general case.
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Theorem 2.21. Let m ∶ VG(M) ⊗ VG(M) → VG(M) be the restricted multiplication map, pd ∶
VG(M) → VG(M)∗ the normalized Poincare´ duality and k ∶ VG(M) → VG(M) ⊗ VG(M) the
kinematic coproduct. Then the following diagram commutes:
VG(M)
pd

k
// VG(M)⊗ VG(M)
pd⊗pd

VG(M)∗ m∗ // VG(M)∗ ⊗ VG(M)∗
Proof. Since pd is self-adjoint (2.3.23) yields
⟨(pd⊗pd) ○ k(φ), µGA ⊗ µGB⟩ = ∫
G
φ(A ∩ gB)dg.
By Proposition 2.15
⟨m∗ ○ pd(φ), µGA ⊗ µGB⟩ = ⟨pdφ,µGA ⋅ µGB⟩
= ⟨vol∗, φ ⋅ µGA ⋅ µGB⟩
= ⟨vol∗,∫
G×G φ(⋅ ∩ gA ∩ hB)dgdh⟩ .
By (2.3.19), if ⟨vol∗, φ⟩ = 0, then
∫
G
∫
G
φ(⋅ ∩ gA ∩ hB)dg dh = ∫
G
∫
G
φ(⋅ ∩ g(A ∩ hB))dg dh
= ∫
G
(φ(A ∩ hB)vol+vol(A ∩ hB)φ +∑
i,j
ϕi(A ∩ hB)ϕj)dh
for some ϕi ∈ VG with ⟨vol∗, ϕi⟩ = 0. Hence,
⟨vol∗,∫
G
∫
G
φ(⋅ ∩ gA ∩ hB)dg dh⟩ = ∫
G
φ(A ∩ gB)dg
as desired. The case φ = vol follows similarly. 
2.4. Transfer principle. Picking points o ∈M, o¯ ∈ SM with πM o¯ = o, let Go¯ ⊂ Go ⊂ G denote the
stabilizers of o, o¯ respectively. This yields identifications
M ≃ G/Go, SM ≃ G/Go¯
corresponding to the maps g ↦ go, g ↦ go¯ respectively, such that the natural projections G/Go¯ →
G/Go and SM →M are compatible.
The decompositions (2.2.9) and (2.2.10) are invariant under the actions of Go¯. Furthermore the
action of G induces canonical isomorphisms CurvGo(ToM) ≃ CurvGx(TxM) for every x ∈M . If we
identify these spaces in this way then the isomorphism of Proposition 2.5 yields
Proposition 2.22. The map τ of Proposition 2.5 induces an isomorphism
(2.4.1) CG(M) ≃ CurvGo(ToM).
As noted in the previous section, each of the spaces CG(M),CurvGo(ToM) is a coalgebra, with
the kinematic operator as coproduct.
Theorem 2.23. The linear isomorphism (2.4.1) is an isomorphism of coalgebras.
Proof. We actually prove the following stronger statement, at the level of invariant differential forms
rather than curvature measures. The apparatus of the proof of Theorem 2.11 has an analogue for
the pair (ToM,Go), leading to an operator
H ′ ∶ Ω∗(SToM)Go → Ω∗(SToM)Go ⊗Ω∗(SToM)Go .
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Since the isomorphism (2.4.1) is induced by the natural isomorphism
(2.4.2) Ω∗(SM)G ≃ Λ∗(T ∗¯o SM)Go¯ ≃ Λ∗(T ∗¯o SToM)Go¯ ≃ Ω∗(SToM)Go ,
the maps H,H ′ determine and are determined by maps
Λ∗(T ∗¯o SM)Go¯ → Λ∗(T ∗¯o SM)Go¯ ⊗Λ∗(T ∗¯o SM)Go¯ ,(2.4.3)
Λ∗(T ∗¯o SToM)Go¯ → Λ∗(T ∗¯o SToM)Go¯ ⊗Λ∗(T ∗¯o SToM)Go¯ .(2.4.4)
We must show that these maps are intertwined by the middle isomorphism of (2.4.2).
To this end we consider the derived diagram corresponding to (2.3.11)
(2.4.5) TE∣F //

T (G × SM)∣F = TG∣Go × TSM ∣SoM
p

To¯SM ⊕ To¯SM π // ToM ⊕ ToM
where F = Go × SoM is the fiber over (o¯, o¯), which includes the submanifold C defined in (2.3.10).
The map (2.4.3) is then constructed as follows. An element of Λ∗(To¯SM)Go¯ induces a Go-invariant
section of Λ∗ TSM ∣SoM . We take the wedge product with the invariant volume form of G, pull
back via the top map, and finally push down using the fiber integral over C. Likewise, (2.4.4) arises
in the same way from the diagram
(2.4.6) TE˜∣
F
//

T (Go × SM)∣F = TGo∣Go × TSToM ∣SoM
p˜

To¯SToM ⊕ To¯SToM π˜ // ToM ⊕ ToM
The identification To¯SM ≃ To¯SToM that arises from (2.2.8) and (2.2.10) induces an isomorphism
between the lower left spaces, intertwining the projections π, π˜. In the same way we may identify
the second factors of the top right spaces, intertwining the restrictions of p, p˜.
Finally we wish to identify the first factors of the top right spaces. The identification we give
will not be canonical, but it is enough for our purposes. To this end we realize Go as a manifold as
the cartesian product Go × ToM , acting on ToM by
(g, v) ⋅w ∶= g∗(w + v).
Thus TGo∣Go ≃ TGo×ToM . Recalling that p˜ is the derivative of the map (g, ζ) ↦ (gπζ,πζ) on
the right of the euclidean analogue of (2.3.11), we see that for (g, ζ) ∈ Go × SoM , and (γ, v) ∈
TgGo × ToM,w ∈ TζSToM ,
(2.4.7) p˜(γ, v;w) = (g∗π∗w + g∗v,π∗w)
where π ∶ SToM → ToM is the projection.
We may represent TG∣Go in a similar fashion. Let m ⊂ g be a linear complement to go in the
Lie algebra g = TeG. Then π∗ induces an isomorphism m → ToM where π ∶ G → M = G/Go is the
quotient map. Translating m by the left multiplication map Lg, g ∈ Go, we obtain an injection
ToM
π−1∗ÐÐÐ→ m Lg∗ÐÐÐ→ g∗m ⊂ TgG,
which gives an identification TG∣Go ≃ TGo×ToM . With respect to this decomposition, the map p
acts formally exactly as in (2.4.7).
Thus the diagrams (2.4.5), (2.4.6), except for the top left corners, may be identified, intertwining
all of the maps that appear. It follows that the top left corners may also be identified:
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Lemma 2.24. Let M,E′ be smooth fiber bundles over N , and E their fiber product:
(2.4.8) E //

E′
p

M
f
// N
Let m ∈M and F the fiber of E′ over f(m), which is the same as the fiber of E over m. Then the
restricted tangent bundle TE∣F is the fiber product over Tf(m)N of TmM and TE′∣F :
(2.4.9) TE∣F //

TE′∣F

TmM // Tf(m)N
Proof. Since f, p are submersions, the implicit function theorem implies that the original fiber
product
E = {(m,e) ∈M ×E′ ∶ f(m) = p(e)}
is a smooth submanifold, with
T(m,e)E = {(v,w) ∈ TmM ⊕ TeE′ ∶ f∗v = p∗w}.
Thus
TE∣F = {(m,v; e,w) ∈ TmM ⊕ TE′∣F ∶ f∗v = p∗w}
as claimed. 
To conclude the proof of Theorem 2.23, the lemma implies that the maps (2.4.3), (2.4.4) corre-
spond, provided the selected volume forms dg correspond when restricted to Go. But this is ensured
by the convention (2.3.7): each corresponding volume form is then the product of the probability
measure on Go with the pullback of the volume form of M under the projection G→M . 
Remark. Theorem 2.23 is a special case of the general transfer principle of Howard [39].
By Proposition 2.3, CG(M) is a module over VG(M), while CurvGo(ToM) is a module over
ValGo(ToM). On the other hand, in view of Proposition 2.22, we may identify the coalgebras
CG(M) ≃ CurvGo(ToM). From this perspective the coalgebra of invariant curvature measures is
simultaneously a module over VG(M) and over ValGo(ToM).
Proposition 2.25. The two module structures on CG(M) ≃ CurvGo(ToM) commute, i.e. if ρ ∈VG(M), ψ ∈ ValGo(ToM), and Φ ∈ CG(M), then
ψ ⋅ τ(ρ ⋅Φ) = τ(ρ ⋅ τ−1(ψ ⋅ τ(Φ))).
Proof. By Theorem 2.23 we have
K
Go
○ τ = τ ⊗ τ ○KG.
Using Theorem 2.19 we obtain that
K
Go
(ψ ⋅ τ(ρ ⋅Φ)) = (ψ ⊗ id) ⋅K
Go
(τ(ρ ⋅Φ))
= ((ψ ○ τ)⊗ τ)KG(ρ ⋅Φ)
= ((ψ ○ τ)⊗ (τ ○ ρ))KG(Φ).
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On the other hand,
KGo(τ(ρ ⋅ τ−1(ψ ⋅ τ(Φ)))) = (τ ⊗ τ) ○KG(ρ ⋅ τ−1(ψ ⋅ τ(Φ)))
= (τ ⊗ (τ ○ ρ))KG(τ−1(ψ ⋅ τ(Φ)))
= (id⊗ (τ ○ ρ ○ τ−1))K
Go
(ψ ⋅ τ(Φ))
= (ψ ⊗ (τ ○ ρ ○ τ−1))K
Go
(τ(Φ))
= ((ψ ○ τ)⊗ (τ ○ ρ))KG(Φ).
By Corollary 2.20, k¯
Go
and hence K
Go
are injective, which finishes the proof. 
2.5. Angular curvature measures.
Definition 2.26. Let V be a euclidean space of dimension m. A translation-invariant curvature
measure Ξ ∈ Curv(V ) is called angular if, for any compact convex polytope P ⊂ V ,
(2.5.1) Ξ(P, ⋅) = m∑
k=0
∑
F ∈Fk(P )
cΞ(F⃗ )∠(F,P ) volk ∣F
where cΞ(F⃗ ) depends only on the k-plane F⃗ ∈ Grk(V ) parallel to F and where ∠(F,P ) denotes
the outer angle of F in P (in other words, for fixed F⃗ the quantities c(Φ,Tan(P,F )) in (2.2.14)
are proportional to ∠(F,P )). The space of such translation-invariant curvature measures will be
denoted by Ang(V ).
Given a Riemannian manifold M , a smooth curvature measure Φ ∈ C(M) is called angular if
τx(Φ) ∈ Ang(TxM) for every x ∈ M . The space of angular curvature measures will be denoted byA(M).
If Ξ ∈ Ang(V ) then it is clear that the associated valuation [Ξ] is even, and the constant of
(2.5.1) is
cΞ(F⃗ ) = Kl[Ξ](F⃗ ),
the value at F⃗ of the Klain function (cf. [19]) of the associated valuation [Ξ] ∈ Val(V ).
The elementary symmetric functions of principal curvatures determine a sequence of canonical
angular curvature measures in any Riemannian manifold Mm, expressed in terms of differential
forms on the sphere bundle SM as follows. Let e1(ξ), . . . , em(ξ) = ξ be a local frame for M defined
for ξ ∈ SM , with associated coframe θi and connection forms ωij. Put
(2.5.2) κi ∶= 1
αm−i−1i!(m − i − 1)! [∑ǫ sgn(ǫ)θǫ1 . . . θǫiωǫi+1,m . . . ωǫm−1,m]
where the sum is over permutations ǫ of 1, . . . ,m − 1. This agrees with the definition of [28] if M
is euclidean.
Definition 2.27. ∆i ∶= integ(κi,0).
Thus if A ⊂ M is a smooth domain then ∆i(A, ⋅) is the measure on ∂A whose density with
respect to volm−1 is α−1m−i−1 times the (m − i − 1)st elementary symmetric function of the principal
curvatures of ∂A.
Compare also [16] for this definition. Observe that if M = Rn with the standard metric then the
∆i coincide with the curvature measures Φi of [25]. In this case
(2.5.3) glob∆i = µi
where µi is the ith intrinsic volume [42].
In euclidean spaces the space of translation-invariant angular curvature measures is stabilized
by multiplication by µ1:
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Theorem 2.28 (Angularity theorem, first version).
µ1 ⋅Ang(Rn) ⊂ Ang(Rn).
Proof. It is enough to show that µ1 ⋅ Φ ∈ Ang(Rn) assuming that Φ ∈ Ang(Rn) is homogeneous,
say of degree k − 1. Hence, we must find a function g on Grk such that, given a convex cone C
containing a maximal subspace F ∈ Grk
(µ1 ⋅Φ)(C,U) = g(F )volk(U)∠n−k−1(C,F )
where U ⊂ F is any Borel set. By Corollary 2.16 and a limit argument
(µ1 ⋅Φ)(C,U) = ∫
Grn−1
Φ(H ∩C,U)dH = ∫
Grn−1
vol(U ∩H)f(F ∩ H⃗)∠(C ∩ H⃗,F ∩ H⃗)dH
= 1
2
∫
Sn−1
∫
R
vol(U ∩ (xv + v))f(F ∩ v)∠(C ∩ v, F ∩ v)dx dv volSn−1
= 1
2
vol(U)∫
Sn−1
cos θf(F ∩ v)∠(C ∩ v, F ∩ v) dv volSn−1
where θ ∈ [0, π/2] is the angle between v and F , and H⃗ denotes the linear space parallel to H .
The exterior angle of intersections is
∠(C ∩ v, F ∩ v) = αn−k−1
αn−k
voln−k(Sn−1 ∩ {aw + bv∶a, b > 0,w ∈ nor(C,F )})
= voln−k−1(πv nor(C,F ))
where πv denotes the polar projection of S
n−1 ∖ {±v} onto Sn−1 ∩ v.
A generic v ∈ Sn−1 is uniquely described as
v = cos θ u + sin θ w, u ∈ F ∩ Sn−1 =∶ Sk−1, w ∈ F  ∩ Sn−1 =∶ Sn−k−1.
In these terms,
(2.5.4)
(µ1 ⋅Φ)(C,U) = vol(U)∫
Sk−1
f(F ∩u)∫ π/2
0
h(θ)∫
Sn−k−1
vol(πv nor(C,F ))dw volSn−k−1 dθdu volSk−1
for some function h(θ). By the coarea formula, denoting by jac(x,w) the jacobian at x of the
projection πv restricted to nor(C,F ) ⊂ Sn−k−1,
∫
Sn−k−1
vol(πv(nor(C,F ))dw volSn−k−1 = ∫
nor(C,F ) (∫Sn−k−1 jac(x,w)dw volSn−k−1)dx volnor(C,F )
= j(θ)vol(nor(C,F ))
for some function j(θ). Indeed, by SO(n− k)−invariance the integral between brackets is indepen-
dent of x. Together with (2.5.4), this gives the result. 
Definition 2.29. Let V be a d-dimensional euclidean vector space. A curvature measure Φ ∈
Curv(V ) is a constant coefficient curvature measure if there exists a constant coefficient
form ω ∈ Λd(V ∗ ⊕ V ∗) ⊂ Ωd(V ⊕ V ) such that for all compact convex bodies K ⊂ V and all Borel
sets U ⊂ V we have
Φ(K,U) = ∫
N1(K)∩π−1U ω.
where N1(K) is the disk bundle defined in (41) of [18].
Lemma 2.30. Every constant coefficient curvature measure is angular.
Proof. By linearity, it suffices to show that any curvature measure arising from a differential form
ω = π∗1ω1 ∧ π∗2ω2 with ω1 ∈ ΛkV ∗, ω2 ∈ Λd−kV ∗ is angular.
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Let P be a polytope and denote by Fk(P ) the set of k-faces of P . Let N1(P,σ) ⊂ σ⃗⊥ be the
normal cone of P at a face σ. Then the degree k-part of the current [N1(P )] is given by
Nk1 (P ) = ∑
σ∈Fk(P )
[σ] × [N1(P,σ)].
Since ω2 is of degree d − k and has constant coefficients,
∫
N1(P,σ) ω2 =
∠(P,σ)
αd−k−1 ∫σ⃗⊥∩B(0,1) ω2,
where ∠(P,σ) denotes the outer angle of P at the face σ.
It follows that
Φ(P,U) = ∑
σ∈Fk(P )
∫
σ∩U ω1∫N1(P,σ) ω2
= ∑
σ∈Fk(P )
f(σ⃗)volk(σ ∩U)∠(P,σ).

2.6. Lipschitz-Killing curvature measures. On any Riemannian manifoldMn there is a canon-
ical family of curvature measures defined as follows. Let ι∶M → RN be an isometric embedding
(it is not necessary to invoke the Nash embedding theorem here: the existence of local isometric
embeddings is enough to draw this conclusion). The k-th Lipschitz-Killing curvature measure Λk
is defined by
(2.6.1) Λk = ι∗∆k.
That this definition is independent of ι is the substance of “Weyl’s tube formula” [54]. More
precisely, it is a consequence of the following description of Λk in terms of a pair of differential
forms (Ψk,Φk) ∈ Ωn(M) × Ωn−1(SM). Let e1(ξ), . . . , en(ξ) = ξ be a local moving frame on M
defined for ξ ∈ SM . Let θi be the associated coframe, and ωi,j the connection forms. Finally, let
Ωij denote the curvature forms. Then (cf. [23])
(2.6.2) Ψk = 1
k!(n−k
2
)!(4π)n−k2 ∑ǫ sgn(ǫ)Ωǫ1ǫ2 ∧⋯∧Ωǫn−k−1ǫn−k ∧ θǫn−k+1 ∧⋯∧ θǫn ∈ Ωn(SM)
when n − k is even, and Ψk = 0 if n − k is odd. Note that the sum above may be partitioned into
sums of k!(n−k
2
)!2n−k2 formally identical terms.
Similarly
(2.6.3) Φk = ∑
2i≤n−k−1
dn,k,iΦk,i
where
(2.6.4) Φk,i ∶= ∑
ǫ
sgn(ǫ)Ωǫ1ǫ2 ∧⋯∧Ωǫ2i−1ǫ2i ∧ ωn,ǫ2i+1 ∧⋯∧ ωn,ǫn−k−1 ∧ θǫn−k ∧⋯∧ θǫn−1
for some constants dn,k,i. Both Ψk and Φk, and in fact all of the Φk,i, are independent of the
moving frame, and hence globally defined differential forms on SM . Moreover Ψk is the pullback
of a differential form defined on M , which we denote again by Ψk.
It will be helpful to ascertain in a reliable way the values of the constants in (2.6.2). To do so
we take M to be a sphere, and use
µk(Sn) = 2µk(Bn+1) = 2(n + 1
k
) ωn+1
ωn−k+1
, n − k even
which is Theorem 9.2.4 of [42]. We will not use the explicit values of the constants dn,k,i.
A more general form of the restriction property (2.6.1) follows easily from the definition.
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Lemma 2.31. Let M,N be smooth Riemannian manifolds, and denote the associated Lipschitz-
Killing curvature measures by Λi(M, ⋅),Λi(N, ⋅) respectively. If j ∶ N →M is an isometric embed-
ding, then
Λi(N, ⋅) = j∗Λi(M, ⋅).
Proof. If ι ∶ M → RN is an isometric embedding of M then ι ○ j is an isometric embedding of N .
Therefore Λi(N, ⋅) = (ι ○ j)∗∆i = j∗(ι∗∆i) = j∗Λi(M, ⋅). 
Proposition 2.32. The Lipschitz-Killing curvature measures are angular.
Proof. In fact we show that each Φk,i defines an angular curvature measure. We observe that the
Ωij and the θi are horizontal with respect to the Riemannian connection, and the ωn,j are vertical.
Thinking of these as translation-invariant elements of Ω∗(STxM), we find that for any x ∈M the
associated curvature measure τx(integ(Φk,i)) ∈ Curv(TxM) has degree k + 2i.
Fixing x ∈ M , let P ⊂ TxM be a polytope and F ⊂ P a face of dimension k + 2i. Let us
choose for each (p, v) ∈ N(P ) ∩ π−1F an orthonormal frame p; e1, . . . , en with e1, . . . , ek+2i ∈ TpF
and en = v. Then ωn,1 = ⋯ = ωn,k+2i = 0 when restricted to N(P ) ∩ π−1F , while the restriction of
ωn,k+2i+1 . . . ωn,n−1 is the volume form of the sphere of F ⊥. Hence for U ⊂ F
τx(integ(Φk,i))(P,U) = ∫
N(P )∩π−1U Φk,i
= c∠(P,F )∫
U
∑
σ
sgn(σ)Ωσ1σ2⋯Ωσ2i−1σ2iθσ2i+1⋯θσ2i+k
where σ runs over all permutations of {1, . . . , k + 2i}. 
2.7. The Lipschitz-Killing algebra. Alesker has observed that the globalizations of the Lipschitz-
Killing curvature measures have a special place in the integral geometry of Riemannian manifolds.
Recall first that the algebra of translation-invariant, SO(n)-invariant valuations on Rn is isomorphic
to R[t]/(tn+1) [4, 32], where by convention we identify t with 2
π
µ1. In general [19]
(2.7.1) ti = i!ωi
πi
µi, or exp(πt) =∑ωiµi.
Since the restriction map V(N) → V(M) corresponding to an embedding of manifolds M → N is
a homomorphism of algebras ([9], Thm.2.14), it follows that any isometric embedding M → Rn
yields a map l ∶ R[t]/(tn+1) → V(M). Each monomial ti is an element of filtration i, and yields a
fixed multiple of the i-dimensional volume when applied to a smooth submanifold of dimension i.
It follows that if dimM = k then l factors through an injection R[t]/(tk+1)→ V(M).
Since any Riemannian manifold Mk admits such an isometric embedding into some Rn, and by
(2.6.1) the Lipschitz-Killing curvature measures of M are the restrictions to M of the Lipschitz-
Killing curvature measures of Rn, it follows that V(Mk) contains a canonically embedded copy of
R[t]/(tk+1), the Lipschitz-Killing algebra of M .
Gray has shown that the values of the Lipschitz-Killing valuations of Ka¨hler manifolds may be
expressed in terms of Chern forms:
Lemma 2.33. Let N be a compact Ka¨hler manifold of complex dimension n. Then
(2.7.2) t2k(N) = π−k(2k
k
)∫
N
chn−k(N) ∧ κk,
where chi is the ith Chern form and κ the Ka¨hler form of N .
Proof. Except for the constant factor, the formula is Lemma 7.6 in [35]. To find out this constant,
it is enough to take N = (CP1)n. Here CP1 is metrized as usual as the sphere of radius 1
2
, intrinsic
diameter π
2
and area π, and has Chern form ch1(CP1) = 2πdarea. By using (2.7.1) and the product
formula for intrinsic volumes ([42], Prop. 4.2.3) the result follows after simple computations. 
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Corollary 2.34. For λ > 0,
(2.7.3) t2k(CPnλ) = (2kk )(n + 1k + 1)λ−k.
Proof. This is a direct consequence of the previous lemma, and the following expression of the
Chern forms of CPnλ (cf. Corollary 6.25 in [35])
chi(CPnλ) = (n + 1i )(λπκ)
i
.

3. Global kinematic formulas for complex space forms
The main result of this section is Theorem 3.19 below, which states that the principal kinematic
formula in CPnλ is formally independent of λ when expressed in terms of certain geometrically
natural bases for Vnλ. Thus the explicit form of this formula for λ = 0, given in [19], holds also for
general λ.
The geometrically natural bases are the µλkq, τ
λ
kq of Definition 3.7. We give enough information
that the multiplication table for Vnλ may be determined in these terms— although we do not give
this table explicitly, it is essentially straightforward to do so in any given dimension n. Using the
multiplicativity property (2.3.27), it follows that the entire kinematic operator k may then be given
in these terms.
Let Vnλ denote the algebra of Gλ-invariant valuations in CPnλ. We will show that it is generated
by the generator t of the Lipschitz-Killing algebra of CPnλ, together with
(3.0.4) s ∶= ∫
Gr
C
n−1
χ(⋅ ∩P )dP
where Gr
C
n−1 denotes the Grassmannian of all totally geodesic complex hyperplanes P ⊂ CPnλ, and
dP is the Gλ-invariant measure, normalized so that if E ⊂ CPnλ is a 2-dimensional differentiable
polyhedron contained in some totally geodesic complex line then
s(E) = areaE
π
.
Under this normalization, for λ > 0
(3.0.5) sk(CPnλ) = n − k + 1λk .
Thus if λ = 1 then GrCn−1 is the projective space dual to CPn1 and dP is the invariant probability
measure. If λ = 0 then this definition of s is identical to that in [32, 19].
Considering the sequence of restriction maps Vn+1λ → Vnλ, we define V∞λ ∶= lim←ÐVnλ.
3.1. Invariant curvature measures and valuations. We denote by CurvU(n) the space of
curvature measures of Cn invariant under U(n). Its inverse limit under the restriction maps is
denoted CurvU(∞).
Let α,β, γ, θ0, θ1, θ2 ∈ Ω∗(SCn) be the differential forms defined in [19]. It was shown in [44] that
the subalgebra Ω∗(SCn)U(n) of invariant forms is generated by these elements, together with dα.
Since α,dα vanish identically on normal cycles, it follows that CurvU(n) is spanned by integration
of the forms
βkq ∶ = cnkq β ∧ θn−k+q0 ∧ θk−2q−11 ∧ θq2, k > 2q,(3.1.1)
γkq ∶ = cnkq
2
γ ∧ θn−k+q−10 ∧ θk−2q1 ∧ θq2, n > k − q,(3.1.2)
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where we set for convenience
cnkq ∶= 1
q!(n − k + q)!(k − 2q)!ω2n−k .
Put Bkq ∶= integ βkq,Γkq ∶= integ γkq. Globalizing these curvature measures yields the so-called
hermitian intrinsic volumes (cf. [19])
µkq ∶= glob(Bkq) = glob(Γkq) ∈ ValU(n)(Cn), 0, k − n ≤ q ≤ k
2
≤ n.
They form a basis of ValU(n). Since Bkq ≠ Γkq (cf. (4.0.2), (4.0.3) below) we deduce that {Bkq} ∪{Γkq} is a basis of CurvU(n). Next we introduce a more convenient basis.
Definition 3.1. Define curvature measures ∆kq ∈ CurvU(n), max{0, k − n} ≤ q ≤ k2 < n by
∆kq ∶ = 1
2n − k (2(n − k + q)Γkq + (k − 2q)Bkq)
∆2n,n ∶ = vol2n .
Thus ∆2q,q = Γ2q,q and ∆k,k−n = Bk,k−n. We define also for k > 2q, q > k − n
Nkq ∶ =∆kq −Bkq
= 2(n − k + q)
2n − k (Γkq −Bkq).
The family {∆kq} ∪ {Nkq} is a basis of CurvU(n).
Proposition 3.2. For Φ ∈ CurvU(n) the following are equivalent:
(i) Φ ∈ span{∆kq},
(ii) Φ is a constant coefficient curvature measure,
(iii) Φ is angular.
Proof. (i) Ô⇒ (ii): Let
ω ∶= 1
2n − k (2(n − k + q)γkq + (k − 2q)βkq).
Then for f ∈ C∞(Cn) we have
∫
N(K) π
∗f ∧ ω = ∫
∂N1(K) π
∗f ∧ ω = ∫
N1(K)(π∗df ∧ ω + π∗f ∧ dω).
An easy computation shows that π∗df and ω both vanish on the radial vector field of the disc
bundle of Cn. Since dω = dβkq = dγkq has constant coefficients, the proof is finished.
(ii) Ô⇒ (iii) by Lemma 2.30.
(iii) Ô⇒ (i): Let Φ be angular. Since the restricted globalization map span{∆kq} → ValU(n)
is onto, there exists Ξ ∈ span{∆kq} such that glob(Φ − Ξ) = 0. By the two implications above,
the curvature measure Ψ = Φ − Ξ is angular. Let Ψ = ∑iΨi be the decomposition of Ψ into i-
homogeneous parts. Each Ψi is angular and is hence determined by the Klain function of glob(Ψi).
Therefore, all Ψi vanish and Φ = Ξ. 
We will denote by globλ∶CurvU(n) ≃ CGλ(CPnλ) → Vnλ the globalization map given by globλ =
glob ○τ−1λ where τ = τλ is the transfer map (2.4.1). We will also use the notation[Φ]λ ∶= globλ(Φ).
Clearly glob0 = glob∣CurvU(n) , and
(3.1.3) ker glob0 = span{Nkq}.
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Thus we put
AngU(n) ∶= span{∆kq}, NullU(n) ∶= span{Nkq}.
Lemma 3.3. If k > 2q then
[Nkq]λ = −λq + 1
π
[Bk+2,q+1]λ(3.1.4)
[Bkq]λ =∑
i≥0
λi(q + i)!
πiq!
[∆k+2i,q+i]λ(3.1.5)
for all λ ∈ R.
Proof. Equation (3.1.4) is Proposition 2.6 of [1]. Equation (3.1.5) follows by recurrence. 
Corollary 3.4. For every λ ∈ R, the valuations globλ(∆kq),max{0, k −n} ≤ q ≤ k2 ≤ n, constitute a
basis of Vnλ.
Proof. For λ = 0 this was proved in [19]. For general λ, equations (3.1.4) and (3.1.5) show that[∆kq]λ span Vnλ. By Corollary 3.1.7 of [7], dimVnλ = dimVn0 = dimAngU(n). 
Proposition 3.5.
(i) ker globλ = span{Nkq + λ q+1π Bk+2,q+1 ∶ k > 2q, q > k − n} .
(ii) If λ ≠ 0 then
(3.1.6) ker glob0 ∩ker globλ = {0}.
Proof. Conclusion (i) is immediate from (3.1.4) and Corollary 3.4.
(ii): Any Φ ∈ ker globλ has the form Φ = ∑k,q ckqΨkq with Ψkq ∶= Nkq + λ q+1π Bk+2,q+1. Thus
glob0Φ = λ
π
∑
k,q
ckq(q + 1)µk+2,q+1,
for some constants ckq so if this is zero then ckq = 0 for all k, q, by linear independence of the
µk,q. 
Let ιλ ∶ CPnλ → CPn+1λ be a totally geodesic embedding, and let us consider the restriction map
ι∗λ ∶ CG(CPn+1λ ) → CG(CPnλ). Since exp ○dιλ = ιλ ○ exp, the description of the transfer map given
after Proposition 2.5 implies that the following diagram commutes,
CG(CPn+1λ ) ι∗λ //
τλ

CG(CPnλ)
τλ

CurvU(n+1) ι
∗
0
// CurvU(n)
In other words, the map r = τλ ○ ι∗λ ○ (τλ)−1 is independent of λ.
Lemma 3.6.
r(∆kq) =∆kq, max(0, k − n) ≤ q ≤ k
2
≤ n(3.1.7)
r(Bkq) = Bkq, max(0, k − n) ≤ q < k
2
≤ n(3.1.8)
r(∆k,k−n−1) = r(Bk,k−n−1) = 0, n + 1 ≤ k ≤ 2n + 2.(3.1.9)
Proof. The angularity condition is clearly invariant under restriction to linear subspaces. Since
restriction commutes with globalization, and glob0 is injective on Ang
U(n), equations (3.1.7) and
(3.1.9) follow from the invariance of µkq under C-linear restrictions.
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By (3.1.5) we have (abusing notation so that r denotes the restriction map for both curvature
measures and valuations)
[r(Bkq)]λ = r ([Bkq]λ) =∑
i≥0
λi(q + i)!
πiq!
r ([∆k+2i,q+i]λ)
=∑
i≥0
λi(q + i)!
πiq!
[∆k+2i,q+i]λ = [Bkq]λ.
Hence r(Bkq) −Bkq ∈ ker globλ for all λ. By (3.1.6), equation (3.1.8) follows. 
We deduce that
∆kq, 0 ≤ q ≤ k
2
; Nkq, 0 ≤ q < k
2
define a basis of CurvU(∞). We let AngU(∞) be the inverse limit of the spaces AngU(n). Thus
AngU(∞) is the subspace of CurvU(∞) spanned by the ∆kq.
We distinguish some canonical valuations.
Definition 3.7. For max{0, k − n} ≤ q ≤ k
2
≤ n ≤∞ we set
µλkq ∶= [Bkq]λ ∈ Vnλ , k > 2q,
µλ2q,q ∶=
∞∑
i=0
(λ
π
)i (q + i)!
q!
[Γ2q+2i,q+i]λ ∈ Vnλ ,
which defines a basis of Vnλ . Another basis is
τλkq ∶=
⌊k
2
⌋
∑
i=q
(i
q
)µλki ∈ Vnλ .
The valuations µ0kq ∈ Vn0 = ValU(n) coincide with the µkq studied in [19]. For λ ≠ 0 they coincide
with the basis elements studied in [1] in the cases k > 2q. The rationale for the present definition of
µλ2q,q is equation (3.1.5): with this definition, the corresponding relation also holds for k = 2q. As
we will see, the resulting bases µλkq, τ
λ
kq have many remarkable properties.
The following point is obvious from the definitions, but will be crucial for Theorem 3.17 below.
Lemma 3.8. The kernel of the restriction map V∞λ → Vnλ is spanned by the valuations µλk,q with
q < k − n or k > 2n. In particular, if k > n then µλk,0 = 0 in Vnλ.
For future reference we restate equations (3.1.4) and (3.1.5) in this new notation.
Lemma 3.9.
[∆kq]λ = µλkq − λq + 1π µλk+2,q+1
µλkq =∑
i≥0
λi(q + i)!
πiq!
[∆k+2i,q+i]λ.
Proof. The first equation is an easy consequence of the second, which follows from (3.1.5) and the
definitions. 
3.2. Expansion of tk in terms of the τλkq. In this section we show how to express the elements
of the Lipschitz-Killing algebra of CPnλ as linear combinations of the bases above. It turns out that
this is readily accomplished in terms of exponential generating functions. For general information
on this subject we refer to [55].
The geometric foundation of our calculation is the following well known fact.
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Lemma 3.10. Let ei, i = 1, . . . , n be a local hermitian-orthonormal frame for CPnλ, and put ei¯ ∶=√−1ei. Let θ1, . . . , θn, θ1¯, . . . , θn¯ be the dual coframe. Then the curvature forms of CPnλ at x are
given by
Ωi,¯i = 4λθi ∧ θi¯ + 2λ∑
j≠i
θj ∧ θj¯
Ωα,β = λ(θα ∧ θβ + θα¯ ∧ θβ¯), α, β ∈ {1, 1¯, . . . , n¯}, α ≠ β¯
where i¯ ∶= i.
Proof. Cf. [41], Chapter IX, Proposition 7.3. 
Theorem 3.11. Define
gi(ξ, η) ∶= ξi (1 − ξ)−i− 12 (1 − η)− 12(3.2.1)
hi(ξ, η) ∶= ξi (1 − ξ)−i− 32 (1 − η)− 12 .(3.2.2)
Then
(2i
i
)λ−igi (λx
π
,
λy
π
) , 22i+1
π
λ−ihi (λx
π
,
λy
π
)
are the exponential generating functions of t2i, t2i+1 in terms of the τλkp. In other words,
t2i = (2i
i
)λ−i ∞∑
k,p=0
(λ
π
)k+p ∂k+pgi
∂kξ∂pη
∣
ξ=η=0
τλ2k+2p,p(3.2.3)
t2i+1 = 22i+1
π
λ−i
∞∑
k,p=0
(λ
π
)k+p ∂k+phi
∂kξ∂pη
∣
ξ=η=0
τλ2k+2p+1,p.(3.2.4)
Proof. By (2.5.3), (2.6.1) and (2.7.1),
(3.2.5) tj = j!ωj
πj
[Λj]λ.
By Propositions 2.32 and 3.2, each Λj may be expressed uniquely as a linear combination of the
∆kq. Thus our first step is to carry this out explicitly; globalizing, we will obtain the expansion of
tj in terms of the [∆kq]λ.
Let Ekq = Rk−2q ⊕Cq ⊂ Cn ≃ TxCPnλ. Recalling the transfer map τ of Proposition 2.22, for k − j
even we define Pfj
kq
by
τ(Λj)∣Ekq = 1(2π)k−j2 Pfjkq volk∣Ekq .
Thus
τ(Λ2i) = (2π)i ∑
m,p≥0
1(2π)m+p Pf2i2m+2p,p∆2m+2p,p(3.2.6)
τ(Λ2i+1) = (2π)i ∑
m,p≥0
1(2π)m+p Pf2i+12m+2p+1,p∆2m+2p+1,p(3.2.7)
since ∆ij ∣Ekq = δikδjq volk ∣Ekq .
We study first the exponential generating functions Gi,Hi for the constants Pf
j
kp
, i.e.
Gi(x, y) ∶= ∞∑
m,p=0
Pf2i2m+2p,p
xmyp
m!p!
(3.2.8)
Hi(x, y) ∶= ∞∑
m,p=0
Pf2i+12m+2p+1,p
xmyp
m!p!
.(3.2.9)
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Lemma 3.12.
Gi(x, y) = (x + y)i
i!
(1 − 2λ(x + y))−i− 12 (1 − 2λy)− 32(3.2.10)
Hi(x, y) = (x + y)i
i!
(1 − 2λ(x + y))−i− 32 (1 − 2λy)− 32 .(3.2.11)
Proof. We claim that
Gi = (1 − 2λx − 2λy)Hi(3.2.12)
Hi = (1 − 2λx − 2λy)∂Gi+1
∂x
− λGi+1.(3.2.13)
To prove these claims, we establish first the relation
(3.2.14) Pf lkp = Pfl−1k−1,p +(k − 2p − 1)λPf lk−2,p +2pλPf lk−2,p−1, k > 2p.
By the remarks following Proposition 2.5, and recalling Lemma 2.31, in order to find τ(Λl)∣Ek,p
it is enough to calculate the density at x of the lth Lipschitz-Killing curvature measure of the
Riemannian submanifold expx(Ekp).
To accomplish this, we choose the frame {ei, ei¯} as in Lemma 3.10 so that e1, . . . , ek−2p span the
totally real subspace orthogonal to the complex p-plane P ⊂ Ekp, and ek−2p+1, ek−2p+1, . . . , ek−p, ek−p
span P . Let {θi}i∈I be the associated coframe, and let {Ωij}i,j∈I be the curvature forms where
I = {1, . . . , k − 2p, k − 2p+1, k − 2p+1 . . . , k − p, k − p}.
Then, by (2.6.2),
(3.2.15) Pflkp dvolEkp = 1
l!(k−l
2
)!2k−l2 ∑ǫ sgn(ǫ) [θǫ1 ∧⋯∧ θǫl ∧Ωǫl+1ǫl+2 ∧⋯∧Ωǫk−1ǫk]∣Ekp
if k − l is even, and Pf lkp = 0 otherwise, where ǫ ranges over all bijections {1, . . . , k} → I and the
sign is determined by an appropriate identification of {1, . . . , k} with I. By the Gauss equation,
the curvature forms at x of our submanifold are simply the restrictions of the curvature forms of
the ambient space CPnλ. Singling out the first coordinate, we partition the terms in (3.2.15) into
three groups:
● those including the factor θ1,● those including a factor Ω1j , j ≤ k − 2p,● those including a factor Ω1j or Ωij¯ , j > k − 2p.
Each group yields some multiple of the volume form of Ekp.
Clearly the first group gives θ1 ∧ (Pf l−1k−1,p dvolEk−1,p).
Among the second group, let us fix an index j and consider the terms including Ω1j . By Lemma
3.10, the sum of these terms is λθ1 ∧ θj ∧ (Pf lk−2,p dvolEk−2,p) = λPf lk−2,p dvolEkp. Since there are
k − 2p − 1 possible choices of the index j, this yields the second term of (3.2.14).
The last term of (3.2.14) is accounted for similarly by the last group.
Writing out the exponential generating functions for the odd and even cases using (3.2.14), we
obtain using the rules described in section 2.3 of [55]
Hi = Gi + λ(2x + 2y)Hi,(3.2.16)
Gi+1 = ∫ Hi dx + λ(2x + 2y)Gi+1 − λ∫ Gi+1 dx.(3.2.17)
The first relation is (3.2.12), and differentiating the second relation we get (3.2.13).
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A direct calculation shows that the given functions (3.2.10), (3.2.11) satisfy the relations (3.2.12),
(3.2.13). It remains to show that (3.2.10) satisfies the correct initial conditions, i.e. that if we
substitute x = 0 in the given expression then
(3.2.18) Gi(0, y) ∶=∑
p
Pf2i2p,p
p!
yp = yi
i!
(1 − 2λy)−i−2, i = 0,1,2, . . . .
Recall the relation
(3.2.19) t2i(CPkλ) = (2ii )(k + 1i + 1)λ−i
of Corollary 2.34. Together with (3.2.6) this gives
(3.2.20) Pf2i2p,p = p!2
p−i
i!
(p + 1
i + 1)λp−i.
On the other hand, the right hand side of (3.2.18) is
(3.2.21)
yi
i!
∑
n
(n + i + 1
n
)(2λy)n = 1
i!
∑
p≥i
2p−i(p + 1
i + 1)ypλp−i
which concludes the proof of the lemma. 
Now we may finish the proof of Theorem 3.11. From Lemma 3.12 and equations (3.2.5), (3.2.6),
(3.2.7) we deduce that the exponential generating function for t2i in terms of the [∆2m+2p,p]λ is
(2i
i
)λ−igi (λx + y
π
,
λy
π
)(1 − λy
π
)−1
and that the exponential generating function for t2i+1 in terms of the [∆2m+2p+1,p]λ is
22i+1
π
λ−ihi (λx + y
π
,
λy
π
)(1 − λy
π
)−1 .
By Lemma 3.9, the corresponding exponential generating functions in terms of the µλkq are obtained
by multiplying these last functions by (1 − λy
π
).
Finally, we claim that the exponential generating functions with respect to the τλk,q are obtained
by substituting x for x + y in these last formulas. Expanding each (x + y)kyl and writing down
the corresponding linear combination of the µλkq, this conclusion follows at once from Definition
3.7. 
3.3. Dictionary between µλkq and t, s. So far we have expressed the elements t
i of the Lipschitz-
Killing algebra in terms of the bases µλkq, τ
λ
kq. The following proposition (which we prove in section
5.2 below) allows us to express any monomial tisj in these terms.
Proposition 3.13.
s ⋅ µλkq = (k − 2q + 2)(k − 2q + 1)2π(k + 2) µλk+2,q + 2(q + 1)(k − q + 1)π(k + 2) µλk+2,q+1(3.3.1)
s ⋅ τλkq = (k − 2q + 1)(k − 2q + 2)2π(k + 2) τλk+2,q + (q + 1)(2q + 1)π(k + 2) τλk+2,q+1.(3.3.2)
Conversely, every invariant valuation can be expressed as a polynomial in s, t:
Proposition 3.14. The algebra Vnλ is generated by s, t. The kernel of π ∶ R[s, t]→ Vnλ is contained
in Wn, the ideal of polynomials with all terms of deg ≥ n + 1 (where deg s = 2 and deg t = 1).
In particular V∞λ is isomorphic to the algebra of formal power series R[[s, t]].
32 ANDREAS BERNIG, JOSEPH H.G. FU, AND GIL SOLANES
Proof. The case λ = 0 was proved in [4]. For λ ≠ 0, let us consider the composition
ψ ∶ R[s, t] πÐ→ Vnλ F−1λÐ→ Vn0 ,
where Fλ is the vector space isomorphism given by
(3.3.3) Fλ(µkq) ∶= µλkq.
Lemma 3.8 ensures that Fλ is well-defined.
Theorem 3.11 and Proposition 3.13 show that
ψ(sitj) ≡ sitj mod ⊕
k>2i+j
Val
U(n)
k
.
By reverse induction on 2i + j, one shows that ψ, and hence π, is surjective.
Let now p(s, t) ∈ kerψ, and write p(s, t) = ∑i≥d pi(s, t) with pi(s, t) homogeneous of degree i. By
the previous property,
0 = ψ(p(s, t)) ≡ pd(s, t)
modulo ⊕i>dValU(n)i . Hence, pd(s, t) vanishes as an element in ValU(n)d . By the λ = 0 case,
d ≥ n + 1. 
Proposition 3.15. Denoting
v ∶= t2(1 − λs)(3.3.4)
u ∶= 4s − v(3.3.5)
we have
τλkq = (1 − λs) πkωk(k − 2q)!(2q)!v
k
2
−quq(3.3.6)
= πk
ωk(k − 2q)!(2q)!(1 − λs)
k
2
−q+1tk−2quq.(3.3.7)
Equivalently,
(3.3.8) µλkq = (1 − λs) ⌊
k
2
⌋
∑
i=q
(−1)i+q(i
q
) πk
ωk(k − 2i)!(2i)!v
k
2
−iui.
Lemma 3.16. Define the linear operators O,P ∶ R[[ξ, η]] → R[[v,u]] by
O(∑ cmpξmηp) ∶=∑ cmp (m+pp )(2m
m
)(2p
p
)vmup,
P (∑ cmpξmηp) ∶=∑ cmp (2m + 2p + 1)(2m+2pm+p )(m+pp )(2m + 1)(2m
m
)(2p
p
) vmup.
Then
(2i
i
)O(gi) = vi (1 − v + u
4
)−i−1(3.3.9)
P(hi) = vi (1 − v − u)−i− 32 .(3.3.10)
Proof. Since
(1 − t)− 12 =∑(2k
k
)( t
4
)k
the relation (3.3.9) for i = 0 follows at once.
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In view of the equation gi = 2i(2i−1)!!ξi ∂i∂ξi g0 and the obvious relation
(3.3.11) O ○ (ξi ∂i
∂ξi
) = (vi ∂i
∂vi
) ○O
the general case now follows.
Using the expansion
(1 − t)− 32 =∑(2k + 1)(2k
k
)( t
4
)k
the relation (3.3.10) follows similarly. 
Proof of Proposition 3.15. Let ρ ∶ V∞λ → V∞λ be the linear map sending τλk,q to the right hand side
of (3.3.6). We will prove first that ρ is the identity on the subspace spanned by powers of t. The
proof will be finished by showing that ρ(s ⋅ µ) = s ⋅ ρ(µ) for any valuation µ ∈ V∞λ .
By Theorem 3.11 and Lemma 3.16
ρ(t2i) = (2i
i
)λ−i ∑
m,p
(λ
π
)m+p ∂m+pgi
∂mξ∂pη
∣
0,0
ρ(τ2m+2p,p)
= (1 − λs)(2i
i
)λ−i ∑
m,p
∂m+pgi
∂mξ∂pη
∣
0,0
(m + p)!(2m)!(2p)! (λv)m(λu)p
= (1 − λs)(2i
i
)λ−i ∑
m,p
∂m+pgi
∂mξ∂pη
∣
0,0
1
m!p!
(m+p
m
)
(2m
m
)(2p
p
)(λv)m(λu)p
= (1 − λs)(2i
i
)λ−iO(gi)(λv,λu)
= (1 − λs)vi (1 − λ(v + u
4
))−i−1
= t2i
in view of the defining relations (3.3.4), (3.3.5). One may check by a similar procedure that
ρ(t2i+1) = t2i+1.
Finally, let us check that ρ(s ⋅ µ) = s ⋅ ρ(µ) for any valuation µ. Using Proposition 3.13 we
compute
ρ(s ⋅ τλkq) = (k − 2q + 1)(k − 2q + 2)2π(k + 2) ρ(τλk+2,q) + (q + 1)(2q + 1)π(k + 2) ρ(τλk+2,q+1)
= (k − 2q + 1)(k − 2q + 2)
2π(k + 2) π
k+2
ωk+2(k − 2q + 2)!(2q)! (1 − λs)
k
2
−q+2tk−2q+2uq
+ (q + 1)(2q + 1)
π(k + 2) π
k+2
ωk+2(k − 2q)!(2q + 2)!(1 − λs)
k
2
−q+1tk−2quq+1
= πk+1
2(k + 2)ωk+2(k − 2q)!(2q)!(1 − λs)
k
2
−q+1tk−2quq ((1 − λs)t2 + u)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
4s
= s ⋅ ρ(τkq).

3.4. Vnλ ≃ Vn0 as filtered algebras.
Theorem 3.17. There exists an algebra isomorphism Iλ ∶ Vn0 → Vnλ such that
Iλ(s) = s, Iλ(t) = t√1 − λs.
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Proof. Let I˜λ ∶ V∞0 → V∞λ be the algebra isomorphism defined by I˜λ(s) = s, I˜λ(t) = t√1 − λs. We
must show the existence of the algebra morphism Iλ in the following diagram, where the vertical
maps are restrictions:
V∞0

I˜λ
// V∞λ
Vn0 Iλ // Vnλ
Recall from [32, 19] that Vn0 ≅ V∞0 /(µn+1,0, µn+2,0), and by Proposition 3.15
I˜λ(µk0) = ⌊
k
2
⌋
∑
i=0
(−1)i πk
ωk(k − 2i)!(2i)! (1 − λs)
k
2
−itk−2i(4s − t2(1 − λs))i
= 1
1 − λsµλk0(3.4.1)
whose image in Vnλ vanishes if n < k, by Lemma 3.8. Hence Iλ is well-defined. Since it is clearly
surjective, by comparing dimensions, it follows that Iλ is bijective. 
According to Theorem 2.21, the following diagram commutes
Vnλ kλ //
pdλ

Vnλ ⊗ Vnλ
pdλ⊗pdλ
Vn∗λ
I∗
λ

m∗
// Vn∗λ ⊗ Vn∗λ
I∗
λ
⊗I∗
λ
Vn∗0 m∗ // Vn∗0 ⊗ Vn∗0
Vn0 k //
pd
OO
Vn0 ⊗ Vn0
pd⊗pd
OO
Hence the map Jλ ∶= pd−1λ ○(I−1λ )∗ ○ pd is a co-algebra isomorphism from Vn0 to Vnλ , i.e.
(3.4.2) kλ ○ Jλ = (Jλ ⊗ Jλ) ○ k.
Proposition 3.18. Jλ = (1 − λs)2Iλ.
Proof. Note that Vn∗λ is a Vnλ -module in the usual way. We clearly have
pdλ(φ1 ⋅ φ2) = φ1 pdλ(φ2), φ1, φ2 ∈ Vn0
and (I−1λ )∗(φ ⋅ ψ) = Iλ(φ)(I−1λ )∗(ψ), φ ∈ Vn0 , ψ ∈ Vn∗0 .
From these equations we obtain that
(3.4.3) Jλ(φ1 ⋅ φ2) = Iλ(φ1) ⋅ Jλ(φ2), φ1, φ2 ∈ Vn0 .
Since Iλ(χ) = χ, it is enough to show that
(3.4.4) Jλ(χ) = (1 − λs)2.
Take ϕ ∈ Vnλ . On the one hand,⟨pdλ(ϕ), Jλ(χ)⟩ = ⟨pd(χ), I−1λ ϕ⟩ = ⟨vol∗, I−1λ ϕ⟩.
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On the other hand, ⟨pdλ(ϕ), (1 − λs)2⟩ = ⟨vol∗, ϕ(1 − λs)2⟩.
To prove (3.4.4), it suffices to check that the right hand sides of these last two relations agree in
the case ϕ ∶= t2isj ∈ Vnλ . For λ > 0 we have, from Corollary 2.34 and equation (3.0.5),
(3.4.5) ⟨vol∗, t2isj⟩ = λn−i−j
ω2n
(2i
i
)(n − j + 1
i + 1 ).
By analytic continuation, the same holds for all λ∈ R. Indeed, by Theorem 3.11 and Proposition
3.13, the left hand side above depends analytically on λ.
Let us first assume that i > 0. Using (3.4.5) we get
⟨vol∗, I−1λ ϕ⟩ = ⟨vol∗, t2isj(1 − λs)i ⟩ =∑k (
k + i − 1
k
)λk⟨vol∗, t2isk+j⟩ = (2i
i
)(n − j − 1
i − 1 )λ
n−i−j
ω2n
,
and
⟨vol∗, ϕ(1 − λs)2⟩ = λn−i−j
ω2n
(2i
i
)(n − j − 1
i − 1 ).
The case i = 0 can be treated in a similar way. 
3.5. The principal kinematic formula in complex space forms. We may now deduce that
the principal kinematic formulas in the CPnλ are formally independent of λ when expressed in terms
of the µλkq or τ
λ
kq. Since the λ = 0 case was given in [19], the parallel statement holds for all values
of λ.
From Propositions 3.15 and 3.18 it follows that
(3.5.1) Jλ(µkq) = (1 − λs)µλkq.
Thus the linear isomorphism of (3.3.3) is given by Fλ = (1 − λs)−1Jλ. Clearly Fλ(τkq) = τλkq.
Theorem 3.19. The principal kinematic formula in CPnλ is given by
kλ(χ) = (Fλ ⊗ Fλ) ○ k(χ).
Proof.
kλ(χ) = ((1 − λs)−1 ⊗ (1 − λs)−1)kλ((1 − λs)2)
= ((1 − λs)−1 ⊗ (1 − λs)−1)kλ(Jλ(χ))
= ((1 − λs)−1 ⊗ (1 − λs)−1)(Jλ ⊗ Jλ)(k(χ))
which with (3.5.1) gives the desired relation. 
One can show similarly that
(3.5.2) kλ(µλkq) = (Fλ ⊗Fλ) ○ k((1 − λs)µkq).
3.6. More isomorphisms. Although we will not make use of them here, there are other natural
isomorphisms of algebras Vnλ ≃ Vn0 .
Theorem 3.20. Let p ∈ R[[t, u]]. The algebra homomorphism R ∶ R[[t, u]] → R[[t, u]] with
t↦ tp(t, u),
u ↦ up(t, u)2
induces an algebra homomorphism Vn0 → Vnλ . This map is an isomorphism if and only if p is a unit.
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Proof. We compute
R(µk0) = ⌊
k
2
⌋
∑
i=0
(−1)i πk
ωk(k − 2i)!(2i)!R(tk−2iui)
= p(t, u)k ⌊k2 ⌋∑
i=0
(−1)i πk
ωk(k − 2i)!(2i)! tk−2iui.
Using (3.3.7) and Definition 3.7 this gives us
R(µk0) = p(t, u)k ⌊
k
2
⌋
∑
i=0
(−1)i(1 − λs)−k/2+i−1τλki
= p(t, u)k(1 − λs)k/2+1
⌊k
2
⌋
∑
i=0
(λs − 1)i ⌊k2 ⌋∑
q=i
(q
i
)µλkq
= p(t, u)k(1 − λs)k/2+1
⌊k
2
⌋
∑
q=0
q∑
i=0
(q
i
)(λs − 1)iµλkq
= p(t, u)k(1 − λs)k/2+1
⌊k
2
⌋
∑
q=0
(λs)qµλkq.
We claim that if k > n, then sq ⋅ µλkq = 0 in Vnλ for all q. Indeed, since multiplication by s in terms
of the µλkq is independent of λ (compare (3.3.1)), it is enough to prove this for λ = 0. In this case
sqµkq(A) = c∫
Gr
C
n−q
µk,q(A ∩ E¯)dE¯.
Since q < k − (n − q), the restriction of µkq to the (n − q)-dimensional complex affine subspace E¯
vanishes by Lemma 3.8. This proves the claim.
Thus R maps the kernel of the projection V∞0 → Vn0 to the kernel of V∞λ → Vnλ, implying the first
conclusion. It is clear that R is invertible if and only if p is a unit. 
Corollary 3.21. (i) The algebra isomorphism R[[t, s]] → R[[t, s]] determined by
t↦ t√
1 + λt2
4
,
s↦ s
induces an algebra isomorphism R ∶ Vn0 → Vnλ .
(ii) The algebra isomorphism R[[t, u]] → R[[t, u]] determined by
t ↦ t,
u ↦ u
induces an algebra isomorphism R ∶ Vn0 → Vnλ .
Proof. Choose p(t, u) ∶= 1√
1+λt2
4
for (i) and p(t, u) ∶= 1 for (ii). 
4. Tube formulas
We apply Theorem 3.19 to derive tube formulas for subsets of complex space forms. Our first
formula, given in Theorem 4.3, is global in the sense that it gives the volume of the entire tubular
neighborhood of a set or submanifold; as opposed to the local tube formulas, which essentially
compute the pullbacks under the exponential map of the volume form of the ambient manifold to
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the normal bundles of submanifolds. Thus the global formulas involve valuations, while the local
formulas involve curvature measures.
Strictly speaking, the global formulas are simply the reductions of the local formulas under
the globalization map from curvature measures to valuations. Moreover, the local tube formulas
in complex space forms were computed in [2] by computing explicitly with the exponential map.
However, it turns out that the global formula of Theorem 4.3 simplifies in a striking way: it is a
direct transcription of the tube formula in Cn, i.e. in an even dimensional euclidean space. This
formulation also yields a simple global tube formula for totally real submanifolds in Theorem 4.5.
We also show in Section 4.3 below how to compute the local formulas in our framework, and check
that they correspond to the formulas of [2].
Recall the expressions for the volume of a metric ball in CPnλ ([35], Lemma 6.18):
(4.0.1) vol2n(Br) = πn
n!
(snλ r)2n.
If λ > 0 then we assume that r < π
2
√
λ
, the injectivity radius of the complex projective space CPnλ.
Lemma 4.1.
µλkq(Br) = cnkq2k−2qπn snkλ(r) cs2n−kλ (r).
Proof. Let ν ∶ ∂Br → SCPnλ denote the outward pointing unit normal field, and select a local
orthonormal frame e1¯ ∶= √−1ν, e2, e2¯ ∶= √−1e2, . . . , en, en¯ ∶= √−1en for T∂Br with dual coframe
ǫi ∶= e∗i . By the calculations of Section 6.4 of [35] (the discrepancy in the signs being due to the
opposite convention for the orientation)
ν∗β = ǫ1¯,
ν∗γ = 2ctλ(2r) ǫ1¯ = (ctλ −λ tnλ)(r) ǫ1¯,
ν∗θ0 = ct2λ(r)∑
i≥2
ǫi ∧ ǫ¯i = ct2λ(r)κ
ν∗θ1 = 2ctλ(r) κ
ν∗θ2 = κ
where κ = ∑i≥2 ǫi∧ ǫ¯i is the restriction of the Ka¨hler form to Tx∂Br. Therefore for k < 2n, the values
of the basic curvature measures on the ball Br are
Bkq(Br, ⋅) = cnkq2k−2q−1(n − 1)! ct2n−k−1λ (r)dvol∂Br ,(4.0.2)
Γkq(Br, ⋅) = cnkq2k−2q−1(n − 1)!(ctλ −λ tnλ)(r) ct2n−k−2λ (r)dvol∂Br .(4.0.3)
Since
vol2n−1(∂Br) = 2πn(n − 1)! sn2n−1λ (r) csλ(r)
we obtain
[Bkq]λ(Br) = cnkqπn2k−2q(cs2n−kλ snkλ)(r), k > 2q,(4.0.4) [Γkq]λ(Br) = cnkqπn2k−2q(cs2n−kλ snkλ −λ cs2n−k−2λ snk+2λ )(r)(4.0.5)
for k < 2n. This gives the stated formula in the case k > 2q, and the remaining cases k = 2q follow
from a direct calculation after substituting the values cnkq in the relations (4.0.5). 
We define
µλk ∶= τλk0 =
⌊k
2
⌋
∑
q=max{0,k−n}
µλkq.
In particular, µ0k = µk, the kth intrinsic volume.
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Corollary 4.2.
µλk(Br) = (2nk ) ω2nω2n−k snkλ(r) cs2n−kλ (r).
Proof. Lemma 4.1 implies that µλk(Br) = c snkλ(r) csn−kλ (r), for some constant c independent of λ.
Taking λ = 0 we may evaluate c using the relation µk(Br) = (2nk ) ω2nω2n−k rk. 
Theorem 4.3. For any sufficiently regular compact A ⊂ CPnλ
∫
CPnλ
χ(A ∩B(p, r))dp = 2n∑
k=0
ω2n−kµλk(A) sn2n−kλ (r) cskλ(r).
In particular this formula gives the volume of the tube Ar if r ≤ reach(A).
As stated in the second Remark following Definition 2.1, the precise regularity condition needed
here is unclear, although it is enough that A be a smooth submanifold, or a set with positive reach,
or a subanalytic set.
Proof. The tube formula in Cn = R2n is
(4.0.6)
2n∑
k=0
ω2n−kr2n−kµk = k0(χ)(Br, ⋅).
In other words, if
k0(χ) =∑
kpq
ak,q,pµkq ⊗ µ2n−k,p
then for each fixed k
∑
p,q
akqp µ2n−k,p(Br)µkq = ω2n−kr2n−kµk.
Since the µkq are linearly independent, it follows that for fixed k, q
∑
p
akqp µ2n−k,p(Br) = ω2n−kr2n−k
and we deduce from Lemma 4.1 that
∑
p
akqp µ
λ
2n−k,p(Br) = ω2n−k sn2n−kλ (r) cskλ(r).
But by Theorem 3.19, the tube formula in Mλ is given by
kλ(χ)(⋅,Br) = (Fλ ⊗Fλ) ○ k0(χ)(⋅,Br)
= ∑
k,p,q
akqp µ
λ
2n−k,p(Br)µλkq
=∑
k
ω2n−k sn2n−kλ (r) cskλ(r)µλk
as claimed. 
4.1. Tube formulas for totally real submanifolds of CPnλ. Following [35], we say that a
submanifold N ⊂ CPnλ is totally real if TxN ⊥ √−1TxN for each x ∈ N . In other words, N is
totally real if and only if it is isotropic with respect to the Ka¨hler form κ of CPnλ. Theorem 4.3
specializes nicely for such submanifolds.
Lemma 4.4. Let N ⊂ CPnλ be a smooth totally real submanifold. Then u∣N = 0. Equivalently,
(4.1.1) s∣N = t24 + λt2 ∣
N
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Proof. It is clear that for any differentiable polyhedron P ⊂ N , the invariant form θ2= π∗κ van-
ishes when restricted to the normal bundle N(P ). Therefore the curvature measures Bkq(P, ⋅) =
Γkq(P, ⋅) = 0 if q > 0, so µλkq(P ) = 0 if q > 0. It follows that τλkq(P ) = 0 if q > 0. In other words,
τλkq∣N = 0 for q > 0.
Thus by Proposition 3.15,
(s(4 + λt2) − t2)∣
N
= u∣N = 2π [(1 − λs)−1τλ21]∣N = 0.
Since the restriction map on valuations is a homomorphism of algebras, the lemma follows. 
Remark. In fact u generates the ideal of all elements of Vnλ that vanish on all totally real
submanifolds of CPnλ.
Theorem 4.5. Let N ⊂ CPnλ be a smooth totally real submanifold. Then
(4.1.2) µλk ∣N = πkk!ωk t
k
(1 + λt2
4
)k2+1
RRRRRRRRRRRRRRRRN
.
Thus
∑
k
ωkµ
λ
k ∣
N
= 1√
1 + λt2
4
exp
⎛⎜⎝
πt√
1 + λt2
4
⎞⎟⎠
RRRRRRRRRRRRRRN
Proof. By Lemma 4.4 and Proposition 3.15, modulo the kernel of the restriction Vnλ → V(N),
µλk = τλk0
= πk
k!ωk
(1 − λs)k2+1tk
≡ πk
k!ωk
tk
(1 + λt2
4
) k2+1
after substituting t
2
4+λt2 for s. 
Thus the global tube formula for totally real subsets is intrinsic.
4.2. Kinematic and tube formulas for complex subvarieties. When restricted to complex
analytic submanifolds of CPnλ, the array of invariant curvature measures and valuations simplifies
greatly.
By a complex analytic subvariety of CPnλ we mean a subspace X ⊂ CPnλ with the following
property: there exists an open cover {Uα} of X such that for each α there are complex analytic
functions f1, . . . , fN on Uα with X ∩Uα = ⋂Ni=1 f−1i (0). Thought of as a subset of ⋃αUα, where the
Uα cover X as above, a complex analytic subvariety X ⊂ CPnλ admits a normal cycle.
Put CMeasnλ for the vector space spanned by the restrictions of elements of Curv
U(n) to Borel
subsets of complex analytic subvarieties of CPnλ, and
Rλ ∶ CurvU(n) → CMeasnλ
for the restriction map. For λ0 > 0 we define also eλ0 ∶ CurvU(n) → Rn+1 by
eλ0(Φ) ∶= ([Φ]λ0(CP0λ0), [Φ]λ0(CP1λ0), . . . , [Φ]λ0(CPnλ0)).
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Note that
(4.2.1) [Γ2k,k]λ0(CPjλ0) = δkj vol2j(CPjλ0) = δkj πjλj0j! .
Proposition 4.6. Let λ ∈ R and λ0 > 0. Then
(4.2.2) kerRλ = ker(globλ0 ○Rλ0) = ker eλ0 = span{Bkq}k,q ⊕ span{Γkq ∶ k > 2q}.
Here we abuse notation by putting globλ0 for the obvious map from CMeas
n
λ0
to the space of
finitely additive set functions defined on algebraic subvarieties of CPnλ0 .
Proof. The normal cycle N(X) of a complex analytic subvariety X ⊂ CPnλ is an integer linear
combination of the normal cycles of its strata [29]. Thus the restriction of the distinguished 1-form
β, referred to at the beginning of Section 3.1 above and defined in [1, 19], vanishes identically on
N(X). It follows that θ1 = dβ also vanishes. Since the defining differential forms of the Bkq are
multiples of β, and those of the Γkq are multiples of θ1 if k > 2q, it follows that the indicated kernels
include the span of these elements.
On the other hand, if X ⊂ CPnλ is a q-dimensional subvariety then Γ2q,q(X, ⋅) is the volume
measure of X, and Γ(X, ⋅) = 0 for p > q. It follows that the Rλ(Γ2q,q) (and their globalizations) are
linearly independent. Using (4.2.1) it follows that all kernels are as indicated. 
Thus we arrive at the following simple description of the integral geometry of complex analytic
submanifolds of the complex space forms:
● The transfer principle holds in the following sense. Let Sλ ∶ CMeasnλ → CurvU(n) be the
unique right inverse of Rλ with Sλ ○ Rλ(Γ2q,q) = Γ2q,q. The local integral geometry of
subvarieties of CPnλ is then encapsulated by the restricted kinematic operator
KC,λ ∶ CMeasnλ → CMeasnλ ⊗CMeasnλ
given by
KC,λ = (Rλ ⊗Rλ) ○K ○ Sλ.
In other words if we express the local kinematic operator K in terms of the basis {Bkq,Γkq},
then KC,λ is obtained by restricting to span{Γ2q,q}q and projecting to span{Γ2q,q⊗Γ2r,r}q,r.● If λ > 0 then the restriction to span{Γ2q,q}q of the globalization map yields a bijection to the
space of valuations restricted to complex subvarieties. Hence the local kinematic formulas
can be read off from the global kinematic formulas.
● There are convenient template objects in the compact spaces of the family that permit the
evaluation of the global kinematic operator by elementary means.
Theorem 4.7.
KC,λ(Rλ(Γ2q,q)) = 1
n!q!
∑
i+j=n+q
i!j!Rλ(Γ2i,i)⊗Rλ(Γ2j,j).
Proof. By the remarks above, we already know that a formula of this type exists. To compute the
coefficients, we use as templates CPiλ,CP
j
λ
, taking into account (4.2.1). 
The span of the curvature measures Γ2q,q admits a different basis that is more closely adapted
to the language of topology and algebraic geometry, namely the Chern curvature measures defined
below. In fact it is natural to define these curvature measures on a general Ka¨hler manifold. Note
that the sphere bundle SM of any Ka¨hler manifold M admits canonical 1-forms α,β, γ, where α is
the usual contact form, βξ(v) ∶= ⟨ξ,√−1πM∗v⟩ and γ is the vertical (with respect to the Levi-Civita
connection) 1-form whose restriction to each fiber SxM is the unit covector field parallel to the
Hopf fibration. If M = CPnλ then these forms agree with the like-named forms defined in [19] and
[1]. In the general case, the form γ described here corresponds to a multiple of the form called β
in [29].
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Theorem 4.8 ([29]). Let M be a Ka¨hler manifold of complex dimension n. Then there exist canon-
ically defined differential forms γ˜k ∈ Ω2n−2k−1(SM) such that for any subvariety X ⊂ M , possibly
with singularities, each current πM∗(N(X) ⌞ γ˜k) is closed and represents the Chern-MacPherson
homology class ck(X). The γ˜k are polynomials in γ, dγ and the Chern forms of M .
Proof. In [29], a similar construction was given by contracting the projectivized conormal cycle
PN∗(X) against certain differential forms γk within the projectivized cotangent bundle P∗M . This
may be restated in terms of the full conormal cycle N∗(X), within the cosphere bundle S∗M , by
pulling back the γk via the Hopf fibration S
∗M → P∗M and multiplying by an appropriate multiple
of the 1-form β defined in Section 1.4, op. cit. The proof of the first assertion is concluded by
pulling back to SM via the identification SM ≃ S∗M induced by the Ka¨hler metric.
The second assertion follows directly from the construction of [29]. 
Definition 4.9. Let M, γ˜k be as above, and let κ denote the Ka¨hler form of M . We define the
Chern curvature measure Ck to be the curvature measure on M corresponding to the differential
form γ˜k ∧ κk ∈ Ω2n−1(SM), and the Chern valuation ck to be the corresponding valuation.
Proposition 4.10. If f ∶ M → M is a Hermitian isometry of M and f˜ ∶ SM → SM the induced
map, then f˜∗(γ˜k ∧ κk) = γ˜k ∧ κk. In particular, Ck, ck are invariant under f .
Proof. This follows at once from the canonical nature of the construction of [29]. 
In particular, if M = CPnλ then the Chern curvature measures and Chern valuations are invari-
ant. As elements of CurvU(n) the former vary analytically with λ, so we denote them by Cλk , cλk
respectively.
Proposition 4.11.
Cλk = ∑
q≥k
q!(q + 1
k + 1)(λπ)
q−k
Γ2q,q(4.2.3)
Γ2q,q = 1
q!
∑
k≥q
(−λ
π
)k−q (k + 1
q + 1)Cλk(4.2.4)
µλ2q,q = 1
q!
∑
k≥q
(k
q
)(−λ
π
)k−q cλk(4.2.5)
cλk = ∑
q≥k
q!(λ
π
)q−k (q
k
)µλ2q,q.(4.2.6)
Proof. From the last assertion of Theorem 4.8 and Lemma 2.4 of [1], we deduce that the differential
forms determining the Cλk are polynomials in γ, dγ = 2θ0 − 2(α ∧ β + θ2) and the Chern forms of
CPnλ, which are themselves multiples of powers of the Ka¨hler form θ2 of CP
n
λ. Thus C
λ
k is a
linear combination of the Γ2q,q. It remains to show that the coefficients are as given. By analytic
continuation, it is enough to do this for λ > 0.
By the proof of Corollary 2.34, if j ≥ k then
(4.2.7) cλk(CPjλ) = ∫
CP
j
λ
chj−k(CPjλ) ∧ κk = (πλ)
k (j + 1
k + 1)
and cλk(CPj) = 0 if j < k. Using (4.2.1) this is sufficient to determine that the coefficients in (4.2.3)
are as stated.
Equation (4.2.6) follows by globalizing (4.2.3), taking into account Lemma 3.9. Next, (4.2.5) is
an easy consequence of (4.2.6), and finally (4.2.4) follows from Lemma 3.9 and (4.2.5). 
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Using Theorem 4.7 we may now deduce the complex kinematic formula in terms of the Chern
curvature measures. Put Chλq ∶= Rλ(Cλq ).
Corollary 4.12.
(4.2.8) KC,λ(Chλq ) = 1
n!
∑
k+l≥n+q
(−λ
π
)k+l−n−q (k + l − q
n
)Chλk ⊗Chλl .
In particular, if λ > 0 and X,Y ⊂ CPnλ are (possibly singular) subvarieties in general position then
(4.2.9) cq(X ∩ Y ) = (−1)n ∑
k+l≥n+q
(−λ
π
)k+l−q (k + l − q
n
)ck(X)cl(Y ).
The projective (λ > 0) cases of these formulas were given by Shifrin in [47, 48].
Proof. By Theorem 4.7 and Proposition 4.11,
KC,λ(Chλq ) = 1n! ∑r≥q (
r + 1
q + 1)(λπ)
r−q ×
× ∑
i+j=n+r
(∑
k≥i
(−λ
π
)k−i (k + 1
i + 1)Chλk)⊗ ⎛⎝∑l≥j (−
λ
π
)l−j (l + 1
j + 1)Chλl ⎞⎠
=(−1)n+q
n!
∑
k+l≥n+q
(−λ
π
)k+l−n−qChλk ⊗Chλl ∑
i+j≥n+q
(−1)i+j(i + j − n + 1
q + 1 )(k + 1i + 1)(l + 1j + 1)
so the relation (4.2.8) follows from the numerical identity
(4.2.10) ∑
i+j≥n+q
(−1)i+j(i + j − n + 1
q + 1 )(k + 1i + 1)(l + 1j + 1) = (−1)n+q(k + l − qn ).
To prove this we write the left hand side as
∑
r≥n+q
(−1)r(r − n + 1
q + 1 ) ∑i+j=r(
k + 1
i + 1)(l + 1j + 1) = ∑r≥n+q(−1)r(
r − n + 1
q + 1 )(k + l + 2r + 2 ).
In view of standard identities (cf. e.g. [55], Section 2.5), the last expression is (−1)n+q times the
coefficient of x−(n+q+2) in the Laurent series
(1 + x)−(q+2) (1 + 1
x
)k+l+2 = x−(k+l+2)(1 + x)k+l−q
which yields (4.2.10).
To prove the intersection formula (4.2.9) for projective varieties, we recall the well-known fact
that the set of positions g ∈ Gλ such that X,gY fail to meet transversely has real codimension ≥ 2 in
Gλ. Thus the complementary set S ⊂ Gλ is connected, and the map g ↦ N(X ∩ gY ) is continuous
on S. Since f(g) ∶= cq(X ∩ gY ) is given as the integral of a fixed differential form on the sphere
bundle of CPnλ, it follows that f is continuous at each g ∉ S. On the other hand, f(g) is a linear
combination of characteristic numbers of the variety X ∩gY , with coefficients given as powers of π
λ
.
The set of values of f is discrete, so f must be constant, with value given by the kinematic integral
divided by the volume of Gλ. 
Using Theorem 4.3 we may also deduce the local tube formulas for smooth complex analytic
submanifolds of CPnλ, which are equivalent to the local tube formulas of Gray ([35], Thm. 7.20;
[34], Thm. 1.1).
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Theorem 4.13 (Gray). Let X ⊂ CPnλ be a smooth complex analytic submanifold, and U ⊂ X a
relatively compact open subset. Then for all sufficiently small r > 0
vol(exp((N(X) ∩ π−1U) × [0, r])) =
∑
k
ω2n−2k sn2n−2kλ (r) cs2kλ (r) 1k! ∑j≥k(−
λ
π
)j−k (j
k
)Cλj (X,U).
Proof. For 0 < r < π√
λ
, consider the invariant differential form ψλr ∈ Ω2n−1(SCPnλ) given by
ψλr ∶= ∫ r
0
i ∂
∂t
(exp∗(dvolM dt))
where exp ∶ SCPnλ ×R → CPnλ is the exponential map and ∂∂t is the tangent vector field to the R
factor. The form ψλr is clearly invariant under the action of the isometry group, so the associated
curvature measure Ψλr ∶= integ(ψλr ,0) belongs to CurvU(n). From the definition we have
vol(exp((N(A) ∩ π−1U) × [0, r])) = Ψλr (A,U)
for any smooth submanifold A ⊂ CPnλ, any relatively compact open set U ⊂X and r > 0 sufficiently
small.
By Propositions 4.6 and 3.5 we have kerRλ ⊃ ker globλ. Hence there exists a map rλ ∶ Vnλ →
CMeasnλ such that Rλ = rλ ○ globλ. By (4.2.5), this map is given by rλ(µλkq) = 0 for k ≠ 2q and
rλ(µλ2q,q) = 1q! ∑k≥q (
k
q
)(−λ
π
)k−qChλk .
Using Theorem 4.3 we have
Rλ(Ψλr ) = rλ(globλΨλr )
= 2n∑
k=0
ω2n−k sn2n−kλ (r) cskλ(r)rλ(µλk)
= n∑
q=0
ω2n−2q sn2n−2qλ (r) cs2qλ (r)rλ(µλ2q,q),
and the result follows. 
Corollary 4.14 (Gray, [34]). The volume of the r-tube around CPmλ ⊂ CPnλ, λ > 0, is given for
r < π
2
√
λ
by
vol((CPmλ )r) = πnn!
m∑
k=0
1
λk
(n
k
) sn2n−2kλ (r) cs2kλ (r).
Proof. Globalizing Theorem 4.13 and replacing (4.2.7) leaves us with a double sum which simplifies
to the given formula. 
4.3. General local tube formulas. Let Mn be a Riemannian manifold with injectivity radius
r0 > 0. For 0 < r < r0, the volume of the tube of radius r defines a smooth valuation τr ∈ V(M),
namely
τr ∶= ∫
M
χ(⋅ ∩B(p, r))dvolM(p).
On the other hand, the exponential map determines a curvature measure Tr with τr = [Tr], as fol-
lows. Let exp ∶ SM ×R→M be the exponential map of M . We then define Tr ∶= integ(ψr, dvolM) ∈C(M), where
ψr ∶= ∫ r
0
i ∂
∂t
(exp∗(dvolM))dt ∈ Ωn−1(SM).
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Next we show how to recover the curvature measures Tr from the valuations τr by valuation-
theoretic operations. In particular this permits us to derive the local form of the tube formula
in complex space forms from the global formula given in Theorem 4.3. Recall from [19] the first
variation operator δ ∶ V(M)→ C(M).
Theorem 4.15. In a general Riemannian manifold,
Tr = vol+∫ r
0
δτs ds.
This theorem is an immediate consequence of the following proposition.
Proposition 4.16. Let A be a compact domain with smooth boundary and reachA > r. Then, for
every smooth function f ∈ C∞(M),
d
dr
Tr(A,f) = δτr(A,f).
Proof. Let ν be the unit outer normal field along ∂A, and let X be a smooth vector field on M
with X(x) = f(x)ν(x) for every x ∈ ∂A. Consider the flow Ft ∶ M → M defined by X, and the
induced flow of contact transformations F˜t ∶ SM → SM . Then
δτr(A,f) = d
dt
∣
t=0
τr(FtA) = d
dt
∣
t=0
vol((FtA)r).
Let exp ∶ TM →M be the exponential map, and expr ∶ SM →M be given by expr(x, v) = exp(x, rv).
Then ∂(FtA)r = expr ○F˜t(N(A)). Denoting Gt = expr ○F˜t, we look for the derivative at t = 0 of the
volume enclosed by Gt(N(A)). Hence, the first variation formula for volume (cf. e.g. [49], p. 193,
eq (II)) yields
d
dt
∣
t=0
vol((FtA)r) = ∫
∂Ar
⟨ d
dt
∣
t=0
Gt(x, ν(x)), νr(y)⟩dy voln−1
where x = x(y) is the point in A closest to y, νr is the outer unit normal vector to ∂Ar, and dvoln−1
denotes the surface area of ∂Ar.
By the lemma below (taking (p(t), v(t)) = F˜t(x, ν(x))), the integrand in the last integral equals
⟨ d
dt
∣
t=0
Gt(x, ν(x)), d
du
∣
u=r
exp(x,uνr(x))⟩ = ⟨ d
dt
∣
t=0
Ft(x), ν(x)⟩ = f(x),
and the result follows. 
Lemma 4.17. Let (p(t), v(t)) be a curve in SM . Then
⟨ d
dt
∣
t=0
exp(p(t), rv(t)), d
ds
∣
s=r
exp(p(0), sv(0))⟩ = ⟨ d
dt
∣
t=0
p(t), v(0)⟩ .
Proof. This is an easy exercise in Riemannian geometry. 
Theorem 4.15 may be applied to the CPnλ via
Proposition 4.18.
(4.3.1) δµλk = ω2n−k−1ω2n−k
⎛⎜⎝2π∆k−1 − λ
⌊k
2
⌋
∑
q=0
(k − 2q + 1)Bk+1,q⎞⎟⎠ .
Proof. This follows from Proposition 3.7 in [1]. 
Corollary 4.19. In CPnλ,
(4.3.2) Tr = vol+
2n∑
k=0
ω2n−k−1(2π∆k−1 − λ ⌊
k
2
⌋
∑
q=0
(k − 2q + 1)Bk+1,q)∫ r
0
sn2n−kλ (s) cskλ(s)ds
Formula (4.3.2) was obtained in [2] by classical differential geometric methods.
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5. CurvU(n) as a module over ValU(n)
By Corollary 2.20, the semi-local kinematic formulas can be obtained from the module structure.
Since ValU(n) is generated by t and s, it is enough to determine the action of these valuations on
CurvU(n). This will be achieved in this section.
The basic outline is as follows. Multiplication by s is determined by two properties, which will
be shown below: it is independent of the curvature λ, and it maps the span of the Bmp’s to itself.
Multiplication by t is determined by the Angularity Theorem 2.28 and the obvious fact that it
commutes with multiplication by s.
5.1. Characterization of the curvature measures Bkq. Put Beta ⊂ CurvU(∞) for the space
of all curvature measures Φ with the following property. Let k be a nonnegative integer, A ⊂ Cn
a differentiable polyhedron, F 2k ⊂ A a face of dimension 2k and x ∈ F . Suppose that TxF is a
complex k-plane. Then the density at x of Φ(A, ⋅)∣F with respect to 2k dimensional volume is zero.
Let Betam = Beta ∩CurvU(∞)m .
Proposition 5.1. Betam = span{Bmp}.
Proof. Recall that each Bmp is represented by a multiple of β. Let F be a face of a smooth
polyhedron, and assume that TxF is a complex space for some x ∈ F . Then β vanishes at every
ξ ∈ N(F ) lying over x. Hence span{Bmp} ⊂ Betam.
We claim that Betam ∩ Ang = {0}. In order to prove the claim, suppose that Φ = ∑dj∆m,j
belongs to Betam. We will show that Φ = 0.
Let zj = xj + iyj , j = 0, . . . k be coordinates for Ck+1, and consider the domain
Dk ∶= {z⃗ ∶ y0 ≤ 1
2
(y21 + ⋅ ⋅ ⋅ + y2k), x0 ≤ 0}⊂ Ck+1.
Thus the boundary of Dk consists of two smooth pieces meeting along the 2k-dimensional subman-
ifold
Vk ∶= {x0 = 0, y0 = 1
2
(y21 + ⋅ ⋅ ⋅ + y2k)} .
Now, for any p ≤ m
2
, put k ∶=m − 2p and consider the domain
Ekp ∶=Dk ×Cp ⊂ Ck+1+p.
The boundary again has two smooth pieces, meeting along the singular locus
Wkp ∶= Vk ×Cp,
which has tangent plane T0Wkp = 0×Ck+p. We show that the density of ∆mj(Em−2p,p, ⋅)∣Wkp at 0 is
Θ2k(∆mj(Em−2p,p, ⋅)∣Wkp ,0) = 2(j − p + 1)m − 2p + 2 Θ2k(Γmj(Em−2p,p, ⋅)∣Wkp ,0) = σpδpj
for a constant σp ≠ 0.
Let zj = xj + iyj and wl = ul + ivl (with j = 0, . . . , k and l = 1, . . . , p) be coordinates in Ck+p+1. Let
ξj, ηj and µl, νl be the corresponding coordinates for the fiber of TC
k+p+1 → Ck+p+1. The fiber of
N(Ekp) at ( i2(y21 + . . . y2k), z1, . . . , zk,w1, . . . ,wp) ∈Wkp is the quarter circle⎧⎪⎪⎪⎨⎪⎪⎪⎩cosψ(1,0, . . . ,0) + i
sinψ√
1 + y21 + . . . + y2k
(1,−y1, . . . ,−yk,0, . . . ,0)∶0 ≤ ψ ≤ π
2
⎫⎪⎪⎪⎬⎪⎪⎪⎭ .
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This defines a parametrization F (ψ, z⃗, w⃗) of the N(Ekp)∣Wkp . Evaluating at (ψ,0,0),
F ∗dx0 = F ∗dy0 = 0,
F ∗dξ0 = − sinψdψ, F ∗dη0 = cosψdψ,
F ∗dξj = 0, F ∗dηj = − sinψdyj , j = 1, . . . k,
F ∗dµl = F ∗dνl = 0.
Since
θ0 =∑
j
dξj ∧ dηj +∑
l
dµl ∧ dνl,
θ1 =∑
j
(dxj ∧ dηj + dξj ∧ dyj) +∑
l
(dul ∧ dνl + dµl ∧ dvl),
θ2 =∑
j
dxj ∧ dyj +∑
l
dul ∧ dvl,
one computes
F ∗θ0 = 0
F ∗θ1 = − sinψ∑
j≠0
dxj ∧ dyj
F ∗θ2 =∑
j≠0
dxj ∧ dyj +∑
l
dul ∧ dvl
at (ψ,0,0). Hence
F ∗(γmj) = cnkq
2
F ∗(γ ∧ θj−p0 ∧ θm−2j1 ∧ θj2) = 0
unless j = p. In this case
(5.1.1) F ∗(γmp) = F ∗(γ ∧ θk1 ∧ θp2)∣0 = dψ ∧ (− sinψ)kk!p!⋀
j
dxj ∧ dyj ∧⋀
l
dul ∧ dvl.
So the density at 0 is nonzero, as claimed. This shows that Betam ∩Ang = {0}.
We deduce that
CurvU(n)m = span{Bmp}⊕AngU(n)m ⊂ Betam ⊕AngU(n)m ⊂ CurvU(n)m ,
and the result follows. 
5.2. Multiplication by s. From this point we identify CGλ(CPnλ) and CurvU(n) by Proposition
2.5. Our next goal is to determine the action of s ∈ Vnλ on CurvU(n). By Proposition 2.8 and
Theorem 1 of [1] this action depends analytically on λ.
Proposition 5.2. The action of s on CurvU(n) is independent of λ.
Proof. By analytic continuation, it is enough to show this for λ > 0. Recall that vol(Gλ) = volCPnλ =
πn
λnn!
and that
s = λn−1n!
πn
∫
Gλ
χ(gPλ ∩ ⋅)dg,
where Pλ is a fixed complex hyperplane.
Thus for φ ∈ Vnλ we have by Proposition 2.17,
⟨pdλ φ, s⟩ = λn−1n!
πn
φ(Pλ).
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Now
[Bkq]λ(Pλ) = 0,[Γkq]λ(Pλ) = 0, (k, q) ≠ (2n − 2, n − 1)
[Γ2n−2,n−1]λ(Pλ) = vol(Pλ) = vol(CPn−1λ ) = πn−1λn−1(n − 1)! .
Hence, for Φ ∈ CurvU(n),
⟨pdλ ○globλΦ, s⟩ = n
π
⟨Φ,Γ∗2n−2,n−1⟩,
where Γ∗2n−2,n−1 is the indicated element of the basis dual to the Bk,q,Γk,q.
By Corollary 2.20 it follows that for Φ ∈ CurvU(n)
s ⋅Φ = ⟨(id⊗ (pdλ ○globλ)) ○K(Φ), s⟩
= n
π
⟨K(Φ),Γ∗2n−2,n−1⟩ .
By the transfer principle Theorem 2.23, the last expression is independent of λ. 
Proposition 5.3.
sBetak ⊂ Betak+2.
Proof. Suppose Φ ∈ Betak. Let x ∈ F ⊂ A be as in the beginning of Subsection 5.1. By Corollary
2.16, for any Borel set U ⊂ F
s ⋅Φ(A,U) = ∫
GrC(n−1)Φ(H ∩A,H ∩U)dH
= ∫
GrC(n−1) (∫H∩U gH(y)dy volH∩F)dH,
where gH ∈ C∞(H ∩ F ) is the density of Φ(H ∩ A, ⋅)∣H∩F with respect to dvolH∩F . The coarea
formula applied to the map p∶F ×GrC(n − 1)→ GrC(n − 1) given by p(y, H⃗) = y + H⃗ yields
s ⋅Φ(A,U) = ∫
U
(∫
GrC(n−1) gy+H⃗(y) ⋅ jacp(y, H⃗) dH⃗)dy volF ,
where jacp is the Jacobian of p. The latter integral between brackets is the density function of
s ⋅ Φ(A) with respect to dvolF . It vanishes for y = x, since gH(x) vanishes for every H. Hence
s ⋅Φ ∈ Betak+2. 
Lemma 5.4. Put
Φλk ∶= ∑
j≥k
j!λj−k
πj
⎛⎝(j − k + 1)Γ2j,j + ∑q≤j−1
1
4j−q (2j − 2qj − q )B2j,q⎞⎠ ∈ CurvU(∞).(5.2.1)
Then
sk = [Φλk]λ = ∑
j≥k
j!λj−k
πj
∑
q≤j
1
4j−q (2j − 2qj − q )µλ2j,q ∈ V∞λ .(5.2.2)
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Proof. That sk = [Φλk]λ was shown in [1]. To prove the second equality, it is enough to check
∑
q≥k
q!λq−k
πq
µλ2q,q = ∑
q≥k
q!λq−k
πq
∑
i≥0
λi(q + i)!
πiq!
[Γ2q+2i,q+i]λ
= ∑
q≥k
∑
j≥q
λj−kj!
πj
[Γ2j,j]λ
= ∑
j≥k
j
∑
q=k
j!λj−k
πj
[Γ2j,j]λ = ∑
j≥k
j!λj−k
πj
(j − k + 1)[Γ2j,j]λ.

Lemma 5.5. For λ ∈ R, define the linear map σ˜ ∶ span{Γ2q,q ∶ q ≥ 0}→ V∞λ by
σ˜Γ2q,q = [q + 1
π
Γ2q+2,q+1 + 1
2π(q + 1)B2q+2,q + 12π(q + 2)N2q+2,q]
λ
Then
σ˜ (∑
k≥0
(λ
π
)k (q + k)!
q!
Γ2q+2k,q+k) = 1
2π(q + 1)µλ2q+2,q + q + 1π µλ2q+2,q+1.
Proof. We compute using (3.1.4)
σ˜ (∑
k≥0
(λ
π
)k (q + k)!Γ2q+2k,q+k) = 1
π
∑
k≥0
(λ
π
)k (q + k + 1)![Γ2q+2k+2,q+k+1]λ
+ 1
2π
∑
k≥0
(λ
π
)k (q + k)!
q + k + 1[B2q+2k+2,q+k]λ
− λ
2π2
∑
k≥0
(λ
π
)k (q + k)!q + k + 1
q + k + 2[B2q+2k+4,q+k+1]λ.
The first of these sums is
(q+1)!
π
µλ2q+2,q+1, while the second and third collapse to give
q!
2π(q+1)µλ2q+2,q,
which establishes the result. 
Lemma 5.6. There is at most one linear operator σ ∶ CurvU(∞) → CurvU(∞) with the following
properties:
(i) σ is of degree 2;
(ii) glob0(σΦ) = sglob0(Φ) for all Φ ∈ CurvU(∞);
(iii) σ(Beta) ⊂ Beta;
(iv) σ(ker globλ) ⊂ ker globλ for all λ, i.e. σ induces an endomorphism of V∞λ ;
(v) for every λ, if sk = globλ(Φ) for some Φ ∈ CurvU(∞), then sk+1 = globλ(σΦ).
Proof. Suppose σ1, σ2 are two operators with these properties and set σ ∶= σ1 − σ2. We want to
show that σ = 0. By (ii) we have
(5.2.3) glob0(σΦ) = 0 ∀Φ ∈ CurvU(∞).
By (iii) we have
0 = glob0(σBk,q) = glob0 (∑ cpBk+2,p) = ∑
p
cpµk+2,p.
Since the valuations µk+2,p are linearly independent in CurvU(∞), we must have cp = 0 for all p.
Hence σ vanishes on Beta.
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Let max{0, k − n + 1} ≤ q < k
2
. By Lemma 3.3
Γkq −Bkq + (2n − k)(q + 1)λ
2(n − k + q)π Bk+2,q+1 ∈ ker globλ .
By (iv) and using what we have shown we obtain that globλ(σΓkq) = 0. Proposition 3.5 implies
that σΓkq = 0. Note that this argument breaks down if k = 2q.
Let us finally prove by reverse induction on q that σΓ2q,q = 0 in CurvU(n) for all q = 0, . . . , n.
For q = n this is trivial. Suppose that σΓ2q,q = 0 for all q > k. By (v) and Lemma 5.4 we have
σΦλk ∈ ker globλ. On the other hand, by the induction hypothesis and by what we have already
shown,
Φλk ∈ k!πkΓ2k,k + kerσ
It follows that σΓ2k,k ∈ ker globλ. Using Proposition 3.5 we obtain that σΓ2k,k = 0. 
Proposition 5.7. The action of s on CurvU(∞) is given by
s ⋅Bkq = (k − 2q + 2)(k − 2q + 1)
2π(k + 2) Bk+2,q + 2(q + 1)(k − q + 1)π(k + 2) Bk+2,q+1(5.2.4)
s ⋅∆kq = (k − 2q + 2)(k − 2q + 1)
2π(k + 2) ∆k+2,q + 2(q + 1)(k − q + 1)π(k + 2) ∆k+2,q+1
− (k − 2q + 2)(k − 2q + 1)
π(k + 2)(k + 4) Nk+2,q − 2(q + 1)(k − 2q)π(k + 2)(k + 4) Nk+2,q+1.(5.2.5)
In particular,
s ⋅Nkq = (k − 2q + 2)(k − 2q + 1)
2π(k + 4) Nk+2,q + 2(q + 1)(k − q + 2)π(k + 4) Nk+2,q+1(5.2.6)
and
s ⋅ Γ2q,q = q + 1
π
Γ2q+2,q+1 + 1
2π(q + 1)B2q+2,q + 12π(q + 2)N2q+2,q.(5.2.7)
Proof. By Proposition 5.2, multiplication by s is an operator on CurvU(∞) which is independent of
the curvature λ, and which clearly enjoys properties (i,ii,iv,v) of Lemma 5.6. Proposition 5.3 states
that property (iii) is satisfied as well.
Now let σ be the linear operator on CurvU(∞) defined by the formulas above. We claim that σ
satisfies the properties in Lemma 5.6. By the uniqueness statement of Lemma 5.6, it follows that
s = σ.
Properties (i), (iii) are trivial. Since glob0(Bkq) = glob0(∆kq) = µkq, property (ii) follows from
the formula
(5.2.8) s ⋅ µkq = (k − 2q + 2)(k − 2q + 1)
2π(k + 2) µk+2,q + 2(q + 1)(k − q + 1)π(k + 2) µk+2,q+1,
which follows from equation (37) of [19]. The kernel of globλ is spanned by the measures Nkq +
λ q+1
π
Bk+2,q+1. Using this, one checks directly that σ(ker globλ) ⊂ ker globλ, which is property (iv).
To establish property (v), observe that, by (5.2.4) and Lemma 5.5, the induced maps σ¯λ ∶ V∞λ →V∞λ are intertwined by the linear isomorphisms V∞λ → V∞λ′ determined by µλkq ↦ µλ′kq. On the other
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hand, we know from (5.2.8) that σ¯ ∶= σ¯0 agrees with multiplication by s, i.e.
σ¯
⎛⎝ k!πk ∑q 4q−k(
2k − 2q
k − q )µ2k,q⎞⎠ = σ¯(sk) = sk+1
= (k + 1)!
πk+1 ∑q 4
q−k−1(2k + 2 − 2q
k + 1 − q )µ2k+2,q.
Therefore, taking λ′ = 0,
σ¯λ
⎛⎝ k!πk ∑q 4q−k(
2k − 2q
k − q )µλ2k,q⎞⎠ = (k + 1)!πk+1 ∑q 4q−k−1(
2k + 2 − 2q
k + 1 − q )µλ2k+2,q.
In view of Lemma 5.4, this implies that σ¯λ(sk) = sk+1 for all λ ∈ R. 
Proof of Proposition 3.13. In view of the validity of the Proposition for λ = 0, this follows from the
intertwining property in the last paragraph. 
5.3. Multiplication by t. We complete the description of the ValU(∞)-module structure of CurvU(∞)
by determining the action of t ∈ ValU(∞) on CurvU(∞). Notice that by Theorem 2.28 and the results
in [19] we already know that
t∆kq = ωk+1
πωk
((k − 2q + 1)∆k+1,q + 2(q + 1)∆k+1,q+1) .
It remains to find tNkq. By using that ts∆00 = st∆00 one gets easily
(5.3.1) tN20 = 16
5π
N30 + 16
15π
N31.
Lemma 5.8.
tN10 = 3
4
N20.
Proof. We know that tN10 = cN20 for some constant c. Let us work in dimension n = 3. The
principal kinematic formula on C3 is given by (cf.[19, 44])
k(χ) = µ00 ⊗ µ63 + µ63 ⊗ µ00 + 16
15π
µ10 ⊗ µ52 + 16
15π
µ52 ⊗ µ10(5.3.2)
+ 5
24
µ20 ⊗ µ41 + 5
24
µ41 ⊗ µ20 + 1
6
µ20 ⊗ µ42 + 1
6
µ42 ⊗ µ20
+ 1
6
µ21 ⊗ µ41 + 1
6
µ41 ⊗ µ21 + 1
3
µ21 ⊗ µ42 + 1
3
µ42 ⊗ µ21
+ 2
3π
µ30 ⊗ µ30 + 4
9π
µ30 ⊗ µ31 + 4
9π
µ31 ⊗ µ30 + 16
27π
µ31 ⊗ µ31.
We multiply it by χ⊗N10 and obtain, according to the first equality in (2.3.26),
k¯(N10) = µ63 ⊗N10 + 8c
15
µ52 ⊗N20 + ( 2
15
c − 1
10
)µ41 ⊗N31 + 2
5
µ42 ⊗N31
where we have used (3.3.8) to express µkq in terms of s, t, as well as equations (5.2.6) and (5.3.1).
Since the kernel of the globalization map is spanned by N10,N20,N31 we deduce, by the cocommu-
tativity of K,
K(N10) = N10 ⊗∆63 +∆63 ⊗N10 + 8c
15
(N20 ⊗∆52 +∆52 ⊗N20)
+ ( 2
15
c − 1
10
)(N31 ⊗∆41 +∆41 ⊗N31) + 2
5
(N31 ⊗∆42 +∆42 ⊗N31).
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Globalizing in M3λ yields the kinematic formula kλ(µλ31). In that fomula, µλ4,1 ⊗ µλ5,2 appears with
coefficient 4c−1
5
. On the other hand, from (3.5.2)
kλ(µλ31) = (Fλ ⊗Fλ) ○ (µ31 ⊗ (1 − λs)) ⋅ k0(χ).
By (5.3.2), using
µ31 ⋅ µ10 = 3π
8
µ41 + 3π
4
µ42
we find that coefficient to be 2
5
. Therefore c = 3
4
. 
Proposition 5.9. There is at most one linear operator θ ∶ CurvU(∞) → CurvU(∞) with the following
properties:
(i) θ is of degree 1;
(ii) glob0(θΦ) = tglob0(Φ) for all Φ ∈ CurvU(∞);
(iii) θ(AngU(∞)) ⊂ AngU(∞);
(iv) θ commutes with multiplication by s.
(v) θN1,0 = 34N2,0.
Proof. Suppose that θ1, θ2 are such operators. We use induction on k to show that θ ∶= θ1 − θ2
vanishes on Curv
U(∞)
k
.
By (ii), we have glob0(θΦ) = 0. The globalization map glob0 ∶ CurvU(∞) → ValU(∞) is injective
on AngU(∞). Hence θ vanishes on AngU(∞) by (iii). Using (v) it follows that θ vanishes in degrees
0 and 1.
Let us now assume that k ≥ 2. By (iv) and the induction hypothesis, θ vanishes on the image of
s ∶ CurvU(∞)
k−2 → CurvU(∞)k . The proof will be finished by showing that the image of s ∶ CurvU(∞)k−2 →
Curv
U(∞)
k
and Ang
U(∞)
k
span Curv
U(∞)
k
.
From Proposition 5.7 we obtain that for q < k−2
2
sNk−2,q ≡ a11Nk,q + a12Nk,q+1 mod AngU(∞)k
s∆k−2,q ≡ a21Nk,q + a22Nk,q+1 mod AngU(∞)k
with some non-degenerate 2 × 2-matrix a. 
Proposition 5.10.
t ⋅Nkq = ωk+1
πωk
k + 2
k + 3 ((k − 2q + 1)Nk+1,q + 2(q + 1)k − 2q (k − 2q − 1)Nk+1,q+1) , 0 ≤ q < k2
t ⋅∆kq = ωk+1
πωk
((k − 2q + 1)∆k+1,q + 2(q + 1)∆k+1,q+1) .
Proof. Let θ be the linear operator on CurvU(∞) which is defined by these formulas. We claim that
θ satisfies the properties in Proposition 5.9. Indeed, (ii) follows from [19], (iv) is a computation
and the other properties are trivial.
Since multiplication by t has the same properties (see Lemma 5.8 and Theorem 2.28), Proposition
5.9 implies that they agree. 
5.4. The l- and n-maps.
Definition 5.11. Define two natural maps from ValU(∞) to CurvU(∞) by
l ∶ ValU(∞) → CurvU(∞)
φ ↦ φ∆0,0
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and
n ∶ ValU(∞) → CurvU(∞)
φ↦ φN1,0.
Lemma 5.12. Let u = 4s − t2 ∈ ValU(∞). Then
l(uk) = (2k)!
πkk!
(∆2k,k − 1
k + 1N2k,k−1)
n(uk) = 4kk!
πk
N2k+1,k
l(tk) = ωkk!
πk
⌊k
2
⌋
∑
i=0
∆ki
n(tk) = 3
4
k!
ωk+3
πk+1
⌊ k
2
⌋
∑
i=0
(k − 2i + 1)Nk+1,i.
Proof. Induction on k, using the relations
u∆kq = 2
π(k + 2)(2(q + 1)(2q + 1)∆k+2,q+1 − 4(q + 1)(q + 2)∆k+2,q+2(5.4.1)
− 2(k − 2q + 2)(k − 2q + 1)
k + 4 Nk+2,q −
4(q + 1)(k − 2q)
k + 4 Nk+2,q+1)
uNkq = 4(q + 1)
π(k + 4)((2q + 5)Nk+2,q+1 − 2(q + 2)(k − 2q − 2)k − 2q Nk+2,q+2),(5.4.2)
which follow directly from Propositions 5.7 and 5.10. 
5.5. The modules CurvU(∞) and CurvU(n).
Theorem 5.13. The ValU(∞)-module CurvU(∞) is freely generated by ∆00 and N10, i.e.
(5.5.1) CurvU(∞) = ValU(∞)∆00 ⊕ValU(∞)N10 = image l⊕ imagen.
Proof. We use induction on k to show that the map
ψk ∶ ValU(∞)k ⊕ValU(∞)k−1 ↦ CurvU(∞)k(φ1, φ2)↦ φ1∆00 + φ2N10
is onto. For k = 0 this is clear. For k = 1 we have t∆00 = 2π∆10.
Let us now suppose that k ≥ 2 and that we know the result for k − 1 and k − 2.
Let us recall that
tNk−1,q = ωk
πωk−1
k + 1
k + 2 ((k − 2q)Nkq + 2(k − 2q − 2)(q + 1)k − 2q − 1 Nk,q+1) ,0 ≤ q < k − 12(5.5.2)
sNk−2,q = (k − 2q)(k − 2q − 1)
2π(k + 2) Nkq + 2(q + 1)(k − 2q)π(k + 2) Nk,q+1,0 ≤ q < k − 22 .(5.5.3)
The corresponding 2×2-matrix is non-singular. It follows that Nkq lies in the image of ψk for all
0 ≤ q < k
2
. Hence Null
U(∞)
k
is a subset of the image of ψk.
If Φ ∈ CurvU(∞)
k
has globalization φ, then Φ − φ∆00 ∈ NullU(∞)k and it follows that Φ is included
in the image of ψk.
This shows that ψk is onto. Now we compare dimensions: the dimension on the left hand side
is dimVal
U(∞)
k
+dimValU(∞)
k−1 = ⌊k2 ⌋ + 1 + ⌊k−12 ⌋ + 1 = k + 1, which is the dimension of the right hand
side. The map being onto, it must be an isomorphism of vector spaces. 
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The following proposition allows us to find explicitly the decomposition (5.5.1) of a given element
of CurvU(∞).
Proposition 5.14. The n-map is a linear isomorphism between ValU(∞) and NullU(∞). Its inverse
is given by
n−1(Nkq) = 4(k + 2)πk−1(k − 2q)q!ωk
⌊k−2q−1
2
⌋
∑
r=0
(−1)r(q + r + 1)!(k − 2q − 2r − 1)!(2q + 2r + 3)!r! tk−2q−1−2ruq+r,
where u = 4s − t2.
Proof. By Theorem 5.13 each Φ ∈ CurvU(∞) can be uniquely written as Φ = φ1∆00 + φ2N10 with
φ1, φ2 ∈ ValU(∞). It follows that n is injective. If Φ ∈ ker glob0, then φ1 = 0 and hence Φ = n(φ2).
Therefore n is onto.
To prove the displayed formula, it is enough to check that it is compatible with multiplications
by t and u, which is straightforward. 
It remains to describe the restriction map CurvU(∞) → CurvU(n) in terms of the decomposition
(5.5.1). This follows from Lemma 3.8, together with the following proposition.
Proposition 5.15. Let p ∈ C[t, u]. Then n(p) = 0 in CurvU(n) if and only if p belongs to the ideal⟨gn−1, gn⟩, where gn is the degree n part in
et
sin
√
u −√u cos√u
2
√
u
3
.
Explicitly
gn =
⌊n
2
⌋
∑
r=0
(−1)r(r + 1)(n − 2r)!(2r + 3)! tn−2rur.
Proof. We first claim that the kernel of the restriction map
NullU(∞) → NullU(n)
is the submodule S generated by Nn0 and Nn+1,0. Clearly, this kernel is spanned by all Nkq with
q ≤ min{k − n, k−1
2
}. In degree n, only Nn0 belongs to S, while in degree n + 1 the measures
Nn+1,0,Nn+1,1 belong to S. We may write Nn+1,1 as a combination of tNn0 and Nn+1,0.
Now suppose inductively that for some l ≥ n + 2 each Nkq with k < l, q ≤ k − n belongs to S. By
(5.5.2), (5.5.3) and the induction hypothesis, Nlq ∈ S for all q ≤min{l−n−1, l−12 }. If l ≥ 2n−1, then
these measures span the degree l-part of the kernel. If l ≤ 2n−2 then these measures, together with
the measure Nl,l−n span the degree l part of the kernel. By (5.5.2), Nl,l−n equals some non-zero
multiple of tNl−1,l−n−1 modulo Nl,l−n−1. In both cases, we obtain that the degree l part of the kernel
belongs to S. By induction it follows that the kernel equals S.
It now follows that for p ∈ C[t, u] we have n(p) = 0 in CurvU(n) if and only if n(p) = p1Nn,0 +
p2Nn+1,0 for some polynomials p1, p2. Equivalently p = p1n−1(Nn0)+p2n−1(Nn+1,0). Hence, the kernel
of the restriction map above is the ideal generated by gn−1 ∶= c−1n−1n−1(Nn0) and gn ∶= c−1n n−1(Nn+1,0)
(where cn ∶= 4(n+2)πn−1nωn ).
The explicit formula for gn follows by Proposition 5.14. From this the generating function is
easily obtained. 
6. Local kinematic formulas and module structure
In this section, we will consider the curvature λ as a parameter. In order to distinguish between
the valuations t living on the different spaces CPnλ, we will write tλ for the valuation t ∈ Vnλ . The
same applies to u and v. In view of Proposition 5.2, we will not make this distinction for s.
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6.1. Local kinematic formulas. Here we will find the local kinematic formulas K(∆0,0) and
K(N1,0). By Theorem 5.13 and Theorem 2.19, this determines the local kinematic operator K
completely.
Recall from Subsection 3.4 the map Jλ = pd−1λ ○(I−1λ )∗ ○pd ∶ V0 → Vλ and the commuting diagram
CurvU(∞) K //
globλ

Sym2CurvU(∞)
globλ⊗globλ
V∞λ kλ //
J−1
λ

Sym2 V∞λ
J−1
λ
⊗J−1
λ
V∞0 k // Sym2 V∞0
Define Hλ ∶= J−1λ ○ globλ ∶ CurvU(∞) → V∞0 . In particular H0 = glob0. We will denote
H ′0 = ddλ ∣λ=0Hλ, and H ′′0 = d
2
dλ2
∣
λ=0
Hλ.
Let p ∈ R[[t, s]] = ValU(∞). Define differential operators D1,D2 by
D1p ∶= t
2 − 2s
2
p − tu
4
∂p
∂t
D2p ∶= −3πut
8
p + πu2
8
∂p
∂t
.
where u = 4s − t2. Equivalently, in terms of t and u, we have
D1p = t
2 − u
4
p + t2u
2
∂p
∂u
− ut
4
∂p
∂t
D2p = −3πut
8
p − πu2t
4
∂p
∂u
+ πu2
8
∂p
∂t
.
Lemma 6.1. For all p ∈ C[t, s] we have
Hλ(l(p)) = p + λ
1 − λsD1(p) = p + λD1(p) + λ2sD1(p) +O(λ3)(6.1.1)
Hλ(n(p)) = λ
1 − λsD2(p) = λD2(p) + λ2sD2(p) +O(λ3).(6.1.2)
In particular,
H ′′0 = 2sH ′0.
Moreover, D1 and D2 are well-defined operators on Val
U(n).
Proof. Both sides of these equations are multiplicative with respect to s, hence it suffices to prove
the statements for powers of t.
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Now we compute
Hλ (l(tk)) = ωkk!
πk
Hλ (∑
i
∆ki) by Lemma 5.12
= ωkk!
πk
J−1λ (∑
i
[∆ki]λ)
= ωkk!
πk
J−1λ (∑
i
(µλki − λi + 1π µλk+2,i+1)) by Lemma 3.9
= ωkk!
πk
J−1λ (τλk0) − λωkk!πk+1J−1λ (τλk+2,1) by definition of τλk,q
= J−1λ ((1 − λs)k2+1tkλ (1 − λuλ4 (k + 2))) by Proposition 3.15
= 1
1 − λstk (1 − k + 24 λu) by Proposition 3.18
= tk + λ
1 − λsD1tk.
Similarly,
Hλ (n(tk)) = 3
4
k!
ωk+3
πk+1Hλ
⎛⎜⎝
⌊k
2
⌋
∑
i=0
(k − 2i + 1)Nk+1,i⎞⎟⎠ by Lemma 5.12
= −λ3
4
k!
ωk+3
πk+2J
−1
λ
⎛⎜⎝
⌊ k
2
⌋
∑
i=0
(k − 2i + 1)(i + 1)µλk+3,i+1⎞⎟⎠
= −λ3
4
k!
ωk+3
πk+2J
−1
λ ((k + 1)τλk+3,1 − 4τλk+3,2) by definition of τλk,q
= J−1λ (λπ8 (1 − λs)k+12 tk−1λ uλ (kuλ − 3(1 − λs)t2λ)) by Proposition 3.15
= λ
1 − λs
π
8
tk−1u(ku − 3t2) by Proposition 3.18
= λ
1 − λsD2tk.
If p = 0 in ValU(n), then l(p) = 0,n(p) = 0 in CurvU(n) and hence λ
1−λsD1p = 0 and λ1−λsD2(p) = 0
in ValU(n) for all λ. This implies D1p = 0,D2p = 0 and hence D1,D2 are well-defined on ValU(n). 
Proposition 6.2. (H ′0 ⊗H ′0) ○K = 0.
Proof. We take first and second derivatives at λ = 0 of the equation k ○Hλ = (Hλ ⊗Hλ) ○K:
k ○H ′0 = (H ′0 ⊗H0 +H0 ⊗H ′0) ○K
k ○H ′′0 = (H ′′0 ⊗H0 + 2H ′0 ⊗H ′0 +H0 ⊗H ′′0 ) ○K.
Since H ′′0 = 2sH ′0, we obtain by using Theorem 2.21
(6.1.3) (2sH ′0 ⊗H0 + 2H ′0 ⊗H ′0 +H0 ⊗ 2sH ′0) ○K = (2sH ′0 ⊗H0 + 2sH0 ⊗H ′0) ○K.
Since s commutes with H ′0 by Proposition 5.2, we have(H0⊗2sH ′0)○K = (H0⊗H ′0)○(id⊗2s)○K = (H0⊗H ′0)○K○2s = (H0⊗H ′0)○(2s⊗id)○K = (2sH0⊗H ′0)○K,
where we used Theorem 2.19. The statement now follows from (6.1.3). 
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We may write
K(∆00) = (l⊗ l)k(χ) +A1
K(N10) = (n⊗ l + l⊗ n)k(χ) +A2,
with A1,A2 ∈ Null⊗Null. Indeed, by (2.3.28) we have A1,A2 ∈ Curv⊗Null, and by symmetry they
must lie in Null⊗Null.
Proposition 6.2 shows that in order to find K(∆00),K(N10) we need to solve for A1,A2 ∈
Null⊗Null in
(H ′0 ⊗H ′0)A1 = −(D1 ⊗D1)k(χ)(6.1.4) (H ′0 ⊗H ′0)A2 = −(D1 ⊗D2 +D2 ⊗D1)k(χ).(6.1.5)
Hence, the following lemma will be useful.
Lemma 6.3. The map Σ ∶ ValU(n) → NullU(n) defined by
Σ(µkq) = ⎧⎪⎪⎨⎪⎪⎩
−π
q
Nk−2,q−1 0 < q < k2
0 q = 0, k
2
is left inverse to the map H ′0∣Null ∶ NullU(n) → ValU(n). In particular, the latter map is injective and
we have
Σ ○D2 = n.
Proof. We have
H ′0Nkq = ddλ ∣λ=0 J−1λ [Nkq]λ
= − d
dλ
∣
λ=0
J−1λ
λ(q + 1)
π
µλk+2,q+1
= −(q + 1)
π
µk+2,q+1,
from which the statement follows. 
Recall from [19] that
(6.1.6) k(χ) = ∑
k,r
ankrπkr ⊗ π2n−k,r
where
πkr = (−1)r(2n − 4r + 1)!!πk
ωk
r
∑
i=0
(−1)i (2r − 2i − 1)!!(2r − 2i)!(2i)!(2n − 2r − 2i + 1)!! tk−2iui,
and
ankr = ωkω2n−k
πn
(n − r)!
8r(2n − 4r)! (2n − 2r + 1)!!(2n − 4r + 1)!!( n2r)
−1
.
Lemma 6.4. Define
ρkr ∶= 2(−1)r(2n − 4r + 1)!!πk−1
ωk
⎛⎝ (2r − 1)!!(k + 1)!(2n − 2r + 1)!!(2r)!
⌊k−1
2
⌋
∑
i=0
(−1)i+1(2i + 3)!(k − 2i − 1)! tk−2i−1ui
+ r−1∑
i=0
(−1)i(2r − 2i − 3)!!(2n − 2r − 2i − 1)!!(2r − 2i − 2)!(2i + 2)! tk−2i−1ui⎞⎠.(6.1.7)
Then
n(ρkr) = Σ ○D1πkr.
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Proof. It is easily checked that for h ∈ R[t, u] we have D1(uh) = − 2πD2(th), hence
Σ ○D1(uh) = − 2
π
n(th).
Let us define
ρ˜k ∶= 2(k + 1)!
π
⌊k−1
2
⌋
∑
i=0
(−1)i+1(2i + 3)!(k − 2i − 1)! tk−2i−1ui ∈ R[t, u]
From ([19], Proposition 3.7. and Corollary 3.8) and a straightforward computation one gets
D2ρ˜k =D1(tk) − ωk+2(k + 2)!
4πk+2 µk+2,0.
We apply Σ to this equation and obtain that
n(ρ˜k) = Σ ○D1(tk).
With
c ∶= (−1)r(2n − 4r + 1)!!πk
ωk
(2r − 1)!!(2r)!(2n − 2r + 1)!!
h ∶= (−1)r(2n − 4r + 1)!!πk
ωk
r−1
∑
i=0
(−1)i+1(2r − 2i − 3)!!(2n − 2r − 2i − 1)!!(2r − 2i − 2)!(2i + 2)! tk−2i−2ui
we compute
Σ ○D1πk,r = Σ ○D1(ctk + uh)
= cn(ρ˜k) − 2
π
n(th)
= n(ρk,r).

We are now ready to state one of our main theorems, the local kinematic formulas on complex
space forms.
Theorem 6.5.
K(∆00) = ∑ankr [l(πkr) ⊗ l(π2n−k,r) − n(ρkr) ⊗ n(ρ2n−k,r)] .(6.1.8)
K(N10) = ∑ankr[n(πkr) ⊗ l(π2n−k,r) + l(πkr) ⊗ n(π2n−k,r)
− n(πkr) ⊗ n(ρ2n−k,r) − n(ρkr) ⊗ n(π2n−k,r)].(6.1.9)
Proof. Apply Σ⊗Σ to equations (6.1.4), (6.1.5) and use (6.1.6) and Lemma 6.4. 
6.2. CurvU(n) as a module over Vnλ. Next we determine the Vnλ-module structure of CurvU(n).
By Propositions 5.2 and 5.7, it remains only to compute the product with tλ.
Lemma 6.6. Let φ ∈ ValU(n). Then
∑ankrφπkr ⊗ π2n−k,r = ∑ankrπkr ⊗ φπ2n−k,r
∑ankrn (φρkr) ⊗D2ρ2n−k,r = ∑ankrn(ρkr) ⊗D2 (φρ2n−k,r)
∑ankr[n(φπkr)⊗D2ρ2n−k,r + n(φρkr)⊗D2π2n−k,r] =
= ∑ankr [n(πkr) ⊗D2φρ2n−k,r + n(ρkr) ⊗D2φπ2n−k,r] .
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Proof. The first equation comes from the fact that (id ⊗ φ)k(χ) = (φ ⊗ id)k(χ). Similarly, since
(φ⊗ id)K(∆00) = (id⊗ φ)K(∆00), we obtain
∑ankr [l (φπkr) ⊗ l(π2n−k,r) − n (φρkr) ⊗ n(ρ2n−k,r)]
= ∑ankr [l(πkr) ⊗ l(φπ2n−k,r) − n(ρkr) ⊗ n (φρ2n−k,r)] .
We apply l⊗ l to the first equation and substitute this into the equation above to get
∑ankrn (φρkr) ⊗ n(ρ2n−k,r) = ∑ankrn(ρkr) ⊗ n (φρ2n−k,r) ,(6.2.1)
from which we deduce that
∑ankrn (φρk,r) ⊗ ρ2n−k,r ≡ ∑ankrn(ρkr) ⊗ φρ2n−k,r mod Curv⊗ ker(n).
Applying id⊗D2, taking into account ker(n) ⊂ kerD2, yields the second equation.
The third equation follows in a similar way from (φ⊗ id)K(N10) = (id⊗ φ)K(N10). 
By Theorem 5.13 and Proposition 2.25, the Vnλ-module structure of CurvU(n) is determined by
the following equations.
Theorem 6.7. We have
tλ∆00 = t(1 −
λt2
4
)
(1 − λs) 32 ∆00 +
λt2
2π(1 − λs) 32 N10(6.2.2)
tλN10 = −1
8
πλ
(t2 − 4s)2
(1 − λs) 32 ∆00 +
t − 2λts + λ t3
4
(1 − λs) 32 N10.(6.2.3)
Proof. Let mλ ∶ Curv → Curv⊗ V∗λ be the module structure. By Corollary 2.20, mλ is the compo-
sition of the maps
Curv
KÐ→ Curv⊗Curv id⊗globλÐ→ Curv⊗Vλ id⊗pdλÐ→ Curv⊗ V∗λ .
Since Jλ = pd−1λ ○(I−1λ )∗ ○ pd we have
mλ = (id⊗ ((I−1λ )∗ ○ pd○Hλ))K.
By Theorem 6.5 and Lemma 6.1,
tλ
√
1 − λs∆00 = ⟨(id⊗ (I−1λ )∗ ○ pd○Hλ)K(∆00), tλ√1 − λs⟩
= ⟨(id⊗ pd○Hλ)K(∆00), I−1λ (tλ√1 − λs)⟩
= ∑ankr[l(πkr) ⟨pd○Hλ ○ l(π2n−k,r), t⟩
− n(ρkr) ⟨pd○Hλ ○ n(ρ2n−k,r), t⟩ ]
= ∑ankr[l(πk,r) ⟨pd○(π2n−k,r + λ
1 − λsD1π2n−k,r) , t⟩
− n(ρkr) ⟨pd λ
1 − λsD2ρ2n−k,r, t⟩ ].
Now we use Lemma 6.6 with φ ∶= 1
1−λs and obtain, recalling that D1,D2 commute with s,
tλ
√
1 − λs∆00 = ∑an,k,r[l(πk,r) ⟨pdπ2n−k,r, t⟩
+ l( λ
1 − λsπk,r) ⟨pd○D1π2n−k,r, t⟩
− n( λ
1 − λsρk,r) ⟨pd○D2ρ2n−k,r, t⟩ ].
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For degree reasons, the first summand vanishes except for k = 1, r = 0, whereas the second and
third summands vanish except for k = 3, r = 0,1. We deduce that
tλ∆00 = p1(1 − λs) 32 ∆00 +
p2
(1 − λs) 32 N1,0,
where p1, p2 are polynomials of degree 3 and 2 respectively.
Similarly,
tλ
√
1 − λsN10 = ⟨id⊗ pd○HλK(N10), I−1λ (tλ√1 − λs)⟩
= ∑ankr[n(πkr) ⟨pd○Hλ ○ l(π2n−k,r), t⟩
+ l(πkr) ⟨pd○Hλ ○ n(π2n−k,r), t⟩
− n(πkr) ⟨pd○Hλ ○ n(ρ2n−k,r), t⟩
− n(ρkr) ⟨pd○Hλ ○ n(π2n−k,r), t⟩ ]
= ∑ankr[n(πkr) ⟨pd○(π2n−k,r + λ
1 − λsD1π2n−k,r), t⟩
+ l(πkr) ⟨pd○ λ
1 − λsD2π2n−k,r, t⟩
− n(πkr) ⟨pd○ λ
1 − λsD2ρ2n−k,r, t⟩
− n(ρkr) ⟨pd○ λ
1 − λsD2π2n−k,r, t⟩ ].
By Lemma 6.6, with φ ∶= 1
1−λs , this may be rewritten as
tλ
√
1 − λsN10 = ∑ankr[n (πkr) ⟨pd○π2n−k,r, t⟩
+ n( λ
1 − λsπkr) ⟨pd○D1π2n−k,r, t⟩
+ l( λ
1 − λsπkr) ⟨pd○D2π2n−k,r, t⟩
− n( λ
1 − λsπkr) ⟨pd○D2ρ2n−k,r, t⟩
− n( λ
1 − λsρkr) ⟨pd○D2π2n−k,r, t⟩ ].
All terms vanish for k > 4, and we obtain that
tλN10 = p3(1 − λs) 32 ∆00 +
p4
(1 − λs) 32 N10,
where p3, p4 are polynomials of maximal degree 4.
It remains to find the polynomials p1, p2, p3, p4. Since they are independent of n, we may compute
them explicitly by choosing a small value of n. Indeed, by Proposition 5.15 it suffices to take n ∶= 5.
This is a tedious, but straightforward computation. 
6.3. Angularity theorem. As an application we prove a result similar to Theorem 2.28 in the
non-flat complex space forms.
Proposition 6.8.
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(i) Define a map
A ∶ R[[t, u]] → CurvU(∞)
g ↦ l(g + 2u∂g
∂u
) + n(4t
π
∂g
∂u
) .
Then A is injective and its image is the space AngU(∞) of invariant angular measures.
(ii) Let p1, p2 ∈ ValU(∞). The measure
Φ ∶= l(p1) + n(p2) ∈ CurvU(∞)
is angular if and only if
(6.3.1)
t
π
∂p1
∂s
− 4s − t2
2
∂p2
∂s
= 3p2.
Proof. (i) Injectivity is easy. Let us prove that the image of A is inside Ang. Clearly A is
compatible with multiplication by t. Hence, by Theorem 2.28, it is enough to check that
A(uk) ∈ Ang. Using Lemma 5.12 and Proposition 5.10
A(uk) = (2k + 1)l(uk) + 4tk
π
n(uk−1)
= 2k(2k + 1)!!
πk
(∆2k,k − 1
k + 1N2k,k−1) +
4ktk!
πk
N2k−1,k−1
= 2k(2k + 1)!!
πk
∆2k,k.
To prove surjectivity, let Φ ∈ Ang. Then there exists some g ∈ R[[t, u]] with
g + 2u∂g
∂u
= 2√u ∂
∂u
(√ug) = glob0(Φ).
Then A(g) −Φ ∈ Ang∩ker glob0 = {0}, hence Φ = A(g).
(ii) In the ts-basis, we have
A(g) = l(p1) + n(p2)
with
p1 = g + 1
2
(4s − t2)∂g
∂s
p2 = t
π
∂g
∂s
.
It is easy to check that p1, p2 satisfy (6.3.1).
Conversely, suppose that (6.3.1) holds. Then we have Φ = A(g) with
g ∶= p1 − 1
2
(4s − t2)π
t
p2.

Theorem 6.9 (Angularity theorem, second version). Let Φ ∈ AngU(n) be an invariant angular
curvature measure. Then tλΦ is angular for each λ.
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Proof. Let Φ = l(p1) + n(p2) be angular, i.e. p1, p2 satisfy (6.3.1). By Theorem 6.7, we have
tλΦ = l(p˜1) + n(p˜2) with
p˜1 = t(1 −
λt2
4
)
(1 − λs) 32 p1 −
1
8
πλ
(t2 − 4s)2
(1 − λs) 32 p2
p˜2 = λt
2
2π(1 − λs) 32 p1 +
t − 2λts + λ t3
4
(1 − λs) 32 p2.
It is now straightforward (but tedious) to check that p˜1, p˜2 satisfy (6.3.1). Hence tλΦ is angular.

7. Concluding remarks, questions and conjectures
7.1. Numerical identities and relations in Vnλ. It came as a surprise that the algebras Vnλ for
fixed n and varying λ are all isomorphic as filtered algebras. Before the discovery of Theorem 3.17
and Theorem 3.20, the first conjecture about the structure of Vnλ , λ ≠ 0 was the following.
Conjecture 7.1. Define the formal series f¯k(s, t, λ) by
log(1+sx2 + tx + λx−2 + 3λ2x−4 + 13λ3x−6 + ...)
= log(1 + sx2 + tx +∑ [(4n + 1
n + 1 ) − 9(
4n + 1
n − 1 )]λnx−2n)(7.1.1)
= ∑
k
f¯k(s, t, λ)xk.(7.1.2)
Then
(7.1.3) Vnλ ≃ R[s, t]/(f¯n+1, f¯n+2, t2n+1, st2n−1, . . . , snt).
This statement can be checked numerically in any given dimension n by explicit calculation—
the most efficient way seems to be via Corollary 3.21, by which means we have confirmed it through
n = 70. This case involves the first 34 terms of the λ series.
A different approach, less efficient but more elementary, is the following. First, it is sufficient to
show that
(7.1.4) f¯n+1(s, t, λ) = 0
as elements of Vnλ . We know that there are no relations between s, t ∈ Vnλ of weighted degree ≤ n.
By Alesker Poincare´ duality, it follows that for λ > 0 the relation f¯n+1(s, t) = 0 holds in Vnλ iff
(7.1.5) (f¯n+1(s, t) ⋅ sjtk)(CPnλ) = 0, 2j + k ≤ n.
For given n, this can be checked directly using Corollary 2.34. The relation (7.1.4) may then be
extended to λ ≤ 0 by analytic continuation.
For example, modulo filtration n + 3 the conjecture is equivalent to the family of identities
(7.1.6)
⌊n+1
2
⌋
∑
i=0
(−1)i
n + 1 − i(
n + 1 − i
i
)(2n − 2k − 2i
n − k − i ) = 0, k ≤
n
2
.
As kindly pointed out to us by I. Gessel, these identities are well known— in fact the sum is equal to
(−1)n−k
n+1 ( kn−k) for general k. At this level, the statement is independent of the curvature λ, and yields
a very efficient proof of the structure theorem for Vn0 given in [32]. The validity of the conjecture
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modulo filtration n + 5 is equivalent to the family of identities
⌊n+3
2
⌋
∑
j=0
(−1)j+1 1
n − j + 4(
n − j + 4
1, j, n − 2j + 3)(
2n − 2k − 2j
n − k − j )
+
⌊n+1
2
⌋
∑
i=0
(−1)in − k − i + 1
n − i + 1 (
n − i + 1
i
)(2n − 2k − 2i − 2
n − k − i − 1 ) = 0,
k = 0, . . . ⌊n − 3
2
⌋ .
Gessel has given a proof of these identities as well. In principle one could continue in this way, but
the numerical identities that arise become unreasonably complicated.
As shown by F. Chapoton [22], the series appearing in (7.1.1) also arises as the generating
function for a certain counting problem. Chapoton also proved that this series defines an algebraic
function g(λ) satisfying
g = f(1 − f − f2), f = λ(1 + f)4.
This fact was independently observed by Gessel.
It can also be amusing to write down the numerical identities that are equivalent in this way to
Theorem 3.17 and Corollary 3.21. This is a good illustration of the power (and clumsiness) of the
template method.
7.2. A Riemannian geometry question. We expect that the results above will shed light on
the integral geometry of general Riemannian manifolds, in particular the geometric meaning of
the Lipschitz-Killing valuations and curvature measures. From this perspective Theorem 6.9 is
particularly striking and suggests the following.
Conjecture 7.2. Let M be a smooth Riemannian manifold, with Lipschitz-Killing subalgebra
LK(M) ⊂ V(M). Let A(M) denote the vector space of angular curvature measures on M . Then
LK(M) ⋅ A(M) ⊂ A(M).
Note that even for M = CPnλ this conjecture is stronger than Theorem 6.9.
Let us call a smooth valuation on M angular if it stabilizes A(M). Clearly, this is a subalgebra
of V(M). The above conjecture states that this algebra contains LK(M). A stronger form of this
conjecture is
Conjecture 7.3. The algebra of angular valuations on M equals LK(M).
Using Proposition 6.8 it is easy to check that the only translation-invariant and U(n)-invariant
angular valuations on Cn are indeed polynomials in t.
7.3. An algebra question. We may think of each Vnλ as a commutative algebra of linear operators
on CurvU(n). By the proof of Proposition 2.25, all of these operators commute with each other.
What is the structure of the resulting commutative filtered algebra, generated by ⋃λ∈R Vnλ ?
Appendix A. A product formula for valuations in isotropic spaces
This appendix is devoted to establishing the following.
Theorem A.1. Let (M,G) be an isotropic space, Q ∈ P(M) a simple compact differentiable
polyhedron, and ρ ∈ C∞(G). Then
ψ(P ) ∶= ∫
G
χ(gP ∩Q)ρ(g)dg
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defines a smooth valuation on M . If φ ∈ V∞(M) then the Alesker product of φ and ψ is given by
(A.0.1) (φ ⋅ ψ)(P ) = ∫
G
φ(gP ∩Q)ρ(g)dg.
Since the map g ↦ g−1 is smooth and preserves the Haar measure on G, this implies Proposition
2.15. The rest of the appendix is devoted to the proof. We will need some facts arising from the
slicing procedure in the proof of Theorem 2.11.
Lemma A.2. Let (M,G) be an isotropic space with dimM = n, and P,Q ∈ P(M).
(1) Given β ∈ Ωn−1(SM), the function g ↦ ∫N(gP∩Q) β is integrable.
(2) There is a constant C <∞, depending only on (M,G) and independent of P,Q, such that
∫
G
mass(N(gP ∩Q))dg ≤ C (massN(P )massN(Q) +massN(P )volQ + volP massN(Q)) .
Proof. Both assertions follow at once from (2.3.15), (2.3.16) and Theorem 4.3.2 of [26]. 
Lemma A.3. Let Q ∈ P(M). There is a map J = (J1,J2) ∶ Ωn−1(SM) × C∞(G) → Ωn(M) ×
Ωn−1(SM), jointly continuous with respect to the C∞ topologies, such that for every P ∈ P(M)
∫
G
ρ(g)(∫
N(gP∩Q) β) dg = ∫P J1(β, ρ) +∫N(P )J2(β, ρ).
Similarly, there is a map L ∶ Ωn(M)×C∞(G) → Ωn(M), jointly continuous with respect to the C∞
topologies, such that for every P ∈ P(M)
∫
G
ρ(g)(∫
gP∩Q γ) dg = ∫P L(γ, ρ).
Proof. We recall the constructions and notation of Theorem 2.11. By (2.3.14), (2.3.16), and Theo-
rem 4.3.2 of [26],
∫
G
ρ(g)(∫
N(gP∩Q) β) dg = ∫T0(P,Q) p∗(π∗SMβ ∧ π∗G(ρdg))
+ ∫
T1(P,Q) p
∗
1(π∗SMβ ∧ π∗G(ρdg))(A.0.2)
+ ∫
T2(P,Q) p
∗
2(π∗SMβ ∧ π∗G(ρdg))
Fixing Q, we show that the first and third integrals on the right may be written as ∫N(P )J2(β, ρ),
while the second may be written as ∫P J1(β, ρ).
The first of the integrals on the right may be written as
∫
N(P )×N(Q) H¯(β, ρ)
where H¯(β, ρ) ∶= πC∗(ι ○ p)∗(β ∧ ρdg) ∈ Ω∗(SM × SM), extending the map H of (2.3.18) to the
non-invariant case. Since the bundle map E → SM ×SM of (2.3.11) is a smooth fibration, it follows
that H¯ is continuous as a map Ωn−1(SM)×C∞(G) → Ω∗(SM ×SM). Composing H¯ with the fiber
integral over N(Q), it follows that J ′2 ∶= πN(Q)∗ ○ H¯
is a C∞-continuous map Ωn−1(SM) ×C∞(G) → Ωn−1(SM), such that for any P ∈ P(M) the first
term on the right of (A.0.2) equals ∫N(P )J ′2(β, ρ).
The third term may be written in similar, but simpler, fashion, as ∫N(P )J ′′2 (β, ρ), where
J ′′2 (β, ρ) ∶= πQ∗ ○ πGo∗(p∗2(π∗SMβ ∧ π∗G(ρdg)))
where πGo∗ is fiber integration over the fiber of the bundle Γ2 → SM ×M of (2.3.12).
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Now put J2 ∶= J ′2 +J ′′2 . The map J1 is defined similarly as
J1(β, ρ) ∶= πN(Q)∗ ○ πGo∗(p∗1(π∗SMβ ∧ π∗G(ρdg)))
with respect to the bundle Γ1. Finally, the map L may be constructed by a similar procedure. 
Corollary A.4. For every φ ∈ V∞(M), the integral on the right hand side of (A.0.1) defines a
smooth valuation.
Proof. This follows at once from Lemma A.3. 
Proposition A.5. For fixed ρ,Q, the assignment
I ∶ φ ↦ ∫
G
φ(⋅ ∩ gQ)ρ(g)dg
gives a continuous map V∞(M)→ V∞(M).
Proof. Since the topology on V∞(M) is induced by the projection Glob ∶ Ωn−1(SM) × Ωn(M) →V∞(M), this follows at once from Lemma A.3. 
By [7], Proposition 2.1.17, Q admits a simple subdivision Q = ⋃Ni=1Qi, where each Qi is contained
in a coordinate neighborhood of M . Using the inclusion-exclusion principle we may therefore
assume that Q itself has this property, and using a partition of unity we may also assume that
there is a coordinate neighborhood U ⊂M such that if g ∈ G with ρ(g) ≠ 0 then gQ ⊂ U . Finally,
since the assignment U ↦ V∞(U) is a sheaf ([7], Theorem 2.4.10), it is enough to show that
φ ⋅ ψ(P ) = ∫G φ(P ∩ gQ)ρ(g)dg for P ∈ P(U).
Let F ∶ U → Rn be the coordinate map. By [12] and [6], Thm. 5.2.2, the topological algebra of
smooth valuations on M supported in U is isomorphic to the topological algebra SVF (U) of smooth
convex valuations on Rn supported in F (U), where the map θ ↦ θ˜ from V∞ to SVF (U) is given by
(A.0.3) θ˜(K) ∶= θ(F−1(K)), K ∈ Ksm.
The inverse map θ˜ ↦ θ may be described as follows. It is shown in [6], Thm. 5.2.2, that for each
θ˜ ∈ SV = SVRn there exist smooth differential forms ω ∈ Ωn−1(SRn), φ ∈ Ωn(Rn) such that
θ˜(K) = ∫
N(K) ω + ∫K φ.
The value at a smooth polyhedron P ∈ P(U) of the corresponding smooth valuation on M is then
obtained by integrating these differential forms over N(F (P )), F (P ) respectively.
Moreover, it follows from Corollary 3.1.7 of [6] that the span of all convex valuations on Rn of
the form
(A.0.4) φ˜(K) = ∂k
∂λ1⋯∂λk ∣λ=0 µ(K +
k
∑
i=1
λiAi) ,
where k is less than or equal to n, A1, . . . ,Ak ∈ Ksm and µ is a smooth measure with compact
support in U , is dense in SVF (U). Since, by Theorem 4.1.2 of [6], the Alesker product is bilinear
and continuous in the two factors, it therefore follows from Lemma A.3 that we only need to prove
(A.0.1) for all φ ∈ V∞(M) that are supported in U and whose image in SVF (U) has the form (A.0.4).
Lemma A.6. Let φ˜, ψ˜ ∈ SVF (U), with φ˜ given by (A.0.4). Then the Alesker product φ˜ ⋅ ψ˜ ∈ SVF (U)
is given by
(φ˜ ⋅ ψ˜)(K) = ∂k
∂λ1⋯∂λk ∣λ=0∫Rn ψ˜ (K ∩ (x −
k
∑
i=1
λiAi))dµ(x), K ∈ Ksm.
Proof. This follows from relation (3) from [6]; cf. also the relation (68) from [12]. 
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Recall that if f ∶M1 →M2 is a diffeomorphism between Riemannian manifolds Mi then there is
a natural lift f˜ ∶ SM1 → SM2 such that f˜∗N(P ) = N(f(P )) for every P ∈ P(M1), given as follows.
Let gi ∶ SMi → S∗Mi, i = 1,2, denote the diffeomorphism between the sphere and cosphere bundles
of Mi, induced by the Riemannian metric. Let f
−∗ ∶ S∗M1 → S∗M2 denote the diffeomorphism of
the cosphere bundles induced by pullback under f−1. Then
f˜ = g−12 ○ f−∗ ○ g1.
Lemma A.7. Given A1, . . . ,Ak ∈ Ksm(Rn) and a simple differentiable polyhedron P ⊂ Rn, there
are constants ǫ > 0 and C <∞ such that if 0 ≤ λi < ǫ, i = 1, . . . , k then
● massN(P ∩ (x −∑λiAi)) ≤ C for all x ∈ Rn● the map x ↦ N(P ∩ (x −∑λiAi)) is continuous at every point x for which P, (x −∑λiAi)
meet transversely.
Proof. Since every such P is locally diffeomorphic to some open subset of Rk+ ∶= {(x1, . . . , xk) ∶ xi ≥
0, i = 1, . . . , k}, we may cover P by finitely many open sets U1, . . . ,UN with the property that
there exist open subsets Vj ⊂ Rn contained in some ball of radius R < ∞ and diffeomorphisms
fj ∶ Uj → Vj such that fj(Uj ∩P ) is convex. We may assume also that the inverse maps to the lifts
f˜j ∶ SUj → SVj all have C1 norms less than some given constant.
Let ǫ be small enough that whenever λ1, . . . , λk < ǫ
● if (x −∑λiAi) ∩ P ≠ ∅ then x −∑λiAi ⊂ Uj for some j, and● if x −∑λiAi ⊂ Uj then fj(x −∑λiAi) is convex.
The second stipulation is possible in view of the bound on the C1 norms of the f˜j, since all
principal curvatures of ∑λiKi tend to ∞ as the λi → 0. It follows that fj(P ∩ (x − ∑λiAi)) =
fj(P ∩ Uj) ∩ fj(x − ∑λiAi) is convex for such j. Since this convex set is a subset of the ball of
radius R, its normal cycle has mass ≤ C ′ = C ′(R).
Furthermore, if P and x0 −∑λiAi meet transversely then the same is true of their images under
fj. It follows that x ↦ fj(P ) ∩ fj(x − ∑λiAi) is continuous at x0 as a map Rn → K(Rn). Since
the normal cycle map N ∶ K → In−1(SRn) is continuous, the map x↦ N(fj(P )∩ fj(x−∑λiAi)) is
continuous at x0 as well.
Finally, the normal cycle of P ∩ (x − ∑λiAi) is the image of N(fj(P ∩ (x − ∑λiAi))) under
the lift f˜−1j . Since the C1 norm of this map is bounded, the first conclusion follows. Since the
pushforward map (f˜−1j )∗ ∶ In−1(SVj) → In−1(SUj) between the corresponding groups of integral
currents is continuous, the second conclusion follows also. 
Lemma A.8. If η is a smooth measure on Rn, R ⊂ Rn is a compact smooth polyhedron, and
B ∈ Ksm then
(A.0.5) ∫
Rn
χ(R ∩ (x −B))dη(x) = η(R) + ∫
N(R)×[0,1]H
∗
Bdη
where HB ∶ SRn ×R→ Rn is given by
HB(x, v; s) ∶= x + s∇hB(v).
Proof. Since N(R) is contained in a finite union of smooth (n − 1)-dimensional submanifolds of
SRn, Sard’s theorem implies that almost every point of Rn is a regular value of HB ∣N(R)×R. The
area formula implies that the integral on the right-hand side of (A.0.5) may be expressed as
∫
N(R)×[0,1]H
∗
Bdη = ∫
Rn
∑
HB(x,v;s)=y
sgndetD(HB ∣N(R)×R (x, v; s))dη(y).
Now let us assume, as we may, that B contains the origin in its interior. Thus for each y ∈ Rn
we may define the function
by(x) ∶=min{t ∶ x ∈ y − tB},
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which is a smooth function away from y. Recalling that the smooth polyhedron R has positive
reach, let us assume for the moment that the critical points of by ∣R are all nondegenerate, and put
ιy(x, v) for the Morse index of this function at a critical point (x, v) ∈ N(R), in the sense of [27].
It follows that under these assumptions
χ(R ∩ (y −B)) = ∑
(y,v)
(−1)ι(x,v)+1R(y).
where the sum ranges over all critical points (y, v) ∈N(R) of bx with bx(y) ≤ 1.
We observe that (x, v) ∈ N(R), x ≠ y, is a critical point of by ∣R in the sense of [27] iff y =
x+ s∇hB(v), s = by(x). Furthermore, (x, v) is a nondegenerate critical point of by iff the Jacobian
of HB ∣N(R)×R at (x, v; s) is itself nondegenerate. In particular, the nondegeneracy assumption of
the last paragraph holds for a.e. y ∈ Rn. Finally, the sign of the Jacobian determinant of HB ∣N(R)×R
at (x, v; s) is precisely (−1)ιy(x,v). The lemma follows. 
Now we can complete the proof of the theorem. We may assume that φ ∈ V∞(M) corresponds to
φ˜ as in (A.0.4) with k > 0 (the case k = 0 can be easily treated separately). Consider for P ∈ P(U)
the expression
θ(P ) ∶= ∫
Rn
ψ (P ∩ (x − k∑
i=1
λiAi))dµ(x)(A.0.6)
= ∫
Rn
∫
G
χ(P ∩ (x − k∑
i=1
λiAi) ∩ gQ)ρ(g)dg dµ(x)
= ∫
Rn
∫
G
(∫
N(P∩(x−∑ki=1 λiAi)∩gQ)
κ0)ρ(g)dg dµ(x).
Here κ0 ∈ Ωn−1(SRn) is the pullback to SRn ≃ Rn × Sn−1 of the invariant volume form on the fiber
Sn−1 with integral 1, so that integration of κ0 over the normal cycle yields the Euler characteristic.
We wish to show that this is a well-defined finite quantity, and that we may interchange the
outer two integrals. By Tonelli’s theorem, it is enough to show that the innermost integral defines a
measurable function of (x, g) and that the iterated integral of this function is absolutely convergent.
That it is measurable follows from Lemma A.2 (1). That it is absolutely integrable follows from
Lemma A.2 (2) and Lemma A.7.
Thus θ(P ) is indeed well defined, and
θ(P ) = ∫
G
∫
Rn
χ(P ∩ gQ ∩ (x − k∑
i=1
λiAi)) dµ(x)ρ(g)dg
= ∫
G
(µ(P ∩ gQ)+∫
N(P∩gQ)×[0,1]H
∗
λdµ)ρ(g)dg
by Lemma A.8, where
Hλ(x, v; s) ∶= x + s∑λi∇hAi(v).
Using Lemma A.2 (2), dominated convergence implies that
δ(P ) ∶= ∂k
∂λ1⋯∂λk ∣λ=0 θ(P ) = ∫G (∫N(P∩gQ)×[0,1] (
∂k
∂λ1⋯∂λk ∣λ=0H
∗
λdµ))ρ(g)dg.
In particular, by Lemma A.3, the functional δ is a compactly supported smooth valuation on U .
Using the expression (A.0.6), Lemma A.6 implies that the image δ˜ ∈ SVU agrees with φ˜ ⋅ ψ˜. On the
other hand,
φ = ∫
N(⋅)×[0,1] (
∂k
∂λ1⋯∂λk ∣λ=0H
∗
λdµ) .
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Indeed, both sides are smooth valuations and their images in SV coincide, by Lemma A.8 and
dominated convergence. Since the map V∞(U)→ SVF (U) of (A.0.3) is an isomorphism of algebras,
we deduce that δ = φ ⋅ ψ. This completes the proof of Theorem A.1.
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