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Selective excitation of a diffusive system’s transmission eigenchannels enables manipulation of its
internal energy distribution. The fluctuations and correlations of the eigenchannels’ spatial profiles,
however, remain unexplored so far. Here we show that the depth profiles of high-transmission
eigenchannels exhibit low realization-to-realization fluctuations. Furthermore, our experimental and
numerical studies reveal the existence of inter-channel correlations, which are significant for low-
transmission eigenchannels. Because high-transmission eigenchannels are robust and independent
from other eigenchannels, they can reliably deliver energy deep inside turbid media.
In recent years, extensive studies of coherent wave
transport in multiple-scattering media have been con-
ducted with light, microwaves, and acoustic waves [1, 2].
The overarching goal of this research is overcoming the
limitations imposed by incoherent diffusion: thereby en-
abling energy delivery deep inside a turbid medium.
While multiple scattering persistently randomizes waves
traveling in a linear system with static disorder, the co-
herent wave transport is ultimately a deterministic pro-
cess. Therefore, it can be described by a field trans-
mission matrix t, which maps the incident waves to the
transmitted waves [3]. The eigenvectors of t†t provide the
input wavefronts which excite a set of disorder-specific
wavefunctions –spanning the system– known as the trans-
mission eigenchannels. Any incoming wave can be de-
composed into a linear combination of eigenchannels,
each propagating independently through the system with
a transmittance given by the corresponding eigenvalue
τ . One of the striking theoretical predictions of diffusive
systems is the bimodal distribution of the transmission
eigenvalues: with maxima at τ = 0 and τ = 1 [4–8]. The
corresponding eigenchannels are referred to as closed and
open channels.
Both the fluctuations of, and the correlations be-
tween transmission eigenvalues are intensely studied top-
ics [2, 3, 9, 10]. This fundamental research area has
provided explanations for prominent physical phenom-
ena like universal conductance fluctuations and quantum
shot noise [3, 5, 8, 11–16]. However, the statistical prop-
erties of individual eigenchannels, such as the fluctua-
tions of eigenchannel profiles and correlations between
them, have not been studied before. In electronic sys-
tems, this is because input states cannot be easily con-
trolled and therefore systematically exciting individual
eigenchannels is unfeasible. Thanks to the recent devel-
opments of optical wavefront shaping techniques, pho-
tonic systems offer a unique opportunity for studying the
second-order statistics of transmission eigenchannels.
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The ability to manipulate input states in optics and
acoustics has spurred a renewed interest in using trans-
mission eigenchannels for imaging and sensing applica-
tions [1, 2, 17, 18]. Coupling waves into an open channel,
not only enhances the transmitted power through a diffu-
sive system [19–25], but also enhances the energy density
inside the system [26–34]. The latter has a tremendous
impact on enhancing light-matter interactions and ma-
nipulating nonlinear processes in turbid media [35, 36].
So far, however, the potential energy density enhance-
ment is only known after ensemble averaging over many
disorder realizations. Thus, it is still an open question if
coupling energy into an open channel guarantees a signif-
icant enhancement of the energy density inside a single
diffusive sample.
Here, we experimentally and numerically investigate
both the fluctuations and correlations of transmission
eigenchannel depth profiles in optical diffusive systems.
We develop novel experimental techniques for measur-
ing the transmission matrix of an on-chip diffusive
waveguide, exciting its individual transmission eigen-
channels, and performing an interferometric measure-
ment of the light field everywhere inside the waveg-
uide. High-transmission eigenchannels exhibit small
realization-to-realization fluctuations in their depth pro-
files, demonstrating a robustness when compared to
either low-transmission eigenchannels or random in-
puts. Furthermore, different eigenchannels are corre-
lated in their depth profile fluctuations from realization-
to-realization. The correlations are weaker for higher-
transmission eigenchannels, indicating they are more in-
dependent than lower-transmission eigenchannels. Their
consistent depth profiles guarantee deep penetration of
energy into any diffusive system, which is promising for
applications in deep tissue imaging and light delivery.
To directly observe the depth profiles of transmis-
sion eigenchannels within a diffusive system, we fabricate
two-dimensional (2D) waveguide structures on a silicon-
on-insulator wafer with electron beam lithography and
plasma etching [37]. As shown in Fig. 1(a), 100 nm-
diameter holes are randomly etched into the waveguides,
which have photonic crystal sidewalls to reflect light [38].
At the wavelength of our probe light, λ = 1.55 µm,
the transport mean free path, `t = 3.2 µm, is much
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FIG. 1. Waveguide structure and optical setup. A composite
SEM image of a diffusive waveguide is shown in (a). The ma-
trix mapping the field in the buffer region to the end region,
tbuff→end, is related to the matrices tslm→buff and tslm→end.
In (b) the simplified sketch of the experimental setup illus-
trates how we wavefront shape a laser beam with a spatial
light modulator (SLM) while performing an interferometric
measurement of the light scattered out of the waveguide.
shorter than the disordered region length, L = 50 µm, in
each waveguide. Therefore, the light undergoes multiple
scattering and diffusive transport through each waveg-
uide [37]. Light scatters out-of-plane from the random
holes, providing a direct probe of the light inside the
disordered region. This process can be modeled as an
effective loss, and accounted for in the diffusive dissi-
pation length: ξa = 28 µm. The waveguides are each
15 µm wide, supporting N = 55 propagating modes at
λ = 1.55 µm. Before entering one of the diffusive waveg-
uides, light is injected via the edge of the wafer into a
ridge waveguide. Due to the large refractive index mis-
match between silicon and air, only low-order waveguide
modes are excited at the interface. Before the disordered
region, the waveguide width is tapered from 300 µm to 15
µm in order to convert the lower-order modes to higher-
order ones. The taper enables us to access all waveguide
modes incident on the disordered region [32].
To measure the light field inside individual diffusive
waveguides, we use an interferometric setup, as sketched
in Fig. 1(b). In our setup, the monochromatic light
from a wavelength-tunable laser source is split into two
beams. One beam is modulated by a spatial light modu-
lator (SLM) and then injected into one of the waveguides
via the edge of the wafer. The other beam is used as a
reference beam. It is spatially overlapped with the out-
of-plane scattered light from the diffusive waveguide: on
the CCD camera chip. The CCD camera records the
resulting interference pattern, from which the complex
field profile across the diffusive waveguide is obtained, as
shown in [37].
By sequentially applying an orthogonal set of phase
patterns to the 128 SLM macropixels, and measuring the
field within the sample, we acquire a matrix that maps
the field from the SLM to the field inside the disordered
waveguide tslm→int. This matrix encompasses informa-
tion about the light transport inside the waveguide and
the light propagation from the SLM to the waveguide. To
separate these, we need access to the field incident on the
disordered region of the waveguide. We obtain this infor-
mation by adding an auxiliary weakly-scattering region
in front of the diffusive region called the ‘buffer’ region:
as shown in Fig. 1 (a). From the light scattered out-of-
plane from the buffer, we recover the field right in front of
the strongly-scattering region. The length of the buffer
region is 25 µm, which is shorter than its 32 µm-length
transport mean free path. Therefore, light only experi-
ences single scattering in the buffer, and as a result, the
diffusive wave transport in the original disordered region
is not appreciably altered.
With access to the field inside the buffer, we can con-
struct the matrix relating the field on the SLM to the
buffer, tslm→buff . From tslm→int, we can also construct
the matrix, tslm→end, which maps the field from the SLM
to a region near the end of the diffusive waveguide. With
these we calculate the matrix which maps the field from
the buffer to the end, tbuff→end = tslm→end t−1slm→buff , us-
ing Moore-Penrose matrix inversion. Although tbuff→end
is not the field transmission matrix t, the depth profiles
of its eigenchannels match those of transmission eigen-
channels in our numerical simulation (see Fig. 2 and dis-
cussion below). Therefore, tbuff→end can be used as an
experimental proxy for the field transmission matrix, t,
of the diffusive waveguide.
To excite a single eigenchannel, we first perform a sin-
gular value decomposition on tbuff→end to obtain the field
distribution in the buffer corresponding to one eigenchan-
nel. Then we multiply the field profile in the buffer
with t−1slm→buff to calculate the SLM phase-modulation
pattern. By displaying this pattern on the SLM, we
excite a single eigenchannel of the diffusive waveguide.
We record the spatial intensity profile of each eigenchan-
nel within the diffusive waveguide. From this measure-
ment, we obtain the eigenchannel depth profile I˜(z) asso-
ciated with each measurement by summing the intensity
over the waveguide cross-section. For each depth pro-
file, the measured intensity profile I˜(z) is normalized to
I(z) = I˜(z)/[(1/L)
∫ L
0
I˜(z′)dz′].
In Figures 2(a) and (b), the experimentally-measured
depth profiles of a high-transmission and a low-
transmission eigenchannel are juxtaposed. The high-
transmission eigenchannel in (a) has an arch-shaped
energy-density distribution which spans the depth of the
diffusive region. In (b), the energy-density distribution
of the low-transmission eigenchannel rapidly decays with
depth. We numerically calculate the transmission eigen-
channels with the recursive Green’s function method in
the Kwant simulation package [37]. The experimentally
measured profiles match the corresponding depth pro-
files generated from numerical simulations of both t and
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FIG. 2. Depth profiles of transmission eigenchanels. High
(α = 1) and low (α = 20) transmission eigenchannel profiles
are presented in (a,b) while the 22 measured eigenchannel
profiles are juxtaposed in (c). The experimentally measured
profiles (blue lines) agree well with the profiles calculated from
numerical simulations using the transmission matrix t (black
dashed lines) and the matrix tbuff→end (red lines).
tbuff→end; confirming that we excite individual eigenchan-
nels in our measurements. Furthermore, the agreement
between the eigenchannels of tbuff→end and t, confirms
that the depth profiles of tbuff→end have a one-to-one cor-
respondence with the eigenchannels of t.
In total, we measure 50 eigenchannel profiles for
a single experimental system realization. Each pro-
file matches one of the ensemble-averaged profiles of
tbuff→end generated numerically without any fitting pa-
rameters [37]. Measurement noise causes multiple exper-
imental profiles to be mapped to a single numerical pro-
file, and this limits the total number of recovered eigen-
channels to 22. Fig. 2(c) shows the depth profiles for
all 22 eigenchannels, which agree well with the numeri-
cal simulations [37]. The transmittance of the measured
eigenchannels varies from τ1 ' 0.43 to τ22 ' 7.9× 10−4,
with a mean value of 〈τα〉 = 0.041.
Next, we study the realization-to-realization fluctua-
tions of eigenchannel profiles. From measurements of
13 system realizations [37], we compute the mean depth
profile of each eigenchannel, 〈Iα(z)〉, and the realization-
specific deviation, δIα(z) = Iα(z) − 〈Iα(z)〉. From this,
the total fluctuation of each eigenchannel profile is quan-
tified by C˜α = (1/L)
∫ L
0
〈[δIα(z)]2〉dz, where 〈...〉 repre-
sents ensemble averaging. Fig. 3(a) shows that the total
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FIG. 3. Eigenchannel fluctuations. In (a), the spatially-
averaged depth-profile fluctuations of the eigenchannels, C˜α,
increase monotonically with the channel index α. The green
dashed line indicates the experimentally observed fluctuations
for random incident wavefronts: 0.59. In (b), experimentally
observed depth-resolved intensity fluctuations, var[Iα(z)], of
high (α = 1) and low (α = 20) transmission eigenchan-
nels (circles) are closely reproduced by the numerical sim-
ulations of transmission eigenchannels from tbuff→end (solid
lines) and t (dashed lines). In (c), var[Iα(z)] is divided
by 〈Iα(z)〉2 for the high/low-transmission eigenchannels of
t. In (d-e), the experimentally-observed and numerically-
calculated depth-resolved intensity fluctuations for individual
eigenchannels show how var[Iα(z)] evolves with α.
fluctuation of each eigenchannel profile increases mono-
tonically as a function of eigenchannel index. The un-
certainty of C˜α -due to the finite number of ensembles
in our experiment- is estimated from simulations to be
±25% the value of C˜α: which is smaller than the over-
all change of C˜α with α. Hence, the depth profiles of
high-transmission eigenchannels fluctuate less than the
profiles generated by random illumination patterns (indi-
cated by the green dashed line); while lower-transmission
eigenchannels fluctuate more.
Now we look into the position-dependent fluctuation
of individual eigenchannel profiles about their ensem-
ble average, var[Iα(z)] = 〈[δIα(z)]2〉 as a function of
depth, z. Fig. 3(b) reveals distinct differences in the
depth dependence of high and low-transmission eigen-
channels. While var[Iα(z)] is nearly flat for the high-
4transmission eigenchannel, it features a fast drop with z
for the low-transmission eigenchannel. Figs. 3(d-f) are
2D plots of var[Iα(z)] for all 22 eigenchannels: calcu-
lated using experimental data, as well as simulations of
tbuff→end, and t. As the transmittance decreases, the
maximum of var[Iα(z)] moves towards the front surface
of the diffusive region. The decrease in the variance
with depth results from the decay of the mean inten-
sity with depth: 〈Iα(z)〉. However, the relative intensity
fluctuation of the low-transmission eigenchannels, char-
acterized by var[Iα(z)]/〈Iα(z)〉2, actually increase with
depth as shown in Fig. 3(c) for α = 20. In contrast, the
relative intensity fluctuation of high-transmission eigen-
channels is uniform with depth and small: for example
var[I1(z)]/〈I1(z)〉2 < 0.04 for all z. Moreover, the fluc-
tuation of a transmission eigenchannel’s intensity at the
sample output reflects the fluctuation of the correspond-
ing transmission eigenvalue. Therefore, the stronger fluc-
tuation of a low-transmission eigenchannel, relative to a
high-transmission eigenchannel, at the output end z = L
indicates the fluctuation of its eigenvalue is similarly
higher. This result, which we confirmed in our numerical
simulations, is consistent with the theoretical prediction
in Ref. [9].
The experimentally observed fluctuations of individ-
ual transmission eigenchannels are quantitatively repro-
duced by the numerical simulations of tbuff→end and t
in Figs. 3(a,b,d-f). The excellent agreement between
experimental and numerical results confirms that eigen-
channel fluctuations depend on their transmittance. The
higher the transmittance, the lower the fluctuations.
This means that high-transmission eigenchannels have a
robust and consistent depth profile: irrespective of the
disorder configuration of a system.
Finally, we investigate the cross-correlations between
different transmission eigenchannels. For any given
disorder realization, eigenchannels are an orthogonal
set of functions at the front and back surfaces of the
medium. While eigenchannels differ from realization-
to-realization, their orthogonality implies that the dif-
ferences in their field profiles must be correlated from
realization-to-realization. This does not mean, how-
ever, that the intensity fluctuations of their profiles in-
side the sample should be correlated. To study cross-
correlations in the eigenchannels’ intensity fluctuations
across the sample, we introduce the covariance C˜αβ =
〈δIα(z)δIβ(z)〉z, where 〈...〉z describes both ensemble av-
eraging and depth averaging. For α = β, C˜αα reduces to
the variance C˜α which describes the eigenchannel fluctu-
ations.
Fig. 4(a-c) shows the experimental and numerical re-
sults of C˜αβ for all α and β. The non-vanishing off-
diagonal elements of C˜αβ (α 6= β) reveal coordinated
changes in the eigenchannels’ depth profiles. Between
different pairings of eigenchannels, the correlations dif-
fer. The larger the difference in the transmittances of a
pair, the weaker the correlation of their depth profile fluc-
tuations. Furthermore, lower-transmission eigenchannels
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FIG. 4. Inter-channel correlations. The covariance C˜αβ
between any two pairs of eigenchannels, α and β, is calcu-
lated from experimental data (a) and numerical simulations
(b,c). The cumulative covariance
∑
β 6=α C˜αβ exceeds the vari-
ance C˜αα in (d). The blue symbols represent experimental
data and red lines represent numerical simulations based on
tbuff→end.
tend to correlate more with other low-transmission eigen-
channels than higher-transmission eigenchannels do with
other high-transmission eigenchannels. Quantitatively
we can describe the correlation of a single eigenchannel
to all others by the cumulative covariance
∑
β 6=α C˜αβ . As
shown in Fig. 4(d), the cumulative covariance increases
with α, indicating higher-transmission eigenchannels are
more independent from other eigenchannels than lower-
transmission eigenchannels. Moreover, the cumulative
covariance exceeds the variance C˜αα = C˜α by a factor of
2. Hence, the total cross-correlation for a single eigen-
channel is stronger than its own fluctuation.
To provide a plausible explanation for the observed
phenomena, we resort to the modal description of trans-
mission eigenchannels [39]. A transmission eigenchan-
nel can be decomposed by the quasinormal modes of the
disordered system. Previous research [39] has revealed
that high-transmission eigenchannels are composed of
only a few on-resonance modes, while low-transmission
eigenchannels are composed of many off-resonance modes
that destructively interfere. Since the destructive in-
terference is sensitive to changes in the scattering con-
figuration, the low-transmission eigenchannels exhibit
strong fluctuations. Moreover, because individual low-
transmission eigenchannels share many of the same off-
resonant modes, their fluctuations are correlated. Since
high-transmission eigenchannels are composed of a differ-
ent set of modes than low-transmission eigenchannels, the
correlations between high and low-transmission eigen-
5channels are weak.
Our findings regarding the second-order statistical
properties of transmission eigenchannels are general and
applicable to other types of waves such as microwaves,
acoustic waves, and matter waves. In practical appli-
cations, the consistent and robust depth profiles of open
channels guarantee that they can deliver energy deep into
any diffusive system regardless of the disorder configura-
tion. Such reliable energy delivery has major implications
in applications ranging from multi-photon imaging to
photothermal therapy, and shock wave treatment. Since
our on-chip experimental platform allows for both direct
measurement of the complex field inside a random struc-
ture and near-complete control over the incident field,
we can investigate how to shape an incident wavefront
to control the spatial distribution of light across the en-
tire disordered sample. Furthermore, this setup can be
used to experimentally study the spatial structure and
statistics of the time-delay eigenchannels of a diffusive
system, as well as the time-gated transmission and re-
flection eigenchannels of a diffusive system.
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I. SAMPLE DESIGN AND FABRICATION
FIG. 1. Scanning electron microscope (SEM) images of a
2D diffusive waveguide. In (a) we show a composite SEM
image which outlines the structures we etch into a silicon-
on-insulator wafer when fabricating our structures. A SEM
image of the interface between the buffer and diffusive regions
is marked by the blue dashed line in (b). Close-up images of
the photonic crystal sidewall and randomly-distributed holes
are shown in (c) and (d).
In our previous work [? ], we optimized the SLM
phase pattern to maximize or minimize the ratio of the
light intensities, spatially integrated, in the back and
front regions of a diffusive waveguide. This method re-
sulted in simultaneous excitation of multiple high or low-
transmission eigenchannels: but not a single eigenchan-
nel. To measure the fluctuations of the individual eigen-
channel profiles, we must excite only one eigenchannel at
∗ These two authors contributed equally.
† yamilov@mst.edu
‡ hui.cao@yale.edu
a time and measure its intensity profile. This requires
experimentally measuring the field transmission matrix
of the on-chip diffusive waveguide. It is important to
point out, that even measuring the transmission matrix
of light from the spatial light modulator (SLM) to the end
of a diffusive waveguide is not sufficient for our purposes.
This matrix not only includes information about the light
transport through the disordered region in the waveg-
uide, but also the optical transmission from the SLM to
the edge of the wafer, the coupling of light into the lead
waveguide, and the subsequent propagation through a
tapered segment before reaching the disordered region.
In order to measure the transmission matrix just for
the disordered region, we must access the incoming field
right before this region. To this end, we introduce a
weakly scattering “buffer region” into our samples, in
front of the diffusive waveguide. By adjusting the air hole
size and density in the buffer region, we are able to obtain
just enough out-of-plane scattering to gain information
about incoming waves while maintaining low loss and
near complete control of the incoming wavefront.
Figure 1 shows a schematic of our two-dimensional
(2D) disordered waveguide structures. The major com-
ponents are the tapered waveguide, the buffer region, and
the diffusive region. The air holes (diameter = 100 nm),
which induce light scattering in the buffer and diffusive
regions, are randomly distributed with a minimum (edge-
to-edge) distance of 50 nm. The diffusive region has 5250
holes, which results in an air filling fraction in the Si of
5.5%. The number of air holes in the buffer region is 260,
and the air filling fraction is 0.55%. The sidewalls of the
waveguide consist of a trigonal lattice of air holes (radius
= 155 nm, lattice constant = 440 nm). They provide a
2D complete bandgap for TE polarized light (used in the
experiment) within the wavelength range of 1120 nm to
1580 nm [? ].
The probe light is injected from the side/edge of the
wafer into a ridge waveguide (width = 300 µm, length =
15 mm). It then enters a tapered waveguide (tapering
angle = 15◦). The tapered waveguide width decreases
gradually from 300 µm to 15 µm. The tapering results in
waveguide mode coupling and conversion [? ]. To avoid
light leakage, the tapered waveguide has photonic crystal
sidewalls.
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FIG. 2. A depiction of our experimental setup. Monochro-
matic light from our laser is linearly polarized and split into
two beams. One beam illuminates the phase modulating sur-
face of a spatial light modulator (SLM), while the other is
used as a reference beam. The SLM is used to control the in-
put wavefront in our diffusive waveguide structures. A beam
splitter merges the light collected from the top of our sample
with the reference beam on an IR CCD. The focal length of
the three lenses used in this setup are: f1 = 400 mm, f2 = 75
mm, and f3 = 100 mm.
II. OPTICAL SETUP
Fig. 2 is a detailed schematic of the experimental
setup. Continuous-wave (CW) output from a tunable
laser (Keysight 81960A) -operating around 1554 nm- is
linearly polarized and split into two beams. One beam
illuminates the phase modulating surface of a phase-only
SLM (Hamamatsu LCoS X10468), while the other is used
as a reference beam. A one-dimensional (1D) phase-
modulation pattern is displayed on the SLM, consisting
of 128 macropixels. Each macropixel consists of 4× 800
regular pixels on the SLM. Using two lenses with focal
lengths of f1 = 400 mm and f2 = 75 mm, we image the
field on the SLM plane onto the back focal plane of a
long-working-distance objective (Obj. 1) (Mitutoyo M
Plan APO NIR HR100×, Numerical Aperture = 0.7). To
prevent the unmodulated light from entering the objec-
tive lens, we display a binary diffraction grating within
each macropixel to shift the modulated light away from
the unmodulated light in the focal plane of the f1 lens.
Using a slit in the same focal plane, we block everything
except the phase-modulated light in the first diffraction
order. Before the the f2 lens, we insert a half-wave (λ/2)
plate to flip the polarization of light so that it is TE po-
larized relative to our waveguide sample. The side of our
SOI wafer is placed at the front focal plane of Obj. 1
and illuminated with the Fourier transform of the phase-
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FIG. 3. Waveguide structure and full-field measurement.
A composite SEM image of a diffusive waveguide is shown
in (a). In (b) the 2D intensity pattern of a measured high-
transmission eigenchannel is shown. Using our interferometric
setup, we can reconstruct the phase of the light field inside the
diffusive waveguide in (c). In (b-c) the edges of the diffusive
region are marked by the vertical dashed lines.
modulation pattern displayed on the SLM. From the top
of the wafer, a second long-working-distance objective
(Obj. 2) (Mitutoyo M Plan APO NIR HR100×) collects
light scattered out-of-plane from the waveguide. We use
a third lens with a focal length of f3 = 100 mm together
with Obj. 2 to magnify the sample image by ×50. With
a second beam splitter, we combine the light collected
from the sample and the reference beam. Their inter-
ference patterns are recorded with an IR CCD camera
(Allied Vision Goldeye G-032 Cool).
III. INTERFEROMETRIC MEASUREMENT
With the interferometric setup described in the last
section, we can measure the field distribution of light
scattered out-of-plane from within the diffusive waveg-
uide: for any phase-modulation pattern displayed on the
SLM. To do this, we first measure the 2D intensity dis-
tribution of the scattered light by blocking the reference
beam with a shutter [Fig.3(b)]. Then using the reference
beam in our setup, we retrieve the phase profile of the
scattered light with a four-phase measurement (wherein
the global phase of the pattern on the SLM is modulated
four times in increments of pi/2 rad) [? ]. Fig. 3(c) shows
the spatial distribution of the recovered phase pattern of
the light field across the diffusive waveguide.
By measuring the complex field throughout the waveg-
uide for an orthogonal set of phase patterns displayed on
the SLM, we can construct two matrices tslm→buff and
tslm→end, which map the field from the SLM surface to
the buffer and to the far end of the disordered waveguide,
3respectively. To construct the matrix relating the field in
the buffer region to the field near the end of the diffusive
waveguide, tbuff→end, we define the field-mapping matrix
between the two regions tbuff→end ≡ tslm→end t−1slm→buff .
To calculate the inverse of tslm→buff , we use Moore-
Penrose matrix inversion. In this operation we only take
the inverse of the 55 highest singular values of tslm→buff ,
and set the inverse of the remaining singular values to
zero. This restriction is imposed because our diffusive
waveguide only has 55 transmission eigenchannels.
IV. DETERMINATION OF TRANSPORT
PARAMETERS
Diffusive wave propagation in a scattering medium
with loss is determined by two parameters: the transport
mean free path `t and the diffusive dissipation length
ξa. In a 2D system, the latter can be expressed as
ξa =
√
`t`a/2, where `a is the ballistic dissipation length.
To determine ξa and `t in the diffusive region of the 2D
waveguide, we first measure the cross-section-averaged
intensity I(z) as a function of depth z for multiple ran-
dom input wavefronts. We then ensemble average the
data, 〈I(z)〉, and fit the theoretically-predicted depth
profile -based on the diffusive equation- to it. The the-
oretical 〈I(z)〉 is found by convolving the incident bal-
listic intensity I0 exp[−z/`s] (`s represents the scattering
mean free path, and `s ≈ `t in our case), which acts
as the source, and the Green’s function of the diffusion
equation [? ]:
G(z, z′) =
{
P (z)P (L− z′), z < z′
P (z′)P (L− z), z > z′ (1)
where P (z) = sinh(z/ξa) + z0/ξa cosh(z/ξa), and z0 =
(pi/4)× `t is the so-called extrapolation length.
We compute the difference between the experimental
and theoretical 〈I(z)〉 for different values of ξa and `t,
and identify the minimum difference at ξa = 28 µm and
`t = 3.2 µm. Fig. 4 shows an excellent agreement between
the measured 〈I(z)〉 and the theoretical prediction.
In the buffer region, the air hole density is 10 times
lower than in the diffusive region. Thus, the transport
mean free path is 10 times longer, `bufft = 32 µm. The
loss, caused by out-of-plane scattering from the air holes,
is also 10 times weaker, thus the ballistic dissipation
length `a is 10 times longer. This leads to a tenfold in-
crease in the diffusive dissipation length: ξbuffa = 280 µm.
V. EIGENCHANNEL PROFILE
MEASUREMENT
In total, we measure the transmission eigenchannel in-
tensity profiles of 13 independent realizations. We obtain
these measurements from two samples with different ran-
dom hole configurations. To generate independent sys-
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FIG. 4. Determining the transport mean free path `t and
the diffusive dissipation length ξa of the diffusive waveguides
by fitting the experimentally-measured average depth profile
for random incident wavefronts, 〈I(z)〉, (blue) to theoretical
predictions from the diffusion equation (red).
tem realizations from the same random hole configura-
tion, we vary the wavelength of the input light beyond the
spectral correlation width of the diffusive region: 0.4 nm.
Over a wavelength span of 3 nm, we vary the input wave-
length of our laser in increments of 0.5 nm. We choose the
specific wavelength range of the measurement -for each
random hole configuration- such that the effective dissi-
pation in the diffusive region is minimal over the wave-
length range and homogeneous. While our waveguide
structure has a width of 15 µm, we only use the central
10 µm region of the waveguide’s out-of-plane-scattered
light when performing our measurements to avoid arti-
facts from light scattered out-of-plane from the photonic
crystal boundaries.
VI. NUMERICAL SIMULATIONS
In our numerical simulations, we use the recursive
Green’s function method in the Kwant simulation pack-
age [? ]. We simulate a two-dimensional (2D) rectangu-
lar waveguide geometry, which is defined using a tight-
binding model for scalar waves on a square grid. At the
waveguide boundaries, which are reflective, the grid is
terminated. The leads are attached to the open ends
of the waveguide, allowing for computation of the com-
plete scattering S matrix of the system and the wave field
throughout the bulk of the system: under an excitation
by an arbitrary combination of field amplitudes for the
propagating modes. The width W of the simulated sys-
tem is selected so that the number of waveguide modes
N matches the number found in the experiment. Once
W is chosen, the length of the disordered waveguide is
determined by the ratio L/W of the waveguides used in
the experiment. Due to the low filling fraction of the air
holes in the experimental waveguides, both in the buffer
region and in the main disordered region, we assume that
the number of propagating modes is equal to N .
4Scattering is introduced by a randomly (box distribu-
tion) fluctuating real-valued on-site ‘energy’ in the tight-
binding model, see Refs. [? ? ]. The addition of a positive
imaginary constant to the same term simulates the effect
of absorption. In our previous works, we confirmed that
the process of vertical leakage due to the holes in our
disordered waveguides can be modeled via absorption in
a 2D system [? ? ? ]. The actual material absorption in
our experimental system is negligible. By a proper choice
of these parameters, we can match the experimental val-
ues for the transport mean free path `t and the diffusive
dissipation length ξa.
To model the weakly scattering ‘buffer’ region, we re-
duce the scattering (the amplitude of the on-site fluctu-
ation) so that transport mean free path is reduced by a
factor of 10. The latter corresponds to a 10 times re-
duction in the areal density of the air holes in the buffer
region. Furthermore, because the out-of-plane scattering
loss is reduced 10 times, the diffusive dissipation length
is also reduced by the same factor.
The buffer region is incorporated into the experimental
waveguides to measure tbuff→end of the diffusive waveg-
uide, which is not a direct measurement of the field trans-
mission matrix t. We numerically simulate the eigen-
chanels of both matrices to confirm their depth profiles
are equivalent. The matrix t is obtained from the incident
and transmitted fields in the left and right leads without
the buffer. To compute tbuff→end, we compute the aux-
iliary matrices tin→buff and tin→end. The former matrix
relates the incident fields in the left lead to the fields at
2×N randomly selected points within a 10 µm × 20 µm
region centered in the buffer region (of an area 15 µm ×
25 µm). The chosen points are at least 2.5 µm separate
from each other or any boundary/interface. The second
auxiliary matrix tin→end relates the impinging fields in
the left lead to the fields at 2 × N randomly selected
points within a 10 µm × 10 µm region at the end of the
diffusive waveguide. Again all points are at least 2.5 µm
(which is on the order of `t) spaced. In the last step,
we compute tbuff→end = tin→endt−1in→buff , where t
−1
in→buff
is calculated with the Moore-Penrose pseudo-inverse.
To calculate the spatial structure of the transmission
eigenchannels, we perform a singular value decomposi-
tion on the t matrix, and use the right singular vectors
as input fields in the left lead to excite individual eigen-
channels. For the matrix tbuff→end, its right singular vec-
tors are transformed to the incident fields in the left lead
by multiplying t−1in→buff . To further mimic the phase-only
modulation of the SLM in the experiment, we only keep
the phases of the incident fields, and set the field mag-
nitudes equal. We calculate all eigenchannels for t and
tbuff→end for an ensemble of 1000 disorder configurations
of the waveguides. The numerical results are presented
in Figs. 2-4 in the main text.
To compare the variance C˜α and covariance
C˜αβ numerically calculated from tbuff→end to the
experimentally-measured ones, we need to account for
some experimental limitations and imperfections. On
one hand, the finite spatial resolution of our detection
optics effectively enlarges the speckle grain size of the
field measured inside the diffusive waveguide. This
reduction in the number of speckle grains increases the
fluctuations of the cross-section-averaged intensity. On
the other hand, the combined effects of sample drift
during measurements and the presence of two linear
polarizations in the light scattered out-of-plane from our
sample; decrease the fluctuations of the cross-section-
averaged intensity. For random incident wavefronts,
the spatially-averaged intensity variance of our exper-
imental measurements is var[I(z)] = 0.59, compared
to var[I(z)] = 0.64 from the numerical simulations of
tbuff→end. For all eigenchannels, we re-scale the nu-
merical var[Iα(z)] and C˜αβ by the multiplicative factor
0.59/0.64, in order to compare them to the experimental
values. While we applied the re-scaling factor to the
fluctuations and correlations calculated from numerical
simulations of tbuff→end, we did not apply it to the
results from simulations of t.
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FIG. 5. Calculated transmission eigenvalues, as a function of
eigenchannel index α, are shown in (a). In (b), we show the
mapping between the experimentally-measured eigenchannel
profiles with index αE and the first 22 (in the order of de-
creasing transmittance) eigenchannels with index α found in
the numerical simulations based on the tbuff→end matrix.
5VII. IDENTIFICATION OF EXPERIMENTAL
EIGENCHANNELS
In this section, we analyze the normalized eigenchannel
profiles measured in the experiment 〈IαE (z)〉 and the nu-
merical simulations 〈Iα(z)〉. For each experimental eigen-
channel with an index of αE ∈ [1...55], we identify the
corresponding numerical eigenchannel with an index that
minimizes the difference
∫ L
0
(〈IαE (z)〉 − 〈Iα(z)〉)2 dz. We
do not use any eigenchannel-specific adjustments/fits in
this identification. This process gives the mapping of αE
to α, shown in Fig. 5. A few experimental eigenchannels
are redundant, particularly in the range α ∈ [6...15], and
no eigenchannels with α > 22 are observed experimen-
tally. We attribute this to the finite signal-to-noise ratio
in the experimental data. The eigenchannels with α > 22
have a transmittance less than ∼ 0.25%, thus they are
overwhelmed by the experimental noise.
We use the redundancy of the experimental eigenchan-
nels in Fig. 5 to enlarge the statistical ensemble. In other
words, statistical averages 〈...〉 for the α-th eigenchannel
that corresponds to multiple αE ’s include both disorder
configuration and {αE} averaging.
VIII. EIGENCHANNEL VARIANCE
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FIG. 6. We compare the variance of eigenchannel pro-
files calculated with the normalized intensity (purple solid
line) to the intensity variance normalized by the mean inten-
sity 〈var[I˜α(z)]/〈I˜α(z)〉2〉z squared (green dashed line). They
show similar growth with the eigenchannel index α.
In the main text, we present the realization-to-
realization fluctuations of the egenchannels’ normalized
intensity profiles. For each eigenchannel, the mea-
sured intensity profile I˜(z) is normalized to I(z) =
I˜(z)/[(1/L)
∫ L
0
I˜(z′)dz′]. Using a different normaliza-
tion procedure, we check the effect of our normaliza-
tion on the eigenchannel fluctuations using numerical
simulations of t. For an eigenchannel α, the variance
var[I˜α(z)] = 〈δI˜2α(z)〉 of the unnormalized intensity fluc-
tuation δI˜α(z) = I˜α(z) − 〈I˜α(z)〉 can be normalized by
dividing the square of the mean intensity 〈I˜α(z)〉2 at
the same depth z. Then this ratio var[I˜α(z)]/〈I˜α(z)〉2
can be averaged over all z. In Fig. 6, we compare this
quantity to the variance of the normalized intensity pro-
file, C˜α, calculated in the main text. Both exhibit an
increase with the eigenchannel index α. Their similar
trend confirms that the stronger fluctuations for lower-
transmission eigenchannels are due to the intrinsic prop-
erties of the transmission eigenchannels.
