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A magnetostatic spin wave analog of integer quantum Hall (IQH) state is proposed in realistic
patterned ferromagnetic thin films. Due to magnetic shape anisotropy, magnetic moments in a thin
film lie within the plane, while all spin-wave excitations are fully gapped. Under an out-of-plane
magnetic field, the film acquires a finite magnetization, where some of the gapped magnons become
significantly softened near a saturation field. It is shown that, owing to a spin-orbit locking nature
of the magnetic dipolar interaction, these soft spin-wave volume-mode bands become chiral volume-
mode bands with finite topological Chern integers. A bulk-edge correspondence in IQH physics
suggests that such volume-mode bands are accompanied by a chiral magnetostatic spin-wave edge
mode. The existence of the edge mode is justified both by micromagnetic simulations and by
band calculations based on a linearized Landau-Lifshitz equation. Employing intuitive physical
arguments, we introduce proper tight-binding models for these soft volume-mode bands. Based on
the tight-binding models, we further discuss possible applications to other systems such as magnetic
ultrathin films with perpendicular magnetic anisotropy (PMA).
PACS numbers:
I. INTRODUCTION
Spin-wave propagations in magnetic insulators realize
spin transports with less dissipation,1,2 fostering much
prospect for realizations of future spintronic devices. For
the purpose of device applications, spin-wave transport
in two-dimensional systems such as thin films is expected
to have many advantages. In ferromagnet thin film, mo-
ments lie within the plane to minimize the magnetostatic
energy. A thin film with the in-plane magnetization has
a surface spin-wave mode called Damon-Eshbach (DE)
mode,3 where spin wave propagates in a chiral direction
transverse to the in-plane moment. The mode realizes a
unidirectional spin transport in the two-dimensional (2-
d) top surface of the film and the counter-propagating
transport in the bottom surface. The mode enables a
number of spin-wave spintronic devices.4–7
Recently, the present author proposes chiral spin-wave
edge mode in a 2-d periodically-structured dipolar mag-
netic thin film with out-plane ferromagnetic moment.8,9
The mode has a resonance frequency within a band gap
of volume modes, where the gap and multiple-band struc-
ture of volume-mode bands come from the 2-d periodic
structuring. The chiral direction is transverse to the
out-of-plane ferromagnetic moment; the mode realizes
a unidirectional spin-wave propagation along the one-
dimensional boundary of the plane, instead of along the
top (or bottom) surface. Such chiral edge modes could
possibly connect various elements in 2-d spin-current cir-
cuits in more flexible way than the DE surface mode.
Moreover, the chiral direction (whether clockwise or
counterclockwise) and number of the edge modes (can
be more than one) are determined by a sum of the topo-
logical number (Chern integer) defined for the volume-
mode bands below the gap.8–12 This enables us to control
the direction and number of the edge modes in terms of
a band gap manipulation, bringing up further prospect
for spin-current circuits with richer structures.8 To make
such spin-wave circuits experimentally, it is much more
important for theory to propose a number of structured
thin films which have these topological modes.
In this paper, we introduce an efficient method of con-
structing the topological chiral edge modes in realistic
dipolar magnetic thin films. We considered that mag-
netic clusters, either thin rings or circular disks, form a
2-d periodic square lattice. To study their spin-wave ex-
citations, we derive several tight-binding models, using
intuitive physical arguments. Based on these models, we
show that soft volume-mode bands near the saturation
field acquire finite topological Chern integer, resulting in
chiral spin wave edge modes within band gaps of volume
mode bands.
The organization of the paper is as follows. In sec. II,
we consider a ring model; circular magnetic thin rings
forming a square lattice (Fig. 1(a)). We first introduce
an ‘atomic-orbital’ like wavefunction for spin-wave exci-
tations within each ring. Using these atomic orbitals, we
construct tight-binding models for soft magnons. The
models naturally lead to chiral volume-mode bands and
edge modes (Fig. 3 and Fig. 5). In sec. III, we further
extend the argument to a disk model, circular magnetic
disks forming a square lattice (Fig. 1(b)). The same
type of chiral spin-wave edge modes are shown to ap-
pear in low-frequency regions near the saturation field
(Fig. 7). To justify the existence of the chiral edge
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FIG. 1: (Color online) Schematic top-view of two-
dimensional patterned magnetic thin films (blue region rep-
resents magnetic media, while the other stands for the vac-
uum). An external magnetic field is applied perpendicular to
the plane with out-of-plane moments. Either circular rings
(a) or disks (b) form a square lattice. We assume that the
film is sufficiently thin, so that there is no texture along the
direction perpendicular to the plane.
modes by a standard method in the field, we also car-
ried out in sec. IV micromagnetic simulations in the pro-
posed magnetic superlattices (Fig. 8). In sec. V, we
further discuss possible application of the present theory
to other systems such as ferromagnetic ultrathin film sys-
tems with the perpendicular magnetic anisotropy. Two
appendices describe some details useful for understand-
ing the main text. In the appendix A, we describe how
wavelength-frequency dispersion relations for spin-wave
volume-mode bands and edge mode bands (such as Fig. 3,
Fig. 5 and Fig. 7) are calculated from Landau-Lifshitz
equations. In appendix B, we construct, in a more ex-
pliclit way, an effective tight-binding model for soft spin-
wave excitations above the saturation field, which is help-
ful for understanding sec. II, and sec.IV in detail.
All the results presented in this paper are essentially
scalable, since the models do not have any short-range
exchange interactions; the saturation field, Hc, and spin-
wave resonance frequency are scaled only by the satura-
tion magnetization (per volume) Ms (appendix A). We
took Ms to be typically on the order of unit in Fig. 2,
Fig. 3, Fig. 5, Fig. 6 and Fig. 7, while it is on the order
of GHz (see e.g. Sec.IV).
II. RING MODEL
To begin with, consider spin-wave excitations in a mag-
netic circular ring. When a linear dimension of a cross
section of the ring is comparable to short-ranged ex-
change length lex of a constituent magnetic material, the
ring may be treated as a one-dimensional chain of M
spins, which are coupled with one another via long-range
dipole-dipole interaction. M is the number of the spins
along the ring and is on the order of 2πr/lex (r is the
radius of the ring). Without the field, the magnetostatic
energy is minimized by a vortex spin configuration: spins
are aligned along the tangential direction of the ring. Un-
der the out-of-plane magnetic field H , the vortex spin
configuration acquires an out-of-plane moment which be-
comes fully polarized above the saturation field, H > Hc.
Suppose that the amplitude of each spin moment is
fixed to be Ms. Excitations in each spin comprise two
real-valued fields (transverse moments), so that the ring
has M numbers of complex-valued spin-wave modes,
ψ(θj) with θj ≡ 2πj/M (j = 1, · · · ,M). Under a proper
gauge choice (see appendix A), they have total angular
momentum qJ as their quantum number,
ψqJ (θj + θm) = e
iqJmψqJ (θj), (1)
which comes from the circular rotational symmetry of
a ring. Here θj ≡ 2πj/M and qJ ≡ 2πnJ/M (nJ =
−M/2,−M/2 + 1, · · · ,M/2). The resonance frequency
for these ‘atomic orbitals’ is given as a function of the
angular momentum, which forms a frequency band for
larger M .
At the zero field, all the spins in the circular vortex
is along the angular momentum axis (along the tangen-
tial direction of the ring), so that the frequency band at
H = 0 becomes essentially same as the ‘backward’ vol-
ume modes in an in-plane magnetized thin film13,14 or
cylindrically magnetized nanowire.15 Namely, the band
has its resonance frequency minimum at qJ = π and its
frequency maximum at qJ = 0. When increasing the
out-of-plane field, the maximum and minimum are in-
verted at some ‘critical’ field below the saturation field,
H = Hd ≃ 0.8Hc (Fig. 2 (a,b)). The resonance fre-
quency mode at qJ = 0 becomes eventually gapless at
H = Hc, being consistent with the classical spin configu-
ration which starts to acquire finite in-plane components
forming a circular vortex for H < Hc. For H > Hc,
these excitations become gapped again with the mini-
mum being at qJ = 0. For H ≫ Hc, a ‘band center’ of
these resonance frequency levels converges to usual fer-
romagnetic resonance (FMR) mode. Note also that two
time-reversal-pair modes, qJ and −qJ , are degenerate at
the zero field, while they are not under a finite field. For
the out-of-plane field along +z direction, εqJ < ε−qJ for
qJ & 0 (see Fig. 2(b,c,d)).
When a circular ring embedded into the square lattice,
the quantum number for the atomic orbital reduces to
either one of the following four, qJ = 0,± 2piM , 4piM . Namely,
each ring feels an anisotropic demagnetization field from
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FIG. 2: (Color online) Resonance frequency levels in a mag-
netic ring (aM -spins chain with M = 60) as a function of the
angular momentum qJ ≡
2pinJ
M
with nJ = −M/2,−M/2 +
1, · · · ,M/2. (a) H = 0.7Hc and (b) H = 0.9Hc. (c) When
demagnetization fields from the surrounding magnetic rings
are included, the angular momentum nJ is defined mod 4.
(d) Wave functions with nJ ≡ −1,0,+1, +2 (mod 4) are re-
ferred to as P−,S,P+ Dx2−y2 -wave respectively, since they ac-
quire −i, +1, +i and −1 phase under the pi
2
spatial rotation
(eqs. (2,3,4)).
its surrounding rings, which respects four-fold rotational
symmetry. This mixes any two states whose qJ differs
by 8pi
M
(Fig. 2 (c,d)). Under the four-fold rotation, these
four atomic orbital wave functions acquire +1, ±i and
−1, which suggests that they are essentially s-wave, p± =
px ± ipy-wave and dx2−y2-wave function respectively;
ψ(n)s
(
θj +
π
2
)
= ψ(n)s
(
θj
)
, (2)
ψ(n)p±
(
θj +
π
2
)
= ±i ψ(n)p±
(
θj
)
, (3)
ψ
(n)
dx2−y2
(
θj +
π
2
)
= −ψ(n)dx2−y2
(
θj
)
. (4)
Every fourth levels from below are grouped together in
the frequency space, forming a branch specified by the su-
perscript index n (Fig. 2(d)); every branch includes the
four types of wave functions, s, p±, dx2−y2-wave func-
tions. The corresponding atomic orbital levels are ar-
ranged in the frequency space as
ε(1)s < ε
(1)
p+
< ε(1)p− < ε
(1)
dx2−y2
<
ε
(2)
dx2−y2
< ε(2)p− < ε
(2)
p+
< ε(2)s < ε
(3)
s < ε
(3)
p+
< · · · . (5)
When inter-ring ‘exchange’ processes via magnetic
dipole-dipole interaction are included, these atomic or-
bitals constitute extended volume-mode bands. When
neighboring branches are sufficiently separated from
each other by the anisotropic demagnetization field, the
volume-mode bands can be constructed out of each
branch separately;{
ψ(2m+1)s , ψ
(2m+1)
p+
, ψ(2m+1)p− , ψ
(2m+1)
dx2−y2
}
, (6)
or {
ψ
(2m+2)
dx2−y2
, ψ(2m+2)p− , ψ
(2m+2)
p+
, ψ(2m+2)s
}
. (7)
Each branch provides four volume-mode bands. A qual-
itative feature of the four volume-mode bands can be
roughly captured by a two-orbital model made out of
the lower two atomic orbital wave functions within each
branch;{
ψ(2m+1)s , ψ
(2m+1)
p+
}
, or
{
ψ
(2m+2)
dx2−y2
, ψ(2m+2)p−
}
. (8)
This is because lower two atomic orbitals within each
branch have less nodes than the other two along the ring.
The inter-ring transfer integrals among such two are ex-
pected to be larger than those otherwise.
From the symmetry point of view, a nearest neighbor
tight-binding model composed of the lower two orbitals
is given by;
Hˆ01 =
∑
b
(
ε0γ
†
0,bγ0,b + ε1γ
†
1,bγ1,b
)
−
∑
b
∑
µ=x,y
∑
σ=±
(
a00γ
†
0,bγ0,b+σeµ − a11γ†1,bγ1,b+σeµ
)
−
∑
b
∑
σ=±
(− σb01γ†0,bγ1,b+σex +H.c.)
−
∑
b
∑
σ=±
(− iσb01γ†0,bγ1,b+σey +H.c.). (9)
Here γ†0,b (γ0,b) and γ
†
1,b (γ1,b) stand for creation (annihi-
lation) operators for parity-even and parity-odd atomic
orbitals respectively. The subscript b denotes a coordi-
nate of a center of a ring which the orbitals belong to.
eµ is the primitive translation vector of the square lat-
tice (µ = x, y). The parity-even atomic orbital refers
to s-wave or dx2−y2-wave, while the parity-odd atomic
orbital refers to p±-wave:{
ε0, ε1
}
=
{
ε(2m+1)s , ε
(2m+1)
p+
}
, or
{
ε
(2m+2)
dx2−y2
, ε(2m+2)p−
}
,
so that ε0 < ε1. A general observation of orbital shapes
suggests that a00, a11 and b01 are all positive real values
under a proper gauge choice.
The tight binding Hamiltonian in the momentum space
is expanded in term of the Pauli matrices as, H(k) =
c(k)σ0 +
∑3
j=1 hj(k)σj with h3(k) ≡ ǫ0 − ǫ1 − 2(a00 +
a11)(cos kx + cos ky), h1(k) ≡ 2b01 sin ky and h2(k) ≡
2b01 sin kx. In terms of a vector field h(k), the topological
Chern integer for the two volume-mode bands obtained
from this Hamiltonian can be defined as a wrapping num-
ber of a normalized vector h(k) ≡ h(k)/|h(k)|.16–18 The
4integer counts how many times the normalized vector
wraps the unit sphere, when the momentum k wraps
around the two-dimensional Brillouin zone with the torus
geometry;16–18
c+ = −c− =
∫
[−pi,pi]2
d2k
4π
h(k) · (∂kxh(k)× ∂kyh(k)).
Within a two-band model, the integer for the upper band
(c+) always has an opposite sign to that for the lower
band (c−). When two nearest neighboring rings are spa-
tially proximate to each other, larger exchange integrals
realize ε1 − ε0 < 4(a00 + a11), which makes the wrap-
ping number to be unit. Namely, the unit vector points
at the south pole/north pole (h¯ = (0, 0,−1)/(0, 0,+1))
at k = (0, 0)/(π, π), while the vector winds once around
the south pole/north pole when k rotates once around
the k = (0, 0)/(π, π). This observation suggests that
the Chern integers for two bands obtained from eq. (9)
become {c−, c+} = {−1,+1}. When the out-of-field di-
rection is reversed, p+ and p− are exchanged in Fig. 2(d)
and eqs. (6,7), which changes the sign of the last term in
eq. (9) and that of c±. Note also that, to have the non-
zero wrapping number, it is essential that ‘wave func-
tion character’ for the lower/higher band at k = (π, π)
is parity odd/even atomic orbital, while that at the
k = (0, 0) is parity-even/odd one (‘band inversion’).19,20
When ε1 − ǫ0 > 4(a00 + a11), wave function character
of the lower (higher) band at k = (π, π) and that of
k = (0, 0) have same parity, so that the unit vector al-
ways stays within the southern hemisphere, irrespective
of the momentum k; the wrapping number always re-
duces to zero.
The argument so far suggests that, in the presence of
larger inter-ring transfer integrals, the distribution of the
Chern integers for soft volume-mode bands at Hd < H <
Hc can be non-trivial and is composed of a sequence of
{−1,+1, 0, 0} from below;{
c1, c2, c3, c4
∣∣, c5, c6, c7, c8 ∣∣, · · ·}
=
{− 1,+1, 0, 0 ∣∣,−1,+1, 0, 0 ∣∣, · · ·} (10)
where cn denotes the integer for the n-th lowest band
(see also appendix A for general definition of the topo-
logical Chern integer for volume-mode spin-wave bands).
An explicit calculation of the Chern integers for volume-
mode bands within Hd < H < Hc based on a linearized
Landau-Lifshitz equation confirms this feature with a
minor modification. In the actual calculation, we also
observed that, within each branch, another band inver-
sion is often induced by relatively stronger exchange in-
tegrals between higher two atomic orbitals and the 2nd
lowest atomic orbital, which transfer the non-zero inte-
ger of the 2nd lowest band into the 3rd or 4th lowest
bands in each branch, {−1,+1, 0, 0} → {−1, 0,+1, 0} or
{−1, 0, 0,+1}. Which comes true among these three, i.e.
{−1,+1, 0, 0}, {−1, 0,+1, 0} and {−1, 0, 0,+1}, depends
on specific branch and other details, while the integer for
FIG. 3: (Color online) Wavelength-frequency dispersions for
spin-wave excitations for Hd < H < Hc (H = 0.94Hc). (a)
A side-view of lowest 8 volume-mode bands with the Chern
integer. The red bands have −1 Chern integer, while blue
bands have +1. The dispersions are calculated with periodic
boundary conditions for both x and y-directions. Since the
7th and 8th lowest band have frequency degeneracies around
M -points, only the sum of their integers is quantized to +1.
(b) Spin-wave excitations calculated with an open/periodic
boundary condition along the y/x-direction respectively. The
resonance frequencies are given as a function of the wave vec-
tor along the x-direction. The system along the y-direction
includes 18 square-lattice unit cells (L = 18). More than 75%
of amplitudes of eigen wave functions with red points are lo-
calized within y = 1 and y = 2, while those with blue points
are localized within y = L−1 and y = L (edge modes). Com-
pared with Fig. (a), the calculated spectra have additional
spin-wave modes which are localized along the edges. (c)
With the out-of-plane field up-headed, the chiral edge modes
rotate in the counterclockwise way.
the lowest band (−1) remains intact in every branch ,e.g.{
c1, c2, c3, c4
∣∣, c5, c6, c7, c8 ∣∣, · · ·}
=
{− 1, 0, 0,+1 ∣∣,−1, 0, α, 1− α ∣∣, · · ·}, (11)
(Fig. 3(a)).
General arguments8,9 based on a bulk-edge correspon-
dence in IQH physics10–12 dictate that the Chern in-
tegers for the volume-mode bands shown in eq. (11)
lead to counterclockwise rotating spin-wave edge modes,
5whose chiral dispersion connects in the frequency space
a volume-mode band with −1 Chern integer and that
with +1 Chern integer. In fact, the existence of such
chiral edge modes are confirmed by quantitative band
calculations based on a linearized Landau-Lifshitz equa-
tion with open boundary condition (Fig. 3(b)). Again,
reversing the out-of-field direction (+z → −z) results in
the sign change of cn, which changes the chiral direction
of the edge modes from counterclockwise to clockwise
(Fig. 3(c)).
When the out-of-plane field is less than the ‘critical’
field, H < Hd, the lower spin-wave volume mode bands
are from those atomic orbitals having higher total an-
gular momentum qJ = π. Compared to those around
qJ = 0, such orbitals have many nodes along the ring;
their wave functions change sign under the translation
only by one spin, e.g.
ψqJ=pi(θj+1) = −ψqJ=pi(θj).
Due to this many-node structure, transfer integrals be-
tween the higher angular momentum orbitals (qJ ≃ π)
become much smaller than those between orbitals with
lower angular momentum (qJ ≃ 0). As a result, low-
frequency volume-mode bands for H < Hd have tiny
dispersions, which can hardly fulfill the band inversion
condition, |ǫ1− ǫ0| < 4(a00+a11); we thus cannot expect
the chiral spin-wave edge modes.
Above the saturation field (H > Hc), the four-fold ro-
tational anisotropy in the demagnetization field becomes
stronger. When the classical spin configuration becomes
fully polarized along the out-of-plane field, spins in a
ring which are proximate to its four nearest neighbor-
ing rings especially feel stronger demagnetization fields
than those spins in the ring which are not. In terms of
the angle variable θ defined as r ≡ b + r(cos θ, sin θ) (b
denotes a coordinate of a center of the ring at which a
spin at r is included and r is the radius of the ring; see
fig. 4(a)), these spins are at the four corners of a ring,
θ = 0, pi2 , π,
3pi
2 respectively. As a result of this strongly
anisotropic demagnetization field, soft spin-wave excita-
tions for H > Hc are highly localized around these four
corners.
From this point of view, we made another tight binding
model for soft spin-wave bands, which is valid only above
the saturation field (appendix B). Thereby, we first took
into account proximate ‘exchange process’ which trans-
fers a spin in a corner of a ring into its closest corner
of the nearest neighboring ring. The inclusion of such
exchange process leads to in-phase and out-of-phase or-
bital wave functions formed by these two spins. These
‘atomic-orbital’ wave functions are on a center of a link
connecting two nearest neighboring rings (red peanut-
shape items in Fig. 4(b)). It turns out that, when the
field is not too close to the saturation field, the in-phase
atomic orbital level becomes lower than the out-of-phase
orbital level (see Appendix B for the argument).
The square lattice has two inequivalent links within
its unit cell, the link along the x-axis (‘x-link’) and that
FIG. 4: (Color online) (a) Four corners in a ring (red re-
gions; θ = 0, pi
2
, pi, 3pi
2
) feel larger demagnetization field than
other regions. b denotes a coordinate of the center of the ring,
while r is a radius of the ring. (b) two-orbital tight-binding
model with nearest-neighbor (‘NN’ in the figure) inter-cluster
transfer integral (H0), next-nearest-neighbor σ-σ coupling
(‘NNN,σσ’) inter-cluster transfer integral (H1 with c) and
next-nearest-neighbor pi-pi coupling (‘NNN,pipi’) inter-cluster
transfer integral (H1 with c
′). The in-phase orbital (red
peanut-shape item) at the x-link is extended along the x-
direction, while that at the y-link is along the y-direction. ex
and ey denote the primitive translation vectors of the square
lattice.
along the y-axis (‘y-link’). Each link provides in-phase
and out-of-phase orbital wave functions. Since the out-
of-phase wave function has a node at the center, while
the in-phase one does not, inter-link transfer integrals
between out-of-phase orbitals becomes smaller than those
between in-phase orbitals. Being interested in spin-wave
bands with larger band width, we focus only on the in-
phase orbital wave functions.
A transfer integral between x-link and its nearest
6neighbor y-link becomes complex-valued;
H0 =
∑
b
{
(ia+ b)β†
b+
ey
2
βb+ ex
2
− (ia+ b)β†
b+ey+
ex
2
β
b+
ey
2
+ (ia+ b)β†
b+ex+
ey
2
βb+ey+ ex2
− (ia+ b)β†
b+ ex
2
β
b+ex+
ey
2
+ h.c.
}
(12)
with real-valued a and b. βb+ ex
2
and β
b+
ey
2
represent
annihilation operators for the in-phase orbital on the x-
link (whose center is at b + ex2 ) and that on y-link (at
b +
ey
2 ) respectively. ‘ia ≡ aeiθ’ with θ = pi2 in eq. (12)
comes from 90◦ degree angle subtended by the two near-
est neighbor orbitals at b+ ex2 and at b+
ey
2 and a cen-
ter of the ring at b. ‘b’ in eq. (12) results from a finite
particle-hole mixing (see appendix B for the derivation
of eq. (12)). A band structure obtained from H0 has two
frequency bands which form gapless Dirac cone spectra
at k = (π, 0) and (0, π).
A finite transfer between the nearest x-links and that
between the nearest y-links endows the gapless Dirac
cone spectra with a finite mass. The transfer takes a
form of,
H1 =
∑
b
{
c β†
b+ex
2
βb−ex
2
+ c β†
b+
ey
2
β
b−
ey
2
+ c′ β†
b+ey+
ex
2
βb+ ex
2
+ c′ β†
b+ex+
ey
2
β
b+
ey
2
+ h.c.
}
,
(13)
with real-valued c and c′. Now that orbital wave function
at the µ-link is extended along the µ-axis, ‘c’ stands for
the (σ, σ)-coupling next nearest neighbor (NNN) trans-
fer integral, while ‘c′’ stands for the (π, π)-coupling NNN
transfer integral (Fig. 4(b)). Amplitudes of transfer inte-
grals are inversely proportional to the cubic in distance,
so that |c| > |c′|. A finite |c − c′| induces a gap in the
gapless Dirac cone spectra.
The Chern integers for these two spin-wave bands can
be evaluated from the wrapping number of the nor-
malized vector h(k) ≡ h(k)/|h(k)|. For eqs. (12,13),
h1(k) = 4b sin
kx
2 sin
ky
2 , h2(k) = 4a cos
kx
2 cos
ky
2 and
h3(k) = 2(c− c′)(cos kx − cos ky). When the momentum
rotates around k = (π, 0) / (0, π), h(k) rotates around
the south pole/ north pole once for c > c′; the wind-
ing numbers are ±1. More generally, the integers for
these two bands are {c−, c+} = {+1,−1} from below for
(c− c′) ·a · b > 0, while {−1,+1} for (c− c′) ·a · b < 0. In
either case, there appears a chiral edge mode within the
band gap, whose sense of rotation along the boundary
is clockwise for the former case, while counterclockwise
for the latter case. A primitive evaluation suggests that
a > 0, b > 0 and c < c′ < 0 (appendix B), so that a coun-
terclockwise chiral edge mode is expected. In fact, the
counterclockwise chiral edge mode is observed within a
band gap between the lowest and the 2nd lowest volume-
mode band for a wide field range of H > Hc (Fig. 5).
FIG. 5: (Color online) Wavelength-frequency dispersions
for lowest four volume-mode bands and chiral edge modes
in H > Hc (a) H = 1.09Hc (b) H = 1.17Hc. The disper-
sion are obtained with an open/periodic boundary condition
along the y/x-direction, where the resonance frequencies for
spin wave excitations are given as a function of the wave vec-
tor along the x-direction. We used the same system size along
the y-direction as in Fig. 3 and the same definition of red and
blue points as in Fig. 3. In both (a) and (b), the lowest two
volume modes (black points) consist of the in-phase atomic
orbitals on x-link and y-link, while the upper two volume
modes mainly consist of out-of-phase orbitals on these two
links. The spectra clearly contain a chiral edge mode con-
necting the lowest two volume-mode bands. Compared to the
lowest two bands, the 3rd and 4th lowest bands have smaller
band width and no band gap in between. This is because, con-
trary to the in-phase atomic orbital, the out-of-phase atomic
orbital has a node at the center of each link, which results in
smaller transfer integrals. Compared (a) and (b), note also
that a frequency spacing between the in-phase atomic orbital
level and the out-of-phase atomic orbital level increases on
increasing the field (see appendix B for the reasoning).
Contrary to the effective s-p± model for Hd < H < Hc,
the band gap and the chiral edge mode in the present
two-orbital model persist for a wider range of H > Hc.
This is because any symmetries in the model requires nei-
ther c = c′ nor a = 0, while b vanishes only in the large
H limit (appendix B). This feature is indeed justified by
the micromagnetic simulation in sec. IV.
III. DISK MODEL
Let us next consider spin-wave excitations in circular
disk model. We simulate the magnetic disk by a cluster
of many spins, each of which has a same volume element.
The spins are distributed as homogeneously in space as
possible (see the caption of Fig. 6). Physically, a linear
7FIG. 6: (Color online) (a,b) Distribution of resonance fre-
quency levels of magnon modes in a single circular magnetic
disk as a function of the out-of-plane field. The four-fold-
rotational demagnetization field from other disks are also in-
cluded in the calculation. The red curve plots the lowest
resonance frequency level as a function of the out-of-plane
field, while the blue curve represents the highest resonance
frequency level. We simulate the circular magnetic disk by
a cluster of spins, respecting the circular symmetry as much
as possible. For a given radius R, we discretize R into n
pieces. For the radial coordinate ranging from [Rj
n
, R(j+1)
n
]
(j = 0, 1, · · · , n − 1), we discretize the azimuth coordinate
into 4(2j + 1) pieces, so that area of each element is same,
piR2
4n2
. We put a spin at the center of each element speci-
fied by (x, y) = rj(cos θj,m, sin θj,m) with rj =
R(2j+1)
2n
and
θj,m =
pi(2m+1)
4(2j+1)
(m = 0, · · · , 4(2j−1)). In the calculation, we
take n = 8, so that a cluster has 256 spins.
dimension of the volume element should be on the or-
der of short-ranged exchange interaction length lex. The
spins are coupled with one another via magnetic dipole-
dipole interaction.
A circular vortex structure minimizes the magneto-
static energy of the disk at the zero field, while the field
induces a finite out-of-plane magnetization. Suppose that
spins are nearly polarized along the field, while any of
them are not yet fully polarized. Being surrounded by
FIG. 7: (Color online) Wavelength-frequency dispersions
for spin-wave excitations for H < Hc,1 (see Fig. 6(b)) (a)
wavelength-frequency dispersion for volume-mode bands with
the Chern integer (H = 0.94Hc,1). The dispersions are cal-
culated with periodic boundary conditions for both x and
y-directions. (b) wavelength-frequency dispersion for volume-
mode bands and edge-mode bands (H = 0.94Hc,1) calculated
with an open/periodic boundary condition along the y/x-
direction. Resonance frequencies are given as a function of
the wave vector along the x-direction. The system along the
y-direction includes 9 unit cells (L = 9). More than 50% of
amplitudes of eigen wave functions with red points are local-
ized only within y = 1, while those for blue points are local-
ized from y = L (edge modes). Compared with Fig. (a), the
spectra have additional spin-wave modes which are localized
along the edges, whose chiral dispersion connect spin-wave
volume modes bands with opposite Chern integers
many others, spins around the center of a disk feel the
strongest demagnetization field, while the demagnetiza-
tion field around the boundary is smallest. Thus, spins
at the boundary become fully polarized first by a rel-
atively lower field, Hc,1, while spins around the center
become fully polarized at last by a relatively higher field,
Hc,n(> Hc,1). In the present discrete spin model, these
two critical fields encompasses a couple of other critical
fields (Hc,1 < Hc,2 < Hc,3 < · · · < Hc,n), at which inte-
rior spins get fully polarized successively from the outer
to the inner on increasing the field.
Correspondingly, spin wave excitations, which are fully
gapped at H = 0, become gapless or significantly soft-
ened at each of these critical fields, H = Hc,1, Hc,2, · · ·
(Fig. 6). Especially, the soft magnons around H = Hc,1
are localized around the boundary of the disk, while those
around H = Hc,n are localized at the center. In a sin-
gle magnetic disk, spin-wave excitations have the total
angular momentum qJ as a good quantum number. All
the soft magnons around these critical fields come from
qJ = 0, so as to be consistent with the classical spin
configuration. In the presence of the four-fold rotational
8demagnetization field, these soft magnons take a form of
either s-wave (nJ = 0), p±-wave (nJ = ±1) or dx2−y2 -
wave (nJ = 2) atomic orbital. As in the ring model, an
inter-disk exchange process via the dipolar interaction
makes these atomic orbitals to form extended volume-
mode bands.
Since the soft magnons around H = Hc,1 are localized
around the boundary of the disk, the inter-disk trans-
fer integrals between these magnons become larger and
soft volume-mode bands around H = Hc,1 become sim-
ilar to what we observed in the ring model at H ≃ Hc;
the distribution of Chern integers for a set of these four
bands becomes either {−1,+1, 0, 0}, {−1, 0,+1, 0}, or
{−1, 0, 0,+1} from below (Fig. 7(a)). Again, this leads to
a counterclockwise chiral edge mode between these two
(Fig. 7(b)).
On the other hand, the soft magnons in H & Hc,n
are localized around the center of the disk, so that the
inter-disk transfer integrals between these atomic orbitals
are very small. As a result, soft volume-mode bands in
H & Hc,n have tiny dispersions, where we cannot expect
any band inversion mechanism.
IV. MICROMAGNETIC SIMULATION
In order to uphold the existence of the chiral edge mode
in the proposed magnetic superlattices, we perform a mi-
cromagnetic simulation by solving the Landau-Lifshitz-
Gilbert equation in terms of the 4th order Runge-Kutta
method with a unit time step 1ps. Fig. 8 shows an en-
tire magnetic superlattice, which contains 14 × 14 unit
cells with open boundaries. Each unit cell contains 12
ferromagnetic grains, forming a square-shape ring. Each
grain is 5-nanometer cube. Note also that, not includ-
ing any short-range exchange interaction (see below),
the following result is scalable; provided that each fer-
romagnetic grain behaves as single spin, the size of the
grain can be much larger than 5-nanometer and the scale
of resonance frequency and saturation field still remain
unaltered. The saturation magnetization and Gilbert
damping coefficient of the ferromagnetic grain are set to
135300 A/m and 1.0×10−5 respectively. We regard each
nanograin as a uniform magnet, assigning single spin de-
gree of freedom to each grain. Different ferromagnetic
nanograins are coupled with one another through the
magnetic dipole-dipole interaction. Under a static out-
of-plane field (along the z direction) greater than 620 Oe,
a stable spin configuration becomes fully polarized along
the field, while the configuration acquires finite in-plane
components below 620 Oe. We studied spin-wave excita-
tions above the saturation field (& 620 Oe).
To study spin wave modes in a broad frequency range
at once, we apply a pulse magnetic field in a transverse
(x) direction (pulse time 1 ps and amplitude 1 Oe). We
then calculate a time evolution of magnetization dynam-
ics afterward, and take a Fourier transformation of the
FIG. 8: (Color online) magnetic superlattice with 14 × 14
unit cell. (right) a unit cell contains 12 ferromagnetic grain
forming a square ring. Each grain is cubic-shape with its lin-
ear dimension 5 nm. (left) To excite volume-mode/edge-mode
excitations, we apply a pulse field at the center/boundary of
the superlattice (blue/red crossed point) respectively.
FIG. 9: (Color online) (a) Contour plot of the integrated
power specctrum A(ω) as a function of the static out-of-plane
field H , where the initial pulse field is applied at the center
of the magnetic superlattice. The out-of-plane field is greater
than the saturation field (≃ 620 Oe). (b) Contour plot of the
density of state for volume-mode bands obtained from spin-
wave calculations on the same magnetic superlattice. The
horizontal axis is the static out-of-plane field, where the unit
is taken to be the saturation field. In both figures, darker
regions have higher intensities.
transverse moments with respect to time;
s+(X,Y, ω) ≡
n−1∑
j=0
m+(X,Y, j∆T ) exp (2πiωj∆T ) (14)
with m+(X,Y, t) ≡ mx(X,Y, t)+imy(X,Y, t), ∆T = 100
ps and n = 1024. An amplitude of the frequency power
spectrum, |s+(X,Y, ω)|, represents a sort of local density
of state of spin-wave modes at the resonance frequency ω.
When integrated over the two-dimensional space coordi-
nates, (X,Y ), the power spectrum represents the total
density of states at ω;
A(ω) ≡
∑
X,Y
∣∣s+(X,Y, ω)∣∣, (15)
(see Fig. 9 for a comparison between the integrated
power spectra and the total density of state obtained
9FIG. 10: (Color online) (a) integrated power spectra cal-
culated with the pulse field at the center (blue) and at the
boundary (red). The static out-of-plane field is set to 800
Oe. (b-d) spatial-resolved power spectra |s+(X,Y, ω)| calcu-
lated with the pulse field at the center (blue crossed point);
(b) ω = 6.25 GHz, (c) 6.69 GHz, (d) 6.54 GHz. (e) spatial-
resolved power spectrum calculated with the pulse field at the
boundary (red crossed point) with ω = 6.54 GHz.
from spin-wave calculations). For the purpose of study-
ing volume modes and edge modes selectively, we did
two micromagnetic simulations; one with the initial pulse
field applied at the center of the system, exciting volume
modes, and the other with the pulse field applied near
the boundary of the system, exciting edge modes. The
power spectra obtained from these separate simulations
are regarded as the density of states of volume/edge-
mode bands respectively.
Fig. 9(a) shows a contour plot of the integrated power
spectrum A(ω) as a function of the static out-of-plane
field (≥ 620 Oe). The initial pulse field is applied at the
center of the superlattice. On the whole, the spectrum
composes of three major responance frequency regimes;
for H=800Oe, these three are ranged over 6∼7GHz,
8.5∼9GHz, and 9.5∼11GHz respectively. Fig. 9(b) shows
FIG. 11: (Color online) snap shots of a transverse magnetic
moment after the a.c. field is applied at t = 0; (a): t = 100ns,
(b): 200ns, (c) 300ns, (d) t=350, 352, 354ns. The frequency of
the a.c. field and the static out-of-plane field is set to 654GHz
and 800 Oe respectively. Color specify the sign of the trans-
verse moment (red is for positive and blue is for negative).
In (a-c), the spin density propagates in the counterclockwise
direction, while, in (d), the node of the transverse moment
(indicated by black arrows) moves in the clockwise direction;
the phase velocity is opposite to the group velocity.
a contour plot of the density of states of volume-mode
bands obtained from a spin-wave calculation on the same
magnetic superlattice. Since the superlattice has 12 spins
within each unit cell, it has 12 volume-mode bands. A
comparison reveals that the first and second lowest res-
onance frequency regimes found in A(ω) includes two
volume-mode bands respectively, while the third reso-
nance frequency regime includes remaining 8 bands. A
comparison with the spin-wave analyses also shows that
the lowest two volume-mode bands can be well repro-
duced by the two-orbital tight-binding model introduced
in eqs. (12,13); the lowest two bands are mainly composed
of the in-phase orbital wavefunction localized at the near-
est neighbor x-link and that of the y-link. Thereby, they
are essentially same as the lowest two bands found in
the sec. II (H > Hc), and thus we expect that the chiral
edge mode goes across a band gap between these two (see
Fig. 5).
Fig. 10(a) shows the integrated power spectra within
the lowest resonance frequency regime. The spectrum
for volume-mode bands (spectrum obtained with the ini-
tial pulse field applied at the center of the system) com-
prises of two major humps; one ranges from 6.0GHz to
6.4GHz and the other from 6.6GHz to 6.8GHz (black
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line in Fig. 10(a)). They correspond to the lowest two
volume-mode bands. In fact, the spatial-resolved power
spectra within these two frequency regimes are extended
over the system (Fig. 10(b,c)), while the system remains
intact against those pulse fields within a band gap regime
6.4GHz ∼ 6.6GHz. (Fig. 10(d)). When the pulse field is
applied at the boundary of the system, however, the inte-
grated spectrum has a significant weight within the band
gap regime (red line in Fig. 10(a)). The spatial-resolved
spectrum reveals that these weight mainly come from the
boundary of the system (Fig. 10(e)), indicating the exis-
tence of edge modes within the band gap regime.
A key feature of the chiral edge mode is a unidirec-
tional propagation of spin wave densities. To confirm
this feature, we perform another micromagnetic simula-
tion, applying a.c. transverse field locally at the bound-
ary of the system (red crossed point in Fig. 8). We set an
external frequency of the a.c. field within the band gap
regime; ω = 6.54GHz. Fig. 11 shows several snap shots
of the transverse magnetization (mx(X,Y, t)) taken after
the a.c. field is applied from t = 0. The snap shots clearly
demonstrate a unidirectional propagation of spin densi-
ties in the counterclockwise direction. The direction of
the propagation is consistent with the sign of the group
velocity of the chiral edge modes proposed in the pre-
ceding sections. From the snap shots, the group velocity
can be estimated to be one unit cell (a; linear dimension
of the unit cell) per 10 ns, which is on the same order
of the band gap divided by 2π/a (the gap ∼ 0.2GHz).
The phase velocity of the edge mode is 10 times faster
than the group velocity and its sign sometimes becomes
opposite to that of the group velocity (Fig. 11(d)). This
observation is also consistent with the chiral spin edge
mode proposed in the ring model; the chiral dispersion
goes across the first Brillouin zone once (Fig. 5(a,b)), so
that the sign of the phase velocity can be either same or
opposite to the group velocity.
V. SUMMARY AND DISCUSSION
A. summary of our findings
In this paper, we theoretically explored a realization of
topological chiral edge mode for magnetostatic spin wave
in patterned magnetic thin films, where magnetic clusters
(either rings or disks) form a two-dimensional square lat-
tice. Without external magnetic field, the ground-state
spin configuration takes a form of circular vortices within
each ring or disk, respecting the square-lattice transla-
tional symmetry. Due to the magnetic shape anisotropy,
spin-wave excitations are fully gapped at the zero field.
When an out-of-plane magnetic field is increased up to
a saturation field, forward spin-wave modes within each
ring or disk become significantly softened. With the
four-fold rotational symmetry of the square lattice, these
modes can be regarded as either s-wave, px ± ipy-wave
or dx2−y2-wave-like ‘atomic orbitals’. When inter-cluster
transfer integrals among these orbital wave functions are
larger than frequency spacings among their atomic or-
bital levels, the band-inversion between the parity-even
atomic orbital level (s-wave or d-wave) and parity-odd
orbital level (p±-wave) leads to a chiral volume-mode
bands with finite Chern integers. This results in a chiral
(counterclockwise) edge mode within a band gap for the
volume-mode bands.
When the system is fully polarized by the out-of-plane
field, a strong four-fold rotational anisotropy of the de-
magnetization coefficient leads to another effective two-
bands model. The model is composed of soft magnons
localized on the nearest neighbor x-link and that on the
y-link. Since atomic orbital levels for these two are same
due to the square-lattice symmetry, transfer integrals
between neighboring soft magnons immediately lead to
a band inversion mechanism. The two-orbital model
has massive Dirac cone like spectra at two inequivalent
X-points, inside which a chiral (counterclockwise) edge
mode appears. The massive Dirac spectra and the edge
mode persist for a wide range above the saturation field.
This feature is also justified by micromagnetic simula-
tions.
B. applications to other systems
In reality, the square-lattice models studied in this pa-
per could be placed on some magnetic substrates. Also, it
is experimentally much easier to engrave only a surface of
a plane thin film with some periodic structuring.21,22 The
arguments employed in this paper can be also applicable
to such systems. For example, consider that a surface of
a magnetic film has a number of gutters/cambers forming
a square lattice, Fig. 12(a)/(b) respectively. Due to the
magnetostatic energy, moments in thinner film regions
have stronger easy-plane anisotropy than those in thicker
film regions. Therefore, on applying and increasing an
out-of-plane field, the moments in thinner regions are
expected to become fully polarized along the field at the
highest saturation field, while those in the thicker regions
do so at the lowest saturation field. This means that, in
a system shown in Fig. 12(a), magnons at the gutter
region becomes softened around the highest saturation
field, forming atomic orbital wave functions. In the other
system shown in Fig. 12(b), soft modes near the lowest
saturation field are from the camber region. In the pres-
ence of the four-fold-rotational symmetry, these orbital
wave functions play the role of either parity-even (dx2−y2
or s-waves) orbitals and parity-odd (p±-waves) orbitals,
or the in-phase orbitals localized on the nearest neighbor
µ-link (µ = x, y). Thus, provided that neighboring gut-
ters/cambers are proximate to each other, the band in-
version mechanisms described in this paper are expected
to be valid, leading to a band gap of soft volume-mode
bands with a chiral (counterclockwise) edge mode.
The argument is also applicable to thin film ferromag-
netic materials with perpendicular magnetic anisotropy
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FIG. 12: (Color online) Patterned magnetic films with peri-
odically aligned gutters (a) or cambers (b). Without magnetic
crystalline anisotropy (MCA), spins at the thinner regions feel
stronger easy-plane anisotropy than those at that thicker re-
gions.
(PMA), where relative strength between magnetic shape
anisotropy and magnetic crystalline anisotropy (MCA)
is controlled by the film thickness.23 In an ultrathin film
limit (several atomic monolayer), the MCA with easy-
axis (out-of-plane) anisotropy dominates over the mag-
netostatic energy with easy-plane anisotropy, so that
magnetic moments are polarized vertically to the plane.
It has been experimentally known that increasing film
thickness leads to spin-reorientation transition from out-
of-plane magnetization to in-plane magnetization, which
indicates that magnetic shape anisotropy overcomes the
MCA in thicker region.24 Around the critical thickness,
gapped spin wave modes are expected to become signifi-
cantly softened.
Regarding the film thickness as alternative to the mag-
netic field, one could also realize topological chiral spin-
wave edge modes without any external magnetic field. For
example, consider that a surface of a thin-film PMA ma-
terial is engraved with cambers with a lattice periodicity
as in Fig. 12(b). Suppose that a film-thickness of the
camber region is chosen near the critical thickness of the
material, so that magnons around camber regions are
sufficiently softened, forming orbital wave functions such
as s, p±, d-waves or in-phase orbitals. When neighbor-
ing cambers are put in close contact with one another
as in Fig. 12(b), exchange processes due to magnetic
dipole interaction give rise to considerable transfer in-
tegrals among these orbital wave functions. Although
their atomic orbital levels within each camber could be
also modified by the MCA energy, we can still expect
that larger transfer integrals induce the similar type of
the band inversion as discussed in this paper.
C. a possible experimental method for detecting
the chiral spin-wave edge mode
The proposed chiral edge modes can be experimentally
detected in terms of two coils put along the boundary of
the 2-d magnetic superlattice; one is for an input and the
other for an output (see Fig. 3(c)). They are spatially
separated by tens of the unit cell (for example, 30 unit
cells; 0.3mm for a unit cell of 10µm size). An a.c. elec-
tric current in the input coil induces an a.c. magnetic
field near the coil, exciting spin waves (electric input).
When a frequency of the a.c. current is chosen within
the band gap regime, the chiral edge mode will be selec-
tively excited. The excited spin wave propagates along
the chiral edge mode and reaches the output coil after a
certain time delay (e.g. 0.3µs according to the simulation
in sec. IV). When the spin wave reaches around the out-
put coil, an a.c. electric current with the same frequency
will be induced in the output coil (electric detection).
When the two coils are exchanged, the spin wave never
reaches the output coil, unless it could propagate all the
way around the boundary without being dissipated.
When the thickness of the 2-d magnetic superlattice
is much larger than short-range exchange interaction
length, the input a.c. current can excite not only the pro-
posed topological chiral edge modes but also the conven-
tional chiral surface mode; Damon-Eshbach (DE) surface
mode. In such a case, the output a.c. current comprises
of two contributions; one from the topological chiral edge
mode and the other from the DE mode. In general, these
two modes have a number of quantitatively different fea-
tures. First of all, these modes have quite different group
velocities; the group velocity of the topological edge mode
linearly depends on the superlattice unit cell size, while
that of the DE mode doesn’t depend on the unit cell size.
The topological edge mode has a resonance frequency
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within a band gap regimes for volume mode bands, which
is determined by the magnetic superlattice. On the one
hand, a resonance frequency regime of the DE mode is
determined only by the out-of-plane magnetization M
and field H , H < ω <
√
H(H + 4πM). When the ex-
ternal frequency is changed within the band gap regime,
the phase velocity of the topological mode often changes
its sign (see Fig. 5(a,b)), while that of DE mode doesn’t.
In actual experiments, we can exploit these distinct fea-
tures, so as to distinguish the contribution of the topolog-
ical edge mode from that of the conventional DE surface
mode. For example, we can easily differentiate these two
contributions in time, by changing the distance between
the input and output coils. We can further reduce one
or the other, by changing an external frequency of the
input a.c. current. Also, by changing the external fre-
quency within the band gap regime, we can see the phase
velocity of the topological mode change its sign.
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Appendix A: Holstein-Primakoff approximation and
topological Chern integer for magnetostatic spin
waves
In this paper, we considered that magnetic clusters,
either thin rings or circular disks, form a 2-d periodic
lattice; magnetic superlattice. To study their magne-
tostatics and dynamics, we used discrete spin models;
each cluster is discretized into many spins with small
volume element, where the spins are coupled with one
another only via magnetic dipole-dipole interaction. We
first minimize the magnetostatic energy of the discrete
spin models,
E ≡ −1
2
(
∆V
)2 i6=j∑
i,j
∑
a,b=x,y,z
Ma(ri)fab(ri − rj)Mb(rj)
−H∆V
∑
i
Mz(ri), (A1)
to determine a classical spin configuration M0(r). ri
specifies a spatial location of a ferromagnetic spin with
fixed size of moment |M(ri)| = Ms. fab(ri − rj) is the
magnetic dipole-dipole interaction between spin at ri and
spin at rj ;
fab(r) ≡ − 1
4π
( δa,b
|r|3 −
3rarb
|r|5
)
.
∆V denotes a volume element for each spin, whose linear
dimension is of the same order of short-ranged exchange
length lex; For YIG and Iron, lex = 18.4 nm and 2.9 nm
respectively.
Without the field, the energetically stable spin configu-
ration is an array of circular magnetic vortices,23,25,26 re-
specting the periodicity of the square lattice. Under the
out-of-plane field, the configurations acquire finite out-
of-plane moments, which will be fully polarized above a
saturation field. To obtain spin-wave modes, we linearize
the corresponding Landau-Lifshitz equation in favor of
fluctuation fields around the classical spin configuration.
In the discrete spin models, the Landau-Lifshitz equa-
tion take a form of,
∂tMa(ri) = ǫabc
[
−Hδb,z
−∆V
∑
j 6=i
fbd(ri − rj)Md(rj)
]
Mc(ri).
Note that the right hand side suggests that the satu-
ration field and characteristic spin-wave resonance fre-
quency are scaled asMs∆V/l
3. Here l denotes a distance
between the nearest neighbor spins in the discrete spin
models and 1/l3 comes from the dipole-dipole interaction
between them. The small volume element for each spin
should be spatially isotropic, such that the discrete spin
models can approximately describe the Maxwell equation
for magnetic continuum media. This requires ∆V ≃ l3.
As a result, characteristic spin-wave resonance frequen-
cies and saturation field are scaled only by the saturation
magnetization of a constituent material.
The equation of motion is linearized with respect to
a small transverse field m⊥(r) with m⊥(r) ≡ M(r) −
M0(r) and m⊥(r) ⊥ M0(r). With a local spin frame
in which the classical configurationM0(r) becomes fully
polarized along the z-direction, i.e. R(r)M0(r) = Msez
and R(r)m⊥(r) = m(r), the two transverse moments
in the rotated frame m(r) = (mx(r),my(r)) comprise
creation/annihilation operator for spin wave (magnon);
m∓(r) ≡ mx(r)± imy(r).
With this magnon field, the linearized equation reduces
to a generalized Hermitian eigenvalue problem,
i∂t
(
m−(ri)
m+(ri)
)
=
∑
j
σ3
(
H
)
ri,rj
(
m−(rj)
m+(rj)
)
, (A2)
σ3 is a diagonal matrix which takes +1 in the particle
space (m+) and −1 in the hole space (m−), reflecting
the fact that the magnon obeys the bose statistics. In
this particle-hole space, the Hermite matrix is given by
the following 2 by 2 matrix,
(
H
)
ri,rj
≡ −Msα(ri)δri,rj
(
1
1
)
−Ms∆V (1− δri,rj )
(
f++(ri, rj) f+−(ri, rj)
f−+(ri, rj) f−−(ri, rj)
)
.
(A3)
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α(ri) denotes the demagnetization coefficient including
the static out-of-plane field component;
α(ri)M0(ri) = −∆V
∑
j 6=i
f(ri − rj)M0(rj)−Hez,
where the equality holds true provided that the classical
spin configuration gives a local minimum of the magne-
tostatic energy, eq. (A1). fµν(ri, rj) (µ = ±) in eq. (A3)
represents ‘exchange’ process between ri and rj , which
gives rise to propagation of magnon excitation under a
background of the classical spin configuration. The 2 by
2 matrix is defined as(
f++(r, r
′) f+−(r, r
′)
f−+(r, r
′) f−−(r, r
′)
)
=
1
2
(
1 i
1 −i
)(
fxx(r, r
′) fxy(r, r
′)
fyx(r, r
′) fyy(r, r
′)
)(
1 1
−i i
)
.
(A4)
fαβ(r, r
′) (α, β = x, y, z) in the right hand side denotes
the dipolar interaction in the rotated frame,
f(r, r′) ≡ R(r)f(r − r′)Rt(r′). (A5)
To begin with, consider spin-wave exctitations in a cir-
cular ring. We treat the ring as a one-dimensional chain
of many spins which are equally spaced from respective
neighborings and spins along the ring is parameterized
by an angle i.e. rj = r(cos θj , sin θj , 0) with θj =
2pij
M
(j = 1, 2, · · · ,M). ‘r’ denotes the radius of the ring. The
classical spin configuration minimizing the magnetostatic
energy eq. (A1) respects the circular symmetry,
M0(rj) =Ms(− sinϕ sin θj , sinϕ cos θj , cosϕ).
ϕ denotes a relative angle between each spin and the
external magnetic field, which is independent from j due
to the circular symmetry. To introduce a magnon and
its Hamiltonian in a ring, we take a following local spin
frame in eqs. (A3-A5),
R(rj) =

 1 cosϕ − sinϕ
sinϕ cosϕ



 cos θj sin θj− sin θj cos θj
1

 .
Under this gauge, the right hand side of eq. (A5) depends
only on a relative angle between two magnetic elements
along the ring;
f(ri, rj) = f(θi − θj) = − 1
32πa3| sin θi−θj2 |3
{ cθi−θj sθi−θjcϕ sθi−θjsϕ−sθi−θjcϕ cθi−θjc2ϕ + s2ϕ (cθi−θj − 1)cϕsϕ
−sθi−θjsϕ (cθi−θj − 1)cϕsϕ s2ϕcθi−θj + c2ϕ


− 3
2

 −(1− cθi−θj) sθi−θjcϕ sθi−θjsϕ−sθi−θjcϕ (cθi−θj − 1)c2ϕ (cθi−θj − 1)cϕsϕ
−sθi−θjsϕ cϕsϕ(cθi−θj − 1) s2ϕ(cθi−θj − 1)

} (A6)
with cθi−θj ≡ cos(θi − θj), sθi−θj ≡ sin(θi − θj), cϕ ≡
cosϕ, and sϕ ≡ sinϕ. The demagnetization coefficient
in an isolated ring also respects the circular symmetry;
α(rj) = α. Thus, the magnon Hamiltonian for a circular
ring depends only on the relative angle;
i∂t
(
m−(θi)
m+(θi)
)
=
M∑
j=1
σ3
(
H
)
θi−θj
(
m−(θj)
m+(θj)
)
, (A7)
Correspondingly, the spin-wave excitations in a ring are
characterized by the angular momentum variable qJ =
2pinJ
M
(nJ = −M2 ,−M2 + 1, · · · , M2 ) associated with the
circular symmetry;(
m−(θi)
m+(θi)
)
=
∑
nJ
einJθi
(
m−(nJ)
m+(−nJ)
)
. (A8)
The linearized equation is given by
i∂t
(
m−(nJ)
m+(−nJ)
)
= σ3
(
H
)
nJ
(
m−(nJ)
m+(−nJ)
)
, (A9)
with
(H)nJ ≡
∑
j
einJθj (H)θj .
The 2 by 2 Hermite matrix (H)nJ is diagonalized for each
angular momentum in terms of canonical transformation
(2 by 2 paraunitary matrix);
(H)nJ tnJ = σ3 tnJEnJ . (A10)
with a proper normalization t†nJσ3tnJ = 1. Positive def-
inite EnJ stands for a resonance frequency for the spin-
wave excitations in a circular ring. Respective spin-wave
mode is represented by the two-component vector in the
particle-hole space tnJ ; the linearized equation of motion
eq. (A7) is satisfied by
ψqJ (θj) = tnJ e
inJθj−iEnJ t (A11)
with qJ ≡ 2pinJM . Eq. (A11) with nJ = −M2 , · · · , M2 −1, M2
comprise ‘atomic orbital’ wavefunctions within a circular
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ring, which are classified by the total angular momentum
qJ ;
ψqJ (θj + θm) = e
iqJmψqJ (θj).
These wavefunctions gives us bases for tight-binding de-
scriptions of spin-wave excitations in the magnetic super-
lattice.
To obtain spin-wave dispersion relations for volume
modes and edge modes in the magnetic superlattices, we
diagonalize eq. (A3) with a periodic boundary condition
along the x-direction and an open boundary condition
along the y-direction. A system typically contains 9-18
square-lattice unit cell along the y-direction. We mini-
mize the magnetostatic energy, respecting the periodic-
ity of the square lattice, M0(r + ex) = M0(r). So do
α(r), R(r) and (H)ri,rj ; (H)ri+ex,rj = (H)ri,rj−ex .
Correspondingly, we diagonalize the following fourier-
transformed Hamiltonian,
(Hk)ri,rj = −Msα(ri)δri,rj
−Ms∆V
(
fk,++(ri, rj) fk,+−(ri, rj)
fk,−+(ri, rj) fk,−−(ri, rj)
)
,
(A12)
with
fk,σσ′ (r, r
′) = e−ik(r−r
′)x×∑
b
(1 − δr,r′−b)fσσ′ (r, r′ − b)e−ikbx .
with σ, σ′ = ±. The summation over the lattice trans-
lational vector b is taken only along the x-direction and
is over a finite range b ≡ nex with −10 ≤ n ≤ 10. Pro-
vided that the classical spin configuration M0(ri) gives
a local minimum for the magnetostatic energy, the lin-
earized Hamiltonian is paraunitarily equivalent to a pos-
itive definite diagonal matrix Ek: T
†
kHkTk = Ek with
T
†
kσ3Tk = σ3. Each diagonal element in Ek and corre-
sponding column vector in Tk gives a resonance frequency
and wave function for a volume mode and edge mode as a
function of the wave vector k along the x-direction. With
the normalization condition of Tk in mind, an amplitude
of the wave function for the n-th eigen mode at ri is de-
fined as
∑
σ=± σ|(Tk)(rj ,σ|n)|2. We regard the mode as
an edge mode, when more than 70% of the amplitude is
localized along the boundaries of the system (see also the
captions of Figs. 3, 7). Otherwise, we observed that wave
functions are usually extended over the system, and thus
can be regarded as volume modes.
Dispersion relations for the volume modes are also ob-
tained from calculations with periodic boundary condi-
tions imposed on both x and y-direction. The classical
ground-state spin configuration respects the periodicity
of the square lattice,M0(r+ex) =M0(r+ey) =M0(r).
We diagonalize eq. (A12) with k being replaced by k =
(kx, ky), in terms of a paraunitary transformation Tk;
fk,σσ′ (r, r
′) = e−ik(r−r
′)×∑
b
(1− δr,r′−b)fσσ′(r, r′ − b)e−ikb,
with b = nex +mey and −10 ≤ n,m ≤ 10. The topo-
logical Chern integer for the j-th volume mode band is
defined by the j-the column vector of the paraunitary
matrix Tk as
cj ≡ iǫµν
2π
∫
BZ
d2kTr
[
Γjσ3
(
∂kµT
†
k
)
σ3
(
∂kνTk
)]
.
Here Γj takes +1 in the (j, j) component while 0 oth-
erwise. cj takes an integer and describes a topological
structure of a wave function for the j-th volume mode
band in the two-dimensional Brillouin zone (BZ).8,10,27
Appendix B: two-orbital model valid above the
saturation field
When the classical spin configuration is fully polarized
along the out-of-plane field, demagnetization field at the
four corner of a ring, rj = bj + r(cos θj , sin θj) with θj =
0, pi2 , π,
3pi
2 , is much stronger than those in the others.
Here bj denote a coordinate of a center of the ring at
which a spin at rj is included. r is a radius of the ring
(Fig. 13). As a result, soft volume mode bands are mainly
composed of spins localized at θj = 0,
pi
2 , π,
3pi
2 . In such
a case, exchange process between nearest neighbor rings
becomes even larger than that within a same ring. We
thus take into account the former exchange process first,
to introduce atomic orbital wave functions defined on a
link connecting two nearest neighboring rings.
Specifically, we first decompose every ring, rj = bj +
r(cos θj , sin θj), into four quadrants, which are ranged as
−pi4 ≤ θj ≤ pi4 , pi4 ≤ θj ≤ 3pi4 , 3pi4 ≤ θj ≤ 5pi4 , 5pi4 ≤ θj ≤ 7pi4
respectively (Fig. 13(a)). We then combine one quadrant
in a ring (−pi4 ≤ θj ≤ pi4 with bj or pi4 ≤ θj ≤ 3pi4 with
bj) and its closest quadrant of the nearest neighboring
ring (3pi4 ≤ θj ≤ 5pi4 with bj + ex or 5pi4 ≤ θj ≤ 7pi4 with
bj + ey respectively), to make a ‘cluster’ (Fig. 13(b)).
The cluster thus defined is centered at a middle point of
the nearest neighbor x-link or that of the y-link (bj +
ex
2
or bj +
ey
2 respectively). Correspondingly, we decompose
the BdG Hamiltonian in eq. (A3) into two parts, one is
diagonal with respect to a cluster index and the other is
off-diagonal with respect to the cluster index;
(
H
)
ri,rj
=
(
H0
)
ri,rj
+
(
H1
)
ri,rj
, (B1)
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n=0
n=2
n=3
r
bj
θj
x
y
n=1
(a)
(b)
ex
ey
bj
`cluster’
FIG. 13: (Color online) (a) Ring is decomposed into four
quadrants (grey shadow regions), which are ranged as −pi
4
≤
θj ≤
pi
4
(n = 0), pi
4
≤ θj ≤
3pi
4
(n = 1), 3pi
4
≤ θj ≤
5pi
4
(n = 2), 5pi
4
≤ θj ≤
7pi
4
(n = 3) respectively with rj =
bj + r(cos θj , sin θj). Here bj denotes a center of the ring and
r is a radius of the ring. (b) One quadrant in a ring and its
closest quadrant in the nearest neighbor ring are combined
together, to form a cluster (grey shadow region encompassed
by a black dotted line). The cluster thus defined is centered
at bj +
ex
2
(a mid-point of the nearest neighbor x-link) or
bj +
ey
2
(a mid-point of the y-link), where ex and ey are the
basic translational vectors.
with
(
H0
)
ri,rj
= −Msα(ri)δri,rj
(
1
1
)
−Ms∆V×
δ[ri],[rj] ηri,rj
(
f++(ri, rj) f+−(ri, rj)
f−+(ri, rj) f−−(ri, rj)
)
,
(
H1
)
ri,rj
= −Ms∆V η[ri],[rj ]
(
f++(ri, rj) f+−(ri, rj)
f−+(ri, rj) f−−(ri, rj)
)
,
(B2)
where ηri,rj ≡ 1 − δri,rj , η[ri],[rj] ≡ 1 − δ[ri],[rj ] and [ri]
species a cluster in which a spin site ri is included. Now
that the spin configuration is fully polarized, we take the
following frame in eq. (A5),
R(ri) ≡

 cos θi sin θi− sin θi cos θi
1

 . (B3)
with ri ≡ bi + r(cos θi, sin θi). With this rotated spin
frame, the 2 by 2 transfer integrals is given as
(
f++(ri, rj) f+−(ri, rj)
f−+(ri, rj) f−−(ri, rj)
)
=
1
4πR3
{
−
(
e−i(θi−θj)
ei(θi−θj)
)
+
3
2
(
e−i(θi−θj) e−i(θi+θj)+2iϕij
ei(θi+θj)−2iϕij ei(θi−θj)
)}
(B4)
with rj ≡ bj + r(cos θj , sin θj), R ≡ |ri − rj| and
ri− rj ≡ R(cosϕij , sinϕij). In the following, we first di-
agonalizeH0 to introduce ‘orbital wave functions’ within
each cluster. In terms of this orbital basis, we next in-
clude H1 as a inter-cluster transfer integrals.
To carry out this procedure systematically, we further
decompose the diagonal part into two parts, H0 ≡H ′0+
H ′′0 , where (H
′
0)ri,rj is no-zero if and only if both ri and
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rj are within the same quadrant, while (H
′′
0 )ri,rj is non-
zero if ri is in one quadrant and rj is in the other; H
′′
0
plays the part of exchange process between the nearest
neighbor quadrants. Consider first the lowest eigen basis
which diagonalizes H ′0;
H ′0|u±,n,b〉 = σ3|u±,n,b〉(±E), (B5)
where 〈uν,n,b|σ3|uµ,n′,b′〉 = νδν,µδn,n′δb,b′ with ν, µ = ±.
b and b′ denote spatial coordinate of (a center of) the ring
to which the basis belongs, while the subscripts n, n′(=
0, 1, 2, 3) specify the quadrant to which the basis belongs.
For example, 〈rj , τ |u±,0,b〉 is non-zero only when b = bj
and −pi4 ≤ θj ≤ pi4 with rj = bj + r(cos θj , sin θj), while〈rj , τ |u±,1,b〉 is non-zero only when b = bj and pi4 ≤ θj ≤
3pi
4 and so on (see also fig. 13(a) for n = 2, 3). |u+,n,b〉
and |u−,n,b〉 are particle-hole pair to each other,
〈ri, τ |u−,n,b〉 = (σ1)ττ ′〈u+,n,b|ri, τ ′〉, (B6)
with the particle-hole index τ = 1, 2. Due to the four-
fold rotational and square-lattice translational symme-
tries, the lowest eigen frequency in eq. (B5), E, does not
depend on n and b.
Now that −α(rj) in H ′0 has deep minima at θj =
0, pi2 , π,
3pi
2 with rj = bj+r(cos θj , sin θj), the lowest eigen
basis is expected to be localized around these valley bot-
toms,
〈
rj , τ
∣∣u+,n,b〉 ≃ δb,bj(δn,0δθj ,0 + δn,1δθj ,pi2
+ δn,2δθj ,pi + δn,3δθj , 3pi2
)(
u
v
)
τ
. (B7)
(u, v) represents a two-component vector in the particle-
hole space. Near (but above) the saturation field, the
vector is equally-weighted in the particle-hole space,
(
u
v
)
≃
(
i
−i
)
for H & Hc. (B8)
The relative phase between the particle-component (u;
τ = 1) and the hole component (v; τ = 2) was taken −1,
because a condensation of the soft magnon with eq. (B8)
results in an in-plane component which is tangential to
the ring; the in-plane component of the classical spin con-
figuration at H < Hc takes the circular vortex structure
within each ring. Note also that, in eq. (B7), the relative
phase among different quadrants was chosen to be +1,
because of the rotated spin frame, eq. (B3). In the high
field limit, the vector is polarized in the particle space,
(
u
v
)
→
(
1
0
)
for H →∞. (B9)
In terms of the lowest eigen basis of H ′0, H0 takes a
form;
H0 =
∑
b
{(
γ†0,b γ
†
2,b+ex
γ0,b γ2,b+ex
)
E t 0 s
t E s 0
0 s E t
s 0 t E




γ0,b
γ2,b+ex
γ†0,b
γ†2,b+ex


+
(
γ†1,b γ
†
3,b+ey
γ1,b γ3,b+ey
)
E t 0 s
t E s 0
0 s E t
s 0 t E




γ1,b
γ3,b+ey
γ†1,b
γ†3,b+ey


}
(B10)
where γ†n,b / γn,b denotes a creation / annihilation oper-
ator which excites |u+,n,b〉 / |u−,n,b〉 respectively. t and
s are real-valued and represent hopping terms between
two nearest neighboring quadrants in the particle-particle
channel and particle-hole channel respectively,
t ≡ 〈u+,0,b|H ′′0 |u+,2,b+ex〉 = 〈u+,2,b+ex |H ′′0 |u+,0,b〉
= 〈u−,0,b|H ′′0 |u−,2,b+ex〉 = 〈u−,2,b+ex |H ′′0 |u−,0b〉,
(B11)
s ≡ 〈u+,0,b|H ′′0 |u−,2,b+ex〉 = 〈u+,2,b+ex |H ′′0 |u−,0,b〉
= 〈u−,0,b|H ′′0 |u+,2,b+ex〉 = 〈u−,2,b+ex |H ′′0 |u+,0,b〉.
(B12)
The equalities in eqs. (B11,B12) come from the particle-
hole symmetry, π-rotational symmetry and a mirror sym-
metry combined with the time-reversal. Diagonalization
of eq. (B10) introduces orbital wave functions on the
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nearest neighbor x-link as,

β†
−,b+ex
2
β†
+,b+ ex
2
β−,b+ex
2
β+,b+ ex
2

 = 1√2×


ch θ
2
ch θ
2
sh θ
2
sh θ
2−ch θ′
2
ch θ′
2
−sh θ′
2
sh θ′
2
sh θ
2
sh θ
2
ch θ
2
ch θ
2−sh θ′
2
sh θ′
2
−ch θ′
2
ch θ′
2




γ†0,b
γ†2,b+ex
γ0,b
γ2,b+ex

 (B13)
with (ch θ
2
, sh θ
2
) ≡ (cosh θ2 , sinh θ2 ) and
cosh θ =
E + t√
(E + t)2 − s2 , sinh θ =
s√
(E + t)2 − s2 ,
cosh θ′ =
E − t√
(E − t)2 − s2 , sinh θ
′ =
−s√
(E − t)2 − s2 .
β+,b+ ex
2
/β−,b+ex
2
is for a ‘in-phase’/‘out-of-phase’ orbital
formed by γ0,b and γ2,b+ex , whose eigen frequency is√
(E − t)2 − s2/
√
(E + t)2 − s2 respectively. Under the
rotated spin frame, eq. (B3), these two in fact stand for
an ‘in-phase’/‘out-of-phase’ mode formed by a spin at
r = b+(r, 0) and that at r = r+ex− (r, 0) respectively.
Similarly, the in-phase/out-of-phase orbitals between γ1,b
and γ3,b+ey are introduced on the nearest neighboring y-
link, β±,b+ey
2
;
H0 = 2
∑
b
∑
µ=x,y
{√
(E − t)2 − s2 β†
+,b+
eµ
2
β+,b+ eµ
2
+
√
(E + t)2 − s2 β†
−,b+
eµ
2
β−,b+eµ
2
}
. (B14)
An evaluation based on eqs. (B4,B11,B7,B8,B9) sug-
gests that t < 0 near (but above) the saturation field
while t > 0 in the high-field limit. The sign change
is because the two-component vector (u, v) is equally
weighted in the particle-hole space near the saturation
field (eq. (B8)), while it is fully polarized in the particle
space in the high-field limit (eq. (B9)). In the present
model, t changes the sign around H = 1.05Hc, where the
in-phase orbital level goes below the out-of-phase one in
frequency. Thus, in most of the fully polarized regime,
we regard that the in-phase orbital at the x-link and that
at the y-link comprises the lowest two.
In terms of the in-phase orbitals on the x-link and y-
link, we next include H1 as inter-cluster transfer (hop-
ping) integrals. To this end, we first describe H1, us-
ing the eigen basis of H ′0, |uµ,n,b〉 (n = 0, 1, 2, 3 and
µ = ±). The most dominant inter-cluster transfer in-
tegral is mainly from exchange processes between neigh-
boring quadrants within the same ring. In terms of γ†n,b
and γn,b, they are given by
HNN1 =
∑
b
{(
γ†1,b γ
†
0,b γ1,b γ0,b
)


0 A1 0 B1
A
∗
1 0 B1 0
0 B
∗
1 0 A
∗
1
B
∗
1 0 A1 0




γ1,b
γ0,b
γ†1,b
γ†0,b


+
(
γ†3,b+ey γ
†
0,b γ3,b+ey γ0,b
)
0 A2 0 B2
A
∗
2 0 B2 0
0 B
∗
2 0 A
∗
2
B
∗
2 0 A2 0




γ3,b+ey
γ0,b
γ†3,b+ey
γ†0,b


+
(
γ†2,b+ex γ
†
1,b γ2,b+ex γ1,b
)


0 A
∗
2 0 B
∗
2
A2 0 B
∗
2 0
0 B2 0 A2
B2 0 A
∗
2 0




γ2,b+ex
γ1,b
γ†2,b+ex
γ†1,b


+
(
γ†3,b+ey γ
†
2,b+ex
γ3,b+ey γ2,b+ex
)
0 A3 0 B3
A
∗
3 0 B3 0
0 B
∗
3 0 A
∗
3
B
∗
3 0 A3 0




γ3,b+ey
γ2,b+ex
γ†3,b+ey
γ†2,b+ex


+
({
ex, ey
}
, γ
(†)
n,··· →
{
ey,−ex
}
, γ
(†)
n+1,···
)
+
+
({
ex, ey
}
, γ
(†)
n,··· →
{− ex,−ey}, γ(†)n+2,···)+ ({ex, ey}, γ(†)n,··· → {− ey, ex}, γ(†)n+3,···)
}
, (B15)
with
A1 ≡ 〈u+,1,b|H1|u+,0,b〉, (B16)
B1 ≡ 〈u+,1,b|H1|u−,0,b〉, (B17)
A2 ≡ 〈u+,3,b+ey |H1|u+,0,b〉, (B18)
B2 ≡ 〈u+,3,b+ey |H1|u−,0,b〉, (B19)
18
A3 ≡ 〈u+,3,b+ey |H1|u+,2,b+ex〉, (B20)
B3 ≡ 〈u+,3,b+ey |H1|u−,2,b+ex〉. (B21)
The 2nd line and 3rd line in the r.h.s. of eq. (B15) are re-
lated to each other by a combined symmetry between the
time-reversal and a in-plane mirror which interchanges x-
axis and y-axis.
The next dominant inter-cluster transfer integrals are
between the next-nearest-neighbor (NNN) clusters and
they hvae two kinds; one is (σ, σ)-coupling type, which
is between two in-phase orbitals on x-links connected by
ex or those on y-links connected by ey (Fig. 4). The
other is (π, π)-coupling type, which is between two in-
phase orbitals on x-links connected by ey or those on the
y-links connected by ex (Fig. 4). They are given by
H
NNN,σσ
1 =
∑
b
{(
γ†2,b γ
†
0,b γ2,b γ0,b
)


0 C1 0 D1
C
∗
1 0 D1 0
0 D
∗
1 0 C
∗
1
D
∗
1 0 C1 0




γ2,b
γ0,b
γ†2,b
γ†0,b


+
(
γ†2,b γ
†
2,b+ex
γ2,b γ2,b+ex
)
0 C2 0 D2
C
∗
2 0 D2 0
0 D
∗
2 0 C
∗
2
D
∗
2 0 C2 0




γ2,b
γ2,b+ex
γ†2,b
γ†2,b+ex


+
(
γ†0,b γ
†
0,b−ex
γ0,b γ0,b−ex
)
0 C2 0 D2
C
∗
2 0 D2 0
0 D
∗
2 0 C
∗
2
D
∗
2 0 C2 0




γ0,b
γ0,b−ex
γ†0,b
γ†0,b−ex


+
(
γ†2,b+ex γ
†
0,b−ex
γ2,b+ex γ0,b−ex
)


0 C3 0 D3
C
∗
3 0 D3 0
0 D
∗
3 0 C
∗
3
D
∗
3 0 C3 0




γ2,b+ex
γ0,b−ex
γ†2,b+ex
γ†0,b−ex


+
(
ex, γ
(†)
0,···, γ
(†)
2,··· → ey, γ(†)1,···, γ(†)3,···
)}
, (B22)
and
H
NNN,pipi
1 =
∑
b
{(
γ†0,b+ey γ
†
0,b γ0,b+ey γ0,b
)


0 E1 0 F 1
E
∗
1 0 F 1 0
0 F
∗
1 0 E
∗
1
F
∗
1 0 E1 0




γ0,b+ey
γ0,b
γ†0,b+ey
γ†0,b


+
(
γ†2,b+ex+ey γ
†
2,b+ex
γ2,b+ex+ey γ2,b+ex
)
0 E
∗
1 0 F 1
E1 0 F 1 0
0 F
∗
1 0 E1
F
∗
1 0 E
∗
1 0




γ2,b+ex+ey
γ2,b+ex
γ†2,b+ex+ey
γ†2,b+ex


+
(
γ†2,b+ex+ey γ
†
0,b γ2,b+ex+ey γ0,b
)


0 E2 0 F 2
E2 0 F 2 0
0 F
∗
2 0 E2
F
∗
2 0 E2 0




γ2,b+ex+ey
γ0,b
γ†2,b+ex+ey
γ†0,b


+
(
γ†0,b+ey γ
†
2,b+ex
γ0,b+ey γ2,b+ex
)
0 E2 0 F
∗
2
E2 0 F
∗
2 0
0 F 2 0 E2
F 2 0 E2 0




γ0,b+ey
γ2,b+ex
γ†0,b+ey
γ†2,b+ex


+
(
ex, ey, γ0,···, γ
†
0,···, γ2,···, γ
†
2,···,→ ey, ex, γ†1,···, γ1,···, γ†3,···, γ3,···
)}
, (B23)
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with
C1 ≡ 〈u+,2,b|H1|u+,0,b〉, (B24)
D1 = 〈u+,2,b|H1|u−,0,b〉, (B25)
C2 ≡ 〈u+,2,b|H1|u+,2,b+ex〉, (B26)
D2 = 〈u+,2,b|H1|u−,2,b+ex〉, (B27)
C3 ≡ 〈u+,2,b+ex |H1|u+,0,b−ex〉, (B28)
D3 = 〈u+,2,b+ex |H1|u−,0,b−ex〉, (B29)
E1 ≡ 〈u+,0,b+ey |H1|u+,0,b〉, (B30)
F 1 = 〈u+,0,b+ey |H1|u−,0,b〉, . (B31)
E2 ≡ 〈u+,2,b+ex+ey |H1|u+,0,b〉, (B32)
F 2 = 〈u+,2,b+ex+ey |H1|u−,0,b〉. (B33)
Evaluations based on eqs. (B4,B6,B7,B9,B16-B33) sug-
gests that A1 = ia1, A2 = −ia2, A3 = ia3, B1 = b1,
B2 = −b2, B3 = b3, C1 = c1, C2 = −c2, C3 = c3,
D1 = d1, D2 = −d2, D3 = d3, E1 = −e1, E2 = e2,
F 1 = f1, F 2 = −f2 with real and positive a1, a2, a3
(a1 & a2 & a3 > 0), b1, b2, b3 (b1 & b2 & b3 > 0), c1, c2,
c3 (c1 & c2 & c3 > 0), d1, d2, d3 (d1 & d2 & d3 > 0), e1,
e2, f1, f2, (e1 & e2) and (f1 & f2).
Using eqs. (B13), we rewrite Eqs. (B15,B22,B23) in
the basis of the in-phase (β+,b+ ex
2
, β+,b+ ey
2
) and out-
of-phase (β−,b+ ex
2
, β−,b+ ey
2
) orbital wave functions. In
most of the fully polarized regime, the in-phase orbital
level goes below the out-of-phase orbital level. Focusing
on the lowest two volume-mode bands, we thus ignore
those transfer integrals which are involved with out-of-
phase orbitals. This leads to,
H =
∑
b
{
H0 +H
NN
1 +H
NNN
1
}
, (B34)
H0 = ∆β
†
+,b+ ex
2
β+,b+ex
2
+∆β†
+,b+
ey
2
β+,b+ey
2
(B35)
H
NN
1 = (ia+ b)β
†
+,b+
ey
2
β+,b+ ex
2
− (ia+ b)β†
+,b+ey+
ex
2
β+,b+ ey
2
+ (ia+ b)β†
+,b+ex+
ey
2
β+,b+ey+ ex2
− (ia+ b)β†
+,b+ ex
2
β+,b+ex+
ey
2
+ h.c. (B36)
H
NNN
1 = c β
†
+,b+ex
2
β+,b−ex
2
+ c β†
+,b+
ey
2
β+,b− ey
2
+
c′ β†
+,b+ey+
ex
2
β+,b+ ex
2
+ c′ β†
+,b+ex+
ey
2
β+,b+ ey
2
+ h.c.,
(B37)
with
∆ =
√
(E − t)2 − s2 (B38)
a = a1 + 2a2 + a3, (B39)
b =
(b1 + 2b2 + b3) · s√
(E − t)2 − s2 , (B40)
c = − (d1 + 2d2 + d3) · s+ (c1 + 2c2 + c3) · (E − t)√
(E − t)2 − s2 ,
(B41)
c′ =
2(f1 + f2) · s− 2(e1 + e2) · (E − t)√
(E − t)2 − s2 . (B42)
Since the particle space and the hole space is separated
by a large frequency spacing, 2∆, we have also omit-
ted hopping terms in particle-particle channel, such as
β†β† and ββ. a (> 0) and b (> 0) quantify an imaginary
part and real part of the nearest-neighbor inter-cluster
transfer integral, while c (< 0) and c′ (< 0) stand for
the (σ, σ)-coupling and the (π, π)-coupling next-nearest-
neighbor transfer integrals respectively. An amplitude
of transfer integral is inversely proportional to the cubic
in distance (eq. (B4)), so that the (σ, σ)-coupling type
is expected to be larger than the (π, π)-coupling type,
|c| > |c′| (or c1 + 2c2 + c3 > 2e1 + 2e2). Note also that
b → 0 in the limit of H → +∞, where t/E, s/E → 0.
By replacing β+,b+ ex
2
and β+,b+ ey
2
by βb+ ex
2
and β
b+
ey
2
respectively, we have eqs. (12,13).
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