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Abstract
Data flow architectures dedicated to image processing using
mathematical morphology
Christophe Clienti
This thesis report is focused on studying data flow accelerators dedicated to image
processing based on mathematical morphology. The main objective is to provide a pro-
grammable and efficient implementation of basic morphological operators, and to assemble
them in such a way as to provide complex operators with fast operation. In recent years,
morphological algorithm research has been oriented towards finding elegant algorithms to
compute these complex operators, such as geodesic reconstruction and watershed using
priority queues. These complex algorithms often use specific data structures that are hard
to deploy on platforms other than single-core, general-purpose processors. Moreover, these
processors continue their development, not in the field of frequency, but in the field of
parallelism by heightening the number of cores. And because the frequency wall seems to
have been reached, the best way to optimise performance is to use parallelising techniques.
Consequently, we decided on fast implementations of complex mathematical morphology
operators, based on highly parallel simpler operations. In the first part, we study existing
computational kernels for neighbourhood processors and suggest new ones based on recent
advances in mathematical morphology. We also study existing methods of neighbourhood
extraction in a data flow context and describe a new approach to parallelise the extraction
of contiguous neighbourhoods.
In the second part, we use the neighbourhood processors as building blocks, assembling
them in a pipeline. This pipeline is instantiated in a system-on-a-chip as an accelerator
controlled by a simple general-purpose processor operating at low frequency for embedded
image processing applications. The pipeline composition and description is hand crafted,
and so we offer high-level tools to define and generate it easily. Tools also control the
merging of multiple high-level descriptions to build one dynamically reconfigurable at a
coarse grain level by looking for aggregatable parts.
In the third part, we present a description of a basic general purpose processor using
vector instructions deployed in a dataflow context. We combined a VLIW structure with a
cluster in charge of wide vector unit to conciliate instruction level parallelism and data level
parallelism. Numerous VLIW vector processors can be assembled in a pipeline to exploit
temporal parallelism, in the same way of neighbourhood processors, while providing a high
flexibility in terms of programming opportunities. Therefore, such a system can be used to
describe applications at all levels of granularity : fine, medium and coarse.
Finally, we analyse the performance of our system against a multi-core workstation pro-
cessor, and against a graphics processor unit composed of hundreds of processing elements
and executing thousands of micro-threads. In this section we show the relevance of our
approach and in particular the performance of temporal and spatial parallelism exploita-
tions. This joint exploitation allows to reduce drastically the number of cycles per pixel
produced by image processing accelerators and allow us to target efficiently implementa-
tion of mathematical morphology complex operators using basic ones such as erosions or
dilations.
Key words : mathematical morphology, system on chip, FPGA, data flow.
Re´sume´
Architectures flots de donne´es de´die´es au traitement d’images
par morphologie mathe´matique
Christophe Clienti
Nous abordons ici la the´matique des ope´rateurs et processeurs flot de donne´es de´die´s
au traitement d’images et oriente´s vers la morphologie mathe´matique. L’objectif principal
est de proposer des architectures performantes capables de re´aliser les ope´rations simples
de ce corpus mathe´matique afin de proposer des ope´rateurs morphologiques avance´s. Ces
dernie`res anne´es, des algorithmes astucieux ont e´te´ propose´s avec comme objectif de re´-
duire la quantite´ des calculs ne´cessaires a` la re´alisation de transformations telles que les
reconstructions ge´ode´siques ou bien encore la ligne de partage des eaux. Toutefois, les
mises en œuvre propose´es font souvent appel a` des structures de donne´es complexes, telles
que des files d’attente hie´rarchiques, et qui sont difficiles a` employer sur des machines
diffe´rentes des processeurs ge´ne´ralistes monocœurs. Les processeurs standard poursuivant
leur e´volution, non plus vers un accroissement de la fre´quence, mais vers une augmenta-
tion du paralle´lisme, ces imple´mentations ne nous permettent pas d’obtenir les gains de
performance escompte´s a` chaque nouvelle ge´ne´ration de machine.
Nous proposons alors des mises en œuvre rapides des ope´rations complexes de la morpho-
logie mathe´matique par des machines exploitant fortement le paralle´lisme intrinse`que des
ope´rations basiques. Nous e´tudions dans une premie`re partie les processeurs de voisinage
travaillant directement sur un flot de pixels et nous proposons de nouvelles structures de
calculs, ainsi que de nouveaux principes d’extraction du voisinage capables de rechercher
plusieurs voisinages contigus a` un vecteur de pixels.
Dans la seconde partie, nous proposons d’exploiter un pipeline de processeurs de voisi-
nage dans un syste`me sur puce avec comme but de disposer d’une architecture embarquant
un acce´le´rateur programmable pilote´ par un processeur ge´ne´raliste. Nous e´tudions ensuite
des techniques de haut niveau simplifiant la description du pipeline utilise´ dans le circuit.
Ces techniques pre´sente´es adressent e´galement la ge´ne´ration a` gros grains de pipelines
reconfigurables en cherchant parmi plusieurs descriptions les composants pouvant eˆtre mu-
tualise´s.
La troisie`me partie est consacre´e a` la description d’une architecture reposant sur un
flot de processeurs ge´ne´ralistes vectoriels. La structure VLIW ainsi que les instructions
travaillant avec de larges vecteurs permettent d’obtenir, sur un unique cœur, des perfor-
mances e´leve´es. Le raccordement flot de donne´es de ces processeurs nous donne ensuite les
meˆmes possibilite´s qu’un flot de processeurs de voisinage en terme de paralle´lisme tem-
porel, mais nous laisse bien plus de souplesse dans la description du paralle´lisme spatial,
ainsi que dans la description des ope´rations re´alisables a` chaque e´tage. Un syste`me tel que
de´crit dans cette partie peut donc exploiter un paralle´lisme temporel et spatial avec une
granularite´ oscillant entre fine, moyenne et forte.
Nous terminons par une comparaison des architectures pre´sente´es dans ce me´moire avec
une machine ge´ne´raliste multicœurs et e´galement avec un circuit de´die´ a` l’acce´le´ration gra-
phique disposant aujourd’hui d’un grand nombre de processeurs e´le´mentaires et exe´cutant
une grande quantite´ de taˆche de calcul en paralle`le. Nous montrons dans cette partie la
pertinence de notre approche et surtout l’inte´reˆt conjoint de l’exploitation du paralle´lisme
temporel et spatial afin de re´duire au maximum le nombre de cycles par pixel produit en
sortie des ope´rateurs de traitement d’images. Les performances atteintes dans le calcul et
le chaˆınage de ces ope´rateurs prouvent donc l’inte´reˆt de notre approche de de´composition
des ope´rations complexes de morphologie mathe´matique par une suite d’ope´rations simples
hautement paralle´lisables.
Mots clefs : morphologie mathe´matique, syste`me sur puce, FPGA, flot de donne´es,
paralle´lisme.
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Chapitre 1
Introduction
1.1 Contexte et motivations
Nous entendons tre`s souvent que la complexite´ des algorithmes ne cesse de croˆıtre
rendant le travail des architectes toujours plus ardu. Mais derrie`re cette sempiternelle
affirmation se cache malgre´ tout une re´alite´ lie´e a` la demande de fonctionnalite´ ou de
robustesse accrue des applications. Le traitement des images en temps re´el est alors mis a`
mal, car ces nouveaux algorithmes requie`rent une forte puissance de calcul difficile, voire
impossible, a` atteindre dans diffe´rents domaines et principalement celui de l’embarque´.
Trois de´fis majeurs sont a` relever autour du de´ploiement d’applications temps re´el
embarque´es de traitement d’images. Le premier consiste a` disposer d’algorithmes en ade´-
quation avec les architectures et vice versa. En effet, les ope´rateurs de morphologie mathe´-
matique disposent, pour la plupart, de plusieurs mises en œuvre algorithmiques diffe´rentes.
Ces mises en œuvre vont de la version la plus proche de la de´finition mathe´matique jusqu’a`
la version la plus optimise´e algorithmiquement. Les optimisations propose´es d’ordinaire
supposent l’utilisation de processeurs ge´ne´ralistes et reposent sur un objectif de re´duction
du nombre d’ope´rations, ceci meˆme au prix de l’utilisation des structures de donne´es com-
plexes et couˆteuses. On peut citer, par exemple, les files d’attente hie´rarchiques dans le
cadre du calcul de la ligne de partage des eaux. Ces files, lorsqu’elles sont de´ploye´es sur
des circuits de´die´s, donnent naissance a` des circuits trop rigides ne pouvant pas re´aliser les
nombreuses autres e´tapes d’une application.
Le second de´fi correspond a` notre capacite´ a` de´ployer de nouvelles applications toujours
plus robustes et donc ge´ne´ralement plus couˆteuses en calcul. En effet, des ope´rateurs mor-
phologiques conside´re´s comme complexes il y a quelques anne´es sont conside´re´s comme ba-
siques de nos jours. On peut citer comme exemple les segmentations hie´rarchiques d’images
qui utilisent maintenant un grand nombre d’ope´rateurs de ligne de partage des eaux, bien
que le calcul d’une seule ligne de partage des eaux fonctionne de´ja` difficilement en temps
re´el sur une machine embarque´e voire meˆme sur une station de travail.
Le troisie`me de´fi est beaucoup plus technologique, car les syste`mes embarque´s doivent
paradoxalement eˆtre de plus en plus polyvalents pour supporter des puissances de calcul
grandissantes. Ce paradoxe trouve ses fondements dans le fait qu’une augmentation des
puissances de calcul est lie´e a` la diminution de la finesse de gravure en usine. Cette finesse
rend donc de plus en plus couˆteuse la fabrication d’un circuit. Paralle`lement, il est de
− 27 −
1.2. LES ARCHITECTURES FLOTS DE DONNE´ES
moins en moins rentable de re´aliser un circuit purement de´die´ a` un unique algorithme, car
le volume des pie`ces a` atteindre ne cesse d’augmenter. Un circuit plus souple et regrou-
pant plusieurs domaines aura, par construction, un marche´ plus important et pourra donc
supporter plus facilement des couˆts e´leve´s de fabrication.
Nous pouvons alors nous demander comment aborder le domaine de l’embarque´ qui ne
peut bien e´videmment pas se satisfaire uniquement des processeurs ge´ne´ralistes. Plusieurs
possibilite´s s’offrent a` nous et l’on peut, dans un premier temps, de´tourner des circuits
performants au prix de quelques compromis afin de les utiliser dans d’autres domaines. On
peut citer l’exemple des circuits de´die´s a` l’acce´le´ration graphique ou` leur utilisation dans
le domaine scientifique n’est pas un hasard. En effet, il est possible, avec ces circuits, de
disposer de syste`mes puissants assez bon marche´, car ils sont de´ja` rentabilise´s pour leur
domaine premier, a` savoir le monde du jeu et du graphisme. Toutefois, la consommation
de ces syste`mes est assez re´dhibitoire et les versions mobiles de ces derniers sont de nos
jours encore loin de disposer des meˆmes puissances de calcul.
Une autre solution serait de proposer un circuit, non plus oriente´ vers un algorithme,
mais plutoˆt vers un domaine tel que le traitement d’images. Un circuit de´veloppe´ dans ce
cadre a beaucoup plus de possibilite´s de se vendre, pour les raisons que nous avons e´voque´
pre´ce´demment. Une dernie`re solution tre`s prometteuse, qui n’exclut pas la pre´ce´dente, est
de conside´rer les circuits reconfigurables. Nous pouvons citer les circuits logiques program-
mables, qui par leur polyvalence fine, peuvent cibler aussi bien une architecture spe´cifique
d’un algorithme, une architecture spe´cifique d’un domaine ou bien meˆme une architecture
de type processeur du signal ou ge´ne´raliste.
Notre motivation re´side alors dans la ne´cessite´ de proposer des architectures suffisam-
ment flexibles pour appre´hender simultane´ment diffe´rentes formes de paralle´lisme, avec
pour objectif d’obtenir la plus grande puissance de calcul quelles que soient les e´tapes
d’une application a` re´aliser.
1.2 Les architectures flots de donne´es
La morphologie mathe´matique est une discipline formalise´e en 1968 par Georges Ma-
theron et Jean Serra et qui, de`s le de´but, s’est toujours attache´e aux proble`mes de mise en
œuvre efficace d’applications. La morphologie mathe´matique s’est tre`s largement enrichie
au fil des anne´es et de nombreuses applications robustes ont e´te´ de´veloppe´es aussi bien
dans les domaines du me´dical, de la de´fense, de l’automobile et bien d’autres encore.
Des ope´rateurs mate´riels de´die´s, fonctionnant en flots de donne´es dans un premier temps
analogiques puis nume´riques, ont e´te´ de´veloppe´s afin de proposer de puissantes machines de
traitement d’images. Devant l’e´mergence des stations de travail, ces machines sont tombe´es
peu a` peu en de´sue´tude, car les processeurs ge´ne´ralistes proposaient jusqu’a` aujourd’hui une
fre´quence de fonctionnement croissante. Cette e´volution verticale des processeurs garantis-
sait au de´veloppeur de plus grandes puissances de calcul, sans modifier son application, a`
chaque nouvelle ge´ne´ration de processeur.
Le silicium montre aujourd’hui ses limites vis-a`-vis de la fre´quence de fonctionnement
des circuits et la croissance des processeurs se fait maintenant de manie`re horizontale
en augmentant le nombre de cœurs, par exemple, via un mode`le a` me´moire commune
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syme´trique (SMP). Or ce type de croissance ne permet pas un gain en performance directe
comme dans le cas d’une croissance verticale. La gestion des syste`mes multicœurs SMP
est mate´riellement et logiciellement complexe et ces machines ne sont souvent pas les
plus efficaces concernant le traitement d’images en raison de la grande quantite´ d’acce`s
me´moires ne´cessaire. Des proble`mes de quantite´ de cache, de cohe´rence et de partage
des donne´es surviennent rapidement et diminuent fortement l’acce´le´ration escompte´e des
machines multicœurs SMP.
Il est alors impe´ratif de revoir la fac¸on dont la morphologie mathe´matique est mise
en œuvre dans les syste`mes embarque´s. Nous proposons de nous reposer sur sa capacite´
a` pouvoir de´crire la quasi-totalite´ des ope´rateurs complexes via les ope´rateurs de base
que sont l’e´rosion, la dilatation ou encore les transformations tout ou rien. Ces ope´rations
simples sont hautement paralle´lisables et meˆme si elles doivent eˆtre ite´re´es plusieurs cen-
taines de fois pour composer des ope´rations complexes, elles pre´sentent tout de meˆme un
grand inte´reˆt. Ces ope´rations de base rendent possible d’une part, l’exploitation spatiale
du paralle´lisme, car le traitement d’un pixel ne de´pend que d’un nombre limite´ de voisins
connu a` priori et d’autre part, l’exploitation temporelle du paralle´lisme, car ces ope´rations
peuvent eˆtre chaˆıne´es au sein d’un pipeline.
L’utilisation d’architectures flot de donne´es, de´die´es au calcul des ope´rations de base
de la morphologie mathe´matique, reprend alors tout son sens puisque ces machines sont
efficaces et peuvent eˆtre aujourd’hui inte´gre´es en grand nombre dans le meˆme circuit.
1.3 Organisation du me´moire
Nous nous sommes attache´s dans ce me´moire a` pre´senter nos travaux autour des archi-
tectures flots de donne´es qui, a` travers un objectif commun de performance, montrent des
degre´s croissants de programmabilite´, le but final e´tant de s’approcher au plus pre`s d’une
machine ide´ale alliant performance et ge´ne´ricite´.
La premie`re partie se concentre sur les processeurs de voisinage flot de donne´es et
bien que cette architecture ne soit pas des plus re´centes, cela ne nous empeˆche pas de faire
apparaˆıtre de nouvelles structures performantes ainsi que les proble`mes affe´rents de gestion
des voisinages, des bords et de l’acce`s aux donne´es ; proble`mes auxquels nous apportons
des ame´liorations et des solutions. La seconde partie revisite l’assemblage de processeurs
flot de donne´es en pipeline et les proble`mes de rendement et de programmation, dans un
contexte reconfigurable, sont analyse´s. La troisie`me partie montre, via la mise en place de
processeurs VLIW vectoriels, comment peut eˆtre ame´liore´e la souplesse et la performance
des machines flots de donne´es sur puce. Cette performance est d’ailleurs analyse´e dans la
dernie`re partie de ce manuscrit.
1.3.1 Premie`re partie : processeurs de voisinage flots de donne´es
Ce premier chapitre pre´sente le fonctionnement des diffe´rentes structures de proces-
seurs de voisinage existantes. Nous rappelons notamment la structure la plus standard de
processeur de voisinage en exposant clairement les diffe´rents noyaux de calcul disponibles
et en de´taillant, pour chacun d’eux, le mode de gestion des bords a` mettre en place. En
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effet le bon traitement des bords est crucial, car des erreurs a` ce niveau sont de´sastreuses
lorsque des pipelines de processeurs seront mis en œuvre dans la partie suivante.
Apre`s cette analyse, nous pre´sentons nos diffe´rentes e´volutions de la structure du pro-
cesseur, de la structure d’extraction du voisinage et de la structure des noyaux de calculs.
Nous montrons en particulier une nouvelle me´thode d’extraction du voisinage qui permet
d’extraire plusieurs voisinages contigus simultane´ment, sans rompre avec le mode flot de
donne´es des processeurs de voisinage et sans consommation me´moire supple´mentaire.
1.3.2 Deuxie`me partie : chaˆınage de processeurs de voisinage
La force des processeurs de voisinage de´crits dans la partie pre´ce´dente re´side dans leur
capacite´ a` exploiter le paralle´lisme temporel. Leur chaˆınage, au sein d’un pipeline, est donc
naturel. Nous de´taillons ici, sans nous fixer ne´cessairement sur une structure interne de
processeur, une composition ge´ne´rale d’un syste`me sur puce capable d’exploiter un pipeline
de processeurs de voisinage a` plusieurs entre´es.
Nous proposons une me´thodologie de ge´ne´ration et de gestion des pipelines dans le
but de re´pondre a` la proble´matique de sous-utilisation de ces derniers, souvent lie´e a` une
profondeur mal adapte´e au domaine d’applications conside´re´. Nous montrons e´galement
comment, a` partir de plusieurs descriptions fonctionnelles, nous sommes capables de ge´ne´-
rer un unique pipeline, mutualisant un maximum de ressources de toutes les descriptions
initiales. Cette dernie`re technique nous permet alors de ge´ne´rer automatiquement a` la fois
des syste`mes dynamiques avec des chemins de donne´es parame´trables, souples dans la di-
versite´ des ope´rations re´alisables et performants en terme de rapidite´ de traitement des
applications. Cette partie repre´sente une premie`re avance´e dans notre objectif de perfor-
mance et de ge´ne´ricite´ ou de possibilite´ de re´utilisation de l’architecture.
1.3.3 Troisie`me partie : processeurs VLIW vectoriels
Ce chapitre marque un changement fort par rapport aux syste`mes de´crits pre´ce´demment
et introduit la notion de processeur programmable flot de donne´es.
Nous commenc¸ons par pre´senter la structure d’un cœur microcode´ vectoriel pour en-
suite de´crire comment nous pouvons en structurer plusieurs dans un syste`me multicœurs
flots de donne´es sur puce. La structure meˆme du pipeline de´pend du microcode de´ploye´
dans les processeurs et nous permet de travailler a` plusieurs niveaux de granularite´. Une
telle structure nous permet, soit d’utiliser tout le pipeline pour re´aliser une unique ope´-
ration distribue´e sur tous les cœurs, soit de morceler des traitements a` un grain moyen
entre diffe´rents sous-pipelines paralle`les, soit de de´ployer une application comple`te sur un
unique pipeline monolithique. En outre, des exemples varie´s d’utilisation de l’architecture
sont propose´s et de´montre la nouvelle progression re´alise´e en terme de performance et de
ge´ne´ricite´ de l’architecture.
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1.3.4 Quatrie`me partie : comparaisons des diffe´rentes architec-
tures
Les comparaisons de performance tiennent une place importante dans nos travaux, car
elles permettent de juger des gains apporte´s par nos syste`mes vis-a`-vis d’architectures cibles
re´pandues et performantes. Une me´thodologie simple de test est propose´e afin de mettre
en exergue les points forts et faibles de chaque syste`me. Des re´sultats nume´riques sont
pre´sente´s et nous nous sommes attache´s a` proposer un indice de performance en terme
de nombre de cycles par pixels produits. Cet indice e´tant inde´pendant de la fre´quence,
il permet de gommer les aspe´rite´s lie´es aux diffe´rentes technologies de fabrication ou de
re´alisation des acce´le´rateurs et de proposer une comparaison juste et cohe´rente.
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Processeurs de voisinage flots de
donne´es
Un tre`s grand nombre d’ope´rateurs avance´s de morphologie mathe´matique de´coulent
principalement de briques e´le´mentaires base´es sur des ope´rations de voisinage comme des
e´rosions, dilatations ou bien encore des ope´rations tout ou rien. Des algorithmes permettent
de re´aliser ces ope´rateurs sur des processeurs ge´ne´ralistes de manie`re efficace en exploitant
des structures de donne´es plus ou moins complexes telles que des histogrammes ou bien
encore des files d’attente hie´rarchiques. La re´alisation d’architectures de´die´es, exploitant de
telles structures de donne´es, donne souvent naissance a` des syste`mes tre`s rigides, disposant
parfois de plusieurs bancs me´moires ou encore ne fonctionnant pas dans un temps de´ter-
ministe. Nous avons donc oriente´ notre travail vers la re´alisation de briques e´le´mentaires
via des processeurs de voisinage flots de donne´es. Ces derniers e´tant efficaces, simples a`
mettre en œuvre et ayant de fortes possibilite´s de paralle´lisation et de chaˆınage pour cre´er
facilement les ope´rations avance´es de morphologie mathe´matique.
Ce chapitre aborde les diffe´rentes structures des processeurs de voisinage ainsi que les
diffe´rents calculs re´alisables. Nous conside´rons ici un processeur flot de donne´es comme
e´tant un ope´rateur caˆble´ dont la transformation est se´lectionne´e avant l’acheminement,
au fil de l’eau, des donne´es. L’objectif est de disposer d’un syste`me capable de traiter au
plus vite les pixels d’une image avec un minimum de controˆle. Habituellement, ce type
d’ope´rateur est rele´gue´ au niveau de la chaˆıne de pre´traitement d’une application, car juge´
trop rigide de par sa structure. Toutefois, nous montrerons leur inte´reˆt dans le cadre de la
morphologie mathe´matique au fil des chapitres.
Nous allons de´tailler les diffe´rentes structures des processeurs de voisinage et nous
commencerons par en de´tailler l’architecture la plus commune. Nous analyserons et propo-
serons ensuite des structures proches permettant la mise en place d’une re´cursion pendant
le traitement des donne´es ou bien encore une nouvelle structure d’extraction paralle`le des
voisinages. Cette dernie`re structure permet un acce`s simultane´ a` des groupes de voisins
contigus, ame´liorant ainsi les performances et diminuant la latence du traitement. Nous
aborderons e´galement d’autres architectures de´die´es aux e´le´ments structurants de type seg-
ment et nous pre´senterons une nouvelle optimisation dans ce domaine afin d’e´conomiser
une grande partie de la me´moire employe´e. Enfin, une conclusion est propose´e sous forme
d’un re´capitulatif et d’une analyse des performances des syste`mes mis en jeu ici.
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2.1 Avant propos
Dans le contexte des architectures de´die´es au traitement d’images, il est possible de
trouver un grand nombre de structures. Deux cate´gories existent, les architectures asyn-
chrones [27] et les architectures synchrones. E´tant focalise´s sur un type de traitement bas
niveau, nous ne nous inte´resserons ici qu’aux architectures synchrones et paralle`les.
Une classification des architectures des ordinateurs a e´te´ propose´e par Flynn[29] et se
de´compose en quatre cate´gories :
– SISD, Single Instruction stream Single Data stream : il s’agit de la machine se´quen-
tielle standard, ne contenant aucun paralle´lisme.
– MISD, Multiple Instruction stream Single Data stream : tre`s peu employe´e seule,
cette architecture permet a` plusieurs processeurs de travailler sur la meˆme donne´e
– SIMD, Single Instruction stream Multiple Data stream : plusieurs processeurs exe´-
cutent la meˆme instruction sur plusieurs donne´es (processeurs vectoriels...)
– MIMD, Multiple Instruction stream Multiple Data stream : plusieurs processeurs exe´-
cutent plusieurs instructions sur plusieurs donne´es (multiprocesseur...)
Toutefois, cette classification des architectures met principalement en exergue le mode
de fonctionnement du paralle´lisme via la configuration du re´seau entre les diffe´rentes unite´s
de calculs. Aucune hypothe`se n’est formule´e concernant la nature spatiale ou temporelle
du paralle´lisme. C’est la raison pour laquelle nous diffe´rencions deux grandes classes de
machine : les machines a` re´partition spatiale du paralle´lisme et les machines a` re´parti-
tion temporelle du paralle´lisme. Il existe bien entendu des passerelles entre les deux, une
machine peut travailler localement avec un paralle´lisme spatial, mais globalement avec un
paralle´lisme temporel.
2.1.1 Paralle´lisme spatial
Nous pre´sentons ici les deux grandes classes de paralle´lisme spatial utilise´es en pratique.
Toutefois, nous dissocions les machines vectorielles des machines SIMD, car meˆme si dans
les deux cas une seule instruction est exe´cute´e par cycle pour plusieurs donne´es traite´es,
la gestion de la me´moire est souvent tre`s diffe´rente. En effet, les machines vectorielles ont
tre`s souvent acce`s a` la me´moire dans sa globalite´ alors que les machines SIMD disposent
tre`s souvent d’une me´moire distribue´e dans tous les e´le´ments de calcul.
Machines vectorielles Les processeurs vectoriels sont ge´ne´ralement compose´s de plu-
sieurs unite´s de calculs connecte´es a` plusieurs bus de communication. On retrouve ge´ne´ra-
lement a` la fois des unite´s vectorielles et scalaires, chacune de´die´e a` une classe de calcul
(entier, flottant...). Un exemple d’une telle machine est donne´ a` la figure 2.1 repre´sentant
le premier Cray [64].
La particularite´ des machines vectorielles re´side dans leur capacite´ a` abstraire le nombre
des e´le´ments d’un registre vectoriel vis-a`-vis du nombre physique d’unite´s de calcul e´le´men-
taires. Cette particularite´ engendre, selon le nombre des unite´s de calcul, un nombre de
cycles variable pour exe´cuter une instruction.
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Fig. 2.1: Vue ge´ne´rale de la machine vectorielle Cray de premie`re ge´ne´ration
Machines SIMD Les machines SIMD sont compose´es d’e´le´ments de calcul (PE) rac-
corde´s entre eux via un syste`me d’interconnexion mono ou multidimensionnel. Chaque PE
exe´cute la meˆme instruction a` un cycle donne´ et la me´moire du syste`me est ge´ne´ralement
distribue´e dans chacun d’eux.
La machine AIS-5000 [66] pre´sente un raccordement des PE bit-se´rie sous la forme
d’une chaˆıne monodimensionnelle. Les diffe´rents PE se programment via une table de
ve´rite´ programmable par l’utilisateur et disposent d’un maximum de quatre ope´randes en
entre´es pouvant eˆtre lues en me´moire. La chaˆıne reliant les diffe´rents PE permet e´galement
d’alimenter les ope´randes via la me´moire des PE voisins. Une vue synthe´tique du tableau
de PE est propose´e en figure 2.2.
D’autres topologies entre les PE sont possibles et notamment une structure bidimen-
sionnelle telle que celle de la machine PAPRICA [18][19] de´die´e au traitement d’images par
morphologie mathe´matique. Cette machine, pre´sente´e en figure 2.3, embarque un tableau
de 16 PE groupe´s dans une grille 4×4 afin de ge´rer simplement les ope´rations de voisinage
ainsi que le traitement des images par feneˆtrage. La matrice des PE est optimise´e pour
re´aliser des calculs paralle`les sur quatre voisinages 3× 3 dont les pixels centraux sont tous
juxtapose´s.
Machines MIMD Les machines MIMD sont construites a` partir de plusieurs processeurs
inde´pendants, exe´cutant chacun leur programme et relie´s par un syste`me d’interconnexion
synchrone ou asynchrone. Un bon exemple est le Transputer [6],[52] propose´ par Barron en
1983, qui pouvait eˆtre compose´ d’un grand nombre de microprocesseurs chacun intercon-
necte´ a` quatre voisins par un re´seau asynchrone. La figure 2.4 pre´sente une vue simplifie´e du
Transputer et la figure 2.5 propose quelques exemples de topologies de re´seau re´alisables.
D’autres machines MIMD plus oriente´es vers le traitement d’images existent, notam-
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Fig. 2.2: Vue ge´ne´rale de la machine AIS-5000
Fig. 2.3: Vue ge´ne´rale de la machine PAPRICA
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Fig. 2.4: Structure d’un noeud de calcul du Transputer
Structure en anneau Structure en double anneau
Structure en arbre binaire Structure en tore
Structure en grille Structure en hybercubea
aLa dimension maximale d’un hypercube avec le Transputer est quatre en raison du nombre de liens
de communication limite´s a` quatre par e´le´ment de calcul de la machine
Fig. 2.5: Structure d’un noeud de calcul du Transputer
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ment la machine GPIP d’Hitachi [76]. Cette machine, dont la vue ge´ne´rale est propose´e en
figure 2.6, se compose de 64 processeurs. Chaque processeur consiste en un DSP accompa-
gne´ d’une me´moire externe de 512K octets. Une unite´ de controˆle de chemin, situe´e entre
le DSP et sa me´moire locale permet la liaison entre processeurs voisins, la liaison ainsi
forme´e constitue un pipeline en anneau. Cette liaison controˆle´e par une unite´ de gestion de
l’anneau fournit un me´canisme pour l’e´change de donne´es image entre processeurs, pour la
diffusion d’une meˆme image a` l’ensemble des processeurs et e´galement pour la circulation
de re´sultats interme´diaires entre les processeurs.
Fig. 2.6: Vue globale de la machine gpip d’Hitachi
2.1.2 Paralle´lisme temporel
L’exploitation de ce paralle´lisme est ge´ne´ralement re´alise´e en raccordant, dans une
structure systolique ou pipeline, un grand nombre de processeurs exe´cutant ou non la meˆme
ope´ration. Les processeurs sont ge´ne´ralement line´airement connecte´s et un flot d’images
est guide´ a` travers. L’avantage d’une telle structure est de pouvoir chaˆıner les diffe´rentes
ope´rations de traitement d’images a` re´aliser en une seule passe dans la machine.
La machine Cytocomputer [50] est un exemple de pipeline line´aire compose´ de proces-
seurs de voisinage 3 × 3. Les images entrent dans le pipeline comme un flot de pixels au
format balayage ligne et progressent dans le pipeline a` un rythme constant. A` l’issue de
la phase d’initialisation du pipeline, les pixels calcule´s sortent au rythme des pixels d’en-
tre´e. Chaque e´tage comprend un ensemble de registres a` de´calage capable de me´moriser
deux lignes contigue¨s d’une image tandis qu’une feneˆtre de registres me´morise les 9 pixels
d’un voisinage qui constituent la feneˆtre d’entre´e 3× 3 du module logique de voisinage. Ce
module re´alise la transformation programme´e du pixel central et de ses huit voisins.
On peut e´galement citer les machines PIPE[37],[72] et PIMM1[40] qui sont tre`s simi-
laires au Cytocomputer, mais qui ont l’avantage d’eˆtre pilote´es par un syste`me hoˆte afin
d’ite´rer plusieurs passes dans le pipeline.
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2.1.3 Synthe`se
Les diffe´rents types de paralle´lisme pre´sente´s couvrent une grande partie du spectre des
machines paralle`les. Les structures cite´es comme exemple pre´sentent souvent l’avantage
d’eˆtre purement de´die´es a` une cate´gorie de paralle´lisme. Nous verrons dans le chapitre 4
que la tendance de nos jours est de me´langer toutes ces formes de paralle´lismes pour un
besoin sans cesse grandissant en puissance de calcul.
Nous allons, dans les prochaines sections, nous attarder sur le fonctionnement meˆme
d’un processeur de voisinage inse´re´ au sein d’une machine exploitant le paralle´lisme tem-
porel. Nous pre´senterons d’une part, les nouveaux noyaux de calculs employables dans le
cadre de re´centes avance´es en morphologie mathe´matique et d’autre part, une nouvelle me´-
thode d’extraction paralle´lise´e du voisinage ainsi que diffe´rentes avance´es dans la gestion
des noyaux de type segment.
2.2 Structure standard
2.2.1 Ge´ne´ralite´s
Les processeurs de voisinage ont e´te´ parmi les premie`res architectures nume´riques ou
meˆme analogiques a` re´aliser des ope´rations de traitement d’images base´es sur des calculs
line´aires ou non en conside´rant les voisinages d’une image. On peut citer l’ASIC PIMM1[40]
qui permettait de traiter des images 8 bits avec des voisinages de taille maximum 3x3 en
trame carre´e ou avec des hexagones unitaires en trame hexagonale. Ce circuit e´tait de´voue´
a` des calculs de morphologie mathe´matique varie´s comme des e´rosions, des dilatations,
des transformations tout ou rien ou encore des ope´rations ge´ode´siques par propagation.
PIMM1 pouvait soit fonctionner avec ses 8 unite´s de calculs binaires en paralle`le pour
traiter des images en teinte de gris, soit fonctionner avec ses 8 unite´s de calculs en se´rie pour
chaˆıner huit ope´rations de voisinage sur des images binaires. Les technologies de l’e´poque
ne permettaient raisonnablement pas d’embarquer la me´moire ne´cessaire au stockage de
deux lignes d’une image au sein du circuit. Ces deux lignes e´tant ne´cessaires a` l’extraction
d’un voisinage 3×3 comme nous le verrons plus tard dans ce me´moire. De la meˆme manie`re,
il e´tait difficile de pouvoir disposer de plus d’un processeur de voisinage 8 bits par circuit
ou meˆme d’envisager d’autres unite´s de calcul pour travailler, par exemple, sur des filtres
de rang.
Nous proposons ici de reprendre l’e´tude d’un tel processeur en conside´rant les moyens
actuels, a` la fois en terme technologique, mais aussi en terme d’algorithme puisque de
nouvelles avance´es ont e´te´ re´alise´es dans ces deux domaines. Les processus de fabrication
suivent la loi de Moore[56] et permettent aujourd’hui d’envisager la mise en place d’un
grand nombre de processeurs de voisinage dans le meˆme circuit. On observe e´galement la
maturite´ de circuits logiques programmables qui permettent la reconfiguration dynamique
et partielle[25] du circuit. Nous avons ainsi la possibilite´ d’embarquer plusieurs structures
mate´rielles optimales a` chaque e´tape d’un traitement. Il n’est donc plus ne´cessaire de
disposer d’un processeur re´alisant toutes les ope´rations possibles.
Avant d’aborder les diverses possibilite´s de calculs re´alisables avec un processeur de
voisinage, il est ne´cessaire de proce´der a` une petite introduction concernant l’extraction du
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voisinage et a` une explication du proble`me des bords. Nous reviendrons plus en de´tail sur
ces points dans les prochaines sections.
Nous de´finissons un sens de parcours direct comme e´tant un balayage des lignes d’une
image de gauche a` droite puis de haut en bas. Le sens de parcours indirect est donc un
balayage des lignes d’une image de droite a` gauche puis de bas en haut. Un exemple est
pre´sente´ en figure 2.7 et l’on remarque qu’il est possible de re´aliser un parcours indirect
d’une image en parcourant dans le sens direct la meˆme image ayant subi une syme´trie
centrale.
Fig. 2.7: De´finition du sens de parcours d’une image
Nous supposons maintenant avoir, a` chaque instant t, tous les voisins d’un pixel donne´
d’une image et dont les bords ont e´te´ ge´re´s en remplac¸ant les pixels par des valeurs n’in-
fluenc¸ant pas le calcul. Un exemple est pre´sente´ en figure 2.8 ou` l’on extrait un voisinage
carre´ 3× 3 au bord de l’image. Le flot de pixels e´tant stocke´ en me´moire de fac¸on contigue¨
et sans padding, le syste`me d’extraction seul n’est pas capable de remplacer les valeurs
hors de l’image. Il faut lui adjoindre un syste`me de gestion des bords comptant les lignes
et les colonnes de l’image pour que les bords soient correctement pris en compte a` chaque
instant.
Fig. 2.8: Extraction d’un carre´ 3× 3
Le cas de la maille 6-connexe ou hexagonale est traite´e de la meˆme manie`re que les
bords de l’image. En effet pour re´aliser un calcul avec un hexagone il est ne´cessaire de
de´sactiver certains voisins en fonction de la parite´ des lignes ou des colonnes. La figure 2.9
pre´sente, pour un hexagone de rayon 1, les voisins a` prendre en compte en fonction de la
parite´ de la ligne relative au centre de l’e´le´ment structurant.
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Fig. 2.9: Exemple de simulation d’un hexagone en maille 8-connexe
L’architecture d’un processeur de voisinage est re´alise´e pour un noyau maximal donne´,
par exemple un carre´ 3×3. Il peut eˆtre inte´ressant de pouvoir disposer d’un noyau compor-
tant moins de voisins sans ge´ne´rer une nouvelle architecture. C’est la raison pour laquelle
l’e´tat de l’unite´ de gestion des bords peut eˆtre force´ pour toujours invalider certains voisins.
L’unite´ de gestion des bords est donc un e´le´ment central du syste`me, car en plus de
sa fonction premie`re, elle est en mesure d’assurer une e´mulation d’une maille 6-connexe et
de parame´trer les formes des noyaux. Nous reviendrons un peu plus en de´tail sur ce point
dans la prochaine section de ce chapitre.
2.2.2 Vue globale
Le but d’une telle structure est de produire a` chaque cycle le re´sultat d’une ope´ration de
voisinage. Le syste`me se compose donc d’une unite´ de calcul, d’une unite´ d’extraction du
voisinage et d’une unite´ de gestion des bords. Une vue ge´ne´rale de la structure est propose´e
en figure 2.10. Nous allons nous attarder, dans les prochaines sections, sur la manie`re
de composer un processeur de voisinage et en particulier sur la me´thode d’extraction du
voisinage, sur la gestion correcte des bords et sur les diffe´rents noyaux de calculs pouvant
eˆtre embarque´s.
Fig. 2.10: Structure ge´ne´rale d’un processeur de voisinage simple
2.2.3 Extraction du voisinage
L’objectif d’un processeur de voisinage est d’extraire les voisinages d’une image tout en
e´tant alimente´ par un flux vide´o standard de pixels. Il n’est donc pas possible d’acce´der,
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ale´atoirement, a` tous les voisins de´sire´s d’une image. Il faut ainsi mettre en place des
me´moires stockant des lignes de l’image afin de pouvoir faire un calcul avec un noyau
compose´ de M lignes et N colonnes. L’approche standard consiste a` utiliser M − 1 lignes
a` retard et M ×N registres, deux structures sont pre´sente´es en figure 2.11 en conside´rant
par exemple un voisinage maximum 3× 3.
Fig. 2.11: Unite´s d’extraction de voisinages
Nous privile´gierons la seconde structure dans la suite de cette section. Bien entendu, les
lignes a` retard ne doivent pas avoir une taille fixe, mais doivent pouvoir eˆtre parame´tre´es
avec une taille k apre`s synthe`se du circuit. On peut pour cela utiliser une me´moire double
port avec l’adresse d’e´criture initialise´e a` k − n et l’adresse de lecture initialise´e a` ze´ro. Le
parame`tre n de´pend de la latence des me´moires et du nombre de colonnes N du voisinage
dans le cas de la seconde structure de´crite en 2.11. Les adresses sont incre´mente´es a` chaque
cycle graˆce a` des compteurs ce qui a pour effet de cre´er une ligne a` retard parame´trable.
La structure peut eˆtre rendue plus souple par l’ajout de multiplexeurs afin de modifier
la structure du voisinage. On peut par exemple court-circuiter les lignes a` retard pour
disposer d’un voisinage de type segment de taille M ·N comme le montre la figure 2.12.
Fig. 2.12: Variante de l’unite´ d’extraction de voisinages
2.2.4 Gestion des bords
La gestion des bords est un proble`me complexe, car fonction du type d’algorithme a`
exe´cuter. En outre, nous avons meˆme vu qu’il e´tait parfois ne´cessaire d’en de´porter une
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partie ou la totalite´ dans les unite´s de calcul. C’est pour cette raison que cette unite´ est
compose´e de deux blocs, un premier charge´ de de´tecter lorsque l’on se trouve sur un bord
de l’image et un second charge´ d’appliquer une politique de bord en remplac¸ant les valeurs
du voisinage, hors de l’image, par une valeur pre´de´termine´e. Ce dernier bloc peut eˆtre
court-circuite´ s’il s’ave`re ne´cessaire de ge´rer les bords au niveau de l’unite´ de calcul.
Le changement de la topologie du voisinage pre´sente´e dans la section pre´ce´dente influe
e´galement sur le bloc charge´ de la de´tection des bords, car meˆme si le nombre de voisins
ne change pas, leur politique de de´se´lection varie en fonction de la topologie. Par exemple,
un e´le´ment structurant 1 × 9 aura des proble`mes de bords uniquement sur les bords Est
et Ouest alors qu’un e´le´ment structurant 3 × 3 aura des proble`mes de bords dans toutes
les directions. La figure 2.13 propose une carte du nombre de cycles lignes/colonnes de
de´se´lection pour chacun des voisins d’un e´le´ment structurant 7 × 7. Par exemple, pour le
voisin Nord-Ouest (3,3), il est ne´cessaire de le de´sactiver durant les trois premie`res lignes
et les trois premie`res colonnes de chaque ligne.
Fig. 2.13: Crite`re de de´se´lection des voisins d’un e´le´ment structurant 7× 7
Le premier bloc charge´ de la de´tection des bords est pre´sente´ en figure 2.14. Nous nous
plac¸ons dans le cas d’un e´le´ment structurant 7× 7 avec les colonnes nume´rote´es de gauche
a` droite de C0 a` C6 et les lignes de haut en bas de L0 a` L6.
Les sorties de cette unite´ permettent de choisir quelles couples lignes/colonnes doivent
eˆtre de´se´lectionne´s. L’unite´ de de´selection doit donc juste eˆtre capable de re´agir a` ces
signaux pour remplacer certaines valeurs du voisinage par la politique de gestion des bords
choisie. Cette unite´, pre´sente´e en figure 2.15, se compose ainsi d’un multiplexeur a` deux
entre´es par voisin, une entre´e pour le pixel provenant de l’unite´ de voisinage et une entre´e
provenant d’un registre contenant la valeur du bord de´sire´e. On peut aussi utiliser deux
registres (B1, B2) contenant chacun une valeur de bord pour simuler un damier autour de
l’image, utile pour les filtres de rang. La commande de ces multiplexeurs est re´alise´e par
l’unite´ de de´tection des bords, mais peut eˆtre e´galement force´e (signal “s”) pour avoir la
possibilite´ de choisir quels voisins doivent eˆtre actifs pour le calcul. On utilise alors, dans
ce cas de figure, une porte OU avant la commande du multiplexeur. Il est encore possible
a` ce niveau de mettre en place la gestion de la maille hexagonale en de´sactivant une ligne
sur deux des couples de voisins.
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Fig. 2.14: Bloc de de´tection des bords pour un e´le´ment structurant 7× 7
Fig. 2.15: Unite´ de de´selection du voisinage
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2.2.5 Noyaux de calcul basiques
2.2.5.1 E´rosion et Dilatation
L’e´rosion ε et la dilatation δ font parties des ope´rations de base de la morphologie
mathe´matique et sont de´finies de la manie`re suivante :
[εB(f)](x) = min
b∈B
(f(x+ b))
[δB(f)](x) = max
b∈B
(f(x+ b))
L’e´le´ment structurant B repre´sente la feneˆtre dans laquelle est recherche´ le minimum
ou le maximum autour de chaque pixel de f .
La proprie´te´ de dualite´ entre l’e´rosion et la dilatation, importante dans le domaine des
architectures mate´rielles, est propose´e ci-apre`s :
[εB(f)](x) = ([δB(f
c)](x))c
Cette proprie´te´ permet d’utiliser un circuit de´die´ uniquement a` l’e´rosion et de com-
ple´menter l’entre´e et la sortie du syste`me afin de disposer gratuitement d’une dilatation.
Cette proprie´te´ est valable aussi bien dans le cadre des images binaires que dans le cadre
des images a` niveaux de gris.
Ces ope´rations ne sont pas ne´cessairement utiles seules, mais doivent eˆtre combine´es
pour cre´er des ope´rateurs de filtrages, de de´tection de contours, ou bien des ope´rateurs de
segmentations tels que pre´sente´s dans la suite de l’ouvrage.
L’e´rosion ou la dilatation sont des cas particuliers de filtres de rang ou` il n’est pas
obligatoire de proce´der a` un tri des pixels. Un simple minimum ou maximum sur le pixel
central et l’ensemble de ses voisins suffit comme le montre la figure 2.16 ou` l’on recherche
le minimum parmi les 9 valeurs d’un voisinage carre´ 3× 3.
Les registres entre les diffe´rents ope´rateurs de calcul ne sont la` qu’a` titre indicatif et leur
quantite´ de´pend de la taille maximale des chemins critiques admissibles lors de la synthe`se
de l’architecture.
Une telle structure voit sa taille croˆıtre lorsque l’on augmente le nombre de voisins,
car ce dernier correspond au nombre d’ope´rateurs min/max composant l’arbre de calcul.
Dans le cas ge´ne´ral, si le noyau dispose de N e´le´ments (en comptant donc le pixel central)
il faudra N − 1 ope´rateurs min/max. Dans le cas d’un e´le´ment structurant rectangulaire
de taille I × J (I correspond au nombre de lignes et J au nombre de colonnes) le nombre
d’ope´rateurs min/max est :
Nmin/max = I · J − 1
Les calculs sur tous les voisins e´tant identiques, il est possible de re´duire la taille de
l’arbre de`s lors qu’un sens de parcours de l’image est connu. Par exemple, un balayage
direct tel que pre´sente´ dans la figure 2.17 permet d’e´conomiser des ope´rateurs, car le calcul
du minimum ou du maximum sur une colonne du voisinage a` l’instant t est stocke´ dans un
registre pour ne pas refaire ce meˆme calcul au temps t+ 1 sur la colonne voisine.
L’exemple d’arbre optimise´ permet de travailler avec les e´le´ments structurants centre´s
de´crits en 2.18. Les multiplexeurs ont plusieurs roˆles, ils permettent une gestion des bords
Est et Ouest de l’image, mais aussi de prendre en compte soit le minimum de la colonne
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Fig. 2.16: Arbre de recherche du minimum conside´rant un pixel et ses 8 voisins
Fig. 2.17: Arbre re´duit de recherche du minimum conside´rant un pixel et ses 8 voisins
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soit la valeur centrale de cette dernie`re graˆce aux registres “f1”, “f2”ou“f3”. Les commandes
“b1” et “b2” doivent donc eˆtre pilote´es via l’unite´ d’extraction des pixels de fac¸on a` avoir
un controˆle cohe´rent puisque c’est a` ce niveau que les bords Nord et Sud de l’image sont
pris en compte.
Fig. 2.18: E´le´ments structurants utilisables avec l’arbre de calcul optimise´ du minimum de la figure 2.17
La quantite´ d’ope´rateurs min/max de cette structure optimise´e, avec l’utilisation d’un
e´le´ment rectangulaire de taille I × J , est de´finie de la manie`re suivante :
Nmin/max = I + J − 2
Il faut tout de meˆme prendre garde aux bords de l’image, car des colonnes et des lignes
du voisinage doivent eˆtre de´sactive´es lors du calcul du minimum/maximum. Nous avions
suppose´ pre´ce´demment que l’unite´ en charge de l’extraction des voisinages changeait les
valeurs hors de l’image de manie`re a` ne pas perturber le calcul (dans le cas d’une e´rosion,
on change ces valeurs par la plus grande valeur possible donne´e par la taille du codage des
pixels), mais dans le cas de l’arbre de calcul optimise´, le syste`me de gestion des bords doit
eˆtre de´porte´ en partie dans ce dernier. De plus, le cas de la maille hexagonale simule´e en
forc¸ant certaines valeurs du voisinage doit eˆtre comple`tement pris en charge, non plus au
niveau de l’extraction du voisinage, mais dans l’unite´ de calcul. Nous avons e´galement perdu
la possibilite´ d’invalider n’importe quel voisin de l’e´le´ment structurant sans compliquer
davantage l’arbre de calcul.
2.2.5.2 Les filtres de rang
Les filtres de rang sont des filtres non line´aires permettant la se´lection d’un pixel parmi
un ensemble de pixels connexes. Le calcul sur un noyau se de´roule en deux e´tapes, tout
d’abord un tri des pixels est re´alise´ afin d’ordonner l’ensemble pour ensuite choisir un pixel
en fonction de sa position (de son rang) dans cet ensemble. Trois rangs se distinguent plus
particulie`rement et sont la base des ope´rateurs suivants lorsqu’ils sont ite´re´s sur tous les
voisinages de l’image :
– le rang minimum qui produit l’e´rosion
– le rang me´dian qui produit le filtre me´dian
– le rang maximum qui produit la dilatation
Si l’on conside`re que le tri doit fonctionner avec une cadence correspondant a` la pe´riode
du syste`me, et que le nombre des valeurs est assez limite´, il est judicieux de mettre a` plat
un algorithme de tri simple tel qu’un tri a` bulle. Cet algorithme souvent peu utilise´ pour
trier une quantite´ de donne´es supe´rieure a` une vingtaine d’e´le´ments posse`de dans notre
cas de bonnes proprie´te´s concernant les chemins de donne´es. En effet les comparaisons des
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valeurs se faisant deux a` deux, la complexite´ des interconnexions dans l’arbre de calcul est
relativement simple a` pre´de´terminer.
On de´finit un atome de tri comme e´tant un ope´rateur renvoyant la valeur minimale
et maximale parmi deux valeurs, cet ope´rateur est donc compose´ d’un ope´rateur max et
d’un ope´rateur min. On de´finit e´galement un e´tage de tri comme e´tant une structure dans
laquelle un certain nombre d’atomes de tri sont dispose´s en paralle`le. Un exemple de tri
avec un e´le´ment structurant 8-connexe est pre´sente´ en figure 2.19.
Fig. 2.19: Unite´ de tri a` bulle de 9 valeurs
L’e´quation ci-dessous permet de connaˆıtre, pour un nombre N de valeurs a` trier, le
nombre ne´cessaire d’atomes de tri Natomes pour la mise en œuvre du tri a` bulle :
Natomes =
N · (N − 1)
2
Le tri a` bulle pre´sente l’avantage d’avoir des chemins de donne´es relativement simples,
mais consomme un grand nombre d’atomes de tri. Il est possible de mettre en place le
principe diviser pour re´gner utilise´ dans les algorithmes de tri rapide au prix d’une inter-
connexion plus complexe entre les e´tages de l’unite´ de calcul. Un tel exemple est pre´sente´
en figure 2.20 ou` le tri de neuf valeurs est re´alise´ avec seulement 25 atomes de tri contre
36 pour un tri a` bulle standard.
La gestion des bords est proble´matique dans le cadre des filtres de rang autres que
l’e´rosion et la dilatation. En effet, le nombre de valeurs a` trier peut varier selon la position
de l’e´le´ment structurant dans l’image. Par exemple, pour un filtre me´dian avec un e´le´ment
structurant carre´ centre´ de rayon unitaire, le nombre de valeurs a` trier passe de quatre sur
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Fig. 2.20: Unite´ de tri fusion de 9 valeurs
un coin de l’image, a` six dans un cote´ et neuf partout ailleurs. Deux possibilite´s s’offrent
a` nous pour ge´rer ce phe´nome`ne. La premie`re consiste a` changer la se´lection du rang en
sortie de l’unite´ de tri pour toujours“cibler” la bonne valeur lorsque le nombre de donne´es a`
trier change. Cette possibilite´ est re´alisable, mais nous posera proble`me lorsque l’on voudra
optimiser l’unite´ de calcul en e´laguant les atomes de tri menant aux filtres de rangs non
ne´cessaires. La seconde possibilite´ est de faire en sorte que le padding e´mule´ ne soit plus
uniforme, mais un damier. Ceci a` pour effet de concentrer les donne´es utiles dans la partie
centrale de la zone de tri e´vitant ainsi de changer la se´lection du rang en sortie de l’unite´
de tri lorsqu’il y a moins de valeurs a` trier. Un exemple est pre´sente´ en figure 2.21. Cette
dernie`re me´thode pre´sente tout de meˆme un petit inconve´nient. Reprenons notre exemple
de filtre me´dian avec un e´le´ment structurant carre´ de rayon unitaire et supposons que nous
nous trouvons sur un bord dans une ligne paire ou` il y a donc six valeurs a` trier (indexe´es de
un a` six). Notre padding en damier ajoute deux pixels blancs et un noir pour que l’unite´ de
tri fonctionne bien avec neuf pixels. En choisissant la me´diane, nous choisissons en re´alite´
la valeur nume´ro quatre parmi les valeurs utiles trie´es (ce cas est pre´sente´ dans le cas B de
la figure 2.21), alors que si nous avions e´te´ sur le meˆme bord, mais dans une ligne impaire,
le pixel blanc et les deux pixels noirs du padding nous auraient conduits a` choisir la valeur
nume´ro 3 parmi les valeurs utiles trie´es. Ceci n’est pas re´ellement proble´matique puisqu’il
n’y a pas de bonne fac¸on de choisir une valeur me´diane parmi un nombre pair de valeurs.
Certains algorithmes calculent la moyenne entre les deux me´dianes ce qui introduit une
nouvelle valeur non pre´sente initialement dans l’image, d’autres se fixent sur l’une des deux.
Avec notre syste`me nous changeons a` chaque ligne le choix du rang de la me´diane parmi les
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deux possibles lorsqu’il y a un nombre pair de valeurs a` trier. Un autre proble`me survient
avec ce type de padding, si nous nous inte´ressons a` d’autres rangs que la me´diane, il se
peut que sur les bords le calcul soit inexact a` cause des valeurs du damier introduites dans
le calcul. On observe ce phe´nome`ne sur la figure 2.21 en conside´rant cette fois, non plus la
me´diane, mais par exemple la valeur minimale. Il faut donc eˆtre en mesure, pour chaque
rang voulu, de pouvoir spe´cifier avant le calcul le type de bord e´mule´, principalement un
bord noir (dilatation), blanc (e´rosion) ou un damier (me´dian).
Fig. 2.21: Politique de gestion des bords des filtres de rang
L’e´mulation de la maille 6-connexe avec une unite´ de tri travaillant pour la maille 8-
connexe peut se faire aussi en remplac¸ant alternativement, selon la parite´ de la ligne, le
couple des voisins (Nord-Est, Sud-Est) ou (Nord-Ouest, Sud-Ouest) par un pixel blanc et
un pixel noir. Le tri ne sera alors pas perturbe´ et donnera le meˆme re´sultat que s’il avait
e´te´ fait directement sur 7 valeurs. Bien suˆr, les remarques pre´ce´dentes doivent eˆtre prises
en compte.
Nous allons voir maintenant qu’il est possible d’optimiser la structure de l’unite´ de
calcul afin de grandement re´duire la quantite´ d’atomes de tri graˆce aux deux hypothe`ses
de´veloppe´es dans les prochains paragraphes. La plupart de ces techniques de tri sont ins-
pire´es de l’ouvrage Graphics GEMS [32] et en particulier sur les travaux de Paeth [62] qui
propose des tris optimaux dans le cadre d’une grille 3× 3.
Premie`re optimisation Il n’est pas ne´cessaire de proce´der a` un tri complet des don-
ne´es, car le plus souvent, seules quelques valeurs bien particulie`res comme la me´diane,
le minimum ou bien le maximum sont ne´cessaires. Il est ainsi possible d’e´laguer tous les
atomes de tri ne rentrant pas dans le calcul du ou des rangs conside´re´s. Deux exemples
sont pre´sente´s ci-apre`s, le premier, figure 2.22, montre un tri fusion e´lague´ sur cinq valeurs
ne produisant que la valeur me´diane. Le second, figure 2.23 est un tri fusion e´lague´ sur
neuf valeurs produisant le minimum, le maximum et la valeur me´diane [33].
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Fig. 2.22: Architecture de recherche de la valeur me´diane sur 5 valeurs utilisant un tri fusion e´lague´
Fig. 2.23: Architecture de recherche du minimum, maximum et de la valeur me´diane sur neuf valeurs
utilisant un tri fusion e´lague´
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Un re´capitulatif des gains est propose´ dans le tableau 2.1 pour diffe´rents types de tri
conside´rant un jeu de donne´es de taille 5, 7 et 9.
XXXXXXXXXXXXNb. Elt.
Type
Tri Bulle Tri Fusion
Min Max Me´dian Min Max Me´dian
Complet Me´dian seul Complet Me´dian seul
5 e´le´ments
10 8.5a 7 9 8 7
100% 85% 70% 90% 80% 70%
7 e´le´ments
21 18 15 18 15b 14b
100% 85% 71% 85% 71% 66%
9 e´le´ments
36 31 26 25 18 15
100% 86% 72% 70% 50% 42%
aSoit 8 atomes plus un min ou un max selon la manie`re dont a commence´ le tri a` bulle.
bL’architecture de l’unite´ de tri a e´te´ modifie´e pour optimiser l’e´lagage, cf figure 2.24.
Tab. 2.1: Tableau re´capitulatif des tailles de diffe´rentes unite´s de tri en nombre d’atomes
On observe avec ce tableau que le principe d’e´lagage commence a` porter ses fruits
de`s lors qu’il y a un nombre suffisant de donne´es a` trier. Dans ce dernier cas, les e´tages
ou` l’e´lagage est possible sont peu nombreux puisqu’il faut toujours conserver le premier
e´tage du tri fusion. L’e´lagage sur l’unite´ de tri a` bulle est au mieux e´quivalent a` l’e´lagage de
l’unite´ de tri fusion pour de petits jeux de donne´es, mais devient beaucoup moins inte´ressant
lorsque la taille du jeu de donne´es croˆıt.
Le nombre d’atomes Natome de tri pour un tri a` bulle e´lague´ comportant N e´le´ments et
ne produisant que la valeur me´diane est donne´ par la relation suivante :
Natome =
(
N − 1
2
)2
+
1
2
· N
2 − 1
4
, avec N impair
Le nombre d’atomes de tri pour un tri a` bulle e´lague´ comportant N e´le´ments produisant
uniquement le minimum, la me´diane et le maximum est donne´ par la relation suivante :
Natome =
N2 − 1
4
+
3
4
·
(
N + 1
2
)2
avec N impair
Les tris fusion sont re´alise´s de fac¸on empirique en se basant, pour chacune des tailles
croissantes de jeu de donne´es, sur les tris de tailles moindres re´alise´s a` l’e´tape pre´ce´dente.
De plus, certaines structures peuvent eˆtre optimales pour un tri complet des donne´es,
mais sous-optimale pour un tri fusion e´lague´. Un exemple est donne´ en figure 2.24 ou` l’on
conside`re deux unite´s de tri de 7 e´le´ments. La premie`re structure consomme seulement 18
atomes de tri alors que la seconde en utilise 19, pourtant cette dernie`re apre`s e´lagage utilise
moins d’atomes de tri que la premie`re. L’e´laboration de tris fusions optimaux est donc un
proble`me complexe et ou` les structures sont de moins en moins triviales lorsque le nombre
de donne´es augmente.
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Fig. 2.24: Diffe´rentes architectures de tri fusion de 7 valeurs, optimales pour un tri complet ou pour un
tri e´lague´
Seconde optimisation Si un sens de parcours est connu, il est possible de simplifier
l’unite´ de tri comme nous avons pu le faire pour l’arbre de calcul d’une e´rosion ou d’une
dilatation. Le principe reste le meˆme, l’e´le´ment structurant se de´place par exemple dans le
sens vide´o (sens direct), nous observons ainsi que le tri re´alise´ sur une colonne du voisinage
a` l’instant t est identique a` celui de la colonne voisine a` l’instant t+ 1. Cette optimisation
ne fonctionne efficacement que s’il est possible de trier inde´pendamment les colonnes du
voisinage comme dans le cas du tri fusion pre´sente´ en figure 2.20. D’une manie`re ge´ne´rale,
pour un e´le´ment structurant rectangulaire compose´ de I lignes et J colonnes, il faut eˆtre
capable de diviser le premier e´tage du tri en J tris de I e´le´ments comme le montre la figure
2.25.
Fig. 2.25: Architecture de tri fusion de IJ˙ valeurs
Le tri obtenu n’est plus optimal de`s que l’on de´passe le voisinage 3×3 puisque les sous-
ensembles a` trier doivent avoir une taille I, alors qu’il aurait fallu pousser le de´coupage plus
loin. Par exemple, une unite´ de tri fusion e´lague´e fournissant uniquement la me´diane d’un
voisinage carre´ 5×5, avec un de´coupage du premier e´tage du tri en cinq sous-tris, utilise 112
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atomes (figure 2.26). La version la plus optimale, en conside´rant environ 8 sous-ensembles
de taille 3 dans le premier e´tage du tri, utilise quant a` elle 99 atomes de tri [70].
Fig. 2.26: Architecture de tri fusion e´lague´ de 25 valeurs
Bien que non optimal cette structure a` l’avantage de travailler sur les colonnes du voi-
sinage permettant de conserver une seule unite´ de tri dans le premier e´tage de l’unite´ de
calcul. Les unite´s de tri e´conomise´es sont simplement remplace´es par des registres a` de´ca-
lage. Une telle structure renvoyant le minimum, la me´diane et le maximum et conside´rant
voisinage 3× 3 est pre´sente´e en figure 2.27.
Le meˆme proble`me sur les bords survient, il faut de´porter une partie de la gestion de
ces derniers dans l’unite´ de calcul, c’est le roˆle du composant “GESTION BORDS” qui
n’est rien d’autre que trois multiplexeurs recopiant l’entre´e ou la valeur du padding sur la
sortie graˆce aux signaux “b1” ou “b2”. Le padding e´tant un damier, il est ne´cessaire que le
composant de gestion des bords ait une information a` propos de la parite´ de la ligne afin
de choisir la bonne se´quence de pixels noir/blanc. Cette information est transmise via le
signal “P” du bloc de gestion des bords.
L’e´conomie d’atomes de tri est assez substantielle et permet par exemple de construire
une unite´ de tri travaillant sur un voisinage 3× 3 et produisant le minimum, le maximum
et la me´diane, avec seulement 29% des ressources d’un tri a` bulle produisant les meˆmes
re´sultats. Toutes ces informations sont regroupe´es dans le tableau 2.2.
Les filtres de rang regroupent un grand nombre d’ope´rations dont les structures de calcul
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Fig. 2.27: Architecture de tri fusion e´lague´ de 9 valeurs re´utilisant les tris des colonnes des voisinages
pre´ce´dents
XXXXXXXXXXXXNb. Elt.
Type
Tri Bulle Tri Fusion
Min Max Me´dian Min Max Me´dian Min Max Me´dian
Me´dian seul Me´dian seul Me´dian a seul a
9 e´le´ments
31 26 18 15 11 9
100% 84% 58% 48% 35% 29%
25 e´le´ments
261 222 113 112 77 76
100% 85% 43% 43% 30% 29%
aStructure re´utilisant les tris de´ja` re´alise´s sur les colonnes voisines.
Tab. 2.2: Tableau re´capitulatif des diffe´rentes tailles des unite´s de tri optimise´es
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peuvent beaucoup varier. Le tri des pixels, meˆme avec plusieurs niveaux d’optimisation, est
une ope´ration couˆteuse et si l’on conside`re un pipeline de processeurs de voisinage il faut
absolument e´viter de l’utiliser comme unite´ de calcul dans tous les processeurs. En effet,
la surface de l’architecture risque d’eˆtre tre`s importante et l’utilite´ n’est pas garantie, car
de´composer un filtre de rang (autre que certaines e´rosions ou dilatations) n’est pas possible
en cascadant plusieurs ope´rations de tailles re´duites. De plus, parmi les filtres de rang, le
plus utilise´ est sans conteste le filtre me´dian. Ce dernier est souvent mis en œuvre dans
une premie`re phase de de´bruitage ce qui implique de mettre une unite´ de tri uniquement
dans le premier e´tage d’un flot de processeurs de voisinage, les e´tages suivants utiliseront
par exemple des arbres de calculs du minimum et/ou du maximum.
2.2.5.3 Ope´rateurs gradients
Les ope´rations re´siduelles sont une famille d’ope´rateurs important en morphologie ma-
the´matique et permettent pour les plus simples de construire diffe´rents types de gradients
base´s sur des ope´rations d’e´rosion et/ou de dilatation. Nous de´finissons trois gradients :
– le gradient inte´rieur : g− = f − ε(f)
– le gradient supe´rieur : g+ = δ(f)− f
– le gradient e´pais : g = g+ + g− = δ(f)− ε(f).
Cette notion d’e´paisseur du gradient se comprend bien avec des images binaires : le
gradient inte´rieur est inscrit dans les zones blanches de l’image tandis que le gradient
supe´rieur est a` la frontie`re exte´rieure, le gradient e´pais est, quant a` lui, l’union du gradient
inte´rieur et supe´rieur.
Avec de telles structures, il est facile de pre´voir dans l’unite´ de calcul d’un filtre de rang
un ope´rateur de soustraction permettant de produire un gradient. En revanche, pour des
ope´rations re´siduelles plus complexes, il faudra utiliser plusieurs processeurs de voisinage
chaˆıne´s en se´rie ou en paralle`le via des unite´s arithme´tiques et logiques (ALU). La figure
2.28 propose une architecture base´e sur les unite´s de tri des filtres de rang permettant de
produire plusieurs types de gradients morphologiques : le gradient inte´rieur g−, le gradient
exte´rieur g+ et le gradient e´pais g. Ce dernier pre´sente un bord errone´, car meˆme si le tri
des donne´es est en mesure de nous fournir a` la fois l’e´rosion et la dilatation, la politique
des bords e´mule´s autour de l’image est mise en place seulement pour un rang pre´cis alors
que nous utilisons simultane´ment deux valeurs en sortie de tri.
Il est alors pre´fe´rable de calculer le gradient inte´rieur ou exte´rieur a` partir d’un arbre
de recherche du minimum ou du maximum et de calculer un gradient e´pais en utilisant
deux processeurs de voisinage en paralle`le (nous approfondirons ce dernier point dans le
chapitre 3).
2.2.5.4 E´rosion et dilatation ge´ode´siques
Quelques notions sur la ge´ode´sie Les transformations ge´ode´siques [7] prennent en
entre´es deux images, une appele´e marqueur qui subira une transformation et une autre
appele´e masque qui permettra de contraindre le marqueur a` un certain niveau. En pra-
tique, il n’a pas de proble`me de choix d’une taille d’un e´le´ment structurant puisque ces
transformations sont ope´re´es jusqu’a` stabilite´, ou idempotence, du marqueur.
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Fig. 2.28: Calcul de gradients base´s sur une unite´ de tri
On de´finit une e´rosion ge´ode´sique comme e´tant l’e´rosion du marqueur f avec un e´le´ment
structurant de rayon 1, suivie d’un infimum avec le masque g :
ε(1)g (f) = ε
(1)(f) ∨ g et f ≥ g
De manie`re duale, la dilatation ge´ode´sique est de´finie de la fac¸on suivante :
δ(1)g (f) = δ
(1)(f) ∧ g et f ≤ g
La dualite´ entre l’e´rosion ge´ode´sique et la dilatation ge´ode´sique se ve´rifie ainsi :
ε(1)g (f) = [δ
(1)(f c) ∧ gc]c
= [(ε(1)(f))c ∧ gc]c
= ε(1)(f) ∨ g
On peut e´galement de´finir une transformation ge´ode´sique autoduale qui conside`re une
dilatation ge´ode´sique lorsque f(p) ≤ g(p) et une e´rosion ge´ode´sique lorsque f(p) > g(p) :
[ν(1)g (f)](p) =
{
[δ
(1)
g (f)](p), si f(p) ≤ g(p)
[ε
(1)
g (f)](p), sinon
La reconstruction ge´ode´sique Rg se de´finit comme e´tant la re´pe´tition d’une dilatation
ge´ode´sique ou d’une e´rosion ge´ode´sique jusqu’a` idempotence. On distingue alors :
– la reconstruction par dilatation :
Rδg(f) = δ
(i)
g (f) = δ
(1)
g [δ
(i−1)
g (f)]
– la reconstruction par e´rosion :
Rεg(f) = ε
(i)
g (f) = ε
(1)
g [ε
(i−1)
g (f)]
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– la reconstruction autoduale ou un cas particulier des nivellements [51], [54] :
Rνg(f) = ν
(i)
g (f) = ν
(1)
g [ν
(i−1)
g (f)]
L’idempotence est ve´rifie´e par l’e´galite´ suivante :
φ(i)g (f) = φ
(i+1)
g (f), avec φ = ε, φ = δ ou φ = ν
Les figures 2.29.a, 2.29.b, 2.29.c repre´sentent respectivement une reconstruction par
dilatation, une reconstruction par e´rosion et un nivellement (reconstruction autoduale).
Dans un contexte monodimensionnel, le nombre d’e´tapes de reconstruction est assez faible,
mais dans un cas bidimensionnel, ce nombre peut fortement croˆıtre. Il est alors inte´res-
sant d’envisager des approches re´cursives qui permettent de conserver une architecture de
processeur de voisinage tout en acce´le´rant les calculs.
(a)
(b)
(c)
Fig. 2.29: Exemples de reconstructions ge´ode´siques monodimensionnel
Les reconstructions ge´ode´siques ont de nombreuses applications telles que dans la re-
cherche de maxima/minima re´gionaux, dans l’ame´lioration du contraste ou bien encore
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dans le domaine me´dical avec la de´tection de microane´vrismes dans des images re´tiniennes
(F. Zana et J.C. Klein) comme le montre la figure 2.30. Les nivellements sont principa-
lement utilise´s pour simplifier une image en cre´ant des zones plates sans supprimer les
contours pre´sents dans l’image.
(a) Image originale du
fond de l’oeil
(b) Ouverture ge´o-
de´sique (Rδg(εB(f)))
suivi d’une fermeture
ge´ode´sique (Rεg(δB(f)))
(c) Microane´vrisme de´-
te´cte´ par soustraction de
l’image reconstruite avec
l’image originale
Fig. 2.30: Utilisation des reconstructions ge´ode´siques dans le cadre de la de´tection de microane´vrismes
Aspects architecturaux La reconstruction ge´ode´sique est une ope´ration complexe de
propagation jusqu’a` idempotence et repose donc sur une ite´ration d’ope´rations simples
avec un e´le´ment structurant de rayon unitaire. Cette de´composition est propice a` l’utili-
sation d’un processeur de voisinage embarquant une unite´ de calcul charge´e de calculer
une dilatation/e´rosion de l’image marqueur et de comparer le re´sultat via une ope´ration
de minimum/maximum avec l’image masque.
Une telle unite´ de calcul n’est pas sans impact sur la structure d’extraction du voisinage
des processeurs flots de donne´es. En effet, il est ne´cessaire d’acheminer a` l’unite´ de calcul,
charge´e des ope´rations ge´ode´siques, les pixels de meˆmes indices du masque et du marqueur.
La latence importante des pixels, entre le moment ou` ils rentrent dans le processeur et
le moment ou` ils sont pris en charge dans l’unite´ de calcul, nous oblige a` retarder d’autant
les pixels du masque pour qu’ils soient achemine´s vers l’unite´ de calcul en meˆme temps que
les pixels du marqueur.
Deux strate´gies s’offrent a` nous, on peut dans un premier temps ajouter une seconde
entre´e au processeur de voisinage afin de traiter le proble`me de l’acheminement synchrone
de deux images vers l’unite´ de calcul (figure 2.31). Cette solution a pour effet de doubler
la largeur des me´moires des lignes a` retard. On peut, dans un second temps, mettre en
place deux processeurs de voisinage en paralle`le, disposant chacun d’une seule entre´e image
et dont les sorties de calculs sont dirige´es vers une ALU re´alisant un minimum. L’un des
processeurs re´alise l’e´rosion et le second ne re´alise aucun calcul (par exemple en spe´cifiant
un e´le´ment structurant compose´ uniquement du pixel central). Un exemple de cette dernie`re
solution est pre´sente´ en figure 2.32 et la ge´ne´ralisation du concept est pre´sente´e au chapitre
3. Nous montrerons dans ce chapitre comment de´crire un grand nombre des ope´rations utiles
aux morphologues en utilisant un pipeline de processeurs de voisinage.
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Fig. 2.31: Architecture avance´e d’un processeur de voisinage a` deux entre´es, de´die´e au calcul de l’e´rode´e
ge´ode´sique
Fig. 2.32: Architecture a` deux processeurs de voisinage simple, de´die´ au calcul de l’e´rode´e ge´ode´sique
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Le chaˆınage de ces architectures dans un pipeline permet alors de re´aliser plusieurs
ite´rations d’une reconstruction ge´ode´sique en une passe. On comprend alors bien l’inte´reˆt
de disposer d’un pipeline de processeur de voisinage afin d’exploiter au maximum le paral-
le´lisme temporel des ope´rations ge´ode´siques. Toutefois, le nombre de passes pour atteindre
l’idempotence est inconnu a` priori et en pratique ce chiffre est extreˆmement variable. L’em-
ploi de processeurs de voisinage re´cursif, pre´sente´s en section 2.3, permet de minimiser ce
nombre, mais supprime l’inte´reˆt de disposer d’un pipeline de processeur. Il existe donc
un compromis entre utiliser un pipeline profond de´die´ a` la ge´ode´sie ou utiliser un seul
processeur de voisinage re´cursif. Ce type de compromis est aborde´ dans le chapitre 3.
2.2.5.5 Ope´rateurs tout ou rien
L’ope´rateur de transformation tout ou rien est principalement utilise´ sur des images
binaires et permet de mettre en e´vidence certaines configurations des pixels. On de´finit
une configuration par l’utilisation de deux e´le´ments structurants, un pour le fond et un
pour la forme. Si le voisinage extrait de l’image correspond exactement a` la configuration
e´tablie, on renvoie alors 1 et dans le cas contraire 0. On peut de´finir cette transformation,
pour une configuration B, comme e´tant l’intersection de l’e´rosion ε de l’image en conside´-
rant l’e´le´ment structurant de la forme avec la dilatation δ de l’image inverse´e conside´rant
l’e´le´ment structurant du fond.
ηB(X) = εBforme(X) ∩ δBfond(Xc)
A` partir de cette de´finition, on peut construire deux autres transformations appele´es
amincissement et e´paississement. L’amincissement θ d’un ensemble X consiste a` enlever des
points dont le voisinage correspond a` une configuration donne´e. Il s’agit en fait du re´sidu
morphologique entre l’image initiale et la transformation tout ou rien correspondant a` la
configuration B.
θ(X) = X − ηB(X)
L’e´paississement ξ consiste a` ajouter des points dont le voisinage correspond a` la confi-
guration B.
ξ(X) = X ∪ ηB(X)
L’architecture de l’unite´ de calcul de la transformation tout ou rien est pre´sente´e en
figure 2.33. Le premier e´tage permet de controˆler si le pixel du voisinage est dans le fond,
dans la forme ou bien s’il ne doit pas eˆtre pris en compte. Le signal Sx0 permet de de´finir
un voisin comme e´tant dans le fond (0) ou dans la forme (1). Le signal Sx1 permet quant
a` lui de ne pas prendre en compte, lorsqu’il est actif, un voisin dans le calcul en forc¸ant
la sortie du premier e´tage a` 1. En effet, le second e´tage est compose´ d’un arbre de ET
logique, il faut donc forcer a` 1 les voisins ne devant pas rentrer dans le calcul ou e´tant sur
un bord de l’image pour qu’ils ne soient pas pris en compte. La de´se´lection des voisins hors
de l’image se fait aussi dans l’unite´ de calcul en actionnant le signal ACT x. L’utilisateur
a donc le libre choix de de´finir toutes les configurations de voisinage qu’il de´sire en trame
carre´e ou hexagonale.
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Fig. 2.33: Unite´ de calcul des ope´rateurs Tout ou Rien, d’amincissement et d’e´paississement
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2.2.5.6 Ope´rateurs line´aires
Cette unite´ de calcul a pour but de re´aliser de simples convolutions avec de petits
noyaux afin de de´bruiter une image ou de calculer un filtre de Sobel. Elle est pre´sente´e en
figure 2.34 et est compose´e dans le premier e´tage de multiplieurs pipelines. Ces derniers
multiplient la feneˆtre extraite par les coefficients du filtre. Afin d’e´conomiser des ressources
sur le circuit, il est envisageable de coder les coefficients avec un nombre de bits plus re´duit
que celui employe´ pour le codage des pixels. L’arbre d’ope´rateurs d’addition dans les e´tages
suivants somme les sorties des multiplieurs et a` chaque e´tage le nombre de bits ne´cessaire
pour le codage s’incre´mente. C’est la raison pour laquelle il est judicieux de ne pas utiliser
trop de bits pour le codage des coefficients du filtre. Enfin, le dernier e´tage permet la
normalisation de la sortie en utilisant un diviseur ou un multiplieur a` virgule fixe.
Fig. 2.34: Unite´ de calcul de convolutions
2.2.6 Nouveaux noyaux de calcul
2.2.6.1 E´rosion et dilatation microvisqueuses
Les ope´rations microvisqueuses ont e´te´ introduites re´cemment en morphologie mathe´-
matique par Angulo et Meyer[55] et sont a` la base d’une nouvelle cate´gorie d’ope´rateur de
nivellement. En effet, les nivellements de´finis a` la section 2.2.5.4 ne permettent pas toujours
de cre´er suffisamment de zones plates dans une image, car ils reconstruisent trop de de´tail
provenant de l’image masque. Ce genre de proble`me engendre souvent des segmentations
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d’images comportant un nombre de labels trop important. La solution propose´e par Angulo
et Meyer consiste a` remplacer dans la reconstruction ge´ode´sique la de´finition standard des
e´rosions et dilatations par des de´finitions e´quivalentes moins fortes. En outre, ces e´rosions
et dilatations microvisqueuses peuvent eˆtre employe´es lorsqu’il est ne´cessaire de travailler
sur des images bruite´es sans e´tapes de restauration pre´alable.
Nous proposons donc dans cette section une mise en œuvre mate´rielle de ces e´ro-
sions/dilatations en couplant a` une unite´ d’extraction du voisinage, une unite´ de calcul
de´die´e. Le principe est de conside´rer le graphe d’un voisinage et de travailler avec les areˆtes
plutoˆt qu’avec les noeuds comme on le fait, par exemple, avec une simple e´rosion. Les areˆtes
sont calcule´es graˆce a` un supremum ou infimum et l’on cherche ensuite l’infimum ou le su-
premum des areˆtes avec le pixel central. Les e´le´ments structurants que nous conside´rons
pour cette unite´ de calcul sont de´crits en figure 2.35.
Fig. 2.35: E´le´ments structurants conside´re´s pour une e´rosion microvisqueuse
La gestion des bords est complexe et l’on ne peut pas simplement remplacer un voisin
hors de l’image par une valeur ne perturbant pas le calcul. En effet, le fait d’eˆtre sur un
bord modifie le graphe du voisinage et il faut donc reconside´rer tout l’arbre de calcul. Il
faut e´galement bien garder a` l’esprit que la trame hexagonale doit eˆtre simule´e dans la
maille carre´e, et le fait de vouloir la ge´rer comme nous avons pu le faire pre´ce´demment
n’est pas possible. C’est-a`-dire que le fait de ne pas tenir compte de certains voisins modifie
aussi le graphe du voisinage. L’unite´ de calcul va donc devoir calculer tous les sous graphes
utiles a` la composition des voisinages de´crits pre´ce´demment comme le montre la figure
2.36. De plus, cette liste de sous-graphes nous permet e´galement de prendre en compte la
modification du graphe du voisinage lors que ce dernier est sur un bord de l’image.
L’unite´ de calcul se compose donc d’un premier niveau dans lequel tous les sous graphes
sont calcule´s, et d’un second niveau plus conventionnel ou` l’on calcule l’infimum ou le supre´-
mum des areˆtes que l’on aura choisies. Ce choix est mate´rialise´ par l’usage de multiplexeurs
juste avant le second niveau comme le montre la figure 2.37.
La commande judicieuse de chacun des multiplexeurs permet a` la fois de de´finir un e´le´-
ment structurant, mais e´galement toutes les de´clinaisons associe´es au traitement des bords
Nord (N), Sud (S), Est(E), Ouest(O), NE, NO, SE, SO. Les tableaux 2.3, 2.4 pre´sentent
les tables de ve´rite´ pour appliquer un ope´rateur microvisqueux avec un carre´ ou une croix
de rayon 1 en tenant compte des bords. Comme toujours, la maille hexagonale dispose de
deux tables de ve´rite´, une pour les commandes des multiplexeurs lorsque l’on travaille sur
les lignes paires, tableau 2.5, et une autre pour les lignes impaires, tableau 2.6.
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Fig. 2.36: Sous graphes ne´cessaires a` la construction de voisinages microvisqueux complexes
Fig. 2.37: Unite´ de calcul de l’e´rosion microvisqueuse pour un voisinage 8, 6 ou 4 connexe
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XXXXXXXXXXXXMux
Pos. Vois.
N S E O NE NO SE SO Ailleurs
X1 D2 A1 A1 Pad Pad Pad Pad A1 A1
X2 Pad B1 B2 B1 Pad Pad B1 Pad B1
X3 Pad C1 Pad C1 Pad Pad C1 D3 C1
X4 F1 D2 Pad F1 Pad F1 Pad Pad F1
X5 I1 Pad Pad I1 H2 I1 Pad Pad I1
X6 H1 Pad H1 B2 H1 Pad Pad Pad H1
X7 G1 Pad G1 Pad G1 Pad B3 Pad G1
X8 Pad D1 D1 Pad Pad F2 Pad D1 D1
Tab. 2.3: Table de ve´rite´ pour le calcul des diffe´rents graphes de voisinages en 8-connexite´
XXXXXXXXXXXXMux
Pos. Vois.
N S E O NE NO SE SO Ailleurs
X1 D2 D2 D3 Pad Pad Pad Pad Pad D3
X2 Pad Pad B2 B2 Pad Pad Pad Pad Pad
X3 Pad D3 Pad B3 Pad Pad D3 B3 B3
X4 Pad Pad Pad Pad Pad Pad Pad Pad Pad
X5 H2 Pad H2 F2 H2 F2 Pad Pad H2
X6 Pad Pad Pad Pad Pad Pad Pad Pad Pad
X7 Pad B3 Pad Pad Pad Pad Pad Pad Pad
X8 F2 Pad Pad Pad Pad Pad Pad Pad F2
Tab. 2.4: Table de ve´rite´ pour le calcul des diffe´rents graphes de voisinages en 4-connexite´
XXXXXXXXXXXXMux
Pos. Vois.
N S E O NE NO SE SO Ailleurs
X1 D2 D3 D3 Pad Pad Pad Pad A1 D3
X2 Pad B1 B2 B1 Pad Pad Pad Pad B1
X3 Pad C1 Pad C1 Pad Pad D3 D3 C1
X4 F1 D2 Pad F1 Pad F1 Pad Pad F1
X5 I1 Pad Pad I1 H2 I1 Pad Pad I1
X6 H2 Pad H2 B2 Pad Pad Pad Pad H2
X7 Pad Pad Pad Pad Pad Pad Pad Pad Pad
X8 Pad Pad Pad Pad Pad F2 Pad D1 Pad
Tab. 2.5: Table de ve´rite´ pour le calcul des diffe´rents graphes de voisinages en 6-connexite´ pour les lignes
paires
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XXXXXXXXXXXXMux
Pos. Vois.
N S E O NE NO SE SO Ailleurs
X1 D2 A1 A1 Pad Pad Pad Pad Pad A1
X2 Pad Pad B2 B2 Pad Pad B1 Pad Pad
X3 Pad B3 Pad B3 Pad Pad C1 B3 B3
X4 Pad D2 Pad Pad Pad Pad Pad Pad Pad
X5 F2 Pad Pad F2 H2 F2 Pad Pad F2
X6 H1 Pad H1 Pad H1 Pad Pad Pad H1
X7 G1 Pad G1 Pad G1 Pad B3 Pad G1
X8 Pad D1 D1 Pad Pad Pad Pad Pad D1
Tab. 2.6: Table de ve´rite´ pour le calcul des diffe´rents graphes de voisinages en 6-connexite´ pour les lignes
impaires
2.2.6.2 Ope´rateur de´die´ au SKIZ isotrope
L’ope´rateur SKIZ, ou squelette par zone d’influence, est un ope´rateur permettant de
calculer la frontie`re entre les diffe´rentes zones d’influence d’une image binaire.
Ce squelette est traditionnellement obtenu par des amincissements successifs de l’image
binaire inverse´e en conside´rant une configuration de type L, de´finie dans l’alphabet de Golay
[69], ainsi que toutes les rotations associe´es (8 en maille carre´e, 6 en maille hexagonale, etc.).
Le tableau 2.7 pre´sente les principales configurations, aux rotations preˆtes, de l’alphabet
de Golay pour la maille hexagonale et carre´e.
On de´finit un amincissement se´quentiel d’une image binaire X en conside´rant n amin-
cissements successifs avec les n rotations discre`tes d’un e´le´ment structurant B :
X θn B = (· · · ((X θ B1) θ B2) · · · ) θ Bn
Un squelette est obtenu en re´pe´tant jusqu’a` idempotence un amincissement se´quentiel
θn sur une image X avec l’e´le´ment L de l’alphabet de Golay :
SKL(X) = (X θn L)
∞
Il est e´galement possible de construire le SKIZ en re´alisant des dilatations successives
de l’image binaire labellise´e ou` l’on stoppe la dilatation de`s que deux labels se chevauchent
[10]. L’inte´reˆt de cette transformation est de pouvoir re´aliser une e´tape de la transformation
dans toutes les directions avec un seul balayage de l’image. C’est la raison pour laquelle
cette ope´ration est qualifie´e d’isotrope contrairement au SKIZ par amincissements ou`, pour
re´aliser une ite´ration e´quivalente du SKIZ isotrope, des amincissements successifs avec les
n rotations d’un motif de Golay sont ne´cessaires.
L’architecture de cette unite´ de calcul est assez simple puisqu’il suffit de reprendre
l’arbre de calcul d’une dilatation et de conditionner le re´sultat par un crite`re nous informant
si un autre label, diffe´rent du re´sultat de la dilatation, est pre´sent dans le voisinage. Si tel
est le cas on renvoie alors 0 et dans le cas contraire, on renvoie le re´sultat de la dilatation.
En ite´rant jusqu’a` stabilite´ ce calcul, on obtient le squelette par zone d’influence d’une
image binaire. Un exemple est pre´sente´ en figure 2.38. Plus de de´tails concernant la mise
en œuvre de cet ope´rateur de manie`re logicielle sont donne´s dans le chapitre 4.
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Configuration du voisinage B Amincissement
avec B
E´paississement
avec Bc
Hit-or-Miss
L
Squelette
homotopique
de la forme
Squelette
homotopique
du fond
−
M
Squelette
homotopique
de la forme
Squelette
homotopique
du fond
−
C
Enveloppe
convexe
−
E
E´barbulage
de forme
E´barbulage
du fond
Points
terminaux du
squelette
I
Supprime les
pixels isole´s
Bouche les
trous d’un
pixel
Points isole´s
Tab. 2.7: Alphabet de Golay : configuration du voisinage pour la maille carre´e et hexago-
nale
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(a) Image binaire labe´lise´e
(b) Re´sultat du SKIZ
(c) Superposition du re´sultat sur l’image binaire
Fig. 2.38: SKIZ d’une image labelise´e
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(a) Image source (b) Les marqueurs sont entoure´s
en blanc
(c) premier niveau d’inondation (d) deuxie`me niveau d’inonda-
tion
(e) troisie`me niveau d’inondation (f) dernier niveau d’inondation
Les lignes noires repre´sentent la ligne de partage des eaux
Fig. 2.39: Principe d’inondation avec le SKIZ isotrope pour le calcul de la LPE
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L’inte´reˆt de cette transformation est de pouvoir re´aliser une ligne de partage des eaux
(LPE) [9] par inondation en ite´rant niveau de gris par niveau de gris un SKIZ isotrope.
La figure 2.39 montre sur un exemple simple le fonctionnement de la LPE par inondation.
On inonde en faisant jaillir de l’eau a` partir des marqueurs 2.39.b et progressivement, le
niveau de l’eau s’e´le`ve. On e´rige au fur et a` mesure un barrage entre les diffe´rentes eaux pour
e´viter qu’elles ne se me´langent. Une fois l’inondation termine´e, figures 2.39.e, les barrages
repre´sentent la ligne de partage des eaux.
La LPE peut eˆtre calcule´e efficacement sur un processeur ge´ne´raliste par l’utilisation
d’une file d’attente hie´rarchique [53][10]. Une mise en œuvre mate´rielle [41] d’une telle
structure conduit vers une architecture tre`s spe´cifique et difficilement employable pour
le calcul d’autres ope´rations morphologiques. Notre approche n’est pas de fournir une
architecture de´die´e a` un calcul qui ne repre´sente qu’une e´tape d’une application, mais
plutoˆt de donner le moyen au morphologue de de´crire toute son application via un pipeline
de processeurs de voisinage. La structuration d’un tel pipeline est discute´e au chapitre
3, mais nous pouvons d’ores et de´ja` comprendre l’inte´reˆt d’une telle approche. En effet
en se´lectionnant soigneusement les diffe´rents noyaux de calcul a` inte´grer aux processeurs
composant le pipeline, la majeure partie des ope´rations de morphologie mathe´matique
peuvent eˆtre re´alise´es efficacement.
2.3 Structure re´cursive
2.3.1 Fonctionnement
Une autre cate´gorie d’ope´rateurs re´cursifs existe, ayant pour objectif non plus de com-
poser de tre`s gros e´le´ments structurants, mais plutoˆt d’acce´le´rer les calculs en diminuant
le nombre de passes ne´cessaires sur une image pour calculer, par exemple, une reconstruc-
tion ge´ode´sique (pre´sente´e a` la section 2.2.5.4) ou` encore une transformation distance. Le
principe est d’appliquer une re´cursion dans les calculs en re´injectant dans l’image source
les re´sultats provenant de calculs sur les voisinages pre´ce´dents vis-a`-vis d’un parcours de
l’image. Les e´le´ments structurants employe´s sont le plus souvent des carre´s, des croix, des
hexagones de rayon unitaire, auxquels on supprime les voisins futurs par rapport au centre
de l’e´le´ment structurant pour un certain parcours de l’image.
Ces e´le´ments structurants sont pre´sente´s en figure 2.40. Le carre´ noir repre´sente le
centre des e´le´ments structurant et les zones grises repre´sentent le voisinage conside´re´.
On peut tre`s bien envisager de ne pas utiliser les e´le´ments structurants ne´cessaires
aux passes avec un parcours indirect. Il est en effet possible de parcourir dans un sens
indirect une image en parcourant dans le sens direct cette dernie`re ayant subi une syme´trie
centrale. Lorsque nous envoyons un flux de pixels aux processeurs de voisinage, ces derniers
travaillent toujours dans le sens direct et cette syme´trie centrale est implicite, selon la
manie`re dont sont envoye´s les pixels. En d’autres termes, il est uniquement ne´cessaire de
syme´triser le flux pixel dans le cas d’un parcours indirect e´quivalent. Quant a` la structure
“direct” du processeur de voisinage, celle-ci ne change pas, la figure 2.41 illustre ce point.
On remarquera tout de suite qu’une architecture de processeur de voisinage pour fonc-
tionner avec de tels e´le´ments structurants peut eˆtre re´alise´e avec une seule ligne a` retard,
car nous conside´rons dans cette approche re´cursive uniquement des e´le´ments structurants
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Fig. 2.40: E´le´ments structurants utilise´s pour le calcul d’ope´rations morphologiques par une approche
re´cursive
Fig. 2.41: Syme´trie des flux pixels pour le parcours direct et indirect d’une image dans un processeur
de voisinage
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compose´s de deux lignes. Toutefois, nous souhaitons, avec la meˆme architecture, e´galement
faire des ope´rations de voisinages classiques, c’est la raison pour laquelle nous pre´sentons
une structure de processeur de voisinage standard, dans laquelle nous avons ajoute´ les res-
sources ne´cessaires a` la construction d’ope´rations re´cursives. Cette structure est pre´sente´e
en figure 2.42 et permet, graˆce au multiplexeur, de boucler la sortie du calcul vers les
registres du voisinage autorisant la construction de tous types de propagation.
Fig. 2.42: Structure simple d’un processeur de voisinage standard pouvant fonctionner en mode re´cursif
Avec cette dernie`re figure, on observe une contrainte forte de latence dans l’unite´ de
calcul. Le bouclage se faisant imme´diatement apre`s le registre central, il est ne´cessaire que la
valeur du calcul soit disponible instantane´ment. C’est-a`-dire que, dans notre cas, l’unite´ de
calcul ne doit comporter aucun registre. Cette contrainte est assez peu re´aliste en pratique,
car nous visons des fre´quences de traitements assez e´leve´es. Il n’est donc pas envisageable
de laisser de longs chemins critiques dans notre architecture comme on pourrait en trouver
dans des unite´s de tris sans aucun registre. Nous devons donc prendre en compte la latence
dans l’unite´ de calcul a` deux niveaux :
– le premier se situe au niveau du registre R6 de la figure 2.42 et provient du fait qu’il
faut eˆtre capable de prendre en compte le bouclage au niveau de R6. Nous venons de
dire qu’il n’e´tait pas possible de re´ellement boucler le calcul, il faudra donc modifier
l’unite´ de calcul pour faire entrer au temps t, le re´sultat du temps t− 1.
– le second se situe dans la propagation des re´sultats dans la ligne a` retard. Dans l’e´tat
actuel des choses, on ne peut pas modifier simplement le contenu de la ligne a` retard.
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En effet, en conside´rant une latence k de l’unite´ de calcul et lorsque le re´sultat est
disponible, il faudrait eˆtre en mesure d’e´craser la valeur entre´e dans la ligne k − 1
cycles en arrie`re. Une telle ope´ration est envisageable si l’on raccourcit la ligne a`
retard de k − 1 e´le´ments.
La figure 2.43 pre´sente un processeur de voisinage standard pouvant a` la fois travailler
dans un cadre classique et dans un cadre re´cursif. Pour travailler dans le cadre re´cursif, il
suffit d’affecter une taille plus petite a` la ligne a` retard 2 de k − 1 e´le´ments, d’activer le
multiplexeur re´alisant le bouclage sur la ligne a` retard et de prendre en compte dans le
dernier e´tage du calcul la valeur du registre Rb.
Fig. 2.43: Structure d’un processeur de voisinage standard pouvant fonctionner en mode re´cursif ou non
Il est the´oriquement possible d’appliquer le meˆme principe aux processeurs a` extraction
des voisinages paralle´lise´s de la section suivante, mais il faut eˆtre en mesure de propager les
valeurs d’une unite´ de calcul a` l’autre, car ces dernie`res prennent en entre´e des voisinages
connexes de l’image. Cette propagation est couˆteuse, car elle met en œuvre des chemins
critiques ou` il est difficile d’intercaler des registres pour acce´le´rer la cadence.
2.3.2 Domaines applicatifs
2.3.2.1 Transformation distance
Une premie`re utilisation de ce type d’ope´rateur repose sur le calcul de la distance
discre`te en 4,6 ou 8-connexite´ d’une image binaire. Ce type de distance peut eˆtre calcule´e de
fac¸on se´quentielle en accumulant dans une image nume´rique les e´rosions de taille croissante
de l’image binaire.
La transformation distance telle que de´crite par Rosenfeld et Pflaz [63], se de´compose
en deux e´tapes :
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– Parcours direct de tous les pixels p de l’image f en conside´rant le calcul ci-dessous,
ou` le graphe du voisinage N←
g
correspond a` un de ceux de´finis en figure 2.40 pour le
parcours direct.
si f(p) = 1 alors f(p)← 1 + min{f(q)|q ∈ N←
g
(p)}
– Parcours indirect de tous les pixels p de l’image f en conside´rant le calcul ci-dessous,
avec un voisinage adapte´ au parcours indirect.
f(p)← min[f(p), 1 + min{f(q)|q ∈ N→
g
(p)}]
On peut utiliser uniquement la seconde formule pour les deux passes si l’on conside`re
que l’image binaire est code´e non plus entre 0 et 1 mais entre 0 et n, ou` n repre´sente la
valeur maximale du codage d’un pixel.
L’arbre de calcul permettant d’obtenir la transformation distance est pre´sente´ en figure
2.44. Cet arbre permet la re´alisation des deux passes de calcul et suppose que les valeurs
de l’image binaire, pour la premie`re passe, soient 0 ou n. On retrouve le registre Rb qui
permet de prendre en compte le premier niveau de la re´cursion en conservant le re´sultat
pre´ce´dent du calcul.
Fig. 2.44: Arbre de calcul de la transformation distance pour les passes avec flux direct et indirect
Un exemple est pre´sente´ en figure 2.45, ou` l’on observe le re´sultat partiel de la premie`re
passe de calcul dans le sens direct et le re´sultat final apre`s la seconde passe dans le sens
indirect. Les histogrammes des images ont e´te´ normalise´s afin d’ame´liorer le rendu de
l’affichage.
2.3.2.2 Reconstruction ge´ode´sique
Comme dans le cadre de la transformation distance, la mise en place d’un traitement
re´cursif impose l’utilisation d’e´le´ments structurants spe´cifiques que nous avons de´ja` pre´-
sente´s en figure 2.40. Nous utilisons donc un e´le´ment structurant N←
g
dans le cadre d’une
passe directe, et un e´le´ment structurant N→
g
dans le cadre d’une passe indirecte. La recons-
truction ge´ode´sique par dilatation consiste a` re´pe´ter alternativement sur tous les pixels de
l’image et jusqu’a` stabilite´ les deux e´quations suivantes :
f(p)← min[g(p),max{f(q)|q ∈ N←
g
(p) ∪ p}]
f(p)← min[g(p),max{f(q)|q ∈ N→
g
(p) ∪ p}]
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image originale
premie`re passe seconde passe
Fig. 2.45: Calcul de la transformation distance 8-connexe
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On peut facilement e´tendre ces formules a` la reconstruction par e´rosion en remplac¸ant
les min par des max et les max par des min. La reconstruction autoduale ne´cessite toujours
un traitement particulier selon la position du masque (en dessous ou au dessus), il est
ne´cessaire d’utiliser a` la place les formules suivantes :
f(p)←
{
min[g(p),max{f(q)|q ∈ N←
g
(p) ∪ p}], si f(p) ≤ g(p)
max[g(p),min{f(q)|q ∈ N←
g
(p) ∪ p}], sinon
f(p)←
{
min[g(p),max{f(q)|q ∈ N→
g
(p) ∪ p}], si f(p) ≤ g(p)
max[g(p),min{f(q)|q ∈ N→
g
(p) ∪ p}], sinon
L’unite´ de calcul pre´sente´e en figure 2.46, pour le processeur de voisinage re´cursif de´fini
en figure 2.43, permet de re´aliser tous les types de reconstructions ge´ode´siques que nous
avons de´crits ici. Les registres R5, R7, R8, R9 contiennent les voisinages d’un pixel de
l’image f et le registre Rg contient le pixel correspondant au centre de l’e´le´ment structurant
dans l’image g (le masque). Le registre Rb permet de prendre en compte le calcul pre´ce´dent,
car la latence de l’unite´ de calcul empeˆche d’e´craser R6 (ce proble`me a de´ja` e´te´ pre´sente´
pre´ce´demment). Le comparateur permet de mettre en place le calcul des nivellements et la
sortie de ce dernier commande l’ope´ration a` effectuer dans les e´tages suivants, a` savoir un
minimum ou un maximum. Ainsi, selon la position du masque par rapport au marqueur, on
obtient une reconstruction par dilatation, une reconstruction par e´rosion ou un nivellement.
Par ailleurs, il convient d’utiliser deux extracteurs de voisinages en paralle`le, parce que
nous avons besoin de deux images. On peut e´galement ajouter au processeur de voisinage
une ligne a` retard inde´pendante qui servira uniquement a` alimenter l’unite´ de calcul avec
les pixels du masque. Puisqu’il n’est pas ne´cessaire d’extraire le voisinage du masque, cette
dernie`re solution est satisfaisante.
2.4 Structure paralle´lise´e
2.4.1 Vue globale
Nous de´taillons ici une nouvelle voie de traitement du paralle´lisme avec les processeurs
de voisinage. La me´thode traditionnellement employe´e pour traiter une image avec un plus
fort paralle´lisme consiste a` la de´couper en morceaux afin d’alimenter plusieurs processeurs
en paralle`le. Ce principe est largement aborde´ dans le chapitre 4 et n’est pas ne´cessaire-
ment optimal notamment au niveau du de´coupage des imagettes puisqu’il est ne´cessaire de
pre´voir des zones de recouvrement a` cause du traitement de l’image par un voisinage.
Nous proposons dans cette section, ainsi que dans l’article [23], une autre me´thode a` un
grain beaucoup plus fin. En effet, s’il on conside`re que le syste`me alimentant le processeur
de voisinage envoie les pixels groupe´s par paquets de n (ce qui est traditionnellement le
cas avec les me´moires employe´es de nos jours), il est envisageable d’extraire n voisinages
contigus par cycle et ainsi produire n pixels re´sultats par cycles. Le principe ge´ne´ral pre´sente´
en figure 2.47 n’est pas tre`s diffe´rent de la structure standard de´crite pre´ce´demment. Il est
juste ne´cessaire de pre´voir n unite´s de gestion des bords, n unite´s de calcul et un syste`me
d’extraction du voisinage modifie´. Nous verrons e´galement qu’il est possible de re´duire
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Fig. 2.46: Arbre de calcul de la reconstruction ge´ode´sique
la quantite´ de ressources ne´cessaires, par exemple dans les unite´s de calcul, puisque des
ope´rations redondantes entre les voisinages contigus peuvent eˆtre regroupe´es.
Fig. 2.47: Structure ge´ne´rale d’un processeur de voisinage paralle´lise´
2.4.2 Extraction du voisinage
L’objectif est d’exploiter au maximum le de´bit me´moire amont, c’est-a`-dire que, si le
syste`me alimentant le processeur fournit n pixels contigus par cycle, il faut pouvoir exploiter
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au maximum ce paralle´lisme. S’il n’e´tait pas exploite´, il serait ne´cessaire de de´couper les
paquets de pixels pour les traiter un a` un dans un processeur de voisinage standard et donc
multiplier le temps de traitement par n.
L’exploitation du paralle´lisme des donne´es se fait donc en extrayant n voisinages connexes
par cycle comme le montre la figure 2.48. On remarque qu’il est ne´cessaire de pre´voir une
zone de recollement entre deux cycles ce qui a pour effet d’ajouter un certain nombre de
registres a` l’unite´ d’extraction du voisinage. Si l’on conside`re des voisinages ayant N lignes
et M colonnes il faut pre´voir N · (M
2
+ 1) registres de recollement.
Fig. 2.48: Principe d’extraction paralle´lise´ de voisinages contigus
Les lignes a` retard sont conserve´es et leur capacite´ ne change pas, seule la taille des
mots est modifie´e pour correspondre au degre´ de paralle´lisme n. Le nombre de registres
ne´cessaires a` l’extraction des voisinages s’exprime de la manie`re suivante :
f(n) = N · n+N ·
(
M
2
+ 1
)
= N · n+ N ·M
2
+N
Si l’on ne conside´rait pas une extraction des voisinages contigus, il serait ne´cessaire d’utiliser
le nombre de registres suivant :
g(n) = N ·M · n
Afin de connaˆıtre la quantite´ de registres e´conomise´e, on peut e´crire la relation suivante :
lim
n→+∞
h(n) = lim
n→+∞
f(n)
g(n)
=
1
M
Ainsi le nombre de registres ne´cessaires a` l’extraction de n voisinages connexes tend a` eˆtre
M fois plus petit que le nombre de registres utilise´s pour l’extraction de n voisinages non
connexes.
L’architecture d’une telle unite´ d’extraction est pre´sente´e en figure 2.49, on retrouve les
registres de recollement RBx, les registres RAx recevant les nouveaux paquets de pixels et
les lignes a` retard Lx.
A chaque cycle les registres RAx rec¸oivent n pixels en provenance de la ligne a` retard
Lx ou, dans le cas de RA0, directement depuis l’entre´e pixels. On conserve alors les M/2 +
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Fig. 2.49: Structure d’un processeur de voisinage N ×M paralle´lise´ par n
1 valeurs du dernier voisinage dans les registres RBx afin de garantir un recouvrement
correct lors du cycle suivant. Une cine´matique est propose´e en figure 2.50 dans le cas d’un
extracteur de voisinage 3× 3 paralle´lise´ par 4.
Fig. 2.50: Exemple de processeur de voisinage 3× 3 paralle´lise´ par 4
Cette dernie`re figure montre e´galement, dans le cas T0 + t+ 2, les proble`mes de gestion
des bords. Selon la taille des lignes, les n voisinages n’ont pas les meˆmes proble`mes de
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bords aux meˆmes instants, cet aspect est aborde´ dans la section suivante.
Le fonctionnement des lignes a` retard n’est pas aussi simple qu’il y paraˆıt et il n’est pas
uniquement ne´cessaire de changer la taille des mots me´moire afin de les rendre compatibles
avec notre extracteur de voisinage paralle´lise´. En effet, le nombre de mots me´moire (un
mot recevant n pixels) multiplie´ par n doit eˆtre e´gal a` la taille de la ligne. En d’autres
termes, sans modification de la structure des lignes a` retard, la taille d’une ligne doit eˆtre
multiple de n. Si cette contrainte n’est pas respecte´e, l’extraction des voisinages ne sera
pas correcte, car les lignes a` retard n’auront pas une taille suffisante pour me´moriser une
ligne. On observera alors un de´calage grandissant des voisinages extraits au fur et a` mesure
que le processeur recevra de nouvelles lignes a` traiter.
La manie`re la plus simple de s’affranchir de cette contrainte est d’ajouter aux lignes
a` retard le nombre de registres ne´cessaires pour obtenir une taille correspondante a` celle
d’une ligne de l’image. Le nombre maximum de registres ainsi ajoute´s sur la ligne a` retard
ne peut pas exce´der n − 1 et ces derniers sont ajoute´s un a` un sur les sorties de la ligne
a` retard. Un exemple est pre´sente´ en figure 2.51 ou` l’on conside`re une image 9 × 4, un
voisinage 3× 3 et une extraction paralle´lise´e d’ordre 4. Il est donc ne´cessaire d’ajouter un
registre en sortie de la ligne a` retard au niveau du premier e´le´ment pour comple´ter la taille
permettant d’atteindre une capacite´ de 9 pixels. Si les lignes de l’image avaient une taille
de 10 pixels, il aurait fallu ajouter deux registres, un au niveau du premier e´le´ment et un
autre au niveau du second.
Lorsque des registres sont ajoute´s, on remarque qu’il est ne´cessaire de proce´der a` un
re´ordonnancement des e´le´ments (a1, b1, c1, d1, dans le sche´ma de la figure 2.51). Les
registres ajoute´s ont pour effet d’introduire un retard impliquant de rerouter ces signaux
par rapport a` ceux ne disposant pas d’un tel registre. Ce reroutage de´pend de la taille
de la ligne et du degre´ de paralle´lisme. On peut tout a` fait imaginer de figer le degre´
de paralle´lisme pour un processeur de voisinage, mais pour eˆtre suffisamment souple, ce
dernier doit eˆtre capable de traiter plusieurs tailles de lignes. Il faut ainsi pre´voir tous les
registres en sortie des lignes a` retard ainsi que tous les chemins de donne´es ne´cessaires a` leur
activation, a` leur de´sactivation et au reroutage des donne´es. Un tel syste`me est pre´sente´ en
figure 2.52 pour des mots de quatre pixels, mais peut eˆtre ge´ne´ralise´ a` des mots de taille n.
La table de ve´rite´ commandant les quatre multiplexeurs est propose´e en 2.8. Elle permet
de ge´rer toutes les tailles de lignes pour un processeur de voisinage paralle´lise´ par 4.
XXXXXXXXXXXXNb. Reg.
Mux
ax bx cx dx
0 s1 s2 s3 s4
1 s2 s3 s4 s5
2 s3 s4 s5 s6
3 s4 s5 s6 s7
Tab. 2.8: Table de ve´rite´ de se´lection des registres de comple´ment de la ligne a` retard dans le cas d’un
extracteur paralle´lise´ de taille 4.
Une telle structure d’extraction de voisinage permet de re´duire la latence d’une ope´ra-
tion de voisinage. En effet la latence de ces ope´rateurs de voisinage est traditionnellement
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Fig. 2.51: Exemple complet de processeur de voisinage 3× 3 paralle´lise´ par 4
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Fig. 2.52: Gestion des diffe´rentes tailles de lignes pour un extracteur de voisinage paralle´lise´
due aux lignes a` retard fonctionnant pixel par pixel. Avec cette nouvelle structure la la-
tence est environ divise´e par n. Effectivement, meˆme si la taille de la ligne a` retard n’a pas
change´e, la taille des mots me´moire transmis a` chaque cycle se compose maintenant de n
pixels.
2.4.3 Gestion des bords
La gestion des bords est assez similaire a` celle mise en place dans les processeurs de
voisinage flot de donne´e standard de la figure 2.13. Il est juste ne´cessaire de dupliquer n fois
cette unite´ et de modifier les compteurs de lignes et de colonnes. Chaque unite´ de gestion
de bords doit embarquer ses propres compteurs, car comme nous avons pu le voir dans les
figures pre´ce´dentes, les voisinages extraits a` instant t peuvent eˆtre a` cheval sur deux lignes.
Chacun des compteurs de colonnes doit eˆtre initialise´ avec l’indice du voisinage extrait.
Par exemple, le compteur de colonnes correspondant au voisinage le plus a` l’est doit eˆtre
initialise´ avec la valeur ze´ro et le compteur de colonnes correspondant au voisinage le plus
a` l’ouest doit eˆtre initialise´ avec la valeur n − 1. L’incre´ment des compteurs de colonnes
doit eˆtre aussi remplace´ par la valeur n.
Les signaux informant de la position des n voisinages vis-a`-vis des bords de l’image
sont ensuite ge´ne´re´s pour eˆtre utilise´s par les unite´s de remplacement de pixels de´crites en
figure 2.14. Ces dernie`res sont, elles aussi, re´plique´es pour chaque voisinage extrait.
Nous disposons alors de n voisinages dont les bords ont e´te´ ge´re´s en remplac¸ant les
voisins hors de l’image par des valeurs qui ne perturberont pas ou peu le calcul. Il est
aussi envisageable de transmettre directement les signaux informant de la pre´sence d’un
proble`me de bords pour chacun des n voisinages vers les unite´s de calculs respectives, dans
le cas ou` ces dernie`res ne supporteraient pas le remplacement de pixels propose´.
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2.4.4 Optimisation de l’arbre de calcul
Sachant que les n voisinages extraits de l’image se recouvrent, il est peut-eˆtre plus
inte´ressant d’envisager une unite´ de calcul pour tous les voisinages plutoˆt que n unite´s
de calcul. En effet, les calculs sur les colonnes d’un voisinage peuvent eˆtre re´utilise´s pour
d’autres voisinages. Ce principe a` de´ja` e´te´ aborde´ dans la section traitant des unite´s de cal-
culs des ope´rateurs de rang, mais l’e´conomie se faisait entre deux cycles lorsque le parcours
de l’image le permettait, alors qu’ici l’e´conomie se fait spatialement.
Un exemple d’une unite´ de calcul optimise´ pour le calcul d’une e´rosion avec un e´le´ment
structurant 3× 3 et un degre´ de paralle´lisation 4 est propose´ en figure 2.53.
Fig. 2.53: Arbre de recherche du minimum de quatre voisinages connexe
Comme dans le cas des arbres de calculs optimise´s des processeurs de voisinage clas-
siques, il est ne´cessaire de de´porter la gestion des bords au sein de l’unite´ de calcul. En effet
une meˆme colonne peut servir au calcul de deux voisinages. Lorsque cette dernie`re ne doit
pas eˆtre prise en compte dans le calcul, car se trouvant dans le bord EST d’un voisinage k,
elle doit eˆtre utilise´e dans le calcul du voisinage k+ 1. C’est la raison pour laquelle tous les
cas de calculs de minima sur une colonne sont pris en compte comme le montre la figure
2.53.
La figure 2.54 illustre ce phe´nome`ne en conside´rant un extracteur de voisinage 3 × 3
paralle´lise´ par 2. On remarque que la colonne C3 du voisinage V1 ne doit pas eˆtre prise
en compte alors qu’elle doit eˆtre utilise´e dans le calcul de V2. Ceci est duˆ au fait que la
colonne C3 n’est pas re´ellement hors de l’image puisqu’il n’existe pas de padding, mais se
trouve de´ja` sur la ligne suivante.
Cette optimisation est inte´ressante uniquement dans le cadre de voisinages 3 × 3 car
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Fig. 2.54: Arbre de recherche du minimum de quatre voisinages connexes
la combinatoire du calcul de toutes les ope´rations d’une colonne est faible. Dans le cadre
de la figure 2.53 on utilise finalement que 26 ope´rateurs au lieu de 36 dans le cadre non
optimise´. De`s lors que l’on conside`re des voisinages plus importants, la combinatoire sur
les colonnes est tellement importante qu’il est pre´fe´rable de conside´rer une unite´ de calcul
inde´pendante par voisinage. Par exemple, pour des extracteurs paralle´lise´s d’ordre 4, une
unite´ de calcul “optimise´e” conside´rant des e´le´ments structurants 5 × 5 utilise 96 ope´ra-
teurs (par exemple min/max pour des e´rosions/dilatations). La version standard utilisera
e´galement 96 ope´rateurs, mais avec des chemins de donne´es beaucoup plus simples et sans
multiplexeurs.
2.5 Structure segment
2.5.1 Avant propos
Nous nous sommes concentre´s depuis le de´but de ce chapitre sur le calcul d’ope´ra-
tion sur des voisinages 2D. Cependant, des algorithmes tre`s optimise´s calculant des e´ro-
sions/dilatations avec des e´le´ments structurants de type segment (ESS) existent. Ces al-
gorithmes travaillent en temps constant quelle que soit la taille de l’ESS. Les proprie´te´s
de de´composition des e´le´ments structurants pour les ope´rations d’e´rosion et de dilatation
permettent ainsi de conside´rer toutes les tailles de segments sans complexifier les calculs.
La figure 2.55 illustre ce principe, nous utilisons ici des ESS dans diffe´rentes directions afin
d’obtenir une ope´ration e´quivalente au traitement pas un e´le´ment structurant hexagonal
de rayon 3.
Fig. 2.55: Composition de trois ope´rations utilisant des segments permettant d’obtenir une ope´ration
e´quivalente a` un hexagone
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Cette de´composition est bien e´videmment possible a` condition de disposer d’un adres-
sage des pixels d’une image utilisant l’algorithme de Bresenham [16].
2.5.2 Algorithme et architectures existantes
2.5.2.1 Approche de Lemonnier
L’algorithme de Lemonnier [47] ne traite que le cas de la dilatation, l’e´rosion peut eˆtre
calcule´e par dualite´ :
εB(f
c) = [δB(f)]
c
Les algorithmes 1 et 2 pre´sentent l’algorithme de Lemonnier qui permet de re´aliser
une dilatation sur une ligne f de taille M avec un e´le´ment structurant K = 2 · k + 1 et se
de´roule en deux passes avec un temps constant quelque soit la taille de k. Tout d’abord, une
propagation des pixels dans le sens direct est re´alise´e en conside´rant la taille de l’e´le´ment
structurant. Cette passe ge`re les bords graˆce au calcul de t qui corrige les erreurs de
propagation en bout de ligne. Ensuite une seconde passe est re´alise´e dans le sens indirect,
durant laquelle les bords sont ge´re´s de`s le de´but afin d’eˆtre en mesure de correctement
propager ces derniers obtenus lors de la premie`re passe du calcul. La me´moire tampon g
est un tableau temporaire initialise´ a` ze´ro ou` l’on stocke les propagations de pixels avant de
produire le re´sultat final avec f(x−k). Le vecteur g peut eˆtre remplace´ par deux variables,
car seules la valeur courante et la valeur pre´ce´dente sont utilise´es dans les calculs.
Algorithme 1 Premie`re passe de l’algorithme de dilatation 1D de Lemonnier [47]
ENTRÉES: f, k,M
SORTIES: h
n := 0
Pour x=0 to M-1 Faire
Si x>M-k-1 Alors
Si t[x-1]>f[x] Alors
t[x] := f[x]
Sinon
t[x] := t[x-1]
Fin si
Sinon
t[x] := 0
Fin si
Si g[x-1]>f[x] ∧ n<k Alors
g[x] := g[x-1]
n := n+1
Sinon
Si x>M-k-1 ∧ n ≥ k Alors
g[x] := t[x]
Sinon
g[x] := f[x]
Fin si
t[x] := 0
n := 0
Fin si
h[x] := max(g[x],f[x-k])
Fin pour
Une architecture flot de donne´e, propose´e en figure 2.56, mettant en oeuvre cet algo-
rithme utilise uniquement deux ope´rateurs max a` deux entre´es. Le traitement des lignes
dans des sens diffe´rents implique de mettre en place deux me´moires tampons entre les
unite´s re´alisant chacune les passes de l’algorithme, nous de´finissons ce me´canisme comme
un syste`me de double tampon. En effet, pendant que la premie`re unite´ de propagation
produit, dans le sens direct, le re´sultat interme´diaire de la ligne n, la seconde unite´ de
propagation produit le re´sultat de la ligne n− 1 en utilisant le re´sultat interme´diaire de la
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Algorithme 2 Seconde passe de l’algorithme de dilatation 1D de Lemonnier [47]
ENTRÉES: h, k,M
SORTIES: δf
n := 0
Pour x=M-1 downto 0 Faire
Si (h[x]>h[x+1]) ∧ (t[x]<h[x])
Alors
t[x] := h[x]
Sinon
t[x] := t[x+1]
Fin si
Si (g[x+1]>h[x]) ∧ (n<k) Alors
g[x] := g[x+1]
n := n+1
Sinon
Si n ≥ k Alors
g[x] := t[x]
Sinon
g[x] := h[x]
Fin si
t[x] := 0
n := 0
Fin si
Si x<k Alors
δf[x] := g[x]
Sinon
δf[x] := max(g[x],h[x+k])
Fin si
Fin pour
seconde me´moire tampon dans le sens indirect. A` chaque nouvelle ligne de l’image a` traiter,
les chemins de donne´es conduisant a` ces me´moires sont e´change´s. De plus, les unite´s de
propagations doivent eˆtre en mesure d’acce´der a` f(x − k) ou a` h(x + k), ce qui implique
que ces dernie`res disposent chacune d’une me´moire de taille k. Cette architecture pre´sente
l’inconve´nient de retourner les lignes de l’image en sortie a` cause de la seconde passe dans
le sens indirect.
Fig. 2.56: Mise en œuvre mate´rielle flot de donne´es de l’algorithme de dilatation de Lemonnier
2.5.2.2 Approche HGW
Cet algorithme travaille e´galement avec des ESS, et a e´te´ de´crit a` la fois par van Herk[79]
et par Gil-Werman[31]. Il permet de calculer toutes tailles de dilatations ou d’e´rosions
sur les lignes d’une image en utilisant trois ope´rateurs min ou max selon que l’on de´sire
une e´rosion ou une dilatation. Nous conside´rons une ligne f de taille M et un e´le´ment
structurant segment de taille k (impair). Il se de´compose en trois e´tapes, tout d’abord une
propagation dans le sens direct permettant l’obtention de g a` partir de f . Ensuite une
passe dans le sens indirect permettant l’obtention de h toujours a` partir de f . Finalement,
l’e´rosion ou la dilatation sont calcule´es dans une troisie`me passe calculant la fusion de g et
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h. Les e´quations ci-dessous regroupent le calcul de ces trois e´tapes dans le cadre du calcul
d’une dilatation. Pour une e´rosion, il est juste ne´cessaire de remplacer les ope´rateurs min
par des max.
g(x) =
{
f(x) si x mod k = 0
max(g(x− 1), f(x)) sinon , x = 0, 1, · · · ,M − 1
h(x) =
{
f(x) si x mod (k − 1) = 0
max(h(x+ 1), f(x)) sinon
, x = M − 1, · · · , 1, 0
δf (x)) = max
(
g
(
x+
k
2
)
, h
(
x− k
2
))
, x = 0, 1, · · · ,M − 1
Les expressions ci-dessus ne tiennent pas compte du proble`me qui apparait sur les bords
lorsque la taille de l’image n’est pas un multiple de la taille k de l’e´le´ment structurant. Une
solution pour traiter correctement les bords est d’ajouter les pixels manquants en bout
de ligne pour arriver a` une taille multiple de k. Cette me´thode n’est pas satisfaisante, car
elle entraˆıne des calculs inutiles. Une me´thode plus efficace est de prote´ger l’acce`s hors
de l’intervalle de de´finition en renvoyant directement la valeur du padding. La figure 2.57
montre un exemple de padding pour le traitement d’une ligne de 19 pixels par un e´le´ment
structurant segment de taille 7.
Fig. 2.57: Exemple de padding ne´cessaire a` l’algorithme HGW
Le padding A est ajoute´ pour obtenir une taille de ligne multiple de k et le padding B
est ajoute´ pour prote´ger les acce`s hors de la ligne. La taille du padding A (PSA) est de´fini
de la manie`re suivante :
PSA = (k − (M − 1) mod k)− 1
Il est donc possible de re´e´crire les e´quations de l’algorithme HGW pour e´muler le padding
et ainsi ne pas avoir de proble`mes sur les bords :
g(x) =
{
f(x) si x mod k = 0
max(g(x− 1), f(x)) sinon
h(x) =

f(x) si x mod (k − 1) = 0
f(x) si x = M − 1
max(h(x+ 1), f(x)) sinon
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δf (x) =

g(x+ k
2
) si x− k
2
< 0
max(g(M − 1), h(x− k
2
)) si M ≤ x+ k
2
< M + PSA
h(x− k
2
) si x+ k
2
≥M + PSA
max
(
g
(
x+ k
2
)
, h
(
x− k
2
))
sinon
L’algorithme 3 permet de calculer l’algorithme HGW en utilisant les e´quations ci dessous
tenant compte du proble`me des bords.
Algorithme 3 Dilatation 1D avec l’algorithme HGW [79] [31]
ENTRÉES: f, k,M
SORTIES: δf
PSA :=(k-(M-1) mod k)-1
Pour x from 0 to M-1 Faire
Si x mod k=0 Alors
g[x] :=f[x]
Sinon
g[x] :=max(g[x-1],f[x])
Fin si
Fin pour
Pour x from M-1 downto 0 Faire
Si x=M-1 Alors
h[x] :=f[x]
Sinon Si (x+1) mod k =0 Alors
h[x] :=f[x]
Sinon
h[x] :=max(h[x+1],f[x])
Fin si
Fin pour
Pour x from 0 to M-1 Faire
Si x-k/2<0 Alors
δf[x] :=g[x+k/2]
Sinon Si x+k/2 ≥ M Alors
Si x+k/2 < M+PSA Alors
δf[x] :=max(g[M-1],h[x-k/2])
Sinon
δf[x] :=h[x-k/2]
Fin si
Sinon
δf[x] :=max(g[x+k/2],h[x-k/2])
Fin si
Fin pour
Cet algorithme ne´cessite trois ope´rateurs min ou max par pixels calcule´s pour produire
une e´rosion ou une dilatation, c’est un ope´rateur de plus que l’algorithme de Lemonnier.
Le temps de calcul est donc constant quelque soit la taille de l’ESS. L’architecture flot de
donne´es pre´sente´e en figure 2.58 correspondant a` cet algorithme, requiert des me´moires de
la taille d’une ligne pour calculer h a` partir de f (lu dans le sens indirect). On met alors
en place deux me´moires de lignes, pendant que l’on stocke les pixels fn dans le sens direct
dans l’une des deux me´moires, on lit dans le sens indirect fn−1 dans l’autre me´moire. On
e´change alors ces me´moires de`s qu’une nouvelle ligne doit eˆtre traite´e. Ce double tampon
introduit un retard d’une ligne dans le calcul de h et a pour effet d’inverser le flux de h
par rapport au flux de g. Il faut donc ajouter aussi un double tampon apre`s le calcul de
g pour que l’unite´ de fusion ope`re les flux dans le meˆme sens. Cette dernie`re doit avoir
acce`s a` g(x + k/2) et a` h[x − k/2] ce qui impose de retarder le flux de h avec une ligne
a` retard de taille k. Les lignes de l’image re´sultat sont e´galement retourne´es en sortie de
cette architecture.
Cette mise en œuvre mate´rielle, pour fonctionner sans aucun temps mort, doit donc
disposer de pas moins de quatre me´moires de lignes et d’une me´moire de la taille d’un
e´le´ment structurant, la rendant ainsi beaucoup moins inte´ressante que l’approche de Le-
monnier, cela sans compter le fait qu’elle utilise un ope´rateur min/max supple´mentaire.
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Fig. 2.58: Architecture fonctionnelle de l’algorithme HGW
Toutefois, nous allons voir dans la section suivante qu’une petite modification de l’algo-
rithme peut rendre l’architecture HGW extreˆmement inte´ressante en terme de quantite´ de
me´moire mise en jeu et donc en terme de surface du circuit.
2.5.3 Ame´lioration de l’architecture HGW
La modification de l’algorithme HGW que nous proposons [24] est motive´e par le fait
de pouvoir traiter des images de grandes tailles sans avoir a` stocker en entier la ligne a`
e´roder/dilater. Ceci permet pour des architectures flots de donne´es de retirer les me´moires
de lignes. En effet, le principal de´faut de l’approche standard est lie´ au fait que les propa-
gations re´alisant le calcul de g et h doivent eˆtre faite dans un sens oppose´ ce qui implique
d’avoir connaissance de la ligne en entier ou de la me´moriser comple`tement.
2.5.3.1 Principe de fonctionnement
La figure 2.59 montre a` quels instants, pour un e´le´ment structurant k = 7, sont re´ini-
tialise´s les propagations. Les pixels repre´sente´s en noir symbolisent les pixels re´introduits
(provenant de la ligne originale) et les gris clair les valeurs propage´es.
Un bloc est de´fini comme e´tant un groupe de pixels entre deux insertions de pixels ori-
ginaux, la propagation au sein d’un bloc est inde´pendante de celle des autres. Par exemple,
dans la figure 2.59, les pixels de g [A0, A6] forment un bloc. On remarque dans le calcul
de h que si une rotation centre´e des blocs est re´alise´e avant propagation, les pixels origi-
naux re´introduits dans g et h le sont aux meˆmes indices. Cette rotation avant propagation,
produisant le tableau f ′, supprime la ne´cessite´ d’effectuer un passage dans le sens vide´o
inverse. Un exemple de rotation des blocs de f produisant f ′ avant la propagation de h′
est pre´sente´ en figure 2.60. Il est bien suˆr ne´cessaire apre`s propagation de reconstruire h a`
partir de h′ en retournant les blocs de ce dernier.
L’architecture fonctionnelle de la mise en œuvre de l’algorithme HGW modifie´ est pro-
pose´e en figure 2.61. Elle permet donc de supprimer la ne´cessite´ d’une propagation dans le
sens indirect et permettra d’e´conomiser une importante quantite´ de me´moire.
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Sens de parcours pour le calcul de g
Sens de parcours pour le calcul de h
Fig. 2.59: Instants des initialisations de g et h avec f dans le cadre de l’algorithme HGW
Fig. 2.60: Rotation des blocs de taille 7 dans le cadre de l’algorithme HGW modifie´
Fig. 2.61: L’architecture fonctionnelle flot de donne´es pour l’algorithme HGW modifie´
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2.5.3.2 Architecture flot de donne´es
Plusieurs architectures flot de donne´es existent pour re´aliser des e´rosions/dilatations,
mais les me´moires utilise´es n’ont pas une taille inde´pendante de la taille de l’image consi-
de´re´e. L’architecture pre´sente´e ici reprend l’approche HGW modifie´e afin de produire une
architecture ou` la seule de´pendance, en terme de taille des me´moires, est relative a` la taille
maximale de l’e´le´ment structurant segment conside´re´.
L’architecture re´alise´e est comple`tement pipeline et produit un pixel re´sultat par cycle,
sans interruption entre le traitement de deux lignes (de meˆme taille) d’une image. Toutes
les remarques cite´es pre´ce´demment relatives a` l’approche HGW ont e´te´ prises en compte
afin d’obtenir une unite´ mate´rielle re´alisant des e´rosions/dilatations sans erreurs sur les
bords.
L’unite´ de propagation doit propager les pixels dans le sens vide´o en conside´rant la taille
k de l’e´le´ment structurant, mais aussi la taille M de la ligne. La figure 2.62 pre´sente une
vue simplifie´e de l’unite´. Elle est compose´e d’un compteur modulo k et d’un compteur de
pixels modulo M . Ceux-ci commandent, via un comparateur, le multiplexeur permettant la
re´initialisation de la propagation lorsqu’un nouveau bloc ou une nouvelle ligne se pre´sentent.
Fig. 2.62: Sche´ma simplifie´ de l’unite´ de propagation de l’architecture HGW modifie´e produisant des
dilatations de taille k sur des lignes de taille M
C’est sur l’unite´ de retournement des blocs qu’est base´e la modification de l’algorithme
HGW. Elle est capable de retourner des blocs de donne´es de fac¸on pipeline avec une cadence
de un pixel par cycle, c’est-a`-dire sans temps mort. Le retournement des blocs fonctionne
de la manie`re suivante : pendant qu’un bloc n est e´crit dans la me´moire, le bloc n− 1 est
lu dans le sens inverse. Ce mode de fonctionnement implique l’utilisation d’une me´moire
double port avec d’un coˆte´ une e´criture avec, par exemple, un de´compteur et de l’autre
une lecture avec un compteur.
Un proble`me subsiste lorsque M n’est pas un multiple de k (la taille de la ligne n’est
pas un multiple de la taille de l’e´le´ment structurant), le dernier bloc e´tant plus court, la
lecture de l’avant-dernier bloc n’est pas comple`te. Il faut ge´rer ce cas en e´crivant dans un
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autre ordre le dernier bloc pour qu’il puisse sortir lorsque la prochaine ligne commence. La
figure 2.63 pre´sente un exemple de retournement de blocs sur deux lignes.
La gestion de la me´moire hors du dernier bloc est re´alise´e de sorte que lorsqu’on e´crit
a` une adresse 2n + x (avec x, k < 2n) on lit les donne´es a` l’adresse k − x. A` l’arrive´e d’un
nouveau bloc, il suffit de faire le contraire, c’est-a`-dire e´crire en x et lire en 2n + k − x.
Lorsque l’on arrive en bout de ligne, il faut e´crire les donne´es avec des adresses de´-
croissantes. Au de´but de la nouvelle ligne, on reprend l’e´criture de fac¸on standard, mais
les dernie`res donne´es de la ligne pre´ce´dente doivent eˆtre lues juste avant l’e´criture puis-
qu’e´crites dans le meˆme espace d’adresse. La me´moire double port a` lecture prioritaire
garantit que lorsqu’une adresse est pre´sente´e sur le port, il est possible de re´cupe´rer la
valeur indexe´e avant de l’e´craser.
Fig. 2.63: E´tat des me´moires de retournement de bloc de l’architecture HGW
Sur la figure 2.64 est pre´sente´e une vue simplifie´e du syste`me de retournement de blocs.
On retrouve les compteurs de pixels modulo k ainsi que l’e´lectronique de gestion des bancs
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me´moires. Les multiplexeurs permettent, lorsque le dernier bloc se pre´sente, de changer la
logique d’e´criture des pixels telle que pre´sente´e aux e´tapes 2 et 3 de la figure 2.64.
Fig. 2.64: Sche´ma fonctionnel de l’unite´ de retournement de blocs de l’architecture HGW
La latence, engendre´e par la succession de deux unite´s de retournement, correspond a`
deux blocs de taille k. Afin de pre´senter les pixels de g et h de fac¸on synchronise´e, il est
ne´cessaire de mettre en place une ligne a` retard en sortie de la propagation produisant
g. Sachant que dans le calcul de r, on acce`de a` g(x + k
2
) et a` h(x − k
2
), et que les pixels
provenant de h arrivent deux blocs en avance par rapport a` ceux de g, la taille de la ligne
a` retard doit avoir une taille e´quivalente a` un bloc, soit k e´le´ments.
La figure 2.65 montre comment est retarde´ g pour que les sorties des unite´s produisant
g et h soient correctement synchronise´es.
Fig. 2.65: Synchronisation des donne´es de l’architectrure HGW modifie´e
Plusieurs possibilite´s existent quant a` la re´alisation de cette unite´. On peut utiliser une
me´moire double port avec un port en e´criture a` une adresse x et un port en lecture a` une
adresse x + k. On peut e´galement utiliser une me´moire simple port a` lecture prioritaire
avec une gestion d’adresse modulo k. Il est e´galement possible, pour une taille maximale
d’e´le´ment structurant pas trop importante, d’utiliser une me´moire distribue´e sur le circuit.
Ces possibilite´s de´pendent e´videmment du circuit vise´ (FPGA, ASIC, ...).
Les deux propagations re´alise´es, il est maintenant ne´cessaire de fusionner les pixels afin
de produire le re´sultat de la dilatation. Cette ope´ration suppose que les sorties pixels g
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et h soient synchronise´es. Cette unite´ dispose d’un compteur modulo M pour mettre en
place la bonne politique de gestion des bords a` chaque instant. Elle prend en entre´e la
taille de la ligne, le nombre de pixels a` propager dans le padding et la taille de l’e´le´ment
structurant. La figure 2.66 pre´sente le sche´ma simplifie´ de cette unite´. Le comparateur
“Detection fin de ligne” indique lorsqu’il ne faut plus prendre en compte la sortie de g pour
la ligne en cours (x + k
2
≥ M − 1 avec x l’indice du pixel). Le comparateur “De´tection
padding propage´” indique jusqu’a` quel indice doit eˆtre propage´ le dernier maximum de g
(lorsque M ≤ x+ k
2
< M + PSA). Le comparateur “De´tection de´but de ligne” sert a` ne pas
tenir compte de h au de´but d’une ligne (c’est a` dire lorsque x− k
2
< 0).
Fig. 2.66: Sche´ma simplifie´ de l’unite´ de fusion de l’architecture HGW re´alisant une dilatation
La latence de cette architecture est proportionnelle a` la taille de l’e´le´ment structurant,
le temps de traitement d’une image peut donc varier quelque peu. Cette latence s’exprime
de la fac¸on suivante : L = 3 · k
2
· Tclk avec Tclk correspondant a` la pe´riode en seconde du
syste`me et k la taille de l’e´le´ment structurant segment.
L’architecture propose´e permet de disposer des premiers pixels re´sultats avant que la
premie`re ligne n’ait e´te´ totalement envoye´e, contrairement a` la mise en œuvre mate´rielle de
l’algorithme de Lemonnier ou meˆme lors de l’utilisation de processeurs de voisinage stan-
dard. Cette re´duction de la latence est importante lors de la cascade d’un grand nombre
d’ope´rateurs mais e´galement lorsque plusieurs passes dans le meˆme syste`me sont ne´ces-
saires.
Si des a priori sur la taille des e´le´ments structurants sont connus, il serait tre`s inte´ressant
de re´duire la taille des me´moires afin de diminuer fortement la taille du circuit. A` titre
d’exemple le circuit a` une surface de 260000 portes avec des ESS de taille 1024, mais avec
des ESS de taille 128, la surface du circuit tombe a` 38000 portes. La figure 2.67 montre
l’e´volution du nombre de portes en fonction de la taille maximale k en conside´rant une
taille de ligne de 2048 pixels. On remarque que la solution propose´e est pertinente, car la
surface du circuit est moindre pour des e´le´ments structurants strictement infe´rieurs a` la
taille d’une demi-ligne.
La surface occupe´e par la me´moire dans ces syste`mes est plus importante que la logique.
C’est la raison pour laquelle une architecture capable de se dispenser de couˆteuses me´moires
de lignes est pertinente. Il est possible avec ce syste`me d’augmenter a` moindres couˆts
la taille des images pouvant eˆtre traite´es tout en ayant un nombre de portes largement
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Fig. 2.67: Nombre de portes en fonction du k maximal
infe´rieur aux architectures actuelles, pour peu qu’on limite la taille maximale de l’e´le´ment
structurant au quart de la taille de la ligne.
2.6 Conclusion
Nous avons montre´ ici une grande partie des calculs atomiques ne´cessaires en traitement
d’image par morphologie mathe´matique. Ces ope´rateurs ne constituent pas une fin en soi
et sont bien souvent une brique e´le´mentaire d’ope´rateurs plus complexes.
De nouvelles structures de processeurs ont e´te´ propose´es, comme des extracteurs de
voisinages paralle´lise´s ou` l’on dispose de N voisinages par cycles. Ce principe permet de
voir les processeurs de voisinage sous un autre jour, car il est maintenant possible d’aug-
menter tre`s fortement la puissance de calcul en conside´rant des bus me´moires plus larges.
La nature tre`s re´pe´titive des calculs de base en morphologie mathe´matique est donc une
ve´ritable aubaine pour les syste`mes conside´rant non plus une fre´quence e´leve´e de fonction-
nement, mais plutoˆt un paralle´lisme massif. En effet, nous voyons apparaˆıtre aujourd’hui
des me´moires de´die´es aux cartes graphiques avec des de´bits de l’ordre de 150Go/s avec
des mots de 512 bits. Si un processeur de voisinage paralle´lise´ e´tait capable d’exploiter ce
de´bit me´moire, il serait possible de calculer 77672 e´rosions sur des images en re´solution
1920×1080 en une seconde, soit un temps de calcul de 13µs par e´rosion. Bien suˆr ce calcul
semble de´corre´le´ de la re´alite´, mais montre qu’une e´volution possible du traitement d’image
par morphologie mathe´matique est de conside´rer uniquement les ope´rations de base s’ap-
puyant sur des mises en œuvre extreˆmement ve´loces. Ceci dans le but de re´aliser toutes
les autres ope´rations comme des SKIZ ou` meˆme des lignes de partage des eaux niveau par
niveau.
La proble´matique majeure se de´gageant de ce chapitre est l’inexistence d’une unite´
de calcul pouvant re´aliser toutes les ope´rations de´crites ici. Ces unite´s peuvent eˆtre tre`s
simples comme assez complexes, mais toujours limite´es a` un certain nombre d’ope´rations.
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Il peut exister aussi plusieurs fac¸ons plus ou moins standard de re´aliser un calcul, nous
avons d’ailleurs de´ja` aborde´ ce sujet lors de la description des ope´rateurs ge´ode´siques ou`
plusieurs strate´gies s’offraient a` nous pour re´aliser des reconstructions ge´ode´siques. Nous
avons montre´ qu’il e´tait possible de re´aliser une ite´ration d’une reconstruction ge´ode´sique
avec un seul processeur. Il est ne´cessaire dans ce cas d’employer une structure de processeur
de voisinage tre`s spe´cifique comportant a` la fois des lignes a` retard pour l’extraction des
voisinages du marqueur et des lignes a` retard pour acheminer le masque jusqu’a` l’unite´ de
calcul. Toutefois cette structure sous-exploite largement la logique pre´sente de`s lors que l’on
re´alise d’autres ope´rations comme de simples e´rosions. Il est alors pre´fe´rable de privile´gier
une structure plus souple et d’utiliser plusieurs processeurs de voisinage raccorde´s en se´rie
et en paralle`le via des ALU afin de re´aliser la majeure partie des ope´rations de´crites dans
ce chapitre. Nous disposerions alors d’un pipeline plus ou moins profond ou` l’on pourrait
chaˆıner des ope´rations basiques pour en construire de plus complexes.
Un proble`me subsiste concernant le choix des unite´s de calcul que l’on doit embarquer
dans les processeurs de voisinage afin de re´aliser un maximum de calculs. Les unite´s de tri
seraient de bons candidats a` la standardisation de notre structure de pipeline de processeurs
de voisinage puisqu’il est possible de re´aliser tous les filtres de rang. Cependant, la taille
de ces unite´s, meˆme re´duites au maximum, est un frein a` leur adoption. De plus, un des
objectifs du pipeline peut eˆtre la construction de filtres avec des noyaux de grandes tailles
de´compose´s sur un grand nombre de processeurs, or ce type de de´composition ne fonctionne
d’une part que pour certains e´le´ments structurants et d’autre part, qu’avec les e´rosions et
les dilatations. Dans ce cas il est inutile de disposer de filtres de rang dans tous les e´tages
du pipeline.
Nous avons analyse´ dans le de´tail les diffe´rentes structures de processeurs de voisinage
et nous venons de formuler quelques propositions concernant leur chaˆınage en vue d’obtenir
une ame´lioration significative des performances. Ce chapitre se situe a` une e´chelle plutoˆt
microscopique et nous allons passer, dans le chapitre suivant, a` une e´chelle macroscopique.
C’est-a`-dire que nous allons cette fois analyser, sans se pre´occuper de la structure interne
d’un processeur, le chaˆınage d’ope´rateurs caˆble´s dans des pipelines statiques et dynamiques,
ceci dans le but de toujours re´pondre au mieux aux besoins applicatifs tout en garantissant
une meilleure ge´ne´ricite´ des architectures propose´es.
− 97 −
2.6. CONCLUSION
− 98 −
Chapitre 3
Chaˆınage de processeurs de voisinage
Les flots de processeurs de voisinage permettent d’exe´cuter les ope´rations e´le´mentaires
de morphologie mathe´matique de manie`re tre`s efficace. Le nombre volontairement re´duit
d’ope´rations re´alisables par processeur permet d’en limiter la surface et autorise leurs chaˆı-
nages dans des flots profonds de processeurs. On peut alors construire des ope´rateurs com-
plexes puisque le corpus the´orique de la morphologie mathe´matique repose principalement
sur la composition d’ope´rations basiques qui sont prises en charge par nos processeurs de
voisinage.
Se pose alors le proble`me de la ge´ne´ricite´ du flot de processeurs, car le traitement
ope´re´ par les briques de calcul reste a` un grain architectural assez e´leve´. Il peut eˆtre alors
difficile de trouver une structure unique autorisant la re´alisation de toutes les ope´rations de
morphologie mathe´matique. Un autre parame`tre du flot de processeurs est donc a` prendre
en compte, comme la re´gularite´. Nous devons nous demander s’il est ne´cessaire de de´couper
le flot de processeurs en plusieurs e´tages ayant une structure identique. En effet, un flot
re´gulier est principalement avantageux dans le cas ou` l’architecture est fondue dans un
circuit non reconfigurable, car il est possible de disposer d’un syste`me plus souple, mais
pas toujours optimal vis-a`-vis de l’application. De la meˆme manie`re, un flot profond de
processeurs peut eˆtre difficile a` employer, car l’application n’est pas toujours simplement
distribuable sur ce dernier dans son ensemble, principalement a` cause de de´pendances
entre les donne´es. Il convient donc dans le cadre d’une structure re´gulie`re de bien analyser
les contraintes des applications ou du domaine vise´ afin de correctement dimensionner la
profondeur et la topologie du flot de processeurs.
Une alternative a` une structure fixe des diffe´rents e´tages d’un flot de processeurs de
voisinage consiste, dans le cadre de l’utilisation de circuits reconfigurables, a` de´crire la struc-
ture du flot de fac¸on spe´cifique pour chacune des e´tapes de l’application afin de toujours
disposer du mate´riel le plus efficace. On peut alors cibler un circuit a` grain fin comme un
FPGA afin d’y mettre en place la reconfiguration dynamique des acce´le´rateurs. Toutefois,
nous pouvons e´galement mettre en place une reconfiguration avec un grain beaucoup plus
important en essayant de fusionner toutes les descriptions des acce´le´rateurs d’une ou plu-
sieurs applications pour en ge´ne´rer une unique dont les ressources les plus consommatrices
sont mutualise´es et ou` les chemins de donne´es ne´cessaires sont ajoute´s.
Nous allons tout d’abord dans ce chapitre de´crire comment mettre en œuvre un flot de
processeurs et donc de´crire la structure d’un syste`me hoˆte capable de piloter un acce´le´rateur
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type flot de donne´es a` plusieurs entre´es sorties. Une fois les bases du syste`me hoˆte de´taille´es,
nous pourrons ainsi mieux comprendre, dans une seconde partie, les limitations que l’on
peut rencontrer en proce´dant a` une description manuelle du flot de processeurs et qui
orientent quelque peu la composition de l’acce´le´rateur vers une structure visant la ge´ne´ricite´
pour des raisons de temps de de´veloppement. Nous terminerons ce chapitre, dans une
troisie`me partie, par une pre´sentation d’un syste`me de description de haut niveau des flots
de processeurs facilitant la mise en place de structures tre`s particulie`res et optimales pour
chaque ope´ration avec des possibilite´s de fusion de diffe´rents acce´le´rateurs.
3.1 Avant propos
Nous allons aborder trois aspects diffe´rents dans ce chapitre. Nous allons commencer
par de´crire comment s’inse`re un acce´le´rateur flot de donne´es au sein d’un circuit ge´ne´raliste
et en particulier comment re´ite´rer avec les meˆmes donne´es plusieurs passes de calcul dans
un acce´le´rateur flot de donne´es. En effet, ce dernier point est crucial dans le cadre du
traitement d’image et en particulier dans le cadre de la morphologie mathe´matique car,
c’est en agre´geant une grande quantite´ de traitements simples que l’on peut re´aliser des
applications complexes. L’interfac¸age ge´ne´rique d’IP flots de donne´es, tel que celui propose´
par Fraboulet & Risset [30], permet de disposer d’une interface simple et e´volutive en
termes de nombre de flots de donne´es vers l’acce´le´rateur.
Une fois la proble´matique d’utilisation d’un flot de processeurs au sein d’un SoC traite´e,
nous pourrons d’abord proposer quelles options nous avons a` notre disposition pour rendre
plus souple d’utilisation et plus versatile un SoC compose´ d’un pipeline d’ope´rateurs flots
de donne´es. Nous de´taillerons ici a` la fois les aspects lie´s a` la description manuelle d’un
pipeline, aux diffe´rents niveaux de granularite´ de reconfiguration envisageable ainsi qu’a` la
description de haut niveau.
La description de haut niveau est la` pour fournir un moyen simple d’agre´ger les com-
posants de bases d’un e´tage de flots de processeurs que nous appellerons pattern. En effet,
un pattern est une agre´gation de composants tels que des processeurs de voisinage, des
unite´s arithme´tiques, des unite´s de seuillage ou bien encore des multiplexeurs. L’agence-
ment de ces composants via un outil de haut niveau permet d’acce´le´rer le de´veloppement
de pipelines spe´cifiques a` des applications. Nous ciblons majoritairement les circuits FPGA
disposant d’une capacite´ de reconfiguration dynamique partielle [74], mais le travail pro-
pose´ ici pourrait eˆtre utilise´ sur des architectures types ambric [20] compose´es de centaines
de coeurs de processeurs simples relie´s entre eux via des interconnexions programmables
et utilisant un mode`le de programmation oriente´ composant.
Des outils tels que Gaut [21], dont l’objectif principal est de synthe´tiser des IP mate´-
rielles a` partir d’un langage tel que le C, peuvent eˆtre utilise´s afin de ge´ne´rer simplement
l’agencement des composants dans un pattern. Nous avons toutefois de´cide´ de spe´cifier plus
simplement un pattern afin de valider les concepts de fusion. Cette technique est inspire´e
de ce que l’on peut trouver aujourd’hui dans le monde des ASIP lorsque plusieurs descrip-
tions mate´rielles d’instructions spe´cialise´es sont fusionne´es pour mutualiser les ressources
disponibles sur le silicium [17], [58], [85], [84]. Ce principe, appele´ Compound Circuit, a e´te´
mis en place, a` une granularite´ plus e´leve´e, au niveau des patterns servant a` la description
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d’un pipeline d’ope´rateurs flot de donne´es et permet de mutualiser les ressources. Cette
technique permet de disposer de toutes les ope´rations propose´es par les diffe´rents pipelines
au sein d’un unique acce´le´rateur de taille re´duite.
3.2 Gestion d’un acce´le´rateur flot de donne´es
3.2.1 Proble`matique
Ge´ne´ralement, les processeurs de voisinage sont utilise´s de manie`re assez standard juste
apre`s un imageur pour re´aliser quelques corrections sur l’image, car cette dernie`re est
souvent bruite´e en sortie du capteur. Le processeur est donc utilise´ dans une mode flot de
donne´es pure ou` il n’est pas possible de re´injecter en entre´e les calculs sortant du flot. Ce
mode de fonctionnement est adapte´ a` la mise en place d’ope´rations simples d’ame´lioration
des images, mais dans notre cas, nous ciblons plutoˆt une utilisation de l’acce´le´rateur pour
des traitements plus complexes.
Une application de traitement d’images peut eˆtre difficilement de´ployable dans sa to-
talite´ sur un flot de processeurs pour plusieurs raisons. Premie`rement, l’application peut
faire appel a` une tre`s grande quantite´ d’ope´rateurs et ne´cessiterait ainsi une surface de
silicium beaucoup trop importante si elle e´tait de´ploye´e totalement dans un flot profond
d’ope´rateurs. Deuxie`mement, la de´pendance entre les donne´es et en particulier l’utilisation
d’ope´rateurs de re´duction rend impossible le de´ploiement mate´riel complet d’une appli-
cation. Un exemple est donne´ en figure 3.1 ou` la ne´cessite´ de calculer le maximum et le
minimum global sur l’image nous contraint de casser le flot de calculs. Il n’est pas possible
de mettre en œuvre cette application sans stocker une image interme´diaire, car le calcul du
maximum global est preˆt uniquement lorsque tous les pixels ont e´te´ envoye´s. L’ope´rateur
utilisant ce re´sultat global ne peut donc pas fonctionner en pipeline rendant impossible la
mise en place comple`te de l’application dans un seul flot d’ope´rateurs.
Fig. 3.1: Normalisation d’images : le flot de calcul est interrompu par la pre´sence d’ope´rations de re´duc-
tion
La mise en place d’un acce´le´rateur type flot de donne´es avec la possibilite´ de re´aliser des
stockages interme´diaires est donc impe´rative. Il faut ainsi pre´voir l’inte´gration de l’acce´le´-
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rateur dans un syste`me plus ge´ne´ral que l’on appellera hoˆte et qui est capable d’amorcer
des transferts vers et depuis une me´moire de stockage des images interme´diaires.
3.2.2 Inte´gration dans un syste`me sur puce
La gestion de l’acce´le´rateur dans un syste`me sur puce (SoC) est un moyen simple et
efficace d’inte´grer un flot de processeurs de voisinage. On dispose ainsi, dans le meˆme circuit,
d’un processeur ge´ne´raliste, de controˆleurs me´moires et pourquoi pas de pe´riphe´riques de
captures d’images autorisant une utilisation optimale de l’acce´le´rateur. En effet, un tel
syste`me e´limine les proble`mes de gestion du flot de donne´es cite´s dans le section pre´ce´dente
et permet le rebouclage des traitements.
Nous avons envisage´ deux architectures fonctionnelles de´crites ci-apre`s. La premie`re
permet une inte´gration simple, mais conduit a` une surcharge du bus principal du circuit
et la seconde est plus complexe, mais permet des performances plus e´leve´es tout en ne
monopolisant pas le bus principal du processeur. En effet, la congestion du bus principal
par les DMA peut eˆtre proble´matique surtout si le processeur acce`de a` ses instructions et
ses donne´es en me´moire principale sans cache ni tampon.
3.2.2.1 Inte´gration simple
L’objectif ici est d’inte´grer l’acce´le´rateur de la manie`re la plus standard possible en
l’interfac¸ant directement sur le bus principal du SoC et ou` l’on retrouve les composants de
ce dernier : processeurs, DMA, controˆleur me´moire...
La figure 3.2 pre´sente la vue fonctionnelle du circuit. On retrouve le processeur ge´ne´ra-
liste avec ses me´moires statiques d’instructions et de donne´es. Cette dernie`re est de faible
taille et doit eˆtre uniquement conside´re´e comme une zone de travail temporaire ou` l’on
peut stocker uniquement que quelques lignes d’une image. Le stockage des images com-
ple`tes est assure´ par la me´moire dynamique externe au circuit et deux composants sur le
bus autre que le processeur ge´ne´raliste peuvent y e´crire des donne´es : le DMA et la logique
d’acquisition de signaux vide´o.
Une application de´ploye´e sur cette architecture se de´roule de la manie`re suivante : une
image est automatiquement acquise sur ordre du processeur ge´ne´raliste et est stocke´e en
me´moire externe. Une interruption est de´clenche´e lorsque cette ope´ration est termine´e. Le
processeur ge´ne´raliste peut alors programmer les ope´rations a` re´aliser dans l’acce´le´rateur et
orchestrer la programmation des DMA pour transmettre avec un flux le plus tendu possible
l’envoi et la re´ception des images dans l’acce´le´rateur. Les FIFO permettent une bonne
synchronisation des donne´es a` traiter par le flot de processeurs lorsque plusieurs images
sont ne´cessaires a` une ope´ration. De`s lors que tous les pixels sont ressortis de l’acce´le´rateur
et sont stocke´s en me´moire externe, le processeur peut soit passer a` l’e´tape suivante de
l’application soit demander l’acquisition d’une nouvelle image si toutes les ope´rations sur
une trame ont e´te´ re´alise´es.
On remarque que ce mode de fonctionnement n’est pas optimal, car il n’est pas possible
de recevoir une image venant d’une came´ra et dans le meˆme temps utiliser l’acce´le´rateur,
et ce, pour deux raisons : la me´moire externe est partage´e entre l’acce´le´rateur et le syste`me
d’acquisition vide´o et le bus du SoC est e´galement partage´ entre tous les pe´riphe´riques. Un
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Fig. 3.2: Inte´gration simple d’un acce´le´rateur type flot de processeurs dans un SoC
tel syste`me trouve son inte´reˆt si, d’une part, les contraintes en termes de temps de calcul
des applications cible´es ne sont pas fortes et, d’autre part, si le couˆt du syste`me est un
facteur important, comme c’est dans le cas des applications automobiles.
3.2.2.2 Inte´gration avance´e
Une inte´gration plus complexe peut eˆtre re´alise´e en reprenant la structure simple et en
y ajoutant une me´moire pouvant contenir plusieurs images locales a` l’acce´le´rateur. Cette
structure est pre´sente´e en figure 3.3. Ainsi lorsque toutes les e´tapes d’une ope´ration sur une
meˆme image n’ont pu eˆtre re´alise´es comple`tement en une passe dans l’acce´le´rateur, il est
possible de stocker la ou les images en me´moire locale pour re´ite´rer une nouvelle passe dans
le flot de processeurs. Pendant ce temps le processeur ge´ne´raliste est libre de l’utilisation
du bus et peut tre`s bien demander l’acquisition d’une nouvelle image sans perturber la
deuxie`me passe de calcul dans l’acce´le´rateur.
Cette structure est plus couˆteuse a` la fois mate´riellement, car il est ne´cessaire d’ajou-
ter une deuxie`me me´moire externe ainsi que toute la logique de controˆle supple´mentaire,
mais e´galement logiciellement, car l’ordonnancement des calculs sur l’acce´le´rateur devient
beaucoup plus complexe afin de paralle´liser les acquisitions d’images et les traitements. On
expose alors le paralle´lisme de gestion des images a` l’utilisateur et on pourrait chercher a`
optimiser automatiquement cette fonction un peu comme est ge´re´ le pipeline logiciel dans
les processeurs VLIW.
3.2.3 Synchronisme et gestion logicielle
La gestion logicielle d’un acce´le´rateur type flot de donne´es est une taˆche assez fine
de`s que plusieurs flots de donne´es en paralle`le doivent eˆtre pris en compte. En effet, les
composants de l’acce´le´rateur situe´s aux meˆmes e´tages du pipeline fonctionnent de manie`re
− 103 −
3.2. GESTION D’UN ACCE´LE´RATEUR FLOT DE DONNE´ES
Fig. 3.3: Inte´gration avance´e d’un acce´le´rateur type flot de processeurs dans un SoC
synchrone et doivent traiter les pixels de meˆmes indices aux meˆmes instants. Ceci n’est vrai
que si des e´changes de flux doivent eˆtre effectue´s entre les composants dispose´s en paralle`le,
dans le cas contraire la gestion est assez simple et peut eˆtre conside´re´e de la meˆme fac¸on
que lors de l’acheminement d’un flot unique de donne´es ou` finalement aucune FIFO en
entre´e n’est ne´cessaire.
La figure 3.4 illustre, pour une architecture capable de traiter deux flots de donne´es
en paralle`le, le cas ou` il est ne´cessaire de synchroniser les flux avant l’acheminement vers
l’acce´le´rateur et le cas ou` cette synchronisation n’est pas ne´cessaire. En effet, dans l’acce´-
le´rateur 1, la pre´sence d’un ope´rateur de soustraction relie´ aux deux branches paralle`les
re´alisant une e´rosion et une dilatation impose que les flux pre´sente´s aux entre´es E0 et E1
soient parfaitement synchrones. De manie`re duale, il n’est pas ne´cessaire pour l’acce´le´rateur
2 de pre´senter des flux synchronise´s aux entre´es E1 et E2 puisqu’il n’existe pas d’ope´rateurs
mettant en jeu des calculs a` partir des flux des deux branches d’ope´rateurs.
Fig. 3.4: Gestion du synchronisme dans des acce´le´rateurs multi flot de donne´es
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Nous allons maintenant nous placer dans le cas ou` plusieurs flots de donne´es doivent
eˆtre envoye´s et rec¸us en paralle`le puisque nous ne faisons pas d’hypothe`se spe´cifique quant
a` la structure interne des acce´le´rateurs et nous conside´rons alors le pire cas. Une barrie`re de
synchronisation est ne´cessaire avant les entre´es de l’acce´le´rateur pour garantir le synchro-
nisme des flots de donne´es avant l’acce´le´rateur. Nous supposons en outre que l’acce´le´rateur
ne de´synchronise pas en interne les flots de donne´es. Chaque entre´e de l’acce´le´rateur doit
eˆtre pre´ce´de´e d’une FIFO stockant quelques centaines de pixels et informant le controˆleur
de l’acce´le´rateur de leurs niveaux de remplissage. En effet, de`s qu’une des FIFO en entre´e
est vide il est ne´cessaire de geler l’acce´le´rateur. Il est e´galement impe´ratif de placer des
FIFO en sorties de l’acce´le´rateur pour stocker momentane´ment les re´sultats des calculs.
Ces dernie`res doivent permettre e´galement au controˆleur de geler l’acce´le´rateur lorsqu’elles
sont pleines. Nous mettons donc en place un verrou global qui ge`le l’acce´le´rateur de`s qu’une
FIFO d’entre´e ou de sortie est pleine. La figure 3.5 pre´sente l’architecture de controˆle du
synchronisme autour de l’acce´le´rateur.
Fig. 3.5: Controleur d’un acce´le´rateur multiflot de donne´es
Ce verrou mate´riel simplifie grandement la gestion logicielle de´die´e a` l’alimentation des
acce´le´rateurs en donne´es puisqu’il est possible d’acce´der aux FIFO directement depuis un
DMA programme´ pour envoyer ou recevoir quelques lignes d’une image. On peut donc e´crire
et lire alternativement par paquet de lignes dans les FIFO sans risquer de de´synchroniser
les flux de donne´es vers l’acce´le´rateur. Le processeur ge´ne´raliste se charge du controˆle et
ordonne les transferts DMA pour minimiser les pe´riodes d’inactivite´ de l’acce´le´rateur. Le
controˆleur tient informe´ le processeur soit par un me´canisme d’interruption mate´rielle soit
en changeant l’e´tat de registres de statut que le processeur vient consulter a` intervalle
re´gulier.
3.3 Description manuelle
3.3.1 Inte´reˆts et inconve´nients
Nous sommes capables de mettre en place un acce´le´rateur flot de donne´es avec plusieurs
entre´es et plusieurs sorties au sein d’un syste`me complexe mettant en jeu un processeur
ge´ne´raliste ainsi que tous les composants habituellement associe´s : DMA, controˆleur me´-
moire... Un tel syste`me nous permet de re´aliser plusieurs traitements se´quentiels d’une
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meˆme donne´e et nous donne la possibilite´ d’homoge´ne´iser et de re´duire la taille de l’acce´le´-
rateur. En effet, il n’est plus ne´cessaire de de´ployer mate´riellement toutes les e´tapes d’une
application, mais il est plutoˆt ne´cessaire de trouver une structure mate´rielle commune a`
plusieurs sous-parties de l’application. Il convient alors de proce´der a` une description des
ope´rateurs a` employer ainsi que des chemins de donne´es a` mettre en place. On conside`re
d’ailleurs que le de´coupage d’une application en sous-parties peut produire des blocs non
homoge`nes et que l’on tombe alors dans un cas e´quivalent multiapplications.
Une description manuelle d’un acce´le´rateur utilisant les briques de´crites au chapitre
2 permet de disposer, pour une application spe´cifique, d’une structure optimale a` la fois
en termes d’utilisation de ressources et en termes de contraintes temporelles. Si l’optima-
lite´ est un parame`tre pre´ponde´rant dans le syste`me, il est donc ne´cessaire de proce´der a`
une nouvelle description d’un acce´le´rateur pour toutes nouvelles applications a` re´aliser.
Au contraire, si l’on peut se satisfaire d’un acce´le´rateur quasi optimal, nous pouvons pro-
ce´der a` une nouvelle description plus ge´ne´rique capable d’exe´cuter plusieurs applications
diffe´rentes.
On observe alors deux niveaux de granularite´ de`s que l’on souhaite traiter plusieurs
applications avec le meˆme mate´riel. L’utilisation de structures optimales impose de mettre
en place un me´canisme de reconfiguration a` grain fin type FPGA ou` l’on peut venir reconfi-
gurer l’acce´le´rateur en fonction de l’application cible´e. Cette granularite´ ne nous affranchit
pas de la ne´cessite´ de de´crire mate´riellement un acce´le´rateur pour chaque grande e´tape
d’une application. La mise en place d’une description plus ge´ne´rique d’un acce´le´rateur pre-
nant en charge un ensemble d’applications correspond a` une architecture reconfigurable
gros grains ou` l’on vient modifier principalement des chemins de donne´s pour se´lectionner
une application parmi celles re´alisables.
Les figures 3.6 et 3.7 pre´sentent les deux niveaux de granularite´ pouvant eˆtre mis en
place dans le cadre d’une ope´ration de gradient morphologique et d’une ope´ration d’ouver-
ture morphologique. Dans le premier cas, l’utilisateur proce`de a` une description manuelle
structurelle de chaque ope´ration en utilisant des briques mate´rielles de´finies au chapitre 2.
Pour chacune de ces descriptions, un fichier de configuration est ge´ne´re´ et est stocke´ sur
la plateforme. Le controˆleur du syste`me hoˆte peut donc charger, en fonction des besoins,
une des deux configurations a` disposition dans la zone reconfigurable. Dans le second cas,
les deux flots d’ope´rateurs sont fusionne´s manuellement en e´conomisant les ressources dis-
ponibles et en ajoutant les diffe´rents chemins de donne´es possibles. Cette e´tape re´alise´e,
l’utilisateur proce`de ensuite a` une description manuelle structurelle du re´sultat de la fusion
pour disposer d’un unique acce´le´rateur ayant la possibilite´ de changer de configuration
en manipulant uniquement les multiplexeurs et les diffe´rents e´le´ments de configurations
inhe´rents aux composants mis en place.
3.3.2 Exemple d’application : chaˆınage de´die´ a` la quasi-distance
La quasi-distance [12] est une transformation de type distance adapte´e aux images en
niveaux de gris. Elle est inscrite dans le cadre plus ge´ne´rique des transformations re´siduelles.
Une transformation re´siduelle θ sur un ensemble X est de´finie a` l’aide de deux familles de
transformations ψi et ζi, de´pendant d’un parame`tre i ∈ I.
Les e´le´ments des familles ψi et ζi sont appele´s primitives et on de´finit le re´sidu de taille
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Fig. 3.6: Mise en œuvre d’une reconfiguration a` grain fin dans un contexte multiapplications
Fig. 3.7: Mise en œuvre d’une reconfiguration a` gros grains dans un contexte multiapplications
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i comme :
ri = ψi/ζi
La transformation re´siduelle est alors de´finie comme e´tant l’union des re´sidus :
θi =
⋃
i∈I
ψi/ζi
Ces formules sont tre`s ge´ne´ralistes et voici quelques exemples d’utilisation :
– E´rode´e ultime [46] obtenue en utilisant pour ψi une e´rosion εi de f et pour ζi une
ouverture e´le´mentaire par reconstruction de l’e´rode´e εi :
ψi = εi
ζi = R
δ
f (εi)
– Le squelette par boule maximale obtenu en utilisant pour ψi une e´rosion εi de f et
pour ζi une e´le´mentaire de l’e´rode´e εi :
ψi = εi
ζi = ϕ(εi)
Ces transformations re´siduelles sont accompagne´es d’une fonction associe´e q qui nous
informe en chaque point x de θ l’indice du re´sidu ri.
q(x) = i+ 1, avec x ∈ ri
Dans le cadre de l’e´rosion ultime, la fonction associe´e nous informe de la taille des
e´rode´s et dans le cadre du squelette par boule maximale, cette fonction nous informe de la
taille des boules en chaque point.
La transformation distance est de´finie par la fonction associe´e obtenue en ope´rant une
transformation re´siduelle dont ri est obtenue par soustraction ensembliste et dont les pri-
mitives sont des e´rosions de tailles croissantes :
ψi = εi
ζi = εi+1
Dans le cas binaire, les primitives sont choisies de manie`re a` ce que la fonction asso-
cie´e soit unique pour chaque point de θ. Dans le cadre nume´rique ce choix est beaucoup
plus complexe, car il faut d’une part trouver un e´quivalent nume´rique a` la soustraction
ensembliste et d’autre part prendre en compte le fait que les re´sidus ne sont plus disjoints
entre les ite´rations i et i + 1. Une possibilite´ pour le calcul de la fonction associe´e est de
s’inte´resser a` la dernie`re occurrence du re´sidu maximal [12] :
q(x) =
∨
i∈I
i+ 1, avec x ∈
∨
i∈i
ri
Les primitives employe´es dans le cadre de la quasi-distance sont les meˆmes que celles
employe´es pour obtenir la fonction associe´e produisant la transformation distance. On de´-
finit alors la transformation re´siduelle nume´rique comme e´tant le supre´mum des diffe´rences
des primitives :
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ri = |ψi − ζi|
θi =
∨
i∈I
ψi − ζi
Un algorithme de calcul de la transformation re´siduelle est donne´ en 4.
Dans le cadre de la quasi-distance, le chevauchement des re´sidus aux ite´rations i et
i+ 1 conduit a` une fonction associe´e q pre´sentant des irre´gularite´s et nous faisant perdre la
proprie´te´ 1-lipschitzienne de la transformation distance. C’est-a`-dire que l’on ne peut plus
garantir :
|q(x)− q(y)| ≤ ‖x− y‖
Il convient alors de proce´der a` une re´gularisation de la fonction associe´e de´taille´e a`
l’algorithme 5.
Algorithme 4 Quasi-distance : calcul de la fonction associe´e, Beucher [11]
ENTRÉES: I
SORTIES: Itresiduelle, Iassociée
Itresiduelle ← 0
Iassociée ← 0
Itmp1 ← I
v1 ← Volume(Itmp1)
v2 ← v1 + 1
i ← 0
Tantque v2>v1 Faire
i ← i + 1
v2 ← v1
Itmp2 ← ε(Itmp1)
Itmp1 ← Itmp1 - Itmp2
Itmp3 ← (Itmp1 ≥ Itresiduelle ? i : 0)
Itmp3 ← (Itmp1 6= 0? Itmp3 : 0)
Iassociée ← (Itmp3 ∨ Iassociée)
Itresiduelle ← (Itmp1 ∨ Itresiduelle)
Itmp1 ← Itmp2
v1 ← Volume(Itmp1)
Fin tantque
La figure 3.8 pre´sente un exemple d’image ayant subi une transformation re´siduelle de
type quasi-distance. On remarque effectivement ici que le supre´mum des re´sidus pre´sente
assez peu d’inte´reˆt compare´ a` l’image de la fonction associe´e. On remarque que les zones
claires de l’image faiblement contraste´es pre´sentent dans l’image de la fonction associe´e des
distances assez e´leve´es.
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Image originale Supre´mum des re´sidus θ
Fonction associe´e q non re´gularise´e Fonction associe´e q re´gularise´e
Fig. 3.8: Exemple de quasi-distance en maille carre´e
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Algorithme 5 Quasi-distance : re´gularisation de la fonction associe´e, Beucher [11]
ENTRÉES: Iassociée
SORTIES: Iqdist
Iqdist ← Iassociée
v1 ← Volume(Iqdist)
v2 ← v1 + 1
Tantque v2>v1 Faire
v2 ← v1
Itmp1 ← ε(Iqdist)
Itmp2 ← Itmp1 + 1
Iqdist ← (Itmp2 ∧ Iqdist)
v1 ← Volume(Iqdist)
Fin tantque
Les algorithmes pre´sente´s ici pour le calcul des transformations re´siduelles et en parti-
culier pour le calcul de la quasi-distance sont tre`s ite´ratifs, mais ont l’avantage d’utiliser
des ope´rations arithme´tiques, logiques et de voisinage simplement paralle´lisables. Il existe
une mise en œuvre de ces algorithmes par une approche hybride avec une structure de don-
ne´es type files d’attente[28]. Cette approche re´alise les premie`res e´tapes du calcul telles que
de´crites dans les algorithmes 4 et 5 pour ensuite basculer sur une approche a` base de files.
Cette me´thode reprend le principe utilise´ dans les reconstructions ge´ode´siques hybrides
[80]. Toutefois, il est difficile et meˆme parfois impossible d’avoir un crite`re fiable permet-
tant de savoir quand basculer d’une mise en œuvre classique vers une mise en œuvre par
file d’attente. En outre, des structures de donne´es type file sont facilement utilisables dans
un processeur ge´ne´raliste, mais requie`rent une mise en œuvre tre`s, voire trop, spe´cialise´e
dans un circuit de´die´.
Nous avons donc choisi de de´crire cet algorithme en re´alisant un pattern d’architecture
de´die´ a` une ite´ration du calcul de la fonction associe´e (algorithme 4) et a` une ite´ration de la
re´gularisation de la fonction associe´e (algorithme 5). En fusionnant ces deux descriptions et
en chaˆınant k fois cette dernie`re il est possible de re´aliser k ite´rations en n’envoyant qu’une
seule fois le flot de donne´es. Lorsque nous parlons de fusion, nous sous-entendons la fusion
des descriptions mate´rielles et non la fusion des algorithmes, c’est-a`-dire que l’architecture
re´sultante recevra d’abord n fois le flot de donne´es pour re´aliser le calcul de la fonction
associe´e pour seulement ensuite recevoir m fois un autre flot de donne´es afin de re´aliser la
phase de re´gularisation.
Les figures 3.9 et 3.10 pre´sentent la description mate´rielle d’un e´tage du calcul de la
quasi-distance et d’un e´tage de la re´gularisation. On remarque la pre´sence de NOP qui se
traduisent de manie`re mate´rielle, soit en termes de registres si la synchronisation implique
des briques de calcul a` faible latence, soit en termes de lignes a` retard si la synchronisation
implique des briques de calcul a` forte latence, comme des processeurs de voisinage. Le
processeur de voisinage utilise´ dans ces deux descriptions permet d’e´conomiser un NOP
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car un processeur de voisinage peut aise´ment ressortir a` la fois le re´sultat du calcul et la
valeur du pixel source. Les unite´s arithme´tiques et logiques (ALU ) prennent en entre´es
deux flux de donne´es et si ne´cessaire une constante. Elles re´alisent des calculs simples tels
que des additions, des soustractions ou bien encore des recopies conditionnelles (cmove) de
valeurs.
Fig. 3.9: Structure d’un e´tage mate´riel du flot de calcul de´die´ a` la quasi-distance
Fig. 3.10: Structure d’un e´tage mate´riel du flot de calcul de´die´ a` la re´gularisation de la quasi-distance
L’ope´ration de fusion manuelle du pattern d’architecture consiste a` rechercher manuelle-
ment, parmi les deux descriptions des figures 3.9 et 3.10, les ressources communes et ajouter
les chemins de donne´es ne´cessaires a` la reconfiguration d’un pattern a` l’autre. Plusieurs so-
lutions optimales existent et une version est propose´e en figure 3.11. Nous supposons dans
cette version pouvoir e´galement fusionner, dans une meˆme ALU, les ope´rations ne´cessaires
aux deux utilisations du flot d’ope´rateurs. Si tel n’e´tait pas le cas, il serait obligatoire
d’ajouter les ALUs ne´cessaires en plus des chemins de donne´es et du multiplexeur de´ja` pre´-
sent. De la meˆme manie`re, si les ope´rateurs a` fusionner n’impliquaient pas uniquement des
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ope´rations de voisinages identiques, on peut supposer aise´ment qu’un processeur re´alisant
une e´rosion, dont l’e´le´ment structurant ne de´passe pas une taille critique, peut e´galement
eˆtre en mesure de re´aliser une dilatation.
Fig. 3.11: Fusion du pattern de´die´ au calcul de la quasi-distance et du pattern de´die´ a` sa re´gularisation
L’approche de description manuelle de patterns d’architecture compose´s d’ope´rateurs
flots de donne´es de´die´s au traitement d’images montre ses limites et principalement dans
le cadre de la reconfiguration a` grain fin du fait de la grande quantite´ de flots a` de´crire
manuellement. On peut dans cette optique utiliser des ge´ne´rateurs de patterns d’architec-
ture, tel que CatapultC de Mentor ou bien encore Gaut, qui permettent la description de
pattern a` un plus haut niveau d’abstraction.
Une autre approche est de conside´rer la reconfiguration a` gros grains et essayer de de´-
crire manuellement un pattern d’architecture satisfaisant pour une majorite´ de traitements.
Une telle structure est pre´sente´e dans l’annexe A. Cette approche est limite´e et souvent
non optimale. On peut donc envisager un outil permettant a` la fois une description de haut
niveau, mais e´galement une ge´ne´ration automatique d’un pattern d’architecture re´sultat de
la fusion de plusieurs patterns sources. Tout en restant dans une optique de reconfiguration
a` gros grains, on peut ainsi prendre en entre´e un ensemble d’ope´rations a` re´aliser, avec pour
chacune d’entre elles le pattern d’architecture correspondant, et construire automatique-
ment un pattern commun re´alisant toutes les ope´rations conside´re´es.
3.4 Description de haut niveau
3.4.1 Proble´matique
L’enjeu ici est de disposer d’un outil de´die´ a` la description rapide de patterns d’archi-
tecture, que patterns l’on pourra re´pliquer un certain nombre de fois afin de disposer d’une
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plus grande puissance de calcul. Il ne s’agit pas de de´crire un atelier logiciel prenant en
entre´e le cœur d’un algorithme de´crit au niveau de la manipulation des pixels les uns par
rapport aux autres, mais plutoˆt de disposer d’un outil de´crivant l’agencement d’ope´rations
de traitement d’images simples a` travers des composants tels que ceux de´crits dans le cha-
pitre 2 et que nous avons commence´ a` utiliser dans des descriptions manuelles a` la section
pre´ce´dente.
Nous avons se´lectionne´ deux aspects importants concernant la ge´ne´ration automatique
d’un pattern d’architecture. Le premier concerne la synchronisation des flots de donne´es,
car nous avons choisi de masquer cette contrainte a` l’utilisateur et le second aborde la
fusion automatique de plusieurs descriptions dans le but d’obtenir automatiquement une
architecture reconfigurable, ou reparame´trable dynamiquement, a` gros grains.
3.4.2 Description d’un pattern d’architecture
Nous avons vu dans la section traitant de la description manuelle que la description d’un
pattern d’architecture pouvait eˆtre une taˆche longue puisqu’il est ne´cessaire d’intervenir
manuellement pour spe´cifier, a` un assez bas niveau, les instances de composants ne´cessaires
au pattern ainsi que leurs connexions les unes par rapport aux autres.
En supposant disposer d’un ensemble de briques de traitement d’images assimile´es a` une
boˆıte noire et prenant un certain nombre de parame`tres en entre´es et en sorties, nous avons
de´fini une me´thode graphique de description de patterns. Ce langage ou cette me´thode
n’est pas un objectif en soi, mais plutoˆt un moyen de construire un pattern rapidement
et simplement par un utilisateur. Rapidement, car ce dernier ne se pre´occupe pas d’im-
ple´menter le pattern dans un langage de description mate´rielle (VHDL par exemple) et
simplement, car l’utilisateur n’a pas a` ge´rer le synchronisme he´te´roge`ne des composants
de fac¸on tre`s pousse´e. En outre, la description graphique du pattern produit un mode`le
permettant la fusion avec d’autres descriptions avec des algorithmes beaucoup plus simples
que s’ils e´taient mis en œuvre directement dans la description mate´rielle au niveau RTL.
La figure 3.12 montre une description re´alise´e a` l’aide du langage graphique afin d’obte-
nir un pattern d’architecture dont le but est de re´aliser les ope´rations de base de morpholo-
gie mathe´matiques. Lors de la synthe`se du circuit, l’utilisateur doit uniquement se soucier
du nombre d’e´tages ne´cessaires, c’est-a`-dire spe´cifier le nombre de fois qu’il souhaite voir
re´pliquer le pattern pour former un pipeline plus ou moins profond.
Les briques d’ope´rateurs utilise´es ici sont les suivantes :
– Input : point d’entre´e d’un flux de donne´es e´manant soit d’une files d’attente tempo-
risant les donne´es provenant de l’hoˆte soit d’une sortie du pattern situe´e dans l’e´tage
pre´ce´dent du pipeline.
– Output : point de sortie d’un flux de donne´es allant soit vers les file d’attente tem-
porisant l’e´vacuation des donne´es vers l’hoˆte soit vers une entre´e du pattern situe´e
dans l’e´tage suivant du pipeline.
– PoC : processeur de voisinage de´die´ aux calculs d’une e´rosion ou d’une dilatation avec
tous types d’e´le´ments structurants compose´s au maximum de 9 voisins. L’ope´ration
ainsi que l’e´le´ment structurant sont parame´trables avant l’envoi d’un flot de donne´es.
– Alu : unite´ de calcul prenant en entre´e deux flots de donne´es et une constante et
re´alisant divers calculs parame´trables avant l’envoi du flot de donne´es.
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Fig. 3.12: Exemple de description conduisant a` une ge´ne´ration mate´rielle automatique d’un pattern
d’architecture
– Mux : multiplexeur permettant de rediriger des flots de donne´es. L’e´tat du multi-
plexeur se parame`tre avant l’envoi d’un flot de donne´es.
– Th : Unite´ de seuillage prenant en entre´e une constante pour un seuil haut et une
constante pour un seuil bas, ainsi qu’un bit indiquant si une binarisation est ne´-
cessaire. Cette brique est donc tout aussi bien en mesure de ne rien seuiller et de
seuiller avec ou sans binarisation du flot de donne´es. Toutes ces possibilite´s sont
parame´trables avant le lancement d’un flot de donne´es.
– M : Unite´ de mesure calculant le minimum, le maximum et le volume global d’un flot
de donne´es. Les valeurs sont a` jour lorsque le flot de donne´es a entie`rement circule´
sur la branche concerne´e.
On peut, avec le pattern de´crit a` la figure 3.12, re´aliser des ope´rations ge´ode´siques,
des calculs de fonctions distances, calculer des gradients et ou bien encore re´aliser des
filtres alterne´s se´quentiels. Les performances de ces ope´rations complexes sont e´videmment
fonction du nombre d’e´tages de patterns au sein du pipeline. Toutefois, la ge´ne´ration du
mate´riel correspondant n’est pas directe, car il faut dans un premier temps re´soudre les
proble`mes de synchronisation engendre´s par les latences he´te´roge`nes des composants ou
ope´rateurs du pattern.
3.4.3 Synchronisation du flot de donne´es
La synchronisation d’un pattern d’architecture de´crit avec notre syste`me consiste a`
ajouter des NOP, qui sont mate´rialise´s par un certain nombre de registres en se´ries ou` par
une ligne a` retard, afin de pre´senter aux entre´es des ope´rateurs suivants les pixels de meˆme
indices pouvant provenir de flux diffe´rents.
Le proble`me de la synchronisation peut eˆtre vu en partant des entre´es du pattern et en
de´coupant la description en plusieurs e´tages. Un exemple reprenant le cas de la figure 3.12
est pre´sente´ en figure 3.13. De`s lors que l’on dispose d’une repre´sentation en e´tage, il est
facile de rechercher et ajouter re´cursivement des NOP partout ou` un signal est connecte´
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directement a` la fois dans l’e´tage courant et dans l’e´tage suivant.
Fig. 3.13: Pattern d’architecture synchronise´ automatiquement
Un exemple de synchronisation est pre´sente´ en figure 3.14, il s’agit toujours du pattern
de´crit en 3.12 ou` les NOP ont e´te´ spe´cifie´s automatiquement. Dans le premier cas, des
NOP ont e´te´ ajoute´s sur tous les signaux et meˆme s’ils proviennent du meˆme composant.
Le second cas montre comment des NOP peuvent eˆtre regroupe´s afin d’e´conomiser quelques
ressources logiques.
Un autre proble`me de synchronisation existe, mais ce dernier est implicite et peut se
re´gler lors de la ge´ne´ration du mate´riel ou du logiciel. En effet, Il est possible que, dans
le meˆme e´tage, les ope´rateurs mis en jeu aient des latences diffe´rentes. Il convient alors de
prendre en compte l’ope´rateur ayant la plus grande latence pour ajouter implicitement un
certain retard derrie`re chaque ope´rateur pour ne pas de´synchroniser les flux. On peut tre`s
bien imaginer que l’on retrouve dans un meˆme e´tage un PoC ayant une forte latence et
une ALU ayant une faible latence. Ainsi, lors de la ge´ne´ration du mate´riel, il faudra veiller
a` ajouter en sortie de l’ALU une ligne a` retard permettant d’avoir une latence au niveau
de l’ALU e´gale a` celle engendre´e par le PoC dans son ensemble.
3.4.4 Ge´ne´ration de code
3.4.4.1 Ge´ne´ration du simulateur
La description d’un pattern a pour finalite´ de ge´ne´rer automatiquement un pipeline
ayant une profondeur fixe´e avant synthe`se afin de le mettre en place dans un SoC tel que
propose´ en figure 3.3. Mais avant de ge´ne´rer un circuit, il peut eˆtre inte´ressant de valider
de manie`re fonctionnelle et rapide le bon fonctionnement de la structure du pipeline.
Nous avons donc choisi d’avoir la possibilite´ de ge´ne´rer une fonction de simulation
reposant sur une bibliothe`que de traitement d’image. Cette dernie`re est capable de re´aliser
tous les traitements e´le´mentaires du langage de description et la fonction de simulation se
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(a) Sans fusion de NOP
(b) Avec fusion de NOP
Fig. 3.14: Pattern d’architecture synchronise´ automatiquement
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charge d’ordonnancer les calculs de´crits dans le pipeline de pattern. Cette fonction prend
en parame`tres autant d’images que d’entre´es/sorties au niveau du pipeline ainsi que la
configuration des diffe´rents e´tages. La configuration repre´sente l’e´tat du pipeline pour le
traitement d’un flot de donne´es et permet de spe´cifier, par exemple, les ope´rations re´alise´es
par les PoC ou bien encore les e´tats des multiplexeurs.
La figure 3.15 pre´sente les couches et les interfaces logicielles qui sont mises en œuvre
pour valider de manie`re fonctionnelle une application utilisant un pipeline spe´cifique de
patterns. La ge´ne´ration de la fonction de simulation est relativement simple, mais doit se
faire apre`s synchronisation du flux de donne´es et en parcourant le pattern des entre´es vers
les sorties en conside´rant un de´coupage temporel tel que pre´sente´ en figure 3.14.
Fig. 3.15: Flot et architecture logicielle de validation fonctionnelle d’un pipeline de processeurs de
voisinage de´crit via un langage de haut niveau
3.4.4.2 Ge´ne´ration du mate´riel
La ge´ne´ration du mate´riel fonctionne de manie`re analogue a` la ge´ne´ration du logiciel.
Cette e´tape ge´ne`re uniquement les interconnexions entre les diffe´rents composants. En effet,
pour chaque composant disponible dans le langage de description de haut niveau, il existe
un repre´sentant au niveau RTL dans un langage tel que VHDL. Le ge´ne´rateur de code se
charge donc d’instancier et de raccorder les diffe´rents composants conforme´ment a` ce qui
est de´crit dans la description de haut niveau.
L’e´tape de ge´ne´ration du mate´riel doit eˆtre pre´ce´de´e d’une e´tape de synchronisation
du pattern. Toutefois, cette e´tape doit encore eˆtre raffine´e, car la synchronisation re´alise´e,
qui est finalement fonctionnelle, suppose que tous les composants ont la meˆme latence.
Cette hypothe`se, suffisante dans le cadre de la ge´ne´ration d’un simulateur sur station de
travail, est abusive dans le cadre de la ge´ne´ration du mate´riel. Une e´tape supple´mentaire
doit donc eˆtre mise en œuvre afin de synchroniser plus finement le pipeline en recherchant
pour chaque sous-e´tage du pattern, le composant ayant la latence maximale afin d’ajuster
via des registres ou des files d’attente les latences des composants du meˆme sous-e´tage.
Ainsi, en plus du fichier VHDL de´crivant mate´riellement un composant, il est ne´cessaire
de renseigner dans un fichier tiers la latence de chaque composant.
La figure 3.16 pre´sente l’architecture logicielle ainsi que le flot automatique de ge´-
ne´ration d’un pipeline mate´riel de processeurs de voisinage. Une application appelle des
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fonctions de traitements d’images propose´es au niveau de l’API Intergiciel, API commune
avec le simulateur, afin de cacher et d’abstraire la me´canique de gestion des flots me´moire
et de configuration bas niveau du pipeline.
Fig. 3.16: Flot de ge´ne´ration du mate´riel et architecture logicielle de gestion d’un pipeline de processeurs
de voisinage de´crit via un langage de haut niveau
3.4.5 Fusion de descriptions
La fusion de diffe´rentes descriptions est un point inte´ressant puisque l’on peut essayer
de construire automatiquement un pattern reconfigurable a` gros grains a` partir de plusieurs
patterns de´crits avec notre formalisme.
Un exemple serait de pouvoir construire le pattern re´alisant a` la fois la quasi-distance
et la re´gularisation a` partir des descriptions re´alisant uniquement la quasi-distance et uni-
quement la re´gularisation. On peut alors se demander quelles ressources il est impe´ratif
d’e´conomiser et quelles sont celles que l’on peut dupliquer. Dans notre cas, les processeurs
PoC sont des ressources a` utiliser avec pre´caution, car couˆteuses a` la fois en termes de
me´moires embarque´es et en termes de ressources logiques. On peut e´galement, dans une
moindre mesure, chercher a` e´conomiser les ALU lorsque ces dernie`res embarquent une
grande quantite´ d’ope´rations re´alisables.
Afin de simplifier la pre´sentation de la me´thode de fusion, nous conside´rons la fusion
d’un pattern A avec un pattern B visant a` produire un pattern C. On admet que chacun
des composants d’un meˆme pattern dispose un identifiant unique.
Le principe est assez simple et consiste a` lister tous les composants utilise´s dans les
diffe´rentes descriptions afin de rechercher ceux que l’on doit regrouper et ceux que l’on
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peut re´pliquer. Pour ce faire, un dictionnaire propre a` chacun des patterns est construit
afin de lister, par type de composant, toutes les ressources devant eˆtre mutualise´es.
La me´thode de fusion se de´compose en deux phases. La premie`re, pre´sente´e a` l’algo-
rithme 6, a pour objectif de cre´er le pattern C comportant uniquement les composants
issus de la fusion de A et B. Cet algorithme repose sur l’utilisation de dictionnaires, propre
aux patterns A et B, permettant de lister les identifiants par type de composant a` mutua-
liser. Les dictionnaires sont cre´e´s en parcourant les designs des entre´es vers les sorties pour
fusionner des composants les plus proches afin d’e´viter d’ajouter une grande quantite´ de
composants de synchronisation.
Lors de la cre´ation du dictionnaire A, tous les composants du pattern A sont copie´s
dans le pattern C et une table de correspondance des identifiants est cre´e´e garantissant de
retrouver un composant de A dans C. Durant la cre´ation du dictionnaire B, les compo-
sants de B ne faisant pas l’objet d’une mutualisation sont ajoute´s dans C et de la meˆme
manie`re, une table de correspondance des identifiants est cre´e´e. Enfin, cet algorithme finit
par mutualiser les ressources en re´affectant dans les tables de correspondances les identi-
fiants mutualise´s et en ajoutant e´ventuellement les composants de B restant a` fusionner et
n’ayant pas trouve´ de correspondance dans le pattern A.
La seconde phase de fusion, de´crite a` l’algorithme 7, est charge´e de reconnecter les
signaux entre les composants et, le cas e´che´ant, ajouter des multiplexeurs aux entre´es des
composants mutualise´s.
L’algorithme de fusion e´tant maintenant de´crit, nous pouvons observer sur la figure
3.17 les diffe´rents re´sultats d’une fusion de deux patterns simples. Le premier pattern
source, figure 3.17.a permet le chaˆınage en se´rie de deux ope´rations de voisinage type
e´rosion/dilatation. Le second pattern source, figure 3.17.b permet quant a` lui la re´alisation
de deux ope´rations de voisinage en paralle`le ou` les deux flots de donne´es sont totalement
inde´pendants. L’algorithme a` e´te´ parame´tre´ de manie`re a` ce qu’il mutualise les ressources
de type Input, Output, PoC et le re´sultat de la fusion, figure 3.17.c, montre que les calculs
re´alise´s dans les patterns sources peuvent maintenant eˆtre re´alise´s dans un unique pattern
via le parame´trage de deux multiplexeurs. On observe toutefois que le multiplexeur Mux0
est un composant superflu, mais l’algorithme propose´ se force de conserver, pour un pat-
tern donne´, la position des entre´es sorties. Une extension de l’algorithme serait donc de
supprimer ce type de multiplexeur lors de l’affectation des signaux dans le pattern fusionne´
(algorithme 7 e´tape 2).
Nous allons maintenant revenir sur notre exemple de quasi-distance et utiliser le syste`me
de description propose´ pour de´tailler les deux e´tapes de l’ope´ration dans deux patterns
diffe´rents.
3.4.6 Exemple d’application : chaˆınage de´die´ a` la quasi-distance
La figure 3.18 pre´sente la fusion automatique des deux patterns implique´s dans le calcul
de la quasi-distance. On remarque que les composants a` mutualiser choisis (PoC et ALU)
ont bien e´te´ fusionne´s et qu’il est maintenant possible de re´aliser, a` moindre couˆt, les
deux passes de la quasi-distance avec un mate´riel optimise´. Toutefois, on remarque une
fois de plus la pre´sence d’un multiplexeur supple´mentaire par rapport a` la fusion manuelle
pre´sente´e a` la figure 3.11. Ceci provient du fait que l’algorithme cherche a` fusionner les
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Algorithme 6 Fusion de pattern : Mutualisation des composants
ENTRÉES: A,B,liste
SORTIES: C,hashA,hashB
/* Étape 1 : Création du dictionnaire des composants mutualisés du pattern
A et copie des composants de A dans C */
Pour Chaque composant de A Faire
Si liste.contient(composant.type) Alors
dicoA[composant.type].ajouteComposant(composant.id)
Fin si
ncomposant = C.ajouteComposant(composant.type)
hashA[composant.id] = ncomposant.id
Fin pour
/* Étape 2 : Création du dictionnaire des composants mutualisés du pattern
B et copie des composants de B non-mutualisables dans C */
Pour Chaque composant de B Faire
Si liste.contient(composant.type) Alors
dicoB[composant.type].ajouteComposant(composant.id)
Sinon
ncomposant = C.ajouteComposant(composant.type)
hashB[composant.id] = ncomposant.id
Fin si
Fin pour
/* Étape 3 : Mutualisation des ressources et ajoute si nécessaire les
composants du pattern B à mutualiser s’il ne sont pas déjà présent dans A
*/
Pour Chaque type de liste Faire
Pour Chaque idB de dicoB[type] Faire
Si !dicoA[type].estVide Alors
/* Mutualisation */
idA = dicoA[type].pop
hashB[idB] = hashA[idA]
Sinon
/* Ajout composant à mutualiser non présent dans A ou déjà
mutulalisé */
ncomposant = C.ajouteComposant(type)
hashB[idB] = ncomposant.id
Fin si
Fin pour
Fin pour
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Algorithme 7 Fusion de pattern : Ge´ne´ration des connexions
ENTRÉES: A, B, C, hashA, hashB
SORTIES: C
/* Étape 1 : Affectation des signaux du design A dans le design C */
Pour Chaque signal de A Faire
C.ajouteSignal(hashA[signal.start],hashA[signal.stop])
Fin pour
/* Étape 2 : Affectation des signaux du design B dans le design C
et ajoute les multiplexeurs. La méthode ajouteSignal vérifie si un
multiplexeur est nécessaire lorsqu’un un signal existant pointe déjà sur
un composant */
Pour Chaque signal de B Faire
Si!C.signalExiste(hashB[signal.start],hashB[signal.stop]) Alors
C.ajouteSignal(hashB[signal.start],hashB[signal.stop])
Fin si
Fin pour
(a) Pattern source 1
(b) Pattern source 2
(c) Re´sultat de la fusion
(d) Re´sultat synchronise´ de la fusion
Fig. 3.17: Exemple de fusion automatique de deux patterns simples
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composants les plus proches, c’est-a`-dire en minimisant la distance entre les sous-e´tages
du pattern, mais aussi parce que l’algorithme cherche a` diriger le flux vers les sorties dont
l’indice correspond a` celui du pattern source. Ce dernier point a de´ja` e´te´ e´nonce´ dans la
sous-section pre´ce´dente.
(a) Pattern source 1
(b) Pattern source 2
(c) Re´sultat de la fusion
Fig. 3.18: Exemple de fusion automatique des deux patterns de la quasi-distance
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3.5 Conclusion
Nous avons pre´sente´ dans ce chapitre une me´thode de gestion d’un acce´le´rateur flot
de donne´es compose´ de ressources assez he´te´roge`nes et qui sont utilise´es normalement en
sortie de capteur sans possibilite´ de re´ite´rer des calculs sur un meˆme flot de donne´es. Ce
mode de fonctionnement est aujourd’hui trop rigide et compte tenu des technologies a` notre
disposition et des complexite´s croissantes des applications, il est aujourd’hui possible de
proposer des circuits capables de re´aliser plusieurs applications graˆce a` une souplesse accrue
des possibilite´s de programmation. En particulier, l’utilisation d’un processeur ge´ne´raliste
couple´ a` un DMA permet de ge´rer un acce´le´rateur flot de donne´es et laisse l’utilisateur libre
d’ordonnancer les calculs. Cette souplesse offerte aux de´veloppeurs d’applications montre
toutefois ses limites, car si l’acce´le´rateur est trop ge´ne´rique, des proble`mes de performances
peuvent survenir, et si l’acce´le´rateur est trop type´, certaines applications ne pourront pas
eˆtre de´ploye´es.
L’e´quilibre entre performance et ge´ne´ricite´ est variable d’une application ou famille
d’applications a` une autre et nous avons, dans un premier temps, propose´ un outil de
description de haut niveau simplifiant la cre´ation d’une nouvelle structure d’un acce´le´ra-
teur flot de donne´es. Cet outil seul, meˆme s’il simplifie grandement la construction d’un
acce´le´rateur, ne re`gle pas re´ellement le compromis qu’un de´veloppeur doit trouver entre
spe´cificite´ de l’acce´le´rateur et ge´ne´ricite´ duˆ au domaine d’application vise´. L’utilisateur
doit donc de´crire manuellement un acce´le´rateur pouvant eˆtre le re´sultat d’une fusion de
plusieurs acce´le´rateurs de´die´s a` une application ou famille d’applications.
La fusion de patterns d’acce´le´rateurs peut eˆtre automatise´e et nous avons montre´ que
des re´sultats similaires a` ceux obtenus manuellement e´taient observe´s. L’algorithme propose´
permet de ge´ne´rer automatiquement un unique acce´le´rateur reconfigurable a` gros grains
re´alisant plusieurs fonctions qui e´taient, au de´part, e´clate´es dans plusieurs architectures
flots de donne´es de´crites via notre outil de haut niveau.
Une perspective inte´ressante serait maintenant de mettre en place une fusion de patterns
a` plusieurs niveaux. Aujourd’hui les composants mututalisables d’un pattern doivent eˆtre
absolument identiques, par exemple deux processeurs de voisinage peuvent eˆtre fusionne´s
s’ils comportent les meˆmes arbres de calculs sur le voisinage. On pourrait imaginer de
fusionner des composants de meˆme type, mais n’embarquant pas les meˆmes unite´s de calculs
internes. Deux types de fusion seraient donc mis en place, une fusion a` gros grains dont le
roˆle serait d’assurer la mutualisation de composants de meˆme type tels que des processeurs
de voisinage ou des ALUs et une fusion a` grain fin qui serait charge´e de fusionner les
unite´s de calcul internes des composants mutualise´s, comme fusionner l’arbre de calcul
d’une e´rosion et celui d’une dilatation dans le cadre de la mutualisation d’un processeur
de voisinage de´die´ a` l’e´rosion avec un processeur de voisinage de´die´ a` la dilatation.
Une autre perspective est analyse´e dans le cadre du projet FREIA. Elle consiste a`
analyser le graphe des de´pendances des diffe´rents traitements exe´cute´s sur le pipeline afin
de voir quels sont ceux pouvant eˆtre re´ordonne´s et regroupe´s sans modifier le comportement
fonctionnel de l’application. L’avantage d’une telle technique est de rentabiliser au mieux la
profondeur du pipeline et permet alors de minimiser le nombre d’envois du flot de donne´es.
On obtient alors un gain en performance souvent non ne´gligeable meˆme si le de´veloppeur
de l’application propose a` la base un programme dont la structure n’est pas adapte´e a`
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notre acce´le´rateur.
Le prochain chapitre marque une rupture avec ce que nous venons de pre´senter dans
les deux pre´ce´dents chapitres. Meˆme si le leitmotiv reste le traitement flots de donne´es,
nous allons pre´senter comment, a` partir de processeurs vectoriels microcode´s, nous pou-
vons encore ame´liorer la performance ainsi que la ge´ne´ricite´ d’un acce´le´rateur exploitant
conjointement le paralle´lisme spatial et temporel.
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Chapitre 4
Processeurs VLIW vectoriels
La mise en place de processeurs flots de donne´es, purement de´die´s a` l’extraction de voi-
sinages, impose de faire des choix quant aux diffe´rents calculs re´alisables. Si de tels choix
ne sont pas connus a` priori, on peut alors envisager une structure de calcul plus souple
de type processeurs Very Large Instruction Word, VLIW. Ces processeurs exploitent le
paralle´lisme au niveau instructions et permettent d’exe´cuter diffe´rentes e´tapes d’un pro-
gramme en paralle`le en repoussant une partie de la gestion du pipeline dans le compilateur.
L’avantage de ces derniers vis-a`-vis des architectures dites superscalaires et de supprimer
du design tout le controˆle mate´riel pouvant eˆtre re´alise´ a` la compilation laissant ainsi plus
de surface dans le circuit pour les unite´s de calcul.
Le paralle´lisme au niveau des instructions peut eˆtre aussi remplace´ ou comple´te´ par
un paralle´lisme au niveau des donne´es, car les ope´rations re´alise´es en traitement d’images,
lorsqu’elles sont paralle´lisables, consistent a` re´pe´ter le meˆme noyau de calcul sur un jeu
de donne´es assez vaste. Ainsi les processeurs SIMD, Single Instruction stream Multiple
Data stream, selon la taxonomie de Flynn [29], sont des processeurs exe´cutant une meˆme
instruction sur plusieurs donne´es. On en distingue principalement deux types, les structures
multiprocesseurs exe´cutant en paralle`le les meˆmes instructions et les structures vectorielles
exploitant un paralle´lisme plus fin au niveau des unite´s de calcul en travaillant avec des
vecteurs de donne´es souvent de grandes tailles.
Les ope´rateurs de traitement de voisinage tirent un tre`s bon parti du paralle´lisme et
l’on observe souvent un rendement, e´nonce´ avec la loi d’Amdahl [5], de l’ordre de 0.95.
En d’autres termes, les ope´rations utilisant des structures SIMD be´ne´ficient d’une forte
acce´le´ration et le paralle´lisme au niveau des donne´es est tre`s bien exploite´. Les processeurs
VLIW e´tant eux aussi tre`s bien utilise´s, il est donc tentant d’augmenter massivement la
quantite´ d’unite´s de calcul pour acce´le´rer les traitements. En pratique l’accroissement des
unite´s de calcul a de tre`s fortes re´percussions sur la largeur des instructions et sur le
nombre de ports de la file de registres, augmentant fortement le nombre d’interconnexions
dans le circuit. Envisager un processeur VLIW standard avec une tre`s grande quantite´
d’unite´s de calcul est donc proble´matique et plusieurs voies existent : on peut tout d’abord
conside´rer une grande quantite´ de processeurs VLIW en paralle`le exe´cutant tous la meˆme
instruction [44], on peut e´galement augmenter le nombre de clusters du processeur et
enfin, on peut envisager de mettre en place des unite´s de calcul vectoriel au sein d’un
processeur VLIW afin de disposer d’un fort degre´ de paralle´lisme en limitant le nombre
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de ports inde´pendants sur la file de registres. Toutes ces solutions ont un impact fort
sur la vitesse et l’efficacite´ des calculs et sont parfois contraignantes, car elles peuvent
imposer des degre´s de paralle´lisation plus ou moins efficaces. C’est la raison pour laquelle
nous allons, dans une premie`re partie, exprimer d’un point de vue algorithmique quelles
performances et quelles efficacite´s pouvons-nous attendre d’un paralle´lisme a` grain moyen
vis-a`-vis d’un paralle´lisme a` grain fin. Ces conside´rations vont ainsi nous permettre, dans
une seconde partie, de pre´senter et de justifier notre architecture de processeurs VLIW
vectoriels pouvant eˆtre utilise´e a` plusieurs niveaux de granularite´.
4.1 Avant propos
L’exe´cution d’instructions en paralle`le n’est pas un domaine nouveau de la microe´lectro-
nique, les processeurs superscalaires repre´sentent une e´volution des processeurs classiques
exe´cutant une instruction par cycle. On peut alors trouver deux types de processeurs su-
perscalaires, les processeurs de type CISC, Complex Instruction Set Computer, et les pro-
cesseurs de type RISC Reduced Instruction Set Computer.
L’apparition des processeurs RISC, marque un pas en avant dans la standardisation des
architectures microprogramme´es en re´duisant le nombre d’instructions et en garantissant
leur exe´cution avec un meˆme nombre de cycles contrairement aux processeurs CISC. Ceci
a eu pour effet de modifier en profondeur les architectures en re´alisant des pipelines de
longueurs fixes, les unite´s de controˆle ont pu eˆtre simplifie´es au profit d’unite´s de calcul
plus performantes et de fre´quences plus e´leve´es. La taˆche du compilateur change e´gale-
ment puisque dans le cas d’un jeu d’instructions CISC, le compilateur doit eˆtre capable de
de´tecter et d’utiliser au mieux des instructions complexes qui ne sont pas toujours ortho-
gonales. La standardisation introduite avec les processeurs RISC alle`ge donc la taˆche du
compilateur, car le jeu d’instructions est largement simplifie´.
La mise en place de processeurs superscalaires en introduisant, au sein de processeur
RISC ou CISC, des me´canismes mate´riels visant a` exe´cuter des instructions en paralle`le a
permis d’augmenter de fac¸on significative les performances. En effet ces processeurs sont
capables de rechercher dans un paquet d’instructions quelles sont celles pouvant eˆtre exe´-
cute´es en paralle`le afin d’utiliser au mieux toutes les ressources du processeur. D’autres
me´canismes ont e´te´ ajoute´s tels que la pre´diction de branchement ou encore l’ame´lioration
de la gestion des hie´rarchies des me´moires caches. Tous ces me´canismes ont un couˆt et
la surface du circuit qui leur est re´serve´e est importante et meˆme souvent plus que celle
de´die´e aux unite´s de calcul.
Un changement ide´ologique encore plus marque´ que la transition des processeurs CISC
vers RISC a permis de faire e´merger un nouveau concept permettant l’exe´cution d’instruc-
tions en paralle`le tout en conservant un maximum de surface sur le circuit pour les unite´s
de calcul. Cette philosophie appele´e VLIW permet de de´crire explicitement le paralle´lisme
au niveau des instructions en laissant au programmeur ou au compilateur la bonne gestion
du paralle´lisme. Ceci est rendu possible en conside´rant non plus un mot d’instructions,
mais des paquets d’instructions qui sont de´code´s en meˆme temps a` chaque cycle et qui au-
torisent le fonctionnement en paralle`le des diffe´rentes unite´s du processeur. On remarque
sur la figure 4.1 la diffe´rence majeure entre un processeur superscalaire et un processeur
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VLIW. Pour le premier, l’ordonnancement des instructions et leur exe´cution en paralle`le se
fait dynamiquement dans le circuit tandis que dans le cas du second, cet ordonnancement
est re´alise´ statiquement lors de la compilation.
Fig. 4.1: Les e´tapes de compilation et d’exe´cution de code sur architecture Superscalaire et VLIW
Historiquement, les processeurs VLIW e´taient conside´re´s comme trop couˆteux en tran-
sistors ainsi qu’en connexions internes et les compilateurs n’e´taient pas suffisamment effi-
caces dans le domaine du calcul. Aujourd’hui un grand nombre d’avance´es ont e´te´ re´alise´es
et les techniques de compilation ont permis de combler l’e´cart entre une mise en œuvre C
d’un algorithme et une mise en œuvre assembleur du meˆme algorithme par un expert. Ces
processeurs sont maintenant matures et la socie´te´ Texas Instrument propose des architec-
tures de´die´es au traitement, non plus uniquement du signal, mais multime´dia [34] de´livrant
une puissance d’environ 5 GOPS a` 600 MHz et permettant par exemple de re´aliser de la
compression vide´o H.264 [73].
Les machines SIMD sont a` l’origine des machines compose´es d’un certain nombre de
processeurs exe´cutant la meˆme instruction sur des donne´es diffe´rentes graˆce a` des canaux de
communications externes. Ces machines, telles que le Cray X-MP, pouvaient manipuler les
donne´es sous forme de vecteurs d’une centaine d’e´le´ments et e´taient capables de virtualiser
les ope´rations en fonction du nombre d’unite´s de calcul. Avec l’arrive´e des instructions
Altivec des processeurs IBM PowerPC et des instructions MMX/SSEx des processeurs
Intel Pentium, la notion de SIMD peut eˆtre vue diffe´remment. On conside`re maintenant
des unite´s de calcul capables de travailler sur des vecteurs de donne´es, par exemple 16
donne´es 8 bits, afin d’utiliser au maximum la largeur des me´moires caches et des unite´s
de calculs. On fait re´fe´rence a` cette sous-classe d’architecture SIMD comme e´tant des
instructions micro-SIMD car ope´rant avec des jeux de donne´es plus re´duits.
Depuis maintenant quelques anne´es, avec l’augmentation des densite´s d’inte´grations, de
nouveaux circuits apparaissent inte´grants tous les e´le´ments de calcul des machines SIMD
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sur la meˆme puce. On constate l’apparition de processeurs purement vectoriels tels que
le processeur VIRAM [42] qui permet de travailler avec de grands vecteurs pouvant aller
jusqu’a` 128 e´le´ments. Le nombre d’e´le´ments des vecteurs e´tait dimensionne´ pour eˆtre plus
important que le nombre d’unite´s de calcul, donnant l’opportunite´ de diminuer la bande
passante des instructions, de masquer plus simplement les temps de latence me´moire et de
permettre de changer les ressources mate´rielles pour de nouvelles ge´ne´rations de circuits
sans modifier lourdement le programme. Ce processeur vectoriel est tre`s inte´ressant dans le
cadre des syste`mes embarque´s, car l’exploitation d’un paralle´lisme au niveau des donne´es
est moins couˆteuse que l’exploitation d’un paralle´lisme au niveau des instructions comme
on le trouve dans les processeurs supercalaires et les processeurs VLIW [43].
On remarque e´galement l’apparition de processeurs oriente´s stream tels que le proces-
seur Imagine [38] qui a inspire´ le design du processeur Storm, pre´sente´ en figure 4.2, de
la socie´te´ Stream Processors. La dernie`re ge´ne´ration de ce processeur multime´dia [39] est
compose´ de 80 unite´s de calcul micro-SIMD, sur des entiers ne de´passant pas 32 bits, or-
ganise´ en 16 modules VLIW d’ordre 5 et permet d’atteindre une puissance de 512 GOPS
a` 800 Mhz pour 34 millions de transistors.
Fig. 4.2: Vue fonctionnelle du processeur Storm de la socie´te´ Stream Processors
D’autres circuits existent avec une structure SIMD compose´e d’un grand nombre d’e´le´-
ments de calculs de´codant la meˆme instruction. Le processeur IMAPCar [65], Integrated
Memory Array Processor for Car, de la socie´te´ NEC, figure 4.3, repre´sente bien cette cate´-
gorie de circuit de´die´e au traitement d’images embarque´. Il est compose´ de 128 processeurs
VLIW en paralle`le de´codant tous la meˆme paquet d’instructions afin d’atteindre une puis-
sance de calcul de l’ordre de 100 Gops a` 100 Mhz pour une consommation de l’ordre de
2W. On peut citer e´galement le processeur Xetal II [1] de la socie´te´ NXP de´livrant une
puissance de calcul e´galement de l’ordre de 100 Gops pour une consommation re´duite de
600mW. Ces circuits sont toutefois peu e´volutifs, car ils sont mis en place au sein d’un
ASIC. Il existe e´galement des architectures reposant sur le meˆme principe ge´ne´ral de fonc-
tionnement, mais dont la cible est cette fois un FPGA avec les avantages en terme de
reconfigurations et d’e´volutions que cela confe`re. Ainsi le processeur SIMD ter@pix [14] de
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la socie´te´ THALES de´livre une puissance de 20Gops au sein d’un FPGA de taille moyenne :
le Virtex4 SX55.
Fig. 4.3: Vue fonctionnelle du processeur NEC IMAPCar
Nous pouvons e´galement parler d’une autre machine SIMD appele´ la maille associative
[26]. Cette machine SIMD, dont les ressources de calcul (PE) sont re´partis en une grille
bidimensionnelle, est tre`s performante pour le traitement d’images et particulie`rement pour
la morphologie mathe´matique. Elle se compose, dans sa premie`re version, d’une matrice de
512× 512 PE, un par pixel, communiquant via un re´seau en logique asynchrone en maille
carre´e. Par exemple, des ope´rations telles que des reconstructions ge´ode´siques et des lignes
de partage des eaux peuvent eˆtre re´alise´es en quelques microsecondes. Toutefois, la surface
de cette machine comporte plus de 600 millions de transistors et une virtualisation a e´te´
propose´e pour permettre d’affecter N pixels a` un PE. Avec N = 1024, la taille du circuit
se trouve re´duite de 25% ce qui est assez faible, contenu de la perte de performance d’un
facteur 30 environ. Il faut toutefois relativiser cette diminution de la vitesse de calcul, car
un ope´rateur tel que la ligne de partage des eaux reste encore de l’ordre de la milliseconde. Il
est encore difficile aujourd’hui de de´ployer une maille associative 256×256 meˆme virtualise´e
par 1024 dans des circuits logiques programmables.
Les cartes graphiques pre´sentent de nos jours un grand inte´reˆt pour le monde du calcul
haute performance et il est bon de proce´der a` une petite description de leurs fonctionne-
ments. En effet meˆme si pour le moment le marche´ vise´ est celui des calculateurs de´barque´s,
nous commenc¸ons a` observer l’e´mergence du marche´ mobile des acce´le´rateurs 3D et nous
assisterons peut-eˆtre a` la meˆme de´rive de´ja` observe´e avec les circuits provenant du monde
du jeu vide´o. A` l’origine, les architectures de´die´es a` l’affichage de sce`nes en 3D e´taient
construites autour de deux types d’acce´le´rateurs : l’un de´die´ au calcul du pavage de l’es-
pace par des triangles et l’autre au traitement des textures. Chacune de ces e´tapes se faisait
dans des processeurs spe´cialise´s et il e´tait difficile de de´terminer un ratio fixe entre les deux
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types de processeurs. En effet si l’on conside`re un pavage avec de gros triangles, les proces-
seurs correspondants sont souvent inactifs alors que les processeurs de´die´s aux calculs des
textures sont surcharge´s. On observe e´galement la situation duale avec de petits triangles,
les processeurs alors charge´s du pavage sont surcharge´s alors que ceux de´die´s aux calculs
des textures sont souvent inactifs.
Il est naturel que les acce´le´rateurs graphiques aient e´volue´ vers une architecture unifie´e
ou` chaque processeur peut calculer les textures et re´aliser le pavage de l’espace par des
triangles. Avec une telle architecture, il est maintenant possible d’utiliser les cartes gra-
phiques pour d’autres calculs, scientifiques principalement, et les constructeurs fournissent
des outils de de´veloppement a` cet effet ainsi que des circuits spe´cialise´s tels que TESLA
[49], de´pourvus de sorties vide´os.
Ainsi, les circuits graphiques de la socie´te´ NVidia ont e´volue´ vers une architecture
massivement paralle`le en conside´rant plusieurs unite´s de calcul SIMD, figure 4.4.
Fig. 4.4: Architecture des multiprocesseurs des circuits nVidia
Ce circuit est donc un assemblage de multiprocesseurs inde´pendants, figure 4.5, e´qui-
pe´s chacun de 8 processeurs ge´ne´ralistes (appele´s SP), qui effectuent toujours une meˆme
ope´ration a` la manie`re d’une unite´ SIMD, et de 2 processeurs spe´cialise´s (appele´s SFU).
Un multiprocesseur se sert de ces 2 types de processeurs pour exe´cuter des instructions
sur des groupes de 32 e´le´ments. Chacun de ces e´le´ments est appele´ thread, et un groupe
de 32 threads forment un warp. Chaque unite´ multiprocesseur est en mesure d’exe´cuter
24 warps, c’est-a`-dire 768 threads sans couˆts d’ordonnancement puisque des me´canismes
mate´riels existent afin de sauvegarder et restaurer les contextes. On dispose ainsi d’une
architecture SIMT, single-instruction, multiple-thread, ou` il est ne´cessaire de de´couper un
calcul avec de bonnes possibilite´s de paralle´lisation en un tre`s grand nombre de threads afin
de maximiser les de´bits des unite´s de calculs. Cette de´coupe en threads permet facilement,
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Fig. 4.5: Architecture d’un multiprocesseur NVidia
avec presque aucune modification du code source, d’atteindre des vitesses de calculs plus
importantes lorsqu’une nouvelle ge´ne´ration de circuit voit le jour embarquant un plus
grand nombre d’unite´s multiprocesseur. Aujourd’hui, un circuit Geforce 8 GTX permet
d’exe´cuter 12288 threads pour 16 multiprocesseurs fonctionnant a` une fre´quence de 1.5
GHz. Toutefois, la taille et la consommation du circuit sont assez re´dhibitoires pour une
utilisation embarque´e puisque le circuit comporte pas moins de 681 millions de transistors
sur 470mm2 pour une consommation de l’ordre de 150W.
L’association d’IBM, de Sony et de Toshiba a permis de cre´er le processeur CELL de´die´
a` la fois au monde du calcul et a` celui des jeux vide´o, domaines finalement assez proches
au vu de ce que nous avons pu dire pre´ce´demment.
Comme le montre la figure 4.6, on retrouve une architecture multiprocesseur compose´e
d’un maˆıtre et de plusieurs esclaves. Les processeurs ne posse`dent pas une unite´ d’exe´cution
des instructions dans le de´sordre pour des contraintes de surface, obligeant le programmeur
ou le compilateur a` proce´der a` un ordonnancement optimal des instructions. Le processeur
central PPE, PowerPC Processing Element, est un processeur conventionnel avec un acce`s
a` la me´moire centrale via deux niveaux de caches et pouvant exe´cuter des instructions
SIMD de type AltiVec.
Les huit cœurs additionnels, appele´s Synergystic Processing Elements ou SPE, sont
constitue´s de deux entite´s : la me´moire locale (LS) de 256 Ko et une unite´ de calcul SIMD
se rapprochant de l’AltiVec. Cette dernie`re dispose d’acce`s me´moire extreˆmement rapides
tandis que l’acce`s a` la me´moire principale doit se faire obligatoirement via une requeˆte de
transfert asynchrone. Ce processeur, dans sa dernie`re version fondue en 2006, atteint a` 3.2
Ghz une puissance de calcul creˆte de 206 GFLOPS avec des flottants code´s sur 32 bits.
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Fig. 4.6: Architecture du circuit Cell d’IBM/Sony/Toshiba
La socie´te´ Intel se lance aujourd’hui dans le secteur du calcul de rendu 3D et du calcul
haute performance avec un circuit nomme´ Larrabee [68] dont une vue fonctionnelle est
pre´sente´e en figure 4.7.
Fig. 4.7: Architecture du circuit Larrabee d’Intel
Ce circuit peut eˆtre conside´re´ comme un circuit hybride entre un processeur spe´cialise´
pour le rendu 3D et un multiprocesseur ge´ne´raliste, car les processeurs de ce circuit uti-
lisent une architecture compatible x86 ainsi qu’une hie´rarchie de cache avec un controˆle de
cohe´rence et de larges unite´s de calculs SIMD. Les coeurs x86 du circuit Larrabee sont plus
simples que ce que l’on peut trouver dans des processeurs actuels tels que les core 2 duo et
sont de´pourvus d’unite´s d’exe´cutions des instructions dans le de´sordre. Chacun des cœurs
du circuit Larrabee peut exe´cuter simultane´ment jusqu’a` quatre threads et dispose d’unite´s
SIMD de 512 bits ge´rant des vecteurs compose´s de 16 e´le´ments flottants 32 bits ce qui est
quatre fois plus larges que les unite´s de calculs SSE(x) que l’on retrouve dans les stations
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de travail. Un bus full duplex de 512 bits avec une topologie en anneau permet d’assurer la
communication entre le cache et les cœurs , mais e´galement entre coeurs. Ce circuit dispose,
dans une premie`re version en 45 nm, de 32 cœurs et peut consommer jusqu’a` 300W pour
une puissance de 2 TFLOPS.
La proble´matique de construction et de gestion mate´rielle et logicielle des multicœurs
pour l’embarque´ devient primordiale et des solutions existent aujourd’hui autres que celles
pousse´es par Intel ou NVidia. En particulier la socie´te´ Tilera propose un circuit [83], pro-
venant du projet RAW [81] du Massachusetts Institute of Technology, compose´ de 64 pro-
cesseurs VLIW associe´s via un re´seau sur puce et compose´ de quatre controˆleurs me´moires.
Ce circuit est pre´sente´ en figure 4.8 et se veut multi domaines, bien que le cœur des ap-
plications soit oriente´ vers les te´le´communications avec des aspects vide´o et multime´dia.
En effet chacun des cœurs est en mesure de faire fonctionner un noyau Linux ce qui peut
paraˆıtre assez lourd dans le cadre de notre proble´matique des architectures flots de donne´es
pour le traitement d’images.
Fig. 4.8: Architecture du circuit MPSoC Tilera
Il ressort de toutes ces architectures qu’une certaine uniformisation est en marche. Les
circuits pour les calculateurs a` hautes performances sont aujourd’hui concurrence´s par les
syste`mes de´die´s aux jeux vide´o qui finalement ne´cessitent de fortes puissances de calcul
dans de lourds formats de donne´es tel que le flottant 32/64 bits. On assiste donc a` une
rationalisation des couˆts de de´veloppement par la cre´ation de circuits servant a` la fois
de base pour des calculateurs te´raflopique, voire meˆme pe´taflopique et pour les syste`mes
de´die´s aux jeux vide´o. Le secteur de l’embarque´ reprend souvent sur une meˆme puce les
architectures hautes performances que l’on pouvait trouver il y a quelques anne´es sur de gros
calculateurs et l’on peut raisonnablement se dire que ce transfert de technologie deviendra
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de plus en plus courant. C’est la raison pour laquelle nous avons envisage´ la cre´ation d’un
cœur vectoriel le´ger de´die´ au traitement d’images qu’il nous est possible de re´pliquer en une
grande quantite´ au sein du meˆme circuit. Ce groupe de processeurs vectoriels se positionne
alors comme un acce´le´rateur que l’on pourrait venir brancher dans un SoC un peu a` la
manie`re de ce que nous avons pu pre´senter dans le chapitre pre´ce´dent, mais avec une plus
grande souplesse vis-a`-vis des ope´rations de traitement d’images re´alisables.
4.2 Conside´rations algorithmiques
4.2.1 Avant propos
La mise en œuvre paralle`le et efficace d’applications repose sur des choix algorithmiques
et plusieurs granularite´s peuvent eˆtre mises en place avec pour chacune d’entre elles certains
avantages et inconve´nients que nous de´taillerons ci-apre`s. La mise en place d’un paralle´-
lisme spe´cifique est ge´ne´ralement contrainte par l’architecture cible sur laquelle fonctionne
l’application. Nous essayerons dans cette sous-section de pre´senter deux aspects diffe´rents
du paralle´lisme exploitable pour le calcul d’ope´rations re´gulie`res de traitement d’images en
essayant de s’abstraire des contraintes mate´rielles lorsque cela est possible.
4.2.2 Paralle´lisation a` grain moyen
Il ressort de diffe´rentes architectures embarque´es de´taille´es pre´ce´demment que la notion
de machine SIMD est principalement exploite´e dans le sens originel du terme, c’est-a`-dire
en utilisant plusieurs processeurs fonctionnant en paralle`le et de´codant un meˆme paquet
d’instructions. Dans le cadre du traitement d’images, les architectures de type IMAPCar ne
peuvent travailler qu’avec une taille pre´de´termine´e d’image, contraignant les de´veloppeurs,
dans le cas d’image plus importante, de de´couper l’image en imagettes se recouvrant sur
une certaine plage de pixels. La figure 4.9 montre ce principe pour une image de´coupe´e
en 25 imagettes dont les tailles utiles varient en fonction de la position dans l’image ainsi
qu’en fonction de la taille de la zone de recouvrement. Cette dernie`re est donc directement
fonction du nombre d’ope´rations de voisinage ainsi que de la taille du noyau ou de l’e´le´ment
structurant conside´re´.
Cette de´coupe pose proble`me puisqu’il n’est alors plus possible de simplement re´aliser
un certain nombre d’ope´rations de voisinage successivement sur une meˆme imagette si les
zones de recouvrement ne sont pas suffisamment larges. Pour que les bords soient calcule´s
correctement, il faut soit augmenter la taille des zones de recouvrement, soit re´aliser une
ope´ration de voisinage sur toutes les imagettes avant de poursuivre avec une autre. Il est
bien e´videmment possible de combiner ces deux me´thodes pour re´aliser sur une imagette
autant d’ope´rations de voisinage que le recouvrement le permet, les autres ope´rations seront
calcule´es une fois toutes les imagettes traite´es.
La figure 4.10 pre´sente une caricature de ce qui peut se passer lorsque l’on ite`re, sur une
meˆme imagette, 15 e´rosions avec des e´le´ments structurants carre´s 3×3 alors que les bandes
de recouvrement sont pre´vues pour une unique e´rosion avec ce meˆme e´le´ment structurant.
On remarque alors sur cette figure que les bords traite´s sur chacune des imagettes sont
faux.
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Fig. 4.9: Zones de recouvrement ne´cessaires au traitement d’une image par de´coupage en imagettes
L’exemple pre´sente´ ici est quelque peu caricatural, mais ce proble`me se pose tout de
meˆme assez rapidement, comme dans le cas d’ouvertures morphologiques, ou encore dans le
cadre de reconstructions ge´ode´siques. L’augmentation de la taille des zones de recouvrement
provoque une augmentation du nombre d’imagettes et donc une augmentation du temps de
calcul. Prenons l’exemple suivant : en conside´rant une image de dimension 506× 506, nous
pouvons mettre en place une de´coupe de l’image en 16 imagettes de dimensions 128× 128
avec une zone de recouvrement de largeur 2 pixels. Cette zone de recouvrement permet de
re´aliser une ope´ration de voisinage, telle qu’une e´rosion, avec un e´le´ment structurant de
rayon unitaire. Si nous voulons re´aliser deux e´rosions successivement dans chaque imagette,
il faut e´largir la zone de recouvrement a` quatre pixels provoquant, dans notre exemple, une
augmentation du nombre de ces dernie`res a` traiter, passant ainsi de 16 a` 25. La figure 4.11
illustre ce point et montre que l’ajout d’une ope´ration de voisinage par imagette provoque
l’augmentation en nombre de ces dernie`res a` cause des zones de recouvrement devant eˆtre
e´largies.
La figure 4.12 pre´sente l’efficacite´ d’un calcul d’une ou plusieurs ope´rations de voisinage
re´alise´es au niveau imagette. Cette courbe permet de mesurer la quantite´ de calcul re´alise´
plusieurs fois ou effectue´ sur des donne´es non pertinentes, par exemple hors de l’image.
Trois tailles d’imagettes sont conside´re´es et pourraient correspondre a` trois architectures
SIMD compose´es de 64, 128 ou 256 e´le´ments de calcul. A` chaque augmentation du nombre
d’imagettes, on remarque dans le meˆme temps une baisse de l’efficacite´ des calculs, car les
imagettes contiennent moins de donne´es utiles. Ce phe´nome`ne est accentue´ sur les bords
car, si l’ajout d’une ope´ration entraine une augmentation du nombre d’imagettes, la taille
utile de ces dernie`res au bord de l’image est alors minimale et l’efficacite´ chute fortement.
Ce phe´nome`ne est d’autant plus marque´ que les imagettes ont une taille importante (cf
courbes en pointille´s gris clair de la figure 4.12 pour un nombre d’ope´rations e´gale a` 7).
Ces derniers graphiques montrent qu’il est difficile d’atteindre l’utilisation la plus ef-
ficace d’une architecture reposant sur un traitement au niveau imagette. Plusieurs para-
me`tres entrent en ligne de compte, comme la taille des images, la taille des imagettes et
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(a) Image originale
(b) Zones de recouvrement bien ajuste´es (c) Zones de recouvrement trop faibles
Fig. 4.10: Influence de la taille des zones de recouvrement lors de calculs d’ope´rations de voisinage sur
des imagettes
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(a) Une ope´ration par imagette (b) Deux ope´rations par imagette
Fig. 4.11: Nombre d’imagettes en fonction du nombre d’ope´rations a` re´aliser
le nombre d’ope´rations a` re´aliser au sein d’une meˆme imagette. Il est difficile de toujours
utiliser au mieux l’architecture et on observe le plus souvent une efficacite´ autour de 60
%, car il est difficile d’adapter la taille des imagettes ainsi que le nombre d’ope´rations de
voisinage pour des raisons architecturales.
4.2.3 Paralle´lisation a` grain fin
Les architectures vectorielles ou micro-SIMD permettent aussi de mettre en place une
paralle´lisation de type imagette avec les contraintes que nous avons expose´es pre´ce´demment
et qui dans notre cas s’exprime de manie`re tre`s forte du fait de la petite taille des jeux d’ins-
tructions micro-SIMD imposant souvent le traitement d’imagette d’une taille maximale de
16× 16 pixels.
Il existe cependant une autre manie`re de paralle´liser les calculs en conside´rant cette
fois les lignes entie`res de l’image, on supprime ainsi les proble`mes de recouvrement des
imagettes tout en e´vitant une certaine redondance dans les calculs.
Les ope´rations de voisinages sont re´alise´es en proce´dant a` des de´calages des lignes de
droite a` gauche et vice versa pour acce´der aux diffe´rents voisins de l’e´le´ment structurant.
On extrait ainsi tous les voisinages d’une ligne de pixels et il est ensuite possible de proce´der
aux calculs sur ces derniers. La figure 4.13 montre comment extraire les voisinages 3 × 3
d’une ligne de pixels en re´alisant six de´calages et trois recopies de lignes. On obtient donc
9 tableaux comportant les pixels correspondant a` un meˆme voisin parmi tous les voisinages
extraits. Il est alors possible d’appliquer un noyau de calcul sur ces tableaux de fac¸on
vectorielle comme si on appliquait un calcul sur un voisin dans le cas scalaire. On peut
par exemple appliquer des coefficients d’un filtre sur chacun des e´le´ments des tableaux et
ensuite effectuer l’addition membre a` membre de tous les tableaux pour obtenir le re´sultat
d’une convolution sur une ligne de l’image.
Pour mettre en place ce principe d’extraction paralle´lise´ des voisinages, il faut eˆtre en
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(a) Image 506x506
(b) Image 720x576
Fig. 4.12: Efficacite´ du calcul d’ope´rations de voisinages sur des architectures SIMD avec de´coupage en
imagettes
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Fig. 4.13: Extraction du voisinage par plusieurs de´calages de lignes
mesure de re´aliser des ope´rations de de´calages a` gauche et a` droite. Il faut aussi pouvoir
calculer des ope´rations arithme´tiques et logiques sur chacun des pixels des lignes extraites en
utilisant le jeu d’instructions vectorielles qui permet dans ce cas de calculer ces ope´rations
par paquets de pixels. Par exemple, dans le cadre des instructions Intel SSE2, il est possible
de calculer un infimum en chargeant deux paquets de 16 pixels code´s sur 8 bits. Une fois
que nous disposons de telles instructions, il est simple de les empaqueter dans des fonctions
permettant de travailler sur les lignes de l’image comme nous le faisons sur les vecteurs. Une
ope´ration de voisinage sur une image se de´roule telle que de´crite dans l’algorithme 8, en
supposant que nous disposons des fonctions suivantes (utilisant en interne des instructions
vectorielles) :
– LitLigne(I,n) : Lit la ligne n de l’image I
– EcritLigne(S,n,L) : E´crit la ligne L a` la position n de l’image S
– De´caleDroite(L,vbrd) : Renvoie la ligne L de´cale´e d’un pixel vers la droite. Le pixel
inse´re´ a` la valeur vbrd
– De´caleGauche(L,vbrd) : Renvoie la ligne L de´cale´e d’un pixel vers la gauche. Le pixel
inse´re´ a` la valeur vbrd
– Ope´ration(L1,L2) : Renvoie le re´sultat d’une ope´ration calcule´e sur les pixels deux a`
deux des lignes L1 et L2. Une ope´ration pouvant eˆtre par exemple un minimum, un
maximum, une multiplication, une addition, ...
L’algorithme se de´roule en trois e´tapes et nous supposons travailler avec un e´le´ment
structurant de k lignes et l colonnes. Il faut en premier lieu exe´cuter un prologue qui permet
d’amorcer le calcul en traitant les bk
2
c premie`res lignes, car elles sont impacte´es par le bord
NORD. Dans notre exemple, ou` k = 3 et l = 3, il faut uniquement traiter la premie`re
ligne dans le prologue puisque l’e´le´ment structurant que nous conside´rons est inscrit dans
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Algorithme 8 Ope´ration de voisinage avec une architecture micro-SIMD
ENTRÉES: I,M, vbrd
SORTIES: S
/* Prologue */
D00 = LitLigne(I,0)
D01 = DécaleDroite(D00,vbrd)
D02 = DécaleGauche(D00,vbrd)
D10 = LitLigne(I,1)
D11 = DécaleDroite(D10,vbrd)
D12 = DécaleGauche(D10,vbrd)
/* Noyau de calcul du prologue */
tmp1 = Opération(D00,D01)
tmp2 = Opération(D02,D10)
tmp3 = Opération(D11,D12)
tmp1 = Opération(tmp1,tmp2)
tmp1 = Opération(tmp1,tmp3)
EcritLigne(S,0,tmp1)
/* État permanent */
Pour x=2 à M-1 Faire
D20 = LitLigne(I,x)
D21 = DécaleDroite(D20,vbrd)
D22 = DécaleGauche(D20,vbrd)
/* Noyau de calcul de l’état
permanent */
tmp1 = Opération(D00,D01)
tmp2 = Opération(D02,D10)
tmp3 = Opération(D11,D12)
tmp4 = Opération(D20,D21)
tmp4 = Opération(D22,tmp4)
tmp1 = Opération(tmp1,tmp2)
tmp2 = Opération(tmp3,tmp4)
tmp1 = Opération(tmp1,tmp2)
EcritLigne(S,x-1,tmp1)
/* Vieillissement des données */
tmp1 = D00
D00 = D10
D10 = D20
D20 = tmp1
tmp1 = D01
D01 = D11
D11 = D21
D21 = tmp1
tmp1 = D02
D02 = D12
D12 = D22
D22 = tmp1
Fin pour
/* Épilogue */
/* Noyau de calcul de l’épilogue */
tmp1 = Opération(D00,D01)
tmp2 = Opération(D02,D10)
tmp3 = Opération(D11,D12)
tmp1 = Opération(tmp1,tmp2)
tmp1 = Opération(tmp1,tmp3)
EcritLigne(S,M-1,tmp1)
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un carre´ de taille 3× 3. Une fois le calcul amorce´, le re´gime permanent est atteint et l’on
peut traiter les lignes de l’indice bk
2
c a` M − bk
2
c. Le traitement comprend la lecture et le
de´calage a` gauche et a` droite de la ligne x de l’image, le calcul avec tous les voisins de la
ligne x− 1, le stockage du re´sultat et enfin le vieillissement des lignes de´cale´es Dkl pour le
prochain tour de boucle. On termine l’algorithme par un e´pilogue qui permet de terminer
les calculs en traitant les bk
2
c dernie`res lignes de l’image qui sont au bords SUD de l’image
et pour lesquelles il faut un traitement spe´cialise´ pour des raisons analogues au traitement
des premie`res lignes dans le prologue.
Cet algorithme effectue, a` chaque e´tape, tous les calculs sur tous les voisins. Si certaines
proprie´te´s de re´duction du nombre de calculs existent par rapport aux ope´rations mises en
place, il n’est pas obligatoire de refaire a` toutes les ite´rations de boucle tous les calculs.
En effet au lieu de mettre en place un vieillissement des donne´es sur les lignes de´cale´es, on
peut tre`s bien le mettre en place sur certains calculs interme´diaires.
Pour re´aliser avec cet algorithme plusieurs ope´rations de traitement d’images dans la
meˆme boucle de traitement, il est juste ne´cessaire de rallonger le prologue et l’e´pilogue de
manie`re a` correctement synchroniser les ope´rations. Bien suˆr, il est important de disposer
de suffisamment de me´moire pour stocker tous les de´calages de lignes ou dans une moindre
mesure tous les calculs interme´diaires inhe´rents aux ope´rations mises en jeu. Il existe donc
une limitation physique, intrinse`que a` chaque architecture, vis-a`-vis du nombre d’ope´rations
re´alisables en une passe de calcul.
Il est possible de diminuer le nombre d’ope´rations ne´cessaires aux calculs d’ope´rations
de voisinage en imaginant disposer d’instructions plus spe´cialise´es qui permettraient de
combiner les ope´rations de de´calage avec les ope´rations arithme´tiques et logiques. Une
telle architecture logicielle avait e´te´ de´ploye´e il y a quelques anne´es dans la bibliothe`que
de traitement d’images Micromorph [35]. Dans le cas de la morphologie mathe´matique on
pourrait ainsi disposer des ope´rations atomiques suivantes prenant en entre´e un vecteur de
pixels V e et renvoyant un vecteur de pixels V s :
– De´calage a` droite et supremum : V s = rshift(V e) ∨ V e
– De´calage a` gauche et supremum : V s = lshift(V e) ∨ V e
– De´calage a` droite et infimum : V s = rshift(V e) ∧ V e
– De´calage a` gauche et infimum : V s = lshift(V e) ∧ V e
Il faut bien entendu que l’unite´ de calcul re´alisant ces ope´rations dispose d’un registre
permettant de re´introduire pour la prochaine e´tape le pixel de´cale´, un peu a` la manie`re
d’un bit de retenue dans les processeurs ge´ne´ralistes. Dans le cadre du filtrage line´aire,
on pourrait e´galement imaginer mettre en place des instructions analogues permettant de
re´aliser un de´calage d’un vecteur de pixels et la multiplication des e´le´ments d’un vecteur
par un scalaire afin d’appliquer a` la vole´e les coefficients du noyau de convolution.
L’efficacite´ du paralle´lisme avec un processeur micro-SIMD ou vectoriel, re´alisant des
ope´rations de voisinages directement sur les lignes entie`res, est donc assez facilement pre´vi-
sible, car toujours maximal de`s lors que la largeur de l’image est multiple de la largeur du
jeu d’instructions vectorielles. Ceci est duˆ au fait qu’il n’y a pas de calcul redondant dans la
me´thode de traitement des lignes comple`tes de l’image quelque soit le nombre d’ope´rations
re´alise´es a` la vole´e. Cette efficacite´ reste toutefois assez the´orique puisqu’elle est de´tache´e
des contraintes me´moires.
Si l’on conside`re l’efficacite´ du calcul comme e´tant le ratio entre le nombre de pixels a`
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traiter en the´orie et le nombre de pixels traite´s en pratique, on peut tracer la courbe de la
figure 4.14. En effet comme explique´ pre´ce´demment l’efficacite´ est maximale uniquement
lorsque la taille d’une ligne est multiple de la taille des vecteurs manipule´s par les instruc-
tions vectorielles, dans le cas contraire les vecteurs extraits de l’image en fin de ligne ne
sont pas pleinement utilise´s et des calculs sont re´alise´s, d’une certaine fac¸on, en trop.
Fig. 4.14: Efficacite´ du traitement d’ope´rations de voisinage sur une architecture micro-SIMD de taille
16
On comprend alors mieux pourquoi ce type de jeu d’instructions est limite´ a` une taille
de vecteur relativement faible pour qu’en cas de manipulation d’un petit jeu de donne´es,
l’efficacite´ ne soit pas trop mauvaise. En pratique on conside`re que pour avoir une efficacite´
des calculs dans le pire cas de l’ordre de 80%, il faut que la taille des vecteurs soit au
maximum e´gale au quart de la taille du jeu de donne´es, ce qui permet tout de meˆme
d’atteindre de bonnes vitesses de traitement. De plus, certaines architectures, telles que
certains processeurs VLIW, sont capables de masquer les ope´rations d’acce`s a` la me´moire
pendant les calculs ame´liorant ainsi l’efficacite´.
Les architectures embarquables disposant d’un jeu d’instructions micro-SIMD ou vec-
torielles ne sont pas le´gion et sont souvent trop limite´es pour du calcul intensif. En effet,
la plupart de ces processeurs n’ont souvent pas e´te´ conc¸us spe´cifiquement pour fonctionner
avec ce jeu d’instructions, mais ont plutoˆt subi une modification a posteriori pour le mettre
en œuvre. On trouve dans la majorite´ des cas des processeurs disposant d’unite´s scalaires
travaillant avec des donne´es sur N bits et des unite´s de calcul vectoriel travaillant avec k
e´le´ments de N
k
bits. C’est le cas par exemple du processeur ATMEL AVR32, un processeur
32 bits e´quipe´ d’instructions micro-SIMD, ne pouvant travailler qu’avec des vecteurs de
quatre donne´es 8 bits ou 2 donne´es 16 bits.
Aujourd’hui la taille des images de´passe largement la taille 512 × 512 et il peut eˆtre
inte´ressant d’augmenter sensiblement la largeur des instructions vectorielles. La socie´te´
Intel a` d’ailleurs fait l’annonce de son nouveau jeu d’instructions AVX [36], Advanced Vector
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Extensions, qui pourront e´voluer dans le futur jusqu’a` des tailles de 1024 bits contre 128
pour le SSE(x).
4.2.4 Bilan
Ces conside´rations algorithmiques nous permettent de mieux comprendre quelles at-
tentes avoir en terme d’efficacite´ d’un paralle´lisme a` grain fin par rapport a` un grain moyen
en tenant compte des applications a` re´aliser et de leur complexite´. Chacune des me´thodes
a` ses avantages, a` savoir une bonne efficacite´ dans les calculs pour le grain fin, et peut-
eˆtre une plus grande vitesse de traitement pour le grain moyen si une architecture SIMD
massive est utilise´e. Toutefois, ces me´thodes algorithmiques peuvent eˆtre comple´mentaires
plutoˆt que concurrentes, car il est possible de traiter avec un paralle´lisme a` grain fin le
contenu de chaque imagette. On aborde alors des structures de calcul ou` le paralle´lisme
existe a` plusieurs niveaux et donne ainsi la possibilite´ de disposer d’une puissance de calcul
au te´ra ope´rations par seconde. A titre d’exemple, si nous conside´rons le de´coupage d’une
image en 32 imagettes et que nous travaillons sur toutes les imagettes en meˆme temps
avec des instructions vectorielles de largeur 128 a` une fre´quence de 400 MHz il est possible
d’atteindre une puissance de calcul brute de l’ordre de 1.6 TOPS en supposant disposer de
me´moires dont la bande passante est suffisamment e´leve´e.
4.3 Structure du processeur VLIW vectoriel
4.3.1 Vue ge´ne´rale
L’objectif principal de ce processeur est d’exploiter le paralle´lisme a` plusieurs niveaux,
car il n’est pas possible d’augmenter la puissance de calcul uniquement en mettant en
place des instructions vectorielles ou uniquement avec un grand nombre d’unite´s SIMD
tre`s larges. En effet, la taille des images que nous souhaitons utiliser impose, en quelque
sorte, une limite supe´rieure que nous ne pouvons pas de´passer en terme de paralle´lisme
exploitable. Il faut donc en plus d’un paralle´lisme des unite´s de calcul conside´rer une autre
forme de paralle´lisme. On peut d’une part rester au niveau imagette et essayer de vectoriser
les calculs ou travailler avec plusieurs imagettes a` la fois. On peut d’autre part estimer
qu’une application n’est pas compose´e uniquement d’une ope´ration de voisinage et mettre
ainsi en place un paralle´lisme temporel en construisant un flot de processeurs vectoriels.
C’est cette seconde option que nous avons choisie et qui nous permettrait d’exploiter une
partie des outils de haut niveau de´veloppe´s dans le chapitre 3.
La figure 4.15 montre la structure du processeur que nous avons mise en place. Il
s’agit d’un processeur VLIW compose´ de deux clusters. Le premier est de´die´ au calcul
scalaire et a` la gestion des boucles et le second est de´die´ au calcul vectoriel. Chacun de
ces clusters dispose d’une file de registres adapte´e a la largeur des unite´s de calcul ainsi
que de connexions vers l’unite´ de gestion me´moire. Cette dernie`re, outre le fait d’adresser
des me´moires statiques ou` il est possible de stocker quelques lignes d’une image, permet de
transmettre et de recevoir un flux de vecteurs de pixels, vers ou depuis un autre processeur,
au travers de files d’attente d’une taille assez faible.
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Fig. 4.15: Vue fonctionnelle du processeur VLIW SIMD
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L’objectif de ces processeurs est double, a` la fois traiter chaque ope´ration de manie`re
vectorielle et traiter plusieurs e´tapes de l’application dans un meˆme flot, c’est-a`-dire ex-
ploiter un paralle´lisme temporel. La topologie des interconnexions est le´ge`rement moins
critique que dans le cadre de l’association de processeurs de voisinage de´crite dans le cha-
pitre 3, car la versatilite´ des calculs re´alisables ici confe`re plus de souplesse au de´ploiement
d’une application sur une topologie d’interconnexions statiques. En effet, l’objectif ici est
de disposer d’un maximum d’ope´rations dans chacun des processeurs afin de les utiliser
au maximum de leurs possibilite´s. On utilisera alors une topologie simple de processeurs,
comme par exemple celle pre´sente´e en figure 4.16, et qui n’a pas besoin d’eˆtre aussi riche
que ce que nous avons pu de´crire dans le chapitre pre´ce´dent. Nous verrons plus loin dans ce
chapitre que d’autres topologies peuvent eˆtre mises en place pour disposer de traitements
a` des granularite´s diffe´rentes.
Fig. 4.16: Un exemple d’interconnexion des processeurs dans un flot de n e´tages
L’objectif de ce processeur n’est pas d’eˆtre comple`tement fige´ par la structure donne´e
dans les figures cite´es plus haut. Trois hie´rarchies de paralle´lisme sont exploitables. Tout
d’abord, la largeur de l’unite´ de calcul vectoriel est parame´trable afin d’ame´liorer les per-
formances a` un grain assez fin. Ensuite, le nombre d’unite´s de calcul et de ports sur la
file de registres vectoriels peuvent eˆtre augmente´ afin d’ame´liorer le paralle´lisme entre les
instructions et pouvoir traiter plus efficacement diffe´rentes ope´rations de voisinage, ame´lio-
rant ainsi le paralle´lisme a` un grain plutoˆt interme´diaire. Enfin, la possibilite´ de distribuer
les e´tapes d’une application sur un flot de processeurs nous garantit un dernier niveau d’ex-
ploitation du paralle´lisme non plus spatial, mais temporel, et cette fois a` un grain assez
e´leve´.
4.3.2 Vue de´taille´e
4.3.2.1 Files de registres
Deux files de registres sont utilise´es dans ce processeur, l’une de´die´e au cluster scalaire
et l’autre de´die´e au cluster vectoriel. Toutefois, seule la largeur des registres, leur nombre
ainsi que le nombre de ports peut varier. On peut donc tout a` fait proce´der a` une description
ge´ne´rique de la file de registres et en instancier une diffe´rente pour chacun des clusters.
La figure 4.17 pre´sente une telle file de registres, on remarque la pre´sence de signaux de
validation qui permettent de valider ou non une e´criture. Ces signaux sont importants, par
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exemple dans le cas d’une erreur de pre´diction de branchement afin de ne pas valider la
dernie`re e´tape du pipeline : le writeback.
Fig. 4.17: File de registres du processeur VLIW vectoriel a` K ports et N registres
On observe e´galement la pre´sence d’un grand nombre d’interconnexions entre les re-
gistres et les diffe´rents multiplexeurs assurant le bon aiguillage sur les diffe´rents ports
d’entre´e ou de sortie. En effet, le nombre de ports a` une tre`s forte influence sur la taille
de la file de registres puisque cette dernie`re augmente de manie`re quadratique lorsque le
nombre des ports croˆıt. Cette complexite´ est presque exclusivement due au nombre de
connexions a` re´aliser vers tous les ports et se mate´rialise par une file de registres beau-
coup plus grosse et donc une cadence plus faible. La figure 4.18 pre´sente cet e´tat de fait
et est surtout valide dans le cadre de la re´alisation d’un ASIC. De nos jours le nombre
d’interconnexions au sein du circuit a` un impact beaucoup plus important que le nombre
des registres et il est inte´ressant, contrairement a` il y a une vingtaine d’anne´es, de limiter
le nombre de ports plutoˆt que le nombre de registres.
En pratique on peut sans proble`me utiliser une file de registres avec une douzaine de
ports sans trop contraindre le design du circuit. Toutefois, nous souhaitons exploiter un
paralle´lisme temporel en raccordant plusieurs processeurs en flot, il est alors inte´ressant
de minimiser la taille du circuit. En effet, un grand nombre de ports implique un grand
nombre d’unite´s de calcul ou de raccordement divers ce qui est assez contradictoire avec
notre objectif de minimiser la taille du processeur afin d’en disposer plusieurs sur le circuit.
De plus, la mise en place d’unite´s de calcul vectoriel est justement la` pour minimiser le
nombre de ports et le nombre d’unite´s de calcul inde´pendantes, car nous partons du principe
que le meˆme noyau de calcul est applique´ a` tous les pixels de l’image.
Nous avons pre´sente´, dans la vue ge´ne´rale du processeur, le cluster de calcul vectoriel
comme disposant d’une unite´ de calcul avec quatre ports sur la file de registres de manie`re
a` faire simultane´ment un calcul vectoriel et deux acce`s me´moires a` des adresses diffe´rentes.
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Fig. 4.18: Organisation d’une cellule un bit d’une file de registres multiport
On peut tout a` fait partager les liens de communication me´moire avec une unite´ de calcul
supple´mentaire pour disposer de deux unite´s sans augmenter la taille de la file de registres.
Cependant, l’utilisation de cette unite´ de calcul se fera au de´triment d’un acce`s me´moire
et peut donc s’ave´rer inutile si la localite´ des calculs n’est pas bonne. Il convient donc de
bien analyser le groupe d’applications a` re´aliser pour savoir si ce genre d’optimisation est
be´ne´fique.
4.3.2.2 Unite´s de calcul
Nous de´taillerons principalement ici l’unite´ de calcul vectoriel, car l’unite´ de calcul
scalaire est tout a` fait standard et est utilise´e majoritairement dans le cadre de compteurs
de boucles et dans la ge´ne´ration d’adresses. Il est toutefois possible de lui ajouter quelques
instructions micro-SIMD afin de travailler avec de mini vecteurs compose´s par exemple de
4 e´le´ments 8 bits ou encore de 32 e´le´ments 1 bit si l’unite´ scalaire fonctionne en 32 bits.
Ces instructions micro-SIMD peuvent s’ave´rer utiles lorsque l’on souhaite manipuler des
images dont les pixels sont stocke´s sous forme de bits afin de ne pas travailler avec des
vecteurs trop grands dans le cluster vectoriel. En effet si le cluster vectoriel fonctionne
avec des vecteurs compose´s de 16 a` 32 e´le´ments de 32 bits, un vecteur de pixels code´s
sur un bit comporte de 512 a` 1024 e´le´ments. Ceci peut eˆtre parfois tre`s inte´ressant pour
des ope´rations binaires de voisinage, mais e´galement handicapant dans d’autres ope´rations
telles que des rotations d’images. Nous verrons cet aspect en de´tail un peu plus loin dans
la section 4.4.2 traitant des ope´rations re´alisables par notre processeur.
L’unite´ de calcul vectoriel, pre´sente´e en figure 4.19, se de´compose en deux blocs, tout
d’abord un bloc permettant de re´aliser un de´calage a` droite ou a` gauche du vecteur donne´
en premier ope´rande. On trouve ensuite l’unite´ ope´rative qui re´alise un calcul sur les deux
ope´randes ou uniquement entre le premier vecteur et ce meˆme vecteur de´cale´ a` gauche ou
a` droite d’un e´le´ment.
La mise en place d’une unite´ de de´calage en amont des calculs est justifie´e, car elle
permet de faciliter les calculs sur des voisinages. En effet nous re´alisons l’extraction du
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Fig. 4.19: Unite´ de calcul vectoriel du processeur VLIW
voisinage en proce´dant a` des de´calages de lignes comme le montre la figure 4.13 et nous
pouvons dore´navant re´aliser cette ope´ration sur des vecteurs, c’est-a`-dire des paquets de
pixels contigus appartenant a` une meˆme ligne. Il est bon de pouvoir re´aliser cette ope´ra-
tion en meˆme temps que le calcul sur le voisinage, car ces vecteurs ainsi de´cale´s peuvent
eˆtre directement pris en compte dans les calculs sans a` avoir a` eˆtre stocke´s en me´moire.
Les registres recevant les signaux CL et CR permettent, a` la manie`re d’une retenue, de
conserver le pixel e´jecte´ lors d’un de´calage a` droite ou a` gauche, pixel qui sera utile pour le
calcul au cycle suivant. Ces registres de retenues peuvent eˆtre force´s de manie`re a` simuler
la valeur du bord hors de l’image lors du traitement du premier vecteur d’une ligne.
L’unite´ ope´rative prend en charge les calculs vectoriels suivants :
– Ope´rations logiques : et, ou, ou exclusif
– Ope´rations arithme´tiques : addition (sature´e ou non), soustraction (sature´e ou non)
et multiplication sous certaines conditions (contraintes de surface)
– Ope´rations morphologiques : infimum et supremum
– Ope´rations de de´placement conditionnel
– Ope´rations de conversion des formats de donne´es et de copie
– Ope´rations de test des e´le´ments de deux vecteurs
L’ope´rateur de multiplication est optionnel puisque nous nous limitons a` la morphologie
mathe´matique et nous n’utilisons pas d’e´le´ments structurants volumiques. Il est possible
d’envisager de caˆbler cet ope´rateur puisque l’unite´ de calcul, graˆce a` l’unite´ de de´calage,
est en mesure de traiter tous types de convolution. De plus, si la cible pour la mise en
œuvre du processeur est un FPGA, il est recommande´ d’utiliser les blocs DSP caˆble´s de
ces derniers pour re´aliser l’unite´ ope´rative et ainsi be´ne´ficier, entre autres, de l’ope´ration
de multiplication sans utiliser de ressources supple´mentaires.
Le format des donne´es au sein d’un vecteur correspond normalement au format des
donne´es utilise´es dans le cluster scalaire. Il peut eˆtre inte´ressant de disposer d’ope´rations
fonctionnant sur un format de donne´e plus re´duit. On imagine tre`s bien, en supposant
l’unite´ scalaire et les e´le´ments des vecteurs code´s sur 32 bits, que l’on dispose d’ope´rations
travaillant sur 8 ou 16 bits. Ge´ne´ralement les imageurs de´passent rarement ce format de
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donne´es. Il est alors ne´cessaire de prendre e´galement en compte cette remarque au niveau
de l’unite´ de de´calage pour supporter plusieurs formats de donne´es. On peut meˆme pousser
le raisonnement plus loin en donnant l’opportunite´ aux unite´s de de´calage de supporter un
seul bit par e´le´ment du vecteur, ce qui permettrait de traiter, avec des ope´rations logiques
simples, le cas de la morphologie mathe´matique binaire de manie`re extreˆmement efficace.
4.3.2.3 Unite´s de lecture et e´criture me´moire
L’unite´ de lecture et e´criture me´moire a pour but d’une part, de permettre le stockage et
la relecture de donne´es scalaires ou vectorielles en me´moire locale et d’autre part, d’acce´der
aux FIFO de communication assurant l’interconnexion avec d’autres processeurs.
La figure 4.20 montre une vue simplifie´e de cette unite´ en omettant volontairement les
FIFO ainsi que leur port IO. Nous reviendrons plus en de´tail sur ces composants un peu
plus loin dans le chapitre.
Fig. 4.20: Unite´ de lecture et e´criture me´moire (vue simplifie´e)
Cette unite´ se compose de N me´moires dont la largeur des donne´es correspond a` la
taille d’un e´le´ment d’un vecteur ainsi qu’a` la largeur des mots utilise´s dans l’unite´ scalaire,
la valeur typique e´tant 32 bits. Le nombre N de me´moires est donc directement lie´ a`
la taille des vecteurs. Cette unite´ se raccorde a` la fois sur la file de registres du cluster
vectoriel et sur la file de registres du cluster scalaire. Il est possible de re´aliser un acce`s
par port et chacun des ports se voit partage´ exclusivement entre un acce`s vectoriel et un
acce`s scalaire. Les multiplexeurs situe´s avant l’entre´e des donne´es des me´moires permettent
de se´lectionner si une donne´e scalaire ou vectorielle doit eˆtre prise en compte. Dans le
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cas d’une e´criture me´moire scalaire, la meˆme donne´e est pre´sente´e aux meˆmes ports de
toutes les me´moires, mais la validation d’une unique me´moire est assure´e graˆce au bloc
de de´codage. Ce dernier ge´ne`re donc tous les signaux de validation en e´criture et peut
donc soit activer un unique port d’une me´moire en e´criture, soit activer les meˆmes ports
de toutes les me´moires pour e´crire une donne´e vectorielle via les signaux force1, force2.
Les entre´es d’adresses sont directement relie´es au cluster scalaire ce qui confe`re une bonne
souplesse dans la manipulation de pointeurs pour lire et e´crire des donne´es en me´moire.
La taille des mots me´moire est conc¸ue pour contenir une donne´e scalaire et la gestion
des adresses permet d’acce´der a` tous les mots me´moire. Un vecteur en me´moire s’e´tale donc
sur N adresses, ou` N correspond au nombre d’e´le´ments dans un vecteur, et les acce`s sont
obligatoirement aligne´s pour simplifier cette unite´. La figure 4.21 pre´sente l’organisation
de la me´moire et montre comment acce´der aux pe´riphe´riques comme les FIFO.
Fig. 4.21: Mapping me´moire du processeur VLIW vectoriel
Un aspect que nous n’avons pas expose´ dans le sche´ma de l’unite´ est de pouvoir re´aliser
de l’adressage indirect vectoriel. En effet, les adresses des me´moires peuvent eˆtre controˆle´es
soit de manie`re globale pour acce´der normalement aux vecteurs en me´moire statique, soit
de manie`re inde´pendante pour re´aliser un acce`s diffe´rent dans chacune des me´moires en un
seul cycle. Ce mode d’adressage assez e´sote´rique a pour but principal de re´aliser des his-
togrammes d’images de manie`re paralle`le. En effet, on peut ainsi re´aliser N histogrammes
partiels de l’image pour ensuite les re´unifier graˆce a` l’unite´ scalaire et transmettre ainsi le
re´sultat complet.
L’acce`s au FIFO se fait simplement en e´crivant ou en lisant a` une adresse pre´cise.
Mate´riellement, cela se fait simplement en les raccordant aux entre´es et sorties vectorielles
de l’unite´ et en ajoutant quelques sorties de validation a` l’unite´ de de´codage.
Les IO sont accessibles depuis l’espace d’adressage et peuvent eˆtre utilise´es dans le
but de passer des informations globales relatives a` certaines constantes a` utiliser dans le
programme par le processeur. On peut donc imaginer qu’un syste`me hoˆte communique
avec les processeurs via ces IO pour les informer de la taille des images ou pour de´marrer
les traitements.
4.3.2.4 Unite´ de gestion de boucles et branchements
Afin de simplifier la gestion des boucles, une unite´ spe´cialise´e est de´die´e a` la manipula-
tion du PC, compteur de programme en vue de mettre en œuvre des boucles sans avoir de
proble`mes de pre´diction de branchements. En effet, la manipulation des lignes avec des vec-
teurs de grandes tailles va minimiser le nombre des ite´rations d’une boucle. Il risque ainsi
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de se produire assez souvent des erreurs de branchement et un nombre assez important de
cycles risque d’eˆtre perdu ce qui diminue le rendement des calculs.
Conside´rons l’exemple ou` l’on souhaite e´roder une ligne de 512 pixels sur un proces-
seur vectoriel travaillant avec k e´le´ments simultane´ment. L’e´le´ment structurant que nous
conside´rons est un segment de longueur 2, et l’ope´ration consiste a` calculer l’infimum d’un
pixel avec son voisin pour tous les pixels de la ligne. Le programme en pseudo assembleur
est donne´e a` l’algorithme 9.
Algorithme 9 Pseudo-langage machine d’une e´rosion d’une ligne de pixels
/* Prologue */
vecload v1,FIFO0
vecload v1,FIFO0; rshiftinf v2,v1,BORDSVAL
/* État permanent */
Pour r0=0 to 512/k-2 Faire
vecload v1,FIFO0; rshiftinf v2,v1,C; vecstore v2, FIFO1; add r0,r0,1
Fin pour
/* Épilogue */
rshiftinf v2,v1; vecstore v2, FIFO1
vecstore v2, FIFO1
Chacune des lignes du programme comporte une ou plusieurs instructions exe´cute´es
en paralle`le. Pour e´roder correctement une ligne de pixels, il est ne´cessaire de mettre en
place un pipeline logiciel [22] [82] [45] qui dans notre cas consiste a` re´ordonnancer les acce`s
me´moires et les calculs dans la boucle de traitement afin de pouvoir exploiter le paralle´lisme
au niveau des instructions de notre processeur tout en disposant d’un code plus compact
a` l’inte´rieur de la boucle. Le prologue permet de charger les deux premiers vecteurs et de
commencer le premier calcul, calcul qui pourra eˆtre envoye´ a` la FIFO en sortie dans l’e´tat
permanent pendant que les vecteurs suivants sont traite´s. L’e´pilogue permet d’effectuer le
dernier calcul et d’envoyer a` la FIFO les deux derniers vecteurs.
La boucle for de cet exemple est volontairement peu de´taille´e puisque nous avons la
possibilite´ de la mettre en œuvre soit via l’unite´ de gestion de boucle, soit de manie`re
purement logicielle en utilisant une instruction de comparaison et de branchement.
E´tudions tout d’abord ce qui se passerait avec une approche classique par comparaison
et branchement. Plusieurs possibilite´s s’offrent a` nous. Une premie`re, si nous de´sirons sim-
plifier la vie du programmeur ou simplifier la taˆche du compilateur, est de disposer d’une
unique instruction re´alisant a` la fois le test et le branchement. Toutefois, ce principe est
assez inefficace et fait perdre des cycles. La figure 4.22 pre´sente pour un pipeline a` cinq
e´tages (Fetch, Decode, Execute, Memory access, Write back) comment est affecte´ ce der-
nier par une instruction de branchement regroupant le test et le saut. Les instructions nop
repre´sentent les instructions qui pourraient eˆtre exe´cute´es bien que le saut soit effectue´. Il
convient alors de toujours mettre un certain nombre de nop apre`s une telle instruction de
branchement, nombre variant en fonction de la profondeur du pipeline.
Une seconde possibilite´ serait de de´couper l’instruction de test et de branchement en
deux instructions se´pare´es afin de pouvoir re´aliser le test, intercaler quelques ope´rations
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Fig. 4.22: Vue d’un pipeline a` 5 e´tages lors de l’exe´cution d’une instruction de branchement monolithique
utiles et seulement ensuite lancer l’instruction de branchement qui effectuera un saut en
fonction du re´sultat du test. On minimise alors le nombre d’instructions nop puisque le
branchement peut eˆtre re´alise´ plus toˆt dans le pipeline du fait qu’il n’est plus ne´cessaire
de calculer le re´sultat du test au niveau du branchement. Toujours avec le meˆme type de
pipeline que dans le cadre de la figure 4.22, la figure 4.23 pre´sente la fac¸on dont le pipeline
est affecte´ par un de´coupage en deux de l’instruction de test et de branchement. Toutefois,
si nous n’arrivons pas a` mettre deux instructions entre le test et le saut cette solution
s’ave`re assez mauvaise compare´e a` la solution avec une seule instruction pour le test et le
branchement.
Fig. 4.23: Vue d’un pipeline a` 5 e´tages lors de l’exe´cution d’une instruction de branchement en deux
e´tapes
Ainsi, dans le cas de notre programme d’e´rosion, le nombre de cycles ne´cessaires a`
l’exe´cution de la boucle en conside´rant l’incre´mentation du compteur, le test, le saut et
l’exe´cution du cœur de la boucle, occupe 5(k − 2) cycles. En effet l’incre´mentation du
compteur de la boucle peut eˆtre regroupe´e avec le paquet d’instructions re´alisant une
e´tape de l’e´rosion.
Maintenant que nous avons e´tudie´ le cas ou` nous souhaitions mettre en œuvre la boucle
par des instructions classiques de branchement, il est inte´ressant d’observer quel gain peut
nous apporter une unite´ de gestion des boucles. En effet, une telle unite´ prend en charge
comple`tement l’incre´mentation du PC et supprime toutes les instructions de gestion de
la boucle telles que les comparaisons, les branchements et l’incre´mentation du compteur.
Ce type d’unite´ peut bien e´videmment fonctionner uniquement dans le cadre d’une boucle
dont la condition d’arreˆt de´pend d’un compteur incre´mente´ a` chaque e´tape. Dans notre
exemple, le nombre de cycles machine ne´cessaires a` la re´alisation de la boucle est k−2 cycles.
On observe donc un re´el gain de performance par rapport a` un syste`me de branchement
classique, bien qu’il soit important de mentionner que cet e´cart se re´duirait si d’avantages
d’instructions utiles e´taient pre´sentes dans le cœur de la boucle.
La structure de l’unite´ de gestion de boucle, figure 4.24, repose sur la manipulation du
PC en fonction d’arguments donne´s en entre´e, a` savoir l’adresse de fin de la boucle et le
nombre d’ite´rations. L’adresse du de´but de la boucle e´tant de´duite de la valeur du PC lors
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de la configuration de la boucle. Le fonctionnement de cette unite´ repose sur l’initialisation
mate´rielle d’un compteur a` ze´ro et sur l’incre´mentation automatique de ce dernier a` chaque
fois que le PC est e´gal a` l’adresse de fin de boucle. Il faut e´galement prendre en compte un
aspect important qui est de pouvoir mettre en place des boucles imbrique´es. C’est le roˆle
de la pile de sauvegarder les trois parame`tres d’une boucle en cours d’exe´cution, lorsqu’une
nouvelle boucle imbrique´e dans la premie`re doit eˆtre mise en place. Une fois cette boucle
imbrique´e termine´e, la pile permet la restauration des arguments de la premie`re boucle,
lui permettant de poursuivre son exe´cution normalement. La profondeur de la pile est un
parame`tre permettant de spe´cifier le nombre maximum d’imbrications de boucles. Une
profondeur de 8 niveaux dans la pile est souvent suffisante dans le cadre du traitement
d’images.
Fig. 4.24: Structure fonctionnelle de l’unite´ de gestion des boucles
4.3.2.5 Paralle´lisme des instructions
Le jeu d’instructions de ce processeur est relativement standard et les instructions sont
regroupe´es par paquet de huit pour former un bundle VLIW. La structure du bundle est
pre´sente´e dans le tableau 4.1.
MEM IO MEM IO MEM IO MEM IO VEC ALU ALU ALU CTRL
Tab. 4.1: Structure du bundle d’instructions
La description des diffe´rents champs est donne´e ci-apre`s :
– MEM IO : le processeur est capable de re´aliser quatre ope´rations simultane´es avec
l’unite´ de gestion me´moire. On peut par exemple effectuer deux acce`s aux FIFO et
deux acce`s me´moires dans un meˆme cycle. Il faut bien faire attention au fait que
seulement deux instructions simultane´es peuvent acce´der a` la me´moire statique du
processeur avec des adresses diffe´rentes. Le seul moyen de re´aliser quatre acce`s dans
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la me´moire statique est de lancer une e´criture et une lecture sur un port avec la meˆme
adresse. On peut ainsi sur chaque port lire une donne´e avant qu’elle ne soit e´crase´e.
– VEC ALU : controˆle les ope´rations re´alise´es par l’unite´ de calcul vectoriel. Elle prend
en charge, en plus des ope´rations arithme´tiques et logiques de´ja` de´taille´es pre´ce´dem-
ment, les copies des registres vectoriels.
– ALU : deux ope´rations scalaires peuvent eˆtre re´alise´es simultane´ment. Ces unite´s
de calcul sont principalement la` pour ge´rer la mise a` jour des adresses lors des ac-
ce`s en me´moire, pour re´aliser des tests et pour calculer l’adresse du PC en cas de
branchement.
– CTRL : champs de configuration de l’unite´ de gestion des boucles et de mise en
place des instructions de synchronisation des FIFO. La mise en place d’une boucle
requiert l’adresse de fin de la boucle et le nombre de re´pe´titions, l’adresse de de´but
de la boucle e´tant de´duite de la valeur du PC lorsque la boucle est mise en place. Les
instructions de synchronisation FIFO permettent de bloquer le PC tant que la FIFO
concerne´e est pleine ou vide selon qu’un acce`s en e´criture ou lecture est effectue´.
4.3.2.6 Interconnexions
Le me´canisme de communication externe du processeur est important puisqu’il permet
de mettre en place un syste`me puissant compose´ de plusieurs processeurs raccorde´s les uns
aux autres. On peut alors re´aliser plusieurs ope´rations, exe´cute´es normalement se´quentiel-
lement, sous forme d’un flot de calcul en exploitant un paralle´lisme temporel.
Chaque processeur dispose de deux FIFO d’entre´e et de deux signaux de sortie qui seront
raccorde´s aux FIFO d’entre´e de diffe´rents processeurs comme le montre la figure 4.25. Les
fle`ches fines symbolisent le transit des donne´es scalaires et les fle`ches e´paisses symbolisent le
transit des donne´es vectorielles. Si les vecteurs sont vraiment trop larges vis-a`-vis du circuit
cible, il est possible de multiplexer de manie`re temporelle les transferts et compenser cette
perte de temps en utilisant deux domaines d’horloges, un pour le processeur et un autre
beaucoup plus e´leve´ pour les transferts entre processeurs. On peut e´galement envisager un
transfert a` l’exte´rieur du circuit par le biais de communications se´rie et paralle`le rapides. On
peut citer par exemple le bus HyperTransport [75] offrant une bande passante the´orique de
41.6 Go/s dans sa troisie`me version. Un tel type d’interconnexion fait penser a` la machine
Transputer [6], pre´sente´e au chapitre 2.
Le de´bit maximal des communications est directement lie´ au format des vecteurs em-
ploye´s ainsi qu’a` la fre´quence interne du processeur. On peut atteindre un de´bit de 12.8Go/s
avec des vecteurs de 32 e´le´ments de 32 bits et une fre´quence de fonctionnement de 100 Mhz.
Le nombre de processeurs utilise´s et la topologie des interconnexions mises en place a
un impact moins critique sur les ope´rations de traitement d’images re´alisables que dans le
cadre des ope´rateurs flots de donne´es de´crits dans les chapitres 2 et 3. En effet, la possibilite´
de regrouper plusieurs ope´rations de voisinage ainsi que plusieurs ope´rations arithme´tiques
au sein d’un meˆme processeur simplifie le de´ploiement d’une application. Toutefois, il faut
bien veiller au fait que le processeur le plus charge´, c’est-a`-dire avec la cadence la plus
faible en terme d’envoi de donne´es sur le bus d’interconnexion, imposera sa cadence a` tout
le circuit. Il est impe´ratif de proce´der a` un de´coupage homoge`ne de l’application sur tous
les processeurs.
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Fig. 4.25: Raccordement des cœurs vectoriels via des FIFO
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Le syste`me d’interconnexion peut eˆtre employe´ pour travailler a` trois niveaux de gra-
nularite´. Nous avons effectivement parle´ jusqu’a` pre´sent d’un paralle´lisme au niveau or-
donnancement des ope´rations de traitement d’images impliquant de travailler avec des
processeurs principalement raccorde´s en se´rie, figure 4.25. Nous pouvons e´galement mettre
en place un paralle´lisme a` grain fin en e´clatant une ope´ration sur plusieurs processeurs
associe´s en se´rie ou en paralle`le. Par exemple, dans le cadre d’une ope´ration de voisinage, il
est possible d’utiliser un processeur par groupe de voisins. Mais nous pouvons aussi passer
a` un grain moyen en conside´rant une association des processeurs en paralle`le en traitant
sur chacun d’entre eux une portion diffe´rente de l’image avec la meˆme ope´ration.
La figure 4.26 pre´sente un tel syste`me ou` l’on ope`re un gradient sur chaque portion d’une
image. Il faut bien entendu conside´rer des zones de recouvrement a` cause de l’ope´ration
de voisinage. Nous avons choisi ici de de´couper l’image juste dans le sens de la hauteur
afin de simplifier la taˆche des DMA acheminant les pixels vers les diffe´rents processeurs.
Toutefois, si des DMA 2D sont utilise´s, le de´coupage en imagette peut eˆtre re´alise´ a` la fois
en hauteur et en largeur.
Fig. 4.26: Exploitation des processeurs en paralle`le
Afin de pouvoir re´aliser les calculs a` la fois dans un mode gros grain et grain moyen, on
peut envisager la topologie d’interconnexion de la figure 4.27. En utilisant les quatre en-
tre´es vers les processeurs {A0, A1, A2, A3} on peut exe´cuter la meˆme ope´ration sur quatre
portions de l’image et obtenir ainsi un traitement a` grain moyen. Les donne´es sont ensuite
transmises horizontalement vers la se´rie de processeurs Bn qui pourront a` leur tour re´aliser
une ope´ration sur les quatre portions de l’image et ainsi de suite. Comme nous avons pu
l’expliquer dans la section 4.2, si nous souhaitons re´aliser plusieurs ope´rations successive-
ment sur les imagettes il est ne´cessaire de prendre en compte une zone de recouvrement
e´paisse pour supporter toutes les ope´rations de voisinage re´alise´es dans les processeurs An,
Bn, Cn et Dn. Cette structure est fort inte´ressante, car elle respecte les recommandations
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e´mises dans la section 4.2. En effet, si nous travaillons en exploitant le traitement de quatre
imagettes en paralle`le nous pouvons chaˆıner qu’un nombre tre`s re´duit d’ope´rations, tan-
dis que si nous travaillons directement au niveau image, le flot de processeurs peut eˆtre
beaucoup plus long.
Fig. 4.27: Topologie d’interconnexion permettant l’exploitation des processeurs a` moyen et gros grain
Le traitement a` gros grains est obtenu en envoyant l’image a` traiter dans le processeur
A0, ce dernier renvoie les premiers re´sultats disponibles imme´diatement au processeur A1,
qui a` son tour transmettra ces premiers re´sultats au processeur A2 et ainsi de suite jusqu’a`
ce que l’image comple`tement traite´e sorte par le processeur D0. On obtient ainsi la se´quence
de traitement suivante : A0, A1 , A2 , A3 , B3 , B2 , B1, B0 , C0 , C1 , C2 , C3 , D3,
D2 , D1 , D0.
La figure 4.28 illustre comment utiliser les diverses connexions en fonction de la gra-
nularite´ des ope´rations a` re´aliser. L’inte´reˆt de basculer d’une granularite´ a` l’autre est de
pouvoir mettre en place un pipeline court pour des ope´rations spe´cifiques ou un pipeline
profond dans le cadre d’ope´rations bien pre´cises telles que des filtres alterne´s se´quentiels ou
encore une chaˆıne de traitement assez statique comportant beaucoup d’ope´rations simples.
4.3.2.7 Programmation des processeurs
Nous n’avons pas encore parle´ de la me´moire des instructions du processeur. Cette
me´moire est se´pare´e de la me´moire des donne´es et dispose d’une largeur correspondant
a` un mot d’instructions VLIW. Mais ce n’est pas tant la ge´ome´trie de cette me´moire ou
meˆme sa taille qui nous pre´occupe, mais plutoˆt les moyens d’acce`s mis en œuvre pour
programmer efficacement un re´seau de processeurs.
A chaque lancement d’un flot d’ope´rations, si ce dernier est diffe´rent du flot pre´ce´dent, il
est ne´cessaire de charger les programmes a` exe´cuter dans les processeurs. En conside´rant la
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Fig. 4.28: Exemple de topologie d’interconnexions pour un traitement a` moyen et gros grain
topologie pre´sente´e en figure 4.27, il faut programmer se´quentiellement les seize processeurs
ce qui peut eˆtre peu efficace au vu des ope´rations a` re´aliser. En effet, il se peut que tous les
processeurs ou certains sous-ensembles remplissent la meˆme fonction et disposent donc des
meˆmes instructions. Il serait judicieux de pre´voir plusieurs groupes de processeurs dont les
me´moires d’instructions puissent eˆtre adresse´s en meˆme temps.
Nous pre´voyons de raccorder simplement les me´moires sur un bus en liaison avec le
syste`me hoˆte et dont le de´codage des adresses, spe´cifiant normalement l’acce`s a` une me´moire
particulie`re, serait ge´re´ de manie`re logicielle par un registre. On peut de cette manie`re
choisir les me´moires qui doivent eˆtre programme´es avec le meˆme microcode, et disposer
ainsi de groupes de me´moires de´finis par l’utilisateur.
4.4 Exemples d’ope´rations re´alisables
4.4.1 Avant propos
Maintenant que nous avons de´taille´ la structure du processeur ainsi que certaines topolo-
gies d’interconnexions, nous allons voir comment re´aliser quelques ope´rations de traitement
d’images et principalement de morphologie mathe´matique. Nous n’allons pas ici donner les
programmes de´taille´s au niveau assembleur, mais plutoˆt pre´senter la manie`re de paralle´li-
ser les ope´rations sur notre paquet de processeurs vectoriels. Nous supposons disposer d’un
nombre limite´ de processeurs, associe´s comme pre´sente´ a` la figure 4.27, nous permettant a`
la fois de disposer d’un flot court de processeurs avec une forte capacite´ de calcul paralle`le
ou bien d’un flot profond de processeurs dont les possibilite´s de chaˆınage d’ope´rations sont
e´leve´es.
Les algorithmes pre´sente´s ci-dessous s’appuient en partie sur une bibliothe`que d’ope´ra-
tions base´es sur le traitement des lignes. Un exemple d’une telle ope´ration en pseudoassem-
bleur a e´te´ donne´ a` l’algorithme 9 et permet d’e´roder un pixel et son voisin sur une ligne
d’une image. Nous supposons, de la meˆme manie`re, disposer d’ope´rations nous permettant
de :
– recevoir et envoyer une ligne a` travers les canaux de communication d’un processeur
– e´roder ou dilater une ligne avec un e´le´ment structurant segment de taille 3 et centre´
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– calculer des ope´rations arithme´tiques telles que l’infimum ou le supremum de deux
lignes sur les pixels pris deux a` deux
– de´caler des lignes
– trier deux a` deux les pixels de deux lignes
– chercher le minimum ou le maximum d’une ligne
– sommer les pixels d’une ligne
4.4.2 Rotation d’images
Les rotations d’images sont des ope´rations simples dans l’absolue, mais pouvant eˆtre
gourmandes en temps de calcul et difficile a` mettre en œuvre dans des architectures de
type flot de donne´es, car elles ne´cessitent un acce`s ale´atoire a` tous les pixels de l’image.
Un processeur VLIW vectoriel peut, en fonction de la quantite´ de me´moire pre´sente et
de la taille des images, travailler sur des images binaires dans leur totalite´ pourvu que les
pixels soient re´ellement code´s sur un bit. On prendra par exemple un processeur ayant une
ALU scalaire sur 32 bits, travaillant avec des vecteurs de 16 e´le´ments 32 bits et disposant
d’une me´moire totale de 32 ko. Il est alors possible avec un tel processeur de stocker une
image binaire d’une taille pouvant aller jusqu’a` 220 pixels, comme une image 1024× 1024.
Si nous de´sirons re´aliser des rotations ou des syme´tries sur une image en niveau de
gris et qu’il est ne´cessaire dans certains cas de disposer de l’image dans sa totalite´ dans la
me´moire du processeur, il est possible de re´aliser ces ope´rations en de´coupant l’image par
plans de bits. Ainsi, une rotation d’image 8 bits sera re´alise´e en de´coupant le proble`me en
huit rotations d’images code´es sur un bit.
La figure 4.29 pre´sente une vue ge´ne´rale permettant de mieux cerner le fonctionnement
d’ope´rations de traitement d’images par plans de bits. Il faut bien e´videmment que les
traitements soient inde´pendants d’un plan de bit a` l’autre et la figure pre´sente une ope´ration
de rotation de 33◦ d’une image code´e sur 8 bits.
Fig. 4.29: Chaˆıne de traitement d’images sous forme de plans de bits
Les images envoye´es au premier processeur du re´seau sont dans le format 8 bits, ce
dernier doit donc se´lectionner un bit parmi les 8 a` traiter et construire des vecteurs de 512
pixels (en effet, nous disposons de 16 e´le´ments 32 bits dans un vecteur) a` transmettre au
processeur suivant. Une fois les traitements re´alise´s par un certain nombre de processeurs,
il convient de recoder l’image 1 bit sous 8 bits en affectant a` chaque pixel une puissance
de deux correspondant a` la position du bit se´lectionne´ dans le premier processeur. On
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re´ite`re ensuite toutes ces ope´rations sept fois pour obtenir huit images qu’il faudra ensuite
fusionner afin d’obtenir le re´sultat final. Chacune des huit images e´tant code´e par une
unique puissance de deux, la fusion est simplement re´alise´e par une ope´ration de ou logique.
La figure 4.30 montre comment est re´alise´e la fusion des donne´es. On utilise le re´seau
de processeurs en paralle`le afin de grouper quatre images binaires en une image 8 bits.
Il faut encore re´pe´ter cette ope´ration une seconde fois pour grouper les quatre dernie`res
images binaires dans une seconde image 8 bits. Une troisie`me e´tape est alors ne´cessaire pour
fusionner les deux images 8 bits partiellement reconstruites afin de disposer de l’image 8
bits comple`te. Les deux premie`res e´tapes utilisent les processeurs An en paralle`le pour
conditionner les pixels sous forme de bits en pixels sous forme d’octets. Les processeurs
Bn ope`rent les ou logiques pour construire l’image 8 bits reconstruite partiellement. La
troisie`me e´tape utilise le flot de processeurs en se´rie pour associer les deux images partielles
en une image comple`te et permet d’ordonnancer encore quinze ope´rations derrie`res.
Fig. 4.30: Fusion d’images binaires vers une image 8 bits
Maintenant que nous avons vu comment se´parer et regrouper les diffe´rents plans de
bits d’une image, nous allons voir quelles ope´rations sont re´alisables sur ces derniers. Nous
allons de´tailler en particulier les cas de la rotation d’un angle de pi
2
et de la rotation d’un
angle arbitraire graˆce a` diffe´rents de´calages des colonnes et des lignes d’une image. Nous
allons e´galement pre´senter des me´thodes de traitement par de´composition des plans de bits
dans notre re´seau de processeurs.
4.4.2.1 Rotation par pas de ±pi
2
Les rotations d’images d’un angle de ±pi
2
en utilisant des instructions SIMD s’ope`rent
de la meˆme manie`re que les transpositions de matrices et peuvent s’ope´rer par plan de bit.
Ces ope´rations tre`s bien de´taille´es par Brambor [15], reposent sur l’utilisation d’ope´rations
dites de shuﬄing, qui ont pour but de me´langer deux vecteurs.
Nous allons dans un premier temps e´tudier le cas de la transposition de blocs de don-
ne´es et nous placer dans un cas ou` les vecteurs ont une taille re´duite afin de faciliter la
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compre´hension de la me´thode. Prenons des vecteurs contenant 8 e´le´ments ainsi que les
instructions de me´lange suivantes :
– shuﬄeLo8 : prend deux vecteurs de huit e´le´ments et me´lange les quatre premiers
e´le´ments des vecteurs
– shuﬄeHi8 : prend deux vecteurs de huit e´le´ments et me´lange les quatre derniers
e´le´ments des vecteurs
– shuﬄeLo4 : prend deux vecteurs de quatre e´le´ments et me´lange les deux premiers
e´le´ments des vecteurs
– shuﬄeHi4 : prend deux vecteurs de quatre e´le´ments et me´lange les deux derniers
e´le´ments des vecteurs
– shuﬄeLo2 : prend deux vecteurs de deux e´le´ments et me´lange les premiers e´le´ments
des vecteurs
– shuﬄeHi2 : prend deux vecteurs de deux e´le´ments et me´lange les derniers e´le´ments
des vecteurs
Les vecteurs ont tous la meˆme taille et lorsque nous parlons d’un vecteur contenant
deux e´le´ments nous entendons que la taille des e´le´ments et quatre fois plus importante
que la taille des e´le´ments des vecteurs disposant de huit e´le´ments. La figure 4.31 montre
comment ses instructions fonctionnent.
Fig. 4.31: Instructions de me´lange de vecteurs
Un bon ordonnancement de ces instructions permet de transposer un bloc de donne´es
en trois e´tapes compose´es de huit ope´rations. La complexite´ de cet algorithme en termes du
nombre d’instructions de me´lange est exactement N · log(N) ou` N correspond au nombre
de lignes et de colonnes du bloc de donne´es et correspond e´galement au nombre d’e´le´ments
d’un vecteur dans le processeur.
La figure 4.32 pre´sente les diffe´rentes e´tapes de calcul de la transposition et l’on re-
marque que l’on utilise une paire d’instructions de me´lange par e´tape. Si les vecteurs
comportaient 64 e´le´ments, il serait donc ne´cessaire, pour transposer un bloc, de disposer
de six paires d’instructions, chacune utilisable dans une des six e´tapes du calcul.
Maintenant que nous savons comment transposer un bloc par pas de pi
2
il suffit, pour
transposer une image entie`re, de re´aliser une transposition de manie`re standard, mais en
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E´tape 1
E´tape 2
E´tape 3
Fig. 4.32: E´tapes d’une transposition d’un bloc de pixels 8× 8
− 164 −
CHAPITRE 4. PROCESSEURS VLIW VECTORIELS
ne conside´rons plus comme e´le´ment atomique un pixel, mais un bloc de donne´es transpose´
au pre´alable.
Les ope´rations de rotations se de´roulent exactement comme une transposition et il est
juste ne´cessaire de proce´der a` quelques ajustements vis-a`-vis du sens horaire ou trigono-
me´trique de la rotation. Une rotation de +pi
2
peut eˆtre re´alise´e en permutant, a` l’issue de
la dernie`re e´tape du calcul de la transposition, la premie`re ligne avec la dernie`re, la se-
conde avec l’avant-dernie`re et ainsi de suite. A l’inverse une rotation de −pi
2
est obtenue en
permutant les lignes du bloc avant le traitement.
Nous avons remarque´ la relation existant entre le nombre d’e´tapes pour re´aliser une
transposition avec la taille du bloc et donc avec la taille d’un vecteur. Chaque e´tape ne´ces-
site deux instructions spe´cialise´es de type shuﬄe et si le nombre d’e´le´ments au sein d’un
vecteur est important, on risque de devoir disposer d’un nombre assez e´leve´ de ces instruc-
tions. Dans le cas binaire qui nous pre´occupe dans cette section, les donne´es manipule´es
par le cluster vectoriel comportent un grand nombre de pixels puisque ces derniers sont
code´s sur un bit et l’on peut en pratique observer une taille de 512 pixels binaires par
vecteur. A titre d’exemple, avec cette taille de vecteur, il serait ne´cessaire de pre´voir neuf
paires d’instructions de type shuﬄe. De plus, il devient difficile de traiter des images dont
la largeur est infe´rieure a` 512 pixels et il faudra envisager la mise en place d’un padding.
Si nous ne voulons pas ou nous ne pouvons pas mettre en place ces instructions dans le
cluster vectoriel, nous pouvons exploiter l’unite´ scalaire qui travaille ge´ne´ralement sur 32
bits et qui peut donc manipuler 32 pixels binaires en mode micro-SIMD. Il suffirait alors
d’ajouter au cluster scalaire cinq paires d’instructions de type shuﬄe pour proce´der a` des
transpositions de blocs 32 × 32 et ge´rer plus simplement des images de tailles plus mo-
destes. Le cluster scalaire e´tant compose´ de deux unite´s de calcul le niveau de paralle´lisme
en mode binaire reste e´leve´.
4.4.2.2 Rotation par de´calages
Les rotations d’images d’un angle arbitraire [61] sont base´es uniquement sur le de´calage
des lignes et des colonnes. C’est une me´thode simple ou` aucune interpolation n’est re´alise´e,
mais qui peut eˆtre de´compose´e pour eˆtre traite´e par plans de bits.
On de´compose la rotation, d’angle α avec α ∈ [−pi
2
,+pi
2
] et de centre (cx, cy) avec
cx ∈ [0,M − 1] et cy ∈ [0, N − 1], en trois e´tapes : un de´calage des lignes, un de´calage
des colonnes et enfin un dernier de´calage des lignes. Il est ne´cessaire de mettre en place
deux ope´rations diffe´rentes, l’une de´die´e au de´calage des lignes et l’autre de´die´ au de´calage
des colonnes. Ces ope´rations peuvent eˆtre re´alise´es dans le meˆme flot de donne´es puisque
les processeurs travaillent par plans de bits et sont donc en mesure de conserver un plan
complet d’une image en me´moire locale.
L’ope´ration de de´calage des lignes, pre´sente´e en figure 4.33, est de´compose´e en deux
e´tapes, l’une avant le de´calage des colonnes et l’autre apre`s afin de pre´server au mieux
la topologie de l’image. Le de´calage des lignes e´tant re´alise´ en deux e´tapes, chaque e´tape
devra donc utiliser un angle α
2
comme re´fe´rence.
Lorsque α > 0, le de´calage des lignes se fait a` gauche lorsque l < yc et a` droite lorsque
l > yc et inversement si α < 0. L’expression du de´calage k d’une ligne d’indice l s’e´crit de
la manie`re suivante :
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∀l ∈ [0, N − 1], k(l) =

(yc − l) tan(α2 ), si l < yc
(l −N + 1− yc) tan(α2 ), si l > yc
0, sinon
Fig. 4.33: Rotation par de´calage : e´tape de traitement des lignes de l’image
L’ope´ration de de´calage des colonnes est pre´sente´e en figure 4.34 et l’expression du
de´calage k′ d’une colonne d’indice c s’e´crit de la manie`re suivante :
∀c ∈ [0,M − 1], k′(c) =

(xc − c) sin(α), si c < xc
(c−M + 1− xc) sin(α), si c > xc
0, sinon
L’ope´ration de de´calage des lignes est simple a` mettre en œuvre et peut se re´aliser
de manie`re paralle´lise´e en utilisant les instructions de de´calage du cluster vectoriel ou
avec les instructions micro-SIMD du cluster scalaire. Un proble`me se pose pour re´aliser
vectoriellement l’ope´ration de de´calage des colonnes a` cause du chargement des vecteurs a`
partir des lignes d’une image. En effet, chaque colonne subit un de´calage diffe´rent et il est
impossible dans l’e´tat actuel du processeur de re´aliser cette ope´ration directement a` l’aide
d’instructions vectorielles. Il faut soit travailler de manie`re scalaire et traiter les pixels un
a` un, soit proce´der a` une transposition de l’image afin de se replacer dans un contexte
favorable aux unite´s de calcul vectoriel ou micro-SIMD.
Le de´ploiement d’une ope´ration de rotation d’image avec un angle α ∈ [−pi
2
,+pi
2
] est
re´alise´ en trois passes successives dans notre re´seau de processeurs. Les deux premie`res
passes, base´es sur une configuration pre´sente´e en figure 4.35, permettent de se´lectionner
quatre plans de bits parmi ceux d’une image 8 bits source, de re´aliser les rotations de
chaque plan inde´pendamment et de re´unir ces quatre re´sultats de poids faibles au sein
d’une image 8 bits un peu a` la manie`re de ce qui a e´te´ pre´sente´ en figure 4.30. En re´alisant
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Fig. 4.34: Rotation par de´calage : e´tape de traitement des colonnes de l’image
cette ope´ration une deuxie`me fois on obtient une seconde image 8 bits comportant les
quatre autres plans de poids forts pivote´ d’un angle α. Il est ne´cessaire ensuite de mettre
en place une troisie`me passe afin de re´unir les deux images partielles pour obtenir l’image
finale. Cette dernie`re ope´ration peut se faire avec un seul processeur en multiplexant l’envoi
des deux images ligne par ligne. Nous pouvons masquer le temps de traitement de cette
dernie`re passe en ordonnanc¸ant les calculs utilisant le re´sultat de la rotation dans les quinze
processeurs restants.
Les images pre´sente´es en figure 4.36 sont un exemple des diffe´rentes e´tapes ne´cessaires
a` la rotation d’une image.
4.4.3 Mesures
Les ope´rations de mesures sont des ope´rateurs prenant en entre´e une image et renvoyant
une information re´duite telle que le volume global de cette dernie`re. Nous distinguerons ici
deux types d’ope´rations : le calcul d’un parame`tre scalaire et le calcul de l’histogramme.
4.4.3.1 Mesure d’un parame`tre global scalaire
La mesure d’un parame`tre global d’une image avec des instructions vectorielles repose
sur des mesures partielles qui doivent eˆtre, a` l’issue du traitement de tous les vecteurs,
regroupe´es pour obtenir le re´sultat complet.
Lorsque les valeurs mesure´es sont du meˆme format que les pixels de l’image, la mesure
est faite simplement comme pre´sente´ en figure 4.37 ou` l’on calcule dans deux vecteurs N
minima et N maxima sur l’image, N e´tant le nombre d’e´le´ments dans un vecteur. Chacun
des e´le´ments contient un re´sultat partiel qu’il faut ensuite traiter un a` un pour obtenir
les re´sultats complets. On utilise alors l’unite´ scalaire du processeur pour re´aliser cette
dernie`re ope´ration.
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Fig. 4.35: De´ploiement sur le re´seau de processeurs d’une e´tape de rotation d’images par de´calages en
lignes et en colonnes
La mesure de parame`tres dont le format est diffe´rent de celui employe´ pour le codage
des pixels ne´cessite quelques instructions supple´mentaires par rapport a` ce que nous avons
pu de´crire dans le cas de la mesure du minimum et du maximum. En effet, il est ne´cessaire
de convertir les e´le´ments du vecteur vers un autre format de donne´es disposant, dans la
plupart de cas, d’un nombre de bits plus important. L’unite´ de calcul vectoriel du processeur
dispose d’instructions de me´lange de vecteurs permettant une telle conversion du format
des donne´es.
La figure 4.38 pre´sente un exemple de calcul du volume d’une image. Le volume e´tant
la somme de tous les pixels, il est obligatoire d’accumuler le volume dans une variable
disposant d’une capacite´ de codage beaucoup plus importante que celle employe´e pour
le stockage d’un pixel. Si l’on conside`re que les pixels sont code´s sur 8 bits et que l’on
travaille dans le pire cas, c’est-a`-dire avec une image ou` toutes les donne´es sont a` 255, un
volume stocke´ sur 32 bits permet de manipuler des images jusqu’a` 224 pixels, soit plus de
16 millions de valeurs. Ce chiffre est en dessous de la ve´rite´ puisque le volume n’est pas
calcule´ sur une unite´ scalaire, mais sur une unite´ vectorielle travaillant avec N e´le´ments
32 bits. En re´alite´ chaque e´le´ment contient une somme partielle pouvant eˆtre le re´sultat
de l’addition de 16 millions de pixels. Si l’unite´ scalaire regroupant les donne´es peut ge´rer
les de´bordements de retenue, il est possible en re´alite´ de calculer le volume sur une image
comportant N · 224 pixels ce qui repre´sente dans notre exemple en figure 4.38 plus de 64
millions de pixels.
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(a) image originale (b) premier de´calage des lignes avec α
2
(c) de´calage des colonnes avec α (d) second de´calage des lignes avec α
2
Fig. 4.36: Exemple de rotation d’angle α = pi8 d’une image par de´calage
Fig. 4.37: Mesure du minimum et maximum global d’une image a` l’aide d’ope´rations vectorielles
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Fig. 4.38: Mesure du volume d’une image a` l’aide d’ope´rations vectorielles
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4.4.3.2 Calcul de l’histogramme
Le calcul de l’histogramme de manie`re vectorielle est grandement facilite´ par l’utilisation
du mode d’adressage indirect vectoriel dont nous avons parle´ dans la section 4.3.2.3. Nous
nous plac¸ons dans un cas standard ou` l’unite´ scalaire fonctionne sur 32 bits et ou` un vecteur
contient N e´le´ments code´s sur 32 bits. Les pixels sont code´s en niveaux de gris sur 8 bits de
sorte que l’histogramme puisse eˆtre contenu dans la me´moire locale. Le processeur dispose
donc de N me´moires de largeur 32 bits compose´es chacune au minimum de 256 mots ou`
l’on pourra calculer en paralle`le N histogrammes partiels de l’image.
On effectue dans un premier temps une phase d’initialisation a` ze´ro desN histogrammes,
puis la mise a` jour des histogrammes se fait de la manie`re suivante : on charge 4 ·N donne´es
8 bits dans un vecteur, on convertit ce vecteur de pixels 8 bits en quatre vecteurs de pixels
32 bits et on proce`de a` un acce`s indirect vectoriel pour mettre a` jour les N histogrammes.
En mettant en place un pipeline logiciel, il est possible de mettre a` jour en quelques cycles
N histogrammes en paralle`le. Pour terminer le calcul, il faut re´unifier les N histogrammes
en employant le cluster scalaire, cette e´tape consommant environ 256 ·N cycles.
La figure 4.39 illustre les e´tapes du calcul des histogrammes partiels a` partir d’une
image en niveau de gris 8 bits et en conside´rant 4 e´le´ments 32 bits par vecteurs. Quatre
acce`s indirects vectoriels sont donc ne´cessaires pour mettre a` jour quatre histogrammes a`
partir de 16 pixels.
Fig. 4.39: Calcul d’un histogramme a` l’aide d’ope´rations vectorielles
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Le contenu de la me´moire vu par l’unite´ scalaire est pre´sente´ en figure 4.40. On se
rend compte qu’il est simple de calculer l’histogramme complet de l’image puisque nous
retrouvons la distribution d’un niveau de gris donne´ des N histogrammes partiels dans un
vecteur en me´moire locale.
Fig. 4.40: Stockage des histogrammes partiels en me´moire locale provenant d’images code´es sur b bits
Le mode d’adressage de´crit ici pourrait eˆtre utilise´ pour disposer d’une autre me´thode
d’extraction de voisinage en de´coupant une image en bandes et ou` chaque banque me´moire
interne disposerait uniquement d’un voisin spe´cifique a` une topologie [59]. Dans le cas
de la maille 8-connexe, ou` l’on conside`re un voisinage de rayon 1, il est ne´cessaire que
le processeur vectoriel dispose de 9 me´moires pour stocker chacun des voisins et le pixel
central. Ce mode d’adressage et assez particulier et nous allons pre´senter dans les prochaines
sections comment les ope´rations de voisinages sont re´alise´es avec notre architecture.
4.4.4 Ope´rateurs morphologiques basiques
Nous traitons dans cette section la mise en œuvre au sein de nos processeurs de quelques
ope´rations de base de morphologie mathe´matique. Nous allons d’abord traiter deux cas
particuliers des filtres de rang, a` savoir l’e´rosion et la dilatation. Meˆme si ces ope´rations
peuvent eˆtre faites a` partir du syste`me de tri des filtres de rang, il existe des manie`res bien
plus rapides pour les mettre en place aussi bien en termes algorithmiques qu’en termes ma-
te´riels. Nous reviendrons ensuite sur les filtres de rang avant de donner quelques exemples
de compositions possibles d’ope´rateurs de base pour re´aliser des gradients, des filtrages ou
bien encore des amplifications de contraste.
4.4.4.1 L’e´rosion et la dilatation
Nous n’aborderons ici que le cas de l’e´rosion. Il suffit de remplacer dans les ope´rations
les infima par des suprema pour traiter le cas de la dilatation. Nous avons de´ja` de´taille´
dans l’algorithme 8 la manie`re d’extraire un voisinage 3 × 3, mais nous ne faisions au-
cune hypothe`se quand a` la nature des calculs re´alise´s. En effet dans le cadre d’ope´rations
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de morphologie mathe´matique et en particulier pour l’e´rosion avec un e´le´ment structu-
rant compose´ de k lignes et l colonnes, certains calculs peuvent eˆtre conserve´ d’une ligne
a` l’autre. Le principe est d’e´roder la ligne d’indice i nouvellement lue avec un e´le´ment
structurant 1× k, et de conserver les l − 1 dernie`res e´rosions ainsi calcule´es. En calculant
l’infimum de la ligne venant d’eˆtre e´rode´e avec les l − 1 dernie`res, on obtient l’e´rosion de
la ligne d’indice i− l/2 avec un e´le´ment structurant l × k.
Un exemple re´alisant une e´rosion 3 × 3, avec la me´thode que nous venons de de´crire,
est pre´sente´ dans l’algorithme 10. Les fonctions recoitLigne et envoieLigne font re´fe´rence
a` l’utilisation des FIFO du processeur pour recevoir et transmettre des lignes sous forme
de vecteurs de pixels. La fonction erodeLigne e´rode une ligne en utilisant les instructions
de´die´es de de´calage avec infimum. La boucle peut eˆtre mise en place graˆce a` l’unite´ de
gestion des boucles puisque cette dernie`re ne de´pend que d’un compteur incre´mente´ a`
chacune des ite´rations.
Algorithme 10 E´rosion d’une image optimise´e pour un e´le´ment structurant 3× 3
/* Prologue */
E = recoitLigne()
A = erodeLigne(E)
E = recoitLigne()
B = erodeLigne(E)
S = infLigne(A,B)
envoieLigne(S)
/* État permanent */
Pour x=2 to M-1 Faire
E = recoitLigne()
C = erodeLigne(E)
A = infLigne(A,B)
S = infLigne(A,C)
envoieLigne(S)
tmp = &A
&A = &B
&B = &C
&C = tmp
Fin pour
/* Épilogue */
S = infLigne(A,B)
envoieLigne(S)
Le cas de l’optimisation en maille hexagonale est un peu plus complexe, mais repose
toujours sur le meˆme principe, a` savoir conserver des calculs sur les lignes de´ja` traite´es
durant les e´tapes pre´ce´dentes. La figure 4.41 indique quels calculs peuvent eˆtre conserve´
en fonction de la parite´ des lignes. En effet, comme nous avons de´ja` pu l’e´voquer pre´ce´-
demment, la maille hexagonale est juste simule´e en changeant d’e´le´ments structurants en
fonction de la parite´ des indices des lignes.
Derrie`re les optimisations de´crites pour maille carre´e se cachent les proprie´te´s de de´-
composition des e´le´ments structurants. Il est en effet possible de re´aliser une e´rosion l × k
en la de´composant en deux e´rosions l × 1 et 1 × k ce qui d’une part, simplifie la mise en
œuvre de l’algorithme et d’autre part, re´duit la quantite´ de calcul. Par exemple si k = l on
passe d’une complexite´ e´gale a` k2 a` une complexite´ e´gale a` 2k. D’autres de´compositions
existent et ont des proprie´te´s fortes en termes de re´duction du nombre de calcul. On peut
citer par exemple la de´composition logarithmique [77] [78] qui vise, lors d’utilisation d’e´le´-
ments structurants ayant une taille importante, a` diminuer fortement le nombre de calculs
par une de´composition particulie`re des e´le´ments structurants.
La figure 4.42 montre la de´composition logarithmique qu’il est possible d’obtenir pour
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Fig. 4.41: Re´utilisation des calculs dans le cadre d’ope´ration de morphologie de base avec un e´le´ment
structurant hexagonal
Fig. 4.42: Exemple de de´composition logarithmique d’un e´le´ment structurant losange de rayon 4
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un e´le´ment structurant de type losange de rayon 4. Sans de´composition il serait ne´cessaire
d’effectuer 40 ope´rations pour obtenir l’e´rode´ d’un voisinage en un point, avec la de´com-
position simple on tombe a` 16 ope´rations, avec la de´composition avance´e on peut encore
e´conomiser trois ope´rations. Finalement avec la de´composition logarithmique il est juste
ne´cessaire d’effectuer 10 ope´rations avec pour chacune seulement quatre voisins. Cette der-
nie`re de´composition est donc tre`s avantageuse, mais pre´sente un inconve´nient, les e´le´ments
structurants, meˆme s’ils disposent uniquement de quatre voisins comme dans le cas des
de´compositions simples et avance´es, ne sont pas de rayons unitaires. Cela signifie que dans
nos processeurs il sera ne´cessaire de conserver un plus grand nombre de lignes de l’image
pour ope´rer des calculs sur des voisinages plus e´tendus. Il sera donc difficile de mettre en
place plusieurs ope´rations de voisinage au sein du meˆme processeur en utilisant un pipeline
logiciel pour des proble`mes de contention me´moire.
4.4.4.2 Filtres de rang
Les cas particuliers de l’e´rosion et de la dilatation e´tant maintenant traite´s, nous pou-
vons de´tailler le fonctionnement ge´ne´ral des filtres de rang au sein de nos processeurs. Ces
filtres reposent sur un tri des pixels et nous avons de´ja` largement aborde´ les diffe´rentes
optimisations en fonction du nombre de valeurs a` trier dans le chapitre 2. Nous avons donc
a` notre disposition trois me´thodes de tri.
Une premie`re me´thode consiste alors a` extraire, pour une ligne de pixels donne´e, les
N voisins dans N tableaux de la taille d’une ligne, comme pre´sente´ a` la figure 4.13 ou a`
l’algorithme 8. Les e´le´ments a` trier sont donc les pixels de meˆmes indices au sein des N
tableaux. Nous pouvons alors utiliser un tri a` bulle vectoriel en utilisant les instructions min
et max vectorielles pour re´aliser tous ces tris. Les valeurs au bord de l’image pourront eˆtre
simule´es par le syste`me du damier dont nous avons de´montre´ l’efficacite´ dans le chapitre
2, il suffit lors du de´calage des lignes de l’image, pour extraire les diffe´rents tableaux de
voisinages, d’inse´rer alternativement des pixels noir ou blanc afin de biaiser un minimum
le tri sur les bords.
Une seconde me´thode consiste a` utiliser le meˆme principe d’extraction des tableaux de
voisinages, mais les calculs re´alise´s sur ces derniers be´ne´ficieront de structures de tris opti-
males connues pour certaines tailles de voisinage [33] et qui peuvent soit fournir uniquement
la me´diane dans des versions e´lague´es soit le tri complet du jeu de donne´es. Un exemple
est donne´ dans l’algorithme 11 ou` nous mettons en place un tri optimise´ et e´lague´ de cinq
valeurs pour calculer uniquement la valeur me´diane. Cet algorithme permet de calculer un
filtre me´dian en conside´rant un e´le´ment structurant de type croix de rayon unitaire. La
fonction triLigne tri les pixels deux a` deux de deux lignes, c’est-a`-dire qu’elle re´alise le tri
entre les pixels de meˆmes indices en se basant sur les ope´rations vectorielles d’infimum et
de supremum. La fonction majDamier se contente de modifier la premie`re ou la dernie`re
valeur des tableaux de voisinages pouvant eˆtre en dehors de l’image, il s’agit juste ici de
mettre en place l’e´mulation du damier autour de l’image.
Enfin, une dernie`re me´thode fonctionne en re´utilisant les tris des lignes pre´ce´dentes [70],
un peu a` la manie`re de ce que nous avons pu de´crire pour le calcul de l’e´rosion. Il est donc
ne´cessaire de modifier en conse´quence l’extraction des tableaux de voisinages, puisque le
vieillissement des donne´es est maintenant applique´ sur les lignes partiellement trie´es plutoˆt
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Algorithme 11 Filtre me´dian optimise´ pour un e´le´ment structurant croix de rayon 1
/* Prologue */
D00 = recoitLigne()
D01 = DécaleDroite(D00,0)
D02 = DécaleGauche(D00,0)
D10 = recoitLigne()
D11 = DécaleDroite(D10,255)
D12 = DécaleGauche(D10,255)
/* Noyau de calcul du prologue */
tmp1,tmp2 = triLigne(D00,D01)
tmp3,tmp4 = triLigne(D02,D11)
tmp3 = supLigne(tmp2,tmp3)
tmp3,tmp4 = triLigne(tmp3,tmp4)
envoieLigne(tmp3)
/* État permanent */
Pour x=2 to M-1 Faire
D20 = recoitLigne()
D21 = DécaleDroite(D20,0)
D22 = DécaleGauche(D20,0)
/* Noyau de calcul de l’état
permanent */
tmp1,tmp2 = triLigne(D01,D10)
tmp4,tmp5 = triLigne(D12,D21)
tmp2,tmp3 = triLigne(tmp2,D11)
tmp1,tmp2 = triLigne(tmp1,tmp2)
tmp4 = supLigne(tmp1,tmp4)
tmp3 = infLigne(tmp3,tmp5)
tmp2,tmp3 = triLigne(tmp2,tmp3)
tmp2 = supLigne(tmp4,tmp2)
tmp2 = infLigne(tmp2,tmp3)
envoieLigne(tmp2)
/* Vieillissement des données */
tmp1 = D00
D00 = D10
D10 = D20
D20 = tmp1
tmp1 = D01
D01 = D11
D11 = D21
D21 = tmp1
tmp1 = D02
D02 = D12
D12 = D22
D22 = tmp1
majDamier(x%2,D10,D12);
Fin pour
/* Épilogue */
/* Noyau de calcul de l’épilogue */
tmp1,tmp2 = triLigne(D01,D10)
tmp3,tmp4 = triLigne(D11,D12)
tmp3 = supLigne(tmp2,tmp3)
tmp3,tmp4 = triLigne(tmp3,tmp4)
envoieLigne(tmp3)
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que sur les tableaux de voisinages eux-meˆmes.
4.4.4.3 Gradients
Nous pouvons de´finir le gradient de trois fac¸ons, le gradient supe´rieur, le gradient infe´-
rieur et le gradient e´pais. Ils correspondent respectivement a` la soustraction entre l’image
dilate´e et l’image originale, a` la soustraction entre l’image originale et l’e´rode´e et a` la
soustraction entre la dilate´e et l’e´rode´e. Plusieurs possibilite´s s’offrent a` nous pour mettre
en œuvre cette ope´ration. On peut tre`s bien travailler a` un grain e´leve´ pour calculer le
gradient e´pais en utilisant deux processeurs en paralle`le envoyant les re´sultats de l’image
e´rode´e et dilate´e a` un troisie`me charge´ de la soustraction des deux flux. On peut e´galement
travailler a` un grain beaucoup plus fin pour optimiser les ressources de calculs. En effet
une fois les tableaux de voisinages extraits, il est relativement simple de calculer a` la fois
le supremum et l’infimum de ces derniers pour ensuite re´aliser la soustraction produisant
le gradient e´pais.
Ces choix de´pendent largement des autres e´tapes du calcul, car bien souvent une appli-
cation ne se compose pas uniquement d’un gradient et il convient de regarder la de´pendance
des images interme´diaires de l’application. Il apparaitra alors certainement une solution qui
s’imposera soit pour des raisons de performances, soit pour des contraintes de places, les
processeurs e´tant en nombre limite´.
4.4.4.4 Autres ope´rateurs compose´s
D’une manie`re ge´ne´rale, les ope´rations compose´es peuvent eˆtre re´alise´es dans la meˆme
optique que le gradient pre´ce´demment de´crit. On peut soit travailler avec une granularite´
assez e´leve´e en affectant une ope´ration par processeur, soit essayer de mettre un maximum
d’ope´rations dans un meˆme processeur et donc travailler a` un grain plus fin.
Certaines ope´rations simples telles que des ouvertures ou fermetures morphologiques ne
ne´cessitent ge´ne´ralement qu’un unique passage dans le flot de processeurs ce qui laisse le
choix de la granularite´ a` mettre en place en fonction des autres ope´rations de l’application.
Toutefois, nous avons vu dans le chapitre pre´ce´dent que plus un flot de processeurs est
profond, plus il est difficile a` employer. Le fait de pouvoir changer la granularite´ des traite-
ments avant le de´clenchement d’une ope´ration est donc un atout certain, car si on remarque
qu’il n’est pas possible d’utiliser au mieux le flot de processeurs dans son ensemble il est
alors possible de le raccourcir pour traiter plusieurs parties de l’image en paralle`le sous
forme d’imagettes.
Les ope´rations plus gourmandes en e´tapes de calcul sont, en revanche, plus simples a`
distribuer sur un flot profond de processeurs puisqu’elles sont tre`s souvent de´composables
en un nombre fini d’ope´rations e´le´mentaires. On peut par exemple citer les filtres alterne´s
se´quentiels qui ne´cessitent souvent la mise en place en se´rie de plusieurs dizaines d’e´rosions
et de dilatations. Il est alors inte´ressant de chercher a` mettre le plus possible d’ope´rations
par processeur pour essayer de minimiser le nombre de passes a` re´aliser dans le flot de
processeurs.
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4.4.5 Ope´rateurs ge´ode´siques
Les ope´rateurs ge´ode´siques sont construits en reprenant les ope´rations d’e´rosions et de
dilatations et en appliquant la de´finition standard telle que nous avons pu la voir dans le
chapitre 2. A titre de rappel, on de´finit une e´rosion ge´ode´sique comme e´tant l’e´rosion du
marqueur f avec un e´le´ment structurant de rayon 1, suivie d’un supremum avec le masque
g :
ε(1)g (f) = ε
(1)(f) ∨ g et f ≥ g
De manie`re duale, la dilatation ge´ode´sique est de´finie de la fac¸on suivante :
δ(1)g (f) = δ
(1)(f) ∧ g et f ≤ g
Ces calculs, que nous qualifierons d’ope´rations ge´ode´siques simples, peuvent eˆtre re´alise´s
a` l’aide d’une seule ope´ration de voisinage. Nous pouvons de´ployer directement ces formules
au sein d’un processeur : il suffit de modifier l’algorithme d’e´rosion ou de dilatation pour
qu’il prenne l’image masque comme parame`tre supple´mentaire. Le processeur re´alise donc
une e´rosion ou une dilatation et le re´sultat est controˆle´ avec le masque en re´alisant soit un
supremum soit un infimum. L’image masque et l’image marqueur sont envoye´es ligne par
ligne chacune leur tour afin de multiplexer les flux de donne´es.
On peut e´galement de´ployer ces ope´rations en de´composant le calcul dans plusieurs
processeurs, un de´die´ au calcul d’une ope´ration de voisinage du type dilatation ou e´rosion
et un autre de´die´ au calcul d’une simple ope´ration arithme´tique dyadique de type infimum
ou supremum. Cette solution est peu inte´ressante, car d’une part, le processeur re´alisant
l’ope´ration de voisinage est bien plus charge´ que le processeur re´alisant l’ope´ration arith-
me´tique ce qui induit une sous-utilisation de ce dernier et d’autre part, car la topologie
d’interconnexions que nous avons choisie implique d’utiliser des processeurs uniquement
dans un but de routage des flux vide´os ce qui re´duit la quantite´ de processeurs utilisables
pour ordonnancer plusieurs ope´rations ge´ode´siques. Si le choix d’une telle structuration des
calculs est motive´ par une plus grande vitesse de traitement, il est pre´fe´rable de de´ployer
l’e´rosion ou la dilatation ge´ode´sique dans un unique processeur et de travailler en paral-
le`le sur plusieurs imagettes. Les processeurs seront beaucoup mieux utilise´s et les calculs
beaucoup plus rapides.
Passons maintenant aux ope´rations de reconstruction ge´ode´sique. Ces ope´rations, que
nous qualifierons de complexes, ne´cessitent de re´aliser se´quentiellement un nombre non
connu a priori d’ope´rations ge´ode´siques simples. En effet, une reconstruction ge´ode´sique
arrive a` stabilite´ lorsque le volume de l’image ne varie plus, il est donc impossible de
savoir a` l’avance le nombre d’ite´rations ne´cessaires. Cette nature dynamique des calculs
nous contraint d’envisager le pire cas en travaillant avec un flot de processeurs le plus long
possible, mettant donc de coˆte´ le travail sur imagette. Il est ne´cessaire de mettre en place
dans les deux derniers processeurs du flot de calcul la mesure du volume sur les re´sultats
de chaque ope´ration ge´ode´sique simple. Ces re´sultats seront dirige´s vers les ports IO du
processeur afin d’eˆtre lu par le syste`me hoˆte apre`s re´ception de l’image re´sultat. Si ces
volumes sont e´gaux, la reconstruction ge´ode´sique est termine´e et il est alors possible de
passer a` une autre ope´ration. Si ces volumes sont diffe´rents, il faut alors poursuivre les
calculs en reprenant notre image re´sultat et en re´ite´rant un flot de traitement a` travers
tous les processeurs.
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La figure 4.43 pre´sente une reconstruction ge´ode´sique par dilatation avec comme mar-
queur une image en niveaux de gris sur 8 bits et comme masque une image binaire code´e
e´galement sur 8 bits. On constate qu’apre`s 16 ope´rations simples dans notre flot de proces-
seurs, la reconstruction n’est toujours pas termine´e, il faut donc re´injecter le re´sultat partiel
en entre´e du syste`me pour continuer les e´tapes de ce calcul. Il faudra, pour que cette re-
construction soit termine´e, pas moins de 18 passes dans le flot de processeurs. On comprend
mieux alors l’inte´reˆt de disposer d’un pipeline profond pour ce genre d’ope´rations.
Fig. 4.43: Exemple de reconstruction ge´ode´sique par dilatation mise en place sur le re´seau de processeurs
On peut e´galement, pour ce type d’ope´rations complexes, mettre en place des calculs
dits re´cursifs dans le meˆme esprit que le calcul de la transformation distance expose´e dans
le chapitre 2 qui nous permettait de diminuer le nombre de passes ne´cessaires aux calculs.
Brambor [15] a de´fini de manie`re vectorielle comment proce´der a` des ope´rations re´cursives
de´pendant du sens de parcours de l’image. Il propose, par exemple, une de´composition en
quatre ite´rations une e´tape d’une reconstruction ge´ode´sique. Chacune des e´tapes privile´gie
une des quatre directions possibles : de haut en bas, de bas en haut, de droite a` gauche et
de gauche a` droite. Ces directions correspondent en fait a` un sens de parcours de l’image.
Toutefois, les ope´rations a` re´aliser s’organisent pour deux d’entre elles sur les lignes
de l’image et pour deux autres sur les colonnes. L’exploitation du paralle´lisme dans notre
processeur e´tant base´e sur les lignes de l’image, le traitement en colonnes doit comporter
une e´tape de rotation de l’image de pi
2
avant calcul sur les lignes et une e´tape de rotation
−pi
2
apre`s calcul. Toutes ces ope´rations supple´mentaires cassent la possibilite´ de paralle´liser
temporellement les calculs et ne´cessitent l’amorc¸age d’une quinzaine de flots de calculs
dans notre re´seau de processeurs pour juste re´aliser une ite´ration. Meˆme si une ite´ration
re´cursive propage un plus grand nombre de pixels qu’une ite´ration standard, il faut compter
en moyenne huit ite´rations re´cursives pour re´aliser une reconstruction ge´ode´sique, soit en
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moyenne 120 amorc¸ages de flots de calculs dans notre re´seau.
Il faut garder a` l’esprit que pour 120 passes dans notre re´seau de processeurs associe´s en
se´ries, il est possible de calculer 1920 ite´rations standards d’une reconstruction ge´ode´sique,
ce qui est dans la grande majorite´ des cas largement suffisants pour atteindre la stabilite´.
4.4.6 Ope´rateurs morphologiques a` supports variables dans l’es-
pace
Ces ope´rateurs, pre´sente´s au chapitre 3, permettent de re´aliser des ope´rations de trai-
tement d’images en utilisant un voisinage pouvant eˆtre diffe´rent pour chaque pixel. On
utilise alors une image carte dont le niveau de gris indique, pour le pixel correspondant
dans l’image a` filtrer et pour une topologie pre´de´finie du voisinage, quelle taille d’e´le´ments
structurants il faut choisir [48] [8] [7]. Nous nous limitons ici au traitement avec un seul
degre´ de liberte´, c’est-a`-dire que nous faisons varier uniquement la taille du voisinage par
homothe´tie. Nous ne cherchons pas pour le moment comment mettre en œuvre des ope´ra-
tions ou` la forme et l’orientation pourraient e´galement changer dans l’espace.
Ce type d’ope´ration peut eˆtre re´alise´e en de´composant les e´le´ments structurants en
e´le´ments structurants ayant un rayon unitaire. En choisissant cette de´composition, nous
nous limitons aux ope´rations d’e´rosion et de dilatation, car les autres filtres de rang ne
peuvent eˆtre de´compose´s de la meˆme manie`re.
On peut alors re´aliser ces ope´rations comme une suite d’ope´rations ge´ode´siques ou` la
carte correspond a` un masque binaire partout ou` elle est diffe´rente de ze´ro, on soustrait
a` chaque ite´ration sur cette dernie`re une valeur correspondant aux nombres d’ope´rations
de voisinages re´alise´es avec un e´le´ment structurant unitaire. Le traitement s’arreˆte lorsque
le volume de la carte est nul, signifiant ainsi qu’aucune ope´ration ne reste a` re´aliser. Il
convient bien e´videmment que la soustraction soit en re´alite´ une soustraction sature´e a`
ze´ro.
Un processeur doit donc recevoir l’image a` calculer ainsi que la carte des e´le´ments struc-
turants. Comme dans le cas de la ge´ode´sie, nous avons choisi de multiplexer l’envoi des
lignes de la carte avec l’envoi des lignes de l’image afin de n’utiliser qu’un seul processeur
par e´tape afin de maximiser les capacite´s de traitement du re´seau de processeurs. Chaque
processeur doit eˆtre en mesure de calculer une ope´ration de voisinage avec un e´le´ment
structurant de taille unitaire. Il doit ensuite valider graˆce a` la carte et pour chaque pixel,
si nous devons appliquer cette ope´ration de voisinage ou` conserver la valeur originale, cette
ope´ration pouvant eˆtre re´alise´e vectoriellement avec des instructions de test de vecteurs et
de de´placement conditionne´ par le re´sultat du test. Il reste ensuite a` re´aliser une soustrac-
tion sature´e de la carte afin de retrancher la valeur correspondant au rayon de l’e´le´ment
structurant employe´ dans l’ope´ration de voisinage, qui est ici unitaire.
Nous pouvons avec notre re´seau de processeurs traiter, en un flot de calcul avec un e´le´-
ment structurant unitaire par processeur, une image dont les e´le´ments structurants peuvent
varier de 1× 1 a` 33× 33.
La figure 4.44 pre´sente un exemple d’utilisation d’un e´le´ment structurant variable dans
l’espace afin d’ope´rer des calculs en tenant compte d’une certaine perspective dans l’image.
On remarque bien que la dilatation en haut de l’image a un impact moins important que
dans le bas de l’image. En effet la carte a` e´te´ construite de manie`re a` utiliser des e´le´ments
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structurants de rayon 1 en haut de l’image jusqu’a` un rayon 7 en bas de l’image.
(a) Image originale
(b) Carte des rayons des e´le´ments structurants (c) Image re´sultat apre`s dilatation
Fig. 4.44: Dilatation avec un e´le´ment structurant variable dans l’espace
La construction de la carte est ici comple`tement subjective, mais pourrait eˆtre construite
a` partir d’autres ope´rations de voisinages, comme un gradient par exemple [48].
4.4.7 Quasi-distance
La quasi-distance [12] est aux images en niveaux de gris ce que la distance est pour
les images binaires. Nous avons de´ja` de´crit cet ope´rateur dans le chapitre 3 et il peut eˆtre
e´galement de´ploye´ sur notre re´seau de processeurs.
Cette ope´ration se de´compose en deux e´tapes, une premie`re permettant le calcul de
l’image associe´e et de l’image indicatrice et une seconde permettant la re´gularisation de
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l’indicatrice afin de supprimer le phe´nome`ne de distance perche´e que nous avons de´ja`
aborde´. C’est l’image indicatrice qui nous est utile ici et le calcul de chaque e´tape fait appel
a` un ensemble d’ope´rations simples telles que des e´rosions, soustractions, remplacement
de pixels et ne´cessite un grand nombre d’ite´rations comme dans le cadre des ope´rations
ge´ode´siques.
Afin d’obtenir l’image associe´e et l’indicatrice, il suffit alors de mettre en œuvre dans
tous les processeurs, associe´s en se´rie, la brique e´le´mentaire du calcul de´crite dans l’algo-
rithme 4 et de lancer autant de passes que ne´cessaire. Le crite`re d’arreˆt e´tant e´tabli sur
la base de la stabilite´ du volume du re´sidu, il est impe´ratif que les processeurs soient en
mesure de calculer un volume. Il en va de meˆme pour l’e´tape de re´gularisation de l’image
indicatrice, on programme les processeurs pour fonctionner en se´rie avec la meˆme brique
de calcul de´crite a` l’algorithme 5. Le crite`re d’arreˆt est lui aussi fonde´ sur la stabilite´ du
volume de l’indicatrice en cours de re´gularisation.
4.4.8 SKIZ isotrope
Le SKIZ isotrope [10], ope´ration de´ja` de´crite dans le chapitre 2, est une ope´ration visant
a` calculer la zone d’influence de diffe´rents constituants d’une image binaire et pouvant eˆtre
utilise´ dans le calcul de la ligne de partage des eaux. Cette ope´ration est ite´rative et est
compose´e, a` chaque e´tape, d’une dilatation d’une image binaire labelise´e suivie d’une e´tape
de re´gularisation afin de bloquer les zones ou` les labels sont en collisions. La taille de la
dilatation a` un impact sur la taille de la frontie`re se´parant les zones, et nous nous plac¸ons
dans le cas de dilations de rayon unitaire.
La figure 4.45 pre´sente sur un exemple simple les deux e´tapes de l’algorithme, on
constate qu’a` l’issue de la dilatation les formes ayant un label plus e´leve´ empie`tent sur
les formes de labels infe´rieurs. L’e´tape de re´gularisation corrige cet effet en bloquant les
dilatations la` ou` une frontie`re entre les formes est minimale, c’est-a`-dire la` ou` la frontie`re
correspond au rayon de la dilatation.
Nous avons de´ja` de´taille´ le fonctionnement des ope´rations d’e´rosion et de dilatation au
sein des processeurs vectoriels, nous allons donc voir comment mettre en place l’e´tape de
re´gularisation au sein de ces derniers. Cette e´tape prend en entre´e l’image binaire labellise´e
f et l’image dilate´e g = δ(f) et renvoie l’image h re´gularise´e. Pour tous les indices p des
pixels de l’image, h peut alors s’e´crire :
h(p) =
{
0, si (f(p) 6= g(p)) ∧ (f(q) 6= 0) ∧ (f(q) 6= g(p))
g(p), sinon
, avec q ∈ {Nf (p) ∪ p}
On remarque que pour calculer la re´gularisation il faut disposer a` la fois de l’image
binaire labellise´e et de l’image dilate´e, ce qui nous oriente imme´diatement vers l’utilisation
d’un seul processeur pour re´aliser la dilatation-re´gularisation. En effet la dilatation ne´cessite
de proce´der a` une extraction du voisinage de l’image source et la re´gularisation ne´cessite
d’une part d’avoir a` disposition les voisinages de l’image source et d’autre part, de disposer
du re´sultat de la dilatation. Il est donc possible de calculer toutes ces e´tapes dans un meˆme
processeur.
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Fig. 4.45: E´tapes du SKIZ isotrope : dilatation et re´gularisation
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Un peu comme les ope´rations ge´ode´siques, le SKIZ isotrope ne´cessite un grand nombre
d’ite´rations de dilatation-re´gularisation. Nous pouvons ainsi de´ployer dans notre re´seau de
processeurs arrange´s en se´rie, seize ite´rations a` condition de ne pas oublier de mettre en
place le calcul du volume juste avant la sortie des deux derniers processeurs pour disposer
ainsi d’un crite`re nous informant si un flot de calcul supple´mentaire est ne´cessaire ou non.
La difficulte´ concernant la mise en œuvre de l’ope´ration de re´gularisation consiste a`
re´aliser les tests sur le voisinage de f de manie`re vectorielle. L’algorithme 12 de´crit le
noyau de calcul a` mettre en place pour un e´le´ment structurant carre´ unitaire et suppose que
tous les voisinages correspondant aux pixels d’une ligne sont extraits dans neuf tableaux.
L’algorithme renvoie alors la ligne dilate´e et re´gularise´e. En re´pe´tant ce calcul sur toutes
les lignes, on obtient une ite´ration du SKIZ isotrope.
Algorithme 12 Noyau de calcul en e´tat permanent d’une ite´ration du SKIZ isotrope avec
un e´le´ment structurant carre´ unitaire
ENTRÉES: Dij avec i ∈ [0, 2], j ∈ [0, 2]
SORTIES: δreg
/* Dilatation */
tmp0 = infLigne(D00,D01)
tmp0 = infLigne(tmp0,D02)
tmp1 = infLigne(D10,D11)
tmp1 = infLigne(tmp1,D12)
tmp2 = infLigne(D20,D21)
tmp2 = infLigne(tmp2,D22)
δreg = infLigne(tmp0,tmp1)
δreg = infLigne(δreg,tmp2)
/* Régularisation */
cmp1 = compareLigne(D11,δreg)
Pour i ∈ [0, 2], j ∈ [0, 2] Faire
cmp2 = compareLigne(Dij,0)
cmp3 = compareLigne(Dij,δreg)
cmp3 = ouLigne(cmp3,cmp2)
cmp3 = ouLigne(cmp3,cmp1)
δreg = etLigne(cmp3,δreg)
Fin pour
4.5 Conclusion
Le processeur pre´sente´ dans ce chapitre permet d’utiliser des vecteurs de fortes tailles
et est principalement construit pour travailler sur quelques lignes d’une image meˆme si des
techniques de se´paration des plans de bits d’une image permettent d’acce´der a` une image
binaire dans sa totalite´ en me´moire locale.
L’unite´ de calcul vectoriel est inte´ressante, car elle permet de simplifier la gestion du
paralle´lisme au niveau des instructions et il est alors juste ne´cessaire de correctement
ordonnancer les acce`s me´moire avec cette unite´. En effet, nous savons qu’en traitement
d’image, les meˆmes calculs sont toujours ite´re´s sur tous les pixels de l’image, il est alors
inutile de disposer d’un grand nombre d’unite´s de calcul inde´pendantes qui saturerait la
file de registres en connexions.
La gestion de la me´moire locale est simple puisque les deux clusters du processeur
ont acce`s a` cette dernie`re et peuvent ainsi s’e´changer des donne´es. Il serait certainement
inte´ressant de pre´voir un lien plus rapide entre les deux clusters pour permettre a` l’unite´
scalaire de modifier un e´le´ment dans un vecteur. Nous avons pre´fe´re´ laisser de coˆte´ cette
possibilite´ afin de ne pas alourdir le circuit avec des connexions supple´mentaires, soit entre
les deux files de registres, soit entre les unite´s de calcul vectoriel et scalaire.
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La possibilite´ de disposer d’un flot de processeurs via un me´canisme de communication
asynchrone nous permet de travailler a` plusieurs niveaux de granularite´ de fac¸on simple et
performante. De plus, ce syste`me nous laisse encore d’autres possibilite´s que nous n’avons
pas explore´es, notamment la possibilite´ de placer des points d’entre´es de flux de pixels
a` n’importe quel e´tage du re´seau de processeurs pour faciliter certains ordonnancements
de calculs. Une piste e´galement tre`s prometteuse serait de faire e´voluer le me´canisme de
connexion entre les cœurs vectoriels en employant un NoC type mesh [57], ce qui aurait
pour effet d’augmenter le nombre de chemins de donne´es du syste`me et permettrait par la
meˆme de spe´cifier simplement les points d’entre´e et de sortie des diffe´rents flux d’images.
Un processeur de taille moyenne compose´ d’une unite´ scalaire sur 32 bits et d’une unite´
vectorielle sur 512 bits avec une fre´quence de 100 Mhz nous permet d’atteindre une puis-
sance de calcul brute de 6.4 GOPS lorsqu’on travaille avec des images 8 bits. Pour disposer
d’une plus grande puissance de calcul, nous avons alors la possibilite´, soit d’e´largir les vec-
teurs, ce qui nous permettrait d’atteindre une puissance de 12.8 GOPS avec des vecteurs
de 1024 bits, soit de raccorder en paralle`le et en se´rie un grand nombre de processeurs.
Une structure compose´e de 16 processeurs de 512 bits fonctionnant a` 100 Mhz de´livre une
puissance brute de 102 GOPS. On se rend alors bien compte des possibilite´s d’e´volution
de notre processeur ce qui nous permet a` la fois de cibler des circuits FPGA ayant des
ressources modestes ou alors des circuits ASIC avec de fortes possibilite´s d’inte´grations.
Une grande puissance de calcul n’est pas suffisante pour re´aliser des applications de trai-
tement d’images en temps re´el. Il faut e´galement disposer de me´moires rapides permettant
d’acheminer les pixels a` traiter rapidement au re´seau de processeurs. Il est ne´cessaire qu’un
syste`me hoˆte performant orchestrant, via des DMA et des me´moires rapides, l’envoi et la
re´ception d’images vers notre acce´le´rateur. Un paralle´lisme massif est difficile a` alimenter,
car le flux de pixels peut eˆtre tre`s important. La capacite´ de notre re´seau de processeurs
a` exploiter un paralle´lisme a` la fois spatial et temporel permet de relaˆcher les contraintes
qui pe`sent sur le de´bit me´moire en entre´e et en sortie de l’acce´le´rateur tout en conservant
une puissance de calcul e´leve´e.
Les diverses applications propose´es dans ce chapitre montrent l’efficacite´ de la solution
et la souplesse d’utilisation graˆce d’une part, au principe de traitement de voisinages par de´-
calage de lignes au sein d’un processeur vectoriel et d’autre part, au re´seau de processeurs
supportant des topologies de de´ploiements d’applications assez diffe´rentes. Il reste tout
de meˆme une certaine difficulte´ pour l’utilisateur devant programmer chacun des proces-
seurs spe´cifiquement pour chaque e´tape d’une application. Une perspective serait d’utiliser
le syste`me de ge´ne´ration automatique de flots d’ope´rateurs mate´riels pour le traitement
d’images, pre´sente´ dans le chapitre 3, non plus pour ge´ne´rer une description mate´rielle
d’un flot d’ope´rateurs, mais pour ge´ne´rer le micro logiciel exe´cute´ par chaque processeur
du re´seau.
Le prochain chapitre va nous permettre d’analyser finement les performances de notre
machine VLIW vectorielle mais e´galement les performances des pipelines de processeurs
de voisinage de´taille´s aux chapitres pre´ce´dents. Des politiques de comparaison sont de´finis
mettant a` la fois en avant des possibilite´s de paralle´lisme spatial et temporel. Elles per-
mettent de tester e´quitablement nos architectures avec des processeurs multicœurs et des
acce´le´rateurs graphiques que l’on retrouve aujourd’hui dans le commerce.
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Chapitre 5
Comparaison des diffe´rentes
architectures
Dans les pre´ce´dents chapitres, nous avons pre´sente´ diffe´rentes architectures de´die´es au
traitement d’images avec pour chacune d’elles des degre´s diffe´rents de programmabilite´.
En effet, nous avons commence´ par de´crire dans le chapitre 2 la structure d’un processeur
de voisinage flot de donne´es qui est a` la fois limite´ par le type d’ope´ration caˆble´ et par la
topologie du voisinage, ses deux parame`tres e´tant de´crits souvent mate´riellement.
Dans le chapitre 3, nous avons donc cherche´ a` produire, par un assemblage de proces-
seurs de voisinage, de multiplexeurs et d’unite´s arithme´tiques et logiques, une architecture
flot de donne´es capable de calculer un plus grand nombre d’ope´rations morphologiques. Une
telle structure dispose de parame´trages plus avance´es, car il est possible de se´lectionner a`
la fois les chemins de donne´es a` mettre en place et e´galement les parame`tres de calculs des
diffe´rents composants du pipeline.
Enfin, dans le chapitre 4, nous avons propose´ une architecture de processeur beaucoup
plus ge´ne´raliste disposant d’instructions vectorielles larges afin d’allier performance et ge´-
ne´ricite´. Ce dernier syste`me permet de re´aliser efficacement un grand nombre d’ope´rations
de traitement d’images en re´e´crivant simplement du microcode pour les diffe´rents pro-
cesseurs qui composent l’architecture. Une telle souplesse permet e´galement de viser des
applications base´es sur d’autres corpus the´oriques que la morphologie mathe´matique.
Le leitmotiv de ces trois chapitres n’a donc cesse´ d’eˆtre la recherche d’un maximum
de programmabilite´ tout en sacrifiant au minimum les performances, mais nous pouvons
nous demander quelles sont celles que nous pouvons espe´rer atteindre pour chaque degre´ de
liberte´ ainsi gagne´. Nous proposons ici, au travers d’une politique de tests pre´alablement
de´finie, de comparer les architectures pre´ce´demment de´crites a` deux syste`mes couramment
employe´s dans le domaine du calcul scientifique, a` savoir les processeurs multicœurs et les
acce´le´rateurs 3D.
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5.1 De´finition et cibles des tests
5.1.1 Architectures cibles
Le choix des architectures est de´terminant et nous avons de´cide´ de comparer les archi-
tectures pre´sente´es dans les chapitres pre´ce´dents a` deux syste`mes tre`s diffe´rents et re´pandus
afin de mieux cerner les performances atteintes. Nous avons retenu les syste`mes suivants :
– Processeur Intel Q9550 : Processeur quadricœur e´quipe´ de 12 Mo de cache L2 et
cadence´ a` 2.83 Ghz.
– Carte graphique NVidia Geforce GTX 260 e´quipe´e de 216 processeurs e´le´mentaires
cadence´s a` 1.2 Ghz et disposant de 896 Mo de me´moire DDR3.
– Un pipeline a` 8 e´tages de processeurs de voisinage cadence´ a` 100 Mhz tel que propose´
a` la fusion des donne´es provenant de plusieurs images a` l’annexe A et dont l’extraction
du voisinage se trouve eˆtre paralle´lise´e par quatre (figure 2.51).
– Un syste`me multicœurs VLIW vectoriel cadence´ a` 200 Mhz et synthe´tise´ avec des
vecteurs de 256 bits (figure 4.15) et dont l’agencement entre les huit cœurs se fait via
un anneau bidirectionnel.
Les caracte´ristiques de´taille´es des architectures sont donne´es en fin du chapitre aux
tableaux 5.7 et 5.8.
5.1.2 Se´lection des tests d’e´valuation des performances brutes
Nous conside´rons deux types d’ope´rations, les ope´rations ne´cessitant un voisinage, telles
que les e´rosions/dilatations, et les ope´rations n’en ne´cessitant pas, telles que les ope´rations
arithme´tiques et logiques. Nous choisissons e´galement un groupe d’images dont le nombre
de pixels varie de 4 kilopixels a` 16 me´gapixels afin d’observer des limitations architecturales
et le cas e´che´ant afin d’en connaˆıtre la cause. De manie`re a` mieux cerner ces limitations,
nous utilisons deux formats de codage des pixels, un format sur 8 bits et un format sur 16
bits.
Les ope´rations de traitement d’images retenues sont les suivantes :
– E´rosion : g = ε3×3(f)
– E´rosion : g = ε5×5(f)
– E´rosion : g = ε7×7(f)
– E´rosions 3× 3 re´alise´es deux fois : g = ε3×3 ◦ ε3×3(f)
– E´rosions 3× 3 re´alise´es trois fois : g = ε3×3 ◦ ε3×3 ◦ ε3×3(f)
– Addition : g = f + h
L’enchaˆınement de plusieurs ope´rations nous permet d’observer l’impact de l’achemi-
nement des donne´es a` traiter vers le syste`me de traitement. En effet, il nous est possible
de mesurer la diffe´rence de traitement entre re´aliser N fois une ope´ration et donc envoyer
N fois l’image a` traiter ou fusionner au cœur de la boucle de traitement N fois le meˆme
calcul en n’envoyant qu’une seule fois l’image.
Les re´sultats des tests sont pre´sente´s majoritairement sous forme de nombre de cycles
par pixel re´sultat produit en sortie de l’ope´rateur. Ce ratio permet ainsi de disposer d’une
base de comparaison inde´pendante de la fre´quence de fonctionnement d’un syste`me.
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5.2 Performances brutes des plateformes de tests
5.2.1 Circuits de´die´s a` l’acce´le´ration 3D
Comme nous avons pu l’introduire dans le chapitre 4 les acce´le´rateurs 3D sont aujour-
d’hui de ve´ritables syste`mes de calcul compose´s d’un grand nombre d’unite´s de traitement.
Nous utilisons pour ces tests une carte Geforce GTX 260 compose´e de 216 processeurs
e´le´mentaires regroupe´s en 27 multiprocesseurs de flux, nomme´s SM. Comme nous l’avons
de´ja` e´nonce´, ces SM regroupent huit processeurs e´le´mentaires a` la manie`re d’une machine
SIMD, c’est-a`-dire qu’ils de´codent tous la meˆme instruction. Chaque SM est multithreade´
et ge`re et exe´cute mate´riellement 768 threads sans couˆts supple´mentaires d’ordonnance-
ment. L’objectif du de´veloppeur est de de´couper son jeu de donne´es en quantite´ suffisante
pour alimenter tous les threads de chaque SM. Dans notre cas, avec la Geforce GTX260,
le nombre optimal de threads est 20736.
Plusieurs imple´mentations d’ope´rations de morphologie mathe´matique existent sur ces
circuits. On peut citer par exemple la bibliothe`que GpuCV [4] qui propose des spe´cialisa-
tions d’ope´rateurs d’OpenCV reposant sur l’utilisation du standard OpenGL/GLSL ou sur
l’API Cuda propose´e par NVidia [49]. Il ressort des tests de cette bibliothe`que que l’API
propose´e par CUDA est plus performante que l’utilisation de l’OpenGL/GLSL, toutefois
cette bibliothe`que propose principalement des imple´mentations avec des images RGBA
8 bits. Un pixel est donc code´ sur 32 bits, simplifiant l’imple´mentation des ope´rateurs,
mais complexifiant leur utilisation. En outre, il est ge´ne´ralement d’usage et plus perfor-
mant d’appliquer des traitements diffe´rents selon les canaux ou de proposer une relation
d’ordre pour ces derniers afin d’e´viter l’apparition de fausses couleurs dues au traitement
inde´pendant des diffe´rents canaux de l’image.
On peut e´galement citer le projet OpenVidia qui propose un outil[60] de test d’ope´-
rateurs de traitement d’images en utilisant un GPU via la bibliothe`que CUDA et permet
l’emploi d’images code´es sur 8 et 16 bits. Nous avons donc exe´cute´ notre se´lection d’ope´-
rations avec cet outil, et un e´chantillon des re´sultats est propose´ dans le tableau 5.1.
Le tableau 5.1 nous montre dans un premier temps que la mise en place d’un grand
nombre de microthreads de calculs, exploite´s par les diffe´rents SM du GPU, est one´reuse
puisque le temps de traitement d’une image allant de 64× 64 a` 256× 256 ne varie presque
pas. On observe e´galement, dans un second temps, que les couˆts de transfert des images
depuis la me´moire centrale vers la me´moire du GPU, et vice versa, sont tre`s e´leve´s. Il faut
cependant garder a` l’esprit que ces couˆts de transfert sont de´pendants de la structure du
syste`me hoˆte et qu’ils peuvent varier grandement.
Les graphiques pre´sente´s aux figures 5.1, 5.2, 5.3, 5.4 pre´sentent l’e´volution du nombre
de cycles par pixel produit en fonction du nombre de pixels a` traiter. Ces courbes sont
construites sur la base du temps de calcul pour une ope´ration donne´e en tenant compte ou
pas du transfert depuis/vers la me´moire centrale de l’hoˆte. On remarque que le nombre de
cycles par pixel e´volue de la meˆme manie`re quelque soit le calcul re´alise´ et montre donc
a` quel point les GPU sont sensibles au volume de donne´es a` traiter plutoˆt qu’au type de
calcul re´alise´ (dans une certaine mesure).
La figure 5.5 montre l’e´volution du nombre de cycles par pixels dans le cas ou` des
ope´rations sont fusionne´es ou non. On entend ici par fusion le fait d’enchaˆıner plusieurs
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XXXXXXXXXXImages
Op.
E´rosion 3× 3 E´rosion 5× 5
8 bits 16 bits 8 bits 16 bits
C∗ CT∗∗ C CT C CT C CT
4096× 4096 2424 20034 3519 37317 5442 23079 6152 42322
2048× 2048 633 5498 896 10408 1375 6190 1529 10550
1024× 1024 186 2072 247 3070 383 2453 407 3065
512× 512 72 1185 89 1368 134 1349 134 1412
256× 256 38 986 41 936 55 992 55 952
128× 128 36 933 34 861 52 942 41 866
64× 64 35 904 33 819 53 820 40 828
XXXXXXXXXXImages
Op.
E´rosion 7× 7 Addition
8 bits 16 bits 8 bits 16 bits
C CT C CT C CT C CT
4096× 4096 9106 27076 9233 42951 877 18213 1604 35515
2048× 2048 2329 6875 2332 12734 248 5257 428 94340
1024× 1024 620 2493 613 3323 93 1809 140 2922
512× 512 205 1301 189 1430 50 989 59 1258
256× 256 74 1017 70 926 32 805 35 837
128× 128 73 950 49 782 31 751 30 761
64× 64 72 770 48 750 30 727 29 723
∗Temps sans transferts me´moires hoˆte. ∗∗Temps avec transferts me´moires hoˆte.
Tab. 5.1: Temps de calcul en microseconde de quelques ope´rations de traitement d’images sur un GPU
Geforce GTX 260
Fig. 5.1: Nombre de cycles par pixel pour produire une addition de deux images sur un GPU NVidia
GTX 260
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Fig. 5.2: Nombre de cycles par pixel pour produire une e´rosion avec un e´le´ment structurant 3× 3 sur un
GPU NVidia GTX 260
Fig. 5.3: Nombre de cycles par pixel pour produire une e´rosion avec un e´le´ment structurant 5× 5 sur un
GPU NVidia GTX 260
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Fig. 5.4: Nombre de cycles par pixel pour produire une e´rosion avec un e´le´ment structurant 7× 7 sur un
GPU NVidia GTX 260
Fig. 5.5: Nombre de cycles par pixel pour produire deux et trois e´rosions 8 bits 3× 3 fusionne´es au sein
du meˆme coeur de traitement sur un GPU NVidia GTX 260
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ope´rations de`s lors que l’image a` traiter se trouve dans le GPU, on peut meˆme parler
dans ce cas de fusion a` gros grains puisque l’on ne modifie pas le cœur de traitement des
ope´rateurs. Cette figure nous montre donc l’inte´reˆt de faire un maximum de traitements
dans le GPU afin d’e´viter les aller-retour vers la me´moire. Aller-retour qui peuvent toutefois
eˆtre ne´cessaires dans le cas ou` des calculs ne peuvent eˆtre re´alise´s que sur le syste`me hoˆte
du GPU. Il faudrait dans ce cas essayer de re´ordonnancer les ope´rateurs pour minimiser
les transferts d’images entre GPU et hoˆte.
Nous conside´rerons dore´navant les temps de calcul sur GPU sans prendre en compte les
transferts me´moires depuis et vers le syste`me hoˆte qui sont de´pendants des performances
de ce dernier.
5.2.2 Processeur ge´ne´raliste multicœur
5.2.2.1 Aspects ge´ne´raux
Les processeurs ge´ne´ralistes sont aujourd’hui contraints a` une e´volution horizontale
plutoˆt que verticale, la course a` la fre´quence n’e´tant plus aujourd’hui le cheval de bataille
des diffe´rents fondeurs. Nous assistons a` une croissance forte a` la fois en termes de nombre
de cœurs, mais e´galement en termes de largeur d’instructions vectorielles. Le processeur
Sandy bridge d’Intel, futur remplac¸ant du processeur Westmere (lui-meˆme une re´duction
du Nehalem), en est un bon exemple puisqu’il embarque entre 4 et 8 cœurs et qu’il dispose
d’instructions AVX dont les vecteurs sont deux fois plus larges que ceux des instructions
SSEx.
Afin d’observer au mieux le fonctionnement de ce type de processeur, nous proposons
quatre modes de fonctionnement :
– monocœur sans instructions SSEx
– monocœur avec instructions SSEx
– multicœur sans instructions SSEx
– multicœur avec instructions SSEx
Les ope´rations utilisant les instructions vectorielles fonctionnent de la meˆme manie`re
que les ope´rations de traitement d’images porte´es sur un cœur VLIW vectoriel (cf. chapitre
4). Par exemple, dans le cas d’une e´rosion, nous extrayons le voisinage en re´alisant diffe´rents
de´calages sur les lignes de l’image afin de pouvoir utiliser les instructions vectorielles entre
deux lignes ainsi de´cale´es sans proble`mes d’alignement me´moire.
La re´alisation d’une ope´ration sur plusieurs cœurs se fait en attribuant a` chacun de ces
derniers une bande de pleine largeur de l’image. Les donne´es sont donc de´coupe´es en autant
de bandes que de cœurs et des zones de recouvrement sont a` pre´voir si des ope´rations de
voisinages sont re´alise´es. Le paralle´lisme est alors exploite´ en instanciant dans chaque cœur
un processus le´ger, thread, prenant en parame`tre une bande diffe´rente de l’image.
5.2.2.2 Tests sans instructions SIMD
Un e´chantillon de re´sultats de tests est pre´sente´ dans le tableau 5.2.
Nous pre´sentons dans les figures 5.6, 5.7, 5.8, 5.9 les performances du processeur Q9550
avec les traitements pre´ce´demment se´lectionne´s et en utilisant 1, 2, 3 ou 4 coeurs. Les
instructions vectorielles ne sont pas employe´es ici.
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(a) 8 bits par pixel
(b) 16 bits par pixel
Fig. 5.6: Nombre de cycles par pixel pour produire une addition avec 1, 2, 3, et 4 cœurs sur un processeur
Intel Q9550 sans SSEx
− 194 −
CHAPITRE 5. COMPARAISON DES DIFFE´RENTES ARCHITECTURES
(a) 8 bits par pixel
(b) 16 bits par pixel
Fig. 5.7: Nombre de cycles par pixel pour produire une e´rosion 3 × 3 avec 1, 2, 3, et 4 cœurs sur un
processeur Intel Q9550 sans SSEx
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(a) 8 bits par pixel
(b) 16 bits par pixel
Fig. 5.8: Nombre de cycles par pixel pour produire une e´rosion 5 × 5 avec 1, 2, 3, et 4 cœurs sur un
processeur Intel Q9550 sans SSEx
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(a) 8 bits par pixel
(b) 16 bits par pixel
Fig. 5.9: Nombre de cycles par pixel pour produire une e´rosion 7 × 7 avec 1, 2, 3, et 4 cœurs sur un
processeur Intel Q9550 sans SSEx
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XXXXXXXXXXImages
Op.
E´rosion 3× 3 E´rosion 5× 5
8 bits 16 bits 8 bits 16 bits
1C∗ 2C∗∗ 1C 2C 1C 2C 1C 2C
4096× 4096 73054 36719 76934 38810 144910 72871 151786 76049
2048× 2048 18350 13919 18983 9711 36183 18268 37354 19100
1024× 1024 4611 2678 4750 2513 9020 4674 9319 4941
512× 512 1148 830 1183 881 2276 1418 2330 1398
256× 256 292 250 301 249 580 493 593 416
128× 128 78 117 79 112 150 162 153 155
64× 64 19 75 20 74 37 91 38 94
XXXXXXXXXXImages
Op.
E´rosion 7× 7 Addition
8 bits 16 bits 8 bits 16 bits
1C 2C 1C 2C 1C 2C 1C 2C
4096× 4096 216140 108826 225988 112724 16106 10718 21902 20664
2048× 2048 54106 27321 56217 28498 4038 2590 6181 5137
1024× 1024 13580 6969 13965 7136 970 737 1560 966
512× 512 3402 2031 3488 2068 241 249 242 254
256× 256 864 651 888 660 61 118 61 119
128× 128 223 207 229 229 16 80 16 80
64× 64 55 103 56 102 4 74 4 71
∗Utilise un cœur. ∗∗Utilise deux cœurs.
Tab. 5.2: Temps de calcul en microsecondes de quelques ope´rations de traitement d’images sur un
processeur Intel Q9550 sans SSEx
On remarque d’une manie`re ge´ne´rale que lorsque le nombre de cycles par pixel est faible,
la mise en œuvre, en mode multicœurs, d’une ope´ration n’est inte´ressante qu’a` partir d’un
nombre important de pixels a` traiter.
Cette dernie`re observation est assez logique puisque les processeurs multicœurs ne sont
pas dimensionne´s pour, qu’au meˆme moment, tous les cœurs puissent disposer d’une pleine
bande passante me´moire. Nous pouvons observer ce phe´nome`ne dans d’autres cas de figure
et notamment lorsque trois ou quatre cœurs sont utilise´s, nous remarquons alors peu de
diffe´rence en termes de nombre de cycles par pixel et nous remarquons meˆme parfois des
performances moins bonnes lorsque quatre cœurs sont utilise´s.
La figure 5.10 montre l’e´volution du nombre de cycles par pixels lorsque deux ou trois
ope´rations sont fusionne´es ou non au sein d’un meˆme thread. Ces re´sultats ont e´te´ obte-
nus en utilisant trois cœurs et en employant deux politiques de calcul. La premie`re, dite
fusionne´e, consiste a` ite´rer sur un cœur en charge d’une bande de l’image les diffe´rentes
e´rosions, alors que la seconde, dite non fusionne´e, consiste a` re´aliser une e´rosion multicœur
pour ensuite l’enchaˆıner autant de fois que voulu. On observe sur cette figure qu’il y a
peu d’inte´reˆt a` fusionner des calculs au niveau imagette. En comparant cette figure avec la
figure 5.7 on remarque que la fusion est inte´ressante uniquement dans un cas, c’est a` dire
pour des images de moins de 100 000 pixels, il est de toute fac¸on pre´fe´rable d’utiliser une
imple´mentation monocœur d’une e´rosion que l’on ite`re ensuite plusieurs fois. En effet, il
ne faut pas oublier que l’utilisation de plusieurs cœurs introduit des temps de pre´paration
des donne´es et de cre´ation des threads non ne´gligeables.
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Fig. 5.10: Nombre de cycles par pixel pour produire deux et trois e´rosions 3×3 8 bits fusionne´es au sein
du meˆme coeur de traitement sur un processeur Intel Q9550 sans SIMD.
5.2.2.3 Tests avec instructions SIMD
Un e´chantillon des re´sultats des tests est pre´sente´ dans le tableau 5.2. Les figures 5.11,
5.12, 5.12, 5.12 permettent d’observer le nombre de cycles par pixel en fonction du nombre
de pixels a` traiter pour des ope´rateurs multicœurs avec SSEx. On remarque en premier lieu
le meˆme surcouˆt que lors de la mise en place d’ope´rateurs multicœurs sans SSEx lorsque
de petites images sont employe´es. Toutefois, la rentabilite´ des ope´rations utilisant a` la fois
le multicœur et les instructions SSEx se situe a` un seuil, en terme de nombre de pixels,
beaucoup plus important que lorsque les instructions vectorielles ne sont pas employe´es.
Cette rentabilite´ ne peut d’ailleurs jamais eˆtre atteinte si le nombre de load/store vecto-
riels est important par rapport aux instructions vectorielles de calcul. Le cas de l’addition
d’images, figure 5.11, illustre bien ce phe´nome`ne et re´ve`le par la meˆme occasion une in-
capacite´ du circuit Q9550 a` pouvoir alimenter en donne´es vectorielles tous les cœurs du
circuit. Cette incapacite´ est compre´hensible, puisque dans le cadre de l’architecture Core
2, il faudrait un de´bit me´moire de l’ordre de 88 Go/s sur chaque cache de niveau 2. Pour
les tailles d’images que nous utilisons, le de´bit re´el du cache L2 varie entre 10 Go/s et 50
Go/s [67].
L’utilisation de trois cœurs comme dans le cas non SIMD semble eˆtre la meilleure stra-
te´gie de paralle´lisation. Il serait inte´ressant de re´aliser ces meˆmes tests sur une architecture
Nehalem, car on trouve un cache L2 propre a` chaque cœur et un cache L3 commun a` tous.
L’agencement des cœurs par deux sur chaque cache L2 dans l’architecture Core 2 quadri-
cœurs semble ne pas eˆtre optimal dans le cas du traitement d’image qui est tre`s gourmand
en bande passante me´moire.
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Contrairement au cas n’utilisant pas les instructions SIMD, la fusion d’ope´rateurs sur
les diffe´rentes bandes de l’image, chacune traite´e par un cœur, peut eˆtre plus performant
qu’ite´rer plusieurs fois un calcul non fusionne´, mais multicœur. La figure 5.15 pre´sente ce
cas de figure, et l’on observe bien que la fusion d’ope´rateurs est toujours plus inte´ressante
en termes de nombre de cycles par pixels. Toutefois, si l’on compare avec le graphique de
la figure 5.12 il est pre´fe´rable d’ite´rer plusieurs fois une e´rosion 3× 3 monocœur pour des
images ayant moins d’un million de pixels pour ensuite basculer sur une version fusionne´e
utilisant trois cœurs.
XXXXXXXXXXImages
Op.
E´rosion 3× 3 E´rosion 5× 5
8 bits 16 bits 8 bits 16 bits
1C∗ 2C∗∗ 1C 2C 1C 2C 1C 2C
4096× 4096 12062 9586 28666 18954 18800 12483 51917 29161
2048× 2048 3002 2380 7047 5480 4666 3402 12878 8791
1024× 1024 452 691 1397 1150 856 762 2955 2099
512× 512 115 157 341 323 224 214 680 597
256× 256 32 99 88 119 62 124 176 190
128× 128 10 73 24 85 20 77 48 104
64× 64 4 65 7 70 8 72 15 79
XXXXXXXXXXImages
Op.
E´rosion 7× 7 Addition
8 bits 16 bits 8 bits 16 bits
1C 2C 1C 2C 1C 2C 1C 2C
4096× 4096 26393 15128 74490 40442 10365 11099 20726 21486
2048× 2048 6663 4449 18773 9964 2675 2781 5295 5657
1024× 1024 1309 998 4092 2831 159 327 819 1031
512× 512 331 303 1018 740 40 118 74 154
256× 256 93 134 265 280 11 88 20 97
128× 128 29 90 72 128 3 74 5 78
64× 64 11 72 22 82 1 73 1 75
∗Utilise un cœur. ∗∗Utilise deux cœurs.
Tab. 5.3: Temps de calcul en microsecondes de quelques ope´rations de traitement d’images sur un
processeur Intel Q9550 avec SSEx
5.2.2.4 Synthe`se des performances
D’une manie`re ge´ne´rale, ces quelques tests nous montrent a` quel point il devient difficile
d’optimiser une application sur un processeur multicœur superscalaire. Un grand nombre
de me´canismes de gestion de cache, de pre´dictions de branchement et autres me´canismes
viennent compliquer la taˆche de description d’un paralle´lisme efficace par le programmeur.
On remarque, au travers des diffe´rents graphiques, quelques tendances et notamment qu’il
est souvent pre´fe´rable d’utiliser les instructions vectorielles en utilisant qu’un cœur pour
des images dont la re´solution maximale varie entre 640 × 480 et 1024 × 1024. Au-dela`, il
est opportun d’utiliser une mise en œuvre multicœur de l’ope´rateur avec des instructions
SSEx tout en ordonnanc¸ant les ope´rations sur les bandes de l’image.
A titre d’information, le tableau 5.4 montre l’acce´le´ration obtenue en utilisant des ope´-
rateurs avec les instructions SSEx par rapport aux meˆmes ope´rateurs ne les mettant pas
en œuvre, le tout dans un contexte monocœur ou double cœur.
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(a) 8 bits par pixel
(b) 16 bits par pixel
Fig. 5.11: Nombre de cycles par pixel pour produire une addition avec 1, 2, 3, et 4 cœurs sur un processeur
Intel Q9550 avec SSEx
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(a) 8 bits par pixel
(b) 16 bits par pixel
Fig. 5.12: Nombre de cycles par pixel pour produire une e´rosion 3 × 3 avec 1, 2, 3, et 4 cœurs sur un
processeur Intel Q9550 avec SSEx
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(a) 8 bits par pixel
(b) 16 bits par pixel
Fig. 5.13: Nombre de cycles par pixel pour produire une e´rosion 5 × 5 avec 1, 2, 3, et 4 cœurs sur un
processeur Intel Q9550 avec SSEx
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(a) 8 bits par pixel
(b) 16 bits par pixel
Fig. 5.14: Nombre de cycles par pixel pour produire une e´rosion 7 × 7 avec 1, 2, 3, et 4 cœurs sur un
processeur Intel Q9550 avec SSEx
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Fig. 5.15: Nombre de cycles par pixel pour produire deux et trois e´rosions 8 bits 3×3 fusionne´es au sein
du meˆme cœur de traitement sur un processeur Intel Q9550 avec SSEx
XXXXXXXXXXImages
Op.
E´rosion 3× 3 E´rosion 5× 5
8 bits 16 bits 8 bits 16 bits
1C∗ 2C∗∗ 1C 2C 1C 2C 1C 2C
4096× 4096 6.05 3.83 2.68 2.04 7.70 5.84 2.92 2.60
2048× 2048 6.11 5.85 2.69 1.77 7.75 5.37 2.90 2.17
1024× 1024 10.20 3.88 3.40 2.19 10.54 6.13 3.15 2.35
512× 512 9.98 5.29 3.47 2.73 10.16 6.63 3.43 2.34
256× 256 9.12 2.53 3.42 2.09 9.35 3.98 3.37 2.19
128× 128 7.80 1.60 3.29 1.32 7.50 2.10 3.19 1.49
64× 64 4.75 1.15 2.86 1.06 4.62 1.26 2.53 1.19
XXXXXXXXXXImages
Op.
E´rosion 7× 7 Addition
8 bits 16 bits 8 bits 16 bits
1C 2C 1C 2C 1C 2C 1C 2C
4096× 4096 8.19 7.19 3.03 2.79 1.55 0.97 1.06 0.96
2048× 2048 8.12 6.14 2.99 2.86 1.51 0.93 1.17 0.91
1024× 1024 10.37 6.98 3.41 2.52 6.10 2.25 1.90 0.94
512× 512 10.28 6.70 3.43 2.79 6.02 2.11 3.27 1.65
256× 256 9.29 4.86 3.35 2.36 5.55 1.34 3.05 1.23
128× 128 7.69 2.30 3.18 1.79 5.33 1.08 3.20 1.03
64× 64 5.00 1.43 2.55 1.24 4.00 1.01 4.00 0.95
∗Utilise un cœur. ∗∗Utilise deux cœurs.
Tab. 5.4: Acce´le´ration obtenue sur un processeur Intel Q9550 pour une imple´mentation SSEx d’une
e´rosion 7× 7 et d’une addition de deux images par rapport a` une imple´mentation C standard
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5.2.3 Pipeline de processeurs de voisinage SPoC
Les processeurs de voisinage pre´sentent des performances assez atypiques puisqu’ils
traitent les donne´es de`s que les premiers pixels de l’image lui sont envoye´s. Leur seule limite
re´side principalement dans la bande passante des me´moires dans lesquelles sont stocke´es
les images sources et destinations. Ces processeurs peuvent eˆtre facilement monte´s a` des
fre´quences importantes puisque l’on peut aise´ment casser les chemins critiques en ajoutant
des registres au sein de l’architecture. Ces registres influent juste sur la latence, qui de
toute manie`re est assez importante puisque la sortie du processeur est valide uniquement
lorsque l’envoi de la deuxie`me ligne de l’image source a commence´.
Comme e´nonce´ dans l’annexe A nous utilisons pour chaque processeur de voisinage
un extracteur paralle´lise´ couple´ a` quatre unite´s de calculs du voisinage produisant quatre
pixels e´rode´s ou dilate´s par cycle. Chaque processeur du pipeline re´alise donc 32 min ou
max par cycle et chaque ALU situe´e apre`s dans le flot est capable de traiter les vecteurs de
quatre pixels en provenance de deux processeurs de voisinage en paralle`le. Cette structure
permet d’atteindre une puissance de calcul totale de 108,8 GOPS pour un pipeline SPoC
a` 8 e´tages fonctionnant a` 200 Mhz soit 13,6 GOPS par e´tage.
Ce pipeline n’est en mesure de traiter qu’un seul format de donne´es. Si les pixels de
l’image sont code´s sur 16 bits et qu’un traitement sur 8 bits est ne´cessaire, aucun me´canisme
n’est re´ellement pre´vu a` part celui de comple´ter automatiquement les pixels 8 bits en 16
bits.
Comme dans le cas des GPU, nous ne prendrons pas en compte les temps de transferts
depuis et vers l’hoˆte et nous supposons disposer d’une interface me´moire de 3,2 Go/s nous
permettant de lire deux images et e´crire deux images 8 bits en meˆme temps. Cette bande
passante me´moire est standard pour des barrettes DDR2 PC2-3200 d’entre´e de gamme. Si
des images 16 bits sont utilise´es et que l’on souhaite conserver une extraction du voisinage
paralle´lise´e par quatre, il est alors ne´cessaire de doubler la bande passante me´moire. Cette
option est largement re´alisable et il faudrait utiliser une me´moire DDR2 PC2-6400. Une
alternative au traitement de donne´es 16 bits avec une bande passante me´moire de 3,2 Go/s
serait d’utiliser des extracteurs de voisinage uniquement paralle´lise´s par deux, mais aurait
pour effet de multiplier par deux les temps de traitement.
Les performances brutes pour quelques ope´rations tests se´lectionne´es sont donne´es dans
le tableau 5.5. On remarque que, quel que soit le calcul re´alise´, les temps de calcul ne varient
pas pour une taille d’image fixe. En effet, une e´rosion 5× 5 est re´alise´e en enchaˆınant deux
e´rosions 3×3 et la structure meˆme du pipeline SPoC nous oblige a` circuler a` travers les six
e´tages restant pour sortir les donne´es. De la meˆme manie`re, l’e´rosion 3 × 3 ne consomme
que le premier e´tage, mais il est pourtant ne´cessaire de passer a` travers les sept autres en
re´alisant un “NOP” sur le flux pixels. C’est la raison pour laquelle les temps de calcul sont
stables lorsqu’un seul passage dans le pipeline est ne´cessaire.
Le tableau nous montre e´galement que le nombre de cycles par pixel est relativement
stable et augmente lentement lorsque la taille des images diminue a` cause de la latence du
pipeline. Il est tout a` fait normal que le nombre de cycles par pixel soit e´gal a` 0,25 puisque
nous avons paralle´lise´ par quatre les extracteurs dans les processeurs de voisinage, de sorte
qu’ils soient capables de produire quatre pixels re´sultats par coup d’horloge.
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Op. E´rosion 3× 3 E´rosion 5× 5 E´rosion 7× 7 Addition
Temps∗ CPP∗∗ Temps CPP Temps CPP Temps CPP
4096× 4096 21012 0.250 21012 0.250 21012 0.250 21012 0.250
2048× 2048 5263 0.251 5263 0.251 5263 0.251 5263 0.251
1024× 1024 1321 0.252 1321 0.252 1321 0.252 1321 0.252
512× 512 332 0.254 332 0.254 332 0.254 332 0.254
256× 256 84.5 0.258 84.5 0.258 84.5 0.258 84.5 0.258
128× 128 21.8 0.266 21.8 0.266 21.8 0.266 21.8 0.266
64× 64 5.8 0.283 5.8 0.283 5.8 0.283 5.8 0.283
∗Temps en microsecondes ∗∗Nombre de Cycle Par Pixel.
Tab. 5.5: Performances des ope´rations tests avec extracteur paralle´lise´ par quatre sur l’acce´le´rateur SPoC
5.2.4 Processeur VLIW vectoriel
Le tableau 5.6 pre´sente les performances obtenues sur le pool d’ope´rations se´lectionne´es
en conside´rant des images sur 8 et 16 bits par pixel. On remarquera le couˆt de traitements
d’images code´es sur 16 bits par rapport a` celles code´es sur 8. En effet, les vecteurs ayant
un nombre de bits fixe, le nombre d’e´le´ments au sein de ces derniers est deux fois moindre
dans le cas d’instructions 16 bits vis-a`-vis d’instructions impliquant des vecteurs compose´s
d’e´le´ments 8 bits.
Le de´bit me´moire ne´cessaire afin d’alimenter en donne´es un processeur VLIW vectoriel
est de l’ordre de 6,2 Go/s ce qui est du meˆme ordre de grandeur que le de´bit me´moire ne´-
cessite´ par le pipeline SPoC a` fre´quence e´gale. On obtient une puissance de calcul the´orique
sur un cœur VLIW de l’ordre de 8 GOPS pour des ope´rations 8 bits et 4 GOPS pour des
ope´rations 16 bits. Cette puissance de calcul peut eˆtre largement augmente´e en raccordant
en pipeline plusieurs cœurs ou bien en augmentant la taille des vecteurs.
Ce processeur nous permet de mettre en place notre principe d’e´rosion par de´calage
des lignes via l’unite´ de calcul vectoriel capable de de´caler un vecteur avant de re´aliser un
calcul, le tout en un seul cycle, ce qui nous permet d’obtenir de meilleurs temps de calcul
pour une puissance de calcul the´orique infe´rieure a` celle d’un e´tage du pipeline de SPoC.
XXXXXXXXXXImages
Op. E´rosion 3× 3 E´rosion 5× 5 E´rosion 7× 7 Addition
8 bits 16 bits 8 bits 16 bits 8 bits 16 bits 8 bits 16 bits
4096× 4096 10566 21050 21132 42101 31699 63152 2621 5242
2048× 2048 2661 5282 5323 10565 7985 15847 655 1310
1024× 1024 675 1330 1351 2661 2026 3991 163 327
512× 512 173 337 347 675 521 1012 40 81
256× 256 46 86 92 173 138 260 10 20
128× 128 12 22 25 45 38 68 2,5 5,12
64× 64 3,8 6,3 7,6 12 11 19 0,6 1,2
Tab. 5.6: Temps de calcul en microsecondes de quelques ope´rations de traitement d’images sur le pro-
cesseur VLIW Vectoriel
La figure 5.16 nous permet d’observer le nombre de cycles par pixel produit en sortie des
ope´rateurs tests. On observe que les performances sont tre`s facilement pre´dictibles, d’une
part, car aucune gestion du cache n’est mise en place et d’autre part, graˆce au ge´ne´rateur
de boucle e´vitant toutes les erreurs lie´es a` la pre´diction de branchement.
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(a) 8 bits par pixel
(b) 16 bits par pixel
Fig. 5.16: Nombre de cycles par pixel pour re´aliser les ope´rations de test sur le processeur VLIW vectoriel
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(a) 8 bits par pixel
(b) 16 bits par pixel
Fig. 5.17: Nombre de cycles par pixel pour produire deux ou trois e´rosions 3× 3 regroupe´es sur un cœur
VLIW ou re´parties respectivement sur deux ou trois cœurs en pipeline
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Nous remarquons a` la figure 5.17, tout comme dans le cadre du pipeline SPoC, l’inte´reˆt
du pipeline de processeur VLIW vectoriel. En effet, le chaˆınage de plusieurs ope´rations
permet un gain de temps non ne´gligeable graˆce des aller-retour vers la me´moire hoˆte e´vite´s
ainsi qu’au fait de pouvoir amorcer les calculs a` un e´tage de`s la disponibilite´ des premiers
re´sultats de l’e´tage pre´ce´dent.
5.3 Synthe`se des performances brutes
Apre`s avoir de´crit pre´cise´ment les performances intrinse`ques de chaque machine cible
re´alisant nos ope´rateurs de tests, nous allons proposer un comparatif des performances de
ces diffe´rentes architectures. Nous essayons de nous placer dans un cas favorable a` toutes
afin de disposer d’un comparatif refle´tant les points forts de chaque syste`me.
Les calculs sont re´alise´s, pour chaque acce´le´rateur, dans la configuration suivante :
– les transferts hoˆte acce´le´rateur sont mis de coˆte´ le cas e´che´ant
– le processeur Intel Q9550 utilise les instructions SIMD
– le processeur Intel Q9550 est conside´re´ comme deux architectures cibles, une cible
utilisant un seul cœur et une cible utilisant trois cœurs (nous avons montre´ pre´ce´dem-
ment qu’il e´tait pre´fe´rable d’utiliser trois cœurs sur ce syste`me plutoˆt que quatre).
– le comportement des calculs en 8 et 16 bits e´tant assez similaire, nous prenons en
compte uniquement les calculs sur 8 bits.
La figure 5.18 pre´sente le nombre de cycles par pixel pour re´aliser une addition de deux
images. Ce comparatif nous permet d’atteindre souvent la puissance de calcul the´orique
d’une architecture et l’on observe la performance du processeur vectoriel qui atteint 0,031
cycle par pixel quelque soit la taille de l’image. Le pipeline SPoC est lui aussi constant,
mais avec un nombre de cycles par pixel e´gal a` environ 0,250. Les autres architectures
sont pe´nalise´es principalement pour les petites images, a` cause du surcouˆt engendre´ par la
gestion de threads et pour les grosses images, a` cause des de´fauts de cache de l’architecture.
En effet l’addition ne be´ne´ficie pas d’une bonne localite´ des donne´es puisque le nombre de
load/store confondu est plus important que le nombre d’instructions de calcul.
Diffe´rents calculs d’e´rosions sont propose´s aux figures 5.19, 5.20, 5.21 et les figures 5.22,
5.23 pre´sentent ces meˆmes calculs, mais re´alise´s de manie`re fusionne´e. Le cas du pipeline
SPoC est quelque peu a` part puisque nous ne pouvons faire autrement que de fusionner
des e´rosions de rayon unitaire pour en obtenir de rayon supe´rieur. Une fois de plus, nous
remarquons les bonnes performances du processeur VLIW vectoriel meˆme dans les cas non
fusionne´s bien qu’il soit pre´fe´rable de l’utiliser dans ce mode.
Tous ces comparatifs doivent bien suˆr eˆtre relativise´s par les aspects de surface et de
consommation lie´s a` chacune des architectures. Les tableaux 5.7 et 5.8 synthe´tisent ces
diffe´rents points et montrent la pertinence de notre approche, car d’une part, la consom-
mation de nos acce´le´rateurs ainsi que le nombre de ressources logiques mises en œuvre
sont largement infe´rieures a` celles caracte´risant les processeurs ge´ne´ralistes et les GPU et
d’autre part, les temps de calcul, meˆme si nos syste`mes ne sont que dans des FPGA, sont
loin d’eˆtre mauvais et meˆme parfois meilleurs.
Notre objectif de gain en souplesse entre les diffe´rents acce´le´rateurs tout en minimisant
la perte de performance est donc atteint. Nous sommes maintenant en mesure, avec notre
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Fig. 5.18: Comparatif du nombre de cycles par pixel pour re´aliser une addition d’images avec les diffe´-
rentes architectures se´lectionne´es
Fig. 5.19: Comparatif du nombre de cycles par pixel pour re´aliser une e´rosion 3× 3 avec les diffe´rentes
architectures se´lectionne´es
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Fig. 5.20: Comparatif du nombre de cycles par pixel pour re´aliser une e´rosion 5× 5 avec les diffe´rentes
architectures se´lectionne´es
Fig. 5.21: Comparatif du nombre de cycles par pixel pour re´aliser une e´rosion 7× 7 avec les diffe´rentes
architectures se´lectionne´es
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Fig. 5.22: Comparatif du nombre de cycles par pixel pour enchaˆıner deux e´rosions 3×3 avec les diffe´rentes
architectures se´lectionne´es
Fig. 5.23: Comparatif du nombre de cycles par pixel pour enchaˆıner trois e´rosions 3×3 avec les diffe´rentes
architectures se´lectionne´es
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Un e´tage SPoC Cœur VLIW Vectoriel
Slices
Regs 1574 2960
LUTs 1675 7583
BRAM (36 kbits)
Data 32 16
Instr - 8
DSP48e - 70
Fre´quence Max 375 MHz 200 MHz
Consommation a` 200MHz ≈ 5 W ≈ 10 W
Tab. 5.7: Ressources mate´rielles d’un Virtex-5 utilise´es par le pipeline SPoC ou par le processeur VLIW
Vectoriel
Intel Q9550
Nombre de Cœurs 4
Taille du Cache L2 2× 6 Mo
Fre´quence interne 2,83 Ghz
Bande passante ext. 10, 2 Go/s
Technologie 45 nm
Transistors ≈ 800 Millions
Consommation ≈ 95 W
NVidia GTX 260
Processeur de flux 216
Fre´quence interne 1.24 Ghz
Bande passante ext. 111.9 Go/s
Technologie 55 nm
Transistors ≈ 1,4 Milliards
Consommation ≈ 150 W
Tab. 5.8: Ressources mate´rielles utilise´es par les diffe´rents circuits teste´s
syste`me multicœur vectoriel, d’effectuer une grande quantite´ de calculs tout en disposant
d’une bonne efficacite´ alliant le paralle´lisme spatial, graˆce aux instructions vectorielles, et
le paralle´lisme temporel inspire´ par le pipeline de processeur SPoC.
5.4 Application test : segmentation de la route
5.4.1 Description de l’application
Une application de segmentation de la route est propose´e afin d’observer le comporte-
ment des machines cibles dans un cas re´el d’utilisation. Cette application est base´e sur le
calcul de la ligne de partage des eaux (LPE) de´crite dans le chapitre 2 ou` un exemple est
donne´ a` la figure 2.39.
L’objectif de cette application est de localiser la chausse´e sur une image prise depuis
une voiture en de´placement. Les deux marqueurs propose´s nous permettent de segmenter
la chausse´e du reste de l’image graˆce au calcul de la LPE. Afin d’obtenir une meilleur
segmentation, la LPE est calcule´e sur le gradient de l’image source, puis filtre´e par une fer-
meture. Nous concentrerons notre comparaison sur le calcul de la LPE entre les diffe´rentes
machines cibles cite´es pre´ce´demment.
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Image d’entre´e Marqueurs
Gradient Ligne de partage des eaux
Fig. 5.24: Images de l’application test de segmentation de la route
5.4.2 Mise en œuvre de la LPE
Processeur ge´ne´raliste multicœur Deux me´thodes de calcul de la LPE peuvent eˆtre
envisage´es sur un processeur ge´ne´raliste. La premie`re consiste a` employer une structure en
file d’attente hie´rarchique (FAH) [53] [10] permettant de propager l’information uniquement
ou` cela est ne´cessaire. Cette me´thode est difficilement paralle´lisable efficacement sur un
syste`me multicœur.
La seconde me´thode consiste a` utiliser la mise en œuvre standard de la LPE en effec-
tuant a` chaque niveau de gris, un SKIZ isotrope. Comme nous avons de´ja` pu le voir, les
ite´rations d’un SKIZ isotrope sont spatiallement paralle´lisables avec une efficacite´ assez
bonne selon le volume de donne´es a` traiter ainsi qu’en fonction de l’utilisation ou non
d’instructions vectorielles SSEx.
Circuit de´die´ a` l’acce´le´ration 3D Le grand nombre des unite´s paralle`les de calcul des
GPGPU rend la mise en place d’une file d’attente hie´rarchique impossible. On privile´gie
alors le de´ploiement de la LPE par le SKIZ isotrope. Ainsi l’image masque e´tiquete´e et
l’image gradient sont transfe´re´es au sein de la me´moire du GPU dans le but de calculer la
LPE en minimisant les aller-retour avec le me´moire de l’hoˆte. Le GPU est alors en charge
de re´aliser un SKIZ isotrope a` chaque niveau de gris.
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Pipeline de processeurs de voisinage SPoC Le pipeline SPoC permet de re´aliser
efficacement huit ite´rations d’un SKIZ isotrope en un seul transfert de l’image. La ligne de
partage des eaux est donc mise en œuvre via l’enchaˆınement de SKIZ pour chaque niveaux
de gris, tout comme sur un GPGPU, mais en exploitant un paralle´lisme temporel.
Toutefois, le nombre d’ite´rations d’un SKIZ pour un niveau de gris donne´ n’est pas
connu a` priori. Cela se traduit de la manie`re suivante sur un pipeline : lorsque le nombre
d’ite´ration d’un SKIZ est infe´rieur a` la profondeur du pipeline, il n’est pas possible de re´a-
liser plusieurs SKIZ de niveaux de gris croissant dans le pipeline. Il faut donc au minimum
autant de transfert dans le pipeline que de niveaux de gris a` traiter.
Les figures 5.25 et 5.26 pre´sentent, a` partir de l’exemple de la figure 5.24, cette parti-
cularite´ du pipeline. Avec notre image test, nous remarquons qu’une profondeur optimale
du pipeline SPoC se situe autour de 10 e´tages afin de re´aliser moins de 200 transferts dans
le pipeline.
Fig. 5.25: Nombre des ite´rations de SKIZ pour chaque niveau de gris de l’image gradient source
Processeurs VLIW vectoriel Avec un chaˆınage line´aire unidirectionnel, les proces-
seurs vectoriels peuvent travailler exactement comme le pipeline SPoC avec des re´sultats
similaires, mais aussi avec les meˆmes limitations. Nous avons donc choisi d’utiliser leur sou-
plesse associe´e a` un re´seau line´aire bidirectionnel afin d’exploiter un paralle´lisme spatial.
Nous proposons donc de distribuer l’image masque et l’image gradient source entre
les huit cœurs. Les figures 5.27 et 5.28 pre´sentent l’utilisation du SoC embarquant les
processeurs vectoriels line´airement chaˆıne´s.
5.4.3 Re´sultats
Le tableau 5.29 pre´sente les re´sultats obtenus pour chacune des plate-formes.
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Fig. 5.26: Nombre de transfert d’images vers le pipeline en fonction de la profondeur de ce dernier
Fig. 5.27: Vue ge´ne´rale du SoC incorporant quatre processeurs vectoriels
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Fig. 5.28: Distribution recouvrante des donne´es entre les diffe´rents cœurs vectoriels du SoC pour la mise
en œuvre de la LPE par SKIZ isotrope
Machine Temps CPP GOPS a GOPS a/ Watt
SPoC b 21.7ms 1059.5 28.1 4.02
Multicoeurs VLIW b 6.7ms 325.6 91.1 9.11
GPGPU NVidia GTX260 1.3ms 394.5 469.8 3.14
Intel E5530 - SKIZ b 82.1ms 48046.8 7.43 0.09
Intel E5530 - FAH c 8.7ms 5094.6 70.2 0.87
aNombre de giga-ope´rations par seconde
bMise en œuvre de la LPE via des SKIZ
cMise en œuvre de la LPE via des files d’attentes hie´rarchiques
Fig. 5.29: Comparaison des temps de calcul et du nombre de cycle par pixel pour produire la LPE utilise´
dans l’application de segmentation de la route
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On remarque a` premie`re vue les tre`s bonnes performances des GPGPU mais il faut
garder a` l’esprit qu’ils consomment 150W a` 250W rendant leur densite´ de performance
assez mauvaise.
Les processeurs ge´ne´ralistes ont des performances moyennes pour une consommation
de 80W a` 150W. On observe que les files d’attentes hie´rarchiques sont encore efficaces de
nos jours, mais l’orientation des fabricants d’augmenter le nombre des cœurs devrait, dans
les anne´es a` venir, changer cet e´tat de fait et rendre une mise en œuvre de la LPE par des
SKIZ de plus en plus performante.
Les processeurs de voisinage sont limite´s par le pipeline temporel, mais traitent l’image
en temps re´el pour une consommation infe´rieure a` 7W dans un FPGA. Avec une image
distribue´e dans tous les cœurs, les processeurs vectoriels sont tre`s performants, consomment
moins de 10W dans un FPGA et pre´sentent un nombre de cycles par pixel infe´rieur a` celui
du GPGPU.
Au travers de cette exemple tre`s dimensionnant, nous avons de´montre´ une nouvelle
fois que nos architectures sont capables de re´aliser des traitements intensifs dans un cadre
embarque´, alliant performances, souplesses et une consommation e´nerge´tiques raisonnable.
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Chapitre 6
Conclusion et perspectives
6.1 Conclusion ge´ne´rale
Nous avons pre´sente´, dans ce me´moire, plusieurs architectures dont le but premier est
de re´aliser efficacement des ope´rations de morphologie mathe´matique. Nous avons choisi
de poursuivre une voie diffe´rente de celle emprunte´e par les algorithmiciens recherchant
l’e´conomie de calcul. Nous avons alors de´veloppe´, sur des machines paralle`les, des mises en
œuvre d’ope´rations basiques afin de disposer d’un fort degre´ d’optimisation. Ces ope´rations
peuvent ensuite eˆtre ite´re´es plusieurs milliers de fois afin de de´ployer des applications
complexes tout en conservant les aspects temps re´el associe´s. L’objectif est double, car
nous avons voulu dans un premier temps, conserver la performance des processeurs de
voisinage flot de donne´es et dans un second temps disposer d’architectures souples pouvant
mettre en œuvre des algorithmes varie´s.
6.1.1 Premie`re partie : processeurs de voisinage flots de donne´es
Nous avons de´crit pre´cise´ment, dans ce chapitre, les diffe´rents noyaux de calcul utili-
sables avec des processeurs de voisinage. Cette description est certes mate´rielle, mais peut
donner lieu a` des mises en œuvre logicielles. Nous pouvons citer, par exemple, les moyens
optimaux de trier un petit nombre fixe de valeurs connues a` priori. L’e´tude des phe´no-
me`nes de bord, pour chaque ope´ration, est assez comple`te et permet de mettre en e´vidence
le proble`me afin d’e´viter de propager des erreurs lorsque des ope´rations morphologiques
simples sont ite´re´es dans des applications plus complexes.
Une nouvelle structure d’extraction du voisinage a e´te´ propose´e et permet de paralle´liser
finement les calculs sans consommer de me´moire supple´mentaire. L’acce´le´ration des calculs
est donc directement proportionnelle au nombre de pixels que l’on peut transmettre en
paralle`le a` un processeur de voisinage.
Une e´volution des architectures re´cursives de´die´es au traitement morphologique avec des
e´le´ments structurants de type segment a e´te´ propose´e. Celle-ci permet un gain substantiel
de me´moire synthe´tise´e sur le circuit et cette e´volution peut tout aussi bien eˆtre mise
en pratique dans le cadre d’un de´ploiement logiciel afin de minimiser la consommation
me´moire.
− 221 −
6.1. CONCLUSION GE´NE´RALE
Nous nous sommes attache´s, dans ce chapitre, a` re´habiliter les processeurs de voisi-
nage en de´poussie´rant leur structure et en les dotant des nouvelles avance´es en matie`re
de morphologie mathe´matique. Ce type de processeur repre´sente assez bien le couteau
suisse du morphologue dans la mesure ou` il permet l’exe´cution de tous les calculs de base
indispensable a` la re´alisation d’applications complexes.
6.1.2 Deuxie`me partie : chaˆınage de processeurs de voisinage
Les processeurs de voisinage, malgre´ leur performance, sont parfois trop rigides pour eˆtre
facilement employe´s dans un grand nombre d’applications. Il est cependant tre`s simple, de
par leur nature flot de donne´es, de les raccorder en pipeline afin de construire des syste`mes
plus complexes.
Nous avons de´taille´ dans ce chapitre l’inte´reˆt d’exploiter un pipeline, non pas comme
une ressource mate´rielle directement de´ploye´e en sortie de capteur, mais plutoˆt comme un
coprocesseur flot de donne´es de traitement d’images.
Nous avons donc cherche´ a` montrer a` quel point la morphologie mathe´matique se mariait
bien avec les processeurs de voisinage. En effet, les outils propose´s de description de pipeline
permettent tre`s simplement de de´crire une application assez dynamique tout en disposant
d’une forte puissance de calcul. Celle-ci pouvant facilement de´passer la centaine de milliards
d’ope´rations par seconde au sein d’un FPGA.
Plusieurs directions ont e´te´ pre´sente´es afin de s’approcher de notre double objectif :
performance et ge´ne´ricite´. Nous avons alors de´taille´ une structure de pipeline appele´e SPoC
pre´sente´e a` l’annexe A et de´ploye´e dans le cadre du projet PICS. Cette structure met en
œuvre un pipeline a` deux entre´es compose´es de processeurs de voisinage et avec la possibilite´
de spe´cifier a` l’exe´cution, les diffe´rentes ope´rations et chemins de donne´es de chaque e´tage.
Cependant, un pipeline statique ne peut convenir a` toutes les applications et nous avons
de´cide´ de proposer un outil capable de ge´ne´rer et fusionner simplement des descriptions de
haut niveau de pipeline afin de ge´ne´rer automatiquement des architectures reconfigurables
a` gros grains.
Les technologies de reconfiguration permettent aujourd’hui d’utiliser au mieux toute la
puissance de calcul de´livre´e par les processeurs de voisinage. Toutefois, il est important,
dans le cas d’applications tre`s dynamiques, de mettre en place des outils logiciels capables
de programmer efficacement des pipelines profonds. Une piste explore´e par le projet de
recherche FREIA explore, entre autres pistes, l’optimisation de la gestion logicielle du
pipeline afin de maximiser son utilisation en fonction de sa topologie et des calculs a`
re´aliser dans l’application.
6.1.3 Troisie`me partie : processeurs VLIW Vectoriels
Ce chapitre propose une remise a` plat des processeurs flot de donne´es en utilisant des
processeurs ayant la capacite´ d’embarquer du microcode a` la manie`re d’un processeur RISC
afin de laisser une liberte´ totale quant aux ope´rations re´alisables sur le ou les flux pixels.
Une telle e´volution seule pre´senterait certes une forte ge´ne´ricite´, mais re´duirait fortement
la puissance de calcul. C’est la raison pour laquelle nous avons ajoute´ a` ces processeurs des
− 222 −
CHAPITRE 6. CONCLUSION ET PERSPECTIVES
unite´s de calcul vectoriel larges et optimise´es pour l’extraction du voisinage en proposant
des me´thodes d’acce`s aux voisins par des vecteurs de pixels.
Nous avons ensuite pre´sente´ une structure multicœurs base´e sur notre description de
processeur afin d’e´tudier, graˆce a` quelques pre´sentations de portage d’ope´rateurs, la per-
tinence de notre solution a` la fois en termes de domaines d’applications re´alisables, mais
e´galement en termes d’efficacite´ de calcul.
La topologie des interconnexions employe´es n’est pas fige´e et nous sommes capables
d’adresser plusieurs niveaux de granularite´ dans les calculs. Il est aise´ d’exploiter simulta-
ne´ment plusieurs granularite´s de paralle´lisme d’une part, en de´coupant une application ou
un algorithme sur plusieurs cœurs VLIW et d’autre part, en conside´rant le traitement de
chaque cœur via des ope´rations vectorielles.
6.1.4 Quatrie`me partie : comparaisons des diffe´rentes architec-
tures
Le comparatif pre´sente´ dans ce chapitre est assez crucial, car il permet d’e´tablir des
indicateurs de performance en nombre de cycles par pixel par rapport a` des processeurs
multicœurs ge´ne´ralistes et des GPU, ces architectures e´tant maintenant couramment em-
ploye´es dans le domaine du calcul scientifique. Nous avons donc pu, au travers de tests
simples, mais bien de´finis, rechercher les points forts et les limitations de toutes ces ma-
chines.
Ce comparatif nous a ainsi permis de mettre en e´vidence l’inte´reˆt de l’approche SPoC
qui permet de disposer d’un pipeline aux performances pre´dictibles et efficaces de`s que des
fusions d’ope´rations s’ave`rent ne´cessaires. Notre circuit multicœur vectoriel n’est pas en
reste et pre´sente des performances meilleures que SPoC tout en proposant un ge´ne´ricite´
accru des ope´rations re´alisables. Nous avons donc atteint notre objectif d’allier performance
et ge´ne´ricite´ et les machines multicœurs VLIW vectorielles sont un bon moyen d’adresser les
proble´matiques de morphologie mathe´matique et plus ge´ne´ralement de traitement d’images.
6.2 Perspectives
Les techniques de description et de fusion des pipelines, propose´s par l’outil de´veloppe´ au
chapitre 3, peuvent eˆtre conside´re´s comme une premie`re e´tape vers une fusion comple`tement
automatise´e. Une perspective inte´ressante serait maintenant de mettre en place une fusion
de patterns a` plusieurs niveaux de granularite´. En effet, nous nous sommes principalement
occupe´s de l’optimisation a` gros grains avec la mutualisation de composants identiques
dans un pipeline. Il serait e´galement possible, a` un grain beaucoup plus fin, de chercher a`
mutualiser des composants dont les unite´s de calculs sont mate´riellement proches comme
un processeur calculant une e´rosion et un autre un gradient. Ceci toujours dans l’optique de
cre´er un pipeline re´alisant toutes les fonctions des ope´rateurs candidats au regroupement
en fusionnant les unite´s de calculs internes.
Nous pourrions e´galement explorer l’utilisation de cet outil de description de pipeline
pour, non plus ge´ne´rer du mate´riel, mais du microcode embarque´ dans les cœurs vectoriels.
Se pose alors la proble´matique de fusion des nids de boucles dans la mesure ou un cœur
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est capable d’e´muler plusieurs e´tages d’un pipeline de processeurs de voisinage.
Une piste e´galement tre`s prometteuse serait de faire e´voluer le me´canisme de connexion
entre les cœurs vectoriels en employant un re´seau sur puce de type grille bidimensionnelle.
Une telle structure nous permettrait a` la fois d’envisager un paralle´lisme massif, ou` chaque
processeur vectoriel aurait en charge une sous-image, mais aussi un mode ou` plusieurs
pipelines pourraient cohabiter pour toujours ame´liorer le se´quencement efficace d’une ap-
plication. L’exploitation du paralle´lisme massif et spatial serait un bon moyen de calculer la
ligne de partage des eaux, LPE. Cette ope´ration e´tant tre`s se´quentielle, la paralle´lisation la
plus efficace sur nos machines consisterait a` acce´le´rer chacune des e´tapes du squelette par
zone d’influence dans le but de re´aliser une LPE niveau par niveau. Il est aujourd’hui pos-
sible de de´ployer quatre a` huit de nos cœurs vectoriels dans un FPGA, chacun travaillant
en paralle`le sur plusieurs dizaines de pixels. L’image a` traiter peut eˆtre re´partie dans les
diffe´rents cœurs et les traitements ne ne´cessitent donc aucune communication externe a`
la grille. Ainsi, nous estimons eˆtre capables de re´aliser plusieurs milliers d’ite´rations de la
ligne de partage des eaux au sein d’un FPGA en seulement quelques millisecondes.
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Plateforme PICS
A.1 Description de la plateforme
La plateforme que nous de´crivons ici a e´te´ re´alise´e dans le cadre du projet PICS, Pro-
grammable imaging with CMOS sensors [23], qui avait pour but de promouvoir dans le
monde de la te´le´diffusion la technologie des imageurs CMOS ainsi que cette meˆme tech-
nologie dans le cadre des came´ras intelligentes pour des applications automobiles et de
surveillance.
Nous proposons ici un circuit adapte´ au traitement d’images en provenance d’un ima-
geur CMOS et qui a pour objectif de pouvoir re´aliser des applications impliquant la mor-
phologie mathe´matique dans le contexte des syste`mes embarque´s pour la vision. Ce syste`me
est capable, a` une cadence de 30 images par secondes, d’acque´rir des images, de les traiter
et de retransmettre soit l’image traite´e soit une information de toute autre nature. Une
vue fonctionnelle du syste`me est propose´e en figure A.1.
Fig. A.1: un syste`me sur puce de´die´ au traitement d’images par morphologie mathe´matique
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A.1.1 Structure ge´ne´rale du SoC
Le circuit est compose´ d’un processeur ge´ne´raliste (GPP) qui est charge´ de controˆler
l’ordonnancement de l’application et des communications depuis et vers l’exte´rieur. Si cela
s’ave`re ne´cessaire, le GPP peut acce´der aux pixels d’une image stocke´e en DDR-RAM.
Ce moyen d’acce`s est assez couˆteux a` cause de la latence de la me´moire et doit donc eˆtre
e´vite´ autant que possible. Le processeur ge´ne´raliste est un processeur standard 32 bits
RISC fonctionnant a` une fre´quence basse (100 MHz) et peut exe´cuter un mini syste`me
d’exploitation en charge des communications re´seau. Les ope´rations sur les images sont de´-
porte´es dans un pipeline d’ope´rateurs flots de donne´es appele´ SPoC (Several neighborhood
Processors On Chip). Afin d’alimenter cet acce´le´rateur en donne´es, des files d’attente de
synchronisation et un DMA sont ne´cessaires afin d’acce´le´rer les temps de traitement en
minimisant les temps morts dans le pipeline.
Un composant d’acquisition vide´o a e´te´ ajoute´ au circuit et permet de recevoir un flux
vide´o au format PAL et NTSC pre´alablement nume´rise´ avec un convertisseur analogique
nume´rique externe. La logique d’acquisition vide´o dans le SoC est donc en charge de de´coder
les trames et de prendre le controˆle du bus principal du circuit, a` la manie`re d’un DMA,
pour stocker les images directement dans la me´moire DDR. Une partie optionnelle du
circuit est la me´moire vide´o permettant d’afficher une image sur un e´cran afin d’observer
en temps re´el les re´sultats d’une application ou toutes autres informations.
SPoC est optimise´ pour minimiser les transferts me´moires entre les diffe´rentes e´tapes
d’une application. La structure en pipeline a` plusieurs entre´es permet, d’une part de mettre
en place des ope´rateurs de morphologie mathe´matique avec seulement une lecture/e´criture
d’une image, et d’autre part d’exploiter le paralle´lisme temporel et spatial pour acce´le´rer
les traitements.
Le parame´trage des e´tages de SPoC est fait en spe´cifiant une liste d’ope´rations basiques
(e´rosion, dilatation, soustraction, ...) devant eˆtre exe´cute´es a` chaque e´tage ainsi que les
diffe´rents chemins de donne´es a` mettre en place. Tous ces parame`tres doivent eˆtre stocke´s
dans les registres de configuration avant d’envoyer un flot d’images. Les effets de bord sont
automatiquement ge´re´s par l’acce´le´rateur et la seule taˆche du GPP est de programmer les
registres de SPoC et d’ordonnancer, via le DMA, l’envoi et la re´ception des donne´es.
Une fois le pipeline configure´, les pixels des images a` traiter sont dirige´s, via le bus
principal du SoC, vers les files d’attente d’entre´es du pipeline afin que les calculs puissent
commencer. Si deux images sont envoye´es vers l’acce´le´rateur, les calculs pourront com-
mencer uniquement lorsque toutes les files d’attente d’entre´es contiendront des donne´es.
Apre`s une latence correspondant a` une ligne par e´tage dans le pipeline, les pixels re´sultats
apparaissent et sont stocke´s dans des files d’attente de sorties a` chaque cycle. Le GPP
programme alors les DMA pour envoyer et stocker progressivement les re´sultats depuis et
vers la me´moire principale.
A.1.2 Le pipeline SPoC
SPoC est compose´ d’une part, de plusieurs processeurs de voisinage, appele´s PoC, asso-
cie´s en paralle`le et en se´rie a` travers un chemin de donne´es reconfigurable et d’autre part,
d’unite´s arithme´tiques et logiques (ALU) programmables. La structure interne de SPoC
est propose´e en figure A.2. Un PoC travaille avec des noyaux 3×3 et est capable de re´aliser
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une e´rosion, une dilatation, un gradient, un me´dian ou bien encore une convolution, ces
deux dernie`res ope´rations e´tant optionnelles, car assez couˆteuses en surface.
Fig. A.2: Vue interne du pipeline SPoC
La structure en pipeline est inte´ressante pour la morphologie mathe´matique, et ce der-
nier est souvent bien exploite´ a` chacune des e´tapes d’une application. En outre, SPoC est
une architecture MIMD et peut re´aliser deux ope´rations en paralle`le sur un meˆme flux
ou re´aliser deux ope´rations sur des flux diffe´rents. Les multiplexeurs dans le pipeline per-
mettent d’utiliser tous les PoC du circuit en se´rie afin de doubler la profondeur du pipeline
lorsqu’un seul flux image est utilise´. Une telle possibilite´ est adapte´e a la mise en place
de filtres alterne´s se´quentiels qui consomment une grande quantite´ d’ope´rateurs de type
e´rosion/dilatation.
L’ALU, figure A.3, collecte les flux en provenance des PoC dispose´s en paralle`le dans un
meˆme e´tage et configure, avant que les calculs ne de´marrent, les diffe´rents chemins de don-
ne´es afin de se´lectionner les flux devant ressortir de cette dernie`re. Elle embarque e´galement
des registres permettant de mixer les calculs entre un flux et diffe´rentes constantes.
Fig. A.3: Vue interne de l’ALU entre les processeurs de voisinage
L’ALU permet de calculer, entre les flux ainsi qu’avec des constantes, les ope´rations
suivantes : addition, soustraction, addition sature´e, soustraction sature´e, valeur absolue
de la diffe´rence, infimum, supremum. Des unite´s de comparaison ont e´te´ introduites afin
d’appliquer des seuils sur les flux ou bien encore des recopies conditionnelles. Par exemple,
il est possible de comparer les pixels deux a` deux de deux flux d’images et de remplacer un
pixel, lorsque la comparaison est vraie, par la valeur de´finie dans un registre de constante.
Les processeurs de voisinage PoC mettent en œuvre une extraction du voisinage paral-
le´lise´e, pre´sente´e en figure A.4 afin d’augmenter la puissance de calcul tout en diminuant la
latence des traitements. A chaque cycle, les PoC extraient N voisinages successifs lorsque
les donne´es lui sont transmises par paquet de N pixels contigus. La figure A.5 montre une
vue simplifie´e de l’architecture d’extraction paralle`le du voisinage pour des vecteurs de
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quatre pixels dans le cadre du traitement d’une image 13 × 6. Les registres RA1 a` RF2
repre´sentent les registres de voisinages et a` chaque cycle, quatre pixels sont envoye´s a` l’en-
tre´e du processeur. Chaque PoC est compose´ de deux lignes a` retard, PDL1 et PDL2, pour
eˆtre capable d’extraire correctement le voisinage (figure A.4). Ces dernie`res doivent eˆtre
parame´tre´es avant les calculs avec la largeur de l’image a` traiter. La taille de ces lignes a`
retard est la meˆme dans le cas de l’extraction paralle´lise´e que dans le cas non paralle´lise´,
la seule diffe´rence re´side dans la ge´ome´trie de ces me´moires puisqu’elles doivent absorber
quatre pixels par cycle (dans notre exemple).
Fig. A.4: Vue fonctionnelle d’un processeur de voisinage paralle´lise´ PoC
Les centres des voisinages sont repre´sente´s par les registres {RB2, ..., RBn,RE1} et
dans notre exemple, le dernier e´le´ment structurant extrait, en conside´rant un balayage vide´o
standard des pixels, est compose´ des registres {RAn,RBn,RCn,RD1,RE1,RF1,RD2,RE2,RF2}
ou` n repre´sente la taille du vecteur de pixels. Le recouvrement entre le dernier voisinage
au cycle k et le premier au cycle k + 1 est par exemple garanti par les chemins de donne´es
entre les registres {RA1,RA2} et {RD1,RD2}.
Certains pixels extraits peuvent eˆtre invalide´s graˆce a` l’unite´ de gestion des bords en
fonction de la position de chacun des voisinages dans l’image.
L’unite´ de gestion des bords est construite en trois e´tages, le premier est un compteur
des lignes et colonnes, le second est de´die´ a` la mise en place de comparateurs pour valider
ou non les pixels dans le troisie`me e´tage.
L’invalidation des registres de voisinage de´pend des calculs qui doivent eˆtre re´alise´s
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Fig. A.5: Vue simplifie´e du fonctionnement d’un processeur de voisinage PoC paralle´lise´ avec un degre´
quatre pixels
sur l’e´le´ment structurant de´fini par l’utilisateur (carre´, croix, hexagone...). Par exemple,
dans le cadre d’une e´rosion, les voisins a` invalider doivent eˆtre remplace´s par la valeur
maximale autorise´e par le format de codage des pixels. Au contraire, pour une dilatation,
les pixels invalide´s doivent eˆtre remplace´s par la valeur minimale autorise´e par le format
de codage des pixels. Dans le cadre du filtre me´dian, la politique choisie est de remplacer
les voisins invalide´s comme si l’image e´tait entoure´e par un damier. La figure A.6 montre
le bon fonctionnement du tri avec un tel damier comme politique de gestion des bords.
Une fois les bords correctement ge´re´s, les pixels sont dirige´s vers les arbres de calcul du
minimum ou du maximum de chaque voisinage. Ces arbres de calcul, figure A.4, peuvent
eˆtre remplace´s avant synthe`se par un arbre de multiplieur et accumulateur pour re´aliser
des convolutions ou par un tri a` bulle comple`tement de´ploye´ mate´riellement afin de calculer
tous les filtres de rang (l’e´rosion, la dilatation et le me´dian sont des cas particuliers de filtre
de rang). Pour des contraintes de surfaces, nous avons de´cide´ de synthe´tiser uniquement le
premier e´tage du pipeline avec les unite´s de tri, car il n’est pas possible de chaˆıner plusieurs
filtres de rang pour en composer un a` support plus important.
A.1.3 Mode`le de programmation
L’acce´le´rateur SPoC ne peut eˆtre directement raccorde´ a` l’unite´ d’acquisition vide´o, car
les diffe´rentes ope´rations d’une application ne peuvent pas dans tous les cas tenir dans un
seul pipeline et il est parfois ne´cessaire de re´aliser plusieurs passes avant qu’une ope´ration
soit valide. C’est la raison pour laquelle le pipeline est raccorde´ au bus du SoC pour avoir
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Fig. A.6: E´mulation d’un damier au bord de l’image dans le cadre du calcul du filtre me´dian
la possibilite´ de traiter une image en plusieurs passes dans le pipeline. Le GPP ne doit pas
alimenter le pipeline, car il est trop lent dans les acce`s me´moire. Le processeur doit juste
configurer le DMA pour lire et e´crire les diffe´rentes files d’attente d’entre´es et de sortie du
pipeline. Les e´tapes permettant la gestion du pipeline sont pre´sente´es en figure A.7.
A.2 Applications et benchmarks
Deux exemples sont pre´sente´s pour tester les performances de la plateforme. La premie`re
est une application de vide´o surveillance et la seconde est une application de localisation
de plaque d’immatriculation. Les plateformes utilise´es pour re´aliser les comparatifs de
performances sont les suivantes :
– Intel Pentium IV Xeon “Irwindale” a` une fre´quence de 3 GHz avec 1Mo de cache L2
et utilisant les instructions SSE2
– Trimedia DSP a` 320 MHz
– Storm-1 SP16HP-G220 a` 700 Mhz [39]
Un e´tage du pipeline SPoC utilise approximativement 60k portes ASIC sans prendre
en compte les me´moires de ligne. Quatre me´moires double port sont ne´cessaires dans un
e´tage avec pour chacune une taille e´gale a` la taille d’une ligne de l’image. En ge´ne´ral, pour
des pixels 8 bits et des images de 512 pixels un e´tage du pipeline requiert 2 ko.
Notre syste`me sur puce est route´ avec un pipeline a` 8 e´tages et fonctionne a` 100 MHz
dans un FPGA Virtex-4 LX 60. Il occupe environ 21000 slices et utilise 64 ko de BRAM,
32 pour le GPP et 32 pour l’acce´le´rateur qui est capable de traiter des images 1024× 1024
en 256 niveaux de gris. Le pipeline SPoC peut toutefois eˆtre route´ a` 300 MHz dans un
Virtex-4 et 400 MHz dans un Virtex-5.
− 230 −
ANNEXE A. PLATEFORME PICS
Fig. A.7: Exemple de gestion du pipeline SPoC par un processeur ge´ne´raliste
A.2.1 Puissance de calcul brute
Nous conside´rons une image 512 × 512 dont les pixels sont code´s sur 8 bits et les
ope´rations mises en place pour les tests sont des e´rosions avec des e´le´ments structurants
dont la taille est croissante.
PPPPPPPPPOp.
Arch.
P4 Trimedia Storm-1 Notre SoC
e´rosion 1 0,4 8,2 0,06 0,65
e´rosion 3 1,3 24 0,18 0,65
e´rosion 10 4,2 82 0,60 0,65
e´rosion 16 6,6 131 0,96 0,65
e´rosion 17 7 140 1,03 1,31
Fig. A.8: Temps de calcul, en millisecondes, de diffe´rentes tailles d’e´rosion pour une image 512× 512
Le tableau A.8 pre´sente les re´sultats obtenus pour des e´rosions dont l’e´le´ment struc-
turant a` un rayon compris entre 1 et 17 soit une taille variant de 3 × 3 a` 35 × 35 en
8-connexite´. La 6-connexite´ a e´galement e´te´ teste´e et les re´sultats sont assez e´quivalents
a` ceux pre´sente´s ici. Des e´rosions dont le rayon est unitaire sont ite´re´es pour obtenir les
diffe´rentes tailles propose´es dans ce test (proprie´te´ de composition de l’e´rosion). Nous ob-
servons un temps de calcul croissant pour les diffe´rents processeurs, alors que notre SoC,
graˆce au pipeline SPoC, re´ve`le un temps de traitement constant lorsqu’une seule passe
de calcul est ne´cessaire. En effet, SPoC peut chaˆıner jusqu’a` seize e´rosions dans le meˆme
flot, mais lorsqu’une dix-septie`me est requise, il est obligatoire de relancer le flux dans le
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pipeline une seconde fois ce qui induit un temps de traitement double´ entre une e´rosion
de taille 16 et une e´rosion de taille 17. On en de´duit alors que le principal de´fi d’une telle
architecture est de remplir au mieux le pipeline avec les diffe´rentes e´tapes d’une application
afin de maximiser la quantite´ des ope´rations re´alise´es dans le pipeline.
A.2.2 Application de de´tection de mouvements
La me´thode employe´e pour extraire les zones en mouvement d’une image, prise a` partir
d’une position fixe, n’est pas base´e sur une estimation du flot optique [2] et aucun a` priori
sur la vide´o n’est pris en compte. L’algorithme employe´ ici [13] est base´ sur le calcul de
gradients morphologiques temporels et spatiaux sur le flux vide´o. L’e´quation ci-dessous
permet de faire ressortir les zones en mouvement en calculant les gradients temporels et
spatiaux du flux vide´o. La figure A.10 pre´sente un exemple de re´sultat.
mcmt = inf(
∣∣gt+1 − gt∣∣ , ∣∣gt − gt−1∣∣)
L’avantage principal de cette me´thode re´side dans la seule ne´cessite´ de me´moriser trois
images successives du flux vide´o pour en extraire les zones en mouvement. Si des objets
a` de´tecter bougent trop lentement vis-a`-vis de la fre´quence d’acquisition des images, les
gradients peuvent non plus eˆtre calcule´e aux temps t−1, t, t+1, mais aux temps t−n, t, t+n.
Une e´tape de pre´traitement est ne´cessaire avant de lancer la de´tection de mouvement
afin de filtrer l’image pour supprimer le bruit engendre´ par le capteur CMOS. Ce filtrage
est re´alise´ par un filtre alterne´ se´quentiel (Asf), qui consiste a` re´aliser une succession
d’ouvertures et de fermetures de tailles croissantes [71] sur le flux vide´o.
P4 Trimedia Storm-1 SPoC
Temps (ms) mcm 0,7 3,6 0,08 1,14
Temps (ms) Asf 13,2 121 0,8 1,52
Temps (ms) total 13,9 124,6 0,88 2,66
Nombre total de cycles par pixel 543 516 8 3,5
Fig. A.9: Performances de l’application de de´tection de mouvement
Le tableau A.9 pre´sente les temps de traitement de chaque e´tape de l’application avec
les diffe´rentes architectures se´lectionne´es pour un flux image 320 × 240 en 8 bits. Notre
SoC re´alise l’application quatre fois plus vite que le Pentium 4 mais 3 fois moins vite que
le processeur Storm-1 qui, rappelons-le, fonctionne a` une fre´quence sept fois supe´rieure. Si
l’on se rame`ne au nombre de pixels re´sultats par cycle, notre circuit re´alise l’application
de manie`re beaucoup plus efficace que les autres cibles des tests.
A.2.3 Localisation de plaques d’immatriculation
La localisation de plaques d’immatriculation dans une image est base´e sur la proprie´te´
d’adjacence des caracte`res alphanume´riques la constituant. Une me´thode similaire est de´-
crite en [3]. L’algorithme utilise principalement des transformations chapeau haut-de-forme
(CHdF) avec des e´le´ments structurants dont la taille correspond a` la largeur des caracte`res
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(a) (b)
Fig. A.10: Exemple de de´tection de mouvement
de la plaque. L’ope´rateur CHdF peut s’e´crire comme e´tant la soustraction de f avec l’ouver-
ture γ, on parle alors de chapeau haut-de-forme par ouverture. On peut e´galement l’e´crire
comme la soustraction de la fermeture ϕ avec l’image initiale f , on parle alors de chapeau
haut-de-forme par fermeture. Les formules ci-dessous montrent ces diffe´rentes de´finitions :
γ(f) = δ(ε(f))
ϕ(f) = ε(δ(f))
CHdFγ(f) = f − γ(f)
CHdFϕ(f) = ϕ(f)− f
Une ope´ration de post-traitement est ne´cessaire afin de supprimer les faux positifs en
utilisant des ouvertures horizontales et verticales avec des e´le´ments structurants de´pendants
de la taille approximative de la plaque recherche´e.
Les e´quations de l’application sont donne´es ci-apre`s et la figure A.11 pre´sente un
exemple de de´tection de plaque.
g(f) = inf(f − γ(f), ϕ(f)− f)
plate(f) = γ(threshold(g(f), a))
Les performances des diffe´rents syste`mes se´lectionne´s, donne´s au tableau A.12, sont
assez proches de ceux obtenus avec l’application de de´tection de mouvement.
A.3 Conclusion
Le circuit de´crit dans cette annexe est un bon exemple d’architecture re´alisable a` partir
des processeurs de voisinage et permet une mise en œuvre assez efficace des applications
propose´es. Ces applications sont principalement de´veloppe´es pour montrer les capacite´s de
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(a) (b)
Fig. A.11: Localisation des plaques d’immatriculation
P4 Trimedia Storm-1 SPoC
Temps (ms) 11,91 104 0,65 1,95
Nb cycle/pixels 465 433 6 2,5
Fig. A.12: Temps de localisation des plaques d’immatriculation sur diffe´rentes machines (en ms)
la plateforme dans des cas concrets sans toutefois eˆtre totalement industrialisables dans
l’e´tat.
L’acce´le´rateur SPoC complet de´veloppe sur un Virtex-4 une puissance de calcul de
54,4 GOPS a` 100 MHz dans le cas de traitement d’images 8 bits. La puissance de calcul
maximale atteinte pour un PoC est 3,2 GOPS, mais celle-ci peut eˆtre grandement ame´liore´e
en augmentant la taille des vecteurs de pixels ou en accroissant la fre´quence. Toutefois, de
tels changements ont une re´percussion sur la bande passante me´moire ainsi que sur le bus
alimentant le pipeline, il serait donc pre´fe´rable de pre´voir un syste`me d’interconnexion
capable de re´aliser de gros transferts de donne´es afin d’e´viter les proble`mes de saturations
du bus ge´ne´ral du SoC.
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