Abstract: Several real-life experiments yield non-identically distributed data which has to be analyzed using statistical modelling techniques. Tests of any statistical hypothesis under such set-ups are generally performed using the likelihood ratio test, which is highly non-robust with respect to outliers and model misspecification. In this paper, we consider the set-up of non-identically but independently distributed observations and develop a general class of test statistics for testing parametric hypothesis based on the density power divergence. The proposed tests have bounded influence function and are highly robust with respect to data contamination; also they have high power against any contiguous alternative and are consistent at any fixed alternative. The methodology is illustrated on the linear regression model with fixed covariates.
Introduction
One of the important paradigms of parametric statistical inference is the testing of hypotheses. Starting from the works of Fisher, Neyman and Pearson in the early decades of the twentieth century [6, 7, 25, 26, 27] , many researchers worked to develop various procedures for testing different types of statistical hypotheses and many different optimality properties were developed in this context. Arguably the most popular hypothesis testing procedure in a general situation is the likelihood ratio test [25, 42] ; it exploits the classical likelihood principle and the optimality of the maximum likelihood estimator. However, just like the maximum likelihood estimator (MLE), the likelihood ratio test (LRT) may lead to highly unstable inference under departure from ideal conditions. Attempts to rectify this [38, 18, 3, 4] have mostly been in the context of independent and identically distributed (i.i.d.) data. The robust hypothesis testing problem in case of non-identically distributed data has received little attention in literature though there are few attempts for some of the special cases like the fixed-carrier linear regression model etc.
In this paper, we consider the general case of non-identically distributed data. Mathematically, suppose the observed data Y 1 , . . . , Y n are independent but for each i, Y i ∼ g i with g 1 , . . . , g n being possibly different densities with respect to some common dominating measure. We model g i by the family F i,θ = {f i (·; θ)| θ ∈ Θ} for all i = 1, 2, . . . , n. Also let G i and F i (·, θ) be the distribution functions corresponding to g i and f i (·; θ). Even though the Y i s have possibly different densities, all of them share the common parameter θ. Throughout the paper, we will refer this set-up as the set-up of independent non-homogeneous observations or simply as the I-NH set-up.
The most prominent application of this general set-up is the regression models with fixed non-stochastic covariates, where f i is a known density depending on the given values of independent variables x i , error distribution and a common regression parameter β, i.e., y i ∼ f i (·, x i , β). This set-up and its subclasses model many real-life applications. However, it is worthwhile to note that the set-up considered here is different from the usual regression set-up with stochastic covariates, which is relatively more explored by the researchers [31, 28, 29, 30, 37, 21, 41, 20, 22, 5, 19, 23, 40, 36] . Rather our set-up contains the regression problem from a design-point of view where we generally pre-fix the covariates levels; examples of such situations includes the clinical trials with pre-fixed treatment levels, any planned experiment etc. This general I-NH setup also includes the heteroscedastic regression model provided we assume the type of heteroscedasticity in residuals, eg. the i-th residual has variance proportional to the covariate value x i . To our knowledge, there is little robustness literature under this general I-NH set-up; some scattered attempts have been made in some simple particular cases like normal regression [15, 24] .
In this context, [11] proposed a global approach for estimating θ under the I-NH set-up by minimizing the average density power divergence (DPD) measure (originally introduced by [1] for i.i.d. data) between the data and the model density; the proposed minimum density power divergence estimator (MDPDE) has excellent efficiency and robustness properties in case of the simple normal regression model. The approach is also implemented in the context of generalized linear model by [12] ; it provides a competitive alternative to existing robust methods. [9] have also used this approach to obtain a robust alternative for the tail index estimation under suitable assumptions of an exponential regression model. Here, we exploit the properties of this excellent and general estimation approach of [11] to develop a general class of robust tests of hypotheses under I-NH data. We consider the case of both the simple and composite null hypotheses in Section 2 and 3 respectively. Several asymptotic and strong robustness properties including the boundedness of the influence functions of the proposed tests are derived. To illustrate the applicability of these general tests, the standard linear regression model and the generalized linear model (GLM) with fixed covariates are discussed in Section 4 and 5 respectively. Section 6 presents some numerical illustrations; many more are provided in the online supplement. Some comparative remarks have been made in Section 7 while the paper ends with a short overall discussion in Section 8. For simplicity of presentation, proofs of all the results are presented in the online supplement.
Throughout the paper, we assume the conditions (A1)-(A7) of [11] , which we refer to as the "Ghosh-Basu conditions". These conditions ensure the consistency and asymptotic normality of the MDPDE under the I-NH set-up. Description of the MDPDE is presented in the online supplement. Also, for all the asymptotic results, we make the standard assumptions about asymptotic inference as given by Assumptions A, B, C and D of [17] , p. 429. We refer to them as the "Lehmann conditions".
Testing Simple Hypothesis under I-NH Set-up
We start with the simple hypothesis testing problem with a fully specified null. We adopt the notations of Section 1 for the I-NH set-up and take a fixed point θ 0 in the parameter space Θ. Based on the observed data, we want to test
When the model is correctly specified and the null hypothesis is correct, f i (·; θ 0 ) is the data generating density for each i. We can test for this hypothesis by using the DPD measure between f i (·; θ 0 ) and f i (·;θ) for any estimatorθ of θ.
We consider the MDPDE θ τ n of θ obtained by minimizing the average DPD measure with tuning parameter τ [11] . However, since there are n divergence measures corresponding to each i, we consider the total divergence measure over the n data points for testing (2.1). Thus, we define the DPD based test statistics (DPDTS) as
where d γ (f 1 , f 2 ) denote the DPD measure between two densities f 1 and f 2 . In case of i.i.d. observations, this DPDTS coincides with the corresponding test statistics in [3] .
Asymptotic Properties
Consider the matrices Ψ τ n and Ω τ n as defined in Equations (3.3) and (3.4) of [11] respectively and define
. Also, for some p × p matrices J τ , V τ , A τ and θ ∈ Θ, consider the assumptions: 
Note that the above null distribution of the DPDTS is the same as that obtained by [3] for i.i.d. observations, but with different parameter matrices. So, for this general case of I-NH observations also, we can find the critical region of the test statistic as per Remark 3 of [3] .
Next we present a simple approximation to the power function of the DPDTS. In this context, we define M
Theorem 2.2. Suppose the model density satisfies the Lehmann and GhoshBasu conditions and take any θ * = θ 0 in Θ for which (C1) and (C3) hold. Then, an approximation to the power function of the test {T γ (θ τ n , θ 0 ) > t τ,γ α } for testing the hypothesis in (2.1) at the significance level α is given by
where t τ,γ α is the (1−α) th quantile of the asymptotic null distribution of
Corollary 2.3. For any θ * = θ 0 , the probability of rejecting the null hypothesis H 0 at any fixed significance level α > 0 with the rejection rule
. So, the proposed DPD based test statistic is consistent. Theorem 2.2 can be used to obtain the sample size required to achieve a pre-specified power η. For this we just need to solve the equation
If n * denote the solution of the above equation, then the required sample size is the least integer greater than or equal to n * .
Robustness Properties

Influence Function of the Test Statistics
Now we illustrate the robustness of the proposed DPDTS; first we consider Hampel's influence function (IF) of the test statistics [33, 34, 13] . However, in the case of I-NH observations, we can not define the IF exactly as defined in case of i.i.d. observations. Suitable extensions can be found in [15] for the estimation in fixed-carrier linear model and in [11] for the MDPDE under I-NH set-up. Here we will use a similar idea to define the IF of the DPDTS. Ignoring the multiplier 2 in DPDTS, we consider the functional
where
is the minimum DPD functional under I-NH set-up as defined in [11] . Note that, unlike the i.i.d. case, here the functional itself depends on the sample size n so that the corresponding IF will also depend on the sample size. We refer to it as the fixed-sample influence function. Consider the contaminated distribution G i, = (1− )G i + ∧ ti , where ∧ ti is the degenerate distribution at the point of contamination t i in the i th -direction for all i = 1, . . . , n. Just like the case of estimation in [11] , here also we can consider the contamination in some fixed direction or in all the directions. First, consider the contamination only in the i 0 -th direction and define
is the corresponding IF of U τ derived in [11] . In general practice, the influence function of a test is evaluated at the null distribution
γ (θ 0 ) = 0 so that the Hampel's first-order IF of our DPDTS is zero at the null hypothesis.
So, we need to consider the higher order influence function of this test. The second order IF of the DPDTS can be defined similarly as
In particular, at the null distribution G = F θ0 , it simplifies to
). Thus the IF of the test at the null is bounded for any fixed sample size if and only if the IF of the corresponding minimum DPD functional is bounded. Using the form of the IF of the MDPDE from [11] , the IF of the test becomes
For most parametric models, D τ,i (t; θ) and so the IF is bounded whenever τ > 0, but unbounded at τ = 0.
Further, if we consider the contamination in all the directions at the contamination point t = (t 1 , · · · , t n ), then also we can derive corresponding IF of the proposed DPDTS in a similar way. Again, at the null distribution, its first order IF turns out to be zero and its second order IF simplifies to
This influence function is also bounded for most parametric models when τ > 0 and unbounded if τ = 0. Thus, whatever is the contamination direction, the proposed DPDTS is always robust for τ > 0 and non-robust for τ = 0.
Level and Power under contamination and their Influence Functions
Next we consider the effect of contamination on level and power of the proposed DPDTS. Since the DPDTS is consistent, we should examine its asymptotic power under the contiguous alternative H 1,n :
{0}. Besides we also consider contamination over these alternatives. As argued in [13] , we must consider contaminations such that its effect tends to zero as θ n tends to θ 0 at the same rate to avoid the confusion between the null and alternative neighborhoods [see also 16, 14, 39] . So, we consider the contaminated distributions
with i = 1, . . . , n for the level and power respectively. For simplicity, we rewrite these as
Then the level influence function (LIF) and the power influence function (PIF) of the DPDTS are defined respectively as
We first derive the asymptotic power under contaminated distribution F P n, ,y and examine its special cases by substituting specific values of ∆ and . 
(ii) The asymptotic power of the proposed DPDTS under F P n, ,t is given by
, where χ 2 p denote a chi-square random variable with p degrees of freedom, ζ
for r independent standard normal random variables Z 1 , . . . , Z r .
Corollary 2.5. Putting = 0 in the above theorem, we get the asymptotic power under the contiguous alternatives
. Corollary 2.6. Putting ∆ = 0 in the above theorem, we get the asymptotic level under the probability distribution F L n, ,t as
.
Note that the infinite series used in the expressions of asymptotic level and power under contiguous alternative with contamination can be approximated, in practice, by truncating it up to a finite number (N ) of terms. The error incurred by such truncation can be made smaller than any pre-specific limit by choosing N suitably large.
Starting with the expression of P τ,γ (∆, ; α) as obtained in Theorem 2.4 and differentiating, we get the power influence function P IF (·) as given in the following theorem. The theorem shows that the PIF is bounded whenever the IF of the MDPDE is bounded. But this is the case for most statistical models implying the power robustness of the proposed DPDTS.
Theorem 2.7. Assume that the Lehmann and Ghosh-Basu conditions hold for the model density and (C1)-(C2) hold at θ = θ 0 . Also, suppose that the influence function IF (t; U τ , F θ0 ) of the MDPDE is bounded. Then, for any ∆ ∈ R p , the power influence function of the proposed DPDTS is given by P IF (t; T
Finally, the level influence function of the proposed DPDTS can be derived just by putting ∆ = 0 in the above expression of the PIF, which yields
, whenever the IF of the MD-PDE used is bounded. Thus asymptotically the level of the DPDTS will be unaffected by the contiguous contamination for all τ > 0.
Testing Composite Hypothesis under I-NH Set-up
In this section, we consider the composite null hypothesis. Consider again the I-NH set-up with notations as in Section 1 and take a fixed (proper) subspace Θ 0 of the parameter space Θ. Based on the observed data, we want to test for the hypothesis
When the model is correctly specified and H 0 is correct, f i (·; θ 0 ) is the data generating density for each i, for some θ 0 ∈ Θ 0 and the estimated density should be same under both Θ 0 and Θ. So, we can test for this hypothesis by using the DPD measure between f i (·; θ) and f i (·;θ) for any two estimators θ andθ of θ under H 0 and H 0 ∪ H 1 respectively. In place ofθ, we take the MDPDE θ τ n of θ with tuning parameter τ . And, in place of the θ, we consider the estimator θ τ n obtained by minimizing the DPD with tuning parameter τ over the subspace Θ 0 only; we refer to this estimator θ τ n as the restricted MDPDE (RMDPDE) and discuss its properties in Section 3.1 below. Thus, in this case, our test statistic based on the DPD with parameter γ (DPDTS C ) is defined as
Properties of the RMDPDE under I-NH Set-up
The Restricted Minimum Density Power Divergence Estimators (RMDPDE) θ τ n of θ is defined as the minimizer of the DPD objective function H n (θ) (given by Equation (2.3) of [11] ) with tuning parameter τ subject to a set of r restrictions of the form
where υ : R p → R r is some vector valued function. For the present case of the composite null hypothesis (3.1), such restrictions are given by the definition of the null parameter space Θ 0 . Further, we assume that the p × r matrix Υ(θ) = ∂υ(θ) ∂θ exists and it is a continuous function of θ with rank r. Then, the RMDPDE has to satisfy
where λ n is an r-vector of Lagrangian Multipliers. Further, in terms of the statistical functionals, the restricted minimum DPD functional θ g = U τ (G) at the true distribution is defined by the minimizer of n 
In the following corollary, we will further assume that
Corollary 3.2. Along with the assumptions of the above theorem, let us also assume that (C1) and (C4) hold at θ = θ g . Then asymptotically,
Next, we explore the robustness properties of the RMDPDEs in terms of their influence function. However, in the present case of I-NH data, the contamination can be in any one or more (or all) directions i (i = 1, · · · , n) so that the corresponding IF depends on the sample size n as in the unrestricted case [11] . Let us first consider the contamination in only one (i 0 -th) direction as in Section 2.2.1. Also, suppose the given restrictions are such that it can be substituted explicitly in the expression of average DPD before taking its derivative with respect to θ; then the final derivative should be zero at θ = U τ (G i0, ) and g i0 = g i0, , the density corresponding to G i0, . Standard differentiation of the resulting equation with respect to at = 0 yields the IF of the RMDPDE,
i (y; θ) are the same as Ψ n (θ), ξ i (θ), u i (y; θ) respectively but under the additional restriction υ(θ) = 0. Also, U τ (G i0, ) must satisfy (3.3); differentiating this with respect to at = 0, we get
Solving Equations (3.5) and (3.6) (as done for the i.i.d. case in [8] ), we get a general expression for the IF of the RMDPDE given by
) is bounded and this is the case for most parametric models and common restrictions. Also, it can be seen that the boundedness of the unrestricted MDPDE as given in [11] is sufficient for the same under any standard restrictions.
Similarly, if we consider the contamination in all the directions at the points t = (t 1 , · · · , t n ), the IF of the RMDPDE is given by
Asymptotic Properties of the Proposed Test
Let us assume that Θ 0 is a proper subset of the parameter space Θ which can be defined in terms of r restrictions υ(θ) = 0 such that the p × r matrix Υ(θ) =
∂υ(θ) ∂θ
exists and it is a continuous function of θ with rank r. Then, assuming the notations and conditions of previous sections, Theorem 3.3. Suppose the model density satisfies the Lehmann and GhoshBasu conditions, H 0 is true with θ 0 ∈ Θ 0 being the true parameter value and (C1), (C2) and (C4) hold at θ = θ 0 . Define
Note that, we can find approximate critical values of the above asymptotic null distribution from Remark 3 of [3] . In the next theorem, we derive an asymptotic power approximation of the proposed DPDTS C at any point θ * / ∈ Θ 0 , which can be used to determine minimum sample size requirement to attain any desired power as explained in the case of simple hypothesis. If θ * / ∈ Θ 0 is the true parameter value, then θ τ n P → θ * and θ τ n P → θ 0 for some θ 0 ∈ Θ 0 and θ * = θ 0 . Then, assuming the Lehman conditions and Ghosh-Basu conditions along with (C1) and (C4) at θ = θ 0 , θ * , we can show that
,
Theorem 3.4. Suppose the model density satisfies the Lehmann and GhoshBasu conditions and take any θ * / ∈ Θ 0 for which (C1), (C4) and (C5) hold. Then, an approximation to the power function of the DPDTS C for testing (3.1) at the significance level α is given by
where s τ,γ α is the (1−α) th quantile of the asymptotic null distribution of S γ (θ τ n , θ τ n ) and
Corollary 3.5. For any θ * = θ 0 , the probability of rejecting H 0 in (3.1) at any fixed significance level α > 0 based on the DPDTS C tends to 1 as n → ∞, provided
. So the proposed test statistic is consistent.
Robustness Properties of the Test
Influence Function of the Test Statistic (DPDTS C )
We again start with the IF of the DPDTS C to study its robustness properties. Using the functional form of θ τ n and θ τ n and ignoring the multiplier 2 in our test statistic, we define the functional corresponding to the DPDTS C as
Clearly, the test functional depends on the sample size n implying the same dependency in its IF. Consider the contaminated distribution G i, as defined in Section 2.2.1 and assume the contamination to be only in one fixed direction-i 0 . Then the first order IF of S (1) γ,τ (G) under this set-up is given by
is the IF of the RMDPD functional U τ under H 0 as derived in Section 3.1. If the null hypothesis is true with G = F θ0 for some
. Hence Hampel's first-order IF of our proposed DPDTS C is again zero at the composite null.
Similarly, the second order IF of the DPDTS C functional S
) . Clearly, this IF is bounded for any fixed sample size if the corresponding MDPDEs Θ 0 and Θ both have bounded IFs. However, as argued in Section 3.1, the boundedness of the IF of the MDPDE over Θ implies the same under any restricted subspace Θ 0 and this holds for most parametric models provided τ > 0, but unbounded at τ = 0.
Next, considering the contamination in all the directions at t = (t 1 , . . . , t n ), the first order IF of the proposed DPDTS C is again zero at any point inside Θ 0 and its second order IF at the null is given by
) . Again this IF behaves similarly as in the previous case implying the robustness for τ > 0.
Size and Power under contamination and their Influence Functions
Now let us consider the contamination effect on the level and power of the DPDTS C . Once again the proposed test is consistent so that we need to consider the asymptotic power under contiguous alternatives H 1,n :
p − {0} and θ 0 ∈ Θ 0 . Note that θ 0 has to be a limit point of Θ 0 and to ensure the existence of such a θ 0 in Θ 0 we assume Θ 0 to be a closed subset of Θ. This is indeed true for most parametric composite hypothesis problems. Then we consider the contaminated version of these distributions as in Section 2.2.2 and derive the level influence function (LIF) and the power influence function (PIF) of the proposed DPDTS C . Theorem 3.6. Suppose that the Lehmann and Ghosh-Basu conditions hold for the model density and (C1)-(C2) hold at θ = θ 0 , where θ 0 ∈ Θ 0 is as in H 1,n . Then for any ∆ ∈ R p and ≥ 0, we have the following:
being the matrix of normalized eigenvectors of
The DPDTS C has the asymptotic power under F P n, ,t as given by 
Corollary 3.7. Putting = 0 in the above theorem, we get the asymptotic power under the contiguous alternatives
. Corollary 3.8. Putting ∆ = 0 in the above theorem, we get the asymptotic level under the contaminated distribution F L n, ,t as
) . Further, taking = 0, we get the asymptotic distribution of the DPDTS C from part (i) of Theorem 3.6, which coincides with its null distribution derived independently in Theorem 3.3; this implies α 0 = α, as expected.
Next, starting from the expression of P * τ,γ (∆, ; α) derived in Theorem 3.6, we compute the PIF and LIF of the proposed DPDTS C . The proofs are similar to the case of simple hypothesis and hence omitted for brevity.
Theorem 3.9. Assume that the Lehmann and Ghosh-Basu conditions hold for the model density and suppose that the influence function IF (t; U τ , F θ0 ) of the MDPDE is bounded. Then the power and level influence functions of the proposed test statistics are given by
and LIF (t; S
(1)
(θ0)
The above theorem shows that both the LIF and PIF are bounded whenever the IFs of the MDPDE under the null and overall parameter space are bounded. But this is the case for most statistical models at τ > 0 implying the size and power robustness of the corresponding DPDTS C .
Application (I): Normal Linear Regression
Possibly the simplest (but extremely important) area of application for the proposed theory is the case of the simple linear regression model with normally distributed error and fixed covariates. Such assumptions are especially useful while we consider the conditional approach in regression or look at it from a fixed design perspective, as described in Section 1.
Consider the linear regression model
where the error i 's are assumed to be i.i.d. normal with mean zero and variance σ 2 ; x T i = (x i1 , . . . , x i,p ) and β = (β 1 , . . . , β p ) T denote the i-th observation for the covariates and the regression coefficients respectively. Here, we assume x i to be fixed so that
2 ) for each i. Clearly y i 's are independent but not identically distributed.
Testing for the regression coefficients with known σ
First consider the simple hypothesis on the regression coefficient β(= θ) assuming the error variance σ 2 to be known, say σ 2 = σ 2 0 :
for some pre-specified β 0 (= θ 0 ). Here we refer to Section 2 and consider the test statistics T γ (β τ n , β 0 ) for testing (4.2), where β τ n is the MDPDE of β with tuning parameter τ and known σ = σ 0 . Using the form of the normal density, we get
, if γ > 0,
Note that the estimator β (0) n , the MDPDE with τ = 0, is indeed the MLE of β. Also the usual LRT statistics for this problem is defined by
; after simplification, this statistics turns out to be exactly the same as T 0 (β
n , β 0 ). Hence the proposed test is nothing but a robust generalization of the likelihood ratio test.
Asymptotic Properties
We assume Conditions (R1) and (R2) of [11] hold true and also assume (C6) The matrix 1 n (X T X) converges point-wise to some positive definite matrix Σ x as n → ∞.
Then, the corresponding limiting matrices simplify to
2 . Now, Theorem 2.1 gives the asymptotic null distribution of T γ (β τ n , β 0 ) under H 0 : β = β 0 , which turns out to be a scalar multiple of a χ 2 p distribution (chi-square distribution with p degrees of freedom) with the multiplier being
2 . So, the critical region for testing (4.2) at the significance level α is given by
where χ Next we study the performance of the proposed test under pure data through its asymptotic power. However, its asymptotic power against any fixed alternative will be one due to its consistency. So, we derive its asymptotic power under the contiguous alternatives H 1,n using Corollary 2.5. Note that the asymptotic distribution of T γ (β 
∆
T Σ x ∆. Thus its asymptotic contiguous power turns out to be
where G p,δ denote the distribution function of W p,δ . Figure 1 shows the nature of this asymptotic power over the tuning parameters γ = τ for different values of ∆ T Σ x ∆ (= t, say). Clearly, the contiguous power is seen to depend on the distance (∆) of the contiguous alternatives from null and the limiting second order moments (Σ x ) of the covariates through the values of t = ∆ T Σ x ∆; for any fixed τ = γ it increases as the value of t increases. Further this asymptotic power also depends on the number (p) of explanatory variables used in the regression. In Figure 1 , we have shown the case of small p = 2, 10 as well as the high dimensional cases with p = 50, 200. Finally the asymptotic power against any contiguous alternative and any model is seen to decrease slightly with increasing values of the tuning parameter τ = γ; however the extent of decrease is not significant at moderate values of τ = γ. 
Robustness Results
We study the robustness of the proposed tests under contamination through the influence function analysis as developed in Section 2.2. Since the first order IF of DPDTS T γ (β τ n , β 0 ) is zero at any simple null hypothesis, we measure its stability by the second order IF. In particular, considering contamination in only one direction (i th 0 direction), the second order IF at the null hypothesis β = β 0 simplifies to
Clearly, the IF depends on the outliers and the leverage points through (
, as expected from our intuition. It is also bounded with respect to the contamination point t i0 for any τ > 0 implying their stability against contamination. But, the IF of the proposed test with γ = τ = 0, which is also the LRT statistic, is an unbounded function of t i0 indicating the nonrobustness of the LRT.
Further, under the notation of Section 2.2.2, it follows that the asymptotic distribution of T γ (β τ n , β 0 ) under F P n, ,t is the same as the distribution of ζ
) is the IF of the MDPDE functional T β τ for the regression parameter β and is derived in [11] . So, the asymptotic properties of the proposed test under contamination depend directly on the robustness of the MDPDE used through its IF.
Also, the PIF of the proposed DPDTS under contiguous alternatives can be obtained from Theorem 2.7 and is given by
Note that this PIF depends on the contamination points t i s only through (t i − x T i β 0 ) and it is bounded whenever τ > 0 implying the power stability of the proposed DPDTS. But, for γ = τ = 0 the PIF simplifies to a linear function of the t i s which is clearly unbounded, again implying the non-robust nature of the LRT.
Further, substituting ∆ = 0 in the PIF derived above, we get the LIF of the proposed DPDTS. Interestingly this LIF turns out to be identically zero implying no asymptotic influence of contiguous contamination on its size.
Testing for General Linear Hypothesis with unknown σ
Although we have considered the error variance σ 2 to be known in previous subsection, in practice researchers of different applied fields generally have no idea about it's error distribution. So, they want to test for the regression coefficients without specifying the value of σ 2 which makes the hypothesis composite. We can also develop a robust DPD based test procedure in this case following Section 3.
Here, we consider the case of general linear hypothesis on β with unspecified σ and omnibus alternative given by
where σ is unknown in both cases, L is a p × r known matrix with p > r and l 0 is a p-vector of reals. We assume that rank(L) = r so that there exists an r-dimensional subspace Θ 0 of the parameter space
Suppose ( β τ n , σ τ n ) denote the RMDPDE of (β, σ) under the null H 0 with tuning parameter τ and (β τ n , σ τ n ) denote the corresponding unrestricted MDPDE. Also, let β 0 be the true value of β under the null hypothesis so that Lβ 0 = l 0 ; such a β 0 exists as the rank of L is r. Then β τ n = β 0 and our DPD based test statistics (DPDTS C ) for testing (4.3) simplifies to
, for γ > 0, with
Note that, for τ = 0, the estimators (β τ n , σ τ n ) and σ τ n coincide with the MLEs of (β, σ) without any restrictions and that of σ under the restriction L T β = l 0 respectively. Therefore, for γ = τ = 0, the DPDTS C also coincides with the corresponding LRT statistic.
We first derive the properties of the RMDPDE ( β τ n , σ τ n ) and the proposed DPDTS C for the general restriction matrix L in the next two subsections. After that, we will examine two most common and particular cases of restriction to illustrate the effects of restrictions.
Properties of the RMDPDE
Following the notations of Section 3.1, we have, for the restriction
, where 0 r denote the zero vector (column) of length r. Then the asymptotic distribution of the RMDPDE of (β, σ) under the null hypothesis follows from Theorem 3.1, provided "Ghosh-Basu Conditions" hold under Θ 0 . However, it can be seen from the proof of Lemma 6.1 of [11] that Conditions (R1) and (R2) of their paper are indeed sufficient to prove "Ghosh-Basu Conditions" under any θ ∈ Θ; so they also hold for Θ 0 . The following theorem combines all these to present the asymptotics of the RMDPDs. (iii) Asymptotically, (X T X)
Note that, the matrix P n does not depend on the tuning parameter τ and so the asymptotic relative efficiency of the RMDPDE of β and σ 2 are exactly the same as that of their unrestricted versions. Following [11] , these asymptotic relative efficiencies are quite high for small τ > 0. Thus, even under the restrictions, we get robust estimators with little loss in efficiency through the RMDPDE with small positive τ .
To study the robustness of these RMDPDEs, we consider their influence functions under contamination in any one i 0 -th direction. Following equation (3.7), the IF of T β τ , the RMDPDE of β, and that of T σ τ , the RMDPDE of σ, can be seen to be independent of each other. At G = F θ0 , we get
where ξ Note that the IF of error variance σ 2 under restrictions is the same as that of the unrestricted case and it is bounded for all τ > 0. Hence both the asymptotic and robustness properties of the MDPDE of σ at the model remains unaffected by the restrictions on regression coefficients. This fact is quite expected from the asymptotic independence of the estimators of β and σ. However, the IF of β depends on the restrictions through the matrix L and can not be written in explicit form for general L.
Properties of the Proposed DPDTS C
We start with the asymptotic null distribution of the DPDTS C to obtain the critical values for performing the test. The result is presented in the following theorem:
Theorem 4.2. Suppose the model density satisfies the Lehmann conditions and Conditions (R1)-(R2) of [11] and (C6) hold. Also assume that (β 0 , σ 0 ) ∈ Θ 0 under H 0 and rank(L) = r. Then, the null asymptotic distribution of the DPDTS C coincides with the distribution of ζ
Now, any type of particular linear hypotheses can be tested using the proposed DPDTS C by obtaining the corresponding critical region as special cases of the above theorem. In the next two subsections, we particularly consider two most important hypotheses under this set-up. All other cases can be treated in a similar fashion.
Next, we consider the asymptotic power of the proposed tests. Since the proposed DPDTS C is also consistent for all γ ≥ 0 and τ ≥ 0, their asymptotic power is always one for any fixed alternative. To obtain their asymptotic power under contiguous alternatives H 1,n :
, we first derive their asymptotic distribution under H 1,n from Theorem 3.6. It follows that, under the notations and assumptions of Theorem 4.2, the asymptotic distribution of S γ (θ τ n , θ τ n ) under H 1,n is the same as that of ζ γ,τ 1 r i=1 λ i W 1,δi , where W 1,δi , i = 1, . . . , r are independent non-central chi-square variables with degree of freedom one and non-centrality parameter δ i , defined by the relation
. Now the asymptotic power of the proposed test under contiguous alternatives H 1,n can be expressed as the infinite sum presented in Corollary 3.7; however it has no simplified closed form expression under general restrictions. It can be seen empirically that this asymptotic power is a decreasing function of υ β τ , which increases as τ = γ increases.
Next, considering the robustness properties of the DPDTS C , we know that its first order IF is zero when evaluated at the null hypothesis. But, its second order IF is given in terms of the IFs of the MDPDE T τ = (β τ n , σ τ n ) and the RMDPDE T τ = ( β τ n , σ τ n ) of θ = (β, σ). In particular, the second order IF of the DPDTS C turns out to be
Next, we check the stability of the size and power of the proposed test procedures through their power and level influence functions. It follows from Theorem 3.9 that the asymptotic distribution of S γ (θ τ n , θ τ n ) against the contiguous alternatives H 1,n and contiguous contamination has the same form as its asymptotic distribution under the contiguous alternatives H 1,n only, but now with
and t = (t 1 , . . . , t n ) is the contamination points. Once again this distribution has no closed form expression for general restriction but the PIF and LIF can be derived empirically from the infinite sum representation given in Theorem 3.9. However, for any general restriction, both the LIF and PIF depend on the contamination points t only through the quantity D τ (t, (β 0 , σ 0 ) ). Thus, in general, the proposed DPDTS C has bounded level and power IFs and becomes robust with respect to its size and power, provided the influence functions of the restricted MDPDE of β under the null and the unrestricted MDPDE of β both are bounded or both diverges at the same rate.
Example: Test for Regression Model with unknown σ
Let us consider the simplest case of restrictions, where we fix all the components of β at a pre-specified value β 0 and we want to test for the null hypothesis H 0 : β = β 0 with unknown σ. This hypothesis is used to test for the significance of the overall regression model.
In terms of the general linear hypothesis (4.3), l 0 = β 0 and L = I p , the identity matrix of order p with rank(L) = r = p. Then, P n = O p , the null matrix of order p × p implying the asymptotic variance of RMDPDE of β to be zero. It satisfies our intuition that the RMDPDE of β should always be degenerate at the pre-fixed value β 0 . Also, due to the same reason there can not have any effect of contamination on its value so that the corresponding IF should be zero. It also follows from the general expression (4.4).
The DPDTS C becomes much simpler in this case as presented in the following corollary. The similarity with the corresponding test with known σ is extremely interesting. In fact, all the asymptotic and robustness properties of this test can be seen to be the same as that of the known σ test. 
Example: Test for only the First r < p components of β
Now consider another interesting testing problem in regression, where we fix the first r components (r < p) of regression coefficient β at the pre-fixed values β are r-vectors and X 1 is the n × r matrix consisting of the first r columns of X. Then, we get the IF of the RMDPDE of β from Expression (4.4) as given by
Note that, as we have fixed the first r components of β, their IFs are zero. However, the IFs of the RMDPDEs for the rest of the components are exactly the same as their unrestricted versions except for a factor depending only on x i s. So they are also bounded for all τ > 0 implying their robustness. On the other hand, at τ = 0, these IFs are unbounded which proves the well-known non-robust nature of the restricted MLEs. Similarly, the distribution of the the RMDPDEs of the first r fixed components will be always degenerate at their given values. We can derive the asymptotic distribution for rest of the components using Theorem 4.
. Then, it follows that the asymptotic distribution of (X T X)
] is (p − r) dimensional normal with vector mean 0 and covariance matrix υ β τ I p−r . Therefore, here also, we get the robust estimator of the unrestricted components of β with very high efficiency using the corresponding RMDPDE for τ > 0. Now, consider the proposed DPDTS C for this problem; the simplified critical region is presented in the following corollary. Next, we derive the asymptotic power of the proposed test against the contiguous alternative H 1n as described in Section 4.2.2. Let us consider the parti-
1 ) with ∆ being of order r × r. Then, the asymptotic distribution of the proposed test against corresponding contiguous alternatives H 1,n :
1 = 0) further simplifies to ζ γ,τ 1 W r,δ , where W r,δ is a noncentral chi-square distribution with degrees of freedom r and non-centrality pa-
1 ). Therefore, the asymptotic contiguous power for this particular case is given by the simplified formula as
where G r,δ denote the distribution function of W r,δ . It can be noted that the nature of this asymptotic power with respect to its input parameters such as number of variables to be tested (r) or the tuning parameters τ and γ is similar to that of the unrestricted DPDTS of β with known σ; the power decreases but not significantly as τ = γ increases.
Finally, to examine the robustness of the proposed test, we simplify the second-order IF of the test statistics (as the first order IF is always zero) and the PIF. In this particular case, they has the simpler form given by
Clearly, these IFs are bounded whenever τ > 0 and unbounded at τ = 0. Thus the DPDTS C with positive τ is stable under the infinitesimal contamination. On the other hand, it also indicates the non-robust nature of the LRT at τ = γ = 0 through its unbounded IFs.
Substituting ∆
(1) 1 = 0 in (4.5), we get the level influence function of the proposed DPDTS C in this case, which turns out to be zero whenever D τ (t, (β 0 , σ 0 )) is bounded. This again implies the size robustness of the proposed test with τ > 0.
Application (II): Generalized Linear Model
Generalized linear models (GLMs) are a generalizations of the normal linear regression model where the response variables Y i are independent and assumed to follow a distribution from the general exponential family of distributions having density
here the canonical parameter θ i depends on the given predictor values x i and φ is a nuisance scale parameter. The mean µ i of Y i is linked to the explanatory variables x i through the relation g(µ i ) = η i = x T i β, for a monotone differentiable link function g and linear predictor η i = x T i β. This general structure helps us to model a wide range of different types of data and includes the normal linear regression model as its special case; some other useful models are Poisson regression model for count data, logistic and probit models for binary data etc.
Clearly, the GLMs with fixed predictors consist one major subclass of the general I-NH set-up considered in this paper. The properties of the MDPDEs of the parameters θ = (β, φ) in the GLM was derived in detail in [12] and a brief overview is also presented in the online supplement.
Here, we develop the robust test procedure for testing general linear hypothesis on the regression coefficients in the GLM. Suppose we have a sample of size n from a GLM with parameter θ = (β, φ) as above and we want to test for the hypothesis
where L is a p × r known matrix and l 0 is a r-vector of reals. Thus our null parameter space Θ 0 is a subset of the whole parameter space Θ = R p × [0, ∞) defined by Θ 0 = {β 0 : β 0 is any solution of the set of linear equations
We assume that the matrix L has rank r so that the null parameter space also has rank r and is non-reducible. Here, we assume that the nuisance parameter φ is unknown to us; the case of known φ can be derived easily from the general case.
The DPD based test statistics (DPDTS C ) for testing this problem is We first derive the asymptotic distribution of the RMDPDE ( β n τ , φ n τ ) of (β, φ) from Theorem 3.1 under the "Ghosh-Basu Conditions" with respect to Θ 0 . Here, some simple matrix algebra leads us to
ji X for i, j = 1, 2; i = j, with Γ (α) ij (i, j = 1, 2) being as defined in Section 1.2 of the online Supplement and
Corollary 5.1. Suppose the "Ghosh-Basu Conditions" hold with respect to Θ 0 . Then, the RMDPDE ( β n , φ n ) exists and are consistent for θ 0 = (β g , φ g ), true parameter value under Θ 0 . Also, the asymptotic distribution of Ω
is (p + 1)-dimensional normal with mean 0 and variance I p+1 , where φ g ) and Ω n = Ω n ( β g , φ g ) with Ω n (β, φ) being as defined in Section 1.2 of the online Supplement.
Note that, as observed by [12] in the case of unrestricted MDPDE, the restricted MDPDE of β and φ are also not always asymptotically independent. They will be independent if γ = 0 for all i; the same conditions as in the unrestricted MDPDE and hold true for the normal regression model.
Next, to derive asymptotic distribution of the DPDTS C we assume the fixed covariates x i s to be such that the matrices Ψ τ n ( θ g ) and Ω τ n ( θ g ), as defined in Section 1.2 of the online Supplement, converges element-wise as n → ∞ respectively to some p × p invertible matrices J τ and V τ . Consider the partition of these limiting matrices as
, and
where J 11 and V 11 are of order p × p. Then, the asymptotic null distribution of the DPDTS C S γ (θ 
The above null distribution helps us to obtain the critical values of the proposed DPD based test. All the other asymptotic results regarding power and robustness of the test can be derived by direct application of the general theory developed in Section 3; we will not report them again for brevity. We just report one robustness measure of the test, namely the second order IF of the test statistics at the null hypothesis, when there is contamination in only one fixed direction-i 0 , as given by
where,
, with u
1i (y i ; (β, φ)) and u
2i (y i ; (β, φ)) denoting the restricted derivative of log f i (y i ; (β, φ)) with respect to β and φ under the null hypothesis and Ψ (0) n being the matrix Ψ n constructed using (u Further the second order IF of the DPDTS C can be obtained by using
Clearly, there is no influence of contamination on the first r components of the restricted MDPDE; this is expected as those r components are pre-fixed under null. Then, the second order IF of the DPDTS C follows from expression (5.3) with the simple form of W as above.
Remark 5.1. [The case of known φ]
When the nuisance parameter φ is known in the GLM, like the case of Poisson and logistic regression models, we can still perform the DPD based test for general linear hypothesis on β following the above theory; in this case we just need to consider the last row and column of all the matrices involved to be zero in order to derive corresponding results. In particular, when deriving the null distribution of the
. In this case, we just take J 22 = J 12 = O and V 22 = V 12 = O so that the asymptotic distribution under null hypothesis is again given by Theorem 5.2 with the matrix E being
11 . Similarly, the influence function for the case of known φ can be derived from Equation (5.3) by considering the last element of W (corresponding to φ) to be zero.
Numerical Illustrations
In previous sections, the application of the proposed DPD based tests have been described in detail along with their asymptotic properties. To examine their performance in small or moderate samples we have performed several simulation studies and applied them to analyze several interesting real data sets. For brevity, only one real example for the simple linear regression model is presented here; simulation results and more real data examples are presented in the online supplement.
A Real Data Example: Salinity Data
We consider an example of the multiple regression model through the popular "Salinity data" [32, Table 5 , Chapter 2], originally discussed in [35] . The details of the dataset along with the MDPDE of the regression parameters are presented in [11] . We will not repeat them here for brevity.
Here, we apply the proposed DPD based test using the full data and also after deleting the outlier from data. We test for several hypotheses on β assuming two distinct values of σ, namely 1.23 (a non-robust estimate) and 0.71 (a robust estimate) and plot the p-values in Figure 2 . Once again the DPD based tests with τ = γ ≥ 0.3 give quite robust results when σ is assumed to be unknown; specifying σ by a robust estimator we can also perform robust inference in all our testing problems but we need to consider relatively larger values of tunning parameters (say, τ = γ ≥ 0.7). However, unlike the simple regression case of Hertzsprung-Russell data, here the use of an incorrect value or a non-robust estimate of σ may generate non-robust inference for some of the hypotheses. 
On the Competitive Choice of the Test Statistics
We have proposed a class of DPD based test statistics that depends on two tunning parameters β and γ and examined its performances through several theoretical results and numerical illustrations for the linear regression model and the GLMs. We have seen that the power of the proposed test against the contiguous alternative under pure data decreases slightly with increasing values of the parameters γ = β; but the loss in power is not significant even for γ = β = 0.5. On the other hand the robustness of the proposed test under contamination, both in terms of its size and power, increase as γ = β increases. So, we need to choose the tunning parameters suitably to make a trade-off between these two.
In this respect, it is useful to note that the robustness properties of the proposed test depend mostly on the MDPDE of the parameter used through β although the extent of robustness depends slightly on γ. However, we suggest to use γ = β to make the test statistics compatible with the MDPDE used. So, it would be enough to choose the proper estimator with the optimal value of the parameter β to be used in our test statistics. [11] has proposed one such approach of data-driven choice of the tunning parameter of the MDPDE in the context of I-NH set-up. The proposal had been successfully implemented in the case of linear regression and generalized linear models by [11] and [8] respectively. We have verified that the resulting choice of tunning parameter also provide us the desirable trade-off for the proposed testing procedures also. For example, the optimal choice of tunning parameter β for the MDPDE under the Salinity Data-set had been seen to be β = 0.5 by [11] . As we have seen above in Section 6.1, the choice of γ = β = 0.5 yields the robust inference for any kind of hypothesis for this data-set; also it has quite high power against the contiguous alternative under pure data which can be seen from Figure 1 . Similar phenomenon also hold for the Hertzsprung-Russell dataset presented in the online supplement. So, we suggest to choose the tunning parameters of the proposed testing procedures by means of the [11] proposal. Further, as we have seen in case of linear regression and GLMs, the proposed DPD based test for positive γ and τ are computationally no more complicated than the popular LRT (corresponding to the DPD based test with γ = τ = 0) but gives us the extra advantage of stability in presence of the outlying observations at the cost of only a small power loss under pure data. This very strong property of the proposed test will build its equity against the existing asymptotic tests for the present set-up.
For a brief comparison with the existing literature, it is to be noted that we have proposed a class of robust tests under a complete general set-up of I-NH set-up and as per the knowledge of the authors there is no such general approach available. However, there are some particular approaches for the particular cases like linear regression and some GLMs; but most of them assume the covariates to be stochastic though we are assuming the case of fixed covariates. Even if we can apply a robust test procedure with stochastic covariate heuristically in case of regression models with given fixed covariates, their properties will directly depend on the robust estimations of the regression coefficient used in construction of the test statistics. And, it is extensively studied in [11] and [12] that the MDPDE of the regression coefficients has several advantages over the existing robust estimators and so we expect the same to hold in case of the proposed MDPDE based tests too. However, this surely need much more research and considering the length of the present paper, we have deiced to present such extensive comparisons in another paper in future.
Conclusions
