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Abstract
We introduce higher order (polynomial) extensions of the unique
(up to isomorphisms) non trivial central extension of the Heisenberg
algebra, which can be concretely realized as sub–Lie algebras of the
polynomial algebra generated by the creation and annihilation oper-
ators in the Schroedinger representation. The simplest non–trivial of
these extensions (the quadratic one) is isomorphic to the Galilei alge-
bra, widely studied in quantum physics.
By exponentiation of this representation we construct the correspond-
ing polynomial analogue of the Weyl C∗–algebra and compute the
polynomial Weyl relations. From this we deduce the explicit form
of the composition law of the associated nonlinear extensions of the
1–dimensional Heisenberg group. The above results are used to cal-
culate a simple explicit form of the vacuum characteristic functions of
the non–linear field operators of the Galilei algebra, as well as of their
moments. The corresponding measures turn out to be an interpolation
family between Gaussian and Meixner, in particular Gamma.
1 Introduction
The program to develop a theory of renormalized higher (≥ 2) powers of
white noise [6] has led to investigate the connections between central ex-
tensions and renormalization. This has, in its turn, led to the discovery
1
of the unique (up to isomorphisms) non trivial central extension, denoted
Ce–heis(1), of the 1–dimensional Heisenberg algebra heis(1) and of its iden-
tification with the Galilei algebra (cf [1], [5]). In the present paper we will
work in the 1–dimensional Schroedinger representation, where heis(1) can be
isomorphically realized as the real linear span of {1, p, q}, (1 central element)
and the operators
(qϕ)(x) := xϕ(x); pϕ(x) :=
1
i
∂
∂x
ϕ(x) ; ϕ ∈ L2(R)
are defined on suitable domains in L2(R) and satisfy the Heisenberg commu-
tation relations
[q, p] = i := i · 1 (1)
all other commutators being zero. In the same representation Ce–heis(1)
can be realized as the real linear span of
{1, p, q, q2}
Therefore, for each N ∈ N, the complex Lie algebra with generators
{1, p, q, . . . , qN}
in the following denoted heis(1, 1, N), is a natural generalization of the Galilei
algebra. The analogy with the usual Heisenberg algebra, i.e heis(1, 1, 1) =:
heis(1) naturally suggests the following problems:
1) To describe the Lie group generated in the Schroedinger representation
by heis(1, 1, N).
2) To find an analogue of the Weyl commutation relations for the group in
item 1). This is equivalent to describe the (1, N)–polynomial extensions
of the Heisenberg group.
3) To determine the vacuum distribution of the nontrivial elements of
heis(1, 1, N) and their moments. These elements have the form
up+
N∑
j=0
ajq
j
with u 6= 0 and some aj 6= 0 whith j ≥ 2.
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In the following we solve problems 1) and 2) for general N (see see Theorem
1 and Proposition 2 respectively) and problem 3) for N = 2, while for N > 2
we reduce the problem to the calculation of a classical expectation value. A
solution of problem 3) was also found in [1] for the Galilei algebra (N = 2) but
the technique used there cannot be applied to the case N > 2. In section 5 we
introduce the q–projection-method in order to overcome this difficulty. This
reduces the problem to the calculation of the expectation value of functionals
of the form exp(P (X) + icX) where P is a polynomial with real coefficients,
c is a real number, and X is a standard Gaussian random variable. If P has
degree 2, this gives a different proof of result obtained in [1]. The calculation
of the moments in subsection 5.3 are new even in the quadratic case. The
possibility of a continuous (second quantization) version of the polynomial
extensions of the Weyl C∗-algebra is proved in the paper [?].
2 The 1–mode n–th degree Heisenberg ∗–Lie
algebra heisR(1, n)
Definition 1 For n ∈ N∗ the 1–mode n–th degree Heisenberg algebra,
denoted heisR(1, n), is the pair
{Vn+2, (Lj)n+1j=0}
where:
- Vn+2 is a (n+ 2)–dimensional real ∗–Lie algebra;
- (Lj)
n+1
j=0 is a skew–adjoint linear basis of Vn+2;
- the Lie brackets among the generators are given by
[Li, Lj] = 0 ; ∀i, j ∈ {0, 1, · · · , n}
[Ln+1, Lk] = kLk−1 ; ∀k ∈ {1, · · · , n} , L−1 := 0
Remark 1 1) Multiplying each of the generators (Lj)
n+1
j=0 by a strictly pos-
itive number, one obtains a new basis (L′j)
n+1
j=0 of Vn+2 satisfying the new
commutation relations
[L′n+1, L
′
k] = kdkL
′
k−1 ; ∀k ∈ {0, · · · , n} , L′−1 := 0
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In this case we speak of a re–scaled copy of the 1–mode n–th degree
Heisenberg algebra.
2) Denoting Rn[X ] the vector space of polynomials in one indeterminate
with real coefficients and degree less or equal than n, the assignment of
the basis (Lj)
n+1
j=0 uniquely defines the parametrization
(u, (ak)k∈{0,1,...,n}) ∈ R× Rn[X ] ≡ Rn+2 7→ ℓ0(u, P ) :=
:= uLn+1 +
∑
k∈{0,1,...,n}
akLk =: uLn+1 + P (L) ∈ heisR(1, n) (2)
of heisR(1, n) by elements of Rn[X ]. When no confusion is possible we
will use the identification
ℓ0(u, P ) ≡ (u, (ak)k∈{0,1,...,n}) ∈ Rn+2 (3)
3 The Schroedinger representation of heisR(1, n)
Let p, q, 1 be the usual momentum, position and identity operators acting on
the one mode boson Fock space
H1 = Γ(C) = L2(R)
and satisfying the commutation relations (1). The maximal algebraic domain
Dmax (see [1]), consisting of the linear combinations of vectors of the form
qnpkψz ; k, n ∈ N , z ∈ C
where ψz is the exponential vector associated to z ∈ C, is a dense subspace
of Γ(C) invariant under the action of p and q hence of all the polynomials
in the two non commuting variables p and q. In particular, for each n ∈ N,
the complex linear span of the set {i1, ip, iq, . . . , iqn}, denoted heisR(F, 1, n),
leaves invariant the maximal algebraic domainDmax. Hence the commutators
of elements of this space are well defined on this domain and one easily verifies
that they define a structure of ∗–Lie algebra on heisR(F, 1, n). Since Rn[X ]
has dimension n+ 1, this real Lie algebra has dimension n+ 2 on R.
Definition 2 For n ∈ N, the real Lie algebra
heisR(F, 1, n) := {iup+ iP (q) : u ∈ R, P ∈ Rn[X ]}
is called the (1, n)–polynomial extensions of the 1–dimensional Heisenberg
algebra.
4
Lemma 1 In the above notations the map
Ln+1 7→ ip , L0 7→ i1 , Lk 7→ iqk ; k ∈ {1, . . . , n}
admits a unique linear extension from heisR(1, n) onto heisR(F, 1, n) which
is a ∗–Lie algebra isomorphism called the Schroedinger representation of the
n–th degree Heisenberg algebra heisR(1, n).
Proof. The linear space isomorphism property follows from the linear inde-
pendence of the set {1, p, q, . . . , qn}. The ∗–Lie algebra isomorphism property
follows from direct computation. 
In the following, we will use the Shroedinger representation of the 1–mode
n–th degree Heisenberg ∗–Lie algebra and we will identify
heisR(1, n) ≡ heisR(F, 1, n)
4 Polynomial extensions of the 1-mode Weyl
C∗–algebra
Recall that the position and the momentum operators are defined by
(qϕ)(x) := xϕ(x); pϕ(x) :=
1
i
∂
∂x
ϕ(x)
on suitable domains in L2(R). Let C∞c (R) be the vector space of the C∞–
functions f : R→ C with compact supports.
For the following lemma we refer the reader to [11].
Lemma 2 A symmetric operator A defined on a total set of an Hilbert space
H is essentially self-adjoint if and only if Im(A + i) is a total set in H.
In our case, for any u, w ∈ R and P ∈ Rn[X ], one has
(wp+ uP (q) + i)(C∞c (R)) = C∞c (R)
which is a total set in L2(R). This proves that, for any u, w ∈ R and P ∈
Rn[X ], the operator (wp + uP (q)) is essentially self-adjoint. Hence, the
operator
ei(wp+uP (q))
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is unitary.
Now, we will use the known fact that, if L is a Lie algebra and a, b ∈ L
are such that
[a, [a, b]] = 0
then, for all w, z ∈ R
ezaewbe−za = ew(b+z[a,b]) (4)
Proposition 1 For all u, w ∈ R (w 6= 0) and all P ∈ Rn[X ], we have
eiwp+iuP
′(q) = eiu
P (q+w)−P (q)
w eiwp (5)
Proof. Let P a polynomial in one determinate and w, z ∈ R such that
w 6= 0. Then from the identity
[P (q), p] = iP ′(q)
It follows that
[P (q), [P (q), p]] = 0
Hence (4) implies that
eizP (q)eiwpe−izP (q) = eiw(p−zP
′(q)) (6)
But, one has also
eiwpe−izP (q) = (eiwpe−izP (q)e−iwp)eiwp = e−izP (q+w)eiwp (7)
The identities (6) and (7) imply
eiw(p−zP
′(q)) = eizP (q)e−izP (q+w)eiwp (8)
With the change of variable u := −wz, (8) becomes (5). 
In the following we will use the identification
P ′(X) =
n∑
k=0
akX
k ≡ (a0, a1, · · · , an) ∈ Rn+1
Now, for all w ∈ R, we define the linear map Tw by T0 := id if w = 0 and if
w 6= 0
Tw : P
′ ∈ Rn[X ]→ 1
w
∫ w
0
P ′(.+ y)dy ∈ Rn[X ] (9)
so that
TwP
′ =
P (·+ w)− P
w
(10)
where P is any primitive of P ′.
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4.1 Properties of the maps Tw
Lemma 3 For each w ∈ R\{0}, the matrix of the linear map Tw with respect
to the mononial real basis {1, X, . . . , Xn} of Rn[X ], still denoted by Tw, has
the form
Tw = 1 + TX,w (11)
where TX,w is a strictly lower triangular nilpotent matrix whose coefficients
are given by:
tm1m2(w) = χ{m1<m2}
m2!
(m2 + 1−m1)!m1!w
m2−m1 ; 0 ≤ m1, m2 ≤ n (12)
χ{m1<m2} =
{
0, if m1 ≥ m2
1, if m1 < m2
In particular Tw is invertible with inverse given by
T−1w = (I + TX,w)
−1 =
n∑
k=0
(−1)k(TX,w)k (13)
Proof. Clearly Tw is linear and
Tw1 = 1 (14)
Let k ∈ {0, 1, · · · , n}. If we take
P ′(X) := Xk
then, in (10) we can choose
P (X) =
Xk+1
k + 1
so that
P (X + w)− P (X)
w
=
1
w(k + 1)
[(X + w)k+1 −Xk+1]
Since
(X + w)k+1 =
k+1∑
h=0
(
k + 1
h
)
Xhwk+1−h
= Xk+1 +
k∑
h=0
(
k + 1
h
)
Xhwk+1−h
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it follows that
(X + w)k+1 −Xk+1 =
k∑
h=0
(
k + 1
h
)
Xhwk+1−h
Hence for all k ≥ 1
TwX
k =
1
w(k + 1)
k∑
h=0
(
k + 1
h
)
wk+1−hXh
=
k∑
h=0
k!
(k + 1− h)!h!w
k−hXh
=
k−1∑
h=0
k!
(k + 1− h)!h!w
k−hXh +Xk (15)
Therefore the matrix of Tw in the basis {1, X, . . . , Xn} of Rn[X ] has the form
(11) with the entries (tm1m2(w)) of TX,w given by (12). Thus, in the same
basis, TX,w is a strictly lower triangular nilpotent matrix and it is known that
this implies that Tw is invertible with inverse given by (13). 
Let S denote the action of R on Rn[X ] by translations
(SuP
′)(X) := P ′(X + u), X, u ∈ R
Then
TuP
′ =
1
u
(Su − id)P
where P is a primitive of P ′. The shift Su is a linear homogeneous map of
Rn[X ] into itself. Moreover, with P and P
′ as above, one has:
Su(P (X)) =
n∑
k=0
ak(X + u)
k =
n∑
k=0
k∑
h=0
ak
(
k
h
)
Xhuk−h =
=
n∑
h=0
( n∑
k=h
ak
(
k
h
)
uk−h
)
Xh =
n∑
h=0
(SuP
′)hXh
where
(SuP
′)h :=
n∑
k=h
ak
(
k
h
)
uk−h
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Thus the matrix of Su in the monomial basis {1, X, . . . , Xn} of Rn[X ], is
(Su)hk = χ{h≤k}
(
k
h
)
uk−h (16)
Clearly Su is invertible with inverse S−u and
SuSv = Su+v
Denote ∂ the derivation operator on Rn[X ] defined by
∂ :
n∑
k=0
akX
k →
n∑
k=1
kakX
k−1 (17)
Then clearly
∂Su = Su∂ ; ∀u ∈ R (18)
Let Rn[X ]0 the subalgebra of Rn[X ] of all polynomials vanishing in zero
Rn[X ]0 := {P ′ ∈ Rn[X ] : P ′(0) = 0}
Then
Rn[X ] = Rn[X ]0 ⊕ R1
and, thanks to (14), Tw is uniquely determined by its restriction to Rn[X ]0.
Denote
T 0w := Tw|Rn[X]0
∂0 := ∂|Rn[X]0
Then (17) implies that ∂0 is invertible and from (18) one has
∂−10 Su = Su∂
−1
0 , ∀u ∈ R (19)
Lemma 4 The following identities hold:
1) TwSu = SuTw, ∀u, w ∈ R
2) TwTu = TuTw, ∀u, w ∈ R
3) TuSv = (1 +
v
u
)Tu+v − vuTv ; ∀u, v ∈ R such that u 6= 0
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4) TuS−u = T−u, ∀u ∈ R
5) TuTv = (
1
v
+ 1
u
)Tu+v − 1uTv − 1vTu, ∀u, v ∈ R \ {0}
Proof. In the above notations
T 0w =
1
u
(Su − id)∂−10
and (19) implies that
T 0wSu = SuT
0
w, ∀u, w ∈ R
Since the constant function 1 is fixed both for Su and for Tw, it follows that
TwSu = SuTw, ∀u, w ∈ R
and therefore also
TwTu = TuTw, ∀u, w ∈ R
which implies that assertions 1) and 2) are satisfied.
Now notice that translations commute with the operation of taking primi-
tives, i.e. if P is a primitive of P ′, then ∀v ∈ R, SvP is a primitive of SvP ′,
that is
TuSvP
′ =
1
u
(Su − id)SvP
=
1
u
(Su+v − Sv)P
=
1
u
(Su+v − id)P + 1
u
(id − Sv)P
=
(u+ v
u
Tu+v − v
u
Tv
)
P ′
This proves 3). In particular, choosing v = −u, one finds TuS−u = T−u and
4) holds. Finally, from the identity
TuTv =
1
v
TuSv − 1
v
Tu
and from 3), the assertion 5) follows. 
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4.2 The Polynomial extensions Heisenberg group
Recall that the 1–dimensional Heisenberg group, denoted Heis(1, 1), is the
nilpotent Lie group whose underlying manifold is R × R2 and whose group
law is given by
(t, z)◦(t′, z′) = (t+t′−2σ(z, z′), z+z′); t, t′ ∈ R ; z := (α, β), z′ := (α′, β ′) ∈ R2
where σ( · , · ) the symplectic form on R2 given by
σ(z, z′) := αβ ′ − α′β ; z := (α, β), z′ := (α′, β ′) ∈ R2 (20)
In the Schroedinger representation of the real Lie algebra heisR(1, 1) the
Weyl operators are defined by
W (z) := ei
√
2(βq−αp) ; z := (α, β) ∈ R2
and the extended Weyl operators by
W (t, z) := ei(
√
2(βq−αp)+t1) = W (z)eit ; (t, z) ∈ R× R2 (21)
From the Weyl relations
W (u)W (z) = e−iσ(u,z)W (z + u) (22)
one then deduces that
W (t, z)W (t′, z′) =W ((t, z) ◦ (t′, z′)) (23)
i.e. that the map (23) gives a unitary representation of the group Heis(1, 1).
The generators of the centrally extended Weyl operators have the form
up+ a1q + a01 := up+ P
′(q) (24)
where u ∈ R and P ′ is a polynomial in one indeterminate with real coeffi-
cients of degree at most 1. Thus they are exactly the elements of the one
dimensional Heisenberg algebra heisR(1, 1).
With these notations the (1, n)–polynomial extensions of the centrally
extended Weyl operators are the operators of the form
W (u, P ′) := ei(up+P
′(q)) ; u ∈ R ; P ′ ∈ Rn[X ] (25)
By analogy with the 1–dimensional Heisenberg group, we expect that the
pairs (u, P ′) ∈ R×Rn[X ] form a group for an appropriately defined compo-
sition law. The following theorem shows that this is indeed the case.
11
Theorem 1 For any (u, P ′), (v,Q′) ∈ R× Rn[X ] one has
W (u, P ′)W (v,Q′) =W ((u, P ′) ◦ (v,Q′)) (26)
where, in the notaions of Lemma (4):
(u, P ′) ◦ (v,Q′) := (u+ v, T−1u+v(TuP ′ + TvSuQ′)) (27)
Proof. From Proposition 1, one has
W (u, P ′) = eiup+iP
′(q) = eiTuP
′(q)eiup
Therefore, using the identity (5) and recalling the notation (10), one deduces
that
W (u, P ′)W (v,Q′) = eiup+iP
′(q)eivp+iQ
′(q)
= eiTuP
′(q)eiupeiTvQ
′(q)eivp
= eiTuP
′(q)eiTvQ
′(q+u)ei(u+v)p
= ei[TuP
′(q)+TvQ′(q+u)]ei(u+v)p
= ei(u+v)p+iT
−1
u+v(TuP
′(q)+TvSuQ′(q))
= W
(
u+ v, T−1u+v(TuP
′ + TvSuQ′)
)
This proves (26) and (27). 
Remark 2 The associativity of the group law (27) follows from the associa-
tivity of the multiplication of bounded operators on Hilbert spaces.
It can be directly verified using Lemma 4.
Our next goal is to determine the (1, n)–polynomial extensions of the
Weyl commutation relations. To this goal define the ideal
Rn[X ]0 := {P0 ∈ Rn[X ] : P0(0) = 0} (28)
Thus the projection map from Rn[X ] onto Rn[X ]0 is given by
P ′(X) ∈ Rn[X ] 7→ (P ′)0(X) := P ′(X)− P ′(0) ∈ Rn[X ]0 (29)
and, in the notation (29), the (1, n)–polynomial extensions of the centrally
extended Weyl operators (25) take the form
W (u, P ′) = ei(up+P
′(q)) = ei(up+(P
′)0(q))eiP
′(0) ; u ∈ R ; P ′ ∈ Rn[X ] (30)
The analogy between (30) and (23) naturally suggests the following defini-
tion.
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Definition 3 The unitary operators
W (u, P ′0) := e
i(up+P ′0(q)) ; u ∈ R ; P ′0 ∈ Rn[X ]0 (31)
will be called (1, n)–polynomially extended Weyl operators.
From (26) and (27) we see that, if P ′0, Q
′
0 ∈ Rn[X ]0, then in the notation (29)
one has
W (u, P ′0)W (v,Q
′
0)
=W
(
u+ v, T−1u+v(TuP
′
0 + TvSuQ
′
0
)
(32)
=W
(
u+ v, (T−1u+v(TuP
′
0 + TvSuQ
′
0))0
)
ei(T
−1
u+v(TuP
′
0+TvSuQ
′
0))(0)
By analogy with the usual Weyl relations we introduce the notation
σ((u, P ′0), (v,Q
′
0)) := T
−1
u+v(TuP
′
0 + TvSuQ
′
0))(0) (33)
i.e. σ((u, P ′0), (v,Q
′
0)) is the degree zero coefficient of the polynomial
T−1u+v(TuP
′
1 + TvSuP
′
2) ∈ Rn[X ]. Notice that the map
((u, P ′0), (v,Q
′
0)) ≡ ((u, v), (Q′0, P ′0)) 7→ σ((u, P ′0), (v,Q′0))
is linear in the pair (Q′0, P
′
0) but polynomial in the pair (u, v). This is an
effect of the duality between p, which appears at the first power, and q, which
appears in polynomial expressions.
In order to prove the (1, n)–polynomial analogue of the classical Weyl rela-
tions (22) one has to compute the scalar factor in (32). We will compute
more generally all the coefficients of T−1u+v(TuP
′
1 + TvSuP
′
2). In view of (13)
this leads to compute the powers of the matrices TX,w given by (12).
Lemma 5 Let k ∈ {2, . . . , n} and w ∈ R\{0}. Then, the matrix of (TX,w)k,
in the monomial basis {1, X, . . . , Xn} of Rn[X ], is given by
(T
[k]
ij (w))0≤i,j≤n, where
T
[k]
ij (w) = tij(w)C
[k]
i,j (34)
the coefficients tij(w) are given by (12) and the C
[k]
i,j are inductively defined
by
C
[k]
i,j =
n∑
h=0
C
(h)
i,j C
[k−1]
i,h (35)
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where
C
(h)
i,j =
(j + 1− i)!
(h+ 1− i)!(j + 1− h)!χ{i<h<j}(h) (36)
and C
[1]
i,j = χ{i<j} for all i, j = 0, . . . , n.
Proof. We prove the lemma by induction. For k = 2, using (12) one has
tih(w)thj(w) = χ{i<h}χ{h<j}
1
h + 1
(
h+ 1
i
)
wh−i
1
j + 1
(
j + 1
h
)
wj−h
=
[
χ{i<h<j}
j!
(j + 1− i)!i!w
j−i
] (j + 1− i)!
(h+ 1− i)!(j + 1− h)!
= tij(w)C
(h)
i,j (37)
where C
(h)
i,j is given by (36). It follows that
T
[2]
ij (w) = tij(w)
n∑
h=0
C
(h)
i,j = tij(w)C
[2]
i,j
Suppose by induction that (34) is true for 2 ≤ k ≤ n− 1. Then one has
T
[k+1]
ij (w) =
n∑
h=0
T
[k]
ih (w)thj(w) =
n∑
h=0
T
[k]
ih (w)thj(w) =
n∑
h=0
tih(w)thj(w)C
[k]
i,h
From (37) it then follows that
T
[k+1]
ij (w) = tij(w)
n∑
h=0
C
(h)
i,j C
[k]
i,h = tij(w)C
[k+1]
i,j
and this proves the induction step. 
As a consequence of Theorem 1 and Lemma 5, we are able to explicitly
compute the scalar factor in the (1, n)-polynomial extensions of the Weyl
relations (32).
Proposition 2 In the notation (33), for any u, v ∈ R and for any P ′1, P ′2 ∈
Rn[X ]0 given by
P ′1(X) = α1X + . . .+ αnX
n ; P ′2(X) = β1X + . . .+ βnX
n
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one has
σ((u, P ′0), (v,Q
′
0)) =
n∑
j=0
[( 1
j + 1
(u+ v)j
n∑
m=0
(−1)mC [m]0,j
)
( ∑
j≤h≤n
{
tjh(u)αh + tjh(v)
∑
h≤k≤n
(Su)hkβk
})]
where the coefficients (Su)hk are given by (16) and with the convention
C
[0]
0,j = δj,0, α0 = β0 = 0, tjj(w) = 1, for all j = 0, . . . , n.
Proof. Let u, v ∈ R and P ′1, P ′2 ∈ Rn[X ]0 be as in the statement. Then,
using together Lemmas 3, 5 and identity (16), we show that
T−1u+v(TuP
′
1 + TvSuP
′
2)(X) = (T
−1
u+v(TuP
′
1 + TvSuP
′
2))0(X)
+
n∑
j=0
[( 1
j + 1
(u+ v)j
n∑
m=0
(−1)mC [m]0,j
)
( ∑
j≤h≤n
{
tjh(u)αh + tjh(v)
∑
h≤k≤n
(Su)hkβk
})]

Definition 4 For n ∈ N, the real Lie group with manifold
R× R× Rn[X ]0 ≡ R× Rn[X ] (38)
and with composition law given by
(u, P ′) ◦ (v,Q′) := (u+ v, T−1u+v(TuP ′ + TvSuQ′))
is called the (1, n)–polynomial extensions of the 1–dimensional Heisenberg
group and denoted Heis(1, n).
Remark 3 The left hand side of (38) emphasiyes that the coordinates
(t, u, a1, . . . , an) ∈ Rn+2 of an element of Heis(1, n) are intuitively interpreted
as time t, momentum u and coordinates of the first n powers of position
(a1, . . . , an).
Putting t = a0 is equivalent to the identification R× Rn[X ]0 ≡ Rn[X ].
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4.3 The Heisenberg algebra {i1, ip, iq}
ForN = 1 heisR(F, 1, n) is reduced to the usual Heisenberg algebra heisR(1, 1) ≡
{i1, ip, iq} and the following Proposition shows that the non–linear term
σ( · , · ) , given by (33), is given by the usual symplectic form (20). This
proves that the composition law given in Definition 4 is indeed a generaliza-
tion of the composition law of the Heisenberg group.
Proposition 3 Let P ′1(X) = α1X+α0, P
′
2(X) = β1X+β0 and let u, v ∈ R.
Then, we have
(u, P ′1) ◦ (v, P ′2) = (u, α1X + α0) ◦ (v, β1X + β0) =
=
(
u+ v, (α1 + β1)X + (α0 + β0) +
1
2
(uβ1 − vα1)
)
Proof. Let u, w ∈ R. Then, one has
Tw =
(
1 1
2
w
0 1
)
; T−1w =
(
1 −1
2
w
0 1
)
; Su =
(
1 u
0 1
)
Let P ′1(X) = α0 + α1X, P
′
2(X) = β0 + β1X . Then, from Theorem 1, the
composition law is given by
(u, P ′1) ◦ (v, P ′2) = (u+ v,Q′)
where
Q′(X) = T−1u+v(TuP
′
1 + TvSuP
′
2)(X) ≡
≡
(
1 −1
2
(u+ v)
0 1
)((
1 1
2
u
0 1
)(
α0
α1
)
+
(
1 1
2
v
0 1
)(
1 u
0 1
)(
β0
β1
))
=
=
(
1 −1
2
v
0 1
)(
α0
α1
)
+
(
1 −1
2
u
0 1
)(
1 u
0 1
)(
β0
β1
)
=
(
α0 − 12vα1
α1
)
+
(
1 1
2
u
0 1
)(
β0
β1
)
=
(
α0 − 12vα1
α1
)
+
(
β0 +
1
2
uβ1
β1
)
=
(
(α0 + β0) +
1
2
(uβ1 − vα1)
α1 + β1
)
≡
≡ (α0 + β0 + 1
2
uβ1 − 1
2
vα1) + (α1 + β1)X

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4.4 The Galilei algebra {i1, ip, iq, iq2}
In the case of n = 2, the composition law is given by the following.
Proposition 4 Let P ′1, P
′
2 ∈ R2[X ], such that P ′1(X) = α0 + α1X + α2X2
and P ′2(X) = β0 + β1X + β2X
2. Then, for all u, v ∈ R, we have
(u, P ′1) ◦ (v, P ′2) = (u+ v,Q′)
where Q′(X) = γ + βX + αX2 with
γ = α0 + β0 − 1
2
vα1 +
1
2
uβ1 +
1
6
(v − u)vα2 + 1
6
(u− v)uβ2
β = α1 + β1 − vα2 + uβ2
α = α2 + β2
Proof. From Lemma 3, the matrices of Tw and T
−1
w , in the monomial basis
{1, X,X2} of R2[X ], are given by
Tw =

 1
1
2
w 1
3
w2
0 1 w
0 0 1

 , T−1w =

 1 −
1
2
w 1
6
w2
0 1 −w
0 0 1


Moreover, identity (16) implies that
Su =

 1 u u
2
0 1 2u
0 0 1


Let P ′1(X) = α0 + α1X + α2X
2, P ′2(X) = β0 + β1X + β2X
2 and u, v ∈ R.
Then, using the explicit form of T−1u+v, Tu and Su, it is straightforward to
show that
T−1u+v(TuP
′
1 + TvSuP
′
2)(X) = γ + βX + αX
2
where α, β, γ are given in the above proposition. Finally, from Theorem 1
we can conclude. 
5 Vacuum expectations and the q-projection
method
Because of the relation (see Proposition 1)
eiα(
√
2p)eiβ(
√
2q) = ei2αβeiβ(
√
2q)eiα(
√
2p) (39)
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the Weyl algebra coincides with the complex linear span of the products
eiβ(
√
2q)eiα(
√
2p). Therefore a state on the Weyl algebra is completely deter-
mined by the expectation values of these products. In particular the Fock
state Φ is characterized by the property that the vacuum distribution of the
position operator is the standard Gaussian
√
2q ∼ N (0, 1)
Note that
eiα
√
2pΦ = eα(b
+−ib)Φ
= e−
α2
2 eαb
+
eαbΦ
= e−α
2
e
√
2α
(b++b)√
2 Φ
= e−α
2
e
√
2αqΦ,
Moreover, from Proposition 1, one has
eiα
√
2p+α
√
2q = e−α
2
e−α
√
2qeiα
√
2p
The q-projection method consists in using (40) and (7) to reduce the
problem to compute vacuum expectation values of products of the form
e−izP (q)e−iwp to the calculation of a single Gaussian integral.
In the following sub–sections we illustrate this method starting from the
simplest examples.
5.1 Vacuum characteristic functions of observables in
Heis(1, 1)
The q–projection method, applied to Heis(1, 1), gives the standard result for
the spectral measure of the Weyl operators. In fact from (40) and the CCR
it follows that
ei(α(
√
2p)+β(
√
2q))Φ = eiαβe−α
2
e(iβ−α)(
√
2q)Φ
from which one obtains
〈Φ, ei(α(
√
2p)+β(
√
2q))Φ〉 = eiαβe−α2〈Φ, e(iβ−α)(
√
2q)Φ〉 = e
−α2eiαβ√
2π
∫
R
eiβx−αxe
−x2
2 dx
=
e−
α2
2 eiαβ√
2π
∫
R
eiβxe
−(x+α)2
2 dx = e−
α2
2
[ 1√
2π
∫
R
eiβxe−
x2
2 dx
]
= e−
α2
2 e−
β2
2
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5.2 Vacuum characteristic functions of observables in
Heis(1, 2)
In this section we use the q–projection method to give a derivation of the
expression of the vacuum characteristic functions of observables in {1, p, q, q2}
different from the one discussed in [2].
Proposition 5 For all, α, β, γ ∈ R, one has
〈Φ, eiα(
√
2q)2+iβ(
√
2q)+γ(
√
2q)Φ〉 = (1− 2iα)− 12 e γ
2
2(1−2iα) e
− β2
2(1−2iα) ei
βγ
1−2iα
Proof. Put
Ψ1(β) := 〈Φ, eiα(
√
2q)2+iβ(
√
2q)+γ(
√
2q)Φ〉 = E(eiαX2+iβX+γX)
where X is a normal gaussian random variable. Then, one has
Ψ′1(β) = iE(Xe
iαX2+iβX+γX) (40)
=
1√
2π
∫
R
xeiαx
2+iβx+γxe−
x2
2 dx
Taking the changes of variables
u(x) = eiαx
2+iβx+γx, v′(x) = xe−
x2
2
Then, one gets
u′(x) = (2iαx+ iβ + γ)eiαx
2+iβx+γx ; v(x) = −e−x
2
2
This gives
E(XeiαX
2+iβX+γX) = 2iαE(XeiαX
2+iβX+γX) + (iβ + γ)E(eiαX
2+iβX+γX) (41)
Therefore, from identities (40) and (41), one has
Ψ′1(β) =
iγ − β
1− 2iαΨ1(β)
which yields
Ψ1(β) = C(α, γ)e
i βγ
1−2iα e−
β2
2(1−2iα) (42)
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where
C(α, γ) = Ψ1(0) := Ψ2(γ) = E(e
iαX2+γX)
Note that
Ψ′2(γ) = E(Xe
iαX2+γX)
=
1√
2π
∫
R
xeiαx
2+γxe−
x2
2 dx
Taking the changes of variables
h(x) = eiαx
2+γx, l′(x) = xe−
x2
2
It follows that
h′(x) = (2iαx+ γ)eiαx
2+γx, l(x) = −e−x
2
2
Then, one obtains
Ψ′2(γ) = 2iαΨ
′
2(γ) + γΨ2(γ)
This gives
Ψ2(γ) = C(α)e
γ2
2(1−2iα) (43)
where
C(α) = Ψ2(0) = E(e
iαX2) = (1− 2iα)− 12 (44)
Finally, using identities (42), (43) and (44), one obtains
〈Φ, eiα(
√
2q)2+iβ(
√
2q)+γ(
√
2q)Φ〉 = (1− 2iα)− 12 e γ
2
2(1−2iα) e
− β2
2(1−2iα) ei
βγ
1−2iα

Theorem 2 For all A, B, C ∈ R, one has
〈Φ, eit(A(
√
2q)2+B(
√
2q)+C(
√
2p))Φ〉 = (1− 2itA)− 12 e 4C
2(A2t4+2iAt3)−3|M|2t2
6(1−2iAt)
where M = B + iC.
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Proof. We have
it(Aq2 +Bq + Cp) = itCp+ itP ′(q)
where P (X) = 1
3
AX3 + 1
2
BX2. Then, Proposition 1 implies that
eit(Aq
2+Bq+Cp) = eit
P (q+tC)−P (q)
tC eitCp (45)
But, one has
P (q + tC)− P (q)
tC
= Aq2 + (tAC +B)q +
1
2
tBC +
1
3
A(tC)2 (46)
Using (45) and (46) for getting
eit(Aq
2+Bq+Cp) = eit(
1
3
A(tC)2+ 1
2
tBC)eit(Aq
2+(tAC+B)q)eitCp
It follows that
eit(A(
√
2q)2+B(
√
2q)+C(
√
2p)) = eit(
4
3
A(tC)2+tBC)eit(A(
√
2q)2+(2tAC+B)(
√
2q))
eitC(
√
2p) (47)
Therefore from (47), (40) and (40), one has
eit(A(
√
2q)2+B(
√
2q)+C(
√
2p))Φ = eit(
4
3
AC2t2+t(B+iC)C)eit(A(
√
2q)2+(2ACt+(B+iC))(
√
2q))Φ
= eit(
4
3
AC2t2+tMC)eit(A(
√
2q)2+(2ACt+M)(
√
2q))Φ (48)
where M = B + iC. Now, by taking
α = At, β = 2ACt2 +Bt, γ = −Ct
and using Proposition 5, one gets
〈Φ, eit(A(
√
2q)2+(2ACt+M)(
√
2q))Φ〉 = (1− 2iAt)− 12 e C
2t2
2(1−2iAt) e−
(2At2+Bt)2
2(1−2iAt)
e−i
Ct(2ACt2+Bt)
1−2iAt (49)
Finally, identities (48) and (49) imply that
〈Φ, eit(A(
√
2q)2+B(
√
2q)+C(
√
2p))Φ〉 = (1− 2itA)− 12 e 4C
2(A2t4+2iAt3)−3|M|2t2
6(1−2iAt)
This ends the proof. 
Using together Proposition 4 and Theorem 2, we prove the following theorem.
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Theorem 3 For all αi, βi, γi ∈ R, i = 1, 2, we have
〈eit(α1(
√
2q)2+β1(
√
2q)+γ1(
√
2p))Φ, eit(α2(
√
2q)2+β2(
√
2q)+γ2(
√
2p))Φ〉
= (1− 2i(α2 − α1)t)− 12 e
Lt4+Z1t
3+Z2t
2
6(1−2i(α2−α1)t)
where
L = −4(α1γ2 − α2γ1)[3(α1γ2 − α2γ1) + 2(α2 − α1)(γ1 + γ2)]
+4(γ2 − γ1)2(α2 − α1)2
Z1 = 12[(α2 − α1)(β1γ2 − γ1β2)− (β2 − β1)(α1γ2 − α2γ1)]
+4i[2(α2 − α1)(γ2 − γ1)2 + (γ1 + γ2)(α2γ1 − α1γ2)]
Z2 = −3(γ2 − γ1)2 + 6i(β1γ2 − γ1β2)
Proof. We have
〈eit(α1(
√
2q)2+β1(
√
2q)+γ1(
√
2p))Φ, eit(α2(
√
2q)2+β2(
√
2q)+γ2(
√
2p))Φ〉
= 〈Φ, e−it(α1(
√
2q)2+β1(
√
2q)+γ1(
√
2p))eit(α2(
√
2q)2+β2(
√
2q)+γ2(
√
2p))Φ〉 (50)
Put
P ′1(x) = −t
√
2β1x− 2tα1x2
P ′2(x) = t
√
2β2x+ 2tα2x
2
Then, Proposition 4 implies that
(−t
√
2γ1, P
′
1)(t
√
2γ2, P
′
2) = (t
√
2(γ2 − γ1), Q′) (51)
where Q′(x) = C +Bx+ Ax2 with
C = (β1γ2 − γ1β2)t2 + 2
3
(γ1 + γ2)(α2γ1 − α1γ2)t3
B =
√
2(β2 − β1)t+ 2
√
2(α1γ2 − α2γ1)t2
A = 2(α2 − α1)t
Therefore, from identities (50) and (51), one obtains
〈eit(α1(
√
2q)2+β1(
√
2q)+γ1(
√
2p))Φ, eit(α2(
√
2q)2+β2(
√
2q)+γ2(
√
2p))Φ〉
= ei((β1γ2−γ1β2)t
2+ 2
3
(γ1+γ2)(α2γ1−α1γ2)t3)
〈Φ, eit
(
(α2−α1)(
√
2q)2+((β2−β1)+2(α1γ2−α2γ1)t)(
√
2q)+(γ2−γ1)(
√
2p)
)
Φ〉
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Now, from Theorem 2, one gets
〈eit(α1(
√
2q)2+β1(
√
2q)+γ1(
√
2p))Φ, eit(α2(
√
2q)2+β2(
√
2q)+γ2(
√
2p))Φ〉
= ei((β1γ2−γ1β2)t
2+ 2
3
(γ1+γ2)(α2γ1−α1γ2)t3)(1− 2i(α2 − α1)t)− 12
e
4(γ2−γ1)2((α2−α1)2t4+2i(α2−α1)t3)−3|M|2t2
6(1−2i(α2−α1)t) (52)
where
M = (β2 − β1) + 2(α1γ2 − α2γ1)t+ i(γ2 − γ1)
Finally, using the identity (52), it is easy to show that
〈eit(α1(
√
2q)2+β1(
√
2q)+γ1(
√
2p))Φ, eit(α2(
√
2q)2+β2(
√
2q)+γ2(
√
2p))Φ〉
= (1− 2i(α2 − α1)t)− 12 e
Lt4+Z1t
3+Z2t
2
6(1−2i(α2−α1)t)
where L,Z1, Z2 are given above. 
5.3 Vacuum moments of observables in {1, p, q, q2}
In this section we use the results of the preceeding section to deduce the
expression of the vacuum moments of observables in {1, p, q, q2}. The form
of these moments was not known and may be used to throw some light on
the still open problem of finding the explicit expression of the probability
distributions of these observables.
Theorem 4 Define, for A,B,C ∈ R
X := A(
√
2q)2 +B(
√
2q) + C(
√
2p)
Then
〈Φ, XnΦ〉 =
∑
i1+2i2+...+kik=n
23nn!
i1! . . . ik!
wi11 . . . w
ik
k
where
wk =
Ak
2k
− A
k−2
4
γχ{k≥2} − A
k−3
8
βχ{k≥3} +
Ak−4
16
αχ{k≥4}
with
α =
2
3
A2C2, β =
4
3
AC2, γ = −1
2
|M |2 = −1
2
(B2 + C2)
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Proof. Recall that
E(eitX) = eϕ(t)
where
ϕ(t) = −1
2
ln(1− 2iAt) + αt
4 + iβt3 + γt2
1− 2iAt
with α, β and γ are given above. Hence, one has
E(Xn) =
1
in
( d
dt
)n∣∣∣
t=0
eϕ(t) (53)
Now we introduce the following formula (cf [9])
dn
dtn
eϕ(t) =
∑
i1+2i2+...+kik=n
22nn!
i1! . . . ik!
(ϕ(1)(t)
1!
)i1
. . .
(ϕ(k)(t)
k!
)ik
eϕ(t) (54)
Put
ϕ1(t) = αt
4 + iβt3 + γt2, ϕ2(t) = (1− 2iAt)−1,
ϕ3(t) = −1
2
ln(1− 2iAt), g(t) = ϕ1(t)ϕ2(t)
Note that
ϕ
(k)
2 (t) = (2iA)
kk!(1− 2iAt)−k−1, ϕ(k)3 (t) =
1
2
(2iA)k(k − 1)!(1− 2iAt)−k (55)
Then, one gets
g(k)(t) =
k∑
h=0
(
k
h
)
ϕ
(h)
1 (t)ϕ
(k−h)
2 (t)
Because ϕ
(h)
1 (t) = 0 for all h ≥ 5 and ϕ1(0) = ϕ′1(0) = 0, one gets
g(k)(0) =
k!
(k − 2)!γϕ
(k−2)
2 (0) + i
k!
(k − 3)!βϕ
(k−3)
2 (0) +
k!
(k − 4)!αϕ
(k−4)
2 (0) (56)
where by convention ϕ
(i−j)
2 (0) = 0 if i < j. Therefore, identities (55) and
(56) imply that
g(k)(0) = k!(2iA)k−2γχ{k≥2} + ik!(2iA)
k−3βχ{k≥3} + k!(2iA)
k−4αχ{k≥4}
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Then, for all k ≥ 1, one obtains
ϕ(k)(0)
k!
= ϕ
(k)
3 (0) + g
(k)(0)
= (2i)k
(Ak
2k
− A
k−2
4
γχ{k≥2} − A
k−3
8
βχ{k≥3} +
Ak−4
16
αχ{k≥4}
)
= (2i)kwk
where
wk =
Ak
2k
− A
k−2
4
γχ{k≥2} − A
k−3
8
βχ{k≥3} +
Ak−4
16
αχ{k≥4}
Thus, from identity (54), one has
( d
dt
)n∣∣∣
t=0
eϕ(t) =
∑
i1+2i2+...+kik=n
22nn!
i1! . . . ik!
(2i)i1+...+kikwi11 . . . w
ik
k
= in
∑
i1+2i2+...+kik=n
22n2nn!
i1! . . . ik!
wi11 . . . w
ik
k
Finally, by using identity (53) the result of the above theorem holds true. 
5.4 Vacuum characteristic functions of observables in
Heis(1, n)
From (5) and (40) we deduce that
〈Φ, eiwp+iuP ′(q)Φ〉 = 〈Φ, eiuP (q+w)−P (q)w eiwpΦ〉
= 〈Φ, eiuP (q+w)−P (q)w eiwpΦ〉
= e−w
2/2〈Φ, eiuP (q+w)−P (q)w e−wqΦ〉
Thus the q-projection method reduces the problem to an integral of the form
〈Φ, eiQ(q)Φ〉
where Q is a polynomial.
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