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The periodic crosscorrelation function of an M-sequence and a GMW-sequence that have been 
constructed from the same primitive polynomial is calculated in terms of the perodic crosscor- 
relation function of two smaller M-sequences. Along the way, a rather nice property satisfied by 
a collection of differences arising from the trace function Tr~ : GF(2n)--,GF(2 m) is described and 
a connection to sonar sequences i made. 
I. Introduction and summary 
In 1962, Gordon, Mills and Welch [1] obtained cyclic difference sets with the 
same parameters as Singer difference sets, which are obtained from the point- 
hyperplane design of a finite projective geometry [2]. Binary sequences can be de- 
fined from these difference sets by considering the 'anti-incidence' vectors (0 for 
containment, 1 for noncontainment), and the difference set property translates into 
these sequences having two-valued periodic autocorrelation functions. In the case 
of GF(2), the sequences obtained from Singer difference sets correspond to binary 
maximum period linear recursive sequences, or M-sequences [3], [4]. The difference 
sets constructed in [1] yield the GMW-sequences that are studied in [5]. In [5] the 
linear complexity, balance properties and class size of GMW-sequences are deter- 
mined. This paper calculates the periodic crosscorrelation function of an M- 
sequence and a GMW-sequence in the case that both sequences are constructed from 
the same primitive polynomial. For  sequences of period 2 n -  1, this crosscorrela- 
tion can be interpreted geometrically as the intersection sizes of hyperplanes of 
PG(n-1 ,2 )  with the subset of points of PG(n-1 ,2 )  determined by the GMW- 
difference - with the hyperplanes of PG(n-  1, 2) corresponding to the cyclic shifts 
of the M-sequence. Along the way, a rather nice property satisfied by a collection 
of differences arising from the trace function Tr~ :GF(2n)--,GF(2 m) is described 
and a connection to the sonar sequences of [6] is made. 
Let GF(2 n) represent he field with 2 n elements, and GF(2n)*=GF(2~)/{0}. 
Throughout, a denotes a primitive element of GF(2~) *, which is constructed from 
a given primitive polynomial fix) of degree n. In the case that m divides n, then 
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GF(2 m) _c GF(2 n) and a primitive element y of GF(2m) * is given by y = aT, where T= 
(211- 1)/(2 m-  1). For any positive integer n, Z(n) denotes the set {0, 1, 2 . . . . .  n -  1}. 
When needed, 77(n) can be regarded as the set of residues modulo n. 
The trace function Trn :GF(2n)~GF(2  m) is defined by 
n/m 1 
Try(x)= ~ x 2''~. 
i -0 
It is easily verified that the trace function has the following mathematical properties: 
rl I1 2 mi (1) Trm(x)=Trm(X ), for all x~GF(2n),  for all i. 
(2) Yr~(ax+by)=aTr~n(x)+b Yr~(y), for all a,b~GF(2 m) 
and x,y e GF(211). 
(3) The equation y rn(x )=b for any fixed element bEGF(2 m) has 
exactly 2 n- m solutions x ~ GF(2 n). 
(4) TrT(x)=Yr~(Tr~(x)), for all x~GF(2n).  
An M-sequence of span n can be defined in terms of the trace function TrT. In 
particular, let s=(s0, sl . . . . .  $2n_2) be the sequence of period 2 n -  1 defined by 
si=Tr~(ai), ic77(211-1). Then s is the M-sequence generated by the minimal 
polynomial f(x) of ~, and property (1) of the trace function shows that s is the 
characteristic phase, i.e., s2i=si, i~2~(2 n -  1). It is well known [1,4] that if m 
divides n, then an M-sequence of span m can be associated with s. Indeed, let the 
M-sequence u=(uo, u ~ . . . . .  U2m_2) of span m be defined by ui=Trr~(yi), 
i~Y(2 m- 1). If the terms of s are arranged in a (2 m-  1)x T array A(s), which has 
(i,j) entry A(s)(i,j)=siT+j, i~_(2 m- 1), j~_(T) ,  then the columns of A(s) are 
shifts Eku of the sequence u. Here E is the shift operator, i.e., Eu is the sequence 
with (Eu)i = ui+ 1, i ~ 2~(2 m - 1). 
Given integers m and n with m dividing n and an integer with (r, 2 m-  1)-- 1, the 
GMW-sequence with respect to the primitive polynomial f(x) of a, denoted by 
GMW(n,m;r) or briefly g=(go, gl . . . . .  g2"-2), is the sequence defined by gi = 
Tr'~(Tr~n(ai)r). The corresponding array A(g), with A(g)(i,j)=giv+j, has as its 
columns shifts of the sequence o=(Oo, Vl . . . . .  Ozm 2) where oi=Trr~((yri), i t  
Z(2 m-  1). As such, o is the M-sequence obtained by decimating the M-sequence u
by the integer r and the notation o = u[r] is used. 
The purpose of this paper is to compute the periodic crosscorrelation function of 
s and g in terms of the periodic crosscorrelation of the smaller M-sequences u and 
o = u[r]. The advantage is that much is known about the crosscorrelation function 
of M-sequences. Section 2 examines the shifts involved in the columns of A(s) and 
A(g). These shifts turn out to have rather nice difference properties, which are in- 
teresting in their own right. Section 3 uses these difference properties to compute 
the periodic crosscorrelation function of s and g. 
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2. The shift sequence 
Let f(x) be a primitive polynomial  of  degree n, m an integer dividing n, and a 
a root o f f (x )  - a is a primitive element of GF(2n). For k~ 7/(2 n -  1) define 
i 
oo, if Trr~(ak)=0,  
e k = 
e, if Tr,~(ak):~0 and Tr,~(ak) = y e. 
The sequence e= (e 0, el . . . . .  e2. 2) is called the shift sequence associated with the 
polynomial  f(x). In fact the shift sequence is determined by its first T terms. For 
k~Z(2  n -  1) write k=iT+j  where i~Y_(2 m-  1) and j~Y(T) .  Then 
Trr~(ot k) = Trn(air+J)  = yrn(y ia  j) = yiyrn(aJ) .  
I f  Tr,~(otJ)=0, i.e. ej=oo, then ek=oo; otherwise, Tr~n(ak)=yifJ=y ej+i, so 
ek=ej+i. 
The terms of e ~°)= (e 0, el . . . . .  eT-l) also give the shifts of the M-sequence of span 
m which comprise the columns of A(s). For i~2~(2 m-  1) and j~7/(T),  
A (s)(i,j) = $iT+j = Tr(a iT+j) = Tr~n(Tr,nn(}'iaJ)) = Tr~n (}'iTrn (or J)). 
I f  Trm(a j) = 0, i.e. ej = co, then A(s)(i, j)= 0 for i e 2(2 m-  1), and the j th  column of  
A(s) is identically zero. Otherwise, Tr ,~(a J )=y ej and A(s)(i,j)=Yr~(yiye;)= 
Tr  m.  i+ej .  _ u l tY ) -  i+ej, and so the j th  column of  A(s) is EeJu. 
Similarly, the shifts of  u involved in the columns of  A(Eks), keT/(2 n -  1), are 
given by e(~)=(ek,ek+l . . . . .  ek+r_l ) .  Similar results hold for A(g) and the M- 
sequence o=u[r], which comprises its columns. For iEY(2 m-  1) and je7/ (T)  
m n iT+j  r A(g)(i, j)=gir+j=Trl (Trm(Ot ) )=Yr~n((yiTrn(aj))r). 
I f  Tr,~(ce j) =0,  i.e., ej = ~,  then A(g)(i,j) =0 for icY_(2 m - 1), and the j th  column 
of  A(g) is identically zero. Otherwise, Tr~,(a j) = ye~ and A(g)(i, j)= Tr~((yi+e~) r) = 
Oi+e;, and so the j th  column of A(g) is EeJo=EeJu[r]. 
GF(2 n) can be viewed as an n/m-dimensional vector space over GF(2m). As such, 
GF(2 n) can be used to define either PG((n/m)- l ,2m),  the finite projective 
geometry,  or EG(n/m,2m), the finite affine geometry. The projective viewpoint is 
taken in the first theorem, which expands on Lemma 1 of [5], while the affine view- 
point is used in the second theorem to establish some important properties atisfied 
by the differences of the shift sequence. In the latter context, the following conven- 
t ion for any finite number a is used: a + oo = oo + co = ~.  
Theorem 1. Let e= (e0, el . . . . .  e2 ._2)  be the shift sequence associated with the 
primitive polynomial f(x). I f  do, u1 .. . . .  aT- I represent the points of  
PG((n/m)- l ,2m),  then H={ai :e i=oo} is a hyperplane, or D={i :e i=m} is a 
Singer difference set with parameters v = T, k = (2 n -m-  1)/(2 m-  1) (the number of  
oo "s in T consecutive terms of e) and )t = (2 n zm_ 1)/(2 m - 1). 
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Proof.  H is the kernel of the GF(2m)-linear map Tr~ and that D is such a dif- 
ference set is Singer's theorem [2]. [] 
Theorem 2. Let e=(e0,e I . . . . .  e2._2) be the shift sequence associated with the 
primitive polynomial f(x). For f ixed keZ(2  n -  I), k4:0 (rood T), the list of  dif- 
ferences (ej + k -e j  (mod 2 m-  1): j e 77(T)) contains each element of  Z(2 m-  1) exact- 
ly 2 n -  Em times. 
Proof. Since eir+j = ej + i, i ~ 7/(2 m - 1), j E Z(T), the list of differences (ej + k - ej 
(mod2m-1) :  j~Z(T) )  is identical to the list of differences (eir+j+~-eir+j 
(mod 2 m-  1): j~  7/(T)). So it is sufficient to show that each element of Z(2 m-  1) 
occurs exactly (2 m-  1)(2 n-2m) times among the differences (ey+k-ej (mod 2 m-  1): 
j ~ 77(2 n - 1)). 
Regard the elements of GF(2 n) as points of EG(n/m,2m). For fixed 
aeZ(2  m-  1), let D~= {jeT/(2 n -  1): ej =a} and consider the differences (ej+k-ej 
(mod2 m- l ) :  jeDo) .  Then Z ={a j : j eD~}={a s:Tr~,(a j )=ya} is an affine 
( (n /m) -  1)-flat, or hyperplane, which can be more compactly represented by D a. 
D~ c_ Z(2 n -  1) is the affine analog of a Singer difference set and its properties are 
described in [7]. In particular, for keZ(2n-1) ,  the translate Da+k similarly 
represents an affine hyperplane. Now for b e Z(2 m-  1), D b represents an affine hy- 
perplane and D b f') D~ + k :g O. This because D~ + k, D~ + k + T, .... D a + k + (2 m - 2) T 
plus one other hyperplane through 0 6 GF(2 ~) form the parallel pencil of hyper- 
planes containing Da + k, and D b is not one of these hyperplanes since D O = D~ + iT 
for some i~Z(2 m-  1), and k~0 (mod T). The size of Dbf)Da+k, an ( (n /m) -2) -  
flat, is exactly (2m)(n/m)-2=2n-2m. For i~Dbf3Da+k, ei=b and i= j+k ,  where 
ey=a. Thus b-a  occurs as a difference 2 n-2m times in the form ei-ey =ei+k-ey,  
once for each i eD j )Da+k.  Here a is fixed, and as b ranges over all elements of 
z (2m-1) ,  then so does the difference b-a .  This shows that each element of 
z (2m-1)  occurs as a difference exactly 2 n-2m times in the list (ey+k-ej 
(mod2m-1) :  jeD~) .  Finally, as a is allowed to range over all elements of 
77(2 m-  1), since 
Z(2 n -  1)= [..J Da, 
~/e ~2m iU{ oo } 
each element of 2~(2 m-  1) occurs as a difference in the list (ej+e-ej (mod 2 m-  1): 
je  2~(2 n -  1)) exactly (2 m-  1)(2 n-zm) times, establishing the result. [] 
Remark 1. Apparently the list (ej+k-ej (mod 2" -  1): j eZ(T) )  contains oo exactly 
T- (2  m-  1)(2n-2m)=(2 n-m+l -2  n-2m- 1)/(2 m-  1) times, which agrees with the 
value of 2k -2  from Theorem 1. 
Remark 2. When n=2m,  the list (eo, e~ . . . . .  eT 1) contains a single oo at e0. Also 
for k ~ { 1, 2 . . . . .  T -  1}, by Theorem 2, the list of differences (ej+k- ej (mod 2 m - 1): 
j e  {1,2 . . . . .  T -1})  contains each element of Y(2 m-  1) exactly once. Thus the se- 
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quence  (e l ,e2 , . - - ,e r_ l )  o f  e lements o f  Z(2 m-  1) satisfies the difference triangle 
algorithm of  [6] and can be used to def ine a (2 m - 1) × (T -  1) sonar sequence (here 
T -  1 =2m) .  See [6] for  the detai ls.  
Remark  3. Al l  the results o f  this sect ion are val id i f  Trnm is replaced by any GF(2m) -
l inear  map L : GF(2  n) ~ GF(2  m). 
Example  1. n=6,  m=3,  r=3, f (x )=x6+xS+x4+x+l ,  T=9.  
The  shift sequence for this case is determined by 
(e0, el, e2 . . . . .  es) = (0% 6, 5, 5, 3, 0, 3, 4, 6). 
Tab le  1 gives the d i f ferences computed  in Theorem 2. The numbers  in Tab le  1 above  
the d iagonal  o f  ~ 's  are the result o f  the d i f ference tr iangle a lgor i thm of  [6]; Fig. 
1 gives the 7 × 8 sonar  sequence for  this case. This pat tern  has the proper ty  that  in 
any pos i t ion reachable  by hor izonta l  and vert ical  noncyc l ic  shift ing,  other  than the 
or ig inal  pos i t ion,  the pat tern  will over lap  with the or ig inal  in at most  one dot  
locat ion.  
Table 1. The differences for Example 1. 
k (ej+k-e j (mod 7): j e  Z(9)) 
1 ¢~ 6 0 5 4 3 1 2 
2 ~ 6 5 2 0 4 3 co 1 
3 ~ 4 2 5 1 6 ~ 3 0 
4 ~ 1 5 6 3 ~ 4 2 0 
5 ~ 4 6 1 ~ 0 3 2 5 
6 ~ 5 1 ~ 4 6 3 0 2 
7 ~ 0 co 2 3 6 1 4 5 
8 ~ oo 2 1 3 4 5 0 6 
1 2 3 4 5 6 7 8 
6 • • 
5 • • 
4 • 
3 • • 
2 
1 
0 • 
Fig. 1. 7 × 8 sonar sequences for Example 1. 
3.  The  c rosscor re la t ion  o f  an  M-sequence  and  assoc ia ted  GMW-sequences  
The periodic crosscorrelation function s * g of  b inary sequences 
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$ = (So, S1 . . . . .  S2n- 2) 
is defined for k6Z(2  ~-  1) by 
s * g(k) = (Eks, g), 
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and g=(go, gl . . . . .  g2~-2) 
where (a, b) is the ordinary inner product over 7/of  the vectors a and b. The periodic 
crosscorrelation distribution of s and g is denoted by 
D(s *g)=Oa°la'2 a2 . . . .  (jaJ: j=0 ,  1,2 .... ) 
where j~  means that the value j occurs aj times in the range of s*g .  
Theorem 3. Let n, m and r be integers with m dividing n and (r,2 m-  1)= 1. Let s 
be an M-sequence o f  span n and g= GMW(n, m; r) a GMW-sequence based on the 
same primit ive polynomial  f (x) ,  which has degree n. Let u be the M-sequence o f  
span m associated with s and o = u[r] the M-sequence o f  span m associated with g. 
Then fo r  k~Z(2  n -  1) 
(2n-mu*o( i ) ,  i f  k= iT ,  i~7/(2m--1), 
S * g(k) = (2  ~- 2, otherwise. 
I f  D(u * o) = (jaj: j = O, 1, 2 ... .  ), then 
f ( j2n-m)aj'  m i f  j -~ 2m- 2' 
D(s*g)= ((2n 2)a J+2"-2  , i f j=zm-2 .  
Proof .  For k ~ Z(2 ~-  1), the values of  s*g(k )= (Eks, g) can be computed column 
by column from the arrays A(Eks)  and A(g). I f  e=(e0,e  1 . . . . .  e2, -2) is the shift 
sequence associated with the polynomial f (x) ,  then e (k) = (ek, ek + 1 . . . . .  ek + r -  1) gives 
the shifts of  u for the columns of A(Eks) ,  while e(°)=(e0,el . . . . .  eT 1) gives the 
shifts of  o for the columns of A(g). So, 
s *g(k) = (Eeku, Ee°o) + (Eek+lU, ECho) + "'" + (E ek+r "u, E e~ '0) 
= (E  ek e°u, O) + (E e~÷l e'u, o) +""  + (E  ek+ r , -er 'u, O). 
Now there are two possibilities: 
Case 1: k=iT ,  iE7/(2 m-  1). 
In this case, for j cZ(T ) ,  
ek+j_e j=e i r+ j_e j=e j+ i_e j= I  l whenotherwise.ej=ek+j=~, 
By Theorem 1, ee+j -  ej = ~ occurs (2 ~ m_ 1)/(2 m_ 1) times and the correspond- 
ing columns of A(Eks)  and A(g) are identically zero, and there is no contribution 
to s*g(k) .  The other case ek+j -e j  = i occurs, therefore, T- (2  n -m-  1)/(2 m-  1)= 
(2 n -  1)/(2 m-  1 ) - (2  n-m-  1)/(2 m-  1)= 2 ~-m times, and so 
s *g(k) = 2n-m(E iu ,  o) = 2 n mu * o(i). 
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Case 2: k~iT,  i eZ(2  m-  1). 
By Theorem 2, each element of  7/(2 m-  1) occurs as a difference in (ek+j-e j 
(mod 2 m -- 1) :  jeY(T))  exactly 2 n-2m times. I f  the difference k+j-e j = oo, then at 
least one of ek+j or eg is 0% so that at least one of the j th  columns of  A(E~s) or 
A(g) is identically zero, and there is no contribution to s*g(k) in this case. So 
2 ~ - 2 2 m 2 
s*g(k)= ~ 2n-Zm(Eau, o)=2n 2rn ~ (Eau, o). 
a-O a -O 
V2" 2¢EaU 0), each 1 in u is eventually matched with each 1 in o, so In the sum ,-,a=o , ,
that 
2m-2  
(Eau, O) = (2 m - 1 )(2 m - 1 ) = 22m - 2. 
a-O 
Thus, 
s *g(k) = (2n-2m)(2 m-2 ) = 2 n -2 .  
Finally, it is easy to see that the crosscorrelation distribution D(s * g) has the form 
given in the statement of  the theorem. [] 
Example 2. n=6,  m=3,  r=3,  f(X):X6"+X5+X4+X+ 1. 
The M-sequences of  span 3 involved in this case have characteristic phases given 
by u= 1001011 and u=u[3]= 
-0111 
0111 
0011 
A~)= 0000 
0100 
0011 
0100 
Not ice that thesh i f l s  
1110100. 
11101 
0001 1 
10110 
11110 
10101 
01000 
01011 
involved in the 
TheTx9arraysA(s) andA~)are: 
-0  0 0 0 0 1 0 1 0- 
010011101 
011101001 
, A~)= 0 1 1 1 0 0 0 1 1 
001111110 
010010111 
001110100 
columnsofA(s) andA~)arerespectively 
0% 6, 5, 5, 3, 0, 3, 4, 6 - the shift sequence of  Example 1. The periodic crosscorrelation 
distribution of  u and o is D(o* o)= 112333, so Theorem 3 implies that D(s.g)= 
811654243. 
4. Conclusion 
I f  an M-sequence and a GMW-sequence are constructed using the same primitive 
polynomial, then their periodic crosscorrelation function can be computed using 
two smaller M-sequences. If the primitive polynomials involved are different (but 
of  the same degree), then the problem becomes more complicated. A related pro- 
blem is to consider the periodic crosscorrelation between GMW-sequences con- 
structed using different primitive polynomials. It would be desirable to reduce either 
o f  these problems to a calculation involving just M-sequences. 
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