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Introduction
SoitX une varie´te´ de Poisson quelconque. Le the´ore`me de formalite´
de M. Kontsevich [8] Th.6.4 montre l’existence d’un L∞-quasi-isomor-
phisme entre deux alge`bres de Lie diffe´rentielles gradue´es naturelle-
ment associe´es a` la varie´te´ X. Plus pre´cisement, ces deux alge`bres
g1 et g2 sont respectivement, celle des polychamps de vecteurs sur X
munie de la diffe´rentielle nulle et du crochet de Schouten-Nijenhuis
et celle des ope´rateurs polydiffe´rentiels munie de la diffe´rentielle de
Hochschild et du crochet de Gerstenhaber.
Lorsque la varie´te´ X est le dual d’une alge`bre de Lie re´elle de di-
mension finie g il existe sur X une structure de Poisson canonique
induite par le crochet de Kirillov-Kostant. Dans ce cas particulier la
structure de Poisson est line´aire (les coefficients du bivecteur corre-
spondant sont des fonctions line´aires). Le the´ore`me de la formalite´ im-
plique alors l’existence d’un isomorphisme d’alge`bres entre l’ensemble
S(g)g des polynoˆmes g-invariants sur g∗ et le centre Z(g) de l’alge`bre
enveloppante de g.
Cet isomorphisme est donne´ par la diffe´rentielle du L∞-quasi-
isomorphisme de Kontsevich restreinte aux 0-cohomologies tangentes
des alge`bres g1 et g2 associe´es a` X = g
∗.
De plus cet isomorphisme co¨ıncide avec l’isomorphisme de Duflo [8].
Dans la pre´sente note nous montrons que cet isomorphisme se pro-
longe en cohomologie tangentielle de plus haut degre´. Ce re´sultat con-
firme une conjecture de B.Shoikhet [14, 15].
1 Rappels et Notations
1.1 Alge`bre des polychamps de vecteurs
Soit X une varie´te´ de classe C∞. On lui associe deux alge`bres de
Lie diffe´rentielles gradue´es. La premie`re alge`bre de Lie diffe´rentielle
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gradue´e g1 = Tpoly(X) est l’alge`bre gradue´e des polychamps de
vecteurs sur X :
T npoly(X) := Γ(X,Λ
n+1TX), n ≥ −1
munie du crochet de Schouten-Nijenhuis [ , ]SN et de la diffe´rentielle
d := 0.
Rappelons tout d’abord que le crochet de Schouten-Nijenhuis est
donne´ pour tous k, l ≥ 0 , ξi, ηj ∈ Γ(X,TX) par ([9]) :
[ξ0 ∧ · · · ∧ ξk, η0 ∧ · · · ∧ ηl]SN =
k∑
i=0
l∑
j=0
(−1)i+j [ξi, ηj ]∧
ξ0 ∧ · · · ∧ ξi−1 ∧ ξi+1 ∧ . . . ∧ ξk ∧ η0 ∧ · · · ∧ ηj−1 ∧ ηj+1 ∧ · · · ∧ ηl
Et pour k ≥ 0 et h ∈ Γ(X,OX ), ξi ∈ Γ(X,TX) :
[ξ0 ∧ · · · ∧ ξk, h]SN =
k∑
i=0
(−1)iξi(h) · (ξ0 ∧ · · · ∧ ξi−1 ∧ ξi+1 ∧ . . . ∧ ξk) .
Le symbole [ξi, ηj ] de´signe le crochet standard des champs des vecteurs,
i.e. la de´rive´e de Lie Lξi(ηj).
Pre´cisons ici que nous adoptons la convention de [11] l’identifica-
tion des poly-champs de vecteurs avec les tenseurs anti-syme´triques.
Les produits ξ1 ∧ . . . ∧ ξk s’identifient avec
1
k!
∑
σ∈Sk
sgn(σ)ξσ1 ⊗ · · · ⊗ ξσk .
Cette convention est diffe´rente de celle de [8] §6.3 mais sera compense´e
par une autre convention dans la de´finition des poids.
Nous renvoyons le lecteur vers [8] §4.6.1 et [2] IV.2 pour une autre
interpre´tation du crochet de Schouten-Nijenhuis en termes des varia-
bles impaires.
1.2 Alge`bre des ope´rateurs polydiffe´rentiels
La deuxie`me alge`bre de Lie diffe´rentielle gradue´e associe´e a` X est
celle des ope´rateurs polydiffe´rentiels g2 = Dpoly(X) vue comme une
sous-alge`bre du complexe de Hochschild de´cale´ de l’alge`bre des fonc-
tions sur X.
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On de´finit sur Dpoly(X) une graduation donne´e par |A| = m − 1
ou` A ∈ Dpoly(X) est un ope´rateur m−diffe´rentiel.
La composition de deux ope´rateurs A1 ∈ D
m1
poly(X) et A2 ∈ D
m2
poly(X)
s’e´crit pour fi ∈ OX :
(A1 ◦ A2)(f1, . . . , fm1+m2−1) =
m1∑
j=1
(−1)(m2−1)(j−1)A1(f1, . . . , fj−1,
A2(fj, . . . , fj+m2−1), fj+m2 , . . . , fm1+m2−1).
Cette ope´ration de composition permet de de´finir le crochet de Ger-
stenhaber comme suit :
[A1, A2]G := A1 ◦ A2 − (−1)
|A1||A2|A2 ◦ A1.
La diffe´rentielle dans Dpoly(X) s’e´crit alors
dA = −[µ,A]G,
ou` µ est l’ope´rateur bi-diffe´rentiel de multiplication des fonctions :
µ(f1, f2) = f1f2.
Notons que cette diffe´rentielle est lie´e a` celle de Hochschild dH par
la relation
dH(A) = (−1)
|A|+1dA.
Ce choix de signe fait de (Dpoly(X), d, [ , ]G) une alge`bre de Lie
diffe´rentielle gradue´e.
1.3 The´ore`me de formalite´ de M. Kontsevich
L’application U
(0)
1 : Tpoly 7→ Dpoly donne´e par
U
(0)
1 : (ξ0, . . . , ξn) 7→
f0 ⊗ · · · ⊗ fn → ∑
σ∈Sn+1
sgn(σ)
(n+ 1)!
n∏
i=0
ξσ(i)(fi)

(1.1)
pour n ≥ 0 et par f 7→ (1 → f) pour f ∈ Γ(X,OX ) est un quasi-
isomorphisme des complexes. C’est une version du the´ore`me de Kostant-
Hochschild-Rosenberg ([8] §4.6.1.1).
Rappelons brie`vement la construction du L∞-quasi-isomorphisme
de Kontsevich en suivant la pre´sentation de [8, 2, 11].
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Conside´rons les alge`bres de´cale´es g1[1] et g2[1] comme des varie´te´s
formelles gradue´es, pointe´es (cf [8], [2] III.2). Chacune des coge`bres
sans co-unite´
S+
(
gi[1]
)
=
⊕
n≥0
Sn
(
gi[1]
)
, i = 1, 2
posse`de une code´rivation Qi de degre´ 1 de´finie par la structure d’alge`bre
de Lie diffe´rentielle gradue´e1 de gi et telle que [Q
i, Qi] = 0. Le the´ore`me
de la formalite´ peut eˆtre e´nonce´ alors de la fac¸on suivante.
The´ore`me 1.1. Il existe un L∞-quasi-isomorphisme entre les varie´te´s
formelles gradue´es pointe´es g1[1] et g2[1], i.e. un morphisme de coge`bres
U : S+
(
g1[1]
)
→ S+
(
g2[1]
)
tel que
U ◦Q1 = Q2 ◦ U
et tel que la restriction de U a` g1[1] ≃ S
1(g1[1]) est le quasi-isomorphisme
de complexe de cochaˆınes U
(0)
1 donne´ par (1.1).
Cette construction est base´e sur la re´alisation explicite du L∞-
quasi-isomorphisme U dans le cas plat, dont nous allons a` pre´sent
rappeler la construction. Nous suivons la pre´sentation de [8] chapitres
5 et 6.
Plac¸ons nous dans le cas ou` la varie´te´ X est l’espace vectoriel Rd.
D’apre`s la proprie´te´ universelle des coge`bres, cocommutatives le L∞-
quasi-isomorphisme U est entie`rement de´termine´ par ses ”cœfficients
de Taylor”
Uk : S
k(g1[1]) → g2[1],
avec k ≥ 1 obtenus en composant U avec la projection canonique
π : S+(g2)→ g2. On notera U cette composition.
1D’apre`s [2] on doit remplacer le crochet de Schouten par l’oppose´ du crochet pris dans
l’ordre inverse. Ce crochet co¨ıncide avec le crochet de Schouten modulo un signe moins
lorsque deux e´le´ments impairs sont en jeu. Remarquons qu’alors le cœfficient de Taylor
Q12 de´fini sur S(g1[1]) vaut alors pour γ1 = ξ1 ∧ . . . ∧ ξk1 et γ2 = η1 ∧ . . . ∧ ηk2 :
Q12(γ1.γ2) =
∑
1≤r≤k1
1≤s≤k2
(−1)r+s+k1−1[ξr , ηs] ∧ ξ1 ∧ . . . ξ̂r ∧ . . . ξk1 ∧ η1 ∧ . . . η̂s ∧ . . . ηk2 ,
ce qui est conforme a` la formule de [8] §4.6.1.
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Ces cœfficients de Taylor Un sont de´finis a` l’aide des graphes de
Kontsevich et de leurs poids dont nous rappelons brie`vement la con-
struction afin de rendre le texte plus autonome et de fixer quelques
conventions.
Soit Gn,m l’ensemble de graphes e´tiquete´s, oriente´s ayant n som-
mets du premier type (sommets ae´riens) et m sommets du deuxie`me
type (sommets terrestres) tels que :
1. Toutes les areˆtes partent des sommets du premier type.
2. Le but d’une areˆte est diffe´rent de sa source (pas de boucles).
3. Il n’y a pas d’areˆtes multiples (meˆme source, meˆme but).
On dira qu’un tel graphe est admissible. Par e´tiquetage d’un graphe
admissible Γ on entend un ordre total sur l’ensemble EΓ des areˆtes de
Γ compatible avec l’ordre de l’ensemble des sommets.
Soit Γ ∈ Gn,m un graphe admissible e´tiquete´, on note sk le nombre
d’areˆtes partant du sommet du premier type ayant le nume´ro k. A
tout n-uplet (α1, . . . , αn) de polychamps de vecteurs sur X tels que
pour tout k = 1, . . . , n l’e´le´ment αk soit un sk-champ de vecteurs, on
associe, suivant [8] §6.3 un ope´rateur m-diffe´rentiel
BΓ(α1 ⊗ · · · ⊗ αn),
construit de la fac¸on suivante : on de´signe par {e1k, . . . , e
sk
k } le sous-
ensemble ordonne´ de EΓ des areˆtes partant du sommet ae´rien k. A
toute application I : EΓ → {1, . . . , d} et a` tout sommet x du graphe
Γ (de type ae´rien ou terrestre) on associe l’ope´rateur diffe´rentiel a`
cœfficient constant :
DI(x) =
∏
e=(−,x)
∂I(e),
ou` pour tout i ∈ {1, . . . , d} on de´signe par ∂i l’ope´rateur de de´rivation
partielle par rapport a` la i-e`me variable. Le produit est pris pour
toutes les areˆtes qui arrivent au sommet x.
On de´signe par αIk le cœfficient (suivant la convention sur le produit
exte´rieur) :
αIk = α
I(e1
k
)···I(e
sk
k
)
k = 〈αk, dxI(e1k)
∧ · · · ∧ dx
I(e
sk
k
)〉
= 〈αk, dxI(e1
k
) ⊗ · · · ⊗ dxI(esk
k
)〉.
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On pose alors :
BΓ(α1⊗· · · ⊗αn)(f1⊗· · · ⊗ fm) =
∑
I:EΓ→{1,...,d}
n∏
k=1
DI(k)α
I
k
m∏
l=1
DI(l)fl.
Le cœfficient de Taylor Un est donne´ par la formule :
Un(α1, . . . , αn) =
∑
Γ∈Gn,m
wΓBΓ(α1 ⊗ · · · ⊗ αn), (1.2)
ou` la somme porte sur les graphes admissibles Γ pour lesquels l’ope´rateur
BΓ(α1 ⊗ · · · ⊗ αn) est bien de´fini et l’entier m est relie´ a` n et aux αj
par la formule
m− 2 =
n∑
k=1
sk − 2n. (1.3)
Le cœfficient wΓ est un certain poids associe´ a` chaque graphe Γ.
Alors Un(α1, . . . , αn) est un ope´rateur m−diffe´rentiel.
Le poids wΓ est nul sauf si le nombre d’areˆtes |EΓ| du graphe Γ
est pre´cise´ment e´gal a` 2n+m− 2. Il s’obtient en inte´grant une forme
ferme´e ΩΓ de degre´ |EΓ| sur une composante connexe de la compact-
ification de Fulton-McPherson d’un espace de configurations qui est
pre´cise´ment de dimension 2n + m − 2 (voir [6] et [8] §5). Ce poids
de´pend lui aussi d’un ordre sur l’ensemble des areˆtes, mais le produit
wΓ · BΓ n’en de´pend plus.
Plus pre´cise´ment on de´signe par Confn,m l’ensemble des
(p1, . . . , pn, q1, . . . , qm)
ou` les pj sont des points distincts appartenant au demi-plan de Poincare´ :
H+ = {z ∈ C, Imz > 0},
et ou` les qj sont des points distincts sur R vu comme le bord de H+.
Le groupe :
G = {z 7→ az + b avec (a, b) ∈ R et a > 0}
agit librement sur Confn,m. Le quotient :
Cn,m = Confn,m/G (1.4)
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est une varie´te´ de dimension 2n +m− 2. Dans [8] §5, M. Kontsevich
construit des compactifications Cn,m de ces varie´te´s de configurations.
Ce sont des varie´te´s a` coins de dimension 2n+m− 2.
Pour tout graphe Γ ∈ Gn,m on de´finit une fonction d’angle :
ΦΓ : Cn,m −→ (R/2πZ)
|EΓ| (1.5)
de la fac¸on suivante : on trace le graphe dansH+ en reliant les sommets
par des ge´ode´siques pour la me´trique hyperbolique, et a` chaque areˆte
e = (p, q) on associe l’angle ϕe = Arg
(
q−p
q−p¯
)
que fait la demi-droite
verticale issue de p avec l’areˆte e (voir figure [1]).
ϕ
e
Fig. 1 – Fonction d’angle
En choisissant un ordre sur les areˆtes ceci de´finit ΦΓ sur Cn,m et
on ve´rifie que cette application se prolonge a` la compactification. Soit
ΩΓ la forme diffe´rentielle Φ
∗
Γ(dv) sur Cn,m ou` dv est la forme vol-
ume normalise´e sur (R/2πZ)|EΓ|. Soit C
+
n,m la composante connexe de
Cn,m ou` les q1, . . . , qm sont range´s par ordre croissant. Les orienta-
tions naturelles du demi-plan H+ et de R de´finissent une orientation
de Conf+n,m, et par passage au quotient une orientation naturelle de
C
+
n,m, car l’action du groupe G pre´serve l’orientation. On de´finit alors
le poids wΓ par :
wΓ =
∫
C
+
n,m
ΩΓ. (1.6)
Remarque : Ce poids est un peu diffe´rent du poids de´fini par M. Kont-
sevich dans [8] § 6.2 : nous ne multiplions pas l’inte´grale par le facteur(∏n
k=1
1
sk!
)
. Cette convention est compense´e par celle sur les sur le
produit exte´rieur.
Soit Γ un graphe admissible dans Gn,m. Le groupe Ss1 × · · · ×Ssn ,
produit des groupes de permutations des areˆtes attache´s a` chaque
sommet, agit naturellement sur Γ par permutation de l’e´tiquetage des
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areˆtes. Il est clair que l’on a :
Bσ.Γ = ε(σ)BΓ
wσ.Γ = ε(σ)wΓ,
de sorte que le produit wΓ ·BΓ ne de´pend pas de l’e´tiquetage.
1.4 Quasi-isomorphisme tangentiel et la for-
mule d’homotopie
Soit γ ∈ Tpoly(R
d)[1] un 2−champ de vecteurs tel que γ[−1] ve´rifie
l’e´quation de Maurer-Cartan dans Tpoly(R
d). C’est donc un 2−champ
de vecteurs de Poisson. Le L∞-quasi-isomorphisme introduit par M.
Kontsevich permet de construire, a` partir de ~γ, un star-produit ⋆~γ
de la manie`re suivante :
⋆~γ = µ+ U(~γ) = µ+
∑
n≥1
~
n
n!
Un(γ, . . . , γ), (1.7)
ou` ~ est un parame`tre formel. Nous allons e´tudier en de´tail les pro-
prie´te´s de la de´rive´e du L∞-quasi-isomorphisme U au point ~γ.
Pour cela nous suivons la pre´sentation de [12].
Nous avons rappele´ en (1.4) la de´finition des compactifications des
espaces de configurations Cn,m. Comme une variation de ces objets
Mochizuki conside`re les espaces Xℓn,m de´finis pour tout entier positif
ℓ de fac¸on suivante.
Soit φ l’isomorphisme naturel entre CRℓ+1,0 espace de configura-
tions re´elles et l’inte´rieur du (ℓ − 1)-simplexe standard
◦
∆ ℓ−1, donne´
par φ(x) = (p0(x) = 0, . . . , pℓ(x) = 1). On obtient ainsi l’applica-
tion ψ :
◦
∆ ℓ ≃
◦
∆ ℓ−1 × R+ → Cℓ+1,0 de´finie par ψ(x, t) = (p0(x) +
it, . . . , pℓ(x) + it).
Notons alors
◦
X ℓn,m = C
+
n,m×Cℓ+1,0
◦
∆ ℓ et Xℓn,m son adhe´rence dans
Cn,m. On obtient ainsi une varie´te´ a` coin de dimension 2n+m−2− ℓ.
On ge´ne´ralise la notion d’un graphe admissible. On dira qu’un
graphe admissible Γ est de type (n,m, e) si le cardinal de l’ensemble
de ces points ae´riens ♯V 1Γ = n, celui de l’ensemble des points terrestres
♯V 2Γ = m et le nombre d’areˆtes est e´gal a` e.
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Un graphe Γ est dit ℓ-admissible (ℓ ∈ N) si Γ est admissible de
type (n,m, e) et V 1Γ = V
1,1
Γ ⊔ V
1,2
Γ tels que
a. V 1,1Γ = {1, . . . , ℓ+ 1}
b. Pour tout couple (i, j) ⊂ V 1,1Γ il n’existe pas d’areˆte les reliant.
On noteraGℓ,kn,m l’ensemble des graphes ℓ-admissibles de type (n,m, 2n+
m− 2− ℓ− k). Si e = 2n+m− 2− ℓ on notera Gℓ,0n,m = Gℓn,m.
On de´finit alors les poids des graphes ℓ-admissibles par
wℓΓ :=
∫
Xℓn,m
ΩΓ,
ou` ΩΓ est la forme diffe´rentielle de´finie par la fonction d’angle (1.5).
Dans [12] Mochizuki introduit des applications
U ℓn,m :=
∑
Γ∈Gℓn,m
wℓΓ ·BΓ :
n⊗
(Tpoly(R
d)[1]) → Dpoly(R
d)[1 + ℓ] (1.8)
et note
U ℓn :=
∑
m
U ℓn,m. (1.9)
Conside´rons alors les applications
U ℓ,γn,m :
ℓ+1⊗
(Tpoly(R
d)[1])→ Dpoly(R
d)[1 + ℓ]
telles que :
U ℓ,γn,m(α1 ⊗ · · · ⊗ αℓ+1) = U
ℓ
n,m(α1 ⊗ · · · ⊗ αℓ+1 ⊗ γ ⊗ · · · ⊗ γ).
L’application de´rive´e dU : Tpoly(R
d)[1] → Dpoly(R
d)[1][[~]] au point
~γ est alors de´finie par (cf. formule (1.2))
dU~γ(δ) :=
∑
n>0
~
n−1
(n− 1)!
Un(δ.γ
.n). (1.10)
Dans [12] sont de´finis les applications
dU ℓ,γ :
ℓ+1⊗
Tpoly[1]→ Dpoly[1 + ℓ][[~]]
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par
dU ℓ,γ(α1⊗· · ·⊗αℓ+1) =
∑
n,m
~
n−ℓ−1
(n− ℓ− 1)!
U ℓ,γn,m(α1⊗· · ·⊗αℓ+1). (1.11)
Notons que l’on a en particulier dU~γ = dU
0,γ .
S’il n’y a pas de confusion possible on notera dU ℓ au lieu de dU ℓ,γ .
Ces applications permettent de montrer l’existence d’une structure
A∞ tangente [12].
L’ope´rateur de cobord du complexe des cochaˆınes tangentielles de
la premie`re alge`bre de Lie diffe´rentielle gradue´e Tpoly(X)[1] est donne´
par Q~γ = −[~γ,−]SN qui est une de´rivation gradue´e pour le produit
exte´rieur ∧ des poly-champs de vecteurs (graduation standard).
Ce produit exte´rieur induit donc un produit associatif et commu-
tatif que l’on notera ∪ sur l’espace de la cohomologie H~γ du premier
espace tangent.
Sur le deuxie`me espace tangent on introduit un produit associatif
gradue´ donne´ par la formule suivante :
(A1 ∪A2)(f1 ⊗ · · · ⊗ fm1+m2) =
A1(f1 ⊗ · · · ⊗ fm1) ⋆~γ A2(fm1+1 ⊗ · · · ⊗ fm2) (1.12)
pour tout ope´rateurm1-diffe´rentiel A1 et tout ope´rateurm2-diffe´rentiel
A2. Cette ope´ration est compatible avec le cobord [−, ⋆]G du deuxie`me
complexe des cochaˆınes tangentielles et elle induit donc un cup-produit
sur l’espace de la cohomologie HU(~γ) du deuxie`me espace tangent.
Le the´ore`me suivant est de´montre´ avec diffe´rents degre´s de pre´cision
dans [8] §8 et [11] The´ore`me 1.2.2
2Nous profitons de l’occasion pour corriger dans [11] une erreur de signe dans la propo-
sition 4.1 et le the´ore`me 4.6 due a` une confusion dans l’utilisation du lemme 4.2. Dans la
proposition 4.1 et le the´ore`me 4.6, α est un k1-champ de vecteurs, β est un k2-champ de
vecteur et γ est le 2-tenseur de Poisson. Mais dans le lemme 4.2 l’entier k2 se re´fe`re a` γ,
donc est e´gal a` 2. Le signe (−1)(k1−1)k2 vaut donc 1. Le signe (−1)k1(k2−1) doit eˆtre rem-
place´ par (−1)k1 , car l’argument a` la fin de la de´monstration du lemme 4.2 est de´faillant et
doit eˆtre corrige´ par le suivant : on e´change les positions 1 associe´e a` α et 2 associe´e a` β ce
qui fait apparaˆıtre un signe (−1)k1k2 duˆ au poids, puis on e´change a` nouveau les positions
apre`s contraction cette fois entre [β, γ] et α, ce qui fait apparaˆıtre un signe (−1)(k2+1)k1
et fournit le signe (−1)k1 . Signalons aussi que dans l’expression du crochet de Schouten
modife´ apre`s le lemme 4.2, le signe (−1)k1k2 doit eˆtre remplace´ par (−1)(k1−1)(k2−1) ce
qui entraˆıne une modification de signe dans la formule Q12(γ1.γ2) quelques lignes plus loin,
on doit remplacer (−1)k2 par (−1)k1−1. Toutes ces modifications sont mineures et sans
conse´quences sur le reste de l’article.
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Dans [12] on trouvera une preuve de l’existence d’une A∞ structure
tangente.
The´ore`me 1.2. Soit X = Rd et U le L∞-quasi-isomorphisme donne´
explicitement dans [8] §6.4.
La de´rive´e dU~γ induit un isomorphisme d’alge`bres de l’espace de
la cohomologie H~γ de l’espace tangent T~γ(g1[1]) sur l’espace de la
cohomologie HU(~γ) de l’espace tangent TU(~γ)(g2[1]).
C’est-a`-dire pour tout couple (α, β) de poly-champs de vecteurs tels
que [α, γ]SN = [β, γ]SN = 0 on a
dU0(α ∪ β) = dU0(α) ∪ dU0(β) +D, (1.13)
ou` D est un cobord de Hochschild de l’alge`bre (C∞(X)[[~]], ⋆γ ) donne´
par
D = −[⋆γ , dU
1(α, β)]G.
De fac¸on plus ge´ne´rale, l’e´le´ment d’homotopie D est donne´ par
D = −[⋆γ , dU
1(α, β)]G + dU
1(Q~γ(α⊗ β)), (1.14)
avec pour α ∈ T
|α|
poly(X) et β ∈ T
|β|
poly(X)
Q~γ(α⊗ β) = −[~γ, α]SN ⊗ β − (−1)
|α|+1α⊗ [~γ, β]SN .
2 Isomorphisme de Duflo en cohomolo-
gie
2.1 Quantification du crochet de Kirillov-Kos-
tant-Poisson
Dans le cas ou` la varie´te´ X est le dual d’une alge`bre de Lie de
dimension finie g les cœfficients du 2-champ de vecteurs de Kirillov-
Kostant-Poisson γ sont des fonctions line´aires sur g∗. Si {e1, . . . , ed}
est une base de g et (e∗1, . . . , e
∗
d) sa base duale on notera
γ =
1
2
∑
i,j
[ei, ej ]e
∗
i ∧ e
∗
j
le 2-champ de vecteurs de Poisson associe´.
Ceci e´tant on peut conside´rablement simplifier l’expression des
ope´rateurs poly-diffe´rentiels BΓ qui vont intervenir dans la de´finition
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du star-produit ⋆γ (formule (1.7)). A cause de la line´arite´ des cœffi-
cients de γ seuls interviennent les graphes dont les sommets du premier
type rec¸oivent au plus une areˆte (chaque sommet ae´rien est le but d’au
plus une areˆte). On parlera alors de graphes admissibles line´aires. Leur
structure est bien de´crite et relativement simple (voir par exemple [3]).
Il est facile de voir alors que si f1 et f2 sont deux polynoˆmes alors
f1 ⋆γ f2 est en fait une somme finie. En localisant en ~ = 1 on obtient
un produit associatif sur l’alge`bre des polynoˆmes sur g∗. Ce produit
de´finit sur S(g) une structure d’alge`bre isomorphe a` l’alge`bre envelop-
pante U(g).
Dans [8] §8.4, Kontsevich note Ialg l’isomorphisme d’alge`bres en-
tre (S(g), ⋆γ) et U(g). Compte tenu d’un re´sultat de Shoikhet [16] le
re´sultat 8.3.4 de [8] montre que l’identification entre (S(g), ⋆γ) et U(g)
se fait a` l’aide de l’isomorphisme (d’espaces vectoriels) de Duflo.
Rappelons ce qu’est la formule de Duflo. On conside`re la se´rie
formelle sur g∗ de´finie au voisinage de 0 pour x ∈ g par
q(x) = det
g
(
sinh(adx2 )
adx
2
)1
2
. (2.15)
On note ∂(q) l’ope´rateur diffe´rentiel (d’ordre infini) sur S(g) corre-
spondant et on note β la syme´trisation de S(g) dans U(g). L’isomor-
phisme (d’espaces vectoriels) de Duflo de S(g) dans U(g) s’e´crit
β ◦ ∂(q). (2.16)
Le point remarquable est que cette application restreinte aux invari-
ants est un isomorphisme d’alge`bres. On verra que c’est encore le cas
pour toute la cohomologie.
2.2 Complexes de Chevalley-Eilenberg et de
Hochschild
En ne conside´rant que les objets polynomiaux on peut sans diffi-
culte´s localiser en ~ = 1.
Le the´ore`me (1.2) rappele´ ci-dessus se restreint alors au cadre poly-
nomial. On dispose donc d’un isomorphisme (la diffe´rentielle dU0) en-
tre l’espace de cohomologie de Poisson de S(g) (c’est a` dire la coho-
mologie du complexe des poly-champs de vecteurs sur g∗ a` cœfficients
dans S(g) munie du cobord [γ,−]SN ) et la cohomologie de Hochschild
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de l’alge`bre enveloppante U(g) munie du cup produit standard. On
cherche a` expliciter cet isomorphisme.
Afin de simplifier les calculs nous e´tablissons une autre re´alisation
de ce dernier espace de cohomologie.
En ge´ne´ral, e´tant donne´ une alge`bre de Lie de dimension finie g
et un g-module a` gauche M on de´finit la cohomologie H∗(g,M) de
g a` cœfficients dans M comme le foncteur de´rive´ a` droite du fonc-
teur des invariants. Plus concre`tement (cf [4, 5, 17]), les modules de
cohomologie
H∗(g,M)
se calculent par la cohomologie du complexe des cochaˆınes de Chevalley-
Eilenberg
Homg(V (g),M),
ou` V (g) de´signe le complexe standard de Chevalley-Eilenberg. Rap-
pelons que l’on a Vp(g) = U(g)⊗
∧p
g avec diffe´rentielle
d : Vp(g)→ Vp−1(g)
donne´e par
d(u⊗ e1 ∧ · · · ∧ ep) =
p∑
i=1
(−1)i+1uei ⊗ e1 ∧ · · · ∧ ei−1 ∧ ei+1 ∧ · · · ∧ ep
+
∑
i<j
(−1)i+ju⊗ [ei, ej ] ∧ e1 ∧ · · · ∧ ei−1 ∧ ei+1 ∧ · · · ∧ ej−1 ∧ ej+1 ∧ · · · ∧ ep.
Le complexe des cochaˆınes de Chevalley-Eilenberg
Homg(V (g),M) = Homg(U(g)⊗
∧
g,M)
est isomorphe au complexe des cochaˆınes
HomR(
∧
g,M) =
∧
g
∗ ⊗M (2.17)
dont le cobord δ :
∧n
g
∗ ⊗M →
∧n+1
g
∗ ⊗M est de´fini par
δf(e1, . . . , en+1) =
∑
i
(−1)i+1eif(e1, . . . , ei−1, ei+1, . . . , en+1) +
+
∑
i<j
(−1)i+jf([ei, ej ], . . . , ei−1, ei+1, . . . , ej−1, ej+1, . . . , en+1).
D’un autre coˆte´, a` toute alge`bre A et a` tout A-bimoduleM on associe
un module cosimplicial [n] 7→ Hom(A⊗n,M) en posant :
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∂i(f)(a0, . . . , an) =

a0f(a1, . . . , an) si i = 0
f(a0, . . . , ai−1ai, . . . , an) pour 0 < i ≤ n
f(a0, . . . , an−1)an si i = n+ 1
(σif)(a1, . . . , an−1) = f(a1, . . . , ai, 1, ai+1, . . . , an−1).
La cohomologie de Hochschild HH∗(A,M) de A a` cœfficients dans M
ce sont les modules
HHn(A,M) = HnC(Hom(A⊗,M)),
ou` CHom(A⊗,M) est le complexe des cochaˆınes associe´ :
0→M
∂0−∂1−→ Hom(A,M)
d
−→ Hom(A⊗A,M)
d
−→ . . .
dont le cobord d est donne´ par d =
∑
(−1)i∂i.
Dans le cas ou` on a A = U(g) et M = U(g) on obtient le re´sultat
suivant (cf [10] Lemma 3.3.3) :
Lemme 2.1. Les espaces de cohomologie HH∗(U(g), U(g)) et H∗(g, U(g))
sont isomorphes par l’anti-syme´triseur.
Cet isomorphisme est induit par le morphisme de complexes :
Ψ∗ : HomR(U(g)
⊗, U(g)) 7→ HomR(
∧
g, U(g))
de´fini pour f ∈ Hom(U(g)⊗n, U(g)) par
(Ψ∗f)(e1 ∧ · · · ∧ en) = f(Ψ(e1 ∧ · · · ∧ en))
:= f
(
1
n!
∑
σ∈Sn
sgn(σ)eσ(1) ⊗ . . .⊗ eσ(n)
)
.
On a alors
Ψ∗([⋆, f ]G) = δ(Ψ
∗(f)).
Ainsi nous pouvons identifier le module de cohomologie de Hochschild
tangentielle de l’alge`bre de Lie diffe´rentielle gradue´e g2[1] avec celui du
complexe (2.17). Cela veut dire que pour comprendre la diffe´rentielle
du L∞-morphisme il faut faire agir les e´le´ments de HU(γ) sur les fonc-
tions line´aires et prendre l’anti-syme´trisation.
En conclusion, e´tant donne´ le morphisme d’alge`bres dU0 de´fini par
(1.10) nous disposons d’un morphisme d’alge`bres par composition :
H∗Poisson(g, S(g))
dU0
−→ HH∗(U(g), U(g))
Ψ∗
−→ H∗(g, U(g)).
Le reste de cette note est consacre´ a` la formule explicite pour ce mor-
phisme d’alge`bres.
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2.3 Les graphes intervenant dans dU0
Nous allons a` pre´sent calculer explicitement l’expression du mor-
phisme dU0,γ = dU0 (formule (1.10)) dans le cas ou` la varie´te´ X est le
dual d’une alge`bre de Lie re´elle de dimension finie munie du 2−champ
de vecteurs de Kirillov-Kostant-Poisson γ.
Les graphes qui vont intervenir dans l’expression du morphisme
dU0 sont 0−admissibles. E´tant donne´e l’identification du module de
la cohomologie de Hochschild tangentielle avec la cohomologie du
complexe des cochaˆınes de Chevalley-Eilenberg (Lemme 2.1), on doit
e´valuer dU0(α) avec α ∈ Tpoly(g
∗)[1] sur des fonctions line´aires.
Les graphes et les ope´rateurs qui vont intervenir sont comme sur
les figures [2, 3] ou` l’on associe k fonctions line´aires de coordonne´es
ei1 , . . . eik aux points terrestres, le k−champ de vecteur α au point de
V 1,1Γ = {1} et le 2−champ de vecteurs γ aux n points ae´riens restants.
α
 
k
e ei i1 k
γ
γ
γ
γ
γ
Fig. 2 – Les graphes de dU0(α)
Pour que le poids correspondant ne s’annule pas, il faut qu’il y ait
exactement 2n + k areˆtes, ce qui correspond bien a` la de´finition des
graphes 0-admissibles.
En utilisant la line´arite´ des cœfficients du 2-champ de vecteurs γ,
nous allons de´terminer la forme exacte de tels graphes.
Soit Γ̂ un graphe contribuant a priori dans le calcul de dU0(α).
De´signons par Γ le sous graphe dans lequel on a enleve´ le sommet α
et les k areˆtes issues de ce sommet (figure [3]).
Le graphe Γ se de´compose en re´union de graphes simples qui sont
soit de type Lie (c’est a` dire des arbres) soit de type roue tentaculaire.
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Γ
ee i ki 1
α
G
n,k
∋
Fig. 3 – Les graphes de dU0(α)
Les areˆtes qui partent du sommet de V 1,1Γ que l’on appellera som-
met α vont donc soit sur les sommets terrestres soit sur les racines des
sous-arbres inde´pendants du graphe Γ.
E´tant donne´ que les fonctions eij ”de´rive´es” par le graphe Γ sont
line´aires, le seul point de ”connexion” des sous-arbres inde´pendants
est donc le sommet α :
2
α
Γ Γ1
Fig. 4 – Point de connexion
Ceci montre que la forme ΩΓ̂ se pre´sente comme produit se´pare´ de
formes associe´es aux sous-graphes simples de Γ auxquels on a ajoute´
e´ventuellement une areˆte issue de α. On est donc amene´ a` e´tudier
les contributions dans les formes d’angles des graphes simples de Γ
e´tendus e´ventuellement par une areˆte issue de α.
Premier cas : Soit Γ1 un sous-graphe simple de Γ ne recevant pas de
fle`ches provenant du sommet α. Supposons que ce graphe posse`de p
sommets ae´riens et k sommets terrestres. Ce graphe posse`de 2p areˆtes.
La forme d’angle associe´e est inte´gre´e sur une varie´te´ de configurations
de dimension 2p + k on en de´duit que k = 0. Alors au plus p fle`ches
de´rivent les sommets ae´riens (correspondant au 2-vecteur line´aire γ) et
au moins p fle`ches issues des sommets ae´riens de´rivent le poly-champ
de vecteurs α. Or, les areˆtes doubles et les boucles e´tant interdites,
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de chacun de p sommets ae´riens part une et une seule areˆte vers le
sommet α. Ainsi on se retrouve ne´cessairement avec un graphe de type
roue pure comme a` la figure [5]. La contribution dans le poids de ce
sous-graphe se factorise d’une part et d’autre part est nulle d’apre`s
[16].
α
Fig. 5 – Une roue pure
Deuxie`me cas : Conside´rons Γ1 un sous-graphe simple de racine
nume´rote´ 1 et recevant une areˆte e = (α, 1) du sommet α. Notons p1
le nombre de ses points ae´riens et k1 le nombre de ses points terrestres.
Le graphe e´tendu Γ̂1 = Γ1∪{e} a donc 2p1+1 areˆtes. Or la contribution
dans le calcul total du poids, s’obtient par inte´gration de la forme Ω
Γ̂1
sur un espace de configurations de dimension 2p1 + k1.
On a donc k1 = 1 et le sommet terrestre est effectivement atteint
sinon la dimension de l’espace de configurations serait infe´rieure a`
2p1 + 1.
Le graphe Γ1 posse`de alors 2p1 areˆtes dont au plus p1− 1 vont sur
les points ae´riens de Γ1 (c’est un arbre) et au moins p1 autres vont sur
α et une areˆte va sur un sommet terrestre. Comme les areˆtes doubles
sont interdites, on en de´duit que de chacun des p1 sommets de Γ1 part
une et une seule areˆte vers le sommet α. Il est alors presque e´vident
que l’arbre Γ1 est de la forme de la figure [6]. On appellera une telle
figure un escargot.
En reprenant les notations introduites plus haut on peut donc
e´noncer le lemme suivant :
Lemme 2.2. Soit Γ̂ un graphe 0-admissible dont la contribution dans
la formule de la formalite´ tangente est a priori non nulle. Alors le
graphe Γ se de´compose est un produit de graphes simples comme a` la
figure [6], appele´s escargots.
2.4 Factorisation des contributions des escar-
gots
E´tant donne´ un 0-graphe admissible quelconque sa forme d’angle
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α
Racine
ie
Fig. 6 – Un escargot
associe´e est donc le produit des formes d’angles des escargots qui le
composent. Nous allons voir que l’antisyme´trisation e´voque´e dans le
lemme 2.1 permet de factoriser dans le poids les contributions de ces
graphes ce qui nous permet d’e´noncer le lemme suivant.
Lemme 2.3. Les contributions dans le poids des produits d’escargots
se factorisent graˆce a` l’ope´ration d’antisyme´trisation.
Raisonnons dans le cas ou` α est un p−champ de vecteurs. Les
graphes qui interviennent sont des produits de p escargots (e´ventuel-
lement triviaux), note´ Γ̂1, . . . , Γ̂p comme a` la figure [7] ou` on n’a
repre´sente´ que deux escargots. Ces graphes sont repe´re´s par la po-
sition terrestre correspondante et sont range´s dans l’ordre croissant.
α
e e1 2
Γ
1
2
Γ
Fig. 7 – Produit de deux escargots
Appliquons l’antisyme´trisation qui nous permet d’identifier les e´le´-
ments de la cohomologie tangentielle de Hochschild avec ceux de la
cohomologie des cochaˆınes sur U(g) (Lemme 2.1). Nous obtenons des
contributions de la forme∑
σ
sgn(σ)
p!
(∫
Ω
Γ̂1
∧ . . . ∧ Ω
Γ̂p
)
B
Γ̂1∪...∪Γ̂p
(α)(eσ(1) ⊗ . . . ⊗ eσ(p)).
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Conside´rons maintenant les contributions des graphes syme´trise´s de
Γ̂1 ∪ . . . ∪ Γ̂p. Par graphe syme´trise´ on entend le graphe obtenu en
permutant les positions terrestres des graphes Γ̂i comme a` la figure
[8]. On obtient pour toute permutation τ les contributions de la forme
∑
σ
sgn(σ)
p!
(∫
Ω
Γ̂τ(1)
∧ . . . ∧ Ω
Γ̂τ(p)
)
B
Γ̂τ(1)∪...∪Γ̂τ(p)
(α)(eσ(1)⊗. . .⊗eσ(p)).
(2.18)
1e e
Γ
Γ
α
2
1
2
Fig. 8 – L’anti-syme´trise´ du graphe associe´ a` Γ̂
Clairement on a
B
Γ̂τ(1)∪...∪Γ̂τ(p)
(α)(eτ(1) ⊗ . . .⊗ eτ(p)) = BΓ̂1∪...∪Γ̂p(α)(e1 ⊗ . . .⊗ ep).
(2.19)
Notons xi la position terrestre correspondant au graphe Γ̂i. La
contribution dans le poids de l’escargot Γ̂i obtenue par inte´gration
sur les positions de premie`re espe`ce (points ae´riens) ou` est place´ le
2-vecteur de Poisson est donc une 1-forme en xi, note´e ψΓ̂i(xi)dxi. On
a donc :
(∫
Ω
Γ̂τ(1)
∧ . . . ∧ Ω
Γ̂τ(p)
)
=
∫
x1<...<xp
ψ
Γ̂1
(x1) . . . ψΓ̂p(xp)dx1∧. . .∧dxp.
(2.20)
En sommant les diffe´rentes contributions (2.18) pour chaque per-
mutation τ on obtient, compte tenu des e´quations (2.19) et (2.20),
pour tout Γ̂1, . . . , Γ̂p :∑
τ,σ
sgn(σ)
p!
(∫
Ω
Γ̂τ(1)
∧ . . . ∧ Ω
Γ̂τ(p)
)
·B
Γ̂τ(1)∪...∪Γ̂τ(p)
(α)(eσ(1)⊗. . .⊗eσ(p)) =
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∑
τ,σ
sgn(σ) sgn(τ)
p!
(∫
xτ(1)<...<xτ(p)
ψ
Γ̂τ(1)
(xτ(1))dxτ(1) ∧ . . . ∧ ψΓ̂τ(p)
(xτ(p))dxτ(p)
)
·
B
Γ̂1∪...∪Γ̂p
(α)(eσ(1) ⊗ . . .⊗ eσ(p)). (2.21)
Or on a :
∑
τ
sgn(τ)
(∫
xτ(1)<...<xτ(p)
ψ
Γ̂τ(1)
(xτ(1))dxτ(1) ∧ . . . ∧ ψΓ̂τ(p)
(xτ(p))dxτ(p)
)
=∫
x1,...,xp
ψ
Γ̂1
(x1) . . . ψΓ̂p(xp)dx1 ∧ . . . ∧ dxp, (2.22)
qui est une inte´grale a` variables se´pare´es. Au final l’expression (2.21)
s’e´crit
∑
σ
sgn(σ)
p!
(∏
i
∫
R
ψΓ̂i(xi)dxi
)
B
Γ̂1∪...∪Γ̂p
(α)(eσ(1) ⊗ . . .⊗ eσ(p)).
(2.23)
2.5 Calcul du poids d’un escargot
Lemme 2.4. Le poids associe´ a` un escargot non trivial est nul.
Soit Γ̂ = Γ ⊔ (1, α) un escargot (i.e un arbre 0-admissible) avec
p+1 sommets ae´riens, c’est a` dire que l’arbre Γ a p sommets ae´riens.
Fixons la position du sommet terrestre en 0 tandis que celle du
sommet α est repe´re´ sur le demi-cercle unite´ par l’angle θ. L’espace
de configurations est fibre´ par la position du sommet α, et chaque
fibre est une sous-varie´te´ de dimension 2p. Notons wΓ(θ)dθ l’inte´grale
de la forme diffe´rentielle Ω
Γ̂
sur cette fibre. C’est une 1-forme en la
variable θ.
α
θ
A
e i
Fig. 9 – Calcul du poids
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Le poids de l’escargot Γ̂ est donc l’inte´grale wΓ(θ)dθ le long de
l’arc de demi-cercle :
w
Γ̂
=
∫ π
0
wΓ(θ)dθ.
Or la 1−forme diffe´rentielle wΓ(θ)dθ est la diffe´rentielle du poids du
graphe de´ploye´
∨
Γ (on a de´ploye´ l’areˆte issue du sommet α en ajoutant
un sommet). C’est un graphe avec p+2 points ae´riens et 2p+2 areˆtes
comme a` la figure [10].
i
α A
e
Fig. 10 – Graphe de´ploye´
En effet, conside´rons la sous-varie´te´ des configurations a` α fixe.
C’est une sous-varie´te´ de dimension 2p + 2. On note alors w∨
Γ
(θ)
l’inte´grale de la 2p+ 2 forme Ω∨
Γ
sur cette sous-varie´te´.
Le calcul de la diffe´rentielle de w∨
Γ
(θ) se fait par contraction d’areˆtes.
C’est une conse´quence de la formule de Stokes et du lemme 6.6 de [8]
(dont on peut se passer dans notre cas, car les graphes sont line´aires).
On voit alors facilement que cette diffe´rentielle est pre´cise´ment ±wΓ(θ)dθ
(voir [13]).
Le graphe
∨
Γ est alors un graphe de type Bernoulli (cf [7, 13]) avec
p + 2 sommets ae´riens. Les cœfficients w∨
Γ
(0) et w∨
Γ
(π) correspondent
donc au poids des graphes de Bernoulli :
et
0 1 −1 0
1 p+1 1p+1
Fig. 11 – Graphes de Bernoulli
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qui valent respectivement (−1)
p+1
(p+1)! bp+1(0) et
(−1)p+1
(p+1)! bp+1(1) ou` bn(x)
de´signe le n-ie`me polynoˆme de Bernoulli (cf [7] §4.4.3, [13] §4). Or,
d’un coˆte´ les polynoˆmes de Bernoulli ve´rifient l’e´galite´
bn(1) = (−1)
nbn(0)
et de l’autre on sait que tous les nombres de Bernoulli Bn = bn(0)
sont nuls pour n impair plus grand que 3. Pour p > 0 on conclut que
l’on a
w
Γ̂
= w∨
Γ
(0)− w∨
Γ
(π) = 0,
et pour p = 0 on retrouve bien suˆr la valeur 1 = 12 − (−
1
2).
2.6 Conclusion
Nous pouvons donc conclure que l’application Ψ∗ ◦ dU0 est en fait
l’identite´, lorsque l’on voit U(g) comme l’alge`bre (S(g), ⋆) via l’appli-
cation de Duflo (formule (2.16)).
En effet, d’apre`s le lemme 2.4 seuls les escargots triviaux vont
intervenir dans la formule (2.23) et le cœfficient∏
i
∫
R
ψ
Γ̂i
(xi)dxi
vaut alors clairement 1. Pour tout p−champ de vecteurs a` cœfficients
polynomiaux α on obtient donc
Ψ∗
(
dU0(α)
)
(e1 ∧ . . . ∧ ep) =
1
p!
∑
σ
sgn(σ)α(eσ(1) ⊗ . . .⊗ eσ(p))
= α(e1 ∧ . . . ∧ ep). (2.24)
On peut e´noncer le re´sultat de cette note :
The´ore`me 2.5. L’application de Duflo s’e´tend en un isomorphisme
d’alge`bres de HPoisson(g, S(g)) sur H(g, U(g)).
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