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Abstract- Cloud computing is an emerging paradigm that 
provides computing resources as a service over a network. 
Communication resources often become a bottleneck in service 
provisioning for many cloud applications. Therefore, data 
replication, which brings data (e.g., databases) closer to data 
consumers (e.g., cloud applications), is seen as a promising 
solution. It allows minimizing network delays and bandwidth 
usage. In this paper we study data replication in cloud computing 
data centers. Unlike other approaches available in the literature, 
we consider both energy efficiency and bandwidth consumption 
of the system, in addition to the improved Quality of Service 
(QoS) as a result of the reduced communication delays. The 
evaluation results obtained during extensive simulations help to 
unveil performance and energy efficiency tradeoffs and guide the 
design of future data replication solutions. 
Keywords: Cloud computing, data replication, energy efficiency 
I. INTRODUCTION 
Cloud computing is an emerging technology that attracts 
ICT service providers offering tremendous opportunities for 
online distribution of services. It offers computing as a utility, 
sharing resources of scalable data centers. End users can 
benefit from the convenience of accessing data and services 
globally, centrally managed backups, high computational 
capacity, and flexible billing strategies. Cloud computing is 
also ecologically friendly. It benefits from the efficient 
utilization of servers, data center power planning, large scale 
virtualization, and optimized software stacks. However, 
electricity consumed by the data centers is still in the order of 
thousands of megawatts. Global power demand of data centers 
in 2005 was equivalent to seventeen 1,000 MW power plants, 
which corresponds to 1% of the worldwide electricity use [1]. 
In 2010, this number was already topping 1.5% of global 
electricity consumption [2]. The growth of Internet services at 
an unprecedented rate requires the development of novel 
optimization techniques at all levels to cope with escalation in 
energy consumption, which in place would reduce operational 
costs and carbon emissions. 
Data centers typically overprovision computing, storage, 
power distribution, and cooling infrastructures to ensure high 
levels of reliability [3]. The cooling and power distribution 
systems consume around 45% and 15% of the total energy 
respectively, while leaving roughly 40% to the IT equipment 
[4]. These 40% are shared between computing servers and 
networking equipment. Depending on the data center load 
level, the communication network can consume between 30 
and 50% of the total power of the IT equipment [5], [6]. 
There are two main approaches for making data center 
consume less energy: shutting the components down or scaling 
down their performance. Both approaches are applicable to 
computing servers [7], [8] and network switches [5]. 
The performance of cloud computing applications such as 
gaming, voice and video conferencing, online office, storage, 
backup, social networking, depends largely on the availability 
of high-performance communication resources and network 
efficiency [10]. For better reliability and high performance low 
latency service provisioning, the data resources can be brought 
closer (replicated) to the physical infrastructure, where the 
cloud applications are executed. Therefore, a large number of 
replication strategies for data centers have been proposed [3], 
[11], [12], [13], [14]. These strategies optimize system 
bandwidth and data availability providing replication strategies 
between geographically distributed data centers. However, 
none of them focuses on energy efficiency and replication 
techniques inside data centers. 
To address these gaps, we propose a data replication 
technique for cloud computing data centers which optimizes 
energy consumption, network bandwidth, and communication 
delays which can be applied in both the geographically 
distributed data centers as well as inside each individual data 
center. Specifically, our contributions can be summarized as 
follows. 
 Development of a data replication approach for joint 
optimization of energy consumption and bandwidth 
capacity of data centers. 
 Optimization of communication delays to ensure the 
quality of user experience with cloud applications. 
 Performance evaluation of the developed replication 
strategy using packet-level cloud computing simulator 
GreenCloud [15]. 
 Analysis of the tradeoff between performance, 
serviceability, reliability and energy consumption. 
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The rest of the paper is organized as follows: Section II 
highlights relevant works related to our contribution. In Section 
III we introduce the energy efficient replication solution. 
Section IV presents evaluation details of our proposed solution. 
Finally, conclusions and future work are outlined in Section V. 
II. RELATED WORKS 
A. Energy efficiency 
At the component level, there are two main alternatives for 
making data center consume less energy: (a) shutting the 
hardware components down or (b) scaling down their 
performance. These methods are applicable to both: computing 
servers and network switches. 
When applied to the servers, the former method is 
commonly referred to as Dynamic Power Management (DPM) 
[7]. DPM results in most of the savings. It is most efficient 
when combined with the workload consolidation scheduler – 
the policy which allows maximizing the number of idle servers 
that can be put into a sleep mode, as the average load of cloud 
computing systems often stays below 30% [7]. The second 
method corresponds to the Dynamic Voltage and Frequency 
Scaling (DVFS) technology [8]. DVFS exploits the relation 
between power consumption   , supplied voltage   , and 
operating frequency   and is given with the expression: 
         (1)  
Reducing voltage or frequency reduces the power 
consumption. The effect of DVFS is limited as power reduction 
applies only to the CPU, while system bus, memory, disks as 
well as peripheral devices continue to consume at their peak 
rates. 
Similar to the computing servers, most of the energy-
efficient solutions for communication equipment depend on (a) 
downgrading the operating frequency (or transmission rate) or 
(b) powering down the entire device or its components in order 
to conserve energy. Power-aware networks were first studied 
by Shang at el. [5]. In 2003, the first work that proposed a 
power-aware interconnection network utilized Dynamic 
Voltage Scaling (DVS) links [5]. After that, DVS technology 
was combined with Dynamic Network Shutdown (DNS) to 
further optimize energy consumption. 
Another technology, which affects energy consumption 
indirectly and is currently widely adapted, is virtualization 
[16]. Virtualization allows sharing of a single physical server 
among multiple virtual machines (VM), where each VM can 
serve different applications. The resources of servers can be 
dynamically provisioned to a VM based on the application 
requirements. When applied to computing servers 
virtualization allows sharing of computing resources, such as 
processors or memory, among different applications resulting 
in reduced power consumption of physical servers [17]. 
In networking domain, the virtualization enables 
implementation of logically different addressing and 
forwarding mechanisms, which may not necessarily have the 
goal of energy efficiency. 
B. Data Replication 
The emergence of cloud computing enabled the deployment 
of immense IT services that are built on top of geographically 
distributed platforms and offered globally. For better reliability 
and performance, resources are replicated at the redundant 
locations and using redundant infrastructures. To address an 
exponential increase in Internet data traffic and optimize 
energy and bandwidth in datacenter systems, several data 
replication approaches have been proposed. 
The approach presented in [11] involves turning off 
underutilized storage servers to minimize energy consumption. 
To guarantee availability, one replica is kept for every data 
object. A mixture of two data layout policies is proposed: the 
sequential data layout policy which allows shutting down all 
replica servers but one and the random data layout policy 
which allows no more than     servers to be turned off. Here 
  is the number of replica servers that hold one particular data 
object. The latter policy has an advantage of having multiple 
nodes participating in the recovery process, while the former 
policy is energy efficient. 
A dynamic data replication approach in cluster of data grids 
is proposed in [3]. A policy maker manages replicas. It collects 
information from cluster heads and determines file popularity 
based on the access frequency. The optimal number of replicas 
is computed based on the relative access rate of all the files in 
the system. This approach is centralized and therefore exposed 
to a single point of failure. Moreover, energy efficiency is not 
taken into account. The replication strategy across datacenters 
to reduce energy consumption of backbone network is 
proposed in [12]. Optimal replication site is selected based on 
the data center traffic demands and popularity of a data object 
using linear programming. This work focuses on replication 
strategies between data centers, but replication inside data 
centers is not considered. 
In [13], data replication across datacenters with the 
objective of reducing access delay is proposed. The Optimal 
replication site is selected based on the access history of the 
data. A weighted k-means clustering of user locations is used 
to determine replica site location. The replica is deployed 
closer to the central part of each cluster. A cost-based data 
replication in cloud datacenter is proposed in [14]. This 
approach analyzes data storage failures and data loss 
probability that are in the direct relationship and builds a 
reliability model. Then, replica creation time is determined by 
solving reliability function. 
The approach presented in this paper is different from all 
replication approaches discussed above (a) by the scope, which 
implements data replication both within a data center as well as 
between geographically distributed data centers, (b) by the 
optimization target, which takes into account system energy 
consumption, network bandwidth, and communication delays. 
III. ENERGY-EFFICIENT REPLICATION 
In this paper we assume multiple cloud computing 
datacenters geographically distributed across the globe (see 
Fig. 1). Each datacenter has a three tier topology. Its 
interconnection network comprises of the core, aggregation, 
and access layers. The core layer provides packet switching 
backplane for all the flows going in and out of the datacenter. 
The aggregation layer integrates connections and traffic flows 
from multiple racks. The access layer is where computing 
servers are arranged into racks. 
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Fig. 1. Three-tier cloud computing data center architecture. 
A central database (Central DB), located in the wide-area 
network, hosts all the data required by the cloud applications. 
To speed up the access and reduce latency, each data center 
hosts a local database, called datacenter database (Datacenter 
DB). It is used to replicate the most frequently used data items 
from the central database. Each rack hosts at least one server 
capable of running local rack-level database (Rack DB), which 
is used for replication of data from the datacenter database. 
Any database request generated by the cloud applications 
running at the computing servers is initially directed to a rack-
level database server. This server either replies with the 
requested data or forwards the request to the datacenter 
database. In a similar fashion, the datacenter database either 
satisfies the request or forwards it up to the central database. 
When data is accessed, the information about requesting 
server, the rack, and the datacenter is stored. In addition, the 
statistics showing the number of accesses and updates are 
obtained for each data item. The access rate (or popularity) is 
measured as the number of access events in a given period of 
time. The popularity is not constant. It varies in relation to the 
types of the stored data. Typically, a newly created data have 
the highest demand. Then, the access rate decays over time. 
For example, a newly posted YouTube video attracts most of 
the visitors. However, as the time passes its popularity and 
audience start to decay [18]. 
A module called replica manager is located at the central 
database. It periodically analyzes data access statistics to 
identify which data items are the most suitable for replication 
and at which replication sites. The availability of the access and 
update statistics makes it possible to project data center 
bandwidth usage and energy consumption. 
From the network bandwidth perspective, the availability of 
per-server bandwidth capacity is one of the core requirements 
affecting the design of modern data centers. The most widely 
used three-tier fat tree topology (see Fig. 1) has strict limits in 
the number of hosted core, aggregation, and access switches as 
well as the number of servers per rack. For example, a rack 
switch serving 48 servers connected with 1 Gb/s link has only 
two 10 Gb/s links in the uplink to aggregation switches. This 
corresponds to oversubscription ratio of 2.4 which limits per-
server available bandwidth to 416 Mb/s. Further bandwidth 
multiplexing occurs at the aggregation layer with access and 
higher layer core switches. An aggregation switch offers 12 
ports for access layer connections and is connected to all the 
core layer switches. For three tier architecture with 8-way 
Equal Cost Multipath Routing (ECMP) [19], the aggregation 
layer oversubscription ratio is 1.5. This further reduces the 
actual per server bandwidth down to 277 Mbps. 
Most of the cloud applications, such as online office and 
social networking, rely on tight interaction with databases. 
Data queries can be fulfilled either locally or from a remote 
site. To ensure data availability and reduce access delays data 
replication can be used. 
Fig. 2 presents a timeline related to a workload execution in 
data center. The starting point is when the user request arrives 
to the datacenter gateway. After being scheduled it is 
forwarded through data center network to the selected 
computing server for execution. At the server, if needed, the 
workload requests data required for its execution by sending a 
database request and waiting for a reply. The database querying 
delay corresponds to the round-trip time which varies 
depending on the database location. As soon as the reply is 
received, the workload execution is started. Some of the 
executed workloads modify the received data item and send the 
update back to the database at the end of their execution. 
Request enters to
data center
dreq
Scheduling and 
sending to server
Database
request
ddb
Database query
Start workload 
execution
dexec
Workload execution
End of workload 
execution
dupdate
Update database
Done
 
Fig. 2. Workload execution timeline. 
According to the model presented in Fig. 2, all data 
transmissions in data center can be broadly divided in to the 
uplink and downlink types. The uplink flows are those directed 
from the computing servers towards the core switches, while 
the downlink flows are those from the core switches to the 
computing servers. 
In the uplink, the available network bandwidth is used for 
propagating database requests and when applications need to 
update the modified data item. In the downlink, the bandwidth 
is used for delivering the workload descriptions to the servers 
for execution, receiving database objects, and propagating 
updates between database replicas. 
The main goal of the proposed replication strategy is to 
improve system performance while minimizing the energy 
consumption and bandwidth usage. In particular, we target 
minimization of the datacenter energy consumption and the 
maximization of the residual bandwidth left unused in the 
downlink as well as in the uplink. 
All databases maintain and exchange access statistics 
recording data access and update rates for each data item. In 
addition, congestion levels in different parts of the datacenter 
network are monitored. In a fat tree topology the bandwidth is 
concentrated towards the root of the tree. Therefore, data 
replication at lower levels may significantly increase system 
performance. 
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IV. PERFORMANCE EVALUATION 
This section presents performance evaluation of the 
proposed replication strategy. The main performance indicators 
are: data center energy consumption, available network 
bandwidth, and communication delay. The following 
subsections present details about power models, describe 
simulation scenario, and analyze the obtained results. 
A. Power Consumption Models for Servers and Network 
Switches 
The power model followed by server components is 
dependent on the server state and its CPU utilization. As 
reported in [20], an idle server consumes about two-thirds of its 
peak power consumption. This is due to the fact that servers 
must manage memory modules, disks, I/O resources, and other 
peripherals in an acceptable state. Then, power consumption 
linearly increases with the level of CPU load. In this work we 
consider a more detailed model [20], which is largely based on 
experimental results and suggests non-linear distribution of the 
workload-dependent power consumption. This non-linear 
power consumption of the server can be computed as follows: 
   ( )         
(            )
 
(      
 
 )  (2)  
where        is an idle power consumption,       power 
consumed at the peak load,   is a server load, and a is a scaling 
coefficient which is typically in the range [0.2, 0.5] and 
corresponds to the utilization level at which the server attains 
asymptotic power consumption. 
Network switches are physical layer devices that include 
such hardware components as port transceivers, line cards, and 
chassis. Several studies have characterized energy consumption 
of network switches [22]. The suggested energy model [23] 
combines static and dynamic parts. The static part, related to 
the power consumed by chassis and line cards, is independent 
of the traffic load. On the contrary, the dynamic part, which 
characterizes the consumption of network ports, depends on the 
traffic activity. Hence, energy consumption of a network 
switch can be given as the following: 
                               ∑  
    
    
 
 
   
  (3)  
where          is a power related to switch chassis,           is 
the power consumed by a single line card,    is number of line 
cards plugged into switch,   
 is power drawn by a port running 
at rate r,   
  is number of ports operating at rate r and   
  
      is a port utilization which can be defined as follows: 
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 (4)  
where   ( ) is an instantaneous throughput at the time  ,    is 
the link capacity, and   is a measurement interval. 
Table I presents the values used to feed power presented 
above. The server peak energy consumption of 301 W includes 
130 W allocated for a peak CPU consumption [24] and 171 W 
consumed by other devices like memory, disks, peripheral 
slots, mother board, fan, and power supply unit [20]. As the 
only component which scales with the load is the CPU power, 
the consumption of an idle server is bounded by 198 W. 
TABLE I.  POWER CONSUMPTION OF DATACENTER HARDWARE 
Parameter 
Power Consumption [W] 
Chassis Line cards Port 
Gateway, core, 
aggregation switches 
1558 1212 27 
Access switches 146 - 0.42 
Computing server 301 
Energy consumption of network switches is almost constant 
for different transmission rates as 85-97% of the power is 
consumed by switches’ chassis and line cards and only a small 
portion of 3-15% is consumed by their port transceivers. The 
values for power consumption are derived from [25]. 
B. Simulation Scenario 
For performance evaluation purposes we developed the 
GreenCloud simulator [15] that was extended with a set of 
classes providing data replication functionalities. GreenCloud 
is a cloud computing simulator which captures data center 
communication processes at the packet level. It is based on Ns2 
simulation platform [17] and allows capturing realistic TCP/IP 
behavior in a large variety of network scenarios. GreenCloud 
offers a detailed ﬁne-grained modeling of the energy consumed 
by the data center hardware, such as servers, switches, and 
communication links, and implements a number of network-
aware resource allocation and scheduling solutions [26], [21]. 
The performance evaluation considers only single datacenter 
with a holistic model for resource representation [9]. However, 
the obtained results can be easily extrapolated to the scenario 
with multiple datacenters. 
Table II summarizes simulation setup parameters. The 
simulated data center is comprised of 1024 servers arranged 
into 32 racks which are interconnected by 4 core and 8 
aggregation switches. The network links connecting the core 
and aggregation switches as well as the aggregation and access 
switches are 10 Gb/s. The bandwidth of the access links 
connecting computing servers to the top-of-rack switches is 1 
Gb/s. The propagation delay of these links is set to 3.3 µs. 
There is only one entry point to the datacenter through a 
gateway switch which is connected to all the core layer 
switches with 100 Gb/s, 50 ms links. 
TABLE II.  DATACENTER TOPOLOGY 
Parameter Value 
Gateway nodes 1 
Core switches 4 
Aggregation switches 8 
Access (rack) switches 32 
Computing servers 1024 
Gateway link 100 Gb/s, 50 ms 
Core network link 10 Gb/s, 3.3 µs 
Aggregation network link 10 Gb/s, 3.3 µs 
Access network link 1 Gb/s, 3.3 µs 
 
The workload generation events are exponentially 
distributed in time to mimic typical process of user arrival. As 
soon as a scheduling decision is taken for a newly arrived 
workload it is sent over the data center network to the selected 
server for execution. The workload execution and data 
querying follow the timeline diagram presented in Fig. 2. The 
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size of a workload description and database queries is limited 
to 1500 bytes and fits into a single Ethernet packet. The size of 
data items, data access and update rates, as well as the 
replication threshold varies in different simulation runs. The 
duration of each simulation run is 60 minutes. DNS power 
saving scheme is enabled for both servers and switches in all 
simulation scenarios. 
The following subsections report the effect of data size and 
the update rate on energy consumption, network bandwidth and 
access delay characteristics of the system. 
C. Simulation Results 
Fig. 3 presents system bandwidth requirements in the 
downlink, when no database updates are performed. Being 
proportional to both the size of a data item and the update rate, 
the bandwidth consumption grows fast and easily overcomes 
the capacities of different segments of the datacenter network 
requiring replication. The availability of only 100 Gb/s at the 
gateway link would trigger replication even for the small data 
items of less than 12 MB (or 8 Ethernet packets) for an access 
rate of 1 Hz. Thus, replication from Central DB to the 
Datacenter DB would be required to avoid bottleneck. The 
bandwidth provided by the core network of 320 Gb/s will be 
exceeded with data items larger than 40 MB for the access rate 
of 1 Hz. Similarly, the bandwidth of the aggregation network 
of 640 Gb/s will be exceeded after 78 MB is reached which 
will demand an additional data replication from Datacenter DB 
to Rack DBs. Finally, data sizes greater than 125 MB will 
cause traffic congestion at the largest in the system access 
segment of the network clearly identifying the limit. 
 
Fig. 3. Downlink bandwidth demand. 
Fig. 4 presents the measurements of energy consumption of 
computing servers for data item sizes varied from 10 MB to 40 
MB. Each server accesses one data item every 0.3 seconds and 
sends no updates back to the database. There are two trends 
that can be observed from the obtained results. The first trend 
is that energy consumption increases with the increase in data 
size. The second is that energy consumption decreases as data 
becomes available at closer to the computing servers locations. 
The reason is that the communication delay is included into the 
execution time of the cloud application (see Fig. 2), which 
prevents servers to enter into the sleep mode. These delays 
become large with the increase of the data item size, but can be 
reduced by shortening the round-trip times to the database. 
 
Fig. 4. Energy consumption of servers. 
Fig. 5 presents energy consumption of network switches for 
the scenario with fixed data size of 6 MB and access rate of 0.3 
Hz, but a variable update rate. As expected, it increases with 
the increase of the update rate due to longer awake periods. 
Switches at all layers are involved into forwarding database 
update traffic. In the uplink, they forward replica updates sent 
from the servers to the Central DB. In the downlink, database 
updates from Central DB to Datacenter DB and from 
Datacenter DB to Rack DBs are propagated. In the case of 
Datacenter DB replication (see Fig. 5 (b)), only the gateway 
and core switches are involved into update flow forwarding. In 
the case of Rack DB replication (see Fig. 5 (c)), both core and 
aggregation networks carry database updates for 32 Rack DBs. 
The access switches serve both data traffic and the database 
updates, which justify their higher energy consumption values. 
 
Fig. 5. Energy consumption of network switches. 
Fig. 6 reports data access delays measured as an average 
time elapsed since sending data request and the time the 
requested data are received. As expected, the access delay 
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 Fig. 6. Data access delay. 
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becomes smaller for replicas located closer to the servers and 
for all the replication scenarios an increase in the size of data 
objects increases in data access delay. 
Summarizing, the simulation results presented above show 
that for cloud applications performing database updates rarely 
the replication at a closer to computing servers location allows 
data centers to save energy, conserve bandwidth, and minimize 
communication delays speeding up execution. 
V. CONCLUSIONS AND FUTURE WORK 
This paper reviews the topic of data replication in 
geographically distributed cloud computing data centers and 
proposes a novel replication solution which in addition to 
traditional performance metrics, such as availability of network 
bandwidth, optimizes energy efficiency of the system. 
Moreover, the optimization of communication delays leads to 
improvements in quality of user experience of cloud 
applications. 
The performance evaluation is carried out using 
GreenCloud – the simulator focusing on energy efficiency and 
communication processes in cloud computing data centers [15]. 
The obtained results confirm that replicating data closer to data 
consumers, i.e., cloud applications, can reduce energy 
consumption, bandwidth usage, and communication delays 
significantly. 
Future work on the topic will be focused developing a 
formal mathematical model as well as a testbed implementation 
of the proposed solution. 
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