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Abstract
In medical image registration, medical scans are transformed to align their image
content. Traditionally, image registration is performed manually by clinicians or using
optimization-based algorithms, but in the past few years, deep learning has been
successfully applied to the problem. In this work, deep learning image registration
(DLIR) methods were compared on the task of aligning inter- and intra-patient male
pelvic full field-of-view 3D Computed Tomography (CT) scans. The multistage
registration pipeline used consisted of a cascade of an affine (global) registration and
a deformable (local) registration.
For the affine registration step, a 3D ResNet model was used. The two deformable
methods that were investigated are VoxelMorph, the most commonly used DLIR
framework, and LapIRN, a recent multi-resolution DLIR method. The two registra-
tion steps were trained separately; For the affine registration step, both supervised
and unsupervised learning methods were employed. For the deformable step, unsu-
pervised learning and weakly supervised learning using masks of regions of interest
(ROIs) were used. The training was done on synthetically augmented CT scans.
The results were compared to results obtained with two top-performing iterative
image registration frameworks. The evaluation was based on ROI similarity of the
registered scans, as well as diffeomorphic properties and runtime of the registration.
Overall, the DLIR methods were not able to outperform the baseline iterative
methods. The affine step followed by deformable registration with LaPIRN managed
to perform similarly to or slightly worse than the baseline methods, managing to
outperform them on 7 out of 12 ROIs on the intra-patient scans. The inter-patient
registration task turned out to be challenging, with none of the methods performing
well consistently. For both tasks, the DLIR methods achieve a very significant time
speedup compared to the baseline methods.
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F Fixed image (reference or target)
M Moving image (to be aligned with F )
T (M) The transformation (mapping) of M (to F )
p A voxel in an image, p ∈ P , where P is a patch or image
P A collection of patches, P ∈ P
c A segment in image (or in a set of images F and M), c ∈ C
φc Binary volume of c in F
µc Binary volume of c in T (M)
vcA Volume of a segment c in an image A
scA Surface of a segment c in an image A
ecτA Border region of tolerance τ of the surface of a segment c in an image A
f A bin of intensity values for image F , f ∈ F
m A bin of intensity values for image T (M), m ∈ M
σ Smoothing variable
Operators
| · | Cardinality of a set
Pr(·) Probability











DLIR Deep learning-based image registration
DoF Degrees of freedom
DSC Dice similarity coefficient
DVF Deformation vector field
FFoV Full field of view
GAN Generative adversarial network
HU Hounsfield unit




MSE Mean squared error
NCC Normalized cross correlation
NMI Normalized mutual information
OAR Organs at risk
PET Positron emission tomography
ReLU Rectified linear unit
ROI Region of interest
RL Reinforcement learning
sDSC Surface Dice similarity coefficient
ST Spatial transformer
STN Spatial transformer network
SVF Stationary velocity field
1 Introduction
In radiotherapy, different types of imaging are used in the diagnosis, prognosis,
treatment, and aftercare of cancer. For these purposes, information from images
taken from different viewpoints, at different times, using different modalities, or taken
in different dimensionalities may need to be combined. To aid this, these images can
be transformed to align their image content. This is called image registration.
Image registration is increasingly used in clinical radiotherapy practice, for exam-
ple in diagnostics and tumor staging, treatment planning and guidance, response
monitoring, and patient positioning in linear accelerators (LINAC) [1].
In the past, registration was mostly performed manually by clinicians [2]. However,
today it can also be done (semi-)automatically, for which optimization-based tools
have mainly been adopted. These tools can perform registrations by iteratively
optimizing the image similarity. This is useful, as it is less time- and labor-intensive,
and leads to more standardized results, whereas in manual registration, the quality
of the alignment is highly dependent on the expertise of the clinician [2].
Traditional iterative optimization-based registration methods (hereafter referred
to as iterative methods) have two main drawbacks: Firstly, the iterative calculation
is very slow, with runtimes of tens of minutes being the norm; secondly, due to the
existence of many local optima around the global one, optimization algorithms suffer
from premature convergence or stagnation, especially for multi-modal registration
(registration of scans of different modalities, i.e., different types) [3]. For medical
image registration, this is a significant issue as the accuracy requirements for clinical
use are very high (sub-millimeter) for diagnosis and surgery guidance purposes [4].
In recent years, there has been an interest in improving the quality and speed
of automatic image registration through the use of deep learning (DL), a subfield
of machine learning (ML). The aim of this is to improve the quality and speed
of registration, making it more widely usable. For a variety of medical imaging
tasks, such as image segmentation, DL has achieved state-of-the-art performance
[5]. However, for medical image registration, DL has yet to convincingly outperform
state-of-the-art iterative methods in terms of registration quality [5], although interest
in DL-based image registration (DLIR) is increasing [2]. Furthermore, in contrast to
other fields, the research community has not settled on the best way to utilize DL for
image registration, with various approaches being investigated in literature [6]. This
is partly due to a lack of benchmarking datasets and accepted evaluation methods,
which hinder the comparison of different methods in the literature thus far [7],
especially for more difficult registration problems, such as multi-modal registration.
Thus, there is a clear need for more evaluation and comparison of DL methods on a
variety of image registration tasks.
1.1 Research aim and relevance
1.1.1 Research aim
This research aims to apply DL to the task of multistage registration of full-field-of-
view (FFoV) computed tomography (CT) scans of the male pelvis.
10
As medical image registration research is ongoing into a wide variety of tasks,
it is imperative to carefully define the scope of this project. Viergever, Maintz,
Klein, et al. [1] propose multiple criteria that can be used to classify medical image
registration projects. These include the dimensionality of the images, the nature of
the transformation, and how subjects are involved. Based on these criteria, the task
at hand in this research can be defined using the following labels:
• Dimensionality: 3D-3D – Registration of two 3D scans.
• Nature of registration basis: Intrinsic – Intrinsic registration, i.e. registration
based on image information generated by the patient, without any foreign
objects (e.g. markers) introduced into the image space.
• Nature of the transformation: Affine and deformable – The final registration will
be deformable, though as is usual in the literature, first an affine registration
step is performed. Both stages will be covered in this work.
• Domain of the transformation: Global and local – The affine registration step
is intended for a global registration, with the deformable registration step
handling the local, more precise registration.
• Degree of interaction: Automatic – No input, except for the scans to be aligned,
should be required for the registration task.
• Modalities involved: CT-CT – The registration is done between CT scans. This
makes it a uni-modal registration task.
• Subjects involved: Intra-subject and inter-subject – CT-CT registration is mainly
used for intra-subject registration. This is thus the primary focus of this thesis.
However, as inter-subject registration also has clinical applications, evaluation
is also done on this task.
• Objects involved: Male pelvic region – The chosen dataset contains scans of the
lower male body, around the prostate area.
1.1.2 Research context
This thesis is conducted as part of a research and development project by MVision
AI Oy1, a medical startup based in Helsinki, Finland that develops AI solutions for
radiotherapy, with the aim to improve cancer patients’ quality of life both during
and after treatment. MVision AI has a growing customer base in Finland and abroad
in Sweden, Spain, and Germany amongst other countries.
Next to the segmentation and contouring software it currently offers, MVision
aims to automate a range of other tasks in medical imaging through DL, including
registration. The task of CT-CT registration of the male pelvic area was chosen by




Medical imaging, in general, is increasingly used in clinical practice for diagnosis,
planning treatment, guiding treatment, and monitoring disease progression [8]. This
naturally leads to an increased demand for registration, which is a critical component
of quantitative image analysis workflows [7]. The most prominent applications of
medical image registration are: (1) registration of multi-modal scans, in order to
combine the information acquired to facilitate diagnosis and treatment planning; (2)
registration of scans taken at different times (i.e. longitudinal studies), especially for
treatment planning, where anatomical changes need to be monitored; and (3) atlas
creation, so the production of a statistical atlas to model (the anatomical variability
within) a population [9]. Furthermore, image registration can be used to improve
other aspects of the medical imaging workflow, for example, segmentation and dose
calculation, where current registration techniques have already led to significant
performance increases [7].
Viergever, Maintz, Klein, et al. [1] express the hope that through DL, image
registration will become an integral part of the entire spectrum of routine medical
imaging. However, thus far, the usage of DL in medical imaging remains in the stages
of infancy [4]. Further DLIR research is needed to develop methods that lead to
clinically relevant improvements, and to bring this research knowledge to the market.
So far, to the best of my knowledge, the only company that offers DLIR software
is TheraPanacea2. Its SmartFuse module, part of its ART-Plan software, offers
AI-based image registration and fusion for a variety of modalities including CT, cone-
beam CT (CBCT), positron emission tomography (PET), and magnetic resonance
(MR). A number of other companies offer automated image registration algorithms
not based on DL. These are MIM Software Inc.3, Mirada Medical Ltd.4, Koninklijke
Philips N.V.5, RaySearch Laboratories AB6, and Varian Medical Systems7. This
shows that there is currently a market gap for DLIR software, which MVision AI
could potentially fill. Note that, as an academic work, developing this project into a
product that can be used clinically is far beyond the scope of this thesis. However,
being an industrial thesis, MVision AI does aim to reach this developmental stage in
the future, and thus this thesis is envisioned to contribute to the development of a
clinical DLIR product.
Next to the general importance of DLIR, the specific task of CT-CT registration is
also especially clinically relevant, because CT is an important modality in radiotherapy
practice. In treatment planning, CT is typically used for the contouring of organs
at risk (OAR), and other structures. It is also the only 3D modality used in dose
calculation [10].
The registration of multiple CT scans can have various use cases. In image-guided
radiotherapy, CT scans are used for treatment planning (planning CT scans), as
they are used for OAR contouring and the calculation of the radiation dosage [11].





it is usually planned on a single planning CT scan [12]. To check for any anatomical
changes that would lead to a change in the treatment plan, images taken at the time
of treatment are used to reduce the geometric uncertainty between the planning
and delivery of the treatment [12]. In this way, image registration can be used to
translate segmentations or annotations between points in time [13]. It should be
noted that for the male pelvic region, rescans are not as widely used as they are
for, for example, the breast region. However, in recent years, they have become
increasingly common, with the increased usage of hypofractionated stereotactic body
radiotherapy (SBRT) for the pelvic region, which warrants rescans due to the higher
radiation dosages used.
Note that these rescans are not always CT scans. Instead, CBCT scans are often
used, as they are quicker and use a lower radiation dosage. However, as their quality
is not sufficient to perform dose calculation, in case of a major change, patients are
still referred to a rescan CT [11].
1.1.4 Academic relevance
As noted, in the field of medical image registration, research is ongoing into a wide
variety of tasks. The chosen focus (see section 1.1.1) is mostly in line with current
trends in research: Fu, Lei, Wang, et al. [5] report, for example, that 60% of papers
in medical image registration are about 3D-3D scans and 72% include deformable
registration. However, multistage registration where DL methods are used for both
global and local image alignment has not been widely researched: Most publications
on deformable registration use iterative methods for the global registration step.
Furthermore, as stated, as of yet, there is no accepted best practice in the field,
and a lack of benchmarking makes it difficult to compare methods. Therefore, studies
such as this thesis that explicitly compare various methods can shed light on the
relative performance of these methods, and contribute towards finding areas for
future research.
Considering the modality and region chosen for this thesis, this work investigates
a relatively unexplored task of CT-CT registration: The (FFoV) male pelvic region.
While this is an increasingly clinically relevant task, it has rarely been attempted in
the literature, with almost all CT-CT registration studies focusing on the lungs.
In the following section, previous developments in image registration will be
reviewed, and the used methods will be detailed.
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2 Background
2.1 Medical image registration
Registration can be more formally defined as the determination of a geometrical
transformation that aligns different sets of data [14]. These sets can consist of
images, or specifically in the radiology domain, three-dimensional images acquired by
tomographic modalities such as CT, MR, and PET. However, on a short note, image
registration is not limited to the medical domain (though it is the largest application
area), as it is also used in other fields, such as in remote sensing [15]. Furthermore,
next to images, a set of data can, for instance, also be a physical space [16]. In the
medical domain, image registration need not necessarily be between images of the
same patient (intra-patient registration), but can also be between images of different
patients or a patient and an atlas [14].
In image registration, a moving image M (also called floating or sensed image)
is aligned to a fixed image F (also called target or reference image) through some
transformation T such that T (M) is sufficiently similar to F . The level of similarity
depends on the quality of the registration and the deformation model that is used.
The latter determines the nature of the calculated registration: This can range from a
simpler global registration – such as a rigid (translation, rotation) or affine (translation,
rotation, scaling, shearing) registration8 – to a local, deformable registration. Local
registrations can be parameterized in various ways as well: In the literature, different
deformable registration models are distinguished, for example, those based on curves
(higher-order parametric transforms) versus non-parametric models. Local models,
especially more complex ones, can lead to more accurate registrations, but these are
also more challenging to calculate. To deal with both larger and smaller displacements,
generally, global and local models are used as subsequent steps [17], for example, with
a deformable method superseding an affine method. In the literature, deformable
methods have also been stacked, e.g. in a multi-resolution, coarse-to-fine manner to
predict deformations of varying sizes more accurately [18].
Note that according to the aforementioned definition, the output of a registration
is not a transformed image, but the transformation T itself, which can then be
applied to an image. This transformation T can consist of transformation parameters
such as a transformation matrix in the case of global registration, or a deformation
vector field (DVF) in the case of local registration. The former consists of 16 values9
determining the transformation of every point in the image; The latter consists of
individual transformations of each point. Once T is determined, the transformed
moving image T (M) can be calculated. In the case of multi-modal imaging, this
image is then often combined with fixed image F in a process called image fusion,
which can be as simple as summing the intensity values of the two images [14]. Figure
1 shows an example of the fusion of two registered scans. This fusion process, however,
lies beyond the scope of this thesis. In the case of longitudinal studies, where changes
8Note that in registration literature, the term rigid is sometimes used to refer to any type of
global registration, even if it is a linear, affine, or projective transformation.
9This number only holds for 3D-3D registration.
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Figure 1: Axial slice of an image fusion (right) between a cranial PD-weighted MRI
scan (left) and CT scan (center). Adapted from [19].
between an earlier image M and a more recent F are investigated, T can also be
applied to other images, e.g. a dose distribution image that was calculated based on
M .
Image registration is an ill-posed problem, as multiple deformations could trans-
form image M to resemble image F [20]. For a local registration, the aim of the
registration may therefore not only be to find a transformation T that accurately
aligns the intensities of M to F , but to find a T that does so in an anatomically
realistic manner. This is especially important for longitudinal applications (i.e. those
featuring images taken at different times), where T is often not only used to deform
M , but also to deform related images in other modalities or associated spatial distri-
bution maps (such as dose maps) [21]. How to achieve these anatomically realistic
deformations is still an open question in the image registration community [22]. One
of the conditions of an anatomically realistic deformation that is commonly used as
a constraint is diffeomorphism: That the transformation is a one-to-one, smooth and
continuous mapping, with derivatives that are invertible [23]. These concepts are
illustrated in Figure 2. Oftentimes, simpler constraints, such as smoothness of the
DVF, are often used in the literature [24].
It has been argued, however, that diffeomorphic DVFs do not guarantee realistic
results: For example, in the case of moving organs, sharper deformations in the organ
boundaries are required in order to preserve the anatomy [22]. Other methods to
ensure realistic results have thus also been proposed.
Lastly, it is worth noting that from an implementation point-of-view, the trans-
formation T is often calculated as a backward mapping, so mapping homologous
locations from the fixed space to the moving space. This is done so that, to determine
T (M), the value of each of its voxels can be pulled from a(n interpolated) position
in M , which leads to a less complex interpolation task [9].
As stated, the goal of registration is to determine T . To do this, a wide variety
of methods can be used, including iterative methods and DL-based methods. The
former traditionally consist of an optimizer that determines a transformation to
maximize a certain similarity function between T (M) and F . These methods can
15
(a) A smooth, invertible
deformation.




Figure 2: Examples of 2D deformations represented as grids. Only the first grid has
the desired diffeomorphic properties.
be described by three components: (1) a transformation model, (2) an objective
function, usually a similarity function, and (3) an optimization method [9], [25].
Just like iterative methods, DL-based methods also use a transformation model, and
during their training, they use an objective function. However, rather than using
an optimization method to maximize the objective function at test time, in DLIR,
a deep neural network learns to determine transformations in a training phase, so
that during deployment, the model can output a transformation based on the images
in a single pass rather than iteratively. The two components that are used in both
registration paradigms, namely the transformation model and the similarity function,
will be detailed in the following sections.
2.1.1 Transformation model
There are many ways in which a transformation can be modeled. Models can range
from simple, global models with few degrees of freedom (DoF), to complex and
computationally expensive local models.
For global registrations, the nature of the transformation depends on the trans-
formation parameters that are estimated. The simplest case is a rigid (euclidean)
transformation, consisting only of a translation and rotation, with just 6 DoF. The
similarity transformation adds scaling, with one extra DoF. Affine transformations
add shearing, leading to 12 DoF. Lastly, there is the projective transformation, which
adds projection, has 15 DoF.10
For local transformations, the number of DoF is always much larger, as differ-
ent parts of the image can be deformed in different ways. This causes iterative
optimization-based methods for these transformations to require a lot of computation
time, which has been a major drawback for many clinical applications [25]. However,
how complex the transformation is, depends on the model used.
Sotiras, Davatzikos, and Paragios [9] distinguish various types of deformation
10Note that all the numbers of DoF given here only apply to 3D-3D transformations.
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models. One type is deformation models derived from interpolation theory, referred to
as spline models by Mani and Arivazhagan [25]. These models consider displacements
in a restricted set of locations and interpolate them to the rest of the image. Free
Form Deformations (FFD) based on B-splines, one of the models from this category,
have gained wide acceptance in and are used extensively by the medical image
registration community.
Next are models inspired by physical models. This includes linear and nonlinear
elastic body models; viscous fluid flow models; diffusion models, which are usually
based on the Demons algorithm; and flows of diffeomorphisms, commonly using the
Large Deformation Diffeomorphic Metric Mapping (LDDMM) framework [25] or
(time-)stationary velocity fields (SVFs). The latter two are especially popular model
types.
Last are knowledge-based models, which are models that impose some sorts of
known constraints. This includes statistically constrained models, and biophysical
models, e.g. biomechanical models of the prostate or tumor growth models.
In DLIR, Most recent deformable methods parameterize the deformation model
using a dense displacement field, where a displacement is given for every voxel [26].
Spline models are only used occasionally, and knowledge-based models are virtually
never used.
2.1.2 Similarity function
For the objective function, a distinction can be made between extrinsic and intrinsic
methods. As this thesis is focused on intrinsic registration, only this category will be
discussed.
Intrinsic registration can be based on aligning features, segmentations, or image
intensity [25]. Feature-based methods are based on corresponding landmarks detected
in the images. These methods used to be the most commonly used [27]. Segmentation-
based methods are based on aligning contours identified in the images through image
segmentation (either manually or automatic). Lastly, image intensity-based methods
match intensity patterns between the two images. To do this, a similarity function is
used; Mean square error (MSE), cross-correlation (CC) based metrics, and mutual
information (MI) based metrics are most commonly used [25]. Of course, different
objective functions can also be combined.
One type of objective function used in DLIR that is not used in iterative registra-
tion methods is similarity based on a ground-truth transformation. Since for DLIR
models, the objective function is used during training rather than inference, training
data with ground-truth transformations can be used as a method of supervising the
model. More information on the different types of supervision in DLIR is given in
section 2.5.
Now that medical image registration has been discussed in general terms, in
the next sections, iterative registration and DL-based registration will be discussed
separately in more detail.
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2.2 Iterative registration
Iterative registration uses an optimization method to maximize the chosen similarity
metric based on the chosen transformation model. A good optimization algorithm
can determine the transformation reliably and quickly; For local registrations, this
can be challenging due to the large number of parameters required to describe the
transformation.
Because of the computational complexity of optimization, the aim of the regis-
tration is not to find the globally optimal solution, but rather, finding a sufficiently
good registration [25].
Commonly used optimization methods include (stochastic) gradient descent
methods, conjugate gradient method, quasi-Newton methods, Powell’s method,
downhill simplex optimization, and Levenberg-Marquardt algorithm [9], [15], [28],
[29]. Most of these are continuous [9], non-linear [15] optimization methods. Various
methods were compared by Klein, Staring, and Pluim [28] using MI similarity,
a B-splines deformation model, and various input modalities and sizes. In their
experiments, a stochastic gradient descent technique came out as the preferred
method; though quasi-Newton and nonlinear conjugate gradient methods resulted in
slightly higher precision, these used ten to a hundred times more computation time.
2.2.1 Frameworks
To implement iterative registration methods, various frameworks exist. These frame-
works are often used in DLIR research to provide a baseline to which the performance
of a new method can be compared. Nazib, Fookes, and Perrin [30] made a comparative
analysis of the most popular tools.
The Image Registration Toolkit (IRTK) [31] is a popular early image registration
tool that sequentially used rigid, affine, and non-rigid registrations using an FFD
model based on B-splines. Normalized MI (NMI) is used as a similarity metric.
The method was originally conceptualized for breast MR images. An extension of
IRTK is offered in NiftyReg [32], suitable for GPU execution and parallel processing.
NiftyReg also adds the normalized CC (NCC) similarity metric. NiftyReg was used
as a baseline for DLIR comparison by Guo [33].
Elastix [34] is another one of the most popular registration tools, that comes
with a set of registration algorithms. The deformation models available are rigid,
affine with different numbers of DoF, and B-spline with physics-based control points
in uniform and non-uniform grids. Optimization methods include gradient descent,
quasi-Newton, and nonlinear conjugate gradient methods, as well as a number of
stochastic gradient descent methods. It also includes most common loss functions,
such as MI, CC, and MSD. In DLIR literature, Elastix was used for comparison in
[35]–[37].
Advanced Normalization Toolkit (ANTs) [38] is an open-source framework that
is mainly used for its symmetric diffeomorphic normalization method (SyN). As its
name suggests, SyN uses a symmetric flow-of-diffeomorphisms deformation model.
It has been shown to perform well in the literature, and was used as a comparison
method in various DLIR publications [26], [33], [39], [40].
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Table 1 shows a short comparison of the four methods discussed. Elastix is
the framework with the most flexibility for the user, giving many options for the
similarity metric used. Furthermore, it also offers a variety of optimizers. ANTs
also offers flexibility in the type of registration, and a few different optimization
techniques or similarity metrics, although less than Elastix. IRTK and NiftyReg
are less flexible, however, having implemented just one deformable registration
algorithm, and two rigid/affine algorithms. In the table, the results of a test by
Nazib, Fookes, and Perrin [30] on two scans resampled at 10% of their original size are
also shown. In this experiment, ANTs and Elastix achieved top performance; ANTs
took significantly longer to finish its task, however. Similar results were reported
by Mogadas, Sothmann, Knopp, et al. [41], who noted that ANTs (with a 2.1 mm
average target registration error) outperformed Elastix (with 2.2 mm) and NiftyReg
(with 2.7 mm) on the DIR-Lab dataset (see section 2.7.2), although the registrations
took around 2.5 times as long as Elastix and more than 10 times as long as NiftyReg.

































Table 1: Comparison of four iterative registration frameworks. The columns marked
with * show values taken from an experiment by Nazib, Fookes, and Perrin [30]; See
their paper for details.
2.3 Deep learning for image registration
The previously discussed iterative registration methods have two main drawbacks:
Firstly, the optimization process is time-intensive; and secondly, their performance is
not always good, with algorithms suffering from premature convergence or stagnation.
To mitigate these issues, the image registration community has started focusing on
DL. DL registration methods are generally not iterative, so their model inference is
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very fast. Secondly, DL methods are also a solution to the risk of falling into local
minima [15], leading to better results. Furthermore, DL also alleviates the burden of
choosing and refining parameters and features that are important to achieve high
performance in iterative image registration [3].
DLIR is a relatively new field. Within the medical imaging domain, research
has been done into ML methods for automation since the 1960s [42]. DL, however,
only became feasible in the early 2010s and has been rising in popularity since. In
computer vision (CV), a breakthrough came in 2012 with AlexNet [43], a convolutional
neural network (CNN) that, for that time, reached remarkable accuracy in a difficult
image classification task, greatly outperforming traditional CV algorithms. After
this, DL started being used in many CV tasks, including for medical applications.
Within medical imaging, active research areas for the application of DL include organ
detection and segmentation, landmark localization, treatment planning, follow-up
prediction, and more [3]. In the case of image registration, DL-based methods have
already been more popular than iterative methods in the literature since 2017 [15].
In the next sections, DLIR will be discussed in more detail, starting from the
building blocks of DLIR methods, the various types of DLIR algorithms that exist,
and literature on DLIR that was tested on CT scans specifically.
2.4 Network elements
DL is based on deep neural networks, which have the ability to learn tasks, making
them different from iterative methods. In this section, some architectural building
blocks of registration networks will be briefly discussed, in order to be able to
understand the various methods used in DLIR.
2.4.1 Neural networks
The artificial neural networks used in DL are compositions of multiple layers: an input
layer, one or multiple hidden layer(s), and an output layer. In vanilla neural networks,
the hidden and output layers are made up of perceptrons: Basic computational
elements that output a non-linear function of a weighted sum of their inputs. In
essence, training a neural network means determining these weights. As these non-
linear functions are differentiable, they allow the weights to be updated so that
the loss is minimized during training through the backpropagation algorithm. This
algorithm computes the gradient of the loss function with respect to the weights of
the network in order to update them: A loss value calculated on the network output
gets passed through the network backward, from the output layer to the input layer,
using the chain rule to determine how the weights should be changed.
To use images as inputs in a vanilla neural network, one can simply take the
intensity value as each pixel (or for 3D images: each voxel) as the value for a node
in the input layer. However, this essentially flattens the input image, meaning that
spatial information is lost. Furthermore, since the weights are tied to specific neurons
(and thus inputs), the network is not invariant to translations.
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2.4.2 Convolutional neural network
To solve this problem, in order to use any type of image in DL, CNNs are commonly
used. Rather than simple layers of perceptrons, these add convolutional layers, which
perform convolutional operations. These consist of moving a filter (a smaller grid
of weights) over the input grid (in the first layer: the image). In each moving step,
corresponding elements of the two grids are multiplied and summed to compute one
scalar value of the output, a grid called a feature map. This feature map is then
used as the input for the subsequent layer. The aim of training a network with these
layers is thus to learn the weights of these filters.
Similar to how hidden layers in fully connected (vanilla) neural networks can
be made more complex by adding more perceptrons, more filters (and thus feature
maps) can be added as separate channels in a CNN. Convolutional layers can have
hundreds of filters and channels, depending on the architecture.
This architecture solves the issues of the vanilla neural network: Every input
feature gets connected to its activation signal in the feature map through the same
filter (i.e. the same weights). This means that all of the input features (i.e. all
pixels/voxels in the image) share the filter weights, leading to space invariance.
Furthermore, the number of weights is greatly reduced, lowering the computational
complexity.
Another element of CNNs is the pooling layer, which is used to scale down the
feature maps by summing or averaging a small grid of the feature map. There are no
learnable weights of these layers, which is why in some resources, they are not seen
as separate layers [42]. Scaling down can also be done using strided convolutional
layers. In fact, this is less computationally expensive than having a convolution layer
followed by a pooling layer; however, if very deep features with high resolution are
desired (e.g. in pixel-level prediction tasks), it may not be preferred [44].
Figure 3 illustrates the block of convolution and pooling common in CNNs. These
layers are often combined with batch normalization (BN) or activation layers.
kernel
Convolution Pooling
Figure 3: A convolution and pooling operation in a CNN. The convolution uses a
kernel with learnable weights. Note that the size of the output of a convolution can
be different than the input depending on the stride and padding used.
Many types of CNNs exist. Two architectures commonly used in registration,
ResNet and U-Net, will be discussed in the following subsections.
21
2.4.3 ResNet
Since the introduction of CNNs, their architectures have become increasingly deep.
Because of this, gradients can vanish during backpropagation, meaning that when
propagating the loss back through the layers of the network, it gradually decreases,
making the updates for the weights in the earlier layers negligibly small. Furthermore,
accuracy saturation or degradation can occur in deeper networks.
Residual neural networks, or ResNets, originally introduced by He, Zhang, Ren,
et al. [45], are networks that introduce skip connections to mitigate this. As the name
suggests, these connections skip one or more layers in the neural network. Figure 4
illustrates how a ResNet building block with a skip connection can look. Because of
these connections, during backpropagation, error values are already passed to layers
further down the network, rather than only to the previous sequential layer. One
way to envision this is that skip connections essentially turn the deep network into
an ensemble of relatively shallow networks [46]. Thereby, they combine the benefits








Figure 4: An example of a residual learning building block, where the input skips
two layers.
He, Zhang, Ren, et al. [45] introduced a number of default ResNet architectures
that they tested on the ImageNet classification challenge, namely ResNet-18, -34, -50,
-101, and -152, referring to the number of layers in these networks. ResNets, and also
these architectures in particular, have grown exceptionally popular as DL approaches
[47]. Multiple variants of the ResNet architectures have been introduced with new
types of residual blocks, such as the Wide ResNet and ResNeXt architectures.
2.4.4 Encoder-decoder architectures
CNNs are often used for classification or regression problems, where one or multiple
images are taken as an input, and one or multiple (numerical) values are predicted.
In DLIR, such an architecture can be used for global transformations, as these are
parametric; For example, in the case of a global transformation, the model can simply
output a transformation matrix, which means it is necessary to predict at most 15
values (in the case of a projective transformation) per image pair or, for example,
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just 12 (3 × 4) in the case of an affine model or 6 for a rigid model (these are the
number of DoF; see section 2.1.1).
In many visual tasks, especially in biomedical imaging, the output is more complex
than that, as the desired output should include localization: For instance, rather
than indicating the presence of an object, the network should tell where in the image
the object is located. In the case of DLIR, this is the case for local models, where
the deformation can change for each voxel.
In order to do so, Long, Shelhamer, and Darrell [48] introduced fully convolutional
networks. This architecture was improved by Ronneberger, Fischer, and Brox [49]
to create U-Net, a CNN developed for biomedical image segmentation. U-Net
features an encoder-decoder architecture, where the first part is a regular CNN
with successions of convolution, activation, and pooling layers; Then in the second
part of the network, the pooling operations are replaced by upsampling operations,
increasing the resolution. Symmetrical skip connections are formed between the
same-resolution layers in the two parts, through which fine-grained details can be





Figure 5: An example of a U-Net architecture.
Encoder-decoder architectures are commonly used in medical imaging in registra-
tion and other tasks such as segmentation [3]. Their usage in registration will be
explained in the next section.
2.4.5 Spatial transformer network
A key framework for registration models is the spatial transformer network (STN),
introduced by Jaderberg, Simonyan, Zisserman, et al. [50]. A spatial transformer
(ST) is a model block that explicitly allows the spatial manipulation of data within
a CNN. This can be used to correct for larger, more complex transformations of
the model input, for example, to straighten an image in a text recognition task. Of
course, in image registration, finding a suitable transformation is the goal of the
network in itself.
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The ST consists of three subsequent components: (1) A localization network
which, through a number of hidden layers, regresses the transformation parameters
that should be applied to the input feature map. This can be a U-Net that outputs
a deformation map. (2) These are then applied to a grid over the feature map in the
grid generator, to create a warped grid. Lastly, (3) the sampler applies the warped
grid to the original feature map to produce the output. As the whole module is
differentiable, it can be inserted anywhere into CNN architectures and learn through
backpropagation. A CNN with an ST is called an STN.
In registration, STNs are of key importance. They are commonly used in the
following manner: A U-Net is used to output transformation parameters or a transfor-
mation field directly (T ), such as a sampling grid that determines from where in M
every voxel in T (M) should be sampled. The shape of DVF (grid) is that of M with
3 channels, showing the coordinates from where a sample is taken. Next, the sampler
applies this to the moving image M . Because of this last step, a loss can be calculated
based on T (M), rather than on T directly. This makes training a network easier, as
a similarity between T (M) and F can be calculated to direct the training, rather
than comparing T to the true transformation, which is often unknown, or having








Figure 6: An illustration of an STN with a U-Net, a common DLIR architecture.
2.5 Training methods
Most DLIR models found in the literature are based on the architectural building
blocks previously discussed, although other types of models have also been used.
To learn the weights of these networks, some kind of training method needs to be
used, based on an objective function (see section 2.1.2). There are various streams
of training approaches that have been explored within DLIR. In this section, these
are briefly outlined.
In the literature, especially in survey papers on DL in medical image registration,
of which multiple have been published recently, multiple ways to classify ongoing
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research have been proposed. In these, firstly, often a distinction is made between
learning-based iterative methods and (un)supervised learning methods [2], [15].
The former includes deep similarity metrics, methods that use DL for calculating
image similarity but use iterative methods for determining the transformation, and
reinforcement learning (RL), a type of ML that iteratively learns through trial and
error. While these approaches may lead to better registration accuracy, their speed
is still held back by their iterative nature at test time.
In contrast, in the latter category, once a model has been trained, a registration
can be done in one pass, making it almost instantaneous. In this category, supervised,
unsupervised, and weakly supervised methods can be distinguished [3], [5]. In
(weakly) supervised learning, some type of annotated (ground-truth) information
is known: Ground-truth deformation maps in supervised learning, or deformations
of points or objects in weakly supervised learning. This type of learning thus needs
large-scale annotated data sets, and largely depends on the quality of these available
annotations [2]. Unsupervised registration on the other hand, which has more recently
risen in prominence, has fewer data requirements. Usually, unsupervised methods
use the similarity between the warped images T (M) and fixed images F to assess the
registration quality. However, currently it is not frequently nor successfully used in
multi-modal cases, due to the difficulty associated with defining efficient multi-modal
similarity measures [2], [3].
In the literature, supervised and unsupervised registration methods are most
frequently used, reportedly for 26 and 28% [5] or 37.5 and 25% [3] of DLIR publications
respectively.11 Since in this work, supervised, unsupervised and weakly supervised
techniques are used, these types will be discussed in more detail in the following
sections. Two upcoming areas in DLIR research, RL and generative adversarial
networks (GANs), are furthermore discussed in Appendix C.






Figure 7: The supervised transformation estimation framework.
11The difference in numbers between these two studies may be explained by the fact that different
selection criteria were used to select papers.
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In supervised learning, the training data contains both a pair of input data and
the correct model output. The model must thus learn to, based on the inputs, predict
an output as close as possible to the correct output. In supervised methods for image
registration, this means that the training data contains not only scans but also the
ground-truth deformation between them. In the case of a global transformation, this
ground-truth deformation (in its simplest form) entails the transformation parameters.
In the case of local (deformable) transformations, the ground-truth deformation takes
the form of a DVF. The supervised learning method is illustrated in Figure 7.
As Boveiri, Khayami, Javidan, et al. [3] note, for supervised learning, CNNs
and U-Nets are the predominant techniques for supervised global and supervised
deformable transformation prediction.
For supervised methods, acquiring the required training data can be challenging.
Moreover, the quality of the registration model is heavily dependent on the quality
of the ground-truth data. For example, Sentker, Madesta, and Werner [51] uses
an existing iterative registration method to acquire transformations. While they
were able to achieve a good performance, a drawback of this method is that an
algorithm trained using such data may only reach a performance up to the quality
of the traditional registration approach used for the transformation generation. As
improving registration performance over traditional methods is one of the main
reasons for the use of DLIR, this is not desirable. However, it must be said that
currently, DLIR generally does not manage to outperform traditional methods, or
not significantly, so depending on the application, this may not be an issue.
Another method of acquiring ground-truth transformations is to use artificial
transformations. Of course, the challenge here is to generate realistic transformations:
If the method used for generating transformed scans does not manage to output
transformations that are sufficiently similar to real (anatomical) deformations, an
algorithm trained on this data will poorly generalize to real scans. As Haskins,
Kruger, and Yan [2] argue, this is especially true for the simulation of realistic
deformable transformations, which is much more challenging than the simulation
of realistic rigid transformations. Fu, Lei, Wang, et al. [5] report two options to
simulate transformations. Firstly, random transformations can be applied to scans.
Sun, Moelker, Niessen, et al. [52], for example, used this method in combination with
image translation to create a synthetic transformed image in another modality in
order to train networks for multi-modal CT-US registration. While results on the
synthetic data were good, results on real scans remained poor. To generate more
realistic deformations, Fu, Lei, Wang, et al. [5] note that models can be used, e.g.
a statistical appearance model based on a few registered samples, or a respiratory
motion model.
On a side note, in contrast to this, in a recent publication, Hoffmann, Billot,
Iglesias, et al. [53] show that it is possible to train a well-performing model on
completely unrealistic training data, challenging the idea that synthetic data for
registration tasks needs to be realistic. The authors developed a tool for nonlinear
contrast-agnostic registration (e.g. registration between different types of MR scans),
using no actual scans for training: Rather, they use segmentation maps that are
warped using large elastic deformations, from which synthetic images are generated
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with arbitrary contrast. The segmentation maps they used were either actual seg-
mentation maps from brain MR scans or, more interestingly, shapes generated purely
from noise. While these shapes hold no relation to the real world, the model trained
on the shapes using weak supervision managed to perform almost as well as the model
trained on the actual segmentation maps, and both outperformed various iterative
and DL registration tools, showing that even geometrically completely unrealistic
synthetic scans can still be a successful basis for training.






Figure 8: The unsupervised transformation estimation framework.
In unsupervised learning, the training data contains only the input data. In the
case of image registration, these are the scans. This solves the issue of a lack of
datasets with known transformation parameters or maps, and issues with generating
realistic transformations. Instead, the training is based on maximizing the similarity
between the transformed moving image and the fixed image, just as is done in
iterative registration. This framework is illustrated in Figure 8.
For unsupervised learning of deformable transformations, generally, U-Net-based
networks that include STs are used (see section 2.4.5). This setup lends itself well
to deformable transformation prediction, which is used in almost all unsupervised
methods. For global registration, CNN architectures can again be used (for example,
Kori and Krishnamurthi [54] used a 3-layer CNN for affine parameter estimation). As
was the case for deformable transformations, for estimation of affine transformations
the predicted parameters need to be applied to the image in order to determine the
similarity of the deformed moving image and the fixed image.
A loss function is used to guide the learning process. Generally, this loss function
consists of a similarity component, which indicates the similarity between the warped
moving image and the fixed image, and a regularization component, which can impose
constraints such as smoothing constraints. Again, this is equivalent to the similarity
metric used in iterative methods (see section 2.1.2). Just as was the case there, many
common similarity functions for unsupervised DLIR are intensity-based. Common
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metrics include: CC or its variants, MSE (or similar metrics like mean absolute error
(MAE) or sum of squared distances (SSD)), and MI or its variants. For deformable
registrations, the regularization terms that are often added are frequently modeled
as a linear operator on spatial gradients of the DVF [55]: For example, the bending
energy (BE; the sum of the second derivatives of the DVF), the L2 norm of the
spatial gradient, and the Kullback–Leibler (KL) divergence.
Next to intensity-based measures, feature-based similarity metrics have also been
used. These can use the same metrics, but rather than calculating them for all of
the content of the image, they are used to calculate the distance between certain
features extracted from the images to be registered by some kind of feature extractor
component of the network.
Noise and artifacts in images such as US and CBCT often cause similarity metrics
to perform poorly [5]. Furthermore, most metrics do not work for multi-modal
registration. For multi-modal registration, MI-based metrics are currently considered
to be the gold-standard similarity metric [15]. However, it is not sufficiently robust,
leading to poor performance [2]. This is an inherent problem for many multi-modal
image registration tasks, as often, multi-modal images are acquired because they
provide complementary information, and are thus inherently dissimilar [56]. This is
an issue that has also been observed for iterative registration methods. There, this
led to some early DLIR research where DNNs were trained to learn image similarity
[2], as discussed previously. In the case of unsupervised transformation prediction,
more recently, GANs have similarly been used for similarity calculation; this is further
discussed in Appendix C.










Figure 9: The weakly supervised transformation estimation framework.
Weak supervision refers to ML where limited or imprecise sources of supervision
are used. In the case of medical image registration, this mainly refers to using
the overlap of segmentations of corresponding anatomical structures as a source of
supervision. Other than segmentations, other sources of weak supervision can be
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used as well, such as corresponding key points, though this is less common; In this
thesis, weak supervision will thus be used to refer to supervision using segmentations.
This concept is illustrated in Figure 9. While having some data requirements,
i.e. that segmented regions of interest (ROIs) need to be available for both the
fixed and moving images, this is arguably much easier to obtain than ground-truth
transformations between the images.
Of course, only optimizing the overlap of certain labels is not likely to lead to
a proper registration of the image as a whole; Therefore, generally, this sort of
supervision is used in a dual supervision setup.
A related concept is dual supervision. This strictly just means that a combination
of loss functions is used; In the medical image registration context, it generally
refers to the combination of unsupervised and weakly supervised loss functions.
During training, a network would then optimize both the similarity between the
transformed moving image and the fixed image (possibly constrained by some sort of
regularization), while simultaneously maximizing the overlap between the labels of
these. Note that this setup does not require labels to be available for every scan; the
unsupervised loss can be used regardless.
2.5.4 Model improvements
In order to improve the results of the aforementioned methods, some authors have
used more complex training schemas or models.
Cascading models One common model improvement is the use of multi-stage
models, where multiple models are applied after each other. This resembles traditional
registration methods, where models are often also applied in sequence, as multi-stage
strategies make conventional iterative image registration less sensitive to local optima
and image folding [57]. The most common combination is applying a rigid or affine
transformation model first, followed by a deformable model. This was notably done
by Hu, Modat, Gibson, et al. [58], whose "global-net" and "local-net" scheme used to
register MR and US scans was considered to be "highly appreciated and valuable"
[3, p. 26] by the DLIR research community. In another influential [3] work, De Vos,
Berendsen, Viergever, et al. [57] proposed a scheme where multiple deformable models
were concatenated behind an affine transformation network, in order to get to a more
precise final transformation.
Ouyang, Liang, and Xie [17] effectively showed how cascading multiple deformable
models can lead to improved performance, and that including an affine transformation
network can lead to large improvements, with a Dice Similarity Coefficient (DSC)
improvement of over 10%. Zhao, Dong, Chang, et al. [59] also showed this feat,
repeating models up to 30 times. They found that repeating models with shared
weights can lead to a small increase, but that a much larger increase comes from
cascades models without shared weights, with more cascades generally leading to
better results. They note that repeating a model many times does make the model’s
runtime much slower: In one of their experiments, a 10-cascade of a model had a
8.7 times longer runtime than the non-cascaded version when run on CPU. Zhao,
29
Lau, Luo, et al. [60] published an architecture specifically for cascaded models, the
Volume Tweening Network, that features an integrated affine registration network.
Note that for efficient training of these types of networks, the similarity loss is
not only calculated and backpropagated after a full forward pass (so on the output
of the cascaded model), but also on the outputs of the individual models [17], [60].
Multi-resolution methods One-pass deformable registration models often strug-
gle with predicting larger deformations. Several researchers have attempted to combat
this problem by using a multi-resolution, coarse-to-fine setup. By predicting the
deformation of a scan resampled at a lower resolution, larger deformations become
easier to predict, as these deformations will not cover as big of a voxel distance, and
smaller deformations may not be visible anymore.
Multi-resolution approaches have been implemented in multiple ways. The
aforementioned work by De Vos, Berendsen, Viergever, et al. [57] used a cascading
scheme with two deformable models, where the first model predicted deformations
on a lower-resolution version of the scan, and the second one predicted the residual
deformations on the higher-resolution scan. Mok and Chung [26] use a similar scheme
with three resolution levels, but instead of just passing the output of one model to the
next model, they use a more complex method: Next to passing the deformed scan,
they also upsample the output DVF from the previous level and concatenate it with
the input scans on the next level, and add the feature embeddings from the lower
level the next level via a skip connection to increase the receptive field. Eppenhof,
Lafarge, Veta, et al. [18] used a "progressive training" scheme where at the start of
the training, only the middle layers of the encoder-decoder architecture with the
smallest feature maps are used, which are trained on images and deformation fields
that have been downsized to the same resolution. Then, gradually, the layers with
larger feature maps get added, so that the sizes of the images get progressively bigger
until finally the whole network with the full-resolution images as inputs is complete.
Different transformation models As stated, most recent deformable DLIR
methods parameterize the deformation model using a dense displacement field, where
a displacement is given for every voxel [26]. Although this method is common
and intuitive, it does not guarantee properties like smoothness or diffeomorphism.
However, as previously discussed in section 2.1.1, there are many other ways in which
a displacement can be parametrized: For example, using B-Splines, as was done by
De Vos, Berendsen, Viergever, et al. [57] and Qiu, Qin, Schuh, et al. [61].
SVFs have been used in the literature as well, for example by Mok and Chung
[26], Qiu, Qin, Schuh, et al. [61], Dalca, Balakrishnan, Guttag, et al. [62], and
Krebs, Mansi, Mailhé, et al. [63]. The diffeomorphic transformation T is the group
exponential of the SVF v, T = exp (v). T can be found efficiently through the
scaling and squaring algorithm. This algorithm is formulated to compute matrix
exponentials. It is based on the idea that the matrix exponential is much simpler to
compute for matrices close to zero [64]. In particular, rather than calculating exp (v)





is computed (approximated), which then needs
30





= exp (v). The number of integration steps N
determines the accuracy of the approximation through how closely v2N approaches
zero, but also raises the computational complexity.
Advanced loss and regularization Some authors have also used more complex
loss terms, aiming to produce more realistic deformations. Regularization using
GANs, which is discussed in Appendix C, is an example of this. In other papers
(such as [59], [65]) the similarity is calculated bidirectionally to regularize their model,
ensuring the predicted deformation is invertible by calculating not only the similarity
between T (M) and F but also the similarity between T̂ (A) and M , where T̂ is the
inverse of T .
With a similar purpose, Kim, Kim, Lee, et al. [66] trained two models simulta-
neously to register F to M with TF M and M to F with TMF . These models were
applied subsequently, creating the cycle constraints that TMF (TF M(F )) should have
high similarity to F , and that TF M(TMF (M)) should have high similarity to M .
They also added identity constraints, where using the same image for both F and M
should not lead to a deformation (as an image is already perfectly aligned to itself).
These additions, again, led to smoother and more accurate deformations.
Lastly, Mansilla, Milone, and Ferrante [22] used weak supervision with a loss term
meant to encourage anatomically plausible deformations. This loss term was based
on passing a mask and a deformed mask through the encoder part of a pretrained
denoising autoencoder, and then calculating the similarity of the outputs.
2.6 CT registration
Now that the general registration task has been discussed extensively, this section
will cover DLIR literature specifically on the registration of CT scans, as this is the
focus of this work.
2.6.1 Uni-modal CT registration
Most image registration research (about 60% [5]) focuses on uni-modal registration.
The most common modalities used are MR and CT, with 53 and 21% of publications
respectively [3].
CT-CT registration using DLIR has been attempted in over 20 publications.
Most of these publications use images of the lungs, e.g. [67]–[71]. This is largely
due to the existence of some open lung CT datasets, such as the commonly used
DIR-Lab dataset, which features annotated 4D-CT images (see [72] and [73]). It
should be noted that while many papers only test their method on one particular
region, in DLIR, methods can often generalize to other problems as well. Next to
lungs, some papers have focused on the heart [74], [75], chest [36], [76], or abdomen
[77]. However, to the best of my knowledge, Cabrera Gil [78] was the only one to
apply DLIR to CT-CT registration of the male pelvic region.
It should be noted that few works focus on rigid or affine CT registration. This
is likely because, since it is possible to do a deformable registration for this problem,
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this is the desired approach, as it is more precise. Global registration approaches are
only commonly used for multi-modal registration of 2D images to 3D scans in the
case of CT.
The first works on CT-CT registration using DLIR used deep similarity methods
[71] and RL for affine registration [79].
Soon after that, supervised and unsupervised methods gained prominence. How-
ever, for CT-CT registration, works generally do not focus on global transformations.
While various studies focused on supervised or unsupervised rigid registration have
been published [2], none of these concern CT-CT registration. Instead, in uni-modal
global registration studies, MR is usually the chosen modality.
Instead, for CT-CT registration, deformable transformation estimation methods
started gaining prominence early on. Sokooti, De Vos, Berendsen, et al. [76], for
example, used a supervised approach with synthetic deformations, which their multi-
scale U-Net based network, was able to predict on par with a conventional B-spline
method. Onieva, Marti-Fuster, Puente, et al. [70] used the same network, but trained
using a reinforced-sequential training strategy, though this did not seem to lead to
huge performance improvements.
Other works using similar U-Net-based networks and supervised training ap-
proaches followed. Eppenhof and Pluim [80] presented a supervised method for
registration of pulmonary CT images, using synthetic augmentations as ground
truth data. Later, Eppenhof, Lafarge, Veta, et al. [18] extended this work using a
progressive learning architecture, where the smaller feature maps lower in the U-Net
were learned first, before moving on to the larger feature maps. This new learning
schema led to significant improvements, being able to capture larger displacements
much better.
Cabrera Gil [78] used the model presented by Eppenhof and Pluim [80] with some
changes (e.g. added residual connections in each convolutional block) to register
CT-CT and CT-MR scans of the male pelvis. Again, supervised learning with
synthetic augmentations was used.
Sentker, Madesta, and Werner [51] used a more complex network architecture
for estimating lung motion based on 4D-CT lung scans, named GDL-FIRE4D. This
architecture consisted of a (pretrained) autoencoder with an embedded Inception-
Resnet-v2 model. Rather than using synthetic augmentations on singular scans,
they acquired ground-truth data using various existing DIR frameworks. As the
network that was used is probabilistic, they were able to generate uncertainty maps;
However, the authors showed that these widely differ based on the algorithm chosen
to generate ground-truth data, raising doubts about their accuracy.
As an unsupervised method, Fu, Lei, Wang, et al. [20] used a GAN model (see
Appendix C) to register frames of 4D-CT lung scans. They used a two-stage coarse-
to-fine setup, trained using NCC loss. They compared their method extensively to 6
DLIR methods, namely the aforementioned methods from [18], [51], [76] as well as
methods from [37], [57], [81], and 9 conventional registration methods, showing that
they were able to achieve state-of-the-art performance.
De Vos, Berendsen, Viergever, et al. [57] also used an unsupervised approach.
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An unsupervised method for both the affine pre-registration and the deformable
registration was described, though only the deformable registration method was
implemented. The method used a three-stage cascading coarse-to-fine network. They
tested their architecture on chest CT scans and cardiac cine MR scans.
Deshpande and Bhatt [82] used an unsupervised approach but trained with
synthetically augmented scans, rather than inter-subject scans (similar to some of
the supervised methods described earlier). Their Bayesian approach managed to
outperform various other DLIR methods in lung CT registration and cardiac MR
registration.
Various other approaches have also been used. Hansen and Heinrich [83] use an
unsupervised approach, but rather than using a U-Net architecture, they extract
features at sparse keypoints and map these to a displacement space, from which
the registration is constructed. They tested their approach on thoracic CT images.
Different types of networks have also been applied successfully, such as binary tree
architectures by Blendowski and Heinrich [67] and the probabilistic dense displacement
network by Heinrich [77].
Elmahdy, Jagt, Zinkstok, et al. [84] worked on CT-CT registration of planning
and daily CT scans of the pelvic region. However, they did not use a fully DL-based
method: DL was only used for generating contours from the scans, which were used
to aid the deformable registration. Their work serves as an example of the interplay
of segmentation and registration methods, something that is to be explored further
for DLIR methods.
2.6.2 Multi-modal CT registration
Fu, Lei, Wang, et al. [5] assert that over 40% of image registration methods in
the literature are used in the multi-modal image domain. While this work does
not include multi-modal registration, insights from this harder problem can still be
applied to the easier (uni-modal) problem, and hence some registration literature
that registers CT scans with scans of some other modality will be discussed in this
section.
Unlike in the uni-modal case, for multi-modal CT registration there are a few
works that focus on rigid or affine registration. For 2D-2D CT-MR registration,
Cheng, Zhang, and Zheng [85] used a deep similarity approach, and Sun, Hu, Yao,
et al. [86] used RL. For CT (3D) and X-ray (2D) registration, Miao, Piat, Fischer,
et al. [87] and Zheng, Miao, Wang, et al. [88] used RL methods as well. Lastly,
Sun, Moelker, Niessen, et al. [52] focused on CT-US (2D-2D) registration using a
supervised approach. As all of these works include some kind of 2D modality, and
thus are not particularly relevant for this thesis, they will not be discussed in more
detail. The two exceptions to this are De Vos, Berendsen, Viergever, et al. [57], whose
model included both affine and deformable registration, and Liao, Miao, Tournemire,
et al. [79], who used RL for CT-CBCT registration. Both will be discussed in more
detail later.
There are many papers on deformable multi-modal CT registration, however.
In this category, unlike in the previously discussed uni-modal works, unsupervised
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methods are underrepresented, likely due to the aforementioned difficulty of inter-
modal similarity calculations [5].
To combat this, various papers use deep similarity metrics for multi-modal
deformable registration, usually in combination with iterative registration methods,
e.g. [56], [89], [90].
Other papers use transformation prediction networks. Sun, Moelker, Niessen, et
al. [52] used a supervised method with ground-truth DVFs. Although the method
worked well on synthetic multi-modal images, these did not manage to perform well
for true multi-modal images. Hu, Modat, Gibson, et al. [91] also used a weakly
supervised method, which was tested on MR-US registration, with good results. They
used a multi-stage, multi-resolution method where first, a network called Global-Net
would predict affine transformation parameters, after which a network called Local-
Net was used for the further deformable registration. The combination of the two
was labeled as Composite-Net. Multiple loss functions were tested, with multi-scale
Dice loss giving the best result as a label-similarity loss function (over multi-scale
cross-entropy), and bending energy as the regularization term, where it surpassed L2
norm loss.
CT-CBCT Some past work has also specifically dealt with the multi-modal regis-
tration task of CT and CBCT scans. Since CT and CBCT are similar, the same (e.g.
unsupervised) methods used for CT-CT registration have also been used here. For
example, Van Kranen, Kanehira, Rozendaal, et al. [92] used the VoxelMorph archi-
tecture (see section 3.1.2). The accuracy was found to be acceptable, albeit less than
clinically applied B-spline DIR and failed at occasional large deformations. Jiang,
Yin, Ge, et al. [37] showed that even networks trained for CT-CT registration can be
successfully applied to CT-CBCT registration, managing to outperform commercial
registration software Velocity by Varian Medical Systems7 in a lung registration
task, with an average TRE of 1.66 mm versus Velocity’s average of 2.73 mm on the
popular DIR-Lab dataset. The model used was a multi-scale unsupervised network,
trained with NCC similarity loss and L2-norm regularization. Being multi-scale, it
was trained at three resolutions, first separately and then jointly.
Of course, some papers also take other approaches; Liao, Miao, Tournemire, et
al. [79], for example, used RL for rigid registration of CT and CBCT.
MR-CT Another combination of modalities for which registration is vital is CT
and MR scans, as MR scans are used for tumor and OAR segmenting and CT
scans for dose mapping. However, as Tanner, Ozdemir, Profanter, et al. [56] argue,
"[d]eformable Image Registration (DIR) of MR and CT images is one of the most
challenging registration task[s], due to the inherent structural differences of the
modalities and the missing dense ground truth" (p. 1).
One approach taken in the literature is using learning from paired image data.
For example, Cao, Yang, Wang, et al. [39] took an unsupervised training approach
for CT-MR registration, with a standard U-Net-based network with an ST layer.
They trained this network using an intra-modal similarity: Rather than calculating
the similarity between the warped MR image and the CT image, it was calculated
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between the warped MR image and the original MR image aligned to the CT input,
and the other way around. The dual-modality similarity, i.e. this last part where the
similarity is calculated in both directions, leads to a more robust network.
Intra-modality loss functions can also be used without paired data if image
translation is used. For example, image translation using cycle-GANs was used by
Cabrera Gil [78] to create paired images, which were then synthetically augmented
to train a DL network with supervised learning.
Tanner, Ozdemir, Profanter, et al. [56] also used a GAN-assisted approach to CT-
MR registration, but with an unsupervised training method. Images were synthesized
using cycle-GANs so that intra-modal images could be used for loss calculation using
local NCC. However, they did not use a DL method for the transformation prediction.
These were compared to models based on multi-modal NMI or MIND loss, or a
combination of the two. Experiments were done on scans of the abdomen and thorax.
For the abdomen, some of the results of the model using the synthetic images were
almost as good as the NMI- and NMI+MIND-based models, though for the thorax
they were worse. While this paper did not use a learning-based architecture, like
is done in this thesis, it shows that a "simple" similarity function like NMI can still
outperform more complex methods for multi-modal registration.
Similarly, Blendowski, Bouteldja, and Heinrich [93] also used a DL method
to assist similarity calculation, in this case using segmentations obtained from a
segmentation network; However, again, the registration is done using an iterative
method, rather than DLIR.
Like Blendowski, Bouteldja, and Heinrich [93], Hering, Kuckertz, Heldmann, et
al. [94] also used segmentations, but in this case, as weak supervision with labels for
CT-MR registration. They proposed a 2.5D convolutional transformer architecture.
2.5D networks use three (one axial, one coronal, and one sagittal) 2D slices of a
scan as model input to approximate the whole scan; The final 3D deformation is the
average of the nonzero components of the three deformation fields. The network is
U-Net based, using the normalized gradient field distance measure for the similarity
loss.
2.7 Evaluation datasets
As previously stated, one of the current issues in the field of DLIR is the lack of
common public datasets and benchmarking datasets [3]. According to [5], most DLIR
publications use private datasets. Nonetheless, there have been various challenges
aimed at comparing registration datasets, as well as some datasets that are quite
popularly used and thus also allow for model comparison. In this section, these will
briefly be discussed.
2.7.1 Registration challenges
The Learn2Reg challenge12 is a registration challenge that is a part of MICCAI (a
large international conference on medical image computing and computer-assisted
12https://learn2reg.grand-challenge.org/
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intervention). The challenge was organized in 2020, with 11 participating groups, and
again in 2021. In 2020, the challenge consisted of 4 tasks, concerning the registration
of: (1) multi-modal T2 MR-ultrasound scans of the brain, (2) CT thorax scans,
(3) CT abdomen scans, and (4) T1 MR scans. More information on the challenge
winner, LapIRN, is given in section 3.1.2. The 2021 edition, which is still ongoing at
the time of writing, consists of 3 tasks concerning the registration of: (1) CT-MR
thorax-abdomen scans, (2) CT lung scans, and (3) MR brain scans.
In older editions of MICCAI, challenges that involved registration were also
organized. For example, Multi-Atlas Labeling Beyond the Cranial Vault13 was a
challenge that was part of MICCAI 2015 on the atlas registration abdomen and
cervix CT scans. The data from this challenge has been used for training by Heinrich
and Hansen [95].
The Continuous Registration Challenge14 is another registration challenge, focused
on the registration of lung and brain scans. The challenge was part of ISBI 2019 (the
2019 IEEE 16th International Symposium on Biomedical Imaging), and will remain
open for submissions indefinitely. The challenge uses 3 CT lung datasets (POPI,
DIR-Lab, and EMPIRE10) and 4 MR brain datasets (LPBA40, ISBR18, CUMC12,
and MGH10) as training data, and two datasets (SPREAD for the CT lung task and
BRAINS for the MR brain task) for evaluation.
In the same conference, the ANHIR challenge15 on the registration of 2D mi-
croscopy images was also organized. This task is quite far removed from the focus of
this thesis, however.
2.7.2 Datasets
Next to the aforementioned benchmarking challenges, there are also some datasets
that are commonly used for evaluating DLIR publications, facilitating the comparison
between publications.
According to Fu, Lei, Wang, et al. [5], the most commonly used CT dataset is
DIR-Lab16, which contains 2 sets of 10 4D CT scans, on which registration between
frames can be performed. This dataset has been used in DLIR research by [20], [37],
[51], [57], [76], [81] amongst others.
Similarly, the POPI-model17 and EMPIRE1018 datasets, both of which contain
4D CT scans, have been used in various publications, albeit not as frequently. Both
were also included in the aforementioned Continuous Registration Challenge.








In this project, a multi-stage DLIR approach consisting of an affine registration
followed by a deformable registration is taken. An overview of this pipeline is shown
in Figure 10. As is shown in the figure, first an affine transformation matrix TA is
estimated by the affine model, which is then applied to the scan; Next, the deformable
model estimates a DVF to correct local misalignment between the affinely registered
moving scan and the fixed scan. Note that while in this approach, the affine and
deformable registrations are applied separately, this is not a requirement for multi-
stage approaches. The affine transformation matrix could instead be converted to a
grid (which is essentially what is already done in the first ST), which can be added
to the DVF that is outputted by the deformable model, so that the transformation
can be applied to the moving image at once.
In this thesis, the two stages of the model are trained separately. For the
deformable registration model, two types of models are tested: A single registration
network, and a multi-resolution cascaded network. The different architectures used
are described in this chapter. Next to that, the various methods used for training











Figure 10: The registration pipeline, consisting of the affine model and the deformable
model.
3.1 Models
3.1.1 Affine image registration
For the affine registration, one type of architecture is used: a 3D ResNet model.
While, as previously discussed, affine CT-CT registration has not received much
attention in DLIR publications, various publications on 3D-3D affine registration
tasks with other modalities have used types of CNNs and ResNets specifically, e.g.
Salehi, Khan, Erdogmus, et al. [96], to predict the transformation parameters.
3D ResNet As the model for the affine registration, the 3D ResNet implementation
of Kataoka, Wakamiya, Hara, et al. [97] is used. This implementation consists of
updated models of those earlier published by Hara, Kataoka, and Satoh [98] and
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include 3D versions of the standard ResNet architectures, as well as 3D versions of
ResNet architectures with different residual blocks, such as the ResNeXt, DenseNet,
and R(2+1)D ResNet architectures. These architectures were initially created to
handle video data for classification tasks. A number of frames from a video would be
concatenated into a 3D array, and the output consists of a 1D array where the length
is the number of classes. The architectures, as well as various pretrained models,
were published on Github20 under the MIT License.
In this case, the input of the model does not consist of a 3D array of 2D video
frames, but rather of a 3D scan; and rather than classification, a regression is done,
where the output consists of a 1D array of 12 values, representing the first 12 values
of the 4 × 4 transformation matrix (as the last row is always scaled to [0, 0, 0, 1]). In
some publications, e.g. [99], [100] values for the translations and rotations across all
Layer/block Output size Architecture (filters, kernel size, stride)
ResNet-10 ResNet-18 ResNet-34
input 128 × 128 × 48 -
conv1 64 × 64 × 24 64, 73, 2
max. pool 32 × 32 × 12 33, 2
























































avg. pool 1 × 1 × 1 -
fc 12 512
Table 2: Architectures of the 10-, 18- and 34-layer ResNets. For each convolutional
layer and residual block, the number of filters, their size, and the strides of the
convolution are shown respectively. BN and ReLU layers are not shown, though BN
follows after every convolutional layer, and ReLU after every second convolutional
layer (see Figure 11a). Downsampling is performed by conv3_1, conv4_1, and
conv5_1 with a stride of 2.
20https://github.com/kenshohara/3D-ResNets-PyTorch/
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three axes were predicted separately rather than in a transformation matrix. In other
papers, e.g. [54], [96], [101], a matrix approach is used, however. This approach was
deemed more widely applicable, as it can be used regardless of the type of global
registration (e.g. rigid, affine, projective), and was therefore also used in this thesis.
The 10-layer, 18-layer and 34-layer 3D ResNets with basic ResNet blocks were
used (see Figure 11a). Although Hara, Kataoka, and Satoh [98] showed that their
more complex models can achieve higher accuracies, it is common practice in DL
to start with smaller and simpler models, and only use more complex ones if the
desired performance is not achieved, as bigger models can take significantly longer
to train and often require more training data.
The full model architectures for the three ResNet models are shown in Table 2.
For easier interpretation, a visual representation of the ResNet-10 architecture is


















(a) Block of the basic ResNet architecture.
For the convolutional layers, the number of
filters and kernel size are shown.


































































































(b) 10-layer ResNet architecture. For the convolutional layers, the number of filters, kernel
size, and the stride (if not 1) are shown. BN and ReLU layers are not shown. In some
blocks, the first layer is followed by pooling. The FC block at the end can have different
sizes, see Table 2.
Figure 11: 3D ResNet-10 architecture and basic block.
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3.1.2 Deformable image registration
Two deformable models are used in this work. Firstly, VoxelMorph, a single resolu-
tion U-Net-based architecture that is arguably the most popular DLIR framework;
Secondly, LapIRN, a more complex multi-resolution architecture that was the winner
of two of the Learn2Reg 2020 MICCAI Registration Challenge tasks, and can be
considered one of the top-performing current DLIR methods.
Single resolution U-Net using VoxelMorph VoxelMorph is an architecture
originally proposed by Balakrishnan, Zhao, Sabuncu, et al. [55]. Available as per-
missive free software (licensed under Apache License 2.0) through Github21, it is a
popular method and has been named as the state-of-the-art DLIR method in various
publications, e.g. [63], [102], [103], often serving as a baseline for comparison of
new methods. Furthermore, it has been tested quite extensively against traditional
methods such as ANTs, Elastix, and NiftyReg [104]. In these past tests, VoxelMorph
mainly performed (slightly) worse than these three (ANTs: [30], [40], [59], [60], [105];
Elastix: [30], [59], [66]; and NiftyReg: [62], [95], [105]), though in some studies, it
has also performed slightly better (ANTs: [33], [62]; NiftyReg: [30], [33]).
The VoxelMorph network takes both fixed and moving images to create a 2-
channel input image, which is then passed through a U-Net-like architecture that
outputs a DVF. This DVF is then applied to the moving image in the ST layer,
returning the final registered moving image. Note that VoxelMorph was only designed
to handle relatively small deformations, and was meant to be used for images that
have previously been aligned globally. Originally, it was used with an unsupervised
learning method for 3D images, though it was extended to weakly supervised versions
soon after publication: By Balakrishnan, Zhao, Sabuncu, et al. [105] for masks, by
adding these as extra channels, and further by Dalca, Yu, Golland, et al. [103]) for
surfaces from point clouds. Furthermore, it was extended to deliver an approximately
diffeomorphic registration with uncertainty estimates in the probabilistic version
presented by Dalca, Balakrishnan, Guttag, et al. [65] and Dalca, Balakrishnan,
Guttag, et al. [62]. In this version, the model output is passed through a vector
integration layer that uses scaling and squaring with N = 7 integration steps to
calculate the final approximately diffeomorphic DVF.
Figure 12 illustrates the VoxelMorph architecture. The architecture can be
implemented with various model depths. In this research, a model was implemented
with an encoder consisting of 4 blocks containing a convolutional layer, a max-
pooling layer, and Leaky ReLU activation layer, and a decoder consisting of 3 blocks
containing a convolutional layer, an upsampling layer, and a skip connection to the
corresponding encoder block. There is one less layer in the decoder to predict an SVF
at every two voxels, following Dalca, Balakrishnan, Guttag, et al. [65]. The decoder is
followed by two more convolutional layers. Furthermore, the vector integration using
scaling and squaring layers presented by Dalca, Balakrishnan, Guttag, et al. [65]
were used to deliver a DVF with less folding. Table 3 summarizes the architecture.
21http://voxelmorph.mit.edu/
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Layer/block Output size Architecture
input 128 × 128 × 48 -
Encoder
conv1 64 × 64 × 24 16, 33, 1
conv2 32 × 32 × 12 32, 33, 1
conv3 16 × 16 × 6 32, 33, 1
conv4 8 × 8 × 3 32, 33, 1
Decoder
conv3- 16 × 16 × 6 32, 33, 1
conv2- 32 × 32 × 12 32, 33, 1
conv1- 64 × 64 × 24 32, 33, 1
conv 64 × 64 × 24 16, 33, 1
conv 64 × 64 × 24 3, 33, 1
Table 3: Architecture of the VoxelMorph model that was used. Every convolutional
layer is followed by Leaky ReLU activation, and either downsampling (in the encoder)
or upsampling (in the decoder). For each convolutional layer and residual block, the
number of filters, their size, and the strides of the convolution are shown respectively.
Skip connections go from the input layer to conv0, from conv1 to conv1-, etc. The








Figure 12: VoxelMorph model architecture. The encoder-decoder and ST modules
are shown in blue and red respectively. Note that the ST module is not an obligatory
part of the architecture, and could be left out in case of supervised learning. The
model output is T , processed through scaling and squaring.
Multi-resolution U-Net using LapIRN LapIRN is a network proposed by
Mok and Chung [26]. It deals with DLIR tasks in a coarse-to-fine manner and aims
for diffeomorphic registration. Using its multi-resolution architecture, it is meant
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to be able to handle larger deformations than single-resolution architectures like
VoxelMorph. As the lower-resolution levels take care of larger deformations, the
higher levels can focus on smaller remaining deformations. The deformations are all
added together for the final DVF, similar to a Laplacian pyramid (hence the name
of the network).
LapIRN was the winner of two of the four tasks of the Learn2Reg 2020 MICCAI
Registration Challenge, namely task 3 on registration of abdominal CT scans (see
[106]) and task 4 on the registration of MR scans of the hippocampus (see [107]).
The method also outperformed VoxelMorph (in both the original and the diffeomor-
phic formulation) and various traditional registration algorithms on two brain MR
registration tasks [26].
The LapIRN architecture consists of a three-level (in the original formulation,
though the authors note this can be extended to any number) network, utilizing three
identical CNN-based registration networks to mimic multi-resolution registration.
The input pyramid consists of the original scans and their downsampled versions at
half their size and a quarter of their size. The CNNs output deformation fields, that
are added together (which, in the case of the smaller levels, requires upsampling to
the original resolution).
The CNN-based registration networks have an identical architecture, similar
Layer/block Output size Architecture
lvl. 1 lvl. 2 lvl. 3
input 32 × 32 × 12 64 × 64 × 24 128 × 128 × 48 -





conv2 16 × 16 × 6 32 × 32 × 12 64 × 64 × 24 32, 33, 2







conv3T 32 × 32 × 12 64 × 64 × 24 128 × 128 × 48 32, 22, 2
conv4 32 × 32 × 12 64 × 64 × 24 128 × 128 × 48 16, 33, 1
conv5 32 × 32 × 12 64 × 64 × 24 128 × 128 × 48 3, 33, 1
Table 4: Architecture of the LapIRN model that was used. For each convolutional
layer and residual block, the number of filters, their size, and the strides of the
convolution are shown respectively. conv3T is a transposed convolutional layer. In
the residual blocks, the convolutional layers are preceded by Leaky ReLU layers, and
there is a skip connection from the first convolutional layer to the last. conv1_x, the
residual blocks, and conv4 are followed by Leaky ReLU layers. conv5 is followed by
a SoftSign layer and diffeomorphic integration through scaling and squaring; The
upsampled output from the previous level is then added in the case of levels 2 and 3.
The output of conv3T at the first and second levels is connected to the output of


























Figure 13: LapIRN architecture. The encoder and decoder, residual blocks, and
ST modules are shown in blue, green, and red respectively. M2 and M4 indicate
resampled instances of M at one half and one quarter of the size respectively; The
same holds for F2 and F4. The model is trained from the first level (at the bottom)
upwards. For the ST modules, the DVFs are first processed through scaling and
squaring.
in function to the encoder-decoder architecture used in VoxelMorph. In this case,
it contains an encoder, a number of residual blocks, and a decoder; The middle
layers do not contain down- or up-sampling. The feature encoder is comprised of two
convolutional layers with stride 1 and one convolutional layer with stride 2. After this,
five residual blocks follow, consisting of two convolutional layers with a pre-activation
structure (meaning that the activation is applied before the convolution, rather
than after) and a skip connection. Finally, the decoder consists of one transpose
convolutional layer and two consecutive convolutional layers with stride 1, followed
by SoftSign activation. The output is then put through scaling and squaring to
create a smoother DVF, in the same fashion used in the diffeomorphic VoxelMorph
implementation.
For the first level, the input of the model consists of the downsampled scans;
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For the next levels, the moving scan is first warped with the output of the previous
level. Furthermore, the DVF from the previous level itself is also added as input (so
instead of 2 channels, there are 5). This DVF is then also added to the output at
the end. Similarly, the output of the upsampling layer is added to the input of the
residual blocks in the next layer through a skip connection.
This model architecture is illustrated in Figure 13, with details given in Table 4.
Note that compared to VoxelMorph, the scans do not get downsampled as much
with pooling layers in the three levels. Instead, the downsampling is done between
the levels; the smallest feature maps in the network are the same size as the smallest
feature maps in VoxelMorph, namely 1/16th of the size of the original scan in all
directions.
The network is trained in a coarse-to-fine manner, meaning that first, training is
done on the coarsest level alone, before the next level gets trained. The weights of
the previous level are first frozen; However, eventually, they are unfrozen so they can
still be updated during the training of the subsequent levels.
3.2 Training methods and loss functions
The aforementioned models can be trained in different ways, as was previously
described in section 2.5. In this section, the training methods and loss functions used
in this thesis are detailed.
In DLIR, training methods generally aim to minimize a certain loss function
(where T is the optimal transformation):
T = arg min
T
Ltotal(F, M, T ) (1)
for any F and M from the training data. The loss function Ltotal consists of multiple
elements: One or multiple similarity metric(s), and a regularizing metric, as shown
in Equation 2 (with optional terms in square brackets).
Ltotal(F, M, T ) = −Lsim(F, T (M)) [−λ1Lsim2(F, T (M))] [+λ2Lreg] (2)
The λ weights regularize the influence of the additional parameters.
3.2.1 Supervised learning
To train a supervised model, synthetic augmentations are used, so that transformation
parameters T (the first three rows of the transformation matrix in case of an affine
model, and the DVF in case of a deformable model) are known. The similarity
function used for supervised training of the affine and deformable models in this














Rather than through supervised learning, most models in this paper are trained in
an unsupervised manner. The similarity loss function Lsim used for this is either
NCC loss or MI loss.
NCC loss CC is a metric that assumes that corresponding voxel intensities in
the images indicate a linear relationship [108]. Its normalized version, NCC, is less
sensitive to linear changes in the intensities in the images [109]. In the general
formulation, the NCC is calculated for each voxel p ∈ P . Rather than comparing
F (p) and T (M)(p) directly, the metric is based on a volume of width n around
p, consisting of a number of voxels pi. The NCC is defined in Equation 4, where
F (p) = 1
n3
∑︁
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T (M)(pi) − T (M)(p)
)︂2)︃ (4)
MI loss For the MI loss, the differentiable MI implementation by Guo [33] is used.
In its general formulation, MI measures the mutual dependence between the two
variables by qualifying the distance between their joint distribution and the product
of their marginal distributions. For images, the MI is based on histograms of the
voxel intensities, which are divided into a number of equally spaced histogram bins.
Guo [33] introduces two different formulations of the MI: the global and local
versions, where the latter is a patch-based version of the former. First, the general
(global) version will be detailed, after which this local formulation will be explained.
The (global) MI metric is defined in Equation 5, where Pr(f) is the probability of
the voxels in image F to have an intensity in bin f ∈ F, and likewise Pr(m) for bin








Pr(f,m) log Pr(f,m)Pr(f)Pr(m) (5)
For MI to be used as a loss function, it needs to be formulated in a differentiable
way. Therefore, in the formulation by Guo [33], instead of a voxel only contributing
to the bin it belongs to, each voxel contributes to a range of histogram bins. This is
achieved using Parzen windowing, which calculates Pr(f) based on the values of the n
voxels f ∈ F , where each sample contributes to Pr(f) with a function of its distance
to the bin average value (also denoted as f). The probability is then calculated as






W (f − f) (6)
with Gaussian weighting function W that is weighted by parameter λ:











Prm(m) is calculated in the same manner. To compute the joint probability,







W (f − f)W (m − m) (7)
Based on Equations 6 and 7, the MI loss is defined in Equation 8, where a










Prf (f)Prm(m) + σ
(8)
Calculating the MI using intensity distributions over the whole image is not
desired, however. Given two voxels that have the same intensity but are spatially far
away from each other, global MI will treat them the same manner. Instead, to only
consider voxels with the same intensity if they are spatially close together, the local
MI is used. This means that instead of doing global calculations, the MI is calculated
over patches. The calculation is repeated for every patch P ∈ P to get to the loss
function in Equation 9. Guo [33] achieved better performance with this local MI












F (P ), T (M)(P )
)︂
(9)
The lowest the mutual information can be is 0, indicating equal probability
distributions. There is no maximum value.
Multi-resolution loss As LapIRN uses a pyramid structure where it starts pre-
dicting deformations at a lower resolution first, it is trained with a pyramid similarity
metric to capture both large and small misalignments adequately and avoid local
optima [26]. Therefore, a multi-resolution version of the loss function is used, as
defined in Equation 10, where K is the total number of layers in the pyramid, with














Note on padding Often in literature, instead of looking at all voxels in an image,
a masked part of the image containing only the relevant section is taken. For example,
in a lung alignment task, masks of the lungs have been used. In this project, body
masks could have been used to exclude the areas outside of the body. However, it is
still undesirable to use full-sized scans to calculate the similarity loss. One scan may
be larger than another, which is solved by padding both scans. Therefore, one scan
can contain parts of the body not present in the other scan, where instead only zeros
from the padding are present. Thus, using the intensities from all voxels to calculate
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the similarity may lead to different similarity scores than is warranted: For example,
if the patient’s legs are shown in the fixed scan but not in the moving scan, the NCC
of a scan stretched to cover the legs may be higher than one that is perfectly aligned
to the part of the body actually present in both scans. To combat this, the voxels
over which the loss is calculated are only those from non-padded parts present in
both scans.
3.2.3 Weakly supervised learning
The unsupervised learning schema can be extended to a weakly supervised training
schema by adding a loss function based on masks segmented in F and M . For this,
the Dice loss is used. This loss is a measure of the overlap between the predicted
and true masks, and is virtually identical to the Dice similarity coefficient (DSC; see
section 4.3). The Dice loss is defined in Equation 11, where φc(p) is the value of the
binary volume of segment c in F for voxel p, µc(p) is the binary volume of the same


















For the deformable models, L2-regularization or BE-regularization are used to promote
smoother DVFs.
L2-regularization L2-regularization, which squares the spatial gradients of the





The spatial gradients in this formula are approximated by the differences between
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BE-regularization The BE loss [31] is denoted in Equation 13. The metric comes
from plate theory, as it was originally formulated to calculate the bending energy of































where the same approximations of the partial derivatives are used as previously.
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4 Experiments
The methods explained in the previous section are tested to assess their registration
performance on FFoV CT scans of the male pelvic region, i.e. the area around the
prostate. In this section, the data used and the pre-processing done for training and
testing the models are described, as well as the criteria used for evaluation of the
experiments.
4.1 Dataset
4.1.1 Dataset 1: Training, validation and inter-patient test set
Firstly, a proprietary dataset of MVision AI was used composed of 390 scans of
patients from 15 collaborating clinics or hospitals. All scans in the dataset belong to
different patients.
The pixel spacing of the scans varies but is centered around 1 mm in the x- and
y-directions. In the z-direction, the slice thickness is larger, centered around 2.5 mm.
This resolution is typical for medical scans [13]. The scans have size 512 × 512 × s
voxels, with the number of slices s between 44 and 677, except for one smaller scan,
which was excluded.
For most scans, some manual segmentations are available. The segmented ROIs
differ per scan; For most scans, only 1 or 2 segmentations are available (usually only
the prostate, or the prostate and the seminal vesicles). For 4 scans, no annotations
were available; These scans were discarded from the dataset.
Out of all the ROIs that were segmented for the various scans, not all are relevant
to assess the registration quality. Brock, Mutic, McNutt, et al. [13] defined lists of
ROIs recommended for assessment of image registration quality per site. For the
pelvic region, they recommended the symphysis pubis, sacroiliac joint, sacrum, iliac
crest, femoral head, prostate, and penile bulb. The last two are relevant for prostate
cancer. MVision AI compiled a similar expert list of the most clinically relevant
ROIs, based on the ROIs distinguished by its segmentation models. They picked
the following 12 ROIs: (1) The whole body, (2) the bowel bag, (3) the left and (4)
right femurs, (5) the L4 and (5) L5 vertebrae (VB), (7) the pelvic bone, (8) the
penile bulb, (9) the prostate, (10) the sacrum, (11) the seminal vesicles, and (12) the
bladder. These ROIs were used for training and evaluation. The ROI locations are
shown in Figure 14.
As for many ROIs, no manual segmentations were available, automatic segmenta-
tions were used instead for the training for the ROIs. These segmentations were not
checked by an expert, so their quality may be lower than the manual segmentations.
Out of the 4103 masks available for the training scans (note that not every ROI is
visible in every scan), 1166 (28%) were manual segmentations. The most commonly
available manual segmentations were for the bladder (299 of 345 masks) and prostate
(272 of 341 masks). The least commonly available were the L4 and L5 vertebrae,
sacrum, pelvic bone, and bowel bag, all being available for just 41 training scans.
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Figure 14: A coronal and sagittal slice of a patient showing the 12 ROIs.
ROIs: • Bladder, • Body, • Bowel bag, • Femur L, • Femur R, • L4 VB, • L5 VB, •
Pelvic bone, • Penile bulb, • Prostate, • Sacrum, • Seminal ves.
Out of the remaining scans, the 20 scans with the most manual segmentations
out of the 12 ROIs used were selected for model selection and testing, as these
segmentations are guaranteed to be accurate. 20 other random scans were used for
tracking performance during training. The other 345 scans were used for training.
4.1.2 Dataset 2: Intra-patient test set
An additional dataset was utilized consisting of 54 scans belonging to 25 patients,
meaning that for every patient, 2 or 3 scans were available, taken at different times.
These scans were used as the test set, to evaluate the intra-patient registration
capacity of the models.
In total, 34 pairs of scans were available (one pair if two scans were available for
a patient, and three pairs if three scans were available). The scans come from one
of the hospitals that also provided scans for the aforementioned dataset. Although
they are scans from the same hospital, the different scans of each patient were not
necessarily taken with the same scanner.
For these scans, no manual segmentations were available; Therefore, automatic
segmentations of all the 12 ROIs were created, as was done for the training set.
Again, these were not checked manually by an expert, potentially leading to errors
in the segmentations.
As was the case for the other dataset, these scans all have a size of 512 × 512 × s
voxels, with a spacing that varies per scan.
4.1.3 Training and test sets
As said, the training scans are from different patients. These could be combined as a
registration task (inter-patient registration) during training. However, as the focus
of this thesis is mainly intra-patient registration, this is not ideal, as inter-patient
variation is much larger than intra-patient variation, thus leading to a much more
difficult task. Therefore, a training schema with synthetic augmentations was also
used, where a scan would be registered to a synthetically augmented version of itself
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or the other way around.
For validation and model selection, one set was used, consisting of a set of 20 scans
from dataset 1 with synthetic augmentations. For model testing, two sets were used.
Firstly, from the scans from the validation set, 20 inter-patient combinations (out of
the 380 possible combinations) were used as the inter-patient test set. Secondly, the
34 intra-patient combinations of scans from dataset 2 were used as the intra-patient
test set, as stated previously. Three samples from each of the validation and test
sets are shown in Figure 15.
4.2 Data processing
4.2.1 Preprocessing
The scans were downsampled by a factor of 4, making the scan size 128 × 128 × s
voxels, where s ranges between 11 and 169, in order to reduce the computation time
of the experiments. As the scans were not resampled isotropically, the image spacing
remains larger in the z-direction. Although isotropic resampling is commonly done
in image registration research, this step leads to more interpolation steps, which was
thought to affect the results.
Furthermore, the intensities of the scans were clamped with the lower and upper
bound set to -500 and 800 HU respectively, following Mok and Chung [26], in order
to have the model focus on the anatomy and ignore any noise outside of the body or
artifacts due to metal implants. After this, the intensities were normalized to the
unit interval [0, 1].
4.2.2 Sizing the scans
For the affine model, a pair of moving and fixed scans is processed at once as a whole.
To keep the model input size consistent, the scans thus need to be cropped or padded.
In this thesis, the scans were cropped or padded to a size of 128 × 128 × 48 voxels;
The depth of 48 voxels is slightly above the mean depth of 46.36 the downsampled
scans, and the median of 41 voxels. Thus, around 68% of scans needed padding to
fit this size, while the rest of the scans were cropped.
For the deformable model, the scans were not inputted as a whole, but in patches.
Due to GPU memory limitations, patches are quite frequently used in registration
research, reportedly in roughly half of the publications on 3D-3D registration [5].
Patch-based training can negatively impact performance if the patches are too small,
as this leads to observed deformations that go out of the boundaries of the patch.
In this work, affine pre-registration and a relatively large patch size were used to
mitigate this. One advantage of using a patch-based method is that, if not used, the
scans would need to be padded quite heavily to allow all scans to fit into the input
size. Since the scan thickness differs quite a lot, the scans would be padded to at
least 169 voxels thickness (the thickness of the largest scan). And as the smallest
scan is only 11 voxels thick, a padded version of this scan would have over 90%
padding. In contrast, using the patch-based approach, only scans smaller than the
patch size need to be padded.
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(a) Synthetic validation set
(b) Inter-patient test set
(c) Intra-patient test set
Figure 15: Samples from the two validation sets and the test set. Axial, coronal, and
sagittal center slices are shown for fixed and moving scans from the three sets, as
well as an overlay of the fixed and moving image.
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In this thesis, slices of thickness a = 48 were used as patches. The input size is
thus 128 × 128 × 48, which is the same as in the affine model; However, if the scan is
bigger than the patch, in the deformable model, multiple patches are passed through
the model, while in the affine model, the scan only needs to be passed once.
One challenge of using patches is the patch fusion process during inference, as
discussed by Fu, Lei, Wang, et al. [5]. Patch fusion can lead to grid-like artifacts,
especially along the edges of the patches. One way to mitigate this problem is to use
a large patch overlap. This method was used in this research, with a patch-overlap
of a − 1 = 47. One downside of this method is that it increases the processing time
if the patch overlap is large, as is the case here. However, as the aim is to optimize
performance, rather than to create the fastest application, this is not a major issue.
Zero padding was used for all padding; Due to the normalization used, the empty
parts of the scan also have 0 intensity, so this value is appropriate.
4.2.3 Data augmentation
Data augmentation encompasses a range of techniques that enhance the size and
quality of a training dataset. It has successfully been applied to prevent overfitting
of the model and improve its generalizability, especially on smaller datasets [110].
Common augmentations include color augmentations (e.g. changes in brightness or
contrast, adding noise, blurring or sharpening), rotation, shearing, scaling, flipping,
random cropping, random erasing, elastic deformations, and combinations of these
techniques.
As stated, synthetic augmentations were applied to the scans from the first dataset
to create artificial patient scans. The augmentations consisted of applying both affine
and warped augmentations to the scans to create a second scan for the patients. This
second scan would either be used as the fixed or moving scan for the registration
task.
Next to the synthetic augmentations, additional data augmentations were also
used. The data augmentations applied consist of gamma adjustments, blurring,
adding noise, small deformable augmentations, small affine augmentations, and
flipping. The former four were added to the fixed and moving scan separately; the
latter two were added to both scans. Furthermore, the moving and fixed scans were
also randomly switched.
Data augmentations can either be applied during training or in advance. If one
does not have storage space limitations, the latter approach can be preferred, as
no computational time and power have to be spent applying augmentations during
training. However, the number of different applied augmentations needs to be large
enough for the model to be able to generalize well. In contrast, the former approach
leads to every sample having a different augmentation. In this thesis, the former
method was primarily used. For the synthetic validation set, naturally, the latter
approach is used so that the samples are always the same.
Implementation details of the data augmentations can be found in Appendix A.
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4.3 Evaluation
To assess the performance of the models, they are compared to registration using
state-of-the-art iterative registration tools Elastix and ANTs (see section 2.2.1).
Evaluation of the methods is done based on three metrics. Firstly, the DSC and
Surface DSC (sDSC) are used, which measure the quality of the registration through
the overlap of segmentations in the fixed and registered moving scan. Next to that,
the percentage of voxels with a non-positive Jacobian Determinant (JC) is used,
which is a measure of the smoothness of the transformation field of the deformable
registration. As the methods use vector integration through scaling and squaring to
approximate diffeomorphism, which should thus lead to smooth deformations, the
JC is expected to be low.
The DSC is defined in Equation 14, where vcF represents the voxels, so the




















Note that the calculation of the Dice loss presented in section 3.2.3 is virtually
the same as that of the DSC, as the sum of a binary volume ∑︁p∈P φc(p) is the same




and the intersection of two volumes is the same
as the voxel-wise multiplication of their binary volumes. The differences between
the DSC and the Dice loss are that the Dice loss is differentiable, has a smoothing
parameter, and takes the sum instead of the mean over the masks.
The DSC ranges from 0 to 1, with 1 indicating perfect alignment (overlap) of all
masks, and 0 indicating complete misalignment (no overlap).
Secondly, the sDSC is used. Instead of looking at the overlap of the volumes of
two masks, the sDSC measures the overlap of two surfaces at a specified tolerance.
In segmentation, this is an important metric. It addresses the bias of the volumetric
DSC to larger ROIs, where the internal volume accounts for the bulk of the score.
As vmF was defined as the volume of segment c in F , its surface will be denoted as

























Just like for the volumetric DSC, if the surfaces all perfectly align, the sDSC
would be 1; in case of a total misalignment, the sDSC would be 0. In this case,
perfect alignment depends on the chosen tolerance τ : The higher τ is, the higher the
score will be. It is imperative that the tolerance is set at a clinically acceptable level.
In this research, τ was set to 2 mm, as this is typically clinically desired [13].
Note that the sDSC is not differentiable, so it cannot be used as a loss function,
like the DSC. For more information on the sDSC, see Nikolov, Blackwell, Zverovitch,
et al. [111]. The DSC and sDSC metrics are illustrated in Figure 16.
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(a) Segment c in






(c) sDSC at tolerance τ
Figure 16: Illustrations of the DSC and sDSC metrics calculated on a segment c in
two scans, A and B. The segments are visualized as circles, and their surfaces are
visualized as rings, with thick rings showing the tolerance region around the surface.
Lastly, the JC is used to assess the smoothness of the predicted deformation.
The Jacobian matrix JT (p) = ∇T (p) captures the local properties of T around voxel
p. At locations where det JT (p) > 0, the local deformation is diffeomorphic, and
as such, no folding occurs. This metric, as defined in Equation 16, measures the
fraction of voxels where this is not the case, i.e. in what percentage of the T folding
occurs. The most optimal value for this metric is 0 and, as it is a percentage, the
maximum (and worst) value is 100.






det JT (p) ≤ 0
]︂
(16)
The JC is only calculated for deformable registrations, as affine transformations
can never lead to folding.
4.4 Overview of experiments
Experiments were first done with the affine model, testing two training methods
(supervised and unsupervised learning) and training datasets (synthetic and inter-
patient). The best affine model was evaluated in detail on the test sets. This model
was then used as the basis for the experiments with the two deformable architectures,
i.e. both during training and testing, scans were first passed through the affine model
before the deformable model was used.
For the deformable model, three training methods (supervised learning, weakly
supervised learning, and unsupervised learning) were tested. For the unsupervised
learning, three loss functions (NCC and global and local MI) were tested; Further-
more, regularization with L2-loss and BE-loss was also compared. For VoxelMorph,
bidirectional loss calculation was used. Again, the two training datasets (synthetic
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and inter-patient) were tested. The best deformable models (used on top of the affine
model) achieved with either architecture were extensively evaluated on the test sets.
In the evaluation of both the affine and the deformable models, registrations with
ANTs and Elastix were taken as a baseline for comparison. Although many papers
use these methods with just the default settings, since these are rarely optimal, some
testing was done to achieve better registrations by changing various hyperparameters
(number of resolutions, number of iterations, similarity metric, regularization, etc.).
More information about these settings, can be found in Appendix A, with results in
Appendix B.3.
4.5 Implementation details
Training of the DLIR models was done with the Adam optimizer. The maximum
batch size that could be fit on the GPU was used for the experiments. For training
the affine model, a learning rate of 1e-5 was used, with a batch size of 32. For training
the VoxelMorph models, a larger learning rate of 3e-4 was used, with a batch size of
8. For training the LapIRN models, a learning rate of 1e-4 was used, with a batch
size of 2. The models were trained until convergence was reached, or to a standard
86,000 steps for VoxelMorph and 180,000 steps for LapIRN. For the affine model, a
much larger amount of steps was needed to bring the training and validation error
close to 0.
The DLIR models were implemented in Python using PyTorch [112], one of the
most popular DL libraries [5]. Data augmentations were done using MONAI [113]
and TorchIO [114]. Implementation details can be found in Appendix A.
Elastix was implemented using SimpleElastix [115], an open-source extension of
SimpleITK that provides bindings of Elastix for a variety of programming languages;
In this case, Python was used.
ANTs was implemented in Python using the ANTsPy library [116] that wraps
the ANTs C++ library.
The models were trained on multiple computers, all with an NVIDIA GeForce
RTX 3090 GPU, and either an Intel Core i9-10900K CPU @ 3.70GHz or an Intel
Core i7-11700K @ 3.60GHz.
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5 Results
In this section, the results of the conducted experiments are presented. Firstly, the
best performing affine model is evaluated, and compared to the baseline affine results
achieved with ANTs and Elastix. Next, the results of the best affine model followed
by the best LapIRN and VoxelMorph models are evaluated and again compared
to the baseline results from ANTs and Elastix. Lastly, the influence of some key
hyperparameters on the performance of the deformable models is explored.
5.1 Affine registration
The best affine model found was trained with the 3D ResNet-18 architecture, using
both supervised learning using synthetic data augmentations, followed by unsuper-
vised learning using both combinations of scans and synthetically augmented scans.
Training a model in a completely unsupervised method from scratch is difficult,
quickly falling into the trap of local minima. Therefore, starting the training using
supervised learning is beneficial. However, completely relying on supervised learning
is not preferred, as this relies on synthetically augmented scans with rather small
elastic deformations, not to make the ground-truth transformation inaccurate. Thus,
in order for the model to generalize better to real intra-patient scans, the unsupervised
learning step is useful.
The best model was trained for over 2 million steps of supervised learning and
700,000 unsupervised steps. Tests were done with various synthetic augmentations in
order to determine what augmentations should be used in the synthetic training data
for the model to generalize well to the intra-patient scans. The final augmentation
settings, as well as other settings can be found in Appendix A.
Performance metrics of the best affine model are found in Table 5. For comparison,
the performance metrics of ANTs and Elastix, run with their default affine models,
are also shown. For a more detailed comparison of the test sets, in Figure 17, boxplots
of the DSC scores per ROI for the model are compared to the baseline affine models.
Similar tables and figures are available for the validation set in Appendix B.1.
As can be seen in the table, the model is able to achieve a moderately good
registration performance on the intra-patient test set, with an average DSC of 0.62, an
improvement of 0.19 over the unregistered scans. However, compared to the baseline
affine models, the affine model is worse. Elastix performs best overall, with ANTs
following closely. For some scans, the difference between the model performance is
not as big: In about 35% of intra-patient scans, the difference between the mean
DSC achieved by the 3D ResNet and the mean DSC achieved by the baselines is
less than 0.05. However, on average, the model scores almost 0.10 lower than the
best-performing baseline model for each scan.
On the inter-patient test set, both the 3D ResNet model and the baseline methods
perform much worse. The model improved the average DSC by 0.17 over the
unregistered scans to an average of just 0.32, which is rather low. As ANTs and
Elastix also scored poorly, the difference in performance between the DLIR model



































































ANTs Elastix Affine model
Figure 17: Boxplots of the DSC scores achieved by the best affine model compared
to ANTs and Elastix. The mean scores are shown in black.
Test set Model DSC sDSC Runtime (s)
Inter-patient
3D ResNet 0.31 (0.30) 0.20 (0.15) 2.42e-3 (1.48e-4)
ANTs 0.34 (0.29) 0.22 (0.18) 0.62 (0.19)
Elastix 0.32 (0.29) 0.20 (0.17) 1.27 (0.21)
No reg. 0.14 (0.22) 0.06 (0.08) -
Intra-patient
3D ResNet 0.62 (0.28) 0.49 (0.21) 2.38e-3 (1.89e-5)
ANTs 0.70 (0.26) 0.60 (0.24) 0.45 (0.05)
Elastix 0.71 (0.26) 0.62 (0.24) 1.17 (0.23)
No reg. 0.43 (0.28) 0.26 (0.17) -
Table 5: Means and standard deviations of DSC and sDSC scores and the runtimes of
the registrations of the best affine model compared to the affine registration models
of ANTs and Elastix.
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As expected, the model’s runtimes are much faster than the baseline, with the
DLIR model taking less than 1% of the time required by the baseline algorithms.
It is notable that while the baseline models take slightly longer for the inter- than
for the intra-patient scans, which is to be expected for iterative algorithms, as these
were much more poorly aligned initially. For the DLIR model, there of course is no
such difference.
As can be seen in Figure 17, across almost all ROIs, the performance of the
model is worse than the baseline methods on both test sets. The only ROI where
the affine model outperforms the baseline models is the whole body. This is the ROI
where the highest similarity scores are achieved by all models. However, for most of
the other ROIs, good similarity scores were not achieved. On the inter-patient test
set, the model is clearly worse than the baseline methods on most ROIs, while the
performance of the baselines is already rather poor.
To determine the causes of the mixed performance on the intra-patient test set
and the generally poor performance on the inter-patient set, individual scans were
analyzed.
For the intra-patient test set, Figure 18a shows a typical case where there is a
clear difference between the baseline methods and 3D ResNet’s scores. In this case,
the 3D ResNet scored worse on all ROIs, except for the body, which it seemed to
prioritize in the alignment. One clear condition where misalignment occurs is when a
part visible in the fixed scan is not visible in the moving scan. In these cases, the 3D
ResNet model appears to stretch the moving image to cover the whole fixed image,
leading to poor alignment. An example is shown in Figure 18b, where the model
stretched the moving image to cover the top part of the fixed scan, even though this
part of the body is not visible in the moving scan, leading to worse alignment than
was achieved with ANTs and Elastix, and much lower DSC and sDSC scores.
For the inter-patient scans, Figure 18c shows an example where all models score
approximately the same on the similarity metrics, despite that their transformations
seem quite different. The baseline methods appear to rotate the scan and stretch
it more than the 3D ResNet. Here, a similar issue appears as was discussed before,
but now for the baseline methods, which stretch the scan to cover the entirety of
the body visible in the fixed image. This example illustrates that average DSC and
sDSC scores do not always give a good picture of the registration quality.
In some inter-patient cases, the transformations predicted by the baseline methods
actually deteriorate the registrations: For 2 scans (10% of scans) for Elastix and 6
scans (30% of scans) for ANTs, the registered result has lower DSC and sDSC scores
than the moving scan, meaning that the registration worsened the alignment. An
example of this is shown in Figure 18d, where ANTs moved the moving image almost
out of the frame completely, and Elastix stretched the moving image excessively.
These types of failures do not occur for the 3D ResNet model: Its registrations are
always better than the unregistered alignment in terms of DSC and sDSC score. In
the example, the 3D ResNet seems to register the scan accurately (although visually,
it does not seem like the affine optimal registration either). Regardless, this shows














(a) An intra-patient scan on which the 3D













(b) An intra-patient scan on which the
3D ResNet model performed much worse













(c) An inter-patient scan on which all mod-













(d) An inter-patient scan on which the base-
line methods performed poorly.
Figure 18: Examples of affine registration results. Axial, coronal, and sagittal center
slices and overlays are shown for the fixed scan and the moving scan, as well as
the warped moving scans by the three methods. Average DSC and sDSC scores are
shown as well.
5.2 Deformable registration
The best VoxelMorph model was trained on the synthetic training data using a
combination of unsupervised learning using NCC loss and weakly supervised learning
with BE regularization. It was trained for 86,000 steps, after which it was deemed to
have converged.
Similarly, the best LapIRN model was trained on synthetic data using a combi-
nation of unsupervised learning and weakly supervised learning. It was trained for
60,000 steps at each level in an unsupervised manner, after which 20,000 steps of
combined weakly and unsupervised learning were used to finetune the model.
In this section, these models are evaluated in more detail, and compared against
the baseline deformable registrations using ANTs and Elastix. The best registration
model found with ANTs uses affine registration followed by a deformable registration
using the SyN algorithm with Demons loss run for 100 iterations maximum and
otherwise default settings. Results of ANTs with other settings can be found in B.3.
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The best model found in Elastix consists of the default affine model, followed by the
deformable B-Spline-based model run for 1000 iterations (and default settings other
than that). Summaries of results achieved with Elastix with different settings that
were tested can also be found in Appendix B.3.
As can be seen in Table 6, both models were able to achieve a relatively good
registration performance on the intra-patient set, with average DSC scores of 0.72 for
VoxelMorph and 0.79 for LapIRN. This is higher than the scores on the inter-patient
test set, where average DSC scores of 0.41 and 0.48 were achieved by VoxelMorph
and LapIRN, which is rather low. On the synthetic validation set, the scores were
also lower, with average DSC scores of 0.63 and 0.72 respectively; see Appendix
B.2. Lower scores for the inter-patient registration were already found in the affine
registration, but it is clear that deformable registration is not able to improve the
registration to a large extent. Of course, it can be argued that, as the inter-patient
scans have much larger differences between them, high similarity scores are not
attainable, even in case of a perfect registration. However, when looking at the scan
results, it is clear that the registration results are far from ideal. One clear indication
for this is the difference compared to the baseline models. While LapIRN is only
slightly worse than these on average for the intra-patient test set, for the inter-patient
test set, the difference is much larger.
The more complex, multi-resolution LapIRN architecture outperforms the simpler
VoxelMorph model across all metrics. Compared to the performance achieved with
the registration quality before the deformable registration is applied (i.e. after the
affine registration), LapIRN was able to cause an average improvement of just below
0.20 on both the inter-patient and intra-patient test sets; The best VoxelMorph
model, however, was only able to achieve an improvement of around 0.10 on both.
Compared to the unregistered scans, the full DLIR pipeline of affine and deformable
registration with LapIRN was able to improve the registration performance by almost
0.30.
For a more detailed comparison, in Figure 19, boxplots of the DSC and sDSC
scores per ROI for the model are compared to the baseline methods. Similar figures
showing plots for the validation set can be found in Appendix B.2. As can be seen,
for the intra-patient test set, for over half the ROIs, namely the body, left and right
femurs, pelvic bone, bowel bag, and L4 and L5 vertebrae, LapIRN scores better in
terms of DSC than the baseline methods, though it scores worse for the other ROIs
and metrics. VoxelMorph scores significantly worse on almost all metrics. On the
inter-patient test set, both models score visibly worse than the baseline methods on
all ROIs.
In the table, it is visible that the JC is low for all models, averaging less than 1%.
For VoxelMorph, LapIRN, and Elastix, smoother results are achieved on the intra-
patient test set, of which the scans were more similar initially. On both sets, the two
DLIR models score better than Elastix, with VoxelMorph having a smoother result
than LapIRN. ANTs was able to create completely smooth deformations, however,
and thus outperforms all other models. This shows that, while the patch-based
diffeomorphic approximation using scaling and squaring does not work perfectly, a



































































ANTs Elastix LapIRN VoxelMorph
Figure 19: Boxplots of the DSC scores achieved by the deformable models compared
to ANTs and Elastix. The mean scores are shown in black.
Dataset Model DSC sDSC JC Runtime (s)
Inter-patient
VoxelMorph 0.41 (0.33) 0.33 (0.25) 0.16 (0.16) 0.35 (0.37)
LapIRN 0.48 (0.33) 0.40 (0.26) 0.70 (0.40) 5.00 (6.23)
ANTs 0.63 (0.29) 0.58 (0.23) 0.00 (0.00) 49.90 (20.40)
Elastix 0.53 (0.31) 0.43 (0.24) 2.85 (3.88) 9.39 (0.95)
No reg. 0.14 (0.22) 0.06 (0.08) - -
Intra-patient
VoxelMorph 0.72 (0.24) 0.66 (0.21) 0.02 (0.07) 1.80e-2 (2.38-4)
LapIRN 0.79 (0.23) 0.76 (0.21) 0.33 (0.28) 9.68e-3 (8.95e-4)
ANTs 0.80 (0.20) 0.78 (0.18) 0.00 (0.00) 24.63 (9.77)
Elastix 0.78 (0.22) 0.73 (0.22) 0.32 (1.27) 8.62 (0.55)
No reg. 0.43 (0.28) 0.26 (0.17) - -
Table 6: Means and standard deviations of DSC, sDSC, and JC scores, and the
runtimes of the registrations on the validation sets and test set using the best
VoxelMorph and LapIRN models, compared to the deformable registration models

















(a) An intra-patient sample on which all
















(b) An intra-patient sample on which
LapIRN outperformed the baselines, and
















(c) An intra-patient sample on which all


































(e) An inter-patient sample on which all
models performed poorly.
Figure 20: Examples of registration results. Axial, coronal, and sagittal center slices
and overlays are shown for the fixed scan and the moving scan, as well as the warped
moving scans by the three methods. Average DSC and sDSC scores are shown as
well.
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In terms of runtime, both LapIRN and VoxelMorph are very fast, with average
runtimes of less than a second on the test sets, almost 1000 and 500 times faster than
ANTs respectively, and both over 1000 times faster than Elastix. This underlines how
using DLIR dramatically reduces the time that registration takes. One note is that
for the inter-patient test scans and the synthetic validation scans (see Appendix B.2),
the runtimes are a bit longer. This can be attributed to the size of some of the scans,
necessitating many patches. For example, for one scan in the test set with a depth
of 116 voxels, 69 patches would be taken; this scan took LapIRN almost 20 seconds
to register. For the DLIR models, the number of patches, and the implementation of
the patch creation and aggregation, are the main factors influencing the registration
speed. However, even in this case and despite the large patch overlap, the models
are both much faster than the baselines.
When analyzing individual scans visually, the performance difference between
the different methods can be seen. In figure 20a, an intra-patient sample is shown
on which all of the models achieved a relatively good result, with ANTs achieving
the highest score. For almost 60% of the scans in the test set, ANTs had the highest
average DSC score out of the methods compared. The better performance of ANTs
can, for example, be identified in the bladder, which is visibly better aligned in the
axial slice. However, on more close inspection, the largest improvement to the DSC
and sDSC scores comes from the seminal vesicles (not visible), as LapIRN completely
failed to align these.
20b shows an example where LapIRN performs slightly better than the baselines,
whose performances were mainly brought down by misalignment of the L4 for Elastix
and the bowel bag for ANTs. VoxelMorph is evidently outperformed by the other
methods, failing to capture the deformations in the lower bones correctly.
Lastly, Figure 20c shows the intra-patient scan in the test set with the lowest
overall performance. As can be seen in the image, it is a difficult case, as the scans
are largely misaligned, and the fixed scan suffers from a big scan artifact (e.g. due to
an implant). Visually, the scan warped by LapIRN may be the closest to the actual
fixed scan, but its alignment is still rather poor.
For the inter-patient scans, Figure 20d shows an example where all models perform
quite well. The main differences are visible at the edges of the scan: While ANTs
and LapIRN removed virtually all non-overlapping areas, there are still some visible
in the Elastix result. Note, however, that this behavior by ANTs and LapIRN is not
necessarily desired, as one of the scans may show a larger part of the body than the
other scan, which ought to remain visible. An example of this is shown in Figure 20e.
In this case, all models warped the moving scan onto parts of the fixed scan that
were not visible in the moving scan, e.g. the abdominal region at the top of the fixed
scan, or the legs. In this example, ANTs completely distorted the anatomy, with
strongly warped bones; Elastix has a similar issue, where pelvic bones are stretched
into the legs. LapIRN came up with the worst result, which even seems to feature a
gap inside the warped body. Out of the methods, VoxelMorph is the only one that
did not stretch the scan into the abdomen, but it still tried to cover the legs. As
both of these inter-patient scans show, scans of different sizes still appear to pose a
large challenge for all tested methods.
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5.3 Influence of key hyperparameters
Various hyperparameters were tested in the search for the most optimal DLIR
models, namely different architectures, different training data, and various supervision
methods and loss functions. The effect that these parameters were found to have
on the model performance is briefly discussed in the next sections. In all sections,
tables in which different settings are compared are shown. These tables show the
performance on both the validation set (synthetic scans) and the test sets (intra- and
inter-patient scans); note, however, that the original comparison and model selection
was based only on the scores achieved on the validation set.
5.3.1 Affine models
ResNet architectures For the affine model, the three different ResNet architec-
tures were tested. As can be seen in Table 7, the ResNet-10 model clearly performed
the worse, and the ResNet-18 and -34 models reached similar performance, with the
former model slightly beating the latter. It must be noted that the ResNet-34 and
ResNet-10 models were only trained using supervised learning, while the ResNet-18
model was trained using both supervised and unsupervised learning. It is thus
possible that the performance difference would be different with added unsupervised
training; however, this was not attempted.
ResNet- Synthetic Inter-patient Intra-patient
DSC sDSC DSC sDSC DSC sDSC
10 0.34 (0.30) 0.23 (0.18) 0.24 (0.29) 0.14 (0.13) 0.52 (0.29) 0.37 (0.19)
18 0.40 (0.30) 0.26 (0.19) 0.31 (0.30) 0.20 (0.15) 0.62 (0.28) 0.49 (0.21)
34 0.40 (0.30) 0.28 (0.20) 0.28 (0.28) 0.17 (0.13) 0.61 (0.29) 0.49 (0.22)
Table 7: Average similarity scores on experiments with the ResNet-10, -18, and -34
architectures.
5.3.2 Deformable models
Training data Firstly, training the models using the two different sources of data,
either synthetically augmented scans or inter-patient scans, were compared. A test
was performed using VoxelMorph trained with NCC loss and L2-regularization with
either training set. A summary of the results from this experiment listed in Table 8,
shows higher scores for training on the synthetically augmented scans on all three.
This is interesting, as better performance on the inter-patient test set is expected after
training on inter-patient scans. An explanation may be sought in the smaller size of
the inter-patient training set, compared to the infinitely large synthetic dataset, or the
general difficulty of aligning inter-patient scans. An experiment using LapIRN lead





DSC sDSC DSC sDSC DSC sDSC
Synth. 0.60 (0.30) 0.53 (0.25) 0.38 (0.33) 0.31 (0.25) 0.73 (0.25) 0.67 (0.22)
Inter. 0.45 (0.32) 0.38 (0.24) 0.31 (0.34) 0.26 (0.25) 0.67 (0.26) 0.62 (0.21)
Table 8: Average similarity scores on the two test sets for the training data experiment.
Unsupervised and supervised learning Various unsupervised loss functions
(NCC, MI, and local MI) were compared, as well as supervised training. For the
unsupervised training, L2-regularization was again used. For the supervised method,
training on scans that were first aligned using the affine model lead to implementation
issues with the resampling of the ground-truth deformation fields. Therefore, instead,
it was trained on scans with only very slight affine augmentation, to simulate what
scans may be like after being pre-aligned, as the affine pre-alignment is not perfect.
For proper comparison, an unsupervised model using NCC loss was trained on this
data as well. Of course, in testing, the affine model is still used to pre-align the scans.
An overview of the performance of the unsupervised models is shown in Table 9.
As can be seen in the table, of the unsupervised models, the model trained with
NCC loss manages to reach slightly higher average scores than those trained with
MI. The difference is only slight, however, with the local MI model performing
best on the inter- and intra-patient test sets. the NCC model was still chosen, as
model selection was done based on the performance on the validation set to avoid
overfitting. However, the high performance with local MI indicates that for multi-
modal applications, using MI (as is common for this application) need not be a
disadvantage. When comparing the supervised model, it is clear that training on
scans that are not pre-aligned worsens the result on the intra-patient scans, leading
to a reduction of 0.06 and 0.07 in the DSC and sDSC scores for the NCC models.
However, it is also clear that the supervised model performs much worse than the
NCC model used for comparison. In fact, the supervised model only improves over




DSC sDSC DSC sDSC DSC sDSC
NCC 0.60 (0.30) 0.53 (0.25) 0.38 (0.33) 0.31 (0.25) 0.73 (0.25) 0.67 (0.22)
MI 0.57 (0.30) 0.50 (0.24) 0.37 (0.33) 0.29 (0.24) 0.72 (0.24) 0.66 (0.21)
MIlocal 0.59 (0.30) 0.52 (0.26) 0.39 (0.34) 0.32 (0.26) 0.73 (0.23) 0.68 (0.20)
NCC* 0.58 (0.29) 0.50 (0.22) 0.37 (0.33) 0.30 (0.24) 0.67 (0.26) 0.61 (0.21)
sup.* 0.52 (0.29) 0.41 (0.20) 0.30 (0.31) 0.21 (0.18) 0.58 (0.29) 0.46 (0.20)
Table 9: Average similarity scores on the two test sets for the experiment with different
unsupervised losses. ∗ = models trained on scans with smaller affine augmentation
that were not pre-aligned.
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Regularization The effects of different types of regularization, namely L2- and
BE-regularization, were tested, as well as two different regularization strengths. As
can be seen in the overview in Table 10, using stronger L2 regularization worsens
the result over the best results from the previous experiment. However, when the
BE loss is used with this larger weight, it leads to higher similarity scores than were
achieved with the default L2 loss. For the test sets, the differences are only slight,
making them not visible in the table due to the rounding. Of course, it is expected
that regularization does not have huge effects, since it only has a small effect on
the loss. The effect of the regularization term is visible in the JC scores, however,
with the larger λ bringing down the scores on all three datasets. The worst JC
scores are achieved by the BE model with λ = 0.25. This is to be expected, as the




DSC sDSC DSC sDSC DSC sDSC
L2 (0.25) 0.60 (0.30) 0.53 (0.25) 0.38 (0.33) 0.31 (0.25) 0.73 (0.25) 0.67 (0.22)
L2 (2) 0.57 (0.30) 0.50 (0.24) 0.37 (0.33) 0.29 (0.24) 0.73 (0.24) 0.68 (0.22)
BE (0.25) 0.59 (0.30) 0.52 (0.26) 0.37 (0.34) 0.30 (0.26) 0.72 (0.24) 0.67 (0.21)
BE (2) 0.61 (0.30) 0.54 (0.25) 0.38 (0.34) 0.31 (0.26) 0.73 (0.24) 0.68 (0.21)
Table 10: Average similarity scores on the two test sets for the regularization
experiment.
Weak supervision The effect of adding weak supervision to the training was also
investigated. The final models for both VoxelMorph and LapIRN were finetuned using
weak supervision. However, weak supervision can also already be used from the start
of the training, as was attempted in some experiments with good results. In table 11,
a summary of an experiment with VoxelMorph is shown, where unsupervised learning
from scratch, training solely using weak supervision from scratch, and finetuning
a model trained in an unsupervised manner with weak supervision are compared.
Although the results are very similar, the combined approach gave the best result.




DSC sDSC DSC sDSC DSC sDSC
Unsup. 0.61 (0.30) 0.54 (0.25) 0.38 (0.34) 0.31 (0.26) 0.73 (0.24) 0.68 (0.21)
weakly sup. 0.62 (0.28) 0.55 (0.23) 0.40 (0.33) 0.33 (0.25) 0.72 (0.24) 0.66 (0.20)
Both 0.63 (0.28) 0.56 (0.23) 0.41 (0.33) 0.33 (0.25) 0.72 (0.24) 0.66 (0.21)





In this project, DL methods for medical image registration were compared on the
task of aligning inter- and intra-patient male pelvic FFoV CT scans. The methods
used employ a cascade of an affine (global) registration and a deformable (local)
registration. For the affine registration step, a 3D ResNet model was used. The two
deformable methods that were investigated are VoxelMorph, the most commonly
used DLIR framework, and LapIRN, a recent multi-resolution DLIR method and
one of the winners of the Learn2Reg 2020 MICCAI Registration Challenge. The
two registration steps were trained separately. For the affine registration step, both
supervised and unsupervised learning methods were employed. For the deformable
step, multiple training methods and loss and regularization functions were compared.
The training was done on synthetically augmented CT scans. The results were
compared to results obtained with two top-performing iterative image registration
frameworks, ANTs and Elastix.
The best-performing DLIR methods performed only slightly worse than the base-
line iterative methods on the intra-patient scans, but worse on the inter-patient
scans. Especially in the affine registration step, the DLIR methods were largely
outperformed. One advantage over the baseline affine methods, however, is that
the DLIR method never decreased the alignment, which happened for some of the
registrations with the affine baselines. When followed by LapIRN in the deformable
step, the DLIR approach managed to perform similarly to the baseline methods,
even managing to outperform them on 7 out of 12 ROIs on the intra-patient scans.
Furthermore, the methods achieve a very significant time speedup compared to the
baseline methods. The multi-resolution LapIRN architecture significantly outper-
forms VoxelMorph, of which the performance trails far behind the other methods.
LapIRN does have a longer runtime and slightly higher JC scores, however.
While the DLIR models were able to achieve moderately good performance on
the task of intra-patient registration, the performance was nowhere near good enough
for clinical applications. This is also the case for the baseline methods. In the
intra-patient registration tasks, none of the methods tested were able to align some
ROIs like the bladder and seminal vesicles correctly. Furthermore, the inter-patient
registration tasks seemed to be too challenging for the methods. However, this may
improve in the future with further improvements of DLIR, which was exemplified
by the performance improvement of the LapIRN model over the older VoxelMorph
model. In any case, the results show great potential for using DLIR for deformable
image registration of pelvic region scans in the future.
6.2 Contributions
As most current research only focuses on deformable registration and works with
scans that have previously been rigidly registered, the multistage registration pipeline
of both affine and deformable registration using DL that was used in this project
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is academically relevant. The comparison made in this thesis showed that affine
registration with a 3D ResNet followed by deformable registration with the multi-
resolution LapIRN architecture performs almost as well as the iterative baseline
methods, with the LapIRN architecture clearly outperforming the more widely used
VoxelMorph architecture in the deformable registration step. This mirrors the
findings of Mok and Chung [26] in their tests with brain MR scans. However, it was
shown that while the method is able to give good registration of most ROIs, some
ROIs like the bladder and seminal vesicles remain a challenge for all methods tested.
Thus, there is a definite need for improvements to achieve the level necessary for
clinical applications. Furthermore, the task of registering inter-patient scans, which
is less frequently attempted in the literature, was shown to be significantly harder.
The models especially struggled with padded scans of which the contents did not
fully overlap.
Next to that, this project contributes to the literature by focusing on the registra-
tion of CT scans of the male pelvic area, a task rarely explored in DLIR literature. As
CT-CT registration for this region has a considerable and growing clinical relevance,
it is imperative to test the extent to which methods that have been found to work
well for other regions also provide sufficient results in this region.
For affine registration, in this work, a ResNet-based architecture, which are
common in a variety of applications, was employed. Unfortunately, this method did
not manage to achieve the desired performance, showing that the affine registration
is not as simple as often (implicitly) assumed. More research into affine or rigid
registration using DLIR is thus advised.
For the deformable registration step, the architectures used, VoxelMorph and
LapIRN, had already been used in registration literature. In this work, however,
they were explored further with novel loss functions and training methods. In
previous literature, supervised learning had not been used with either, and weakly
supervised learning had not been used with LapIRN. Supervised learning with
synthetic augmentations did not lead to good results, compared to those achieved with
unsupervised learning. Adding weak supervision, however, improved the registration
performance in both methods. Furthermore, the MI loss function (in its global
and local formulation) had not been previously used with LapIRN, and neither
architecture had been tested with BE loss functions. The effects of the different loss
functions for unsupervised training did not appear to be large; Bigger gains could
potentially be made in improvements in the architecture or training setup. The local
MI loss was shown to perform only slightly worse than NCC loss in this particular
task. Adding BE regularization was shown to lead to an improvement over training
with L2 regularization.
6.3 Limitations
In this section, some limitations of the current research project are discussed.
Data In this project, training was done on synthetically augmented scans of inter-
patient scans. As the differences between these pairs of scans do not closely resemble
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realistic augmentations, this may have hindered the learning of the model. For
example, in the synthetically augmented scans, bones routinely get warped, while
this is something that would never occur in intra-patient scans. Therefore, if possible,
a "smarter" model could potentially be trained on intra-patient training data, if this
were available. As was shown, synthetically augmented scans seem to provide a good
alternative, but it would be good to confirm this through an experiment.
Another limitation of the current research is that it uses private data for both
training and evaluation. Unfortunately, for the chosen task of CT-CT intra-patient
registration of the male pelvic region, no commonly used public dataset is available.
However, if possible, using public datasets for at least evaluation would have facilitated
future comparison.
Preprocessing In this work, only downsampled scans were used, for both training
and evaluation. While some small experiments (not included in the result section)
showed that evaluating on downsampled scans does not lead to largely different
similarity scores, the literature shows that training on full-resolution images can lead
to slightly better registration results [78].
Next to that, the scans were padded to match each other. As was found, the
models and baseline methods struggled most with padded scans of which the contents
that did not fully overlap. Different ways of loading the scans that do not require
padding could thus be explored. Secondly, in the format the scans were saved in,
the spacing of the scans was not encoded. It was assumed that as the spacing was
approximately the same in all scans, the model would learn to deal with this by itself.
However, for iterative registration methods, saving the scan in a format where the
original spacing is present (e.g. NIFTI) is preferred. In many DLIR publications,
scans are isotropically resampled, so that spacing does not have an effect at all. This
difference in preprocessing makes it harder to compare the results to previous work
on both iterative or DL-based image registration, and likely negatively affected the
performance of the baseline methods.
Model and training In this research, the model architectures were not changed,
e.g. the number of layers and number of filters per layer were kept constant. However,
the architecture is one of the key ingredients for getting a good performance, as is
evident from the performance difference between VoxelMorph and LapIRN. Adding
more layers, more filters per layer, more skip connections, or different residual blocks
(such as ResNeXt or Wide ResNet blocks) would have more than likely improved the
performance. Additionally, further hyperparameter optimization for the methods
used is recommended. The latter would likely improve the performance slightly.
On a similar note, the training schemes used in this research likely could have
been tweaked as well, for more optimal results. For example, the training was not
done in an end-to-end manner, so training of both an affine and a deformable model
simultaneously, which usually leads to better results. Furthermore, testing the models
in a manner where affine and deformable transformations are combined so that the
scan is only re-sampled once would likely improve the resulting images visually.
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One surprising finding is the very poor performance of the deformable models
trained with supervised training, which is not consistent with the literature. The fact
that due to programmatic limitations this training schema could not be used with
pre-aligned scans seems to have affected the performance. However, this probably
does not explain the poor performance in itself. Therefore, more experiments with
supervised training are warranted.
Evaluation Another limitation of the research is the quality of the evaluation.
The evaluation was mainly done using various scores: DSC, sDSC, and JC. sDSC,
which is an improvement of the DSC in a sense, is not commonly used in the image
registration literature, which mainly sticks to the regular DSC. Using this metric
thus already provided an improvement compared to the evaluation seen in many
publications. However, still, the metrics used do not directly correspond to the
practical usability of the models. Good values for these metrics do not always mean
that a transformation is realistic, as the scores are merely based on a select set of
ROIs and the transformation smoothness.
An additional limitation for the evaluation is that for the intra-patient test scans,
the segmentation masks were generated automatically, and were not checked by
experts. While it is unlikely that the segmentation software made large mistakes, it
would have been better if this was adequately assessed.
6.4 Suggestions for future work
Data Based on the first limitation, using intra-patient scans for training would
likely improve the models. While obtaining a large intra-patient dataset would be
challenging, adding a set of intra-patient scans to a training dataset with synthetic
and/or inter-patient scans can lead to stronger models.
Because the registration task does not differ greatly per region of the body (unlike,
for example, medical image segmentation, where different ROIs need to be identified
in each part), it would be interesting to test the same model set-up for different
regions of the body. One approach that can be tried in future research is to train a
"universal" model using scans from multiple regions; such a model could be applied
to similar scans from any region.
On a similar note, moving to other modalities would also be interesting. For the
male pelvic region, the existing model could also be tested for CT-CBCT registration,
as these modalities are relatively comparable in terms of intensity. Moreover, CBCT
scanning is more often used for rescans than CT scanning, so moving to CBCT would
be more clinically relevant for intra-patient registration. Next to that, the models
could also be trained for CT-MR registration, which is also clinically important for
the pelvic region. However, as this task is much more challenging, this would likely
warrant various changes, e.g. to the loss functions used.
Preprocessing In future research, resampling the scans isotropically would be a
useful step, as is used in many publications and can potentially improve performance.
Furthermore, using full-resolution scans would likely lead to improved results. Ex-
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periments could also be done with different patch sizes. Next to that, as the ROIs
with the worst alignment were generally soft-tissue ROIs, the intensity could be
clamped to to [-200, 200] HU (instead of [-500, 800] HU), as this is the range where
the intensities of soft tissues lie, to make these ROIs stand out more.
Next to that, as the models mainly struggled with padded scans of which the
contents did not fully overlap, the synthetic data augmentations should likely be
changed. Currently, in the synthetic training data, parts of a scan can only not be
visible in the other scan if they fall out of the frame. Randomly leaving out parts of
images could, for example, be of help for this.
Model Firstly, end-to-end training of the affine and deformable models would
likely lead to improvements, as was demonstrated by Zhao, Dong, Chang, et al.
[59]. This could either be done using completely synthetic augmentations, where
the augmentations are known, or based on results from Elastix, ANTs, or another
traditional method. The latter option is an avenue that would be interesting to
explore for the deformable model, having successfully been applied by Sentker,
Madesta, and Werner [51].
For the affine model, the model used in this research was not taken directly
from previous work. Although it managed to get moderately good results, different
models could be tested in the future. One addition that was observed in many
papers in the literature is using multiple fully connected layers at the end of the
network. Furthermore, many authors have chosen to separate the values for rotation,
translation, scaling, etc., rather than predicting the transformation matrix directly.
Another potential improvement that was mentioned in the literature is removing the
maximum pooling layers, as these can obscure small movements [117].
For VoxelMorph, the calculated DVF was only half the size of the output image,
which improved training. With a progressive training approach, perhaps a full
resolution VoxelMorph model would be able to improve the result. However, more
than VoxelMorph, the multi-resolution approach of LapIRN showed clear potential.
This multi-resolution approach could also be combined with other base architectures
in future work. The base architecture of both VoxelMorph and LapIRN consists of
rather simple blocks, compared to architectures commonly used in image segmentation
and other related tasks; Adding these established blocks into registration networks
could likely improve the performance.
Next to that, using multiple cascading networks of the same resolution could also
be explored. Of course, besides DLIR methods, the combination of iterative and
DL-based methods could also be explored further. For example, DLIR can be used
for the initial registration that is followed by iterative finetuning. However, as this
would lead to a compromise in terms of runtime, it is not preferred.
Lastly, the unsupervised training of the affine model and un- or weakly supervised
training of LapIRN may also benefit from the bidirectional loss calculation used for
VoxelMorph.
Evaluation It is recommended to find ways to compare the results from this paper
to other publications. This could be done by training other models on this same
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dataset. However, that may not be desirable. Instead, the current models could be
trained on a task for which benchmark datasets or competitions are available, e.g.
for CT-CT inspiration-expiration lung registration (DIR-Lab), as results of various
other works are available for these tasks. Alternatively, more extensive evaluation
could be done using more similarity metrics, e.g. Hausdorff distance or absolute
volume difference. This would also allow for easier comparison to other works.
Evaluation in a clinical setting would be useful. Evaluating models with experts
will likely lead to more clinically relevant evaluation results, e.g. with regards to
what misalignments are acceptable and which are problematic, if the deformable
transformation is smooth enough, etc. Furthermore, testing the model performance
when using the model as a part of a larger pipeline, e.g. to transfer dose maps
(similar to Elmahdy, Jagt, Zinkstok, et al. [84]), would be meaningful.
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A Appendix: Implementation details
A.1 Synthetic deformation
The synthetic data augmentations were applied using the MONAI framework [113]
in Python, using the random affine transform, and a custom version of the random
elastic transform.
Affine deformation A random affine transformation was applied to all scans for
training the affine model, and with a probability of 0.50 for the deformable model.
The settings are shown in Table A1. Shearing was not used.
Parameter z-direction x- and y-directions
Translation (fraction
of the scan size)
U(−0.20, 0.20)/U(−0.30, 0.30) U(−0.10, 0.10)/U(−0.30, 0.30)
Rotation (degrees) U(−10, 10) U(−15, 15)/U(−5, 5)
Scaling (factor) U(0.70, 1.30) U(0.75, 1.25)
Table A1: Parameters for the random affine transformation applied for the deformable
model, with a probability of 0.5. The settings for the affine model, with a probability
of 1.0, are shown after the slash if different.
Elastic deformation For the random 3D elastic transform, MONAI first applies
random offsets on every voxel or grid point. These are then smoothed with a Gaussian
kernel. The random offsets were sampled from U(0, 5000), with the standard deviation
of the Gaussian kernel sampled from U(15, 25) voxels. For training the affine model,
smaller deformations were used: Random offsets sampled from U(100, 150) with the
standard deviation of the smoothing kernel sampled from U(4, 7).
A.2 Additional data augmentation
Next to synthetic deformations, various other augmentations were used: Flipping,
applying an affine transformation to both the moving and fixed image, switching the
moving and fixed image, and gamma augmentation, noise, and blurring. The first
two are applied to both images simultaneously; The rest is applied to the individual
images separately. The latter three were implemented using TorchIO [114].
The settings can be found in Table A2. For the affine model, the noise, gamma,
and blurring augmentations were not always used.
A.3 Baseline (ANTs and Elastix) settings
Both ANTs and Elastix have various parameters that can be changed to improve
the performance, such as the similarity metric used or the number of iterations. As
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Augmentation and operation Value Probability
Gamma, γ = exp(β) β ∼ U(−0.5, 0.5) 0.5
Gaussian blurring with std. σx, σy, σz σz ∼ U(−0.5, 0.5),
σx, σy ∼ U(−1.25, 1.25)
0.5
Gaussian noise with mean µ and std. σ µ = 0, σ ∼ U(0, 0.03) 0.2
Flipping - 0.2
Switching moving and fixed scans - 0.5
Affine transformation (for both scans) degrees ∼ U(−10, 10),
scaling: ∼ U(0.7, 1.3)
0.5
Table A2: Parameters for the additional data augmentations performed on the
training scans.
iterative methods can require some tuning to achieve good performance, various
settings were tested for both tools.
For Elastix, parameters are mainly taken from the Elastix Model Zoo22, which
contains parameters from previous experiments. The settings that are changed
are the type of registration (affine, deformable using B-Splines, or both) number
of resolutions in the image pyramid (4 (default) or 1), the similarity metric (MI
(default) or CC), adding a regularization term (BE regularization or no regularization
(default)) the number of iterations per pyramid level (256 (default) or 1000), and the
grid spacing downsampling factors for the different pyramid levels (the default for 4
levels 8 × 8 × 8, 4 × 4 × 4, 2 × 2 × 2, 1 × 1 × 1; In some experiments, this is replaced
with 4 × 8 × 8, 2 × 4 × 4, 1 × 2 × 2, 1 × 1 × 1, inspired by Staring, Klein, Reiber, et
al. [35], as the scans have a smaller resolution in the z-direction).
For ANTs, various default settings can be tried, and parameters can be tweaked
as well. Just like for Elastix, for ANTs the type of registration was changed (affine
only or translation/affine followed by deformable using B-Splines), the number of
iterations (default is (41, 21 and 1 for the three default pyramid levels; I changed this
to 100 for each level, copying Nazib, Fookes, and Perrin [30]); the similarity metric
(MI (default), CC, or Demons similarity23) the gradient step size (0.2 (default) or
0.25 (the setting for the "SyNAggro" default)).
A.4 Visualization
Plotting scans was done using code based on DIPY [119]. The overlays visible in the
plots showing examples of scans were created as a color image of two grayscale slices
plotted on top of each other using the red channel for the first volume and the green
channel for the second one. Visualizing examples of DVFs in the model diagrams
was done using Matplotlib [120].
22https://elastix.lumc.nl/modelzoo/
23Demons similarity refers to the similarity calculation used in the Demons algorithm presented
by Thirion [118] as implemented in ITK.
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ANTs Elastix Affine model
Figure B1: Boxplots of the sDSC scores achieved by the best affine model compared
to ANTs and Elastix on the two test sets. The mean scores are shown in black.
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ANTs Elastix Affine model
Figure B2: Boxplots of the DSC and sDSC scores achieved by the best affine model
compared to ANTs and Elastix on the synthetic validation set. The mean scores are
shown in black.
Model DSC sDSC Runtime (s)
3D ResNet 0.38 (0.30) 0.26 (0.19) 2.41e-3 (1.96e-4)
ANTs 0.61 (0.26) 0.51 (0.21) 0.51 (0.13)
Elastix 0.59 (0.28) 0.50 (0.23) 1.24 (0.18)
No reg. 0.12 (0.22) 0.06 (0.06) -
Table B1: Means and standard deviations of DSC and sDSC scores and the runtimes
of the registrations of the best affine model on the synthetic validation set, compared





































































ANTs Elastix LapIRN VoxelMorph
Figure B3: Boxplots of the sDSC scores achieved by the best deformable models
compared to ANTs and Elastix on the two test sets. The mean scores are shown in
black.
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ANTs Elastix LapIRN VoxelMorph
Figure B4: Boxplots of the DSC and sDSC scores achieved by the best deformable
models compared to ANTs and Elastix on the synthetic validation set. The mean
scores are shown in black.
Model DSC sDSC JC Runtime (s)
VoxelMorph 0.63 (0.28) 0.56 (0.23) 0.08 (0.14) 0.19 (0.31)
LapIRN 0.75 (0.23) 0.72 (0.20) 0.82 (0.44) 2.49 (5.04)
ANTs 0.63 (0.29) 0.58 (0.23) 0.00 (0.00) 49.90 (20.40)
Elastix 0.53 (0.31) 0.43 (0.24) 2.85 (3.88) 9.39 (0.95)
No reg. 0.14 (0.22) 0.06 (0.08) - -
Table B2: Means and standard deviations of DSC, sDSC, and JC scores, and the
runtimes of the registrations on the synthetic validation set using the best VoxelMorph
and LapIRN models, compared to the deformable registration models of ANTs and
Elastix.
89
B.3 Baseline models experiments
B.3.1 ANTs
Model Synthetic Inter-patient Intra-patient
DSC sDSC DSC sDSC DSC sDSC
Affine 0.61 0.51 0.34 0.22 0.70 0.60
SyN (default; Affine + SyN) 0.79 0.76 0.51 0.42 0.76 0.70
SyN, max iter. 100 0.79 0.78 0.54 0.48 0.78 0.74
SyN, max iter. 100, Demons 0.80 0.79 0.63 0.58 0.80 0.78
SyNOnly 0.66 0.62 0.41 0.32 0.74 0.68
SyNOnly, max iter. 100, Demons 0.76 0.75 0.61 0.55 0.80 0.77
SyNAggro 0.78 0.76 0.55 0.46 0.76 0.71
SyNCC 0.79 0.78 0.55 0.49 0.77 0.72
SyNCC, max iter. 100 0.79 0.78 0.55 0.48 0.76 0.72
Table B3: Mean values across all ROIs and scans for different models that were tested
with ANTs. The names (before the comma) refer to the model names in ANTs; after
the comma, settings that were changed are denoted. The highest values achieved on
the three sets and the best overall model are bolded.
B.3.2 Elastix
Synthetic Inter-patient Intra-patient
Model DSC sDSC DSC sDSC DSC sDSC
Affine 0.59 0.50 0.32 0.21 0.71 0.63
Affine, 1 res 0.55 0.46 0.27 0.16 0.71 0.62
Affine + def. 0.82 0.81 0.54 0.43 0.78 0.73
Affine + def., 1 res. 0.79 0.78 0.47 0.36 0.78 0.73
Affine + def., 3 res. 0.82 0.81 0.53 0.43 0.78 0.73
Affine + def., 1000 iter. 0.82 0.81 0.53 0.44 0.78 0.73
Affine + def., 1 res, 1000 iter. 0.81 0.80 0.49 0.39 0.79 0.74
Affine + def., different pyramid 0.80 0.78 0.46 0.34 0.75 0.69
Affine + def., CC 0.77 0.76 0.51 0.43 0.74 0.70
Def. 0.81 0.80 0.57 0.47 0.78 0.73
Def., different pyramid 0.81 0.80 0.57 0.47 0.78 0.73
Table B4: Mean values across all ROIs and scans for different affine and deformable
models that were tested with Elastix. The model part after the first comma indicates
changed settings (number of iterations, resolutions in the image pyramid, or the
"different pyramid" as described in Appendix A). The highest values achieved on the
three datasets and the best overall model are bolded.
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C Appendix: Other DLIR methods
While the focus of this thesis are (un)supervised methods, other methods have also
started to gain more prominence for image registration. For completeness, two of
these upcoming categories, RL and GANs, are shortly discussed in this appendix.
Deep reinforcement learning Deep RL is a paradigm where agents learn behav-
ior in an attempt to maximize their reward. In DLIR, this reward is the similarity
between the moving and fixed image. While for the previously discussed methods
learning was done by backpropagating a loss, which gives direction to the changes of
the weights, in Deep RL the agent is generally more free to change its behavior (in
this case: setting the transformation parameters) in an attempt to reach a higher
reward. For deformable registration, there are many parameters for the model to
predict (i.e. transformation parameters in all the grid points). Because this makes
for a very large search space, Deep RL is typically used for rigid transformations,
where there are only few parameters to train [2]. For deformable transformations,
low-resolution deformation maps can be used to restrict the search space. Haskins,
Kruger, and Yan [2] expect that, as DRL is only a relatively new field, it may be
able to overcome the hurdle of the large search space associated with high-resolution
deformations in the future, and receive more attention within registration research.
Generative adversarial networks A GAN, originally proposed in [121], is a
type of generative network. Typically, it consists of a generator, a network trained to
generate artificial data, and a discriminator, a network trained to discriminate the
artificial data from real data. The two networks are trained competitively, with the
discriminator encouraging more realistic data generation from the generator, and the
discrimination task becoming harder as the generated data becomes more realistic,
until an equilibrium is reached.
GANs can be used in training in two auxiliary ways [5]. Firstly, using a model
that outputs transformation or a transformed image as a generator, the discriminator
network can be used to provide additional regularization of the predicted transfor-
mation. If the output is a transformation/DVF, this can be done by testing if the
parameters are/DVF is realistic (e.g. that there are no folds or irregularities that
would not occur in ground truth DVFs); If the transformed image is outputted, the
adversarial regularization can be implemented by testing if the transformed image
can be distinguished from a real image, or if the transformed image is well-aligned
with the fixed image. Secondly, GANs are popularly used for image translation [122],
which can aid multi-modal image registration tasks by converting the images to only
one modality24.
Although GANs are currently only used in a fraction of DLIR literature, their
usage is growing rapidly [5].
24Note how, similarly, multi-modal registration models can be used to provide ground-truth data
for the training of image translation models.
