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a b s t r a c t
The asymptotic properties of the memory structure of ARCH(∞) equations are investi-
gated. This asymptotic analysis is achieved by expressing the autocovariance function of
ARCH(∞) equations as the solution of a linear Volterra summation equation and analysing
the properties of an associated resolvent equation via the admissibility theory of linear
Volterra operators. It is shown that the autocovariance function decays subexponentially
(or geometrically) if and only if the kernel of the resolvent equation has the same decay
property. It is also shown that upper subexponential bounds on the autocovariance func-
tion result if and only if similar bounds apply to the kernel.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The significant influence of past data upon current and future values of a time series is evidenced in many time series
from the physical sciences and finance, e.g. tree-ring data series, wheat market prices (cf., e.g., Baillie [1]) and stock market
and foreign exchange returns (cf., e.g., Ding andGranger [2]). The influence of past realisationsmay be defined in terms of the
persistence of the autocorrelations of the series, with a stationary series whose autocorrelations decay at a non-summable
rate being referred to as a ‘‘long memory’’ process. Furthermore, the presence and application of long memory processes in
macroeconomics, asset pricingmodels and interest ratemodels is noted in [1] and the references contained therein. Various
properties of fractional Brownianmotion are illustrated inMandelbrot andVanNess [3]: of particular note is that increments
of fractional Brownian motion are stationary, self-similar and can exhibit long memory.
Kirman and Teyssière [4,5] give discrete time series models which are derived from a market which is composed of
fundamental and technical analysts, thesemodels are then shown to possess longmemory characteristics in the differenced
log returns of price processes associatedwith thesemodels, while other features such as bubbles are demonstrated. Appleby
and Krol [6] analyse the long memory properties of a linear stochastic Volterra equation in both continuous and discrete
time, with conditions for both subexponential rates of decay and arbitrarily slow decay rates in the autocovariance function
being characterised in terms of the decay of the kernel of the Volterra equation. A continuous-time infinite history financial
market model is discussed in Anh and Inoue [7] and Anh et al. [8], which is a generalisation of the classic Black–Scholes
model, where characterisations for long memory are proved. In each of [7,8,6] the equations studied have additive noise, so
the size of stochastic shocks are independent of the state of the system.
A widely-employed class of discrete-time stochastic processes in which the shock size depends on the state are the so-
called ARCH (autoregressive conditional heteroskedastic) processes (cf., e.g., Engle [9]). ARCH processes are widely used and
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studied in financial mathematics to characterise time varying conditional volatility as well as the non-trivial autocovariance
functions possessed by autoregressive processes driven by additive noise. In particular, the ARCH formulation captures well
the tendency for clustering of volatility Engle [10]. Much of the work on ARCH processes concerns processes with finite
memory: if only the last q values of the process determine the dynamics, the process is termed an ARCH(q) process. A
property of these finite-memory processes is that their autocovariance functions decay exponentially fast in their time lag.
Therefore slowdecay or longmemory in anARCH-type process can only be achieved by considering terms fromunboundedly
far in the past. This naturally leads to the study of ARCH(∞) processes and in this work we study the memory properties
such processes. A standard definition given in e.g., [11], for these processes is:
Definition 1. A random sequence X = {X(k), k ∈ Z} is said to satisfy ARCH(∞) equations if there exists a sequence of
independent and identically distributed (i.i.d.) non-negative random variables ξ = {ξ(k), k ∈ Z} such that
X(k) = ς(k)ξ(k), ς(k) = a+
∞
j=1
b(j)X(k− j), (AH)
where a ≥ 0 and b = {b(j), j ∈ {1, 2, . . .}} satisfies b(j) ≥ 0, for j ∈ {1, 2, . . .}.
ARCH(∞) processeswere initially introduced byRobinson [12] as an alternativemodelwhen testing for serial correlation.
This process is a generalisation of the ‘‘classical’’ ARCH(∞) process
r(k) = σ(k)ϵ(k), σ (k)2 = τ +
∞
j=1
φ(j)r(k− j)2,
where τ , φ ≥ 0 and ϵ is an i.i.d. randomsequence.Moreover (AH) includesmodelswhere r andσ are replaced by an arbitrary
fractional positive powers of themselves and the ‘shocks’, ϵ, are taken to be non-negative. The terminology ARCH(∞) is
justified, as an ARCH(∞) process is in some sense the limit of an ARCH(q) process as q →∞. It can be seen, moreover that
ARCH(∞) processes are generalisations of the finite order ARCH and GARCH processes: indeed the ARCH(q) process of [10],
results when φ(j) = 0 for j ≥ q+1 and the GARCH(p, q) process of Bollerslev [13] may be rewritten as an ARCH(∞) process
with exponentially decaying weights b.
As attested to above, empirical findings indicate the presence of long memory in financial and economic time series,
which has resulted in research being focused on the long memory properties of stationary solutions of ARCH-like processes
(cf., e.g., Baillie et al. [14]). Of note here are the investigations into necessary and sufficient conditions for the existence of
a weakly stationary solution of the ARCH(∞) process, conducted by Giraitis et al. [11], Giraitis and Surgailis [15], Kokoszka
and Leipus [16] and Zaffaroni [17]. Moreover, these papers extensively study the autocovariance structure and longmemory
properties of (AH). Section 3 details some of the results of [11,15,17] which are applicable to the results of this article. Also
in Section 3 we highlight in particular the importance of an underlying resolvent equation in determining the long term
memory characteristics of (AH). Also, a Volterra series representation of the autocovariance function is established.
Themain results of this article appear in Section 4 where conditions on the coefficients a and b and the process ξ in (AH),
are given to describe decay rates in a class wider than the class of hyperbolically decaying sequences considered heretofore.
Roughly speaking, for the memory, or kernel b, lying in a class of slowing decaying (subexponential) sequences it is shown
that the autocovariance function must decay at precisely the rate of b. Furthermore, we prove for the first time converse
results which show that such exact non-exponential rates of decay of the autocovariance function result only when b lies in
this class. These results strengthen the hypotheses of [17, Theorem 2].
Section 5 describes the effect that upper and lower slowly decaying bounds on b have on the autocovariance function. The
main result is that a nontrivial subexponential upper bound on the rate of decay of the autocovariance function is equivalent
to a nontrivial subexponential upper bound on the decay rate of the kernel b. However, a numerical example demonstrates
that a corresponding lower bound on the autocovariance function does not necessarily come from a corresponding lower
bound on b, so one cannot readily characterise necessary and sufficient conditions for lower bounds on thememory of (AH).
Section 5 also gives necessary and sufficient conditions for exponential decay of the autocovariance function. This last result
complements the sufficient conditions of [16, Theorem 3.1] while employing a different method of proof.
One of the chief differences in the analysis of this paper to that of [11,15,16] is that rather than analysing an explicit
representation of the solution of (AH), we primarily express the autocovariance function and its associated resolvent as the
solutions of Volterra equations and then employ admissibility theory of linear Volterra operators to study the asymptotic
behaviour. Such admissibility theory has been developed and used by e.g., Appleby [18], Appleby et al. [19,20] and Győri
and Horváth [21] to determine rates of convergence to the equilibrium of linear Volterra summation equations. The proofs
of results stated in Sections 4 and 5 are confined to Section 6.
In this work, we have concentrated solely on the asymptotic behaviour of stationary solutions of ARCH(∞) equations. It
is our belief that many of the asymptotic results presented here are robust to mild departures from stationarity and have
some continuous time analogues. A brief analysis of the continuous case is presented in [22]. However, an investigation of
non-stationary processes is deferred to a later work.
150 J.A.D. Appleby, J.A. Daniels / J. Math. Anal. Appl. 392 (2012) 148–170
2. Preliminaries
Let Z be the set of integers, Z+ = {n ∈ Z : n ≥ 0} and R the set of real numbers. If d is a positive integer, Rd is the space
of d-dimensional column vectors with real components andRd×d is the space of all d×d real matrices.We employ at various
points the standard Landau order notation (cf e.g., [23, Chapter 8.1]). Let f and g be two functions defined on Z or R. Then
the notation f (n) ∼ g(n) as n →∞means that limn→∞ f (n)/g(n) = 1. Sequences u = {u(n)}n≥0 inRd orU = {U(n)}n≥0 in
Rd×d are sometimes identified with functions u : Z+ → Rd and U : Z+ → Rd×d. If {U(n)}n≥0 and {V (n)}n≥0 are sequences
in Rd×d, we define the convolution of {(U ∗ V )(n)}n≥0 by
(U ∗ V )(n) =
n
j=0
U(n− j)V (j), n ≥ 0.
In this paper the Z-transform of a sequence U in Rd×d is the function defined by
U˜(λ) =
∞
j=0
U(j)λj,
provided λ is a complex number for which the series converges absolutely. A similar definition pertains for sequences with
values in other spaces. We remark that this definition of the Z-transform differs from the more usual definition (see e.g.
[23, Chapter 6.1]) in that λ plays the role of λ−1 and hence roots and poles of the Z-transform which were outside the unit
circle are now inside the unit circle, and vice versa.
For randomvariablesU andV defined on the sameprobability space, andwhich each have finite variance,we denote their
means by E[U] and E[V ] and their variances by Var[U] and Var[V ]. Their covariance is denoted by Cov(U, V ). A stochastic
process X = {X(k) : k ∈ Z} is said to beweakly stationary if it has constant mean, E[X(k)] ∈ R for all k ∈ Z, and there exists
a function, called the autocovariance function, ρ = {ρ(k), k ∈ Z} such that,
ρ(k) = Cov[X(n), X(n+ k)], for all n, k ∈ Z. (2.1)
Throughout this work the qualifiers weak and weakly are dropped, and we refer to such processes as being stationary
or possessing the property of stationarity. The concept of stationarity is that a structure is imposed upon the statistical
properties of the process which gives the process a time-invariance property. The autocorrelation function of X is defined by
ρ(k)/Var[X(0)] for k ∈ Z, where Var[X(0)] is non-trivial.
It is of special interest in this work to establish the rate at which ρ(k) → 0 as k → ∞ and in particular to investigate
whether the process X possesses long memory. A number of definitions of long memory exist in the literature: here we
adopt one of the commonest, saying that X has long memory if the autocovariance function is not summable i.e.,
∞
k=0
|ρ(k)| = +∞. (2.2)
The underpinning idea of long memory is that realisations far in the past do not fade away quickly and so have a bearing
upon the present and future development of the process. The significance of long memory as a measure of the efficiency of
a financial market is discussed in e.g. Cont [24].
3. Discussion of existing results on ARCH(∞) processes
Throughout this article we use the notation
λ1 = E[ξ(0)], λ2 = E[ξ(0)2], B =
∞
j=1
b(j), σ 2 = Var[ξ(0)] = λ2 − λ21.
It is assumed throughout that both the first moment of ξ is finite and non-zero, i.e. 0 < λ1 <∞. A zero mean of ξ results in
X reducing to the trivial solution, i.e. X(k) = 0 a.s. for all k ∈ Z. Also σ = 0 is equivalent to the shocks ξ being a.s. constant,
and is therefore not of interest. Equally, the case a = 0 is not of interest, for it is known in this case that X(k) = 0 a.s. for all
k ∈ Z is the only stationary solution of (AH), see e.g. [11, Theorem 2.1].
Furthermore if b(j) = 0 for all j ≥ 1 then this results in the degenerate case of a constant conditional volatility of
X in (AH), thereby defeating the initial motivation for studying ARCH processes. In this case, X degenerates to a constant
multiple of the i.i.d. non-negative ‘‘shocks’’. We thus argue it is reasonable to assume that there exists at least one value in
the sequence bwhich is positive. For this reason, we have as a standing hypothesis throughout the paper that
λ1 ∈ (0,∞), a > 0, σ ∈ (0,∞), b ≢ 0. (S0)
With the added assumption that
λ1B < 1, (S1)
it is shown in [11] that E[X(k)] = aλ1/(1− λ1B) < +∞ for all k ∈ Z.
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A moving average representation of the solution of (AH) is derived in [11]. We briefly outline the construction of this
representation and use it to develop a Volterra equation satisfied by the coefficients of this representation. The results later
in this work concur with [17, Theorem 2], namely that these coefficients determine the rate of decay of the autocovariance
function.
Let ψ(L) = 1 − λ1∞j=1 b(j)Lj, where L is the lag or backward shift operator which operates on a process Y = {Y (k) :
k ∈ Z} according to LY (k) = Y (k− 1). Define ν(k) := X(k)− λ1ς(k): then from (AH) we have
ψ(L)X(k) = aλ1 + ν(k).
Amoving average representation for X is then obtained by applying the operatorψ−1(L) across this equation. The existence
of such an inverse operator (on the closed unit circle in the complex plane) is given in [11] and the references contained
therein. This existence is chiefly guaranteed by the summability of b, a consequence of (S1) which is assumed throughout
this work. We now state Lemma 4.1 of [11], which is also [25, Problem 8, Chapter 18].
Lemma 1. Suppose
∞
j=0 |ψj| < ∞, ψ(λ) :=
∞
j=0 ψjλj, and |ψ(λ)| > 0 for |λ| ≤ 1. Then there exists a sequence
z = {z(j) : j ∈ Z+} such that D(λ) := 1/ψ(λ) =∞j=0 z(j)λj is well defined for all |λ| ≤ 1. Furthermore,∞j=0 |z(j)| < +∞.
We state the theorem guaranteeing a moving average representation from [11, Theorem 4.1].
Theorem 1. If condition (S1) holds, then there is a solution X of (AH) which admits the representation
X(k) = E[X(k)] +
∞
j=0
z(j)ν(k− j)
where
∞
j=0 |z(j)| < ∞ and the process ν satisfies E[ν(k)|F (k − 1)] = 0 for each k, where (F (k))k∈Z is the natural filtration
generated by ξ .
Moreover, in [11] it is shown that with the additional assumption
λ
1
2
2
∞
j=1
b(j) < 1, (3.1)
then (AH) has a unique weakly stationary solution, and hence E[ν(k)2] < +∞.
In both [15,17] necessary and sufficient conditions are derived for the existence of a weakly stationary solution of (AH).
For completeness we state next a slightly reformulated variant of part of [15, Theorem 3.1], omitting those parts that are
not relevant to our investigation.
Theorem 2. The following are equivalent
(a) (S1) holds and
Ω := σ
λ1
 ∞
j=1
z(j)2
1/2
< 1 (S2)
where z is (well) defined by
1
1− λ1
∞
j=1
b(j)λj
=
∞
j=0
z(j)λj, |λ| ≤ 1;
(b) A weakly stationary solution X of (AH) exists.
Both imply that there exists a unique, ergodic solution of (AH) which may be written as a convergent orthogonal Volterra series.
Moreover, Cov[X(0), X(k)] ≥ 0 and
Cov[X(0), X(k)] =

aσ
1− λ1B
2 1
1−Ω2 χz(k), for k ∈ Z, (3.2)
where
χz(k) =
∞
j=0
z(j)z(j+ |k|). (3.3)
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While the explicit representation of X as a convergent orthogonal Volterra series is a key component in the proof of
Theorem 2, in order to keep this article concise we do not state this explicit form in the above as it does not form part of our
analysis. We further comment that, as observed in [15], the condition (S2) is weaker than (3.1), which is imposed in [11].
Under (S2), X is weakly stationary and the autocovariance function is a multiple of χz and hence is absolutely summable,
thus ruling out long memory. Moreover as b ≥ 0 by hypothesis, this gives, via (3.6), that z ≥ 0 and hence, under the
condition (S2), Theorem 2 gives Cov[X(n), X(n+ k)] ≥ 0. This observation concurs with that of [11] for the non-negativity
of the autocovariance function under (3.1).
Under the conditions of Theorem 2, the moving average representation of Theorem 1 and (3.2) imply that
E

ν(0)2
 =  aσ
1− λ1B
2 1
1−Ω2 ,
and also that
Var[X(0)] =

aσ
1− λ1B
2 1
1−Ω2
∞
j=0
z(j)2 =

aσ
1− λ1B
2 1+ λ21Ω2/σ 2
1−Ω2 . (3.4)
The first result of this paper is the calculation of a Yule–Walker style of representation for the autocovariance of (AH).
Proposition 1. Let (S1) and (S2) hold. Then ρ , as defined by (2.1), obeys
ρ(k) =

λ1
k−1
j=−∞
b(k− j)ρ(j), if k ∈ {1, 2, 3, . . .},
ρ(0), if k = 0,
ρ(−k), if k ∈ {−1,−2,−3, . . .},
(3.5)
where ρ(0) is given by (3.4).
The proof of Proposition 1, in common with many of the main results of the paper, is postponed to the end.
Proposition 1 shows that the autocovariance obeys a Volterra summation equation with infinite delay. Since the chief
focus of this paper is to describe the asymptotic behaviour of ρ, it is interesting to draw a distinction between the potential
asymptotic behaviour of ρ and the asymptotic behaviour of the autocovariance function of an equation with a finite number
of lags. To this end consider an ARCH(q) rather than an ARCH(∞) process. Then the resulting autocorrelation function, as
described by e.g., Taylor [26, pp. 77,95], corresponds exactly to the autocorrelation function of the AR(q) process
W (k) =
q
j=1
λ1b(j)W (k− j)+ e(k), k ∈ Z,
where e = {e(k)}k∈Z is an uncorrelated sequence of random variables with finite constant variance. Hence (3.5) reduces to
the Yule–Walker equations:
ρ(k) = λ1
q
j=1
b(j)ρ(k− j), k ∈ {1, 2, . . .}.
Thus, the autocovariance function satisfies a qth-order linear difference equationwith constant coefficients. It is well-known
that if the ARCH process is to be weakly stationary, all solutions of an auxiliary polynomial equation must lie inside the unit
disc in C, and that this condition also forces the autocovariance function to decay geometrically. Hence, for a finite history
equation with a stationary solution, the autocovariance functionmust decay geometrically: polynomial decay is impossible.
Thus, the study of the autocovariance function of AR or ARCH models is bound-up with that of difference equations. It is
then natural to ask what the asymptotic features of the solutions of unbounded equations of the form
y(k) =
k−1
j=0
u(k− i)y(i), k ≥ 1,
are for some u : Z→ R and initial condition y(0) andwhether such an equation could be regarded as an underlying equation
for the autocovariance function of some stationary times series. To the former question: it is well known that the dynamics
of this equation allow both exponential and slower-than-exponential decay (see e.g., [27] for convergence rates in weighted
l1 spaces, [19] for exact rates in l∞ spaces, and [28] for the characterisation of exponential decay). As to the latter: while
for a stationary time series this is an open question nevertheless for a non-stationary times series such an equation could
describe a family of autocovariances indexed by an initial starting timem ∈ Z i.e. k → Cov[X(m), X(k)] = ym(k).
The distinction between this work and [11,15–17] is that we exploit the fact that z from Lemma 1 and Theorem 2 may
be written as the solution of a Volterra summation equation.
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Lemma 2. Suppose, for any R > 0, λ1
∞
j=1 b(j)Rj < +∞ and ψ(λ) = 1− λ1
∞
j=1 b(j)λj for |λ| ≤ R. Then the following are
equivalent:
(i) D(λ) := 1/ψ(λ) =∞j=0 z(j)λj is well defined for |λ| ≤ R,∞j=0 z(j)Rj <∞ and
z(n) = λ1
n−1
j=0
b(n− j)z(j), n = 1, 2, . . . ; z(0) = 1; (3.6)
(ii) λ1
∞
j=1 b(j)Rj < 1.
Remark 1. We remark that in the case R = 1 much of the above lemma is covered in Lemma 1. We note however that in
Lemma 2 the necessity of the condition λ1
∞
j=1 b(j)Rj < 1 for the summability of z is drawn out.
Remark 2. It is elementary, using (3.6), to show that (3.2) is a solution of (3.5).
We observe that z may be thought of as a resolvent for (3.5) where the summation term is broken into a sum up to time
k− 1 and the remainder of the sum thought of as a perturbation term, i.e.
ρ(k) = λ1
k−1
j=0
b(k− j)ρ(j)+ f (k− 1), k ≥ 1, (3.7)
where f (k) = λ1∞j=1 b(k+ j+ 1)ρ(−j) and hence one has the variation of parameters formula
ρ(k) = z(k)ρ(0)+
k−1
j=0
z(k− j− 1)f (j), k ≥ 1, (3.8)
(see e.g., [23]).We demonstrate the usefulness of this formulation of the autocovariance function in the proof of Theorem13.
As this paper primarily uses properties of Volterra equations to derive its results, it is perhapsmore intuitive to regard z as the
solution of an associated resolvent equation rather than the coefficients of a power series or moving average representation
as in [11,15,17].
Remark 3. Using (3.6) and (3.1), we can show that (S2) holds. Recalling that (3.1) implies (S1), we can thus independently
verify the sufficiency of (3.1) for the weak stationarity of the solution of (AH) as shown in [11, Theorem 2.1].
Proof of Remark 3. Applying the Cauchy–Schwartz inequality to the right hand side of (3.6) yields
z(n)2 ≤ λ21B
n−1
j=0
b(n− j)z(j)2, n ≥ 1.
By summing both sides of this equation, and using the fact that (3.1) implies that z2 is summable, we obtain
1+
∞
n=1
z(n)2 ≤ 1+ λ21B
∞
n=1
n−1
j=0
b(n− j)z(j)2 = 1+ λ21B2
∞
j=0
z(j)2.
Since z(0) = 1, we obtain∞j=1 z2(j) ≤ 1/(1− λ21B2)− 1. Using this bound and (3.1) leads to (S2). 
Remark 4. We can use the fact that z satisfies (3.6) to obtain a condition on bwhich implies the stationarity of X and which
is sometimes weaker than the condition (3.1). More precisely, we show that
λ2 < λ
2
1 +
(1− λ1B)2
∞
j=1
b(j)2
(3.9)
implies (S2), and that (3.1) implies (3.9) if
λ1B <
1−
∞
j=1
b(j)2/B2
1+
∞
j=1
b(j)2/B2
. (3.10)
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Proof of Remark 4. Westart bynoticing that (S1) implies z is summable, andby summingonboth sides of (3.6) it can readily
be shown that
∞
j=0 z(j) = 1/(1− λ1B). Since b and z are non-negative, we may apply the Cauchy–Schwartz inequality to
the right-hand side of (3.6) to get
z(n)2 ≤ λ21
n−1
j=0
z(j) ·
n−1
j=0
b(n− j)2z(j), n ≥ 1.
Since z2 is summable, we get
∞
n=1
z(n)2 ≤ λ21
∞
j=0
z(j) ·
∞
n=1
n−1
j=0
b(n− j)2z(j) = λ21
1
(1− λ1B)2
∞
j=1
b(j)2.
Therefore by this estimate and (3.9), we have
σ 2
λ21
∞
j=1
z(j)2 ≤ λ2 − λ
2
1
λ21
· λ21
1
(1− λ1B)2
∞
j=1
b(j)2 < 1,
which is (S2). We notice that (3.1) can be written as λ2B2 < 1, so (3.1) is stronger than (3.9) if
1 < λ21B
2 + (1− λ1B)
2
∞
j=1
b(j)2/B2
which is equivalent to (3.10), because λ1B < 1. 
4. Exact rates of decay of the autocovariance function in the classW (r)
4.1. Subexponential decay in linear Volterra summation equations
In ascertaining rates of decay of Volterra equations we use the admissibility theory of Volterra operators, see e.g. [19].
Appleby and Daniels [29] illustrate this facet of admissibility theory for a discrete time Volterra equation whose solution is
an autocovariance function. We mention some pertinent results of this theory. Consider the linear convolution equation
x(n+ 1) = f (n)+
n
i=0
F(n− i)x(i), n ≥ 0; x(0) = x0 ∈ R, (4.1)
where f : Z+ → R and F : Z+ → R. This problem has a unique solution x : Z+ → R. In the case that x(n)→ 0 as n →∞,
our aim is to describe the exact rate of decay of x. Our method is to introduce a suitable sequence γ = {γ (n)}n≥0 which
decays to zero and then to examine the behaviour of
ω(n) = x(n)/γ (n), (4.2)
and show that ω converges to a non-trivial limit. It then follows that x(n) → 0 as n → ∞ at exactly the same rate as
γ (n)→ 0.
We define a suitable class of real-valued weight functions, which was studied in [19].
Definition 2. Let r > 0 be finite. A real-valued sequence γ = {γ (n)}n≥0 is inW(r) if γ (n) > 0 for all n ≥ 0, and
lim
n→∞
γ (n− 1)
γ (n)
= 1
r
,
∞
i=0
γ (i)r−i <∞, (4.3)
lim
m→∞

lim sup
n→∞
1
γ (n)
n−m
i=m
γ (n− i)γ (i)

= 0. (4.4)
Observe that if r < 1 and γ ∈ W(r), then γ decays; whereas if r > 1, γ diverges. If γ is in W(1), it is called a
subexponential sequence, one reason being that if γ is inW(1), then
lim
n→∞ γ (n)κ
n = ∞ for all κ > 1. (4.5)
The terminology is analogouswith subexponential functions and distributions. Of course if γ is inW(r) and δ(n) = r−nγ (n),
then δ is inW(1).
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Examples of sequences in W(r) include, but are not limited to, γ (n) = rnn−α for α > 1; γ (n) = rnn−α exp(−nβ) for
α ∈ R, 0 < β < 1; and γ (n) = rne−n/(log n). The sequences defined by γ (n) = rn, and γ (n) = rnn−α , α ≤ 1 are not inW(r).
We divide the results of this section into a discussion of subexponential rates of decay (r = 1) and a discussion ofW(r)
rates of decay for r < 1. While the proofs of both of these sections are treated together, we choose to present the results
separately in order to emphasise the subexponential behaviour in (4.3) which falls just short of long memory and which is
perhaps of greater interest in the context of time series. The principal difference in the statement of these decay results is
that for sequences which are inW(1) we further require that they are asymptotic to non-increasing sequences, whereas a
sequence in the classW(r), for r < 1, is asymptotic to a non-increasing sequence by the first part of (4.3). Hence we define
a subclassW↓(r) ofW(r) for r ∈ (0, 1] by
W↓(r) := g : Z+ → (0,∞) : g ∈ W(r) and there exists γ : Z+ → (0,∞)
such that γ (n+ 1) ≤ γ (n) for all n ∈ Z+ and g(n) ∼ γ (n) as n →∞ .
We note thatW↓(r) = W(r) for r < 1. This additional monotonicity is in practice quite a mild assumption given that we
are interested in determining a rate of decay of ρ. We require it to simplify the asymptotic analysis of certain infinite sums.
If γ is a real sequence with γ (n) > 0 for all n ≥ 0 and {u(n)}n≥0 is a sequence in Rd1×d2 such that limn→∞ u(n)/γ (n)
exists, then this limit is denoted by Lγ u. This notation enables us to state succinctly [19, Theorem 3.2].
Theorem 3. Suppose that there is a γ inW(r) such that Lγ f and Lγ F both exist, and that
∞
i=0
r−(i+1)|F(i)| < 1. (4.6)
Then the solution x of (4.1) satisfies
Lγ x =

r −
∞
i=0
r−iF(i)
−1 
Lγ f + (Lγ F)
∞
j=0
r−jx(j)

, (4.7)
where
∞
j=0
r−jx(j) =

r −
∞
k=0
r−kF(k)
−1 
rx0 +
∞
l=0
r−lf (l)

. (4.8)
4.2. Necessary and sufficient conditions for subexponential decay
Our first main results show that subexponential decay in b implies subexponential decay in ρ, and moreover that ρ
decays at exactly the same rate as b.
Theorem 4. Let (S2) and λ1
∞
j=1 b(j) < 1 hold. If b ∈ W↓(1) then ρ ∈ W↓(1). Moreover,
Lbρ = λ1
1− λ1B
 ∞
j=−∞
ρ(j) = λ1E

ν(0)2

1− λ1B
3 . (4.9)
The proof of Theorem 4 is a consequence of Theorems 2 and 3. This result is strongly related to [17, Theorem 2], about
which we comment presently. The limit on the right hand side of (4.9) is zero only when aσ = 0, which is ruled out under
the standing assumptions (S0) discussed at the beginning of Section 3. The limit formulae (4.9) highlights the inherent
short memory of stationary solutions of ARCH(∞) equations, because the infinite sum can be expressed in terms of a finite
quantity.
A simple corollary of this result is that if b obeys b(k)/k−α → c > 0 as k → ∞ for some α > 1, and (S2) and
λ1
∞
j=1 b(j) < 1 also hold, then b ∈ W↓(1), and we have
lim
k→∞
ρ(k)
k−α
= c ′ > 0.
We notice that this strengthens slightly results in [11,15], which give upper and lower polynomial bounds on the rate of
decay.
The necessity of subexponential decay in b is captured by the following result, which to the best of the authors’
knowledge, is not analogous to known results in the time series literature. It shows, under an additional stability condition
to that in Theorem 4, that if ρ is decaying subexponentially, then bmust decay subexponentially, and at the same rate.
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Theorem 5. Let (S2) and λ1
∞
j=1 b(j) < 1/2 hold. Then b ∈ W↓(1) if and only if ρ ∈ W↓(1), and both statements imply (4.9).
In the same spirit, we establish later in the paper a corresponding pair of results for sequences in W(r), as well as
necessary and sufficient conditions for ρ to be bounded above by a subexponential sequence.
A novel feature of the proof of Theorem 5 is that we deal with the advanced difference equation (3.2), rather than a
Volterra equation. The proof of this partial converse ismore delicate than that of Theorem4 itself. It reliesmainly on showing
that ρ is asymptotic to z; once this is done, a known result from the theory of Volterra difference equations ensures that z
is asymptotic to b.
4.3. Connections of Theorem 4 with extant work
Theorem 4 (and Lemma 3) assert that, when b is subexponential, then both ρ (and z) inherit the rate of decay of b. A
result in almost exactly this direction is proven in [17, Theorem 2]. There, it is claimed that if (S1) holds (which forces b to
be summable) and
lim
k→∞
b(k)
ζ k
= ∞, for any 0 < ζ < 1, (4.10)
then
z(k) ∼ C1b(k) and χz(k) ∼ C2b(k), as k →∞, (4.11)
where C1, C2 ∈ (0,∞) andχz is as defined in (3.3). The first asymptotic estimate appears as part of the proof of [17, Theorem
2], but the statement of the theorem lists only the second estimate as its conclusion.
It should be noted that when b ∈ W(1), it obeys the first condition in (4.3) (with, by definition, r = 1), and therefore
obeys (4.5) which is equivalent to (4.10). Therefore, at a first glance, it would appear that Theorem 4 proves the same result
as in [17, Theorem 2], but requires stronger hypotheses, asW(1) is merely a subclass of the summable sequences obeying
(4.10).
Despite this, we now show that there exist sequences bwhich obey (4.10), and which also satisfy the other conditions of
[17, Theorem 2], but for which the claimed asymptotic behaviour for z andχz in (4.11) does not hold. Notably, the sequences
we consider are ruled out under the stronger conditions of Theorem 4 above. In essence, we show that if b does not obey
the first condition in (4.3) due to the presence of a 2-periodic component in its decay, then this 2-periodic component is
present in the rates of decay of z and of χz . Furthermore, this decay is ‘‘out of phase’’, in the sense that neither z nor χz are
asymptotic to b, and therefore violate (4.11).
The example we cite has been explored in detail in [29] (see Examples 4.2 and 4.5 and Remarks 4.4 and 4.6 in [29]).
However, to make our presentation self–contained, we restate the main details of these results and comments here and
examine a specific numerical example. Scrutinising the presentation in [29], it can be seen that the example can be
generalised to cover any rate of decay inW(1).
Example 1. Let b(n) = a1n−2 for n/2 ∈ N and b(n) = a0n−2 for n/2 ∉ Nwhere a0 = 0.5 and a1 = 0.25. Also, let {ξ(n)}n∈N
be a sequence of independent and identically distributed non-negative random variables with mean λ1 = 1. Note that
lim
n→∞
b(2n+ 1)
b(2n)
= 2, lim
n→∞
b(2n+ 2)
b(2n+ 1) =
1
2
,
so that b does not obey the first part of (4.3) for r = 1 (or indeed any value of r), but does obey (4.10). Since (S1) holds,
[17, Theorem 2] predicts that there exist C1, C2 ∈ (0,∞) such that
lim
n→∞
z(n)
b(n)
= C1, lim
n→∞
χz(n)
b(n)
= C2,
while Theorem 4 does not apply.
However, by applying [29, Theorem 3.2], to this example and setting φ(n) = n−2 for n ≥ 1 and φ(0) = 2, explicit
calculations in [29, Examples 4.2, 4.3] demonstrate that we have b(2n+ i+1)/φ(2n)→ ai > 0 for i ∈ {0, 1} and φ ∈ W(1)
with a0 ≠ a1, and
d0 := lim
n→∞
z(2n)
φ(2n)
= a0T0 + a1T1, d1 := lim
n→∞
z(2n+ 1)
φ(2n)
= a1T0 + a0T1,
where T0 = Λ(2S0(1− S1)), T1 = Λ(S20 + (1− S1)2),Λ =

(1− S1)2− S20
−2
and Si = λ1∞j=0 b(2j+ i+ 1). In this specific
example, it can be shown that
S0 = a0
∞
j=0
1
(2j+ 1)2 =
π2
16
, S1 = a1
∞
j=0
1
22(j+ 1)2 =
π2
96
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and noting that S0 + S1 < 1, one can evaluate Λ, T0 and T1 respectively and hence d0 and d1. Indeed Λ = 5.55073 · · ·,
T0 = 6.14391 · · · and T1 = 6.58015 · · ·, which gives d0 = 4.71699 · · · and d1 = 4.82605 · · ·. Therefore
lim
n→∞
z(2n)
φ(2n)
= d0, lim
n→∞
z(2n)
b(2n)
= d0/a1 = 4d0,
lim
n→∞
z(2n+ 1)
φ(2n+ 1) = d1, limn→∞
z(2n+ 1)
b(2n+ 1) = d1/a0 = 2d1,
and 4d0 ≠ 2d1. Hence the claim of the first statement of (4.11) does not hold.
Consulting [29, Example 4.5 and Remark 4.6] shows that, under the above conditions, we have
lim
k→∞
χz(2k)
φ(2k)
= a0τ0 + a1τ1, lim
k→∞
χz(2k+ 1)
φ(2k)
= a0τ1 + a1τ0,
where
τ0 = T0
∞
j=0
z(2j)+ T1
∞
j=0
z(2j+ 1), τ1 = T1
∞
j=0
z(2j)+ T0
∞
j=0
z(2j+ 1).
Thus for χz ∼ b we need limk→∞ χz(2k)/b(2k) = limk→∞ χz(2k + 1)/b(2k + 1), which is equivalent to τ0(a0 − a1)(a0 +
a1)/(a0a1) = 0, which can only occur if τ0 = 0. To rule this out, note that summing over (3.6) for both z(2n) and z(2n+ 1)
gives
∞
j=0
z(2j) = (1− S1)
(1− S1)2 − S20
,
∞
j=0
z(2j+ 1) = S0
(1− S1)2 − S20
.
Filling in the values of S0, S1, T0 and T1 enables us to compute τ0 = 22.5498 · · · ≠ 0. Hence the limits are unequal. In fact,
we have
lim
k→∞
χz(2k)
b(2k)
= a0
a1
τ0 + τ1 = 67.9375 · · · , lim
k→∞
χz(2k+ 1)
b(2k+ 1) =
a1
a0
τ0 + τ1 = 34.1128 · · · .
This contradicts the second statement in (4.11).
4.4. Necessary and sufficient conditions forW(r) decay.
If it is observed that the autocovariances of the ARCH(∞) equations decay in a manner consistent with the classW(r)
for r ∈ (0, 1), then this can only occur if the memory of the process, b, decays likewise.
Theorem 6. Fix r ∈ (0, 1). Let (S2) and λ1∞j=1 b(j)r−j < 1 hold. If b ∈ W(r) then ρ ∈ W(r). Moreover,
lim
n→∞
ρ(n)
b(n)
= E

ν(0)2

1− λ1
∞
j=0
b(j)r j
 · λ1
1− λ1
∞
j=1
b(j)r−j
2 . (4.12)
A converse corresponding to Theorem 5 may also be stated.
Theorem 7. Fix r ∈ (0, 1). Let (S2) and λ1∞j=1 b(j)r−j < 1/2 hold. Then b ∈ W(r) if and only if ρ ∈ W(r) and both
imply (4.12).
We remark that the rate of decay exhibited by a function in the weight class of functionsW(r), for r < 1, is faster than
a purely geometric rate of decay. Let b ∈ W(r), for r < 1, and suppose that the conditions of Theorem 6 hold. Consider the
open disc D = {λ ∈ C : |λ| < 1/r} of radius 1/r in the complex plane. Then the Z-transform of b is defined on D and on the
boundary of D, ∂D = {λ ∈ C : |λ| = 1/r}. Thusψ , of Lemma 2, is well defined on D¯ = D∪∂D. However, by the conditions of
Theorem 6,ψ has no zeroes in D¯. Moreover, because b is inW(r), and b(j) ≥ 0, we have∞j=1 b(j)(1/r+ϵ)j = +∞ for every
ϵ > 0, and therefore neither the Z-transform of b, norψ , are defined for real λ > 1/r . Therefore the characteristic equation
ψ(λ) = 0 excludes the possibility that there are geometrically bounded solutions of z at any rate (1/|λ|)n for |λ| ≤ 1/r . On
the other hand, Theorem 6 ensures that z decays at the rate rn times a subexponential sequence.
ψ and the Z-transform of b may be well defined in other regions of the complex plane in the complement of D¯, and
indeed ψ may have zeroes in these other regions. Irrespective of these potential zeroes, it is the W(r) rate of decay of
b which determines the asymptotic behaviour of the resolvent z (i.e., theW(r) rate of decay dominates the geometrically
decaying solutions associatedwith the zeroes ofψ). This analysis is consistentwith Theorem13which describes a geometric
decay. However, in light of the above comments, it is apparent that this geometric decay rate need not be given in terms of
the roots of the characteristic equation.
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5. Bounds on the decay rate of the autocovariance function
In this section we show that if there are decaying bounds imposed upon the kernel of (3.5) then this forces the
autocovariance function to also be bounded with the same bounding decay rates. While the thrust of Section 4 was that
specific rates of decay of the kernel imply those same rates of decay arising in the autocovariance function, we present an
explicit example where a bound in the rate of decay present in the autocovariance function does not arise from the same
rate of decay in the kernel.
Many of the results of this section hinge on the positivity of either b or ρ rather thanmerely on non–negativity. Following
on from the standing assumptions (S0) at the start of Section 3, we may assume that b has at least one positive component.
Therefore, we are free to assume that
There exists a minimal 1 ≤ j∗ <∞ such that b(j∗) > 0. (A1)
Then assuming (A1),
z(j∗) = λ1
j∗−1
l=0
b(j∗ − l)z(l) ≥ λ1b(j∗) > 0
and
ρ(j∗) = E ν(0)2 ∞
l=0
z(l)z(l+ j∗) ≥ E ν(0)2 z(j∗) > 0.
By (3.5), for k ≥ 0 we see that
ρ(k+ 1) = λ1
k
l=−∞
b(k+ 1− l)ρ(l) ≥ λ1b(k+ 1+ j∗)ρ(−j∗),
so
ρ(k+ 1) ≥ λ1b(k+ 1+ j∗)ρ(j∗). (5.1)
Similarly, for all k > j∗, z(k) ≥ λ1b(k− j∗)z(j∗).
Theorem 8. Let r ∈ (0, 1] and suppose that λ1∞j=1 b(j)r−j < 1 and (S2) hold. Let γ ∈ W↓(r) be such that b(n) ≤ γ (n) for
all n ≥ 0. Then
There exists C2 ∈ (0,∞) such that ρ(n) ≤ C2γ (n), for all n ≥ 0. (5.2)
Remark 5. It is to be observed that Theorem 8 is concerned in part with bounds in the class of non-increasing functions in
W(1), which is a wider class than the class of summable hyperbolically decaying functions examined in [11, Proposition 3.2]
and [15, Corollary 3.2].
We now show that the conditions of Theorem 8 are sharp if we are to observe an upper bound on ρ inW↓(r). Then we
mention a result concerning lower bounds on the autocovariance function.
Theorem 9. Suppose that (S1) and (S2) hold and suppose that γ ∈ W↓(r) for r ∈ (0, 1]. Then the following are equivalent
(a) λ1
∞
j=1 b(j)r−j < 1 and there exists C0 ∈ (0,∞) such that
b(n) ≤ C0γ (n) for all n ≥ 1;
(b) There exists C2 ∈ (0,∞) such that
ρ(n) ≤ C2γ (n) for all n ≥ 0.
Theorem 8 asserts that (a) implies (b). In the proof that (b) implies (a) the resulting bound on b is immediate from (5.1),
while λ1
∞
j=1 b(j)r−j < 1 must hold, as z ≤ C1γ , and so z˜(r−1) <∞. Therefore the proof of Theorem 9 is omitted.
Theorem 10. Suppose that (S1) and (S2) hold and suppose that γ ∈ W↓(r) for r ∈ (0, 1]. If there exists C0 ∈ (0,∞) such that
b(n) ≥ C0γ (n) for all n ≥ 1 then there exists C2 ∈ (0,∞) such that ρ(n) ≥ C2γ (n) for all n ≥ 0.
The proof of Theorem 10 is similarly omitted as it is immediate from (5.1). Combining the last two results gives the main
result of this section.
Theorem 11. Suppose that (S1) and (S2) hold and suppose that γ ∈ W↓(r) for r ∈ (0, 1]. Then the following are equivalent
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(a) λ1
∞
j=1 b(j)r−j < 1 and there exists C
∗
0 ∈ (0,∞) such that
lim sup
n→∞
b(n)
γ (n)
= C∗0 ;
(b) There exists C∗2 ∈ (0,∞) such that
lim sup
n→∞
ρ(n)
γ (n)
= C∗2 .
Remark 6. Theorem 11 allows subsequences of b to decay at rates faster than subexponentially, or indeed to be equal to
zero. In this respect Theorem 11 is different from the related result Theorem 4. Indeed the nature of the decay of bmay be
quite erratic, yet providing that there is a subexponential decay which is an upper limiting bound for some subsequence of
b then this limiting upper bound must be found in the autocovariance function and conversely.
Remark 7. It is interesting to investigate what Theorem 11 claims in the case when r = 1. Suppose that there is a stationary
solution X of (AH). Then Theorem 2 shows that conditions (S1) and (S2) hold. If, from observation of the time series
data, a subexponential sequence γ is proposed for which lim supn→∞ ρ(n)/γ (n) ∈ (0,∞), then Theorem 11 shows that
lim supn→∞ b(n)/γ (n) ∈ (0,∞).
Remark 8. It is interesting to ask whether an analogue of Theorem 11 can be proven with the limit inferior in place of the
limit superior, for even though it is obvious from (5.1) that lim infn→∞ b(n)/γ (n) > 0 implies lim infn→∞ ρ(n)/γ (n) > 0,
it is not so obvious whether in general the converse holds. In Example 2 below, we demonstrate via a counterexample that
this converse does not hold in general. Therefore, it is also the case that the converse of Theorem 10 is not generally true.
Example 2. Define the kernel b so that it exhibits some periodicity:
b(n) =

0, n/3 ∈ Z+,
n−2, otherwise.
Note that
∞
j=1 b(j) = 4π2/27. Suppose that the sequence of shocks ξ = {ξ(n)}n∈Z is such that 0 < λ1 < 27/(4π2), so that
(S1) holds. Following the techniques of [29] and the examples contained therein, we obtain
lim inf
n→∞
z(n)
n−2
= K min{d0, d1, d2} > 0,
where
Si = λ1
∞
n=0
b(3n+ i+ 1), i ∈ {0, 1, 2},
and
K = λ1/

1− S30 − 3S0S1 − S31
2
,
d0 = S40 + 2S1

1− S30
+ 2S0 1− S31+ 3 S20 + S21+ S41 ,
d1 = 1+ 2S30(1− S1)+ 2S1 + 2S31 + S41 + 3S20

1+ S21

,
d2 = 1+ 2S31(1− S0)+ 2S0 + 2S30 + S40 + 3S21

1+ S20

.
Note that the denominator of K is non-zero if S0 > 0, S1 > 0 and S0 + S1 < 1. Similarly one may show that
lim inf
n→∞
χz(n)
n−2
= min{c0, c1, c2} > 0,
where χz is defined by (3.3) and
c0 = d0
∞
j=0
z(3j)+ d1
∞
j=0
z(3j+ 1)+ d2
∞
j=0
z(3j+ 2),
c1 = d1
∞
j=0
z(3j)+ d2
∞
j=0
z(3j+ 1)+ d0
∞
j=0
z(3j+ 2),
c2 = d2
∞
j=0
z(3j)+ d0
∞
j=0
z(3j+ 1)+ d1
∞
j=0
z(3j+ 2).
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Noticing that
∞
j=1 b(j)2 = 8π4/729, we see from Remarks 3 and 4 that if
λ2
16π4
729
< 1+max

0, λ21
16π4
729
+ 2

1− λ1 4π
2
27
2
− 1

,
then (S2) also holds and one has lim infn→∞ ρ(n)/n−2 > 0. Therefore when the autocovariances of an ARCH(∞) process
are observed to be bounded from below by a certain rate of decay, then it need not follow that this lower bounding rate of
decay is present in b.
This example illustrates two further general points made earlier: first, in this example lim supn→∞ b(n)/n−2 ∈ (0,∞),
and the above results confirm that
lim sup
n→∞
ρ(n)/n−2 = E ν(0)2max{c0, c1, c2} ∈ (0,∞),
as claimed in Theorem 11.
Secondly, we notice from (3.10) that whenever λ1 < 9/(4π2), the condition (3.9), which implies the stationarity of X , is
weaker than condition (3.1).
Using the subexponential bounds of Theorems 9 and 10, we can weaken the hypothesis that b is subexponential, but still
recover results on polynomial and ‘‘superpolynomial’’ decay of ρ. This is achieved at the expense of some lost sharpness in
characterising the asymptotic behaviour of ρ.
Theorem 12. Let (S1) and (S2) hold and β ∈

(1,∞) ∪ {∞}.
(i) If lim
n→∞
log b(n)
log n
= −β then lim
n→∞
log ρ(n)
log n
= −β.
(ii) lim sup
n→∞
log b(n)
log n
= −β if and only if lim sup
n→∞
log ρ(n)
log n
= −β.
Once again, we notice that the equivalence of the existence of a stationary solution of (AH) and the conditions (S1) and
(S2)means that the ‘‘polynomial-like’’ decay in the autocovariance function exhibited in Theorem 12 is possible if and only
if similar ‘‘polynomial-like’’ decay is present in b.
Theorem 12 can be used to determine the asymptotic behaviour for kernels bwhich are not covered by previous results.
We can find examples of kernels b for which
lim
n→∞
log b(n)
log n
= −β, b ∉ W(1)
and also b for which
lim sup
n→∞
log b(n)
log n
= −β, lim
n→∞
log b(n)
log n
does not exist, b ∉ W(1).
An example of the former is b(n) = (2 + cos(nπ))n−β or b(n) = n−β log(n + 2)(2 + sin(n + 2)) while an example of the
latter is b(n) = n−β+sin(n)−1 for n ≥ 1. All these examples are not subexponential sequences as they fail to satisfy the first
condition of (4.3).
Remark 9. Example 2 shows that the first implication in Theorem 12 cannot be reversed, as limn→∞ log ρ(n)/ log n = −2,
but limn→∞ log b(n)/ log n does not exist.
Remark 10. Theorem 11 can be applied when b(n) = (2+ (−1)n)n−1(log(n+ 2))−2 with e.g., γ (n) = (n+ 2)−1(log(n+
2))−2 ∈ W(1), by following an adaptation of the proof of [30, Proposition 3.3]. However, Theorem 12 does not apply to this
sequence.
Despite the last remark, one may prefer Theorem 12 over Theorem 11 if the goal is to fit real-world data to an ARCH(∞)
model. In practice, one may not be able to establish a subexponential sequence to which the data is ‘‘close’’. In particular, it
may only be possible to identify the exponent of polynomial decay (−β ∈ (−∞,−1) in Theorem 12) in b and not any lower
order component (for example logarithmic or other more slowly varying factors). Such difficulties might render impossible
the detection of the precise form of the subexponential sequence to which the kernel is close, particularly for sequences
such as b(n) = n−β+sin(n)−1.
In the final result, we show that exponential decay of b is both necessary and sufficient for exponential decay of ρ. Thus
we recover a special case of [16, Theorem 3.1], which concerns exponential decay of the autocovariance function, while
using a different method of proof.
Theorem 13. Let (S1) and (S2) hold. Then the following are equivalent:
(a) There exist α1 ∈ (0, 1), C1 ∈ (0,∞) such that b(k) ≤ C1αk1 for all k ∈ Z+;
(b) There exist α2 ∈ (0, 1), C2 ∈ (0,∞) such that ρ(k) ≤ C2αk2 for all k ∈ Z+.
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6. Proofs
Proposition 1 necessitates that interchange of an infinite summation and an expectation sign. This interchange is made
rigorous via standard application of the Monotone–Convergence Theorem (cf. e.g., [31, Theorem 5.3]).
Proof of Proposition 1. Firstly observe that the identity ρ(k) = ρ(−k), for all k ∈ Z holds for the autocovariance function.
Now, for k > 0 we have
ρ(−k) = Cov[X(n), X(n− k)] = Cov

aξ(n)+
∞
j=1
b(j)X(n− j)ξ(n), X(n− k)

= aCov[ξ(n), X(n− k)] +
∞
j=1
b(j)Cov [X(n− j)ξ(n), X(n− k)]
= 0+ λ1
∞
j=1
b(j)Cov[X(n− j), X(n− k)] = λ1
∞
j=1
b(j)ρ(k− j).
The result follows due to the symmetry of the autocovariance function. 
Proof of Lemma 2. Firstly we note that λ1
∞
j=1 b(j)Rj < +∞ ensures that ψ(λ) is finite in the region |λ| ≤ R.
Suppose now that λ1
∞
j=1 b(j)Rj < 1. Let |λ| ≤ R. Define Λ := λ/R, so that |Λ| ≤ 1. Also, define the sequence ψ∗ by
ψ∗0 = 1, ψ∗j = −λ1b(j)Rj for j ≥ 1. Therefore
∞
j=0 |ψ∗j | < +∞. Consequently, we may define ψ∗(Λ) =
∞
j=0 ψ
∗
j Λ
j for
|Λ| ≤ 1. Furthermore, for |Λ| ≤ 1, we may use the non–negativity of b to getψ∗(Λ) = 1− λ1 ∞
j=1
b(j)RjΛj
 ≥ 1− λ1 ∞
j=1
b(j)Rj > 0.
Hence we may apply Lemma 1 to ψ∗, so that there exists a summable sequence z∗ = {z∗(j) : j ∈ Z+} such that
1/ψ∗(Λ) =∞j=0 z∗(j)Λj for |Λ| ≤ 1. Therefore, for |λ| ≤ Rwe have
1
ψ(λ)
= 1
ψ∗(Λ)
= 1∞
j=0
ψ∗j Λj
=
∞
j=0
z∗(j)Λj =
∞
j=0
z∗(j)R−jλj.
Therefore
∞
j=0
z∗(j)R−jλj
∞
k=0
ψ∗k R
−kλk = 1, |λ| ≤ R.
Note that when R = 1, we have z∗ = z in the notation of Lemma 1. Rearranging gives
∞
l=0
l
j=0
ψ∗l−jz
∗(j)R−lλl = 1.
Now comparing powers of λ on both sides of this equality gives
ψ∗0 z
∗(0) = 1, z∗(n) = −
n−1
j=0
ψ∗n−jz
∗(j), n ≥ 1. (6.1)
Rearranging the second equation gives
R−nz∗(n) = λ1
n−1
j=0
b(n− j)R−jz∗(j), n ≥ 1.
Observe that if R = 1, z∗ satisfies (3.6). Define w(n) = R−nz∗(n) for n ≥ 0. Then, by the uniqueness of the solution of
(3.6), it is seen that w(n) = z(n), n ≥ 0 and so z∗(n) = Rnz(n), n ≥ 0. Hence 1/ψ(λ) = ∞j=0 z(j)λj, |λ| ≤ R and∞
j=0 z(j)Rj < +∞.
Conversely, suppose that z is defined by (3.6) and that
∞
j=0 z(j)Rj < +∞. Multiplying across (3.6) by Rn and summing
gives
∞
n=1
z(n)Rn = λ1
∞
n=1
n−1
j=0
b(n− j)Rn−jRjz(j).
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Since the summand on the right hand side is non-negative, the order of summation may be exchanged to give
∞
n=0
z(n)Rn = 1+ λ1
∞
j=1
b(j)Rj
∞
n=0
z(n)Rn.
Now, since
∞
n=0 z(n)Rn ∈ [1,∞), it follows that λ1
∞
j=1 b(j)Rj is finite, and moreover the identity can be rearranged to
give
λ1
∞
j=1
b(j)Rj =
∞
n=0
z(n)Rn − 1
∞
n=0
z(n)Rn
∈ [0, 1),
as required. 
6.1. Rates
It is obvious from (3.6) that if λ1
∞
j=1 b(j)r−j < 1 then
∞
j=0
z(j)r−j = 1
1− λ1
∞
j=1
b(j)r−j
< +∞
and trivially
∞
j=0 z(j)r j <∞ and λ1
∞
j=1 b(j)r j < 1 for r ∈ (0, 1].
Lemma 3. If b ∈ W(r) and λ1∞j=1 b(j)r−j < 1, then
lim
n→∞
z(n)
b(n)
= λ1
1− λ1
∞
j=1
b(j)r−j
2 .
Proof of Lemma 3. Apply Theorem 3 to (3.6). 
Lemma 4. If b ∈ W↓(r) for r ∈ (0, 1], λ1∞j=1 b(j)r−j < 1, and χz is defined by (3.3), then
lim
k→∞
χz(k)
z(k)
= 1
1− λ1
∞
j=1
b(j)r j
.
Proof of Lemma 4. Firstly, note that λ1
∞
j=1 b(j)r−j < 1 gives
∞
j=0 z(j)r−j < +∞. Consider the case r < 1. Then for any
fixedM ≥ 2 we haveχz(n)z(n) −
∞
j=0
z(j)r j
 ≤ M−1
j=0
z(j)
 z(n+ j)z(n) − r j
+ ∞
j=M
z(j)
z(n+ j)
z(n)
+
∞
j=M
z(j)r j.
Let ϵ ∈ (0, 1) be such that r < r(1+ϵ) < 1 < r−1. By Lemma3 there is anN(ϵ) ∈ Z+ such that z(n+1)/z(n) < r(1+ϵ) < 1
for all n ≥ N(ϵ). Hence for j ≥ 1, z(n+ j)/z(n) < r j(1+ ϵ)j < r−j for all n ≥ N(ϵ). Thus for n ≥ N(ϵ),χz(n)z(n) −
∞
j=0
z(j)r j
 ≤ 2 ∞
j=M
z(j)r−j +
M−1
j=0
z(j)
 z(n+ j)z(n) − r j
 .
Since limn→∞ z(n+ j)/z(n) = r j, we have
lim sup
n→∞
χz(n)z(n) −
∞
j=0
z(j)r j
 ≤ 2 ∞
j=M
z(j)r j.
Finally, lettingM →∞ gives the desired result for r < 1.
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For the case r = 1, we split the sums in the same manner as above. From Lemma 3 we have that z ∈ W(1). Then we use
the asymptotic monotonicity of b to bound z(n+ j)/z(n). We have for n ≥ N1, for some N1 sufficiently large
lim
n→∞
z(n)
b(n)
= L ∈ (0,∞), b(n+ j)
b(n)
≤ b(n+ j)
γ (n+ j) ·
γ (n)
b(n)
≤ 2 · 2 for all j ≥ 1
where γ is the non-increasing sequence which is asymptotic to b. Thus for n ≥ N1
z(n+ j)
z(n)
= z(n+ j)
b(n+ j) ·
b(n+ j)
b(n)
· b(n)
z(n)
≤ 2Lb(n+ j)
b(n)
1
L
2 ≤ 24.
The result follows through as before. 
Proof of Theorems 4 and 6. Theorem 6 and the second limit in Theorem 4 are an immediate consequence of Lemmas 3 and
4 with (S2) being required to guarantee that E

ν(0)2

is well defined and finite.
Turning to the first limit formula in Theorem 4, from Lemma 4 we have that ρ ∈ W(1) and hence∞j=0 ρ(j) <∞. From
(3.7) we have
ρ(n+ 1) = λ1
n
j=0
b(n− j+ 1)ρ(j)+ f (n), (6.2)
where f (n) = λ1∞j=1 b(n + j + 1)ρ(j). Letting F(n) = λ1b(n + 1) we can then apply Theorem 3 to get a representation
for Lbρ, providing that Lγ f and Lγ F both exist, and that
∞
j=0 F(j) < 1. We have the last condition by assumption. To prove
that Lγ F exists, note that
lim
n→∞
F(n)
γ (n)
= lim
n→∞
λ1b(n+ 1)
γ (n)
= lim
n→∞
λ1b(n+ 1)
γ (n+ 1)
γ (n+ 1)
γ (n)
= λ1.
As to the existence of Lγ f , we fixM ∈ Z+, and make the estimate f (n)γ (n) − λ1
∞
j=1
ρ(j)
 ≤ λ1 M
j=1
b(n+ j+ 1)γ (n) − 1
 ρ(j)+ λ1 ∞
j=M+1
b(n+ 1+ j)
γ (n)
ρ(j)+ λ1
∞
j=M+1
ρ(j).
For the second term on the right hand side we have
b(n+ 1+ j)
γ (n)
= b(n+ 1+ j)
γ (n+ 1+ j)
γ (n+ 1+ j)
γ (n)
≤ 2,
for all n ≥ N0 and some N0 sufficiently large. Thus for n ≥ N0, f (n)γ (n) − λ1
∞
j=1
ρ(j)
 ≤ 3λ1 ∞
j=M+1
ρ(j)+ λ1
M
j=1
b(n+ j+ 1)γ (n) − 1
 ρ(j).
Then
lim sup
n→∞
 f (n)γ (n) − λ1
∞
j=1
ρ(j)
 ≤ 3λ1 ∞
j=M+1
ρ(j).
LettingM →∞ gives Lγ f = λ1∞j=1 ρ(j).
Thus we may apply Theorem 3, which gives that Lbρ = Lγ ρ exists. Applying [19, Theorem 4.3] to (6.2) gives
Lbρ =
λ1
∞
j=0
ρ(j)+ λ1
∞
j=1
ρ(j)
1− λ1
∞
j=1
b(j)
.
Using the symmetry of the autocovariance function, i.e., ρ(n) = ρ(−n) for all n ∈ Z, gives (4.9) as required. 
We provide a partial converse to Lemma 3, i.e., that z ∈ W(r) implies b ∈ W(r). To do so, we state without proof a
variant of [29, Theorem 3.7]. The proof of this consists of rewriting (3.6) so that the roles of b and z are interchanged, and by
then applying Theorem 3.
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Lemma 5. Let z be the sequence which satisfies (3.6), z ∈ W(r) and further suppose that
λ1
∞
j=1
b(j)r−j <
1
2
. (6.3)
Then
lim
n→∞
b(n)
z(n)
= 1
λ1

∞
j=0
z(j)r−j
2 .
Remark 11. If r ∈ (0, 1] and λ1∞j=1 b(j)r−j < 12 , then∞j=1 z(j)r−j < 1, and hence λ1∞j=1 b(j)r j < 12 and∞j=1 z(j)r j
< 1.
We now state some preparatory lemmata which lead to converses of Theorems 4 and 6.
Lemma 6. Let z be the solution of (3.6) and let (6.3) hold with r ∈ (0, 1]. Define the sequences (Um)m≥1 and (Lm)m≥1 by
U1 = 1, Um+1 = 1−
m
j=1
z(j)r jLm, Lm = 1−
∞
j=1
z(j)r jUm, m ∈ Z+/{0}.
Then
lim
m→∞Um = limm→∞ Lm = 1− λ1
∞
j=1
b(j)r j.
Proof of Lemma 6. The proof concentrates on verifying that limm→∞ Um exists. Once this limit is established it is easy to
find limm→∞ Lm. We have U1 = 1 and
Um+1 = g(m)+ a(m)Um, m ≥ 1,
where g(m) = 1 − mj=1 z(j)r j and a(m) = ∞j=1 z(j)r jml=1 z(l)r l. An explicit formula for U is given in e.g.
[23, Exercise 2.1.17] and is
Um+1 =
m
j=1
a(j)U1 +
m
n=1

m
j=n+1
a(j)

g(n), m ≥ 2, (6.4)
in which the usual convention
m
j=m+1 a(j) := 1 applies. Also we note that g(m) → 1 −
∞
j=1 z(j)r j and a(m) →∞
j=1 z(j)r j
2 ∈ (0, 1), as m → ∞. Thus the first term on the right-hand side of (6.4) tends to zero as m → ∞. Turning
our attention to the second term we have
Am :=
m
n=1
m
j=1
a(j)
n
j=1
a(j)
g(n) =
m
n=1
1
n
j=1
a(j)
g(n)
1
m
j=1
a(j)
=
m
n=2
c(n)+ c(1)
m
n=2
d(n)+ 1a(1)
,
where
d(n) := 1n
j=1
a(j)
− 1
n−1
j=1
a(j)
, c(n) := 1n
j=1
a(j)
g(n).
Thus d(n) = 1−a(n)n
j=1 a(j)
and hence c(n)→∞ and d(n)→∞ as n →∞. Moreover,
c(n)
d(n)
= g(n)
1− a(n) =
1−
n
j=1
z(j)r j
1−
∞
j=1
z(j)r j
n
l=1
z(l)r l
and so
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lim
n→∞
c(n)
d(n)
=
1−
∞
j=1
z(j)r j
1−
 ∞
j=1
z(j)r j
2 = 1
1+
∞
j=1
z(j)r j
.
Applying Toeplitz’s Lemma (cf., e.g., [32, 4.3.2 p. 390]) now gives
lim
m→∞
m
n=2
c(n)
m
n=2
d(n)
= 1
1+
∞
j=1
z(j)r j
.
Therefore
lim
m→∞Um = limm→∞ Am = limm→∞
m
n=2
c(n)+ c(1)
m
n=2
d(n)+ 1a(1)
= 1
1+
∞
j=1
z(j)r j
.
Finally, z may be written in terms of b using (3.6). 
Lemma 7. Let (S2) and (6.3) hold. If ρ ∈ W↓(r), for r ∈ (0, 1], then z satisfies
Lm ≤ E

ν(0)2

lim inf
n→∞
z(n)
ρ(n)
≤ E ν(0)2 lim sup
n→∞
z(n)
ρ(n)
≤ Um+1, m ≥ 1, (6.5)
where U and L are the sequences defined in Lemma 6.
Proof of Lemma 7. The upper and lower bounds on z/ρ are established by an inductive proof. The bounds themselves are
constructed recursively. Define P(n) = ρ(n)/E ν(0)2. We deal with the case when r ∈ (0, 1): the proof for r = 1 is largely
similar, but employs the asymptotic monotonicity of P to establish estimates for terms of the form P(n+ j)/P(n).
From (3.2) and using the non-negativity of z and definition of P , we have
P(n) =
∞
j=0
z(j)z(n+ j) = z(n)+
∞
j=1
z(j)z(n+ j) ≥ z(n). (6.6)
Thus z(n)/P(n) ≤ 1 and so lim supn→∞ z(n)/P(n) ≤ 1 = U1. As limn→∞ P(n+ 1)/P(n) = r we have for all ϵ > 0 fixed that
there exists an N0(ϵ) ∈ Z+ such that P(n+ j)/P(n) < r j(1+ ϵ)j < 1 < r−j for all n ≥ N0(ϵ). FixM ∈ Z+. Let n ≥ N0. Thus
by (6.6)
1
P(n)
∞
j=1
z(j)z(n+ j) ≤ 1
P(n)
∞
j=1
z(j)P(n+ j)
=
M
j=1
z(j)
P(n+ j)
P(n)
+
∞
j=M+1
z(j)
P(n+ j)
P(n)
≤
M
j=1
z(j)r j(1+ ϵ)j +
∞
j=M+1
z(j)r−j,
which gives
1 = z(n)
P(n)
+ 1
P(n)
∞
j=1
z(j)z(n+ j) ≤ z(n)
P(n)
+
M
j=1
z(j)r j(1+ ϵ)j +
∞
j=M+1
z(j)r−j.
Thus
z(n)
P(n)
≥ 1−
M
j=1
z(j)r j(1+ ϵ)j −
∞
j=M+1
z(j)r−j, n ≥ N0(ϵ).
Hence
lim inf
n→∞
z(n)
P(n)
≥ 1−
M
j=1
z(j)r j(1+ ϵ)j −
∞
j=M+1
z(j)r−j.
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Let ϵ → 0 from the right, then letM →∞ to get
lim inf
n→∞
z(n)
P(n)
≥ 1−
∞
j=1
z(j)r j = L1 > 0,
where the fact that L1 > 0 is a consequence of assumption (6.3).
The lower bound L1 is used then to determine the upper bound U2: we rewrite (6.6) according to
z(n)+ z(n+ 1)z(1) = P(n)−
∞
j=2
z(j)z(n+ j) ≤ P(n).
Since lim infn→∞ z(n)/P(n) ≥ L1, for all ϵ ∈ (0, 1) there exists an N3(ϵ) ∈ Z+ such that for all n ≥ N3(ϵ)
z(n)
P(n)
≤ 1− z(1)P(n+ 1)
P(n)
z(n+ 1)
P(n+ 1) ≤ 1− z(1)
P(n+ 1)
P(n)
L1(1− ϵ).
Hence as P(n+ 1)/P(n)→ r as n →∞, we get
lim sup
n→∞
z(n)
P(n)
≤ 1− z(1)rL1(1− ϵ).
Let ϵ → 0 from the right to get lim supn→∞ z(n)/P(n) ≤ 1− z(1)rL1 = U2. Therefore we have established (6.5) form = 1.
Regarding the induction step at levelm form ≥ 2, assume that (6.5) holds, i.e.,
lim sup
n→∞
z(n)
P(n)
≤ Um, lim inf
n→∞
z(n)
P(n)
≥ Lm−1.
This implies that, for all ϵ > 0 sufficiently small, there exists N1(ϵ) > 0 such that z(n)/P(n) ≤ Um(1+ ϵ) for all n ≥ N1(ϵ).
FixM ∈ Z+, and let N0(ϵ) be as defined above. Then for n ≥ max(N1(ϵ),N0(ϵ)), we note that
∞
j=1
z(j)
z(n+ j)
P(n)
=
∞
j=1
z(j)
z(n+ j)
P(n+ j)
P(n+ j)
P(n)
≤
∞
j=1
z(j)Um(1+ ϵ)P(n+ j)P(n)
=
M
j=1
z(j)Um(1+ ϵ)P(n+ j)P(n) +
∞
j=M+1
z(j)Um(1+ ϵ)P(n+ j)P(n)
≤
M
j=1
z(j)Um(1+ ϵ)r j(1+ ϵ)j +
∞
j=M+1
z(j)Um(1+ ϵ)r−j.
Hence
1 = z(n)
P(n)
+ 1
P(n)
∞
j=1
z(j)z(n+ j)
≤ z(n)
P(n)
+
M
j=1
z(j)Um(1+ ϵ)r j(1+ ϵ)j +
∞
j=M+1
z(j)Um(1+ ϵ)r−j,
which rearranges to give
lim inf
n→∞
z(n)
P(n)
≥ 1− Um(1+ ϵ)

M
j=1
z(j)r j(1+ ϵ)j +
∞
j=M+1
z(j)r−j

,
having taken the limit inferior as n →∞. Letting ϵ → 0 from the right, and then lettingM →∞, gives
lim inf
n→∞
z(n)
P(n)
≥ 1− Um
∞
j=1
z(j)r j = Lm.
This yields the lower limit in (6.5) at levelm+ 1.
It remains to show that the upper limit in (6.5) holds at levelm+ 1. To prove this, we start by rewriting (6.6) in the form
z(n)+
m
j=1
z(j)z(n+ j)+
∞
j=m+1
z(j)z(n+ j) = P(n),
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which gives
z(n)
P(n)
+ 1
P(n)
m
j=1
z(j)z(n+ j) = 1− 1
P(n)
∞
j=m+1
z(j)z(n+ j) ≤ 1. (6.7)
Since lim infn→∞ z(n)/P(n) ≥ Lm, for every ϵ ∈ (0, 1) there is an N2(ϵ) ∈ Z+ such that n ≥ N2(ϵ) implies z(n)/P(n) >
Lm(1− ϵ).
Let n ≥ max(N2(ϵ),N0(ϵ)). Then
1
P(n)
m
j=1
z(j)z(n+ j) =
m
j=1
z(j)
z(n+ j)
P(n+ j)
P(n+ j)
P(n)
≥
m
j=1
z(j)
P(n+ j)
P(n)
Lm(1− ϵ).
Inserting this estimate into (6.7) and rearranging yields
z(n)
P(n)
≤ 1− Lm(1− ϵ)
m
j=1
z(j)
P(n+ j)
P(n)
, n ≥ max(N2(ϵ),N0(ϵ)).
Therefore, using the positivity of P and z, we get
lim sup
n→∞
z(n)
P(n)
≤ 1+ lim sup
n→∞

−Lm(1− ϵ)
m
j=1
z(j)
P(n+ j)
P(n)

= 1− lim inf
n→∞

m
j=1
z(j)
P(n+ j)
P(n)

Lm(1− ϵ).
Since P(n+ j)/P(n)→ r j as n →∞, and the sum contains only finitely many terms, we have that
lim inf
n→∞

m
j=1
z(j)
P(n+ j)
P(n)

= lim
n→∞

m
j=1
z(j)
P(n+ j)
P(n)

=
m
j=1
z(j)r j.
Hence
lim sup
n→∞
z(n)
P(n)
≤ 1−
m
j=1
z(j)r jLm(1− ϵ).
Letting ϵ → 0+ yields
lim sup
n→∞
z(n)
P(n)
≤ 1−
m
j=1
z(j)r jLm = Um+1,
by the definition of Um+1. Thus we have shown that if them-th level statement in (6.5) holds, then
Lm ≤ lim inf
n→∞
z(n)
P(n)
≤ lim sup
n→∞
z(n)
P(n)
≤ Um+1,
which is the (m+ 1)-th level statement in (6.5). This completes the proof of the general induction step, and since we have
already shown that (6.5) holds form = 1, the lemma is true. 
Proof of Theorems 5 and 7. The implication that b ∈ W↓(r) gives rise to ρ ∈ W↓(r), for r ∈ (0, 1] is nothing other than
the subject of Theorems 4 and 6. The converse result that ρ ∈ W↓(r) implies b ∈ W↓(r), for r ∈ (0, 1], is an immediate
consequence of Remark 11 and Lemmas 5–7 with (S2) being required to guarantee that E

ν(0)2

is well defined and finite.
It can be seen that the sequence Um and Lm have the same limit asm →∞. By virtue of Lemma 6, we may take the limit
as m → ∞ on both sides of (6.5), which yields limn→∞ z(n)/P(n) = limm→∞ Lm = limm→∞ Um+1, from which the result
follows. 
6.2. Bounds
The proof of Theorem 8 uses a result concerning the boundedness of linear Volterra operators in [19, Theorem 5.1]. We
state a scalar variant of this theorem. Consider the non-convolution linear Volterra summation equation
z(n+ 1) =
n
i=0
H(n, i)z(i), n ∈ Z+; (6.8)
where z(0) = z0 ∈ R and H : Z+ × Z+ → Rwith H(n, i) = 0 for i > n.
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Lemma 8. Suppose that there are integers M and N with 0 < M < N such that
sup
n≥N
n
i=M
|H(n, i)| < 1, sup
n≥M
M
i=0
|H(n, i)| < +∞.
Then there is K > 0 independent of z0 such that the solution of Eqs. (6.8) satisfies |z(n)| ≤ K |z0| for n ≥ 0.
Proof of Theorem 8. We deal here only with the case r = 1. The case r < 1 follows the same steps as that of r = 1. We
firstly show that z/γ is bounded. In order to write (3.6) as a convolution equation we define β(n) = λ1b(n + 1). Thus
β(n) ≤ C0γ (n) for some C0 > 0 and all n. Then defining x = z/γ and using (3.6), we have
x(n+ 1) =
n
j=0
H(n, j)x(j), n ≥ 0, x(0) = 1/γ (0),
where
H(n, j) := β(n− j)γ (j)
γ (n)
γ (n)
γ (n+ 1) , n ≥ j ≥ 0.
To show the boundedness of xwe apply Lemma 8. That is, we must show that
WH := lim
N→∞ lim supn→∞
n
j=N
H(n, j) < 1
and HM := supn≥M
M
j=0 H(n, j) is finite for eachM ∈ Z+. By the definition of H and (4.3) we get
lim sup
n→∞
n
j=N
H(n, j) = lim sup
n→∞
n
j=N
β(n− j)γ (j)
γ (n)
.
Let n ≥ 2N . Then
n
j=N
β(n− j)γ (j)
γ (n)
=
n−N
l=0
β(l)
γ (n− l)
γ (n)
≤
N−1
l=0
β(l)
γ (n− l)
γ (n)
+ C0
n−N
l=N
γ (l)γ (n− l)
γ (n)
.
Thus by (4.3)
lim sup
n→∞
n
j=N
H(n, j) ≤
N−1
l=0
β(l)+ C0 lim sup
n→∞
n−N
l=N
γ (l)γ (n− l)
γ (n)
,
and by (4.4) we get
WH = lim
N→∞ lim supn→∞
n
j=N
H(n, j)
≤
∞
l=0
β(l)+ C0 lim
N→∞ lim supn→∞
n−N
l=N
γ (l)γ (n− l)
γ (n)
=
∞
l=0
β(l),
soWH < 1 as required. Now to show that for each fixedM , HM is bounded, we note for n ≥ M that
M
j=0
H(n, j) =
M
j=0
β(n− j)
γ (n− j)
γ (j)γ (n− j)
γ (n)
γ (n)
γ (n+ 1)
≤ C0 sup
n≥0

γ (n)
γ (n+ 1)
 M
j=0
γ (j)γ (n− j)
γ (n)
≤ C0 sup
n≥0

γ (n)
γ (n+ 1)

sup
n≥M

(γ ∗ γ )(n)
γ (n)

and so supn≥M HM(n) is finite and therefore x is bounded. As a bound on the resolvent is established, it just remains to deduce
the bound on the autocovariance function.Moreover, it is immediate from x(n) = z(n)/γ (n) ≤ C1 that z is summable. Hence
ρ(n) = G
∞
j=0
z(j)z(n+ j) ≤ GC1
∞
j=0
z(j)
γ (n+ j)
γ (n)
γ (n) ≤ GC1γ (n)
∞
j=0
z(j),
and the desired result holds, where G = E ν(0)2. 
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Proof of Theorem 11. First let us suppose that lim supn→∞ b(n)/γ (n) =: L3 ∈ (0,∞). Then from (5.1),
lim sup
n→∞
ρ(n)
γ (n)
≥ λ1ρ(j∗)r j∗L3 > 0,
where j∗ is the integer introduced in (A1). Furthermore, for any fixed ϵ > 0 there exists an N(ϵ) ∈ Z+ such that b(n) <
L3(1 + ϵ)γ (n) for all n ≥ N(ϵ). Moreover, b(n) ≤ Cϵγ (n) for all n ≥ 1, where Cϵ = max{L3(1 + ϵ), sup1≤j≤N(ϵ) b(j)/γ (j)}.
Therefore, from Theorem 8 we have that there exists C1,ϵ > 0 such that ρ(n) ≤ C1,ϵγ (n) for all n ≥ 1. Thus,
0 < λ1ρ(j∗)L3 ≤ lim sup
n→∞
ρ(n)
γ (n)
≤ C1,ϵ <∞.
Conversely, suppose now that lim supn→∞ ρ(n)/γ (n) =: L2 ∈ (0,∞). Then from (5.1) we have lim supn→∞ b(n)/γ (n) ≤
L2/(λ1ρ(j∗)r j
∗
) < +∞.
To show that lim supn→∞ b(n)/γ (n) > 0, we suppose the contrary, namely that lim supn→∞ b(n)/γ (n) = 0. Since
b and γ are non-negative, limn→∞ b(n)/γ (n) = 0. Then it is not difficult to see from the proof of Theorem 4 that
limn→∞ ρ(n)/γ (n) = 0 and hence lim supn→∞ ρ(n)/γ (n) = 0, which contradicts lim supn→∞ ρ(n)/γ (n) > 0. Therefore,
as lim supn→∞ b(n)/γ (n)must exist, we have lim supn→∞ b(n)/γ (n) ∈ (0,∞). 
Proof of Theorem 12. The proof is largely established by rewriting the limits in terms of their ϵ−N definition. This delivers
upper and lower bounds, γ−, γ+ respectively, on b where γ−(n) = C−(n + 1)−β(1−ϵ) and γ+(n) = C+(n + 1)−β(1+ϵ) for
n ≥ 0 and for some constants C−, C+ > 0. Theorems 8–10 are then applied to generate the appropriate bounds on ρ, from
which the result follows.
In order to establish (ii), i.e.
lim sup
n→∞
log ρ(n)
log n
= −β implies lim sup
n→∞
log b(n)
log n
= −β,
one uses (5.1) and an argument by contradiction, not unlike that employed in the proof of Theorem 11.
For the case β = ∞, the bounding function is n−K where K > 0 can be chosen arbitrarily large. In all other respects this
case follows through as for other values of β . 
Proof of Theorem 13. Firstly suppose ρ(k) ≤ C2αk2. By definition, b ≥ 0 and hence z ≥ 0 and ρ ≥ 0. Thuswith j∗ as defined
in (A1), from (5.1) we have
b(k+ 1+ j∗) ≤ 1
λ1ρ(j∗)
ρ(k+ 1) ≤ C2
λ1ρ(j∗)
αk+12 =
C2
λ1ρ(j∗)αj
∗
2
α
k+1+j∗
2 .
Hence, b(k) ≤ C3αk2 for all k ≥ j∗+ 1 where C3 = C2/(λ1ρ(j∗)αj
∗
2 ) and so b(k) ≤ C4αk2 for all k ≥ 1, where C4 = max(C3,Q )
and Q = max1≤l≤j∗ b(l)α−l2 = b(j∗)α−j
∗
2 .
Conversely, suppose that b(k) ≤ C1αk1. As (S1) holds we have z(n)→ 0, as n →∞. Thus we may use [28, Theorem 4] to
conclude that
b(k) ≤ C1αk1 if and only if z(k) ≤ C4αk4, (6.9)
for some α4 ∈ (0, 1) and C1, C4 ∈ (0,∞). Therefore for the sequence f given in (3.7), we get
f (k) = λ1
∞
j=1
b(k+ j+ 1)ρ(−j) ≤ λ1C1
∞
j=1
α
k+j+1
1 ρ(j) < λ1C1α1α
k
1
∞
j=1
ρ(j).
Thus as ρ is summable from Theorem 2, we have f (k) ≤ λ1C1Kαk1, for some 0 < K <∞. Using this estimate for f and (6.9)
in (3.8) gives
ρ(k) ≤ C5αk4 +
k
j=1
C4α
k−j
4 C6α
j
1 = C5αk4 + C7αk4
k
j=1

α1
α4
j
. (6.10)
If α1 ≠ α4, with α2 = max(α1, α4)we have ρ(k) ≤ C5αk4 + C8|αk4 − αk1| ≤ C5αk4 + C8αk4 + C8αk1 ≤ C9αk2. If α1 = α4, then
ρ(k) ≤ C5αk4 + C7αk4k < C5αk4 + C7C8(α4 + ϵ)k < C10(α4 + ϵ)k,
where α2 = α4 + ϵ and ϵ is chosen sufficiently small so that α2 < 1, and C8 is given by C8 = supk≥1 k/(1+ ϵ/α4)k. 
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