Optical imaging of single biomolecules and complexes in living cells provides a useful window into cellular processes. However, the three-dimensional dynamics of most important biomolecules in living cells remains essentially uncharacterized. The precise subcellular localization of mRNA-protein complexes plays a critical role in the spatial and temporal control of gene expression, and a full understanding of the control of gene expression requires precise characterization of mRNA transport dynamics beyond the optical diffraction limit. In this paper, we describe three-dimensional tracking of single mRNA particles with 25-nm precision in the x and y dimensions and 50-nm precision in the z dimension in live budding yeast cells using a microscope with a double-helix point spread function. Two statistical methods to detect intermittently confined and directed transport were used to quantify the three-dimensional trajectories of mRNA for the first time, using ARG3 mRNA as a model. Measurements and analysis show that the dynamics of ARG3 mRNA molecules are mostly diffusive, although periods of non-Brownian confinement and directed transport are observed. The quantitative methods detailed in this paper can be broadly applied to the study of mRNA localization and the dynamics of diverse other biomolecules in a wide variety of cell types.
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3D microscopy | single molecule | superresolution | single particle tracking S ince the first optical detection and spectroscopy of single molecules in condensed phases in 1989 (1), optical imaging of single biomolecules and complexes in living cells has become widespread and continues to provide a useful window into a variety of cellular processes (2) (3) (4) (5) . Among the various methods of extracting information from single-molecule measurements such as FRET, fluctuations, polarization, and so on, single-particle tracking (SPT) is relatively straightforward to implement with two-dimensional wide-field imaging and simply involves optical measurement of the ðx;yÞ position of the single object as a function of time as a probe of diffusion or transport. Two-dimensional SPT was applied to multiply labeled fluorescent LDL particles (6) and to kinesin-driven beads (7) in the 1980s. The technique entered the single-fluorophore regime in measurements of the mobility of lipid probes in a supported lipid bilayer (8) . Twodimensional SPT has seen application in a variety of studies of transmembrane proteins and other membrane structures in cells (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) , and much theoretical effort has been directed toward the analysis of 2D diffusion in biological environments of varying complexity (20) (21) (22) (23) (24) . However, within a cell, two-dimensional tracking studies will always lack information because of the inherently three-dimensional nature of the motion; therefore, a method to track particles in three dimensions is needed. Recently, the double-helix point spread function (DH-PSF) microscope has been shown to provide 3D position information beyond the optical diffraction limit from standard wide-field microscopy of single molecules and point emitters (25) (26) (27) . By use of image processing with a spatial light modulator (SLM), the DH-PSF converts the normal single fluorescence spot from a single emitter into two spots. Different z positions are then sensed by the DH-PSF imaging system as different angles between the two spots. The two spots spin about one another for single emitters at different axial positions over a 2-μm range, effectively carving out a double helix along the z axis.
The localization of mRNA-protein (mRNP) complexes to specific subcellular compartments allows for greater spatial and temporal control of gene expression (28) . Indeed specific subcellular localization may be a genetically encoded feature of the expression program of most, and perhaps all, mRNAs in complex organisms (29, 30) . Central to the understanding of the mechanisms of mRNA localization is the study of the dynamics of the transport. Many different modes of transport have been reported, including directed motion (31) , diffusion (32) , and trapping. In this study, we examine mRNA localization in Saccharomyces cerevisiae, a model eukaryotic organism amenable to optical imaging and with exceptionally well-developed tools for genetic manipulation. Using a DH-PSF microscope, we track the dynamics of mRNPs at high spatial and temporal resolution in three dimensions in living yeast cells. We describe two quantitative, unbiased techniques to detect and measure nonrandom confinement and directed motion, which we used to study the motion of a nonlocalized mRNP.
The dynamics of only one mRNA in yeast, ASH1, have been studied extensively. Using MS2-GFP tagging of a chimeric mRNA comprising a reporter gene and the ASH1 3′-UTR, Bertrand et al. (33) observed random movement of the ASH1 chimeric transcript with a bias toward movement to the bud. Time-lapse movies of its motion allowed for an estimate of ASH1 velocity, presumably reflecting the stepping rate of the actomyosin protein, Myo4, that was found to be necessary for appropriate ASH1 localization. Indeed, deletion of MYO4 caused the ASH1 chimera to become immobile or to demonstrate short movements lacking persistence (33) . Although studies of factors that affect ASH1 localization and translation have continued (34, 35) , little is known about the dynamic behavior of other mRNAs or mRNPs. In the past decade, advances in single-molecule imaging as well as the efficient tagging of endogenous mRNAs now provide a unique opportunity to study the dynamic behavior of mRNPs in living cells with extraordinarily high spatial and temporal resolution.
This work is focused on the dynamics of the ARG3 mRNA, which encodes ornithine carbamoyltransferase, an enzyme that catalyzes the sixth step in the biosynthesis of the arginine precursor ornithine. ARG3 was chosen because it encodes a housekeeping enzyme that is not known to exhibit asymmetric localization in the cytoplasm, providing a benchmark and point of reference for future studies of localized mRNPs. Furthermore, ARG3 is expressed at just 1-2 copies per cell (36, 37) , thus reducing the potential obfuscation of high-confidence single trajectories by the interference of overlapping signals from distinct particles. To visualize the mRNPs, we used a labeling scheme based upon that of Haim et al. (38) The ARG3 mRNA was engineered with 12 bacteriophage MS2 hairpin loops, which provide high-affinity binding sites for the MS2 coat protein, incorporated between the coding sequence and the 3′ UTR. Integration of the MS2 coatprotein binding elements into the native ARG3 locus allows for expression of the mRNA of interest from its own promoter and thus at native levels. Additionally, retention of the native 3′ UTR sequence, which in many genes encodes mRNA localization information, minimizes the risk that the MS2 hairpins might alter the wild-type dynamics of the mRNA. The strain containing this tagged ARG3 gene also carries a methionine-inducible gene encoding the MS2 coat protein fused to three tandem copies of the EGFP coding sequence. Each ARG3 mRNA can bind up to 12 MS2 proteins, recruiting up to 36 EGFPs, enabling it to be visualized as a bright spot over the background fluorescence of unbound cytoplasmic MS2-3xEGFP. The MS2 coat protein we used in this study lacks the nuclear localization sequence to avoid any confounding effects of the nuclear import machinery on the observed dynamics (33, 39) .
There are many considerations in selecting a method for 3D particle tracking. In one approach, the microscope is locked to the particle position and the sample stage moves to follow the motion of the particle (40) (41) (42) ; these methods have the advantage of large axial range but can track only one object at a time. In cellular transport studies, it is often useful to study the cotransport of other structures in the cell that are related to the transport of mRNPs as well as different mRNPs at the same time, so a method with the capability of multiobject imaging would be important. Wide-field techniques for 3D SPT that do not require stage motion have also been described, including multiplane tracking (43) , astigmatism (44) , and parallax (45) . The wide-field DH-PSF imaging method was chosen for this study for two main reasons. The first is the high localization precision available given a low photon budget (27) . Tracking with 25-nm precision in the x and y dimensions and 50 nm in the z dimension is possible despite the inherently low signal-to-background imaging conditions associated with the MS2 labeling scheme (33) . The second and perhaps more important reason is that the DH-PSF is superior to the other wide-field techniques because of the large 2-μm depth of field, which translates to a constant localization precision over a 2-μm z range. This corresponds to being able to follow dynamics throughout approximately one-half of the size of a typical haploid yeast cell. Three-dimensional mRNP tracking has been demonstrated previously (39) , although the focus of that work was on the cotransport of two localized mRNAs, and only one three-dimensional trajectory was presented.
Particle tracking studies yield position information as a function of time, and reliable conclusions from these data depend on statistical analysis. We developed two methods to quantitatively detect both confined and directed motion in 3D, extending mathematical approaches used in previous 2D membrane studies. The first, called the speed correlation index (SCI), first developed by Bouzigues and Dahan (24) , provides a measure of the "directedness" of a portion of a single-particle trajectory by comparing the velocity correlations in the observed data to those of a Brownian particle. By using a three-dimensional SCI, we can extract velocities from directed portions of trajectories as well as the amount of time that each particle spends in a directed state. In this study, we evaluated the dependence of the putative directed motion on the actin cytoskeleton by examining the effect of disrupting actin filaments by addition of latrunculin B (46, 47) .
To study the dynamic confinement of the mRNPs, we devised a 3D confinement index based on a two-dimensional criterion developed by Saxton, and Jacobsen and coworkers (21, 48 ). This confinement index was then used to measure the decidedly nonrandom confinement dynamics of ARG3 mRNPs, allowing us to estimate the size of the confinement region as well as the time that the mRNP spends in each confining region. These tests, combined with DH-PSF imaging, provide a powerful method to understand mRNP dynamics that should be adaptable to many different mRNP labeling schemes and diverse organisms.
Results and Discussion
The utility of the DH-PSF imaging system in measuring the three-dimensional trajectories of mRNPs is illustrated in Fig. 1 . Because yeast cells are round, three-dimensional measurements are essential to extract full information about the dynamics of the system. In the trajectory displayed in Fig. 1B , the two-dimensional projection fails to reveal the directed motion in z occurring approximately from 5 to 7 s. In fact, because of the much smaller magnitude of lateral motion during this time, the two-dimensional trajectory might erroneously be described as being confined or corralled. Central to this study is our effort to accurately categorize the dynamics and, more importantly, the switching between different modes of motion, which would be impossible in a twodimensional representation as shown by the difference between Fig. 1B and Fig. 1C . In the raw fluorescence images in Fig. 1D , the mRNP appears as two bright dots above a diffuse green background as expected from the DH-PSF. The different images are of different time points and thus different z positions in the trajectory in Fig. 1C .
Even though the motion of a single mRNP in a cell can be quite complicated, it is useful to start with a simple Brownian model to initially characterize the dynamics of the mRNPs. Because the mRNPs are imaged on top of a bright background of diffusing MS2-3xEGFP, the signal to background in these experiments is quite low. Therefore, one must take into account both static errors (localization precision arising mainly from the limited number of detected photons) and dynamic errors (arising from motion during the acquisition time) in the localization of the particles. For a particle undergoing Brownian motion being tracked by an imaging system with exposure time, Δt, and localization precision, σ, the three-dimensional mean-squared displacement (MSD) as a function of time lag, τ, can be written as
where D is the diffusion coefficient, and σ i is the localization precision in the ith dimension (23) . Even though the mRNPs studied in this paper show a wide variety of diffusive, confined, and directed motions, at short-time lags (<0.1 s), the dynamics appear diffusive and the corresponding MSD curve is linear with a y intercept given by Eq. 1 (see SI Text for an example). Using Eq. 1, it is possible to also derive the localization precision σ i for each trajectory. The mean values of the localization precisions in x, y, and z extracted from 267 trajectories are 24.7, 27.9, and 49.5 nm, respectively. More details about the localization precision, numbers of detected photons, and signal to background of these measurements can be found in SI Text. Thirty-six of the 267 ARG3 mRNP particle trajectories we analyzed, or 13%, exhibited no measurable movement above the detection limit. Particles with MSD values at the eighth time lag point no greater than the average squared 3D localization precisionσ 3D 2 ¼σ were classified as stationary and were excluded from both the diffusion analysis and the analysis of directed motion and confinement presented below. We never observed particles going from completely stationary to diffusive movement. We analyzed the cellular locations of the stationary particles by aligning the fluorescence images with white light images; 24 (67%) were localized to the cortex and 12 (33%) were found in the interior of the cell. This asymmetric distribution suggests that movement of these mRNPs may be restricted by interactions with a structure at the cell cortex.
Characterizing Diffusion
Single mRNA particles may show complex trajectories with varying modes of movement that cannot be fit to simple models. Nevertheless, it is useful to contrast their movements to Brownian motion. The short-time mean diffusion coefficient for a single trajectory can be measured by extracting the local slope of the linear fit of the MSD to Eq. 1. The choice of how many time points to include in the calculation can affect the results and should be considered carefully (49, 50) . In this study, the first 8 time-lag points in the MSD were used to calculate the diffusion coefficient. Using the first 4 time lags to extract the diffusion coefficient gave similar results to choosing 8 time-lag points. Choosing 16 time lags greatly increased the number of low diffusion coefficients because the effects of confinement become apparent at longer lag times. Diffusion coefficients were calculated based on the entire trajectory of each particle (hundreds of time points in length, vide infra), for 231 ARG3 mRNP particles (Fig. 2A) ; the diffusion coefficients can therefore be understood as the mean values for the entire observed trajectory of each particle. A trajectory had to be at least 50 time points in length to calculate a value for D. As discussed below, these particles displayed a variety of movement behaviors during the periods of observation. Regardless, the distribution of mean diffusion coefficients conveys useful information about the heterogeneity observed from particle to particle. The mean ensemble diffusion coefficient from this analysis was 0.039 μm 2 ∕s, which is consistent with previous measurements in other organisms (32, 33, 51) . The peak of the distribution, which is more representative of the majority of behaviors, was 0.018 μm 2 ∕s. The highest diffusion coefficient observed was 0.40 μm 2 ∕s. For a homogenous population of Brownian particles with diffusion coefficients measured by finding the slope of the MSD, a characteristic distribution of experimentally observed diffusion coefficients is expected due to limited numbers of position measurements (20, 22, 49) . The observed distribution of D values shown in Fig. 2 is far broader than a simulated Brownian distribution with excess density at larger values of D (see SI Text). Although a distribution of diffusion coefficients for mRNPs in yeast has not, to our knowledge, been previously reported, there are two well-established reasons to expect a broad distribution of diffusion coefficients: first, the heterogeneity of the mRNPs themselves, and second, the heterogeneity of the cellular environment. Because the ARG3 mRNPs we studied most likely comprise not single mRNAs, but a conglomeration of one or more mRNA molecules, ribosomes, RNA-binding proteins, and other mRNP associated entities (52) , it is reasonable to expect a wide variety of particle sizes, and thus, a variety of diffusion coefficients.
Variation in the apparent brightness of the particles, which is roughly proportional to the number of EGFP units bound, provides evidence for particle heterogeneity; precise counting of the number of EGFPs is not the goal here (53) . To carefully measure the photon emission rate of the particles, the phase modulation of the spatial light modulator was turned off and the mRNPs were imaged in standard 2D wide-field epifluorescence mode. In a histogram of particle brightness measured in absolute numbers of photons detected above background per 15-ms image (Fig. 2B) , a peak at around 2;500 photons∕15 ms is likely to represent single ARG3 mRNA molecules with ∼36 bound EGFPs. (For more details on the photon counting in Fig. 2B , see SI Text.) Particles The mean diffusion coefficient was 0.040 μm 2 ∕s; the peak of the distribution is 0.018 μm 2 ∕s. This distribution is much broader than that of a homogenously diffusing particle (see text, SI Text). (B) Particle brightness distribution for each 15-ms imaging frame with the SLM off ; the large peak at 2,500 photons likely represents particles with ∼36 EGFPs. Note that many particles have much higher photon counts; they presumably represent mRNPs containing more than one ARG3 mRNA.
with higher photon counts therefore suggest mRNPs containing more than one labeled ARG3 mRNA molecule (39) . This wide distribution of particle brightness and the heterogeneity in apparent diffusion coefficient ( Fig. 2A ) may both be due in part to heterogeneous mRNP composition and stoichiometry.
Classifying Changes in mRNP Motion
In the above discussion the average values of parameters such as the diffusion coefficient and localization precision were measured from entire trajectories, where each trajectory gives one diffusion coefficient and one localization precision. Although time-average quantities from each trajectory can be used to assess global heterogeneity, we seek a deeper picture of the mRNP dynamics. The trajectories lasted on average for 673 time steps or 10.1 s, which was long enough to observe switching between different modes of transport. By analyzing the behavior of each individual trajectory we were able to objectively classify intervals of dynamic behavior of each particle into one of three main modes, (i) confined (or stationary), (ii) directed, or (iii) diffusive. The two tests we used to define periods of confinement and directed transport, respectively, were each based on cutting a long trajectory into much shorter subtrajectories that were then subjected to a statistical test comparing the observed behavior to a null hypothesis. For both cases, the null hypothesis was a simulated three-dimensional unobstructed Brownian random walk with an average D and localization precision identical to the measured values for the corresponding experimental trajectory. As a probability threshold for classifying a behavior as deviating from the null model, we required that only 5% of the simulated Brownian trajectories would have been incorrectly characterized as confined or directed, respectively. Clearly, one could apply even more complex statistical analysis to the three-dimensional trajectories obtained using the DH-PSF, especially the apparently diffusive subtrajectories. For example, by using a maximum likelihood estimation scheme rather than fitting the MSD, one can more accurately sense changes in D as a function of time (50) . One could also further analyze the periods of anomalous subdiffusive movement (sublinear time-lag dependence of the MSD) to understand the finer details of the cellular environment (54, 55) .
The human brain is notoriously effective at identifying patterns; even when looking at completely random Brownian-motion trajectories, an observer will commonly identify areas of apparently "directed" or "confined" motion (22) . Regardless of the type of transport, objective classification of behaviors therefore requires tests that do not rely on human discernment. We therefore developed two explicit, objective statistical tests to detect and quantify the switching of a single trajectory between directed and confined modes of motion. A specific example of a trajectory that switches between all three different modes of motion is discussed in SI Text).
In total, 2,695 s of mRNP transport were observed. Of those, 163 s (6%) were confined, 410 s (15%) were stationary, 105 s (4%) were directed, and the remaining 2,017 s (75%) were classified by default as consistent with diffusion. The stationary and confined behaviors are not necessarily different, because the particle being denoted stationary means that it did not detectably move during the observation time. The absolute numbers given above, although objective and useful in distinguishing gross differences in behavior (51, 53) , are not precisely robust or generalizable because they depend heavily on chosen thresholds and tests. These types of categorizations are nevertheless useful for comparing mRNPs or conditions in the same experiment, using the same set of tests and thresholds.
Directed Motion
Directed motion has been reported in several studies of mRNP dynamics (31, 33, 53) . Reliable detection of directed motion is not trivial, because Brownian motion can occasionally give rise to fluctuations that can appear to be directed. Many of the trajectories observed in this study have intervals of apparently directed (asymmetric) movement, with a characteristic quadratic time-lag dependence in the MSD curve (56) (Fig. 3) . To objectively and quantitatively identify intervals of directed motion and measure the dynamics of particles moving in and out of directed modes of motion, we developed a modified three-dimensional version of the SCI approach of Bouzigues and Dahan (24) . The SCI value is the normalized velocity autocorrelation function at the first time lag calculated over a selected region of the trajectory. The SCI uses the fact that velocity correlations vanish for Brownian motion but have a constant positive value for directed motion. A completely directed trajectory will have an SCI value of 1, whereas a completely random trajectory with a localization precision of 0 will have on average an SCI value of 0. A threshold value of the SCI can be set such that only 5% of Brownian trajectories generated by Monte Carlo simulations with the same short-time diffusion coefficient and localization precision are misclassified as directed (Fig. 3C) . When an observed SCI exceeds the threshold, that portion of the trajectory is classified 
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as directed. This method enables us to extract the velocities and dwell times of specific portions of trajectories that satisfy explicit, objective criteria for directed motion, something that is not possible by more phenomenological approaches. The calculation of the SCI in three dimensions and the corresponding threshold selection procedure are described in detail in SI Text. We calculated the SCI and identified periods of apparent directed motion for all observed trajectories with more than 200 time points. Fig. 4A shows the distribution of dwell times for untreated cells, latrunculin B-treated cells, and Brownian simulations using average diffusion coefficients and localizationprecision parameters from the untreated cell experiments. Although the distributions of dwell times were similar for the three conditions, the distribution was shifted toward longer dwell times for the untreated ARG3 cells. Dwell times were reduced, and the presence of apparent directed motion did not differ significantly from Brownian simulation by treatment with latrunculin B. The maximum dwell time for directed motion of ARG3 mRNA was reduced from 2. The rare long intervals of directed motion (>1 s) observed in the untreated cells are likely dependent on actin filaments because they do not appear in the corresponding latrunculin B-treated cells. The overall similarity of the dwell time distributions, however, suggests that the majority of the intervals of apparent directed motion are not due to transport along actin cables but rather are false positives that also occur in Brownian-motion.
Quantitative predictions from specific mechanistic models for directed transport can be tested by comparing such predictions to observed distributions of velocities and dwell times (24, 56) . In previous studies of ASH1 transport in yeast, mRNP particles exhibited directed motion with average velocities of 200-400 nm∕s, which was interpreted as consistent with transport by Myo4 along actin cables (33) . We estimated velocities during directed motion events from the second-order coefficient obtained from quadratic fits to the MSD curve (see Fig. 3D and SI Text) to yield the distribution shown in Fig. 4B . SCI analysis is not efficient at detecting directed portions with a length less than 10 exposure times (0.15 s) (24) . To ensure statistically significant velocity measurements, we therefore analyzed only directed portions with lengths greater than 0.48 s (see SI Text) (9, 20, 24) , which precluded a statistically significant distribution of velocities for the latrunculin B-treated cells. The mean velocity of directed trajectories observed in the untreated cells was 380 AE 210 nm∕s (n ¼ 31). Although this value is broadly consistent with actomyosin-based transport, further experiments will be needed to determine the actual mechanisms of these directed movements. Quantitative analyses such as SCI determinations will be a powerful tool for interpreting the effects of specific mutations or chemical inhibitors on studies of directed transport using highresolution 3D imaging.
Confinement
In 1993, Saxton (21) proposed an algorithm to measure confinement in experimental trajectories that was later experimentally implemented by Simson, et al. (48) . The test is based on the probability that a purely random diffuser would stay within a given two-dimensional radius given a diffusion coefficient and observation time window. To implement this test, one has to divide the complete trajectory into many subtrajectories of time, t w , and then determine a maximum value of displacement, R, for each subtrajectory. This maximum value of R, the diffusion coefficient D, and the subtrajectory time window, t w , are used to calculate the probability, Ψ, that a random walk would stay within a circle of that radius. A threshold probability is set by simulation and is typically chosen such that only 5% simulated random walks would be considered confined. The measured probability is then compared to the threshold, and the subtrajectory is considered confined for times where the calculated probability is less than the threshold. We developed a 3D version of this test (analytical expressions for Ψ as a function of D, R, and t w can be found in SI Text). In order to visualize the changes in Ψ, it is best to plot logðΨ Þ. Numerically, logðΨ Þ can be approximated as a linear function of Dt∕R 2 , The distribution of confinement test radii R and corresponding dwell times in confining regions has the potential to provide information about the molecular interactions that occur between the mRNP and structures inside the cell. Fig. 6 shows the observed distribution of confinement sizes and dwell times for all analyzed trajectories along with Brownian simulations with the same distribution of diffusion coefficients and localization precisions observed in the data. Note that the precise values for these parameters, especially the confinement radii, depend upon the choice of threshold and window size (48) as well as other considerations (57, 58) . Mean confinement test radii of 190 AE 94 nm and 244 AE 100 nm were obtained from experimen- tal and simulated data, respectively. For a particle with a diffusion coefficient of 0.039 μm 2 ∕s, the average root mean square displacement in a time window of 0.75 s (fifty 15-ms time steps) is 420 nm, but the simulated distribution shows how even the Brownian diffuser can linger in smaller regions from time to time. Because of the large widths of both distributions in Fig. 6A , it is not possible to declare a significant difference between them. However, the mean dwell time derived from the Brownian diffuser simulation, 0.15 AE 0.1 s, was significantly shorter than the mean dwell time derived from the experimental data, 0.28 AE 0.4 s. The excess of long confinement times observed in the experimental data compared to the random diffusion model suggests the possibility of interactions between the ARG3 mRNP and a cellular structure, such as an organelle, cytoskeletal structure, or subcellular compartment. Using Eq. 2 to explicitly classify localized mRNPs and investigating the effects of perturbing hypothetical interacting structures or molecules on the frequency and duration of mRNP localization could be a powerful method for defining and testing quantitative models for the molecular nature and physical characteristics of the interactions.
Conclusion
Our investigation of the dynamics of a specific mRNA in living yeast cells provides an illustration of how much can be learned from an objective and quantitative analysis of data from 3D single-particle tracking with the DH-PSF microscope. We have described explicit, unbiased, statistical tests to distinguish between random, confined, and directed modes of motion and applied them to interpretation of experimental measurements of the motion of the ARG3 mRNA in living yeast. The results show that for this mRNA, which is not known to be localized to a particular cellular compartment, most of the movements are consistent with random diffusion, but a small proportion of the trajectories appear to be nonrandom, including periods in which the mRNA appears stationary, confined, and consistent with directed transport. The techniques and results of this work can be used as a starting point for quantitative analysis of the dynamics and molecular mechanisms underlying the programmed localization of mRNA molecules in yeast and other organisms. We expect the methods described here to be of use not only in mRNA tracking experiments but also in quantitative 3D tracking of other fluorescently tagged structures in living cells, tissues, and ex vivo models.
Materials and Methods
Sample Preparation. JCY324 cells (see SI Text for strain construction and cell culture) were grown overnight in synthetic complete (SC) his− media supplemented with glucose (2% wt∕vol final) and adenine hemisulfate (40 μg∕mL final; SC his− glu+ ade+). Upon entry into early log phase, the cells were transferred into induction media lacking methionine (SC his− met− glu+ ade+) and allowed to grow at 30°C for one to 3 h. Cells were then removed from the inducing media for 3 h before imaging to reduce the fluorescent MS2-EGFP background. Agarose pads composed of 1.5% wt∕wt solid agarose [Sigma type 1-A, Low electroendosmosis (EEO)] dissolved in SC his− glu+ ade+ media were made by sandwiching between two plasma-etched 30 mm × 50 mm #1 glass coverslips (typically 175 μm thick) and then one coverslip was removed. The cells were then washed with fresh SC his− glu+ ade+ media three times and roughly 2 μL of 10× concentrated cells were deposited onto the pad. A plasma-etched 25 mm × 25 mm glass coverslip was placed on top of the cells to form the imaging interface. The sample was then sealed with paraffin wax. Because the stage drift in the microscope during the time scale of our experiments (5-10 s) is negligible compared to the motion of the mRNPs, fiduciary markers were not used. Immobilizing the cells on agarose was found to be far superior to polylysine-coated coverslips in preventing cell motion, although a higher background resulted from illumination through the gel.
Microscopy. The samples were mounted on an inverted Olympus IX71 fluorescence microscope. The microscope was fitted with a DH-PSF image processing section on the left output port. The DH-PSF imaging system has been described in detail previously (27, 59) . The EGFP was excited with an Ar-ion laser emitting at 488 nm with an irradiance of 0.5 kW∕cm 2 . The laser was aligned at a high angle in a "quasi-total internal reflection fluor- The log of the probability that a unobstructed diffusive particle would stay within a given radius, logðΨ Þ, plotted as a function of time for the trajectory in A. Three separate transient confinement regions are detected. The white line is the threshold described in the text. 
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escence" geometry to reduce background but not restrict excitation to a region thinner than the yeast cells (60) . The emission was filtered with a Chroma Z488RDC dichroic and a Chroma HQ525/50 band-pass filter with a transmission band from 500-550 nm. It was found that the 488-nm laserexcited yellow fluorescence in the yeast and the rejection of wavelengths longer than 550 nm greatly enhanced the signal-to-background ratio in the images. Images of 128 × 128 pixels were acquired on an Andor iXon þ electron multiplying CCD with a 15-ms exposure time. Although the camera can be run with a 7.5-ms exposure time with a 128 × 128 image size, we found that 15 ms is fast enough to define the dynamics while collecting enough light to obtain acceptable signal to noise in the images.
Image Analysis. In each image, a presumptive mRNP is identified by hand and localized using a least-squares fitting scheme to the sum of two Gaussian functions as described previously (27) . The midpoint between the two lobes of the DH-PSF denotes the lateral position of the mRNP and the angle between the two lobes denotes the z position. Trajectories were all checked by eye to ensure that the fitting program was working properly and no egregious localizations remained in the trajectory. More details on the fitting algorithm can be found in SI Text. A calibration of angle versus z position was performed by moving 200-nm fluorescent beads (Invitrogen Fluospheres 505∕515) immobilized in 1% poly(vinyl alcohol) on a glass coverslip using an objective z positioner (PIFOC p-721.CDQ stage with E625.CO analog controller, Physik Instrumente). More details on the calibration of the DH-PSF imaging system can be found in previous work (27, 59) . Because of the index mismatch between the immersion oil of the objective (n ¼ 1.518) and the yeast cytoplasm (n∼ ¼ 1.38), the true z position differs from the measured z position of the mRNP (61, 62) . Because it is not currently possible to precisely model the effects of index mismatch on the DH-PSF imaging system, a unique procedure for correcting the combined effects of focal shift and spherical aberration based on the measured short-time diffusion coefficients in all three dimensions has been developed and is described in SI Text. (1). Briefly, the loxP-HIS5-loxP-MS2L cassette was amplified from pLOXHIS5MS2L using the following primers: ARG3 TAG F (5′-CTTTGTTAATAATAAA-GGTAATTTCAAGGACTTGAAATAAAACGCTGCAGGTC-GACAACCC-3′) and ARG3 TAG R (5′-CTGTATTTATATAT-TAGTTATTAAGAACACGAAAGAAGGAGCATAGGCCACT-AGTGGATC-3′). The tagging cassette was integrated into the haploid yeast genome of JCY66 (MATa ade2-1 trp1-1 can1-100 leu2-3,112 his3-11,15 ura3). Transformants were selected on synthetic complete (SC) media lacking histidine (SC his−), and candidates were screened via PCR of genomic preparations using the following primers: ARG3 Det F (5′-TGAAGAAGCAGA-AAACAGATTATATGC-3′), ARG3 Det R (5′-CAAAATAAT-CAATGTATATCATTATTCATGCA-3′), and SpHIS5R (5′-TCG-TATTTCTTTCTACAAAAGCCCTC-3′). Successful candidates were transformed with the pSH47 plasmid followed by overnight galactose-induced expression of the Cre recombinase in liquid media, thus producing a genomic construct lacking one loxP site and the SpHIS5 selectable marker and leaving the ARG3 coding region followed by a single loxP site, 12 MS2 hairpins, and the native 3′ UTR. Candidates were screened for successful removal of the selectable SpHIS5 marker by the inability to grow on SC his − media and by PCR of genomic preparations using the ARG3 Det F, ARG3 Det R, and SpHIS5R primers. The ARG3:MS2 strain was then transformed with the pMS2-CP-GFP(x3) plasmid, allowing inducible expression of the MS2 coat protein fused to three copies of EGFP, producing strain JCY324 (MATa ade2-1 trp1-1 can1-100 leu2-3,112 his3-11,15 ura3 arg3:loxP:MS2Lx12).
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Algorithm. Images of putative molecules were identified by hand and cut into 9 × 9 pixel squares followed by manual identification of the two DH-PSF lobes. The data in the box were fit using the Matlab function fminsearch with least squares as the minimization function, exactly as described in ref.
2. The fitting function contained the sum of two Gaussians plus an offset (for background), which allowed us to extract an ðx;yÞ position from the midpoint between the two and the z position from the angle between the two lobes relative to horizontal. For each frame after the first, the initial conditions used in the fit were taken from the fit in the previous frame. In this way, the particle is automatically tracked by the fitting code. Unlike many other single particle tracking experiments where there are many molecules in a field of view, the cells in these experiments typically had zero to three mRNAs per cell. The low concentration of mRNAs virtually eliminates the possibility that the tracking program inadvertently starts tracking a different particle during the trajectory. Whenever the fit failed, the initial fit parameters were again specified by the user. Two criteria were then applied to remove spurious position measurements from the trajectories extracted from the fitting algorithm. First, any localization that fell outside the 2-μm depth of field was rejected because the DH-PSF no longer forms two well-shaped lobes above and below the depth of field. Second, bright spots in the cell were sometimes assigned as putative molecules because of background noise in the cell, and these were probabilistically rejected by maintaining that the velocity between localizations be less than 4;800 nm∕s. This velocity was chosen because it is approximately 2 standard deviations above the mean expected root-mean square velocity from the mean observed diffusion coefficients in these experiments (and far faster than any known mechanism for intracellular transport of macromolecules).
Calibration of the z Position of the mRNPs. Calibration of the angle as a function of z position for the DH-PSF is performed using fluorescent beads embedded in poly(vinyl alcohol) on a glass surface. The index of the immersion oil is refractive index-matched to the glass coverslip to avoid index mismatch-related aberrations. In most biological imaging situations there is a refractive index mismatch between the immersion oil and the sample. This index difference results in two major effects in the actual z position versus the apparent z position obtained from the calibration curve. The first is the shifting of the focal plane, or so-called "focal shift" (3) arising from Snell's law refraction. This effect results in the true focal plane being closer to the coverslip than it would have been in an index-matched sample. The second major effect is spherical aberration (4) . Spherical aberration causes a complicated array of effects including changing the effective focal plane along with causing actual z positions above and below the focal plane to differ from calibrated values (5). Precise calibration of both effects in our system would require movement of a bright fluorescent object with the same size and emission spectrum as the labeled ARG3 particle through a yeast cell by known z amounts and analysis of the resulting change in angle between the two DH-PSF lobes on the detector (6) . Because this experiment was not possible, we have developed a novel scheme for calibrating the z positions using the measured short-time diffusion coefficients. In the following discussion, it is important to note that our definition of positive z direction is toward the objective (2, 5, 7), which is opposite that used in 3D stochastic optical reconstruction microscopy (STORM) (5) . This means that above the focal plane corresponds to being closer to the objective and below the focal plane means being farther from the objective. For this discussion, the position of the true focal plane (z ¼ 0) is defined as the z position of a point emitter where the DH-PSF lobes are horizontal.
When we measured the mean diffusion coefficients in each dimension, the apparent D value in the z dimension was larger than the x and y D values. It was observed that below the focal plane (z < 0), the mean D z value was 2.3 times higher (0.09 μm 2 ∕s) than the mean of the observed x and y diffusion coefficients. Similarly, above the focal plane the mean D z value was 1.29 times higher than the observed mean D x and D y values. Physically, we would expect these values to be the same, because the diffusion of an mRNP should not be sensitive to our laboratory reference frame. Thus, by measuring the mean apparent diffusion coefficients in each dimension we can arrive at a composite correction factor, β, such that multiplication of the apparent z position by β gives the true z position.
In Eq. S1, the brackets indicate an ensemble average over all measured trajectories. The mean diffusion coefficients were taken from 231 individual trajectories. As shown in previous work (5), spherical aberration affects the standard PSF differently above and below the focal plane. By measuring the diffusion coefficients in x, y, and z both above and below the apparent focal plane in each trajectory we obtained β-factors of 0.88 and 0.66 above and below the focal plane, respectively. Then the true z position, z, can be obtained from the apparent z position, z 0 , by the following formula:
Even though it certainly improves the z estimation accuracy, the method described above has a shortcoming in that this is an average correction factor for all measured mRNP trajectories. In reality, each mRNP is at some unique z position in the cell and has some corresponding focal shift and spherical aberration correction factors. When extracting average behaviors such as velocities and confinement sizes, this correction is acceptable. However, for applications where the exact position is required, a more complex index refraction mismatch correction scheme will be needed. This will be especially important in the case of threedimensional superresolution imaging. In the next section we rationalize the numbers in Eq. S2 using theoretical calculations.
Simulation of the Effects of Refractive Index Mismatch on Axial Localization. To justify our diffusion-based experimental determinations of the different correction factors above and below the focal plane, we have numerically investigated both the focal shift and spherical aberration using the diffraction integral approach. The diffraction integral takes into account both high NA of the objective and vectorial properties of the optical field including Fresnel reflections at the interface (4, 8) . Using the expressions from the literature, we first calculated the aberrated 3D PSF of the microscope and further convolved it with the DH-PSF of the 4f imaging setup shown in Fig. S1A to obtain the final PSF on the CCD. By numerical simulation of the 3D PSF of the microscope, it is seen that the effect of refractive index mismatch on axial localization can be categorized into two components. One component is the focal shift between the apparent focal plane, d (i.e., when there is no mismatch) and the actual focal plane, d 0 . For n 1 ¼ 1.518, n 2 ¼ 1.33, NA ¼ 1.4, and λ ¼ 514 nm, a focal shift factor of 0.72 was calculated, which is consistent with previous calculations (5, 9). The second component of refractive index mismatch is spherical aberration, which makes the 3D PSF of the microscope asymmetric along the axial direction. To quantify both effects on z calibration, we simulated the aberrated 3D DH-PSF on the CCD for different axial locations of the emitter to create an effective index-mismatched calibration curve of angle versus position and compared it with the index-matched situation. Fig. S2A shows the index-matched calibration curve versus the index-mismatched calibration curve. By reading the true z positions (relative to the actual focal plane, d 0 ) from the index-mismatched curve and plotting them versus the apparent z positions obtained from the index-matched curve, we can find the linear correction factors illustrated in Fig. S3B . As seen in this figure, the relationship between true z position, i.e., z, and apparent z position, i.e., z 0 , can be approximated by a linear scaling in the axial direction with different scaling factors for above and below the focal plane: z ¼ 0.58z
. These values compare favorably with the experimentally determined z calibration factors extracted from diffusion measurements discussed above.
Brownian Monte Carlo Simulations. Monte Carlo simulations were run in MATLAB by simulating a Brownian diffuser taking random steps in three dimensions with 0.1-ms time steps. The effects of finite exposure time were included by averaging the 0.1-ms steps into 15-ms windows, or 150 time points, to give a simulated observed trajectory. To model the localization precision, Gaussian noise with a mean of zero and a standard deviation given by the measured localization precision was added to each position.
Localization Precision of mRNP Tracking Using the DH-PSF. Proper interpretation of the trajectories obtained using the DH-PSF requires understanding the systematic error in the three-dimensional position measurements. The static localization error (termed localization precision here and in many single-molecule publications) can be thought of as the uncertainty associated with each measurement of the particle's position due to the limited signal-to-noise in the raw data. Equivalently, this is the error incurred by fitting a single emitter to a particular PSF to find the position from a limited number of detected photons on top of other fluorescent background sources. By calculating the observed mean-squared displacement (MSD) in each dimension for each trajectory we can use Eq. 1 in the text to extract the localization precision, σ i , in each ith dimension. The localization precision of the DH-PSF imaging system as a function of the number of photons collected has been previously studied both experimentally and theoretically (2) . Fig. S3A shows a MSD curve calculated from a typical trajectory with 500 points. Because the exposure time in the experiments is known, the localization precision in each dimension can be extracted directly from the data by using the following relationship derived from the onedimensional version of Eq. 1 in the text.
In Eq. S3, b i is the y intercept of the linear fit of the ith dimensional MSD curve. Histograms of the values of the localization precisions in x, y, and z for all measured trajectories are shown in Fig. S3 B-D. Although the average number of photons detected per frame is quite high (∼2;500 photons), localization in this set of experiments was less precise than in previous measurements for a similar number of photons detected (2) . This discrepancy due to the large and variable background arising from unbound MS2-3XEGFP in the cytoplasm. Fig. S4 shows a plot of mean 3D localization precision versus number of detected photons. In the presence of low and uniform background photons, we would expect the localization precision to scale as N −1∕2 . Because of the large and variable fluorescent background in these experiments the observed dependence is much noisier than in a low background environment.
Simulated Distribution of Diffusion Coefficients. Because of statistical fluctuations, the observed diffusion coefficient of a particle extracted from an MSD analysis will never have unlimited precision. A distribution of D values is obtained that depends on the trajectory length (a longer trajectory leads to more averaging and lower variance), the number of time lag points used in the MSD linear fit (fewer points leads to a lower variance) and on the diffusion coefficient itself. Several papers have focused on the distribution of observed diffusion coefficients (10) (11) (12) , and the theoretical expectation for this distribution assuming Brownian tracks of fixed length will not be discussed here. We simulated the trajectories of mRNPs, with trajectory lengths matching experimental observations, under the assumption that the mRNPs are a homogeneous population of Brownian diffusers all with the same intrinsic diffusion coefficient of 0.018 μm 2 ∕s and the same mean localization precision of (25 nm, 25 nm, 50 nm). The simulated distribution of D values (red histogram in Fig. S5 ) is overlaid on a plot of the experimentally measured distribution of diffusion coefficients. The experimental distribution was considerably more heterogeneous than the simulated distribution. The peaks of the experiment and simulated distributions were both at 0.018 μm 2 ∕s. The standard deviations of the simulation and experimental distributions were 0.0024 μm 2 ∕s and 0.0425 μm 2 ∕s, respectively. Thus, the heterogeneity in the observed distribution of diffusion coefficients is not due to Brownian fluctuations or the distribution of trajectory lengths but most likely reflects heterogeneity in particle sizes and environments.
Dependence of the Diffusion Coefficient on Detected Photons. The brightness of a particle is proportional to the number of EGFPs in the particle. We would expect that a brighter particle with more bound EGFPs, and hence more constituent mRNA molecules, would have a larger hydrodynamic radius and a lower apparent diffusion coefficient. In the simplest hydrodynamic model, D would scale inversely as the brightness to the 1∕3 power. However, the experiments used to obtain Figs. 2 A and B were optimized for each specific case, i.e., determination of D (Fig. 2A) and determination of overall brightness (Fig. 2B) . To carefully extract total numbers of photons with the DH-PSF on is a different experiment, not easily done with the present data, although we have done this in the past (2) . The issue of determining photon counts with DH-PSF on is that estimation of background is difficult because the MS2-EGFP concentration varies widely throughout the cell. In spite of this point, we did analyze the data of Fig. 2A in an attempt to extract photon counts, but only a weak inverse correlation was observed with considerable scatter since the DH-PSF data were not taken to carefully select regions with uniform background. Correlating diffusion coefficient and brightness using more accurate photon counting would be an important goal of future experiments.
Photon Counting in Fig. 2B . To count photons, a small box of 11 × 11 pixels was drawn around each putative mRNP. The small box of data was then fit to a single Gaussian plus offset. The offset from the Gaussian fit, which represents the camera offset and the photons from freely diffusing MS2-EGFP fusions, was subtracted from each pixel, and then the values of all pixels were summed. This value in counts was then converted to photons (see Supplemental Material of ref.
2). This measurement was better obtained without using the DH-PSF because the DH-PSF had a larger footprint in the image that made an accurate estimation of the offset more difficult.
Dynamic Switching Between Three Modes of Motion Observed in Single Trajectories. Fig. S6 displays an example of a trajectory that switched between three different modes of motion during the period of observation. The intervals corresponding to each mode were identified by statistical tests that are explained in the text. The shape of the MSD curve can yield insight into the nature of the transport (13, 14) . Diffusive (blue), confined (green), and directed (red) motion are highlighted in the three-dimensional trajectory plotted in Fig. S6A and the corresponding MSD curves are displayed (color-coded) in Fig. S6 B-D . For the diffusive MSD in Fig. S6B , the points were fit to a line to extract a diffusion coefficient of 0.0098 μm 2 ∕s. The average diffusion coefficient for the whole trajectory was 0.0135 μm 2 ∕s. The directed MSD shown in Fig. S6C was fit to Eq. S4 below, yielding a velocity of 346 nm∕s. The subtrajectory in Fig. S6D exhibited an MSD curve indicative of confined motion, that is, linear at short lag times and leveling off at higher lag times. Several equations have been used to fit confined diffusion MSD curves (13, 15) . For the mRNPs observed in this paper, we found that these simple models rarely accounted for the majority of confined behavior, so we used only the confinement criterion discussed in the text and below.
Extracting Velocities Through MSD Analysis. Considering the derivations of Savin and Doyle (16) and calculations in the Ph.D. thesis of Cohen (17) , it is possible to extract an expression for the MSD of a Brownian particle experiencing a constant drift rate (or velocity), v, from measurements with exposure time, Δt, and static localization precision of σ i in the ith dimension; the derivation is beyond the scope of this paper and will be published separately.
The critical dependence needed here is the fact that the meansquared displacement in one dimension scales quadratically with time lag τ with a second-order coefficient of v 2 i :
MSD data for subtrajectories that were identified by the Speed Correlation Index (SCI) analysis were fit with Eq. S4. A velocity in each dimension was then extracted from the fit by taking the square root of the second-order coefficient. The magnitude of the total velocity, v 3D , is then given by
q . Because of the natural statistical fluctuations in Brownian motion, only the first 25% of the time lag is meaningful when analyzing an MSD curve (13, 14) . Because we chose to use 8 points in the MSD to extract the D value, we therefore required 32 total time points, or 0.48 s, in a subtrajectory to extract a statistically significant velocity. Because not enough directed periods longer than 0.48 s were observed in the simulations or in the latrunculin B data to construct meaningful histograms, only the trajectories in untreated cells were analyzed using Eq. S4.
Speed Correlation Index Calculations. The speed correlation index was calculated based on the two-dimensional algorithm proposed by Bouzigues and Dahan (18) . The SCI serves to measure local velocity correlations in the observed trajectory. A positive correlation indicates directed motion while no correlation indicates Brownian motion. To calculate the SCI the trajectory is first transformed into N − 1 velocities. Second, the complete trajectory of N − 1 velocities is cut into subtrajectories, U k of length L, where each subtrajectory is shifted by one time step from the previous subtrajectory. In this way, N − L − 2 subtrajectories are created. Each subtrajectory U k is indexed by k, which runs from 1 to N − L − 2. Third, the one-dimensional SCI value for the kth subtrajectory is then calculated using the following expression:
The dot indicates the inner product over L terms between the two subsequent subtrajectories. The time value assigned to the kth SCI value is given by the mean of the time values from k to k þ L. For example, assuming an L of 50 time points and an exposure time of 15 ms, the time value assigned to the first SCI value is 0.3825 s. Because the SCI is normalized, for completely directed motion the value of the SCI is 1 and for Brownian motion the value of the SCI is 0. The three-dimensional SCI is then calculated with each dot product being the sum of the three onedimensional dot products. Equivalently, the SCI can be thought of as the mean value of the normalized velocity autocorrelation function at a time lag of 1 for the velocities inside of U k . Although the effect of localization error on the value of the speed correlation index was not investigated in the original report (18), we found that the inability to precisely measure positions has a profound effect on the value on the SCI, and thus on the thresholds derived and the velocities and dwell times extracted. A finite localization precision causes the SCI value to be lower than it would be for perfect localization because the process of extracting velocities based on imperfect positions leads to a false negative contribution to the correlation at time lag one. Full details of the exact dependence of the SCI on static and dynamic localization errors will be published separately. Here we use Brownian simulations to illustrate these dependencies using the SCI threshold defined in the text. At constant localization precision, the SCI threshold value does not depend significantly on the value of D for the range of D values observed in the current work. However, at a constant D value, the value of the SCI threshold depends heavily on the mean static localization error. These dependences are illustrated by Fig. S7 . By taking into account both D and the static localization error for each trajectory, we assigned a unique 95% threshold taken from 100 simulations of 1,000 time points each. The distribution of SCI thresholds obtained for all experiments in this work is shown in Fig. S8 . The mean SCI threshold value was 0.59.
Derivation and Application of Eq. 2. Previously, Saxton (19) considered two-dimensional diffusion based on the solution to the diffusion equation for a cylinder with absorbing boundaries. In order to analyze three-dimensional trajectories, we must consider a three-dimensional test based on diffusion in a spherical region. The solution to the diffusion equation for the probability density of an instantaneous source at t ¼ 0 and r ¼ 0 in a spherical region of radius R with absorbing boundaries is (20) We can obtain the probability, Ψ , that a given Brownian diffuser will stay inside the spherical region of radius R in time t w by calculatingΨðR;t w Þ ¼ ∫ R 0 Cðr;t w Þ4πr 2 dr, which gives
ð−1Þ n e −n 2 π 2 Dt w ∕R 2 :
[S7]
In order to visualize the changes in Ψ , it is best to plot logðΨ Þ. Numerically, logðΨ Þ can be approximated as a linear function of Dt w ∕R 2 , for R < sqrtðDtÞ, logðΨ Þ ¼ 0.301 − 4.286ðDt w ∕R 2 Þ:
[S8]
Eq. S8 defines the statistical test used to detect confinement. Note that the magnitude of the slope in Eq. S8 is higher than the slope in the corresponding two-dimensional equation found in ref. 19 . The two-dimensional case was derived from considering a particle that is free to travel in the z direction. A two-dimensional R in a cylinder actually contains a much greater volume than in the case derived here, which considers a sphere. Thus the probability is much lower that the particle will stay in a three-dimensional sphere of radius R than a corresponding cylinder of radius R with unconfined z and hence the lower dependence of the probability on (Dt w ∕R 2 ). For each trajectory, the average diffusion coefficient and localization precision were measured. Brownian simulations were run to determine the 95% threshold for confinement. Then, to calculate logðΨ Þ, the trajectory was segmented into subtrajectories that were 50 time points long just as was done in calculating the SCI. For each subtrajectory, a maximum displacement R is measured from which logðΨ Þ can be calculated in each window. S4 . Dependence of the mean 3D localization precision on the number of photons detected. There is a weak trend that resembles the expected N −1∕2 dependence but with considerable scatter due to the wide variety of background fluorescence levels in the cells. . Dynamic switching between different three-dimensional modes of motion can be observed in a single trajectory. (A) Three-dimensional trajectory of 1,250 steps, which exhibits three primary modes of motion. Examples of the three types of motion, diffusive, directed, and confined, are color-coded as blue, red, and green, respectively. Distinctions between modes were made using the tests described in the text. (B) Section of trajectory exhibiting diffusive behavior. The data are shown as blue dots and were fit to Eq. 1. (C) 3D-MSD for a directed portion of the trajectory. The data are represented by red dots and were fit according to Eq. S4. The velocity of extracted from the MSD is 346 nm∕s (D) 3D-MSD from a confined portion of the trajectory exhibiting linear behavior at short-time lags and a leveling off at higher time lags, indicating the particle is confined to a limiting region. 
