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ABSTRACT 
The numerical computation of the transmission zeros of a linear, time-invariant 
system requires the solution of a generalized eigenvalue problem (GEP) Mx = ANx 
with N = block diag( I, 0). The Emami-Naeini Van Dooren (ENVD) algorithm for 
the computation of system zeros avoids the computation of spurious zeros by isolating 
the finite zeros of a system prior to numerical solution the corresponding GEP. 
Unfortunately, the ENVD algorithm can be sensitive to the dynamic range of system 
coefficients. We present a numerical procedure for reduction of the dynamic range of 
coefficients in a zero-computation problem that preserves the underlying structure 
N = block diag(Z, 0) of the zero-computation GEP. 
1. INTRODUCTION 
Control engineers frequently model dynamic systems as linear, time-in- 
variant systems of differential equations 
i =Ax + Bu, 
y=cx+Du, 
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A E [WnX”, DE RpXm, with corresponding Laplace domain transfer func- 
tion matrix 
H(s) = C(sZ - A)-‘B + D. (1.2) 
Open loop and closed loop behavior of these systems is often characterized in 
terms of the poles and zeros of the transfer function H(s) [l]. The poles of H 
are obtained through the solution of an algebraic eigenvalue problem (AEP) 
Mx = Ax (l-3) 
with M = A. Zeros of H(s) may be defined in either a channel by channel 
(single input, single output) sense or in a multivariable sense. In both of these 
scenarios, the desired zeros of H(s) are obtained through the solution of a 
generalized eigenvalue problem (GEP) 
Mx = ANx (1.4 
with appropriate choices of M and N. The numerical solution of the AEP 
(1.3) and the GEP (1.4) has been addressed for more than two decades; see 
Chapter 7 of [6] and the references therein for a topical survey. In this paper 
we discuss the numerical preconditioning of the zero-computation general- 
ized eigenvalue problem (ZGEP) 
associated with the computation of the zeros of the transfer function H(s). 
[The zeros of H(s) are the finite generalized eigenvalues of the ZGEP.] 
The AEP (1.3) is typically solved by preconditioning with EISPACK routines 
balanc [8] and then applying the Francis QR algorithm with EISPACK 
routines orthes and hqr2. The GEP is solved by preconditioning with 
Wards balancing procedure [ll] and then applying the QZ algorithm [7] with 
EISPACK routines qzhes, qzit, and qzval. Emami-Naeini and Van Dooren 
(ENVD) [4] present an algorithm for the solution of the ZGEP (1.5) that - 
exploits the structure of the matrix E. Their algorithm isolates zeros at s = w 
associated with strictly proper transfer functions so that these zeros are not 
perturbed in the Riemann sphere to large (but finite) values [9, lo]. The 
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ENVD algorithm reduces the ZGEP (1.5) to a smaller ZGEP or, in some 
cases, to an AEP (1.3) with the same finite zeros as the original ZGEP (1.5). 
While bal ant and Ward’s balancing procedure provide effective precon- 
ditioning techniques for the AEP (1.3) and the GEP (1.4), respectively, 
neither of these procedures is directly applicable to the ENVD algorithm. 
However, these routines may be adapted as a set to provide an effective 
means for preconditioning the ZGEP (1.5). To this end, we present in this 
paper a scaling procedure zgep-scale suitable for use as a preconditioner 
to the ENVD algorithm. (An alternative balancing procedure is presented in 
[5]; however, derivation and analysis of this algorithm were not presented 
therein.) 
The remainder of this paper is organized as follows. First, in Section 2, we 
review relevant background on balancing and the ENVD iteration. Following 
this, in Section 3 we present our preconditioning procedure and present 
motivating numerical examples. Finally, in Section 4 we summarize our 
results and draw some conclusions. 
2. ALGORITHM BACKGROUND 
In this section we outline the AEP balancing procedure balanc, Ward’s 
GEP balancing procedure, and the ENVD algorithm for isolating ZGEP roots 
at infinity. For the sake of brevity, a number of algorithmic details have been 
omitted; the interested reader is referred to [4], [8], and [ll]. 
We shall use the following notation throughout the remainder of this 
paper: 
Z,: the n X n identity matrix. 
0 nX n: the m X n zero matrix. 
e!“‘: the jth column of I,,. 
e”‘): Cy= 1 ej’“’ the n-vector whose elements are all unity. 
(c, sjij: the Givens rotation in the (i, j)th plane (see [6]). 
2.1. Summa y of Balancing Algorithms 
If the matrix M of the AEP (1.3) or the matrices M and N of the GEP 
(1.4) have widely varying magnitudes in their nonzero coefficients, then an 
otherwise stable algorithm for the numerical solution of these problems may 
yield poor results. EISPACK route balanc [B] and Ward’s GEP balancing 
procedure [ll] attempt to reduce the dynamic range of the coefficients of M 
and N without introducing any roundoff error. Both of these procedures may 
be divided into two steps: (1) permutation and (2) scaling. 
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For example, the permutation step gep-perm of Wards balancing 
procedure computes permutation matrices P, and P, such that the trans- 
formed matrix pencil 
(Ai - hi) = P,(M - AN)P, 
may be conformably partitioned as 
A 
where M,,, till, fis3, and ??a3 are upper triangular and d,, and i2, form a 
reduced order permutation-irreducible GEP.r Following gep-perm, the 
scaling step gep-scale of Wards balancing procedure computes diagonal 
matrices Di = diag(&‘, . . . , rkc’), i = 1, 2, where I^ is the machine ra_dix. 
D, and pz are selected so that the elements of the matrix products D,MD, 
and D, ND, are of approximately the same magnitude. (The use of powers of 
the machine radix T allows these matrix products to be computed without 
roundoff.) 
The AEP balancing procedure balanc may be similarly divided into a 
permutation step aep-perm and scaling step aep-scale. However, bal- 
ant requires that P, = Pi’ = Pr and D, = 0;’ = diag(rekf’, . . . , rekc’). 
The use of similarity transforms P, and D, preserves the N = I structure of 
the AEP. 
While neither of the above balancing procedures is directly applicable to 
the ZGEP, we show in Section 3 that judicious selection and application of 
aep-perm, aep-scale, gep-perm and a modified gep-scale proce- 
dure in tandem with the ENVD algorithm [4] yields an effective precondi- 
tioned solution procedure for the ZGEP. 
2.2. The EiVVD Iteration 
Due to the effects of roundoff in both EISPACK and the ENVD iteration, 
zeros at infinity can be numerically perturbed in the Riemann sphere to large 
-but finite-values. The ENVD algorithm [4] is, in effect, a preconditioning 
’ This procedure may be modified with some effort to allow the pairs cd,,, ??,,I and cd,,, 
??%I to be in conformal upper Schur form; we do not consider that case in this paper. 
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algorithm that attempts to isolate zeros at infinity before computing the finite 
zeros of a transfer function H(s). If the matrix D of (1.1) is invertible, then 
H(s) has no zeros at infinity. If D is not invertible, then the ENVD iteration 
is executed until either E = 0 (there are no finite zeros>, or either E = Z or 
D is invertible (all zeros at infinity have been isolated). 
Given a system (l.l), the ENVD algorithm uses orthogonal transforma- 
tions to iteratively reduce the matrix pencil 
(r-s” iB] -A[: o]) 
to a smaller matrix pencil 
([,f T&*[; o]). OIii<n, 
whose corresponding linear system (A”, B^, 6, fi) has no zeros at infinity. A 
user-supplied tolerance parameter E is used to set elements of the feedfor- 
ward matrix D to zero during the iteration. The iteration is typically per- 
formed twice: once on ,the,sy:tem (A, B, C, 0) and then again on the dual of 
the reduced system (A, B, C, D). 
3. PRECONDITIONED ZGEP SOLUTION 
In this section we present a new algorithm that combines the procedures 
outlined in Section 2 into a robust numerical solution procedure for the 
ZGEP. This construction is not as simple as the application of one of the 
balancing procedures aep-scale, gep-scale as a front end to ENVD. 
On one hand, the application of Wards balancing procedure destroys the 
3 = block diag(Z, 0) t s ructure of the ZGEP; on the other hand, EISPACK 
routine balanc fails to isolate generalized eigenvalues that are found by 
Wards procedure-e.g., 
In view of these issues, we present in this section a preconditioning 
algorithm that respects the structure of the ZGEP while allowing for im- 
proved accuracy in the computed results. We first present in Section 3.1 a 
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scaling procedure zgep-scale that preserves the structure of z = block 
diag( I, O,, ,> while exploiting the additional flexibility of the underlying 
generalized eigenvalue problem. Following this, in Section 3.3, we outline the 
preconditioned ENVD iteration. Finally, in Section 3.4 we present numerical 
examples of our algorithm. 
3.1. ZGEP Scaling 
Neither of the scaling procedures aep-scale, gep-scale is appropri- 
ate for preconditioning the ZGEP (1.5). aep-scale must be rejected out of 
hand, since the operation A:= DKD-1 is only applicable when p = m (i.e., 
when x is square). While the operation x := D, AD, of gep-scale does 
not suffer from this drawback, DIED, # block diag(Z, 0) in general, and so 
the ZGEP structure is lost in this operation. In order to preserve E = block 
diag(Z, 01, we propose the use of a scaling procedure zgep-scale that 
computes diagonal matrices 
Dzzo 1 [ 1 0 W’ 
D, = 2-I 0 
[ 1 0 a’ 
where C = diag(r”l, . . . , run), T = diag(r$l, . . . , r@p) and @ = 
diag(r+l, . . . , 
- 
r4m). (Observe that E = DIED,.) With this parametrization, 
the scaling problem is to select (pi, . . . , a,, I,!J~, . . . , I/+,, and 4i,. . . , & such 
that the magnitudes nonzero elements of the matrix product D,AD, are 
approximately unity. This problem may be restated as the least-squares 
minimization (see [3], [ll]) 
+ 2 f. ( ai + +j + 1oglh,l)2 
i=l j=1,tJ,po 
+ i t (qJi - q + loglcijl)2 
i=l j=l,cij#O 
+ i 5 (#i + 4j + l”gIdijl)e. (3’1) 
i=l j=l,d,,+O 
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Following the analysis of Ward [ 111, we take the partial derivatives of 
Equation (3.1) to obtain 
v -= 2 
dak 
(ak - 9 + log bkjl) 
j=l,j+k,ak,#O 
+ 5 (uk + 4j ’ log I’kjI) 
j=l,b,,#O 
df- -= 2 
a+k 
(3.2) 
5 (~+&+k,gIb$l) + 5 (~+d’k+‘“gIdjkl) ’ 
j=l,b++O j=l,d,,#O 1 
(3.3) 
J_f -= 
‘*k 
j= lc +. (& - q + log Ickjl) + E ($k + 4j ’ log ldkjI) * 
“J 
j=l,d,,.+O 
I 
(3.4) 
Setting the partial derivatives (3.2)-(3.4) equal to zero, we obtain the 
(possibly) singular, consistent set of equations 
[ ;.” i L?J[ j = i_:]. (3.5) 
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where B,, C,, and D, are the incidence matrices of B, C, and D, 
respectively; F,, Fz, and F3 are as shown in Table 1 [S(x) = (sign x)~], and 
z(l) = t i (log l”j{l - log laijl) - E log lbijl 
j=l,j#i j=l 
+ i log Icjil, i=l ,***> n,
j=l 
zi2) = - k log lbjil - i log Iczjil, i = l,...,m, 
j=l j=l 
zi”’ = - 5 log ICijI - 2 log @,I, i = I,..., p. 
j=l j=l 
EXAMPLE 3.6. Consider a dynamic system (1.1) with 
A=[_; _# B=[;], C=[l z], 
and D = 0, with transfer function (S + 2>/(s2 + 2s + 1). Then the system 
of equations (3.5) is 
with solution [ (+I cz 4 $1 = to.0667 0.2667 -0.2667 - 0.33331; i.e., the 
system does not need to be scaled. 
TABLE 1 
MATRIX ENTRIES FOR THE ZGEP SCALING PROBLEM 
i Zj 
(FJij= C;=, kti 
(Fz)ij = ’ 
[GA + GJI + tit=, Nbj,) + Iqcl 6(Cki) -[6(uj,) + 6(aJ 
Z=l a,,) + C[=l S&J 0 
(F31ii = c;= 1 S(CJ + cy==, S(dj,) 0 
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3.2. Computation of the ZGEP Balancing Coefficients 
The optimal scaling parameters of Equation (3.5) may be obtained 
through a conjugate gradient iteration. As in [ll], convergence of this 
iteration may be accelerated through a generalized conjugate gradient itera- 
tion ([2]; see also [6]). If the matrices (A, B, C, 0) have strictly nonzero 
elements, then 
where yr = 2n + m + p, yz = n + p, and ys = n + m. (Notice that Fi, 
i = 1, 2, 3, are all diagonal, unlike the system of equations in Example 3.6.) 
The following lemma shows that least squares problems of the form 
mm, ]I Fdx = z II2 can be quickly and efficiently solved in closed form. 
LEMMA 3.7. Let 
Fd 4 
1 
y1 I, - 2 e(n)e(n)T ,(n),(mf _ewe(P)T 
,(4,bOT 
Yz Ll 
,W,(PY 
_,(P),WT ,(P),(4 
Y3 zp 
1~ 
where y1 = 2n + m + p, y2 = n + p, and y3 = n + m. Define the Givens 
rotations G, = (cl, s~)~+~,~+~+~ and G, = cc,, s2)1,n+l such that 
(3.8) 
and 
[:: ;~&-gy--& [J(m+P)2;.(-+Pq. (3.9) 
Define u(k) as a Householder rejection such that U’k’e’k’ = - fieik). Then 
Fd = VAV T, where 
A = blockdiag(n + m + p, ylZ,_,,O, y2Z,,_,, n + m + p, Y~$-~) 
(3.10) 
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and 
V = block diag( U (“), U’“), U(P)) G;G,T. (3.11) 
proof. Let U = block diag(U(“), UC”), U(P)), and observe that 
G,UTFJJG; 
= G,UF,UG; 
yrl, - 2ne(l”)e(ln)T Jmnf~y)e(,~)~ - Jnpe(,“Jq+ 
I 
G; 
75 - 2n 0 Jqzqq 0 0 0 A3 Y 1 
‘= 
L 0 -‘l ;1 0  ;2 0  
0 0 Y2L1 0 0 
0 0 
if2 
0 fz2 0 
0 0 0 0 0 Y&-l 
Application of Equation (3.8) and a little algebra yields 
Furthermore, the matrix 
[ 
&I=-5 
w=d& n 1 
is easily shown to be rank deficient; hence a single application of the Francis 
QR iteration with a zero shift reveals the eigenvalues of W via 
and this establishes Equations (3.10) and (3.11). n 
REMARK 3.12. Observe in Lemma 3.7 that V is the product of three 
Householder reflections and two Givens rotations; that is, V and VT are 
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orthogonal operators whose action may be efficiently and accurately com- 
puted in O(n + m + p) time. Furthermore, since the eigenvalues of Fd are 
immediately available in closed form, we may solve the least squares problem 
min, llFdx = zllz without forming the matrix Fd, again in O(n) time. This 
approach allows the solution of Equation (3.5) through the generalized 
conjugate gradient algorithm 
x(k+l) = X(k-‘) + ok+l( pkW’k’ + #) - .#-I)), 
MW’k’ = z - (M - ~)~‘k’ 
with M = Fd and M - N = F, where F is as shown in Table 1 and the 
acceleration parameters wk and pk are determined as in [2]. This approach 
can be used to accelerate the convergence of the conjugate gradient algo- 
rithm applied to the numerical solution of Equation (3.5); indeed, if the 
matrices A, B, C, D are dense, then this approach identifies the optimal 
scaling parameters in one step. Rigorous analysis of accelerated convergence 
behavior for general matrices A, B, C, D has not been established. 
3.3. Balanced EWD Algorithm 
Given a linear, time-invariant state space system description (l.l), we 
compute the finite zeros of the associated transfer function H(s) = C(sZ - 
A)-l B + D as follows: 
1. Construct 
A= [ iA 21 E ~~~~~ E= blockdiag(Z,,,O,.,). 
2. Apply gep-perm to the matrix pencil (A - AZ?) to obtain 
and 
and extract A^ = x22 and Z? = I!?~,. 
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3. Case 1: Z? is invertible (that is, Z? is a permutation matrix). Compute the 
generalized eigenvalues A,, . . . , A, of the matrix pencil (A^ - AZ?), either’ 
via gep-perm, gep-scale, and EISPACK routines qzhes, qzit, and 
qzval, or by applying EISPACK routines balanc, orthes, and hqr2 to 
the matrix zTA”. Notice that the produce zTAI may be computed without 
roundoff error. The union of A,, . . . , A, with the finite generalized 
eigenvalues isolated in step 2 are the finite zeros of the transfer function 
H(s) = C(sZ - Z)-lB + D. 
4. Case 2: Z? is not invertible. 
(a) Compute permutations P, and P4 such that 
Z? := block diag( I,, Oc xa) = P, I%, 
for some integers I?, rii, fi > 0. [Notice that & and fi may exceed the 
corresponding dimensions m and p of the original ZGEP (1.51.1 
(b) Compute A := P, LP4. 
(c) Partition 
(d) If L is invertible, compute the generalized eigenvalues of the matrix n 
pencil (A - hE) via gep-scale and EISPACK routines qzhes, 
qzit, and qzval. 
(e) Else: 
i. Apply zgep-scaleto A^: 
n ,. 
Since (A - AE) is a permutation-irreducible matrix pencil, it is 
unnecessary to apply any permutation procedure in this step. 
ii. Apply the ENVD reduction algorithm to obtain the finite zeros 
of the system (1.1). 
(f) End if. 
5. End if. 
* The author is unaware of a formal comparison of these two methods. 
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3.4. Numerical Examples 
We illustrate the importance of preconditioning the ZGEP in the follow- 
ing numerical example. 
EXAMPLE 3.13. Consider the following seventh order single input, single 
output dynamic system based upon the space shuttle main engine oxidizer- 
prebumer valve dynamics. The system coefficients are au = - 7000, ur2 = 
-2.5 x lo’, ur7 = - 1.82943 X log, as1 = 1, us2 = 6.4 x 105, us3 = 
- 2240, a34 = -u3s, u4s = 1, u54 = 9.03934, us5 = 225, 449, as6 = - 3000, 
%7 = -2.25 x 106, u’s = 1, b,, = 1.44813 X lo’, cl5 = 1.26582, and all 
other matrix entries are zero. A summary of the numerical results is in Table 
2. Wards balancing procedure [II] correctly isolates six generalized eigenval- 
ues at infinity; the two finite system zeros are computed as the generalized 
eigenvahres s = - 1500 kj2.7848 X 10m5 of the matrix pencil (rounded to 
four significant digits) 
- 11.719 
- 
34.332 0 16 0 6.25 x lo--’ 1 ’
Direct application of ENVD without preconditioning yields a total of six finite 
computed zeros; the correct zeros cannot be extracted by simply “throwing 
away” large magnitude zeros. Similarly, application of EISPACK routines 
qzhes, qzit, and qzval without the aid of balancing yields unsatisfactory 
results. However, applications of zgep-scale in tandem with ENVD (but 
not with gep-perm) yields two zeros at -1500 f 2.5711 X 10e5. The 
zgep-scale-scaled system coeffkients are all = -7000, urs = -381.47, 
a17 = -218.09, us1 = 65,536, u3s = 78.125, u3s = -2240, us., = -78.125, 
a43 = 8192, us4 = 144.63, u6s = 110.08, us6 = -3000, u6’ = - 137.33, u7s 
= 16,384, b,, = 0.53947, and cl5 = 1.2658. 
TABLE 2 
NUMERICALRESULTS FOR EXAMPLE~.~~ 
Algorithm Preconditioning Computed zeros 
ENVD None - 1903.8, (- 1500 kj8.6348 X 10-4), 
- 336.16,0,0 
EISPACK None -5.468 x 105, (2.688 kj4.720) x 105, 
(9.913 *j9.359) x 107, - 1500, - 1500 
ENVD zgep_scale -1500 f 2.5711 x 1O-5 
EISPACK gep_perm, gep-scale - 1500 fj2.7848 X 10m5 
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4. CONCLUSIONS 
We have presented a refinement of the ENVD algorithm [4] for the 
computation of the finite zeros of a linear, time-invariant system (1.1). We 
have presented motivating numerical examples that show that, while the 
original ENVD algorithm fails to compute the desired system zeros accu- 
rately, our preconditioned algorithm successfully exploits the structure of the 
zero-computation generalized eigenvalues problem (1.5) to identify the de- 
sired finite zeros more accurately. The superior numerical properties of our 
algorithm stem from judicious application of existing permutation and scaling 
procedures [8, ll] and a new scaling procedure zgep-scale that combines 
the salient features of Wards GEP scaling procedure gep-scale [ll] with 
the AEP scaling procedure aep-scale [8]. 
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