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Abstract 
Siemon, H., On the existence of cyclic Steiner Quadruple Systems SQS(2p), Discrete 
Mathematics 97 (1991) 377-385. 
Subsequent to Kohler’s result in [l], Satz 8, we show that strictly cyclic SQS(2p), p prime 
number and p = 53, 77 (120) exist if a certain number theoretic claim can be proved. We 
verified this claim for all admissible prime numbers p < S@lOOO. 
1. Introduction 
Egmont Kohler [l] investigated strictly cyclic SQS(2p) with p a prime number 
and p = 5 (12), where a system SQS(u) is called strictly cyclic if it admits a cyclic 
automorphism group C, with block orbits of length V. It is well known that 
ZJ = 2, 10 (24) is a necessary condition for the existence of such systems. In this 
situation the set V := (0, 1, . . . , ZJ - l} can be conceived of as a set of numbers 
which represent the vertices of a regular v-gon P,, and a quadruple (triple) can 
be interpreted as a quadrangle (triangle) inscribed into P, (cf. [3]). In what 
follows triangles or quadrangles always mean figures which are inscribed P,. 
In order to construct quadrangles, Kohler uses difference triples [x, y, z], 
x + y + z = V, 0 < x 6 y s z which represent classes of congruent triangles, and he 
puts them together as (base) quadrangles. If a triangle is isosceles or right angled 
then it determines uniquely a kite quadrangle. So this case can be disposed of 
immediately. In all other cases the triangles are put together as isosceles 
trapezoids. Since this can be done in three different ways, Kiihler introduces the 
following graph GS(V): vertices of GS(u) are the difference triples [x, y, z], 
x <y s z, z # v/2, where x, y, z are the smallest representatives greater than 0 of 
residue classes modulo v, and the edges consist of pairs of triples which are, 
geometricaHy speaking, partial triangles of isoscles trapezoids with a diagonal as a 
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common side. Now if this graph has a l-factor, there exists a strictly cyclic 
SQS(u). The base quadruples can be thought of as consisting of the two vertices 
of an edge which belongs to this l-factor. The graph GS(V) can be decomposed 
into the components G&(V), G&(V) where the vertices of G&(V) are triples 
[x, y, z] with x, y, z not all even, and the vertices of G&(V) are triples [x, y, z] 
with x, y, z all even. It can be shown generally that G&(V) has always a l-factor 
([3, Prop. 21). S o what remains is to establish that G&(V) has a l-factor. In order 
to achieve this Kohler specialises v to 2p, p prime number and p = 5 (12) and 
observes that any m E N* which is relatively prime to 2p induces an automorph- 
ism in the following way: Let m be a representative mod 2p, then define 
m]x, y, 4 = 1 
{mw, my, mz], ifmx+my+mz=2p, 
t2p _ 
m.x,2p-my,2p-mz}, ifmw+my+mz=4p 
where mx, my, mz are the smallest representative modulo 2p. In this case 
[x, y, z]-, m[x, y, z] induces an automorphism (multiplier automorphism) of 
G%(~P) (]I> L emma 41). So the unity group E(2p) mod 2p operates on GS,(2p) 
by u: m + ([x, y, z]+ m[x, y, z]). u is a homomorphism with kernel (1, -l}, so 
that E(2p)/{l, -1) = Us Aut GS,(2p) ([3, Lemma 4.11). The orbits of U (U 
operating on the vertices of GS,(2p)) have all length (p - 1)/2. At this point 
Kijhler introduces the orbit graph OGS,(2p). The vertices of this graph are the 
orbits of U and two orbits Oi, 0, form an edge { 0,) O,}, if there are A, E 0,) 
A2 E 0, so that {A,, AZ} form an edge in GS,(2p). Let G be any graph, H an 
automorphism group of G and OG the corresponding orbit graph. We now prove 
the following. 
Proposition. If the orbits of H have equal length and if OG has a l-factor, then G 
has a l-factor. 
Proof. Since the orbits of H have equal length the stabilizers H,,, have the same 
index for all vertices w of G. Let now ZJwl, U,,,* be two stabilizers, then the co-sets 
U mod i& have a common system R of representatives according to a theorem of 
Miller, van der Waerden, P. Hall, Weyl, Maak and others-known under the 
name marriage theorem. If 0,) 0, are two orbits with w1 E O,, w, E 0, and if 
{wi, wZ} is an edge in G, then M= {{w:, wg} ( (Y E R} is a matching of the two 
orbits. So the edges of a l-factor of OG lead to subsets of a l-factor of G, and the 
union of all these subsets is a l-factor of G. 
Kohler uses a specialized version of this proposition and studies the orbit graph 
OGS,(2p). He obtains the following result ([l, Satz 81). 
Theorem 1. If p is a prime number with p = 53, 77 (120) and if OGS,(2p) is 
bridgeless, then there exists a strictly cyclic SQS(2p). ’ 
’ In the original version of Satz 8 K6hler assumes that the graph B*(2p) = OGS,(2p) U {~(2), K(C)} 
is bridgeless, where c is an element of order 4. But the bridgelessness of OGS,(2p) implies that of 
A*. 
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In the following we will show that if a certain number-theoretic claim is 
satisfied, the graph OG&(2p) is bridgeless. We will establish necessary conditions 
for this claim which we use to construct a computer program in order to test this 
claim. In doing so we arrive at the following result. 
Theorem 2. For prime number p with p = 53,77 (120) and p < 500000 strictly 
cyclic SQS(2p) exbt. 
The way in which this claim has been tested leads us to conjecture that it holds 
true for all p = 53, 77 (120) and that consequently strictly cyclic SQS(2p) exist for 
all these p. 
Remark. By using a computer, Piotrowski obtained the following result ([2], Satz 
15.12/Lemma 15.111): For prime numbersp = 1 (4), p = 1, 49 (60), p = 1 (3) and 
p < 15000 there exist SQS(2p) with group 0, : = (x-x + 1, x+ -x). 
2. The orbit graph OG.!&(2p) 
Let GF(p) be a Galois field with prime number p, p = 53, 77 (120). The 
elements of F : = GF(p) \ (0) are the residue classes x +pZ and shall be 
represented by natural numbers x with 1 6x up - 1. Let %! be the set of these 
representatives. In %! we introduce (closed) intervals [a, b] := {a, a + 1, . . . , b}, 
where with x E [a, b], x #b also x + 1 is contained in [a, b] and conceive of 
(x-l) E 9?! as the representative of the inverse of the residue class which is 
represented by x E %!. Now let us consider the interval Z,: = [2, (p - 3)/2] which 
we partition into equivalence classes with 3 elements each. For this reason we 
define for x E Z, 
(x-l)* := 
1 
W’)J 
if (x-l) e Z,, 
p - 1 - (x-l), if (x-l) $ Z,. 
With this definition we introduce the classes K(X):= {x, (x-l)*, (-(1 +x)-l)*}. 
The relation a - be 3(c E Z, 1 a, b E K(C)), which is defined on Z2, is an equiv- 
alence relation, and the classes K(X) are equivalence classes (cf. [l] or [4]). If 
a - 6, we call a, b class mates. Now we define a graph G(p) as follows: Vertices 
of G(p) are the classes K(X) of Zz; two vertices K(a), K(b) form an edge 
{K(a), K(b)} if th ere are u E K(a), ZJ E K(b) so that IU - VI = 1. 
This graph G(p) is isomorphic to the graph OG&(2p) as can be seen from the 
representation in [l] or [4]. Kohler has investigated this graph and obtains the 
following result. 
Lemma 1. (i) G(p) is connected. 
(ii) G(p) has exactly two vertices of degree 2 which do not form an edge. The 
two vertices of degree 2 are ~(2) and K(C) where c represents an element of order 4 
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in F (observe that -1 is a quadratic residue modp). 
~(2) = (2, (P - 2)/3, (P - 3)/2], K(C) = {c - 1, c, d}, d#c+l,c-2. 
(iii) All vertices # ~(2), K(X) have degree 3. 
(iv) [When ]u-V] = 1 th en we speak of the neighbourhood [u, v]]. Zf 
{K(v~), K(vJ} is an edge of G(p), then there exist exactly two neighbourhoods. 
Example: p = 293; ~(7) = (7, 42, lO9}, ~(8) = (8, 65, 110). {~(7), ~(8)) is an 
edge with neighbourhoods [7,8] and [109,110]. 
We now introduce the following notions. An interval [a, b] is called complete, 
if [a, b] is contained properly in Z, and if it contains with x all class mates of x; 
admissible, if [a, b] is contained properly in 1, and if b =p - 1 - (a-‘). 
Let C(p), A(p) be the classes of complete and admissible intervals, with 
respect to the prime number p, respectively. 
We first prove the following. 
Theorem 2. If the class C(p) is empty, then there exist strictly cyclic SQS(2p). 
Proof. In view of Theorem 1 we only have to prove: If C(p) = 0 then any edge of 
G(p) is contained in a circle. Let E := {K(el), K(eJ} be an edge of G(p), 
M(E):= K(eJ U rc(eo), where w.1.o.g. the smallest number of M(E) may lie in 
K(eJ. The arranged 6-tuple (x,~, xa2, . . . , x,~}, u,EM(E), is defined by 
xai<xai+i for i= 1,. . . , 5. Now we consider a mapping n : = nE from M(E) onto 
{l,O}, so that 
Xn:= 1, if x l K(G 
1 0, if x E K(eg). 
The 6-tuple (xzi, . . . , xz6) is a codeword belonging to E and corresponding to 
the arranged 6-tupel. There is always a 1 at the first position. For example: 
p = 293; E:= {K(13), K(19)}, K(13) = (13, 20, 44}, K(19) = (19, 43, 108}, 
arranged 6-tuple: (13,19,20,43,44,108), and E has the codeword (101010). 
According to Lemma l(iv) any edge of G(p) gives rise to exactly two 
neighbourhoods, so that (111OOO) cannot be a codeword of an edge. The edges 
can be partitioned into the following 9 classes which are designated by 
(llOOOl), (110010), (110100), (lOlOOl), (101010), (101100), (100101), 
(lOOllO), (1OOOll). 
Let now be 
c,:= {(110010), (llOlOO), (101001), (101010), (101100), 
(lOOlOl), (100110)}, 
c,:= {(lOOOll), (11OOOl)). 
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(i) We prove: Any edge E : = {K(el), K(eJ} belonging to a codeword of C1 lies 
in a circle. 
When in a codeword the numbers at the i-th and (i + 1)th positions are different, 
we speak of a switch (i, i + 1). So the number of switches of any codeword in C1 
is greater than 2. Now two switches belong to the two neighbourhoods which an 
edge induces. A third switch (j, j + 1) does not belong to a neighbourhood. Now 
we consider the number xi E M(E) at the jth position of the arranged Gtuple and 
count from there (inside ZJ up to the number xi+i E M(E). In doing so we move 
from the vertex K(eJ on a walk to the vertex K(eg) without passing the edge E. 
Thus we have constructed a circle which contains this edge. 
(ii) Let now E := {K(e,), K(eo)} be an edge which belongs to a codeword 
contained in Cz. All codewords of C2 admit only two switches, and these two 
switches relate to the two neighbourhoods corresponding to the edges. In order to 
use a construction like the one we have given in (i), three switches would have 
been necessary. However we can overcome this difficulty by using the assumption 
C(p) = 0. Let (100011) be the codeword of E with 
K(ei) := {xi, x5, 4, 44 : = {x2, x3, XJ 
and x,<x,<x,<x,~xs<x6. 
If we count from xs up to (p - 3)/2, the greatest representative in 1,, we reach 
the vertex ~(2). From (p - 3)/2 we change to 2 and then continue counting up to 
x1 and thus reach a number of the same vertex from which we started (i.e. 
K(x~) = I). Now from C(p) = 0 it follows that the interval [x2, x4] contains an 
element x so that at least one class mate of x, say y, lies outside this class. For 
this reason we must hit y when performing the described counting procedure. The 
walk K(X~ + 1) = K(x~), K(X~ + l), K(X~ + 2), . . . , K(Y) avoids the vertex K(eg). 
In K(Y) we turn from y to its class mate x E [x2, x4] and count on to the next 
number which belongs to K(eg). Thus we have constructed a walk from K(el)) to 
rc(eJ which avoids the edge E, and we have shown that E lies in a circle. The 
same construction holds true for edges with codeword (11OOOl). This proves 
Theorem 2. Cl 
3. Complete intervals 
As we have seen from Theorem 2, it is essential to prove the following claim. 
Zf p = 53, 77 (120) then there do not exist complete intervals. 
We are still not able to furnish a proof for this claim. However we will derive a 
series of necessary conditions for this and so we can reduce the search for 
complete intervals considerably. 
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(3.1) The intervals [2, 61, [a, (p - 3)/2] with b # (p - 3)/2, a # 2 cannot be 
complete. 
This follows from ~(2) = (2, (p - 2)/3, (p - 3)/2} as was mentioned in Lemma 
1. 
(3.2) If [a, b] is complete then b =p - 1 - (a-‘) (interval condition).2 
From the completeness of [a, b] we derive that (a-‘) E [a, b] or p - 1 - (u-l) E 
[a, b]. The latter is equivalent to (u-‘) E [p - 1 - b, p - 1 - u]. Assume, (u-‘) E 
[a, b], then-because a # (a-‘)---it follows that 
(a-‘) - 1 E [a, b] and p - 1 - ((a-‘) - 1) E [p - 1 - b, p - 1 - u]. 
Hence p - (a-‘) E [p - 1 - b, p - 1 -a]. Now 
p -a = (p - (a-‘))-’ E [a, b] U [p - 1 - b, p - 1 -u] 
which, however, cannot hold true since p - 1 - a <p - a. From this we derive 
that (a-‘) E [p - 1 - b, p - 1 - a] and we assume (a-‘) #p - 1 - b. Now again 
(a-‘) - 1 E [p - l- b, p - 1 - a], p - 1 - (a-’ - 1) E [a, b]; 
hence p - (a-‘) E [a, b] which yields 
p-a=(~-(a-‘))-%[u,b]U[p-l-b,p-l-u], 
a contradiction. So we have proved (a-‘) =p - 1 - b, which entails b =p - l- 
(a-‘). This means C(p) is contained in A(p). 
(3.3) If Z, : = [a, b] is contained in C(p), then 
a + (a-‘) = 
2mod6, if c $ I,, 
5mod6, if c EZ,’ 
where c is an element of order 4. 
Any complete interval [a, b] corresponds to a graph G(u, b) which can be defined 
as follows: 
vertices: K(X), x E Z,, 
edges: As in G(p), but without {K(U - l), K(U)} 
(observe that a - 1, a cannot be class mates otherwise [a, b] would not be in 
C(P)). 
(i) If c $ Z,, then according to Lemma 1, K(U) has degree 3 in G(p) and 
degree 2 in G(u, b) since we have dropped the edge {K(U - l), K(U)}. All 
K(X), x E I,\ {a} have degree 3 in G(u, 6). Let w, e be the numbers of vertices, 
resp. of edges of G(u, 6). Then the equation 3(w - 1) + 2 = 2e holds true, and 
this entails that w - 1 must be even, i.e. w must be odd, w = 2n + 1 with suitable 
n EN*. So the length ]Z,l of 1, equals p - (a-‘) -a according to (3.2), and we 
*For (3.2) I am indebted to A. Herzer. 
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obtain lZ,l = 3w = 6n + 3. Hence together with p = 5 (6) we arrive at a + (a-‘) = 2 
(6). 
(ii) If c E Z,, then again (by Lemma 1) the element c must be different from a. 
We can now distinguish two cases. 
Case 1: ~(a) has degree 2 in G(p). 
In this case K(U) has degree 1 in G(u, b) and any vertex of G(u, b) different 
from K(U) has degree 3 so that 3(w - 1) + 1 = 2e and w is even, say w = 2n, 
ncN*. Considering the length of Z, we obtain IZ,] = 3w = 6n, so that a + 
(a-‘) = 5 (6). 
Case 2: K(U) has degree 3 in G(p). 
K(u) has then degree 2 in G(u, b) and K(C) # K(u) has also degree 2 in G(u, b). 
this yields the equation 3(w - 2) + 4 = 2e and again w must be even and as with 
Case 1 we obtain the congruence a + (a-‘) = 5 (6). 
(3.4) If a 1 120 and Z, is admissible then Z, cannot be complete. 
Case (i): p =53 (120). 
We have (a-‘) = (1 + m,p)/u with a suitable smallest m, > 0 so that a ) 1 + 
map. In order to determine m, we reduce 53 modulo a and obtain for a > 1, 
a 1 120, 53 = U, (a) the following list, provided a < (p - 3)/2. 
U 3 4 5 6 8 10 12 15 20 24 30 40 60 120 
2 1 3 5 5 3 5 8 13 5 23 13 53 53 ’ %I 
We determine m, by 1 + m,u, = 0 (a): 
a 3 4 5 6 8 10 12 15 20 24 30 40 60 120 
m,l 3 3 13 3 7 13 3 19 13 3 43 43 . 
Now we exclude all numbers a which do not satisfy the interval condition. These 
are the following ones: a = 3, 6, 8, 10, 20, 30, 40, 120. In order to exclude the 
cases a = 4, 5, 12, 15, 24, 60 we derive from the above information with ~~~ 
instead of K (using this notation for the classes in Case (i)) the following: 
&3(3) = (3, (p + 1)/3, (P - 1)/4), J%(4) = (4, (P - 5)/4, (2P - 1)/5), 
~(5) = (5, (P - 5)/6> (2~ - 6)/5), KS(~) = (6, (P + 1)/6, . 1, 
@3) = (8, (3~ + 1)/81 * 1, K&10) = (10, (3p + l)/lO, . >, 
K53(12) = (12, (5~ - 13)/12, . ), K&15) = (15, (2~ - 16)/15, . ), 
K&o) = (20, (3p + 1)/20, * >, &W = (24, (5~ - 25)/24, . >, 
K&30) = (30, (13p + 1)/30, . >, K&40) = (40, (3p + 1)/40, . >, 
~53(60) = (60, (17~ - 61)/60, . ), K53(120) = (120, (43p + 1)/120, . } 
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and proceed as follows: 
[4, (p - 5)/414 C(p), since the class mate (2p - 1)/5 of 4 is not 
contained in Z4. 
[5, (2p - W514 C(P), since the class mate (p - 2)/3 of 2 is contained in IS. 
[12, (5p - 13)/12] $ C(p), since (p - 2)/3 E Zr,. 
[15, (2p - 16)/15] $ C(p), since 20 E Z15, (3p + 1)/20 $ Z15. 
[24, (5~ - 25)/241$ C(P), since 20 4 Zz4, (3p + 1)/20 E Zz4. 
[60, (17~ - 61)/60] $ C(p), since 4 $ Z,, (p - 1)/4 l Z,. 
Case (ii): p = 77 (120). 
We proceed in the same way as with Case (i), using 77 = w,(a). 
a 3 4 5 6 8 10 12 15 20 24 30 40 60 120 
IV, 2 1 2 5 5 7 5 2 17 5 17 37 17 77 
We define m,* as the smallest integer with 1 + m,*w, = O(a) and obtain 
a 3 4 5 6 8 10 12 15 20 24 30 40 60 120 
4 1 3 2 1 3 7 7 7 7 19 7 27 7 67 ’ 
The values a = 3, 5, 6, 8, 20, 30, 60 do not satisfy the interval condition and can 
therefore be excluded. We still have to consider a = 4, 10, 12, 24, 40, 120. From 
the above information we derive (with ~~~ instead of K changing the notation in 
Case (ii)) 
K77(3) = (3, (p + 1)/3, (p - 1)/4), K77(4) = (4, (p - 5)/4, (2p - 4)/5), 
K77(5) = (5, (2~ + 1)/5, (P - 5)/6], K77(6) = (6, (p + 1)/6, . 1, 
K,@) = (8, (3p + 1)/g, . >, K77(10) = (10, (3p - 11)/10, . }, 
~~~(12) = (12, (5p - 13)/12, * >, K77(15) = (15, (7p + 1)/15, * }, 
K&!o) = (20, (7p + 1)/20, ’ >, K&4) = (24, (5~ - 25)/24, . >, 
K77(30) = (30, (7p + 1)/30, - >, K77(40) = (40, (13p - 41)/40, * }, 
K77(60) = (60, (7p + 1)/60, * >> K77(120) = { 120, (53p - 121)/120, * } 
and have 
Z, $ C(P) because (2p - 4)/5 $ I& 
II0 $ C(p) because 12 E ZIo, (5p - 13)/10 $ ZIO; 
Z,, $ C(p) because 10 4 Z12, (3p - ll)/lO E Z12; 
Zz4 4 C(p) because 30 E Zz4, (7p + 1)/30 4 ZN; 
Z, $ C(p) since 30 4 Z,, (7p + 1)/30 E ZOO; 
Z,,, 4 C(p) since 60 $ ZIzO, (7~ + 1)/60 E ZUO. 
This completes the proof of (3.4). 
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For p = 53, 77 (120) let W(53) respectively W(77) be the union of all classes 
K(U) with a ) 120. With these definitions we have 
(3.5) If u > 120 and if; 
(1) p = 53 (120), [a, b] E A(p), [a, b] f~ W(53) Z 0 then [a, b] $ C(p). 
(2) p = 77 (120), [a, b] E A(p), [a, b] n W(77) Z 0 then [a, b] $ C(p). 
The proof is immediate. 
With a computer work station we used the conditions (3.2), (3.3), (3.5) to 
single out the admissible intervals [a, b] for which these conditions hold true and 
then tested whether 
(a + 1)-l)*, ((a + 2)-l)*, ((p - 2 - a-‘)-‘)*, ((p - 3 -u-l)-‘)* E [a, b]. 
Only in a very few cases these conditions were satisfied. We then had to test these 
intervals for one or two more numbers whether their class mates were inside or 
outside the interval. So we eventually checked the claim for all p < 500000. 
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