In this paper we study the widely considered endomorphisms and weak endomorphisms of a finite undirected path from monoid generators perspective. Our main aim is to determine the ranks of the monoids wEndP n and EndP n of all weak endomorphisms and all endomorphisms of the undirected path P n with n vertices. We also consider strong and strong weak endomorphisms of P n .
Introduction and Preliminaries
In the same way that automorphisms of graphs allow to establish natural connections between Graph Theory and Group Theory, endomorphisms of graphs do the same between Graph Theory and Semigroup Theory. For this reason, it is not surprising that monoids of endomorphisms of graphs have been attracting the attention of several authors over the last decades. In fact, from combinatorial properties to more algebraic concepts have been extensively studied. Regularity, in the sense of Semigroup Theory, is one of the most studied notions. Regular semigroups constitutes a very important class in Semigroup Theory. A general solution to the problem, posed in 1988 by Márki [29] , of which graphs have a regular monoid of endomorphisms seems to be very difficult to obtain. Nevertheless, for some special classes of graphs, various authors studied and solved this question (for instance, see [7, 8, 9, 16, 17, 18, 20, 21, 25, 26, 27, 28, 31, 32] ).
In this paper, we focus our attention on a very important invariant of a semigroup or a monoid, which has been the subject of intensive research in Semigroup Theory. We are referring to the rank, i.e. to the minimum number of generators of a semigroup or a monoid.
Let Ω be a finite set with at least 2 elements. It is well-known that the full symmetric group of Ω has rank 2 (as a semigroup, monoid or group). Furthermore, the monoid of all transformations and the monoid of all partial transformations of Ω have ranks 3 and 4, respectively. The survey [10] presents these results and similar ones for other classes of transformation monoids, in particular, for monoids of order-preserving transformations and for some of their extensions. More recently, for instance, the papers [1, 2, 3, 6, 11, 12, 13, 14, 15, 23, 33, 34] are dedicated to the computation of the ranks of certain (classes of transformation) semigroups or monoids. Now, let G = (V, E) be a simple graph (i.e. undirected, without loops and without multiple edges). Let α be a full transformation of V . We say that α is:
• an endomorphism of G if {u, v} ∈ E implies {uα, vα} ∈ E, for all u, v ∈ V ;
• a weak endomorphism of G if {u, v} ∈ E and uα = vα imply {uα, vα} ∈ E, for all u, v ∈ V ;
• a strong endomorphism of G if {u, v} ∈ E if and only if {uα, vα} ∈ E, for all u, v ∈ V ;
• a strong weak endomorphism of G if {u, v} ∈ E and uα = vα if and only if {uα, vα} ∈ E, for all u, v ∈ V ;
• an automorphism of G if α is a bijective strong endomorphism (i.e. α is bijective and α and α −1 are both endomorphisms). For finite graphs, any bijective endomorphism is an automorphism.
Denote by:
• EndG the set of all endomorphisms of G;
• wEndG the set of all weak endomorphisms of G;
• sEndG the set of all strong endomorphisms of G;
• swEndG the set of all strong weak endomorphisms of G;
• AutG the set of all automorphisms of G.
Clearly, EndG, wEndG, sEndG, swEndG and AutG are monoids under composition of maps. Moreover, AutG is also a group. It is also clear that AutG ⊆ sEndG ⊆ EndG, [respectively, swEndG] ⊆ wEndG
• AutG
• wEndG
• EndG • swEndG
• sEndG (these inclusions may not be strict).
Define N (u) = {v ∈ V | {u, v} ∈ E} (the neighbors of u), for all u ∈ V , and a binary relation R G on V by (u, v) ∈ R G if and only if N (u) = N (v), for all u, v ∈ V . Let P n be the undirected path with n vertices. The number of endomorphisms of P n has been determined by Arworn [4] (see also the paper [30] by Michels and Knauer) . In addition, several other combinatorial and algebraic properties of P n were also studied in these two papers and, for instance, in [5, 19] .
In this paper, our main objective is to determine the ranks of the monoids wEndP n and EndP n , what we will do in Section 2, after presenting some more basic properties in Section 1. The monoids swEndP n , sEndP n and AutP n will also be considered in Section 1.
For general background on Semigroup Theory and standard notation, we refer the reader to Howie's book [22] . On the other hand, regarding Algebraic Graph Theory, our main reference is Knauer's book [24] .
Basic properties
Let n ∈ N. The undirected path with n vertices may be defined as being the following simple graph:
For u, v ∈ {1, . . . , n}, it is clear that {u, v} is an edge of P n if and only if |u − v| = 1. Hence, clearly: Proposition 1.1. Let α be a full transformation of {1, . . . , n}. Then, we have:
1. α ∈ wEndP n if and only if |iα − (i + 1)α| ≤ 1, for i = 1, . . . , n − 1;
2. α ∈ EndP n if and only if |iα − (i + 1)α| = 1, for i = 1, . . . , n − 1.
We also have the following property of wEndP n . Proposition 1.2. Let α ∈ wEndP n . If I is an interval of {1, . . . , n} (with the usual order) then Iα also is an interval of {1, . . . , n}. In particular, Im(α) is an interval of {1, . . . , n}.
If |Iα| = 1 then, trivially, Iα is an interval of {1, . . . , n}. Now, suppose that |Iα| ≥ 2 and, in order to obtain a contradiction, admit that Iα is not an interval of {1, . . . , n}. Then, there exists a ∈ Iα such that a + 1, . . . , a + t − 1 ∈ Iα and a + t ∈ Iα, for some t ≥ 2. Take
Clearly, β 1 , β 2 ∈ wEndP n and Im(β 1 αβ 2 ) = {a, a + t}. Let γ = β 1 αβ 2 . Hence γ ∈ wEndP n . Let i = min(aγ −1 ) and k be the largest integer such that {i, . . . , i + k} ⊆ aγ −1 . Then, as Im(γ) = {a, a + t}, we have i > 1 or i + k < n. If i > 1 then (i − 1)γ = a + t and so {a, a + t} = {iγ, (i − 1)γ} is an edge of P n , which is a contradiction. Then i + k < n, whence (i + k + 1)γ = a + t and so {a, a + t} = {(i + k)γ, (i + k + 1)γ} is an edge of P n , which again is a contradiction. Thus, Iα must be an interval of {1, . . . , n}, as required.
Next, we consider strong endomorphisms. Let α ∈ AutP n . Let i = 1α. Then 2α ∈ {i − 1, i + 1}. Since α is a permutation of {1, . . . , n}, if 2α = i + 1 then 3α = i + 2, . . . , (n − i + 1)α = n and so n − i + 1 = n (otherwise (n − i + 2)α = n − 1 = (n − i)α, which is a contradiction), i.e. i = 1, whence α = 1···n 1···n . On the other hand, if 2α = i − 1 then 3α = i − 2, . . . , iα = 1 and so i = n (otherwise (i + 1)α = 2 = (i − 1)α, which is a contradiction), whence α = 1···n n···1 . Thus, we proved:
n···1 } (a cyclic group of order two, for n ≥ 2). For n = 3, it is easy to check that the relation R Pn is the identity. Hence, as an immediate consequence of [24 For strong weak endomorphisms of P n , we have: Proof. The equality is obvious for n ≤ 2. Then, suppose that n ≥ 4 and let α ∈ swEndP n \ AutP n .
Let i, j ∈ {1, . . . , n} be such that i < j and iα = jα (notice that, as α ∈ swEndP n \ AutP n , such a pair of integers always exists). Let k be the largest integer such that 0 ≤ k ≤ i − 1 and {i − k, . . . , i}α = {iα}. If
jα} is an edge of P n and so {i − k − 1, j} is also an edge of P n , which is a contradiction since i − k − 1 < j − 1. Hence, k = i − 1 and so {1, . . . , i}α = {iα}. A similar reasoning also allow us to deduce that {j, . . . , n}α = {iα}. Now, take the largest integer i such that there exist an integer j such that 1 ≤ i < j ≤ n and iα = jα. Then, we have {1, . . . , i}α = {iα} = {j, . . . , n}α.
If i > 1 then we get 1 ≤ i − 1 < i and (i − 1)α = iα, whence {1, . . . , i − 1}α = {iα} = {i, . . . , n}α and so α is a constant transformation.
Thus, suppose that i = 1. If j > 2 then, given the choice of i, we must have 2α = 1α ± 1 = nα ± 1, whence {2α, nα} is an edge of P n and so {2, n} is also an edge of P n , which is a contradiction since n ≥ 4. Therefore, j = 2 and so α is also a constant transformation, as required. 
⌉ , for n = 3. Furthermore, it is easy to deduce that these sets of generators have minimal cardinality. Hence, we obtain the following result. 
Regularity
Recall that an element s of a semigroup S is called regular if there exists x ∈ S such that s = sxs. A semigroup is said to be regular if all its elements are regular.
Since AutG is a group, for any graph G, then it is, trivially, a regular monoid. By the above properties and observations, it is clear that sEndP n and swEndP n are also regular monoids. Regarding EndP n and wEndP n , we have: Proof. First, we suppose that α is regular in wEndP n [respectively, in EndP n ]. Then, there exists β ∈ wEndP n [respectively, β ∈ EndP n ] such that α = αβα. Let I = Im(αβ). Then, by Proposition 1.2, I is an interval of {1, . . . , n}. Moreover, Iα = (Im(αβ))α = Im(αβα) = Im(α). On the other hand, since α and αβ are R-related, then α and αβ are J -related, whence | Im(α)| = | Im(αβ)| and so |I| = | Im(α)|.
Conversely, admit that there exists an interval I of {1, . . . , n} such that Iα = Im(α) and |I| = | Im(α)|. If |I| = 1 then α is a constant transformation (this case does not occur if α ∈ EndP n ), whence α is an idempotent and so α is a regular element (of wEndP n ). Thus, suppose that |I| ≥ 2. Then I = {i, . . . , j}, for some 1 ≤ i < j ≤ n, and the restriction of the transformation α to I is injective. Hence, we have iα < · · · < jα or iα > · · · > jα (by a reasoning similar to the proof of Theorem 1.3). Let β be the transformation of {1, . . . , n} defined as follows.
1. The restriction of β to Im(α) is the inverse of the restriction of α to I, i.e. β| Im(α) = iα · · · jα i · · · j .
2. Suppose iα < · · · < jα and let Im(α) − = {1, . . . , iα − 1} and Im(α) + = {jα + 1, . . . , n}.
(a) If iα is odd (and iα
3. Suppose iα > · · · > jα and let Im(α) − = {1, . . . , jα − 1} and Im(α) + = {iα + 1, . . . , n}.
(a) If jα is odd (and jα
It is clear that β ∈ EndP n (and so β ∈ wEndP n ) and α = αβα. Hence, α is regular, as required.
It is a routine matter to check that EndP n is regular for n ≤ 5, and that wEndP n is regular for n ≤ 3. On the other hand, by Proposition 1.7, it is clear that
is not a regular element of EndP n for n ≥ 6, and
is not a regular element of wEndP n for n ≥ 4. Thus, we have:
Cardinality
It is clear that
for n = 2 and n ≥ 4; |swEndP n | = n + 2, for n = 2 and n ≥ 4; |AutP 3 | = 2, |sEndP 3 | = 6 and |swEndP 3 | = 9.
A formula for |EndP n | was given by Arworn [4] in 2009. Regarding |wEndP n |, we give a formula below. First, we recursively define a family a(r, i), with 1 ≤ r ≤ n − 2 and 1 ≤ i ≤ n − 1, of integers:
, and
• a(n − 2, n − 1) = 1.
Proof. Let α ∈ wEndP n . We will mainly use the fact that (i + 1)α ∈ {iα, iα + 1} if iα = 1, (i + 1)α ∈ {iα − 1, iα, iα + 1} if iα ∈ {2, . . . , n − 1}, and (i + 1)α ∈ {iα, iα − 1} if iα = n, for i ∈ {1, . . . , n − 1}. For i ∈ {1, . . . , n − 1}, let c(i) be the number of possibilities for α| {1,...,i+1} . Observe that c(n − 1) = |wEndP n |. First, we calculate c(1). If 1α ∈ {2, . . . , n − 1} then we have three possibilities for 2α. On the other hand, if 1α ∈ {1, n} then we only have two possibilities for 2α. This shows that c(1) = 3(n − 2) + 2 · 2 = 3n − 2. Now, let i ∈ {1, . . . , n − 2} and suppose that c(i) is known. We will show that c(i + 1) = 3c(i) − b(i), where b(i) denotes the number of possibilities for (i + 1)α ∈ {1, n}. In fact, if (i + 1)α ∈ {2, . . . , n − 1} then we have three possibilities for (i + 2)α and, on the other hand, if (i + 1)α ∈ {1, n} then we have only two possibilities for (i + 2)α. This shows that c(i
In this setting, we deduce that
, by performing successive replacements. It remains to calculate b(r), for r ∈ {1, . . . , n − 2}. For k, p ∈ {1, . . . , n − 1}, let a(k, p) denote the number of possibilities for (k + 1)α = 1 and 1α = p. We will prove that a(k, p) can be defined as above. Clearly, a(1, 1) = a(1, 2) = 1 and a(1, p) = 0, for p ∈ {3, . . . , n − 1}. Now, let k ∈ {2, . . . , n − 2} and suppose that a(k − 1, p) is known, for p ∈ {2, . . . , n − 2}. If 1α = 1 then 2α ∈ {1, 2} and a(k, 1) is the number of all possibilities for kα = 1, whenever 1α = 1 or 1α = 2, i.e. a(k, 1) = a(k − 1, 1) + a(k − 1, 2). If 1α ∈ {2, . . . , n − 2} then 2α ∈ {1α − 1, 1α, 1α + 1} and a(k, p) is the number of possibilities that kα = 1, whenever 1α = p − 1 or 1α = p or 1α
Clearly, a(k, n − 1) = 0, whenever k < n − 2. Notice that 1α = n − 1 and (n − 1)α = 1 implies rα = n − 1 − r + 1, for 1 ≤ r ≤ n − 1. Hence, there is only one possibility for 1α = n − 1 and (n − 1)α = 1, i.e. a(n − 2, n − 1) = 1. Moreover, it is clear that kα = 1, whenever 1α = n and k < n.
Hence, for a(r, i) as defined above, we have that The formula given by Theorem 1.9 allows us to calculate the cardinal of wEndP n , even for larger n. For instance, we have |wEndP 100 | = 15116889835751504709361077940682197429012095346416.
2 The ranks of the monoids EndP n and wEndP n
. . , n − 2, and
3 ⌋ and i = 1, . . . , n − 3j − 2. Let
Proof. Let us suppose that
is an interval of {1, . . . , n}, by Proposition 1.2, then we have i t = i 1 + t − 1, for t = 2, . . . , k.
Since xα i = x − i, for all x ∈ {i + 1, . . . , n}, we obtain
for i = 1, 2, . . . , n − 2. As x(τ α i τ ) = x + i, for all x ∈ {1, . . . , n − i}, we also get
Thus, so far we proved that α ′ ∈ A ′′ , α , for all
Now, take
such that Ker(α ′ ) = Ker(α) (with X t = j t α −1 , for t = 1, . . . , k).
Suppose there exists p ∈ {1, . . . , k−1} such that |j p −j p+1 | > 1. Let X − = {X j | j ≤ p}. Then, as p < k, we have X − {1, . . . , n} and so there exists x ∈ X − such that x+1 ∈ {1, . . . , n}\X − or x−1 ∈ {1, . . . , n}\X − . Let us admit, without loss of generality, that x + 1 ∈ {1, . . . , n} \ X − . Let j ∈ {1, . . . , p} be such that x ∈ X j . Since α ∈ EndP n is such that X t = i t α −1 and i t = i 1 +t−1, for t = 1, . . . , k, we can conclude that x+1 ∈ X j−1 ∪X j+1
Thus, |j t − j t+1 | = 1, for all t ∈ {1, . . . , k − 1}. This provides j 1 < j 2 < · · · < j k or j k < j k−1 < · · · < j 1 . If j 1 < j 2 < · · · < j k then, as proved above, we have α ′ ∈ A ′′ , α . On the other hand, suppose that j k < j k−1 < · · · < j 1 and consider
Then, as τ is a permutation of {1, . . . , n}, we obtain Ker(α ′ τ ) = Ker(α ′ ) = Ker(α). Furthermore, we also have Im(α ′ τ ) = {j 1 τ < j 2 τ < · · · < j k τ }. Hence, again as proved above, we have α ′ τ ∈ A ′′ , α . Since α ′ = (α ′ τ )τ , it follows that α ′ ∈ A ′′ , α . Thus, we proved that {α ′ ∈ EndP n | Ker(α ′ ) = Ker(α)} ⊆ A ′′ , α , as required.
Let α ∈ wEndP n . We say that i ∈ {2, . . . , n − 1} is an inversion of α if (i − 1)α = (i + 1)α = iα. Denote by Inv(α) the set of all inversions of α and by inv(α) the number of elements of Inv(α)
Proof. Clearly, Ker(α) = Ker(β) implies Inv(α) = Inv(β). Conversely, admit that Inv(α) = Inv(β). Let Inv(α) = {i 1 < · · · < i k }, for some k ∈ {1, . . . , n − 2}, and define i 0 = 1 and i k+1 = n. For any x ∈ {1, . . . , n}, let p(x) ∈ {0, . . . , k} and r(x) ∈ {0, . . . , i p(x)+1 − i p(x) − 1} be such that x = i p(x) + r(x). Since |xα − (x + 1)α| = |xβ − (x + 1)β| = 1, for all x ∈ {1, . . . , n − 1}, and Inv(α) = Inv(β), there exist a α , a β ∈ {1, 2} such that
Therefore, (x, y) ∈ Ker(α) if and only if xα = yα if and only if 1α +
if and only if (by multiplication with (−1) |aα−aβ| and addition of 1β − (1α)(−1) |aα−aβ| )
if and only if xβ = yβ if and only if (x, y) ∈ Ker(β). Thus, Ker(α) = Ker(β), as required.
The following lemma is an immediate consequence of Lemmas 2.1 and 2.2.
Lemma 2.3. Let α, β ∈ EndP n be such that Inv(α) = Inv(β). Then α ∈ A ′′ if and only if β ∈ A ′′ . Moreover, α ∈ A ′ if and only if β ∈ A ′ . Now, we can prove:
Proof. Let α ∈ EndP n . We will proceed by induction on inv(α). If inv(α) = 0 then α = τ ∈ A ′ or α = 1 = τ 2 ∈ A ′ . If inv(α) = 1 then Inv(α) = Inv(α i ), for some i ∈ {1, 2, . . . , n − 2}, and so α ∈ A ′ , by Lemma 2.3. Now, let r ≥ 1 and suppose, by induction hypothesis, that α ∈ A ′ , for all α ∈ EndP n with inv(α) ≤ r. Let α ∈ EndP n be such that inv(α) = r + 1. By (the proof of) Lemma 2.1, we can assume, without loss of generality, that 1 ∈ Im(α). Let Inv(α) = {i 1 < i 2 < · · · < i r+1 } and define i 0 = 1 and i r+2 = n. Let b = max Im(α). Notice that b ≥ 2 and, as Im(α) = {1, . . . , b} (by Proposition 1.2) and inv(α) = r + 1 ≥ 2, we get b ≤ n − 2. Clearly, we have 1α −1 , bα −1 ⊆ {i ℓ | ℓ ∈ {0, 1, . . . , r + 2}}.
We will consider three cases: (1) there exists k ∈ {1, . . . , r + 1} such that i k α = 1; (2) there exists k ∈ {1, . . . , r + 1} such that i k α = b; (3) 1α = 1 and nα = b (or 1α = b and nα = 1) and xα ∈ {1, b}, for all x ∈ {2, . . . , n − 1}. case 1. Suppose that there exists k ∈ {1, . . . , r + 1} such that i k α = 1. Let a = max{xα | i k ≤ x ≤ n} and define a transformation β of {1, . . . , n} by
Then β ∈ EndP n . In fact, since α ∈ EndP n , we have |xβ − (x + 1)β| = 1, for all x ∈ {1, . .
Next, we show that Inv(β) = Inv(α) \ {i k }. Clearly, if x ∈ {1, . . . , i k − 2} ∪ {i k + 1, . . . , n} then x ∈ Inv(β) if and only if x ∈ Inv(α). Also
On the other hand, since i k α = 1, we have (i k − 1)α = (i k + 1)α = 2. Then
whence i k / ∈ Inv(β). Therefore, inv(β) = r and so, by induction, we have β ∈ A ′ . Finally, within this case, we prove that Inv(α) = Inv(βα a−1 ). Let i ∈ Inv(α) ∩ {1, . . . , i k − 2}. Then
(by the definition of α a−1 restricted to {a, . . . , n}). Let i ∈ Inv(α) ∩ {i k + 1, . . . , n}. Then
(by the definition of α a−1 restricted to {1, . . . , a}). Moreover, we have
we have (i k − 2)α = 3, from which follows (i k − 2)βα a−1 = (a + 2)α a−1 = 3 = 1 = i k βα a−1 and so i k − 1 / ∈ Inv(βα a−1 ). It remains to show that i k ∈ Inv(βα a−1 ). In fact, since a ∈ Inv(α a−1 ) and
Thus, we have Inv(α) = Inv(βα a−1 ). Since β ∈ A ′ , then βα a−1 ∈ A ′ and so, by Lemma 2.3, we have α ∈ A ′ . case 2. Suppose now that there exists k ∈ {1, . . . , r + 1} such that i k α = b. Recall that Im(α) = {1, . . . , b}. Consider the transformation ατ α n−b ∈ EndP n . Since τ is a permutation of {1, . . . , n} and α n−b is injective in {n − b + 1, . . . , n} = Im(α)τ = Im(ατ ), then Ker(ατ α n−b ) = Ker(α), i.e. Inv(ατ α n−b ) = Inv(α), by Lemma 2.2. Hence, α ∈ A ′ if and only if ατ α n−b ∈ A ′ , by Lemma 2.3. Observe also that i k ∈ bα −1 = 1(ατ α n−b ) −1 and so, in particular, we also have i k (ατ α n−b ) = 1, i.e. ατ α n−b satisfies the condition of case 1. Therefore, ατ α n−b ∈ A ′ and so we have α ∈ A ′ . First, let us admit that r = 1, i.e. Inv(α) = {i 1 , i 2 }. Let j = i 2 − i 1 and i = 2i 1 − i 2 − 1. As 1α = 1 and
Therefore, we may consider β j,i ∈ A ′ and, clearly, we have α = β j,i . Hence α ∈ A ′ . Now, suppose that r > 1. Define c = max{i 1 α, . . . , i r α} and let k ∈ {1, 2, . . . , r} be such that i k α = c. Since i r+1 α < b = nα, we have i r+1 α < i r α ≤ c. Also, define d = min{i k+1 α, . . . , i r+1 α} and let ℓ ∈ {k + 1, . . . , r + 1} be such that i ℓ α = d. Furthermore, we define a transformation γ of {1, . . . , n} by
Then γ ∈ EndP n . In fact, since α ∈ EndP n , we have |xγ − (x + 1)γ| = 1, for all x ∈ {1, . .
then, as 1α = 1, it would exist t ∈ {1, . . . , k − 1} such that i t α > c, which contradicts the definition of i k ) and
. . , n} then x ∈ Inv(γ) if and only if x ∈ Inv(α).
On
On the other hand, since i ℓ α = d and (i ℓ − 1)α = (i ℓ + 1)α = d + 1, we have
whence i ℓ / ∈ Inv(γ). Therefore, inv(γ) = r − 1 and so, by induction, we have γ ∈ A ′ . Finally, we prove that
Analogously
Thus, we showed that Inv(α) = Inv(γβ c−d,d−1 ). Since γ ∈ A ′ , then γβ c−d,d−1 ∈ A ′ and so, by Lemma 2.3, we have α ∈ A ′ , as required.
Now, let us consider
The next two lemmas together with the previous one show that A is a generating set of EndP n .
Lemma 2.5.
Proof.
2 ⌋ then α i ∈ A and so α i ∈ A . On the other hand, we have
if n is odd, and
if n is even. Hence, we also have α i ∈ A , for i = ⌊ ⌋ then β j,i ∈ A and so β j,i ∈ A . On the other hand, it is a routine matter to verify that
Ker(β j,n−3j−3 ) = Ker(τ β j,2 ), Ker(β j,n−3j−2 ) = Ker(τ β j,1 ), if n − 3j − 2 is even, and
if n − 3j − 2 is odd. Thus, in view of Lemmas 2.1 and 2.5, for i = ⌊ n−3j−1 2 ⌋ + 1, . . . , n − 3j − 2, we conclude that also β j,i ∈ A , as required.
So, as an immediate consequence of Lemmas 2.4, 2.5 and 2.6, we obtain:
Let α ∈ wEndP n . We say that i ∈ {1, . . . , n − 1} is a repetition of α if (i)α = (i + 1)α. Denote by rep(α) the number of repetitions of α. This notion will be used in our next result. Observe that, clearly, α ∈ EndP n if and only if rep(α) = 0.
Proposition 2.8. The set B generates wEndP n .
is easy to check that γ n−i = τ γ i τ γ 1 , for all i = 1, . . . , ⌊ n 2 ⌋. Hence γ 1 , . . . , γ n−1 belong to the monoid generated by B.
Now, in order to show that any α ∈ wEndP n belongs to the monoid generated by B, we proceed by induction on rep(α).
Let α ∈ wEndP n be such that rep(α) = 0. Then, as observed above, α ∈ EndP n and so, by Proposition 2.7, we may conclude that α belongs to the monoid generated by B.
Let k ≥ 0 and, by induction hypothesis, admit that α belongs to the monoid generated by B, for all α ∈ wEndP n such that rep(α) = k (notice that, for such α to exist, we must have k ≤ n − 1).
Let α ∈ wEndP n be such that rep(α) = k + 1 (by supposing that k ≤ n − 2). Let i ∈ {1, . . . , n − 1} be a repetition of α and take
It is clear that β ∈ wEndP n and rep(β) = rep(α) − 1 = k, whence β belongs to the monoid generated by B, by induction hypothesis. On the other hand, it is a routine matter to check that α = γ i β and so we may conclude that α belongs to the monoid generated by B, as required.
⌋.
In order to compute the ranks of EndP n and wEndP n , we start by proving a series of lemmas involving the notion of inversion. Lemma 2.9. Let α, β ∈ wEndP n be such that αβ ∈ EndP n . Then, we have:
Proof. 1. If α ∈ wEndP n \ EndP n then iα = (i + 1)α, for some i ∈ {1, . . . , n − 1}, and so iαβ = (i + 1)αβ, whence αβ ∈ EndP n , which is a contradiction. Thus, α ∈ EndP n .
2. Let i ∈ Inv(α). Then i ∈ {2, . . . , n − 1} and (i − 1)α = (i + 1)α. Hence (i − 1)αβ = (i + 1)αβ and so i ∈ Inv(αβ).
3. Let i ∈ {2, . . . , n − 1} be such that iα ∈ Inv(β). Then 2 ≤ iα ≤ n − 1 and (iα − 1)β = (iα + 1)β. If (i − 1)α = (i + 1)α then (i − 1)αβ = (i + 1)αβ and so i ∈ Inv(αβ). Let us suppose that (i−1)α = (i+1)α. Then, either (i−1)α = iα−1 and (i+1)α = iα+1 or (i−1)α = iα+1 and (i + 1)α = iα − 1, from which follows that (i − 1)αβ = (iα ∓ 1)β = (iα ± 1)β = (i + 1)αβ and so i ∈ Inv(αβ), as required. Lemma 2.10. Let α, β ∈ wEndP n . Let i ∈ Inv(αβ) be such that i ∈ Inv(α). Then iα ∈ Inv(β). Proof. First, notice that 2 ≤ i ≤ n − 1 if and only if 2 ≤ n − i + 1 ≤ n − 1. Then
Proof. As
as required.
The next lemma is clear.
Lemma 2.12. Let C be a generating set of EndP n or of wEndP n . Then τ ∈ C.
Notice that Inv(τ ) = ∅. Moreover, for α ∈ EndP n , we have Inv(α) = ∅ if and only if α = 1 or α = τ . Proof. In order to obtain a contradiction, let us assume that C contains less than ⌊ n−1 2 ⌋ distinct transformations α with inv(α) = 1. Then, there exists i ∈ {2, . . . , ⌊ n+1 2 ⌋} such that {i, n − i + 1} ∩ Inv(α) = ∅, for all α ∈ C. As
2 ⌋, we may consider the transformation α i−1 ∈ A. Let ξ 1 , . . . , ξ k ∈ C \ {1} be such that α i−1 = ξ 1 · · · ξ k and {ξ j , ξ j+1 } = {τ }, for j = 1, . . . , k − 1. Notice that Inv(α i−1 ) = {i}, whence α i−1 ∈ C and so k ≥ 2. Moreover, as α i−1 ∈ EndP n , by Lemma 2.9, we have ξ 1 ∈ EndP n and Inv(ξ 1 ) ⊆ Inv(ξ 1 · · · ξ k ) = Inv(α i−1 ) = {i}. Then Inv(ξ 1 ) = ∅, since ξ 1 ∈ C, and so ξ 1 = τ (since ξ 1 ∈ EndP n and ξ 1 = 1).
Applying Lemma 2.9 again, we obtain Inv(τ ξ 2 ) = Inv(ξ 1 ξ 2 ) ⊆ Inv(ξ 1 · · · ξ k ) = Inv(α i−1 ) = {i} and τ ξ 2 ∈ EndP n . Hence, Inv(τ ξ 2 ) = ∅ or Inv(τ ξ 2 ) = {i}.
Suppose that Inv(τ ξ 2 ) = ∅. Then τ ξ 2 = 1 or τ ξ 2 = τ , and so ξ 2 = τ or ξ 2 = 1, which is not possible since {ξ 1 , ξ 2 } = {τ } and ξ 2 = 1. Thus, we must have Inv(τ ξ 2 ) = {i} and so, by Lemma 2.11, it follows that Inv(ξ 2 ) = {n − i + 1}, which is a contradiction, since ξ 2 ∈ C.
Therefore, C must contain at least ⌊ 
⌋.
To calculate the rank of wEndP n , we still need the following lemma.
Lemma 2.17. Let C be a generating set of wEndP n . Then C possesses at least ⌊ n 2 ⌋ distinct transformations α ∈ wEndP n \ EndP n with inv(α) = 0.
Proof. Let i ∈ {1, . . . , ⌊ n whence ξ 1 is a permutation of {1, . . . , n} or Ker(ξ 1 ) = Ker(γ i ) and so, as ξ 1 = 1, ξ 1 = τ or Ker(ξ 1 ) = Ker(γ i ).
Suppose that ξ 1 = τ . Then k ≥ 2 and τ γ i = ξ 2 · · · ξ k . Hence Ker(ξ 2 ) ⊆ Ker(τ γ i ) = id n ∪ {(n − i, n − i + 1), (n − i + 1, n − i)}.
Since {ξ 1 , ξ 2 } = {τ }, then ξ 2 = τ and so Ker(ξ 2 ) = Ker(τ γ i ) = id n ∪ {(n − i, n − i + 1), (n − i + 1, n − i)}.
Therefore, C possesses at least ⌊ n 2 ⌋ (distinct) transformations α such that Ker(α) = id n ∪ {(i, i + 1), (i + 1, i)}, for some i ∈ {1, . . . , n − 1}. Clearly, α ∈ wEndP n \ EndP n and inv(α) = 0, for all transformations α with this type of kernel. This completes the proof of the lemma.
Recall that the relative rank of a semigroup (or a monoid) S modulo X, where X is a subset of S, is the minimum cardinality of a subset Y of S such that S is generated by X ∪ Y . ⌋. Moreover, the relative rank of wEndP n modulo EndP n is equal to ⌊ n 2 ⌋.
