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THE SHARP Ap CONSTANT FOR WEIGHTS IN A
REVERSE-HO¨LDER CLASS
MARTIN DINDOSˇ AND TREVEN WALL
Abstract. Coifman and Fefferman established that the class of Muckenhoupt
weights is equivalent to the class of weights satisfying the “reverse Ho¨lder
inequality”. In a recent paper V. Vasyunin [17] presented a proof of the reverse
Ho¨lder inequality with sharp constants for the weights satisfying the usual
Muckenhoupt condition. In this paper we present the inverse, that is, we use
the Bellman function technique to find the sharp Ap constants for weights in
a reverse-Ho¨lder class on an interval; we also find the sharp constants for the
higher-integrability result of Gehring [7].
Additionally, we find sharp bounds for the Ap constants of reverse-Ho¨lder-
class weights defined on rectangles in Rn, as well as bounds on the Ap con-
stants for reverse-Ho¨lder weights defined on cubes in Rn, without claiming the
sharpness.
1. Introduction
A weight w (a non-negative, measurable function) on an interval I is an Ap(I)
(or “Muckenhoupt”) weight (1 < p < ∞) if there is a constant C < ∞ such that
the following inequality holds for every sub-interval J ⊂ I:
(1) 〈w〉J 〈w
1−p′ 〉p−1J ≤ C.
Here 〈w〉I denotes
1
|I|
∫
I w(t) dt, the average of w over I, and p
′ is the conjugate
exponent to p (p′ = pp−1 ).
The reverse-Ho¨lder (or “Gehring”) class RHp(I)
† (1 < p < ∞) consists of all
weights w for which there is a constant C < ∞ so that following inequality holds
for every sub-interval J ⊂ I:
(2)
〈wp〉
1/p
J
〈w〉J
≤ C.
If w ∈ RHp(I), then its RHp constant, denoted by RHp(w), is defined to be
the smallest constant C so that (2) holds for all J ⊂ I. We use RHδp(I) to denote
the class of all weights w ∈ RHp(I) such that RHp(w) ≤ δ. Note that by Ho¨lder’s
inequality, the ratio (2) is never less than 1; hence we only consider δ ≥ 1.
We can also define RH∞(I) by taking the limit as p→∞ of (2). Then, similarly,
we say a weight w is in RHδ∞(I) if for every sub-interval J ⊂ I,
(3)
ess supJw
〈w〉J
≤ δ.
†There is no standard notation for this class. Some authors use the notation Gp, e.g., [1] and
[11]; others denote it by Bp, e.g., [5] and [15]; our notation RHp follows that of [4] and [14] and
is, we feel, the most natural.
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It is worth noting that RH∞(I) is strictly contained within
⋂
pRHp(I). Among the
RHp classes, RH∞ plays a role analogous to that of A1 in the Ap classes. Several
equivalent definitions of RH∞ can be found in [4].
The class Ap was first described by Muckenhoupt [12], and its connection with
the reverse-Ho¨lder inequality was first explored by Coifman and C. Fefferman [3],
who established that
⋃
pRHp(I) =
⋃
pAp(I); this union is called A∞(I). There is
an alternative description of A∞ weights as follows (see [8]); a weight w is in A∞(I)
if there is a constant C such that for all subintervals J ⊂ I, the following holds:
(4) 〈w〉J exp(−〈log(w)〉J ) ≤ C.
Our chief goal in this paper is to find the sharp constant C˜, depending only on
p, q and δ such that any w ∈ RHδp satisfies (1) (or (4)) with constant C = C˜. We
will denote the class of weights satisfying (1) by ACp (I) and those satisfying (4) by
AC∞(I), respectively. This result is the reverse direction of Vasyunin’s work [17].
He found the sharp constant C such that any w ∈ Aδp belongs to the class RH
C
q . As
a byproduct of our work on the above problem, we also are able to find the sharp
constant C in the embedding of RHδp into RH
C
t for t > p.
Our motivation to look at this problem arose when we attempted to establish
a perturbation result for a certain class of nondivergence type elliptic operators.
While studying this problem, we realized we needed to know to what Aq class a
certain elliptic measure belongs, given that we know it satisfies the reverse Ho¨lder
inequality with a known constant.
We are very grateful to Sasha Volberg who provided valuable insight and brought
our attention to his own results in the diadic setting [13] as well as results of
Vasyunin [17].
For our work on the perturbation problem for nondivergence elliptic operators
we must to establish these results not only on a real interval, but also on Rn. This
is the reason we have included the results in higher dimensions, despite the fact
that in the cube case the constants are not sharp. The main point of Theorem 4 is
the asymptotic as δ → 1. We prove that for fixed p and q, on a cube Q ⊂ Rn,
RHδp(Q) ⊂ A
C
q (Q)
for some C = C(δ, p, q, n) and that C → 1 as δ → 1.
2. Statement of Principal Results
To state our main results, we need to define the critical value of q. This value,
q∗ = q∗(p, δ), is the unique solution greater than one to
(5)
(x/δ)p − 1
x− 1
= p.
It is fairly easy to see that:
• For every 1 < p <∞, q∗(p, δ) > δ.
• For a fixed δ ≥ 1, limp→∞ q
∗(p, δ) = δ.
• For a fixed 1 < p <∞, q∗(p, δ) ∼ (pδ)
p′
p as δ →∞.
• For a fixed 1 < p <∞, q∗(p, δ) ∼ (δp
′
− 1)1/p
′
+ 1 as δ → 1.
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Theorem 1. For any weight w ∈ RHδp(I), 1 < p <∞ we have that w ∈ A
Cq(p,δ)
q ,
i.e.,
(6) sup
J⊂I
〈w〉J 〈w
1−q′ 〉q−1J ≤ Cq(p, δ)
holds, where
Cq(p, δ) =


+∞ 1 < q ≤ q∗(p, δ)
1
q∗
(
q−1
q−q∗
)q−1
q > q∗(p, δ)
,
and w ∈ A
C∞(p,δ)
∞ , i.e.,
(7) sup
J⊂I
〈w〉J exp(−〈log(w)〉J ) ≤ C∞(p, δ),
where
C∞(p, δ) =
1
q∗
exp(q∗ − 1).
Here, as throughout the paper, q∗ = q∗(p, δ) is the solution to (5), above. The
constants Cq(p, δ) and C∞(p, δ) in this statement are the best possible.
Theorem 2. If w ∈ RHδ∞(I), then w ∈ A
Cq(∞,δ)
q , i.e.,
(8) sup
J⊂I
〈w〉J 〈w
1−q′ 〉q−1J ≤ Cq(∞, δ),
where
Cq(∞, δ) =


+∞ 1 < q ≤ δ
1
δ
(
q−1
q−δ
)q−1
q > δ
,
and w ∈ A
C∞(∞,δ)
∞ , i.e.,
(9) sup
J⊂I
〈w〉J exp(−〈log(w)〉J ) ≤ C∞(∞, δ),
where
C∞(∞, δ) =
1
δ
exp(δ − 1).
Again, the constants Cq(∞, δ) and C∞(∞, δ) in this statement are the best possible.
Since, for a fixed δ ≥ 1, limp→∞ q
∗(p, δ) = δ, Theorem 2 comes as no surprise
considering Theorem 1. However, the proof of Theorem 1 must be adjusted to prove
Theorem 2. We will primarily address the proof of Theorem 1, treating the proof
of Theorem 2 as a special case where the need arises.
For the other endpoints p = 1 and q = 1, a few comments are in order. A
moment’s thought reveals that RH1(I) is not an interesting class to consider, as
every positive L1 function on I satisfies the condition. It is also evident from
Theorem 1 that given any δ > 1, and any 1 < p ≤ ∞ there is a weight w ∈ RHδp(I)
which is excluded from at least one Aq(I) class; hence, since A1(I) ⊂
⋂
q Aq(I),
there is no A1 constant which can represent the entire class RH
δ
p(I).
Our method also allows us to find the sharp constants in Gehring’s self-
improvement result for the reverse-Ho¨lder class [7]. We define the critical exponent
t∗ = t∗(p, δ) as the unique solution greater than p to
(
δx
x−1
)p
x−p
x = 1.
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Theorem 3. For any weight w ∈ RHδp(I), 1 < p <∞ we have that w ∈ RH
Ct(p,δ)
t ,
i.e.,
(10) sup
J⊂I
〈wt〉
1/t
J
〈w〉J
≤ Ct(p, δ)
holds, where
Ct(p, δ) =


t∗−1
t∗
(
t∗
t∗−t
)1/t
p ≤ t < t∗(p, δ)
+∞ t ≥ t∗(p, δ)
,
and the constant Ct(p, δ) is sharp.
In considering the n-dimensional analog of our results, we are no longer able to
find the sharp constants. However, we find useful asymptotic information as δ → 1,
Theorem 4. Let n > 1 and let Q ⊂ Rn be a cube with sides parallel to the
coordinate axes. Fix p > 1, q > 1 and η > 1. Then there is a δ > 1 such that any
weight w ∈ RHδp(Q) is in A
η
q (Q), that is,
(11) 〈w〉K〈w
1−q′ 〉q−1K ≤ η,
for every cube K ⊂ Q with sides parallel to the coordinate axes.
The standard definition of RHp in n-dimensions is based on cubes (or balls).
However, if one strengthens the definition of RHp(I) to require the inequality
〈wp〉
1/p
J
〈w〉J
≤ C to hold for all bounded, open rectangles J ⊂ I, a new, smaller class of
weights is formed (these classes are considered in, e.g., [2], [9]). We will call this
class strong RHp(I) and denote it by s-RHp(I). Similarly, one can define strong
Aq (denoted s-Aq). With these definitions in mind,
Theorem 5. Let 1 < p < ∞, let I ⊂ Rn be a bounded, open rectangle, and
assume w ∈ s-RHδp(I). Then w ∈ s-A
Cq(p,δ)
q (I) and w ∈ s-A
C∞(p,δ)
∞ (I), where
Cq(p, δ) and C∞(p, δ) are the constants in Theorem 1, independent of n. Also,
s-RHδ∞(I) ⊂ s-A
Cq(∞,δ)
q (I) and s-RHδ∞(I) ⊂ s-A
C∞(∞,δ)
∞ (I), where Cq(∞, δ) and
C∞(∞, δ) are the constants in Theorem 2. Finally, s-RH
δ
p(I) ⊂ s-RH
Ct(p,δ)
t (I),
where Ct(p, δ) is the constant in Theorem 3. In all cases, these constants are sharp.
The literature on Ap and RHp weights is far too extensive to comprehensively
cover here, but a small review is in order. The papers [12] and [3], mentioned
earlier, contain foundational results on these weights. Both [6] and [16] are good
references; they emphasize the connection to singular integral operators. There
are several factorization results relating RHp and Aq (see, e.g., [4]), and C. J.
Neugebauer, in [14], uses these to prove that if w ∈ RHδ∞, then w ∈ Aq for all q > δ.
Additionally, he provides conditions for weights in RHδp to be in Aq. However, the
results there depend on specific factorizations of the weights and the Aq constants
aren’t provided. In [11], the one-dimensional embedding of RHp into Aq with the
best range of q is proven using rearrangements, but, again, this method doesn’t find
the Aq constants. In [1], the RH∞ embedding result, Theorem 2, is found using
rearrangements; we include it here because it follows with little extra work from
the proof of our RHp embedding result (Theorem 1). This same group of authors
finds, in [2], the embedding of strong RH∞ into strong Ap in n dimensions with the
same constant. In improving upon Gehring’s original result, [7], Korenovskii [10]
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found the sharp upper bound on t in the embedding RHδp ⊂ RHt in one dimension
and Kinnunen [9] found the same upper bound on for the strong RHp classes in
n dimensions; however, neither of these methods provide the RHt constant of the
embedded weight. Using the Bellman function technique, we are able to provide
the sharp constants in one dimension and new results in n dimensions, including
sharp constants for all strong RHp embeddings (the technique is explained in [13],
especially in the context of classical analysis problems). However, finding the sharp
constants for the usual RHp classes in n dimensions remains an open problem.
The paper will proceed as follows: first, we describe the setup for the Bellman
function technique in section 3. We use B(x) to denote the Bellman function. Then,
in section 4 we prove Theorems 1, 2 and 3 from an auxiliary theorem, Theorem 6.
In section 5 we explain the heuristics behind our “guess” at the explicit formula for
the Bellman function; we call this guess B. We then show that our guess is correct,
proving Theorem 6, by verifying that B(x) ≤ B(x) (Lemma 2) and B(x) ≥ B(x) on
Ωδ (Lemma 4). Proving the former inequality requires finding a weight representing
each x in Ωδ (section 7), and proving the latter requires working with domains Ωǫ for
ǫ > δ (see section 9). Finally, we prove Theorems 4 and 5 in section 10. Throughout
the paper, we alternate between heuristic calculations and rigorous proof to exhibit
the philosophy of the Bellman function technique.
3. Bellman function ideas
Typically, when one uses the Bellman function technique, all one needs is to find
an upper bound for the Bellman function which preserves concavity (or convexity,
as needed). However, this approach doesn’t allow for the calculation of sharp
constants. Consequently, we find the actual formula for the Bellman function.
For all weights w, for 1 < p < ∞, and for any interval J , 〈w〉pJ ≤ 〈w
p〉J , by
Ho¨lder’s inequality. Hence, if w ∈ RHδp(I), the point x = (x1, x2) = (〈w〉I , 〈w
p〉I)
lies in the domain
Ωδ(p) := {(x1, x2) : x1 > 0, x
p
1 ≤ x2 ≤ (δx1)
p}.
For our problem, the Bellman function for 1 < p <∞, 0 < q <∞ is
(12) B(x; p, q, δ) := sup{〈w1−q
′
〉I : x1 = 〈w〉I , x2 = 〈w
p〉I , and w ∈ RH
δ
p(I)},
and for q =∞,
(13) B(x; p,∞, δ) := sup{exp(−〈log(w)〉I) : x1 = 〈w〉I , x2 = 〈w
p〉I , w ∈ RH
δ
p(I)}.
Note that B doesn’t depend on the interval I on which it is defined, since, given two
intervals I1 and I2, the affine mapping of one onto the other preserves the averages
and puts RHδp(I1) in one-to-one correspondence with RH
δ
p(I2). We are allowing
for 0 < q < 1 in order to prove Theorem 3; for q in this range, the exponent 1− q′
is greater than 1.
For p =∞, we must adjust these coordinates. We set x = (x1, x2) =
(〈w〉I , ess supIw), whence
Ωδ(∞) := {(x1, x2) : x1 > 0, x1 ≤ x2 ≤ δx1},
B(x;∞, q, δ) := sup{〈w1−q
′
〉I : x1 = 〈w〉I , x2 = ess supIw, and w ∈ RH
δ
∞(I)},
B(x;∞,∞, δ) := sup{exp(−〈log(w)〉I) : x1 = 〈w〉I , x2 = ess supIw,w ∈ RH
δ
∞(I)}.
6 MARTIN DINDOSˇ AND TREVEN WALL
We consider B as a function on Ωδ, since each point x ∈ Ωδ can be represented
by a weight w ∈ RHδp . We will demonstrate the existence of such weights in Lemma
2.
We will often split an interval J into the union of two disjoint subintervals which
we will call J− and J+, with |J±| = α±|J |. Given a weight w defined on J , we
split it into two weights w± defined on their respective subintervals. As above,
we relate these weights to points in R2, letting the point x0 correspond to the
original weight w and the points x± correspond to w±. These points are co-linear:
x0 = α−x− + α+x+. Also, if we start with w ∈ RHδp(J), w
± are in RHδp(J
±);
consequently, x0, x− and x+ are all points in Ωδ.
We need some further notation. For 1 < p < ∞, denote by u±p the functions
inverse to
t→
(1− pt)p−1
(1− (p− 1)t)p
on the following domains: u+p : [0, 1]→ [0,
1
p ], u
−
p : [0, 1]→ (−∞, 0], i.e., the values
u±p (t) are the positive and negative solutions to the equation
(1−pu)p−1
(1−(p−1)u)p = t for
0 ≤ t ≤ 1. Based on this, we define s± = s±p (δ) := u
±
p (1/δ
p) and r± = r±p (x, δ) :=
u±p (x2/(δx1)
p). Finally, we set γ := p+ q′ − 1.
Theorems 1, 2 and 3 are consequences of the following
Theorem 6. For 0 < q < ∞ and 1 < p < ∞, if x2 = x
p
1 (or if p = ∞ and
x2 = x1), we have
B(x; p, q, δ) = x1−q
′
1 .
If 1 < p <∞ and x2 > x
p
1, then
(14) B(x; p, q, δ) =

x1−q
′
1
(
1−ps+
1−pr+
)q′ (
1−(p−1)r+
1−(p−1)s+
)q′−1 (
1−γr+
1−γs+
)
for q > 1−(p−1)s
+
1−ps+
∞ for 1−(p−1)s
−
1−ps− ≤ q ≤
1−(p−1)s+
1−ps+
x1−q
′
1
(
1−ps−
1−pr−
)q′ (
1−(p−1)r−
1−(p−1)s−
)q′−1 (
1−γr−
1−γs−
)
for p−1p < q <
1−(p−1)s−
1−ps− .
If p =∞ and x2 > x1, then
(15) B(x;∞, q, δ) =

x
1−q′
2
(
q−
x1
x2
δ
q−δ
)
for q > δ
∞ for 1 < q ≤ δ.
4. Proof of Theorems 1, 2 and 3
Proof. One can easily check that the value q∗(p, δ) defined by (5) and used in
Theorem 1 is the same as 1−(p−1)s
+
1−ps+ used in Theorem 6. Similarly, if we define
q∗ = q∗(p, δ) to be the unique solution to (5) between 0 and 1, q∗ =
1−(p−1)s−
1−ps− ,
the other bound in Theorem 6. The critical exponent in Theorem 3, t∗, satisfies
t∗ = 1− q′∗ =
1
1−q∗
.
Now, we assume Theorem 6. We consider q > 1 for Theorems 1 and 2 and
p−1
p < q < 1 for Theorem 3 (in this range, 1 − q
′ > p, which is all that we are
interested in). Recall that B(x) represents the maximum of 〈w1−q
′
〉 for all weights
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in RHδp which are represented by x and that x1 represents 〈w〉. For q > 1, the
constant we desire is
sup
x∈Ωδ
x1
(
B(x; p, q, δ)
)q−1
,
and for p−1p < q < 1, we seek
sup
x∈Ωδ
1
x1
B(x; p, q, δ)1−q .
With that in mind, we define g := xq
′−1
1 B(x), that is,
g =
(
1− ps±
1− pr±
)q′ (
1− (p− 1)r±
1− (p− 1)s±
)q′−1(
1− γr±
1− γs±
)
.
g ≥ 0 and
d
dr±
log(g) =
−q′(q′ − 1)r±
(1− pr±)(1− (p− 1)r±)(1− γr±)
.
For q > 1, we use r+ and s+, so g′ is negative. For p−1p < q < 1, we use r
− and
s−, so g′ is positive. Hence, the maximum of g in both cases is at r± = 0. So, our
best constant is
(g(0))
q−1
=
(1− ps+)q
(1− (p− 1)s+)(1 − γs+)q−1
, for q > 1, and
(g(0))
1−q
=
1− (p− 1)s−
(1− ps−)q(1− γs−)1−q
for
p− 1
p
< q < 1.
Relating this first constant back to q∗, we find
(1− ps+)q
(1 − (p− 1)s+)(1− γs+)q−1
=
1
q∗
(
1 +
s+(1− q′)
1− ps+
)1−q
=
1
q∗
(
1−
q∗ − 1
q − 1
)1−q
=
1
q∗
(
q − 1
q − q∗
)q−1
,
which is the constant in Theorem 1. For the second constant, p−1p < q < 1 and we
use t = 1− q′ and t∗ = 1− q′∗ to see
(1− (p− 1)s−)
(1− ps−)q(1− γs−)1−q
= q∗
(
q − q∗
q − 1
)q−1
=
t∗ − 1
t∗
(
(1− t) + t(
t∗ − 1
t∗
)
)−1/t
=
t∗ − 1
t∗
(
t∗
t∗ − t
)1/t
,
which is the constant in Theorem 3.
To complete the proof for p <∞, fix a point x ∈ Ωδ (fixing r
± = r±(x)). Then,
the weight
(16) wc,a,ν(t) =
{
c
(
t
a
)ν
if 0 ≤ t ≤ a
c if a ≤ t ≤ 1,
with constants ν = s
±
1−ps± , a =
s±−r±
s±(1−pr±) , c = x1
(1−pr±)(1−(p−1)s±)
(1−(p−1)r±)(1−ps±) , is in RH
δ
p(I)
and its Aq norm is infinite for any q∗ ≤ q ≤ q
∗. This is exhibited in the proof of
Lemma 2.
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For the case of p = ∞, the analysis is even easier. Given the definition of B in
(15), we see that for q > δ,
x1
(
B(x; p, q, δ)
)q−1
=
x1
x2
(
q − x1x2 δ
q − δ
)q−1
.
Letting y = x1x2 , we know that
1
δ ≤ y ≤ 1, and we see
d
dy
[
y
(
q − yδ
q − δ
)q−1]
= q(1− δy)
(q − yδ)q−2
(q − δ)q−1
,
which is negative for y > 1/δ. Thus, the maximum is at y = 1/δ, which is exactly
the constant in Theorem 2. For q ≤ δ, we again fix an x ∈ Ωδ. Then, the weight in
(16), with constants ν = δ− 1, a = 1−x1/x21−1/δ and c = x2, is in RH
δ
∞(I) with infinite
Aq norm for 1 ≤ q ≤ δ, which completes the proof. As before, this is contained in
the proof of Lemma 2.
Finally, we address the case of q =∞. Define, for 1 < p <∞,
B(x; p,∞, δ) := lim
q→∞
(B(x; p, q, δ))
q−1
(17)
=
1
x1
(1− (p− 1)r+)(1 − ps+)
(1− pr+)(1 − (p− 1)s+)
exp[
s+ − r+
(1 − ps+)(1 − pr+)
],
and, for p =∞,
(18) B(x;∞,∞, δ) := lim
q→∞
(B(x;∞, q, δ))q−1 =
1
x2
exp[δ(1 −
x1
x2
)].
We want to establish that these functions satisfy
B(x; p,∞, δ) = B(x; p,∞, δ) and B(x;∞,∞, δ) = B(x;∞,∞, δ).
First, it is not difficult to check that the weights wp and w∞ defined by (16) with
the respective constants for p <∞, p =∞ do not depend on q and satisfy
exp(−〈log(wp)〉) = B(x; p,∞, δ) and exp(−〈log(w∞)〉) = B(x;∞,∞, δ),
respectively. By the definition of B, this gives the inequalities B(x; p,∞, δ) ≤
B(x; p,∞, δ) and B(x;∞,∞, δ) ≤ B(x;∞,∞, δ). The other inequality is a result of
applying Jensen’s inequality; namely,
exp(−〈log(w)〉) ≤ 〈w1−q
′
〉q−1 ≤ B(x; p, q, δ)q−1.
So in (17) and (18), taking the limits establishes the desired equality of B and B.
Given this, the A∞ constants in Theorems 1 and 2 are easy to find. We simply
calculate
sup
x∈Ωδ
x1B(x; p,∞, δ) = sup
x∈Ωδ
(1− (p− 1)r+)(1− ps+)
(1− pr+)(1 − (p− 1)s+)
exp[
s+ − r+
(1− ps+)(1 − pr+)
].
Again, the maximum is at r+ = 0, whence the constant is
(1− ps+)
(1 − (p− 1)s+)
exp[
s+
(1− ps+)
] =
1
q∗
exp(q∗ − 1).
And,
sup
x∈Ωδ
x1B(x;∞,∞, δ) = sup
x∈Ωδ
x1
x2
exp[δ(1−
x1
x2
)] =
1
δ
exp(δ − 1).
This completes the proof of Theorems 1, 2 and 3 from Theorem 6. 
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5. Deriving the formula for B
We start by examining the scaling properties of B. Given w ∈ RHδp , and
λ > 0 a constant, then w˜ := λw is in RHδp as well, and 〈w˜〉I = λ〈w〉I , 〈w˜
p〉I =
λp〈wp〉I . Consequently, B(λx1, λ
px2) = λ
1−q′
B(x1, x2). Letting x1 =
1
λ , we see
B(x1, x2) = x
1−q′
1 B(1,
x2
xp1
). Thus, we define g(y) := B(1, y), and we see that
B(x1, x2) = x
1−q′
1 g(
x2
xp1
).
For 0 < q <∞, 〈w1−q
′
〉I ≥ 〈w〉
1−q′
I , using Ho¨lder’s inequality, whence,
B(x1, x2) ≥ x
1−q′
1 . Therefore, g(y) ≥ 1. Further, if x2 = x
p
1, that is, if 〈w
p〉I = 〈w〉
p
I ,
the weight w must be a constant. In that case, B(x) = x1−q
′
1 , and we see that
g(1) = 1.
We expect B to be a concave function, as the following illustrates. Given an
interval J , split it into the disjoint union of subintervals J− and J+. Assuming
they exist, let w± be two extremal weights (i.e., which satisfy 〈(w±)1−q
′
〉J± =
B(x±)). Then, concatenate these two weights to form a new weight w on J . Thus,
〈w1−q
′
〉J = α
−〈(w−)1−q
′
〉J− + α
+〈(w+)1−q
′
〉J+ . The weight w corresponds to
the point x0, and w± to x±. Then, x0 = α−x− + α+x+, and we have B(x0) ≥
α−B(x−) + α+B(x+), which is the concavity condition (alternatively, using the
terminology of [13], we expect a concave solution since the profit function is zero
and there is no drift term). We ignore the substantive issues of whether extremal
weights exist, and whether x0 ∈ Ωδ due to the heuristic nature of our procedure.
However, later proofs lay these concerns to rest. We will also assume that the
Hessian of B is singular. This last assumption gives rise to an ODE that we can
solve, which enables us to find B explicitly. This assumption is frequently made in
the application of the Bellman function technique; here it is reasonable because we
expect extremal weights to exist.
To proceed further, we must calculate the Hessian of B in terms of g (assuming,
of course, that B is sufficiently differentiable). Let y = x2
xp1
. Then,
∂2B
∂x21
= x−q
′−1
1 [q
′(q′ − 1)g + (2q′ + p− 1)pyg′ + p2y2g′′],
∂2B
∂x1∂x2
= x−q
′−p
1 [(1− q
′ − p)g′ − pyg′′], and
∂2B
∂x22
= x1−q
′
1 x
−2
2 y
2g′′.
Thus,
(19) Hess(B) =
(
∂2B
∂x21
∂2B
∂x1∂x2
∂2B
∂x2∂x1
∂2B
∂x22
)
= x−q
′−1
1
(
1 1
0 − x1px2
)
R
(
1 0
1 − x1px2
)
with
(20) R =
(
q′(q′ − 1)g − p(p− 1)yg′ pγyg′
pγyg′ p2y2g′′
)
,
where γ = p+ q′ − 1.
To force R to be singular, we require
(21) (p2y2g′′)(q′(q′ − 1)g − p(p− 1)yg′) = (pγyg′)2.
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Now, we make the substitution h = yg
′
g . Then g
′′ = gh
′+hg′−g′
y . Convert and divide
both sides by (pg)2 to get
(yh′ − h+ h2)(q′(q′ − 1)− p(p− 1)h) = γ2h2,
which is separable. So,
y = C
(
h((p− 1)h+ q′)p−1
(ph+ q′ − 1)p
)
.
We make one further change of variables,
h =
q′(q′ − 1)
p(p− 1)(1− γr)
or r =
1
γ
−
q′(q′ − 1)
γp(p− 1)h
,
which yields
(22) y = C
(1− pr)p−1
(1− (p− 1)r)p
.
It turns out to be natural to choose C = δp in (22), and it is at this point that we
see the origin of the function up, mentioned above. Recall that we have set u
±
p as
the positive and negative inverses of the function
t→
(1− pt)p−1
(1 − (p− 1)t)p
.
Also recall that s± = u±p (
1
δp ). We can see from (22), with C = δ
p, that r± =
u±p (
x2
(δx1)p
). Note also that if r = s, then y = 1.
We want to relate this all back to g, so we calculate
d
dr
log(y) =
−p(p− 1)
1− pr
+
p(p− 1)
1− (p− 1)r
and use this to see that
d(log(g)) = hd(log(y)) =
q′(q′ − 1)
p(p− 1)(1− γr)
(
−p(p− 1)
1− pr
+
p(p− 1)
1− (p− 1)r
)
=
pq′
1− pr
−
γ
1− γr
−
(p− 1)(q′ − 1)
1− (p− 1)r
.
Since g|y=1 = g|r=s = 1, we have
log g =
∫ r
s
(
pq′
1− pt
−
γ
1− γt
−
(p− 1)(q′ − 1)
1− (p− 1)t
)
dt
= −q′ log(
1− pr
1− ps
) + (q′ − 1) log(
1 − (p− 1)r
1 − (p− 1)s
) + log(
1− γr
1− γs
),
whence
(23) g =
(
1− ps
1− pr
)q′ (
1− (p− 1)r
1− (p− 1)s
)q′−1(
1− γr
1− γs
)
.
The last thing is to discover whether we should use r+ or r− in the definition of
g to ensure that R is negative semi-definite. Since R is singular and symmetric, it
suffices to make the upper left-hand entry of R negative. That is, we must make
sure that
p(p− 1)yg′ ≥ q′(q′ − 1)g or h ≥
q′(q′ − 1)
p(p− 1)
.
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Note that
dh
dr
=
q′(q′ − 1)
p(p− 1)
γ(1− γr)2,
which is positive for q > 1 and negative for p−1p < q < 1. Also, h(0) =
q′(q′−1)
p(p−1) ,
so we need h(r) ≥ h(0) for q > 1, which is accomplished by choosing the positive
solution r+. Accordingly, for p−1p < q < 1, we use r
−.
Therefore, we have a candidate for B: B(x) = x1−q
′
1 g(
x2
xp1
). It is occasionally
helpful to have this expressed in two different ways, which we record here
B(x) = x1−q
′
1
(
1− ps±
1− pr±
)q′ (
1− (p− 1)r±
1 − (p− 1)s±
)q′−1(
1− γr±
1 − γs±
)
(24)
B(x) = x−γ1 x2
(
1− ps±
1− pr±
)γ (
1− (p− 1)r±
1− (p− 1)s±
)γ (
1− γr±
1 − γs±
)
.(25)
The second representation is obtained by using the definitions of r± and s± to see
that
x2
xp1
=
(
1− pr±
1− ps±
)p−1(
1− (p− 1)s±
1− (p− 1)r±
)p
.
We note that since s− ≤ r− ≤ 0 ≤ r+ ≤ s+ < 1/p, the only concern with the
denominator of g occurs when (1−γs±) = 0. At this point, we have q′ = 1/s±+1−p,
or q = 1−(p−1)s
±
1−ps± , which is q
∗ (or q∗), the critical values of q in Theorems 1 and 6.
For the case of p = ∞, we have two options. Either we can take limits, using
the asymptotics as p→∞ of
(26) s+ ∼
1
p
−
1
(δ − 1)p2
and r+ ∼
1
p
−
1
(δx˜− 1)p2
,
where x˜ := x1
x
1/p
2
→ x1x2 . Or, we can carry out a similar analysis. We leave the former
approach to the reader and illustrate the latter approach, as the ideas involved are
useful for later. We start by recalling that for a weight w and an interval J ,
x2 = ess supJw. This change of coordinates alters the effect of splitting; if we split
an interval J into two parts, J = J− ∪ J+, the point x0 = (〈w〉J , ess supJw) is no
longer necessarily co-linear with the points x± = (〈w〉J± , ess supJ±w). The first
coordinate splits proportionally, x01 = α
−x−1 + α
+x+1 , but the second coordinate
now satisfies x02 = max{x
−
2 , x
+
2 }. Nevertheless, we are still seeking a concavity
condition as before, that is, we want to ensure that B(x0) ≥ α−B(x−) + α+B(x+).
However, this is not typical concavity, due to the behavior of the coordinates. To
get our hands on an expression for the concavity, we look at the Taylor series for B
based at x0 up to the second terms (assuming B is sufficiently differentiable):
(27) B(x±) ≃ B(x0)+
2∑
i=1
∂B
∂xi
(x0)(x±i −x
0
i )+
1
2
2∑
i,j=1
∂2B
∂xi∂xj
(x0)(x±i −x
0
i )(x
±
j −x
0
j).
We know one of x±2 is equal to x
0
2, so we assume that x
+
2 = x
0
2; due to the symmetry
of the situation, we lose no generality in this assumption. Recall that x01 = α
−x−1 +
α+x+1 , and define ∆1 := x
+
1 − x
−
1 and ∆2 := x
0
2 − x
−
2 ≥ 0. Then, for concavity, we
want the following linear combination of these terms to be non-positive for small
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∆1 and ∆2:
α−B(x−) + α+B(x+)− B(x0) ≃
α−
(
−
∂B
∂x2
∆2 +
1
2
α+
∂2B
∂x21
∆21 + α
+ ∂
2
B
∂x1∂x2
∆1∆2 +
1
2
∂2B
∂x22
∆22
)
.(28)
Assume that Hess(B) is singular, that ∂B∂x2 ≥ 0 and that
∂2B
∂x21
≤ 0; we will
then demonstrate that (28) is non-positive. From the assumptions that Hess(B)
is singular and ∂
2
B
∂x21
≤ 0, we know that ∂
2
B
∂x22
≤ 0 and that the quadratic form of
Hess(B) is negative semi-definite, hence
∂2B
∂x1∂x2
∆1∆2 ≤ −
1
2
(
∂2B
∂x21
∆21 +
∂2B
∂x22
∆22
)
.
Therefore, the right-hand side of (28) is less than or equal to
α−
(
−
∂B
∂x2
∆2 +
1
2
(1− α+)
∂2B
∂x22
∆22
)
,
which is non-positive. To get the differential equation which defines B, we supple-
ment these conditions with yet another singularity assumption and arrive at two
possibilities
∂2B
∂x21
= 0 and
∂B
∂x2
≥ 0, or(29)
∂B
∂x2
= 0 and
∂2B
∂x21
≤ 0.(30)
We then turn to the scaling of B. In this case, we see B(λx1, λx2) =
λ1−q
′
B(x1, x2), so setting λ = 1/x1 yields B(x1, x2) = x
1−q′
1 B(1,
x2
x1
). We then
define g(y) = B(1, y), so that B(x1, x2) = x
1−q′
1 g(
x2
x1
). Also, as before, we know
that B(x) ≥ x1−q
′
1 , whence g(y) ≥ 1. Further,
x2
x1
= 1 only occurs when the weight
is constant, in which case we have B(x1, x1; q, δ) = x
1−q′
1 ; that is, g(1) = 1.
If B solves (29), then B is linear in x1, which yields
B(x1, x2) = a(x2) + b(x2)x1 = x
1−q′
1 g(x2/x1).
Since g(1) = 1, we set x1 = x2 and find
a(x2) = x
1−q′
2 − b(x2)x2.
Then substitute this in and multiply both sides by xq
′−1
2 to get
1 + xq
′
2 b(x2)
(
x2
x1
− 1
)
=
(
x2
x1
)q′−1
g(
x2
x1
). So,
xq
′
2 b(x2) =
(x2x1 )
q′−1g(x2x1 )− 1
x1
x2
− 1
= c,
a constant. Then,
(31) B(x) = x1−q
′
2
(
1− c+ c
x1
x2
)
.
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If we let y = x2x1 , then y ∈ [1, δ] and we see g(y) = y
−q′ [(1 − c)y + c]. Next,
0 ≤ g(y)− 1 = y−q
′
(y − 1)
(
y − yq
′
y − 1
− c
)
,
and since the function y → y−y
q′
y−1 is monotone decreasing, we see that
(32) c ≤
δ − δq
′
δ − 1
< 1− q′.
Now, we calculate
∂B
∂x2
= x1−q
′
2
[
(1 − c)(1− q′)− q′c
x1
x2
]
,
which needs to be non-negative to satisfy (29). At y = 1, the expression above is
positive, given (32). If q ≤ δ, there is no possible value for c, because then q′ ≥ δδ−1 ,
in which case (1−c)(1−q′)− q
′c
δ = c (q
′ − 1− q′/δ)+1−q′ ≥ 0 contradicts (32). So,
assuming q > δ, we want to choose c in such a way that
[
(1− c)(1 − q′)− q′cx1x2
]
stays positive on the entire interval [1, δ]. Solving for c, we get
c =
δ(q′ − 1)
δ(q′ − 1)− q′
=
δ
δ − q
.
Substituting this into (31) yields our candidate function for B(x;∞, q, δ),
B(x;∞, q, δ) = x1−q
′
2
(
q − x1x2 δ
q − δ
)
,
which is what appears in (15).
If B solves (30), then B is constant in x2, in which case g must be constant,
whence g ≡ 1 and B = x1−q
′
1 . But, then
∂2B
∂x21
= (1 − q′)(−q′)x−q
′−1
1 , which is
positive. Therefore (30) has no solution for q > 1.
6. B is concave
We now proceed to verify, in several steps, that B = B, proving Theorem 6. Our
first lemma addresses the fact that B is, indeed, concave.
Lemma 1. Case 1, p < ∞: Let x± be two arbitrary points in Ωδ. If the entire
line segment joining these two points (denoted [x−, x+]) is contained within Ωδ,
then
(33) B(α−x− + α+x+) ≥ α−B(x−) + α+B(x+)
holds for all non-negative numbers α± with α− + α+ = 1.
Case 2, p = ∞: Let x± be two arbitrary points in Ωδ and let α
± be a pair of
non-negative numbers such that α− + α+ = 1. Define x0 = (x01, x
0
2) := (α
−x−1 +
α+x+1 ,max{x
−
2 , x
+
2 }). If both of the points (x
±
1 , x
0
2) are in Ωδ, then
(34) B(x0) ≥ α−B(x−) + α+B(x+).
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Proof. For p < ∞, this is a direct calculation, since we simply need to check that
the Hessian of B is negative (semi-)definite.
∂r±
∂x1
(x) =
(1 − (p− 1)r±)(1− pr±)
x1r±(p− 1)
,
∂r±
∂x2
(x) =
−(1− (p− 1)r±)(1 − pr±)
x2r±p(p− 1)
,
∂B
∂r±
(x) = −B(x)
(
q′(q′ − 1)r±
(1− pr±)(1 − (p− 1)r±)(1 − γr±)
)
,
∂2B
∂x21
(x) =
−(1− (p− 1)r±)2γq′(q′ − 1)B(x)
(1 − γr±)(p− 1)2r±x21
,
∂2B
∂x1∂x2
(x) =
(1 − (p− 1)r±)γq′(q′ − 1)B(x)
(1− γr±)p(p− 1)2r±x1x2
,
∂2B
∂x22
(x) =
−γq′(q′ − 1)B(x)
(1− γr±)p2(p− 1)2r±x22
.
The quadratic form given by the Hessian of B is
2∑
i,j=1
∂2B
∂xi∂xj
(x)∆i∆j =
−(1− (p− 1)r±)2γq′(q′ − 1)B(x)
(1 − γr±)(p− 1)2r±x21
(
∆1 −
x1
(1− (p− 1)r±)px2
∆2
)2
.(35)
This is non-positive for q > q∗ because (1 − γr+) > 0; for p−1p < q < q∗, γ < 0 so
this is non-positive as well. Thus, B(x; p, q, δ) is concave.
For p =∞, a slightly different approach is needed. First of all, we may assume
that x02 = x
+
2 due to the symmetry between x
− and x+. Also, B is linear in x1, so
B(x0)− α−B(x−)− α+B(x+)
= α−B(x−1 , x
+
2 ) + α
+B(x+1 , x
+
2 )− α
−B(x−)− α+B(x+)
= α−
(
B(x−1 , x
+
2 )−B(x
−
1 , x
−
2 )
)
.
This leads us to investigate
∂B(x−1 , x2)
∂x2
=
x−q
′
2
q − δ
[
q′
(
δ
x−1
x2
− 1
)]
,
which is non-negative, since we’ve assumed that q > δ and that
x−1
x2
≥ 1δ for any x2
between x−2 and x
+
2 . Hence, B(x;∞, q, δ) is concave. 
7. How to find extremal weights
We now want to show that B(x) ≤ B(x) on Ωδ. To do so, given a point x ∈ Ωδ,
we will find a weight w ∈ RHδp which corresponds to x and which satisfies B(x) =
〈w1−q
′
〉. We will (prematurely) call such a weight extremal, because once we show
that B = B, these weights achieve the supremum which defines B. The heuristics
for finding such weights follows.
Since we know that B is concave and that its Hessian has a kernel, we know that
B is linear along certain lines in Ωδ. We will show later that these lines actually
cover Ωδ. With that, the heuristics above for why B should be concave give us
a pattern for how to find extremal weights. We start with p < ∞. Given an
arbitrary point x0 on the curve Γδ := {(x1, x2) : x2 = (δx1)
p}, we find a maximal
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weight representing x0 (this is far easier than doing so in general). Also, any weight
represented by a point x on the graph Γ1 := {(x1, x2) : x2 = x
p
1} is constant (and
therefore maximal). So, given a point xˆ ∈ Ωδ, we find the line along which B
is linear which passes through xˆ. This line will intersect the graphs Γδ and Γ1
at points which we call x− and x+, respectively. We find the constants α± such
that xˆ = α−x− + α+x+. Then, xˆ can be represented by the weight w which is
the concatenation of the maximal weight for x− on I− and the maximal (constant)
weight for x+ on I+, re-scaling the intervals if necessary. Since B is linear along this
line, we know that B(xˆ) = α−B(x−) +α+B(x+) = α−〈w1−q
′
〉I− +α
+〈w1−q
′
〉I+ =
〈w1−q
′
〉I , whence w is maximal.
We start by finding an extremal weight for a point on the curve Γδ. Given an
arbitrary positive number x01, let x
0
2 = (δx
0
1)
p. Let I = [0, 1]. We seek a weight
w ∈ RHδp(I) such that 〈w〉I = x
0
1, 〈w
p〉I = x
0
2 and such that 〈w
1−q′ 〉I is as large as
possible. Therefore, for any a ∈ [0, 1], we insist that(
1
a
∫ a
0
wp(t) dt
)(
1
a
∫ a
0
w(t) dt
)−p
= δp.
Let v(a) :=
∫ a
0 w
p(t) dt. Then, w(t) = v′(t)1/p. Therefore,
v(a)
a
= δp
(
1
a
∫ a
0
v′(t)1/p dt
)p
, hence
a
δ
(
v(a)
a
)1/p
=
∫ a
0
v′(t)1/p dt.
We take the derivative with respect to a and find
δ−1
[
(1−
1
p
)t−1/pv1/p +
(
1
p
)
t1−1/pv1/p−1v′
]
= (v′)1/p, so
pδ =
(
p− 1 +
tv′
v
)( v
tv′
)1/p
.
From the definition of s± = s±p (δ), we know that
pδ =
(
p− 1 +
1
1− ps±
)
(1− ps±)1/p,
so we must have vtv′ = 1− ps
±. Consequently,
dt
t
1
1− ps±
=
dv
v
, so
v(t) = Ct
1
1−ps± , whence
w(t) = v′(t)1/p = Ct
s±
1−ps± .
We want 〈w〉I = x
0
1, so we must set C = x
0
1
(
1−(p−1)s±
1−ps±
)
. Putting it all together,
(36) w(t) = x01
(
1− (p− 1)s±
1− ps±
)
t
s±
1−ps± .
It is straightforward to check that with this constant, 〈wp〉I = x
0
2 = (δx
1
0)
p. So, we
have found our candidate for an extremal weight representing a point on the curve
Γδ.
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Next, we must find the lines along which B is linear. By (35), we see that the
vector field along which B is linear is
(37) p(1− (p− 1)r±)dx1 −
x1
px2
dx2 = 0.
To find explicit formulae for the lines, we work with the definition of r±. Recall
(38)
x2
xp1
= δp
(1− pr±)p−1
(1 − (p− 1)r±)p
.
Therefore,
dx2
x2
− p
dx1
x1
=
−rp(p− 1)dr±
(1 − pr±)(1 − (p− 1)r±)
.
Using (37), we see that
dx1
x1
= dr±
[
p
1− pr±
−
p− 1
1− (p− 1)r±
]
and
dx2
x2
=
pdr±
1− pr±
,
whence
(39) x1(r
±) = x1(0)
1− (p− 1)r±
1− pr±
and x2(r
±) =
x2(0)
1− pr±
.
Taking x1(0) = b as a free parameter, (38) gives us x2(0) = (δb)
p. And, eliminating
r± from (39) yields
(40) δppx1 − b
1−px2 = δ
pb(p− 1),
which is the equation of the line tangent to Γδ at the point x = (b, (δb)
p). Notice
that at r± = 0, we have the point (b, (δb)p) on the line Γδ and at r
± = s±, we have
x =
(
b(1−(p−1)s±)
1−ps± ,
(δb)p
1−ps±
)
, which satisfies x2 = x
p
1 and hence lies on Γ1. It is clear
that by varying b, these segments cover Ωδ.
We now check that B is, in fact, linear along these segments. We use (25) as an
easier representation of B for this calculation:
B(x) = x−γ1 x2
(
1− ps±
1− pr±
)γ (
1− (p− 1)r±
1− (p− 1)s±
)γ (
1− γr±
1 − γs±
)
=
(
b(1− (p− 1)r±)
1− pr±
)−γ
x2
(
1− ps±
1− pr±
)γ (
1− (p− 1)r±
1− (p− 1)s±
)γ (
1− γr±
1 − γs±
)
=
1
1− γs±
(
1− ps±
b(1− (p− 1)s±)
)γ
x2(1− γr
±).
However, x2 =
(δb)p
1−pr± , so r
± = 1p −
(δb)p
px2
and therefore,
x2(1 − γr
±) = x2(1−
γ
p
) +
γ(δbp)
p
.
So,
B(x) =
1
1− γs±
(
1− ps±
b(1− (p− 1)s±)
)γ (
x2(1−
γ
p
) +
γ(δb)p
p
)
,
and hence is linear.
We now work with an arbitrary point x0 ∈ Ωδ. Given such a point, one of the
segments on which B is linear passes through x0; finding it requires that we find the
corresponding value of b. Further, given that x0 corresponds to I = [0, 1], we want
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to calculate where to split I so that x− is on Γδ and x
+ is on Γ1. We determine b
first. x0 determines a value r0 = u±p
(
x02
(δx01)
p
)
, from which we get
x0 =
(
b(1− (p− 1)r0)
1− pr0
,
(δb)p
1− pr0
)
,
and we see
b =
x01(1− pr
0)
1− (p− 1)r0
.
Then, if we split I at a, we know that x02 − x
+
2 = a(x
−
2 − x
+
2 ). So, we calculate
x02 − x
+
2 = δ
pbpp
(
r0 − s±
(1 − pr0)(1 − ps±)
)
and x−2 − x
+
2 =
−(δb)pps±
1− ps±
,
whence a = s
±−r0
s±(1−pr0) .
On I+, our weight should be constant, so
w(t)|I+ ≡ x
+
1 =
b(1− (p− 1)s±)
1− ps±
= x01
(1− pr0)(1− (p− 1)s±)
(1− (p− 1)r0)(1 − ps±)
.
On I−, the weight should be maximal. So, we re-scale (36) and get
w(t)|I− = b
(
1− (p− 1)s±
1− ps±
)(
t
a
) s±
1−ps±
= x01
(1− pr0)(1− (p− 1)s±)
(1− (p− 1)r0)(1 − ps±)
(
t
a
) s±
1−ps±
.
Therefore, our (potential) extremal weight is
(41) w(t) =

x
0
1
(1−pr0)(1−(p−1)s±)
(1−(p−1)r0)(1−ps±)
(
t
a
) s±
1−ps± 0 ≤ t ≤ a
x01
(1−pr0)(1−(p−1)s±)
(1−(p−1)r0)(1−ps±) a ≤ t ≤ 1,
where a = s
±−r0
s±(1−pr0) .
For the case of p = ∞, given the above work, finding the extremal weight is
rather easy. If we look at the power of t in (41) and use the asymptotics in (26),
we see the power of our extremal weight should be δ− 1. Also, we want the weight
to represent a given point x0 = (x01, x
0
2); recall that the second coordinate when
p =∞ is just x2 = ess supIw. Thus, the constant part of the weight must be equal
to x02. This leaves us with the simple task of finding the appropriate splitting point
a. We take
(42) w(t) =
{
x02
(
t
a
)δ−1
0 ≤ t ≤ a
x02 a ≤ t ≤ 1,
and look for an a such that 〈w〉I = x
0
1. But,
〈w〉I = x
0
2
∫ a
0
(
t
a
)δ−1
dt+ (1− a)x02
= x02 − a
(
x02 −
x02
δ
)
.
Therefore, a =
1−x01/x
0
2
1−1/δ .
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8. B(x) ≤ B(x)
Lemma 2. For every δ ≥ 1, 1 < p ≤ ∞, p−1p < q < ∞ and every x ∈ Ωδ,
B(x; p, q, δ) ≤ B(x; p, q, δ).
Proof. As usual, we address p <∞ first. Since x2 = x
p
1 if and only if w(t) ≡ x1 is
constant, we know that for such points r±p = s
±
p and hence that B(x1, x
p
1; p, q, δ) =
B(x1, x
p
1; p, q, δ) = x
1−q′
1 for all x1 > 0, 1 < p < ∞, and 0 < q < ∞. So, we now
consider δ > 1 and points x with x2x
−p
1 > 1.
Fix an arbitrary point x0 ∈ Ωδ with x
0
2(x
0
1)
−p > 1. Fix I = [0, 1] and let
a ∈ (0, 1]. We define
wc,a,ν(t) =
{
c
(
t
a
)ν
if 0 ≤ t ≤ a
c if a ≤ t ≤ 1.
Then,
(43) 〈wθc,a,ν〉I =
{
cθ 1+(1−a)θν1+θν if θν > −1
∞ if θν ≤ −1.
The weight wc,a,ν has RHp constant equal to
1+ν
(pν+1)1/p
, as is demonstrated in the
appendix (Lemma 7).
As our earlier work suggests, to get an extremal function we use the values
(44) ν =
s±
1− ps±
, a =
s± − r0
s±(1 − pr0)
, c = x01
(1− pr0)(1 − (p− 1)s±)
(1− (p− 1)r0)(1− ps±)
.
Since the calculations for both cases are very similar, we only address the case of
q > 1. With δ > 1, we know s+ > 0; further, s+ < 1/p. Therefore, s
+−r0
s+ < 1−pr
0,
whence 0 < a < 1. And, ν > 0. Also, for this value of ν, the RHp constant for
wc,a,ν is equal to δ, as can easily be checked. Using (43), we check that the weight
wc,a,ν does indeed represent the point x
0. We see
〈wc,a,ν〉I = c
1 + (1− a)ν
1 + ν
, but
1 + ν =
1− (p− 1)s+
1− ps+
, 1 + (1− a)ν =
1− (p− 1)r0
1− pr0
, whence 〈wc,a,ν〉I = x
0
1.
Further,
〈wpc,a,ν〉I = c
p 1 + (1− a)pν
1 + pν
,
cp = (x01)
p δ
p
1− ps+
x02(1 − pr
0)
δp(x01)
p
= x02
1− pr0
1− ps+
,
1 + pν =
1
1− ps+
, 1 + (1− a)pν =
1
1− pr0
, thus 〈wpc,a,ν〉I = x
0
2,
and wc,a,ν does represent x
0. Finally, we check that wc,a,ν is maximal, assuming
that (1 − q′)ν > −1
〈w1−q
′
c,a,ν〉I = c
1−q′ 1 + (1 − a)(1− q
′)ν
1 + (1− q′)ν
,
c1−q
′
= (x01)
1−q′
(
1− ps+
1− pr0
)q′−1(
1− (p− 1)r0
1− (p− 1)s+
)q′−1
,
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1+(1− q′)ν =
1− γs+
1− ps+
, 1+(1−a)(1− q′)ν =
1− γr0
1− pr0
, hence 〈w1−q
′
c,a,ν〉I = B(x
0).
Our assumption that (1− q′)ν > −1 yields the restrictions on q in Theorems 1 and
6:
(1 − q′)ν =
(1− q′)s+
1− ps+
, so
(1− q′)ν > −1⇔ q′ <
1− (p− 1)s+
s+
⇔ q >
1− (p− 1)s+
1− ps+
= q∗(δ, p);
similarly, for p−1p < q < 1, (1 − q
′)ν > −1 ⇔ q < q∗. Therefore, for
p−1
p < q < q∗
and q > q∗, for all p and any δ ≥ 1, by the definition of B(x), we know that
B(x; p, q, δ) ≤ B(x; p, q, δ).
Also, for q∗ ≤ q ≤ q
∗, B(x) is infinite, since the average 〈w1−q
′
c,a,ν〉I is infinite.
Hence, for q∗ ≤ q ≤ q
∗, the inequality B(x) ≤ B(x) is trivially true.
Now, for p = ∞, we follow the same path. As before, along the line x1 = x2,
the weights are all constant, so B(x;∞, q, δ) = B(x;∞, q, δ). We thus consider only
x2 > x1. Again we fix a point x
0 ∈ Ωδ and consider the weight wc,a,ν. We use our
earlier work to inform our choices of c = x02, a =
1−x01/x
0
2
1−1/δ and ν = δ − 1. We check
that this weight represents x0, first by checking
〈wc,a,ν〉I = c
1 + (1− a)ν
1 + ν
=
x02
δ
(δ − δ(1−
x01
x02
)) = x01.
And, clearly, ess supIwc,a,ν = x
0
2. This weight has RH∞ constant equal to δ, which,
as before, we prove in the appendix (see Lemma 8). Finally, we check that this
weight is maximal, assuming (1− q′)ν > −1:
〈w1−q
′
c,a,ν〉I = c
1−q′ 1 + (1− a)(1 − q
′)ν
1 + (1− q′)ν
= (x02)
1−q′ 1 + (1− a)(q
′ − δ(q′ − 1)− 1)
q′ − δ(q′ − 1)
= (x02)
1−q′
q′ − δ(q′ − 1) + δ(q′ − 1)(1−
x01
x02
)
q′ − δ(q′ − 1)
= (x02)
1−q′
q − δ
x01
x02
q − δ
= B(x0).
The restriction that (1 − q′)ν > −1 corresponds to q > δ, as in Theorem 2, and
the fact that the average 〈w1−q
′
c,a,ν〉 is infinite for q ≤ δ establishes the fact that
B(x;∞, q, δ) ≥ B(x;∞, q, δ) for all q > 1. 
9. B(x) ≥ B(x)
We won’t be able to prove this directly; instead, we will resort to an approxima-
tion procedure which will involve looking at domains Ωǫ for ǫ > δ. We would like
to use Lemma 1, but there is a slight difficulty, in that the line joining two points in
Ωδ mentioned there might leave Ωδ. Thus, our first task is to show that for a given
δ, for every ǫ > δ, there is a way to split the interval in such a way that [x−, x+] is
contained inside Ωǫ.
Lemma 3. Case 1, p < ∞: Fix δ > 1. Then for an arbitrary ǫ > δ and an
arbitrary weight w ∈ RHδp(J), there is a splitting J = J
− ∪ J+, |J±| = α±|J |
such that the entire interval with the endpoints x± = (〈w〉J± , 〈w
p〉J±) is in Ωǫ.
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Moreover, the splitting parameters α± can be chosen bounded away from 0 and 1
uniformly with respect to w and, therefore, with respect to J as well.
Case 2, p = ∞: Fix δ > 1. Then for an arbitrary ǫ > δ and an arbitrary
weight w ∈ RHδ∞(J), there is a splitting J = J
− ∪ J+, |J±| = α±|J | such that
x02
x±1
≤ ǫ, where x± = (〈w〉J±, ess supJ±w) and x
0 = (〈w〉J , ess supJw). Moreover,
the splitting parameters α± can be chosen bounded away from 0 and 1 uniformly
with respect to w and, therefore, with respect to J as well.
Proof. We start with p < ∞. Picking a weight w ∈ RHδp(J) fixes an interval J
and a point x0 in Ωδ. Starting from this point, we first try α
± = 12 . If the entire
interval [x−, x+] ⊂ Ωǫ for these parameters, then we fix this splitting and stop.
Assuming that some point of [x−, x+] is outside of Ωǫ for α
± = 12 , we then consider
the possible points of escape from Ωǫ. First of all, since w ∈ RH
δ
p(J), x
0, x+ and
x− are all contained within Ωδ. As they are co-linear, and as the boundary graph
Γǫ := {(x1, x2) : x2 = ǫ
pxp1} is convex, we know that the portion of [x
−, x+] which
lies outside of Ωǫ must be either between x
− and x0 or between x0 and x+, but not
both. Let ξ = x− in the first case and ξ = x+ in the second case; that is, the only
part of [x−, x+] which lies outside of Ωǫ is contained within the segment [x
0, ξ].
We now proceed to change α+ to bring [x−, x+] entirely within Ωǫ. If ξ = x
−,
we decrease α+; if ξ = x+, we increase α+. Let ρ(α+) be the maximum value of
x
1/p
2
x1
along the segment [x0, ξ]. We already know that ρ(12 ) > ǫ, and, since ǫ > δ,
for ξ sufficiently close to x0, ρ(α+) < ǫ. Further, ρ(α+) is continuous. Therefore,
when changing α+ from 12 , there is a value of α
+ such that ρ(α+) = ǫ for the
first time; call this “stopping time” value ω+ (with its corresponding ω− such that
ω+ + ω− = 1). We now check that ω+ is bounded away from 0 and 1 uniformly
with respect to w and I.
If ξ = x+, then ω+ > 12 and ξ1 − x
0
1 = x
+
1 − x
0
1 = ω
−(x+1 − x
−
1 ). On the other
hand, if ξ = x−, then ω− > 12 and ξ1 − x
0
1 = x
−
1 − x
0
1 = ω
+(x−1 − x
+
1 ). Thus,
|ξ1 − x
0
1| = min{ω
±}|x−1 − x
+
1 |.
At ω+, the line passing through x± and x0 is tangent to Γǫ and touches it at a
point we will call τ . The equation for the line tangent to x2 = cx
p
1 for any constant
c at the point τ is
pτ2x1 − τ1x2 = (p− 1)τ1τ2.
The equation for the points of intersection of this line with the graphs Γδ and Γ1,
reduces to
t(
x1
τ1
)p − p
x1
τ1
= 1− p,
for some fixed t which has the solutions x1 = τ1
(
1 +
u±p (t)
1−pu±p (t)
)
. For Γδ, t =
(
δ
ǫ
)p
and for Γ1, t =
1
ǫp . Therefore, the line tangent to Γǫ at τ intersects Γδ at the points
x(δ)± =
(
τ1
[
1 +
u±p ((
δ
ǫ )
p)
1− pu±p ((
δ
ǫ )
p)
]
, τ2
[
1
1− pu±p ((
δ
ǫ )
p)
])
,
and it intersects Γ1 at
x(1)± =
(
τ1
[
1 +
u±p (
1
ǫp )
1− pu±p (
1
ǫp )
]
, τ2
[
1
1− pu±p (
1
ǫp )
])
.
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This gives us the following string of inclusions, [x(δ)−, x(δ)+] ⊂ [x0, ξ] ⊂ [x−, x+] ⊂
[x(1)−, x(1)+]. Therefore,
|x(δ)+1 − x(δ)
−
1 | ≤ |x
0
1 − ξ1| = min{ω
±}|x+1 − x
−
1 | ≤ min{ω
±}|x(1)+1 − x(1)
−
1 |,
and
min{ω±} ≥
|x(δ)+1 − x(δ)
−
1 |
|x(1)+1 − x(1)
−
1 |
=
|(u+p ((
δ
ǫ )
p)− u−p ((
δ
ǫ )
p))(1 − pu+p (
1
ǫp ))(1 − pu
−
p (
1
ǫp ))|
|(u+p (
1
ǫp )− u
−
p (
1
ǫp ))(1 − pu
+
p ((
δ
ǫ )
p))(1 − pu−p ((
δ
ǫ )
p))|
,
which is bounded away from zero and depends only on p, δ and ǫ, and neither w
nor I.
Now, we turn to the case of p = ∞. Since x02 = max{x
±
2 } and both points x
±
are in Ωδ, at least one of the inequalities
x02
x±1
≤ ǫ is always true. First we take
α− = α+ = 1/2; if the required inequalities are both true, we fix this splitting.
Otherwise, we start to change the splitting; namely, we increase α+ if the point
(x+1 , x
0
2) is outside Ωǫ and reduce it in the opposite case. By symmetry, it suffices to
examine one of the possible situations, say, the case where
x02
x+1
> ǫ for α+ = 1/2. The
points x± do not, in general, depend continuously on α+, but the first coordinates
x±1 do. Since x
0 ∈ Ωδ and ǫ > δ, for all α
+ sufficiently close to 1,
x02
x+1
< ǫ, and,
by our assumption,
x02
x+1
> ǫ for α+ = 1/2. So, when we increase α+ from 1/2 (i.e.,
enlarge I+), there is a value of α+ such that
x02
x+1
= ǫ for the first time. As before,
we call this “stopping time” ω+, with ω− := 1−ω+. We want to check that ω± are
bounded away from 0 and 1, using the geometry of the situation. At the stopping
time, we know ǫx+1 = x
0
2. Also, since x
0
2 = x
−
2 , we know that x
0 and x− both lie on
the horizontal line through the point (x+1 , x
0
2). Moreover, since x
− ∈ Ωδ, we know
that
x02
δ ≤ x
−
1 ≤ x
0
2. Therefore, by examining the first coordinates of these points,
we see
0 <
(
1
δ
−
1
ǫ
)
x02 =
x02
δ
− x+1 ≤ x
0
1 − x
+
1 = ω
−(x−1 − x
+
1 ) ≤ ω
−
(
1−
1
ǫ
)
x02,
from which we see that ω− ≥ ǫ/δ−1ǫ−1 > 0. Since ω
+ > 1/2, this proves that ω± are
both bounded away from 0 and 1. Further, these bounds depend on δ and ǫ, and
on neither w nor J . 
We now prove the equality of B and B by establishing the following inequality.
Lemma 4. For every δ ≥ 1, every x ∈ Ωδ, every p ∈ (1,∞], every q ∈ (
p−1
p ,∞)
and every ǫ > δ,
B(x; p, q, δ) ≤ B(x; p, q, ǫ)
With this established, we can pass to the limit as ǫ → δ. For p < ∞ and
q > 1, this is so because s+ is a continuous, increasing function of δ. Thus, if
s+(δ) ≥ 1γ , then s
+(ǫ) is also, in which case B(x; p, q, ǫ) is infinite and the inequality
is trivially true. On the other hand, if s+(δ) < 1γ , then there is a κ > 0 such that
s+(δ + κ) = 1γ , and as long as |ǫ − δ| < κ, we know that B(x; p, q, ǫ) is finite and
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depends continuously upon ǫ. A similar argument applies to p−1p < q < 1. For
p =∞, the continuity in δ is clear; if δ ≥ q, then B(x;∞, q, ǫ) is infinite. If δ < q,
then as long as |ǫ− δ| < (q− δ), B(x;∞, q, ǫ) is finite and depends continuously on
ǫ. The following proof is due to Vasyunin [17].
Proof of Lemma 4. The statement of the lemma means that for an arbitrary weight
w ∈ RHδp(J) and for any ǫ > δ, we have
(45) 〈w1−q
′
〉J ≤ B(x; p, q, ǫ).
Here x = (x1, x2) = (〈w〉J , 〈w
p〉J ). It suffices to prove (45) for step functions w
because an arbitrary weight w can be approximated by a sequence of step functions
wn so that all averages converge: 〈w
1−q′
n 〉J → 〈w
1−q′ 〉J , and (〈wn〉J , 〈w
p
n〉J) →
(〈w〉J , 〈w
p〉J), and we can pass to the limit in (45) because B is continuous in x
if it is finite, and if it is infinite then there is nothing to prove. So, we fix an
interval J , a step function w ∈ RHδp(J) and a number ǫ > δ. Starting with the
interval J0,0, we construct a chain of intervals Jn,m in accordance with the rule in
Lemma 3. For the intervals in the nth generation, we use the notation Jn,m, where
Jn,2k = (Jn−1,k)− and Jn,2k+1 = (Jn−1,k)+. Consequently, the second index runs
from 0 to 2n − 1. The corresponding mean values will be labeled by the same pair
of indices and αn,m = |Jn,m|/|J |. By Lemma 1, we can write the following chain
of inequalities:
B(x0,0; p, q, ǫ) ≥ α1,0B(x1,0; p, q, ǫ) + α1,1B(x1,1; p, q, ǫ)
≥
2n−1∑
m=0
αn,mB(xn,m; p, q, ǫ).(46)
The latter sum tends to 〈w1−q
′
〉J as n → ∞. Indeed, for a fixed step function
w ∈ RHδp(I), the set {x = (〈w〉J , 〈w
p〉J ) : J ⊂ I} is a compact subset of Ωδ, and,
therefore, the continuous function B is bounded on this subset, say B ≤ M , i.e.,
B(xn,m; p, q, ǫ) ≤M (excluding the case of B =∞, when there’s nothing to prove).
So if N is the number of discontinuity points for the step function w, then the
number of intervals Jn,m where w is not a constant is at most N . On all other
intervals w is a constant, in which case B(xn,m; p, q, ǫ) = (xn,m1 )
1−q′ = w1−q
′
, i.e.,
the corresponding summand is 〈w1−q
′
〉Jn,m and the entire sum differs from 〈w
1−q′ 〉J
by at most NM maxm α
m,n. This latter quantity tends to zero because by Lemma
3, the values α± are bounded away from 0 and 1, and the maximum length of the
nth generation intervals tends to 0 as n → ∞. For p = ∞, the proof is nearly
identical; simply use x2 = ess supJw instead of x2 = 〈w
p〉J . 
10. n-dimensional results
We turn to the proof of Theorem 4. Lemma 6, below, and the maximization
argument from section 4 yield an upper bound on the Bellman function. This gives
us an upper bound, C(δ, p, q, n), on the Aq constant of the weights in question. We
finish the proof by showing that for a fixed n > 1, p > 1 and q > 1, the limit of
C(δ, p, q, n) as δ → 1 is 1.
We only consider n-cubes (equal side lengths) with sides parallel to the coordi-
nate axes. Each time we divide a cube Q, we cut it into 2n sub-cubes {Qi}, each
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of size |Qi| =
|Q|
2n . Given a cube Q ⊂ R
n, a weight w ∈ RHδp(Q) if
〈wp〉
1/p
K
〈w〉K
≤ δ
for all sub-cubes K ⊂ Q. Restricting ourselves to cubes doesn’t allow us the
flexibility we had before in choosing our splitting, and it is here that we lose the
sharpness of the constant.
Given a cube Q and its 2n sub-cubes {Qi}, we first find bounds on the ratio
〈w〉Qi
〈w〉Qj
for δ sufficiently small (Lemma 5). We can then use this bound to find a domain Ωǫ
which contains the convex hull of the points {(〈w〉Qi , 〈w
p〉Qi)} which arise from the
splitting of Q. Finally, we use the concavity of our function to produce an upper
bound for the Bellman function.
Lemma 5. Fix n > 1, a cube Q ⊂ Rn and a weight w ∈ RHδp(Q). Divide Q into
2n equal sub-cubes Qi in the manner described above. If 1 ≤ δ <
(
2n
2n−1
)1/p′
, then
1
y
≤
〈w〉Qi
〈w〉Qj
≤ y,
where y is given as the solution to
(47)
(
2 + 2n(δ−p
′
− 1)
)p−1
=
(1 + y)p
1 + yp
.
Proof. First, an observation:
(48)
∑
i〈w〉
p
Qi
(
∑
i〈w〉Qi )
p
≤
δp
2n(p−1)
.
This can be seen from the following, where we apply Ho¨lder’s inequality and then
the assumed reverse-Ho¨lder’s inequality.
1
2n
2n∑
i=1
〈w〉pQi ≤
1
2n
2n∑
i=1
〈wp〉Qi = 〈w
p〉Q
≤ δp〈w〉pQ = δ
p
(
1
2n
2n∑
i=1
〈w〉Qi
)p
.
The idea is that if δ is sufficiently small, (48) restricts the size of the quantity
〈w〉Qi
〈w〉Qj
.
Temporarily let xi := 〈w〉Qi , i = 1 . . . 2
n. Then arrange the xi in non-decreasing
order and re-label so that x1 ≤ x2 ≤ · · · ≤ x2n . Now, set yi :=
xi
x1
. Then 1 =
y1 ≤ y2 ≤ · · · ≤ y2n . We are then after the solution to the following optimization
problem: given the set
S :=
{
(y1, y2, . . . , y2n) : 1 = y1 ≤ y2 ≤ · · · ≤ y2n and
∑
i y
p
i
(
∑
i yi)
p
≤
δp
2n(p−1)
}
,
what is
sup {y2n : ∃(y1, y2, . . . , y2n) ∈ S}?
If this supremum is finite, then we have a bound on the ratio between the averages
of our weight on different sub-cubes Qi.
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Define the function k(y1, y2, . . . , y2n) :=
P
i y
p
i
(
P
i yi)
p . A little calculus (and induc-
tion) allows one to see that, for any n > 1, given a value y := y2n , the minimum
value of k(1, x2, . . . , x2n−1, y) on the region defined by 1 ≤ x2 ≤ · · · ≤ x2n−1 ≤ y
is at the point (1, a, a, . . . , a, y), where a :=
(
1+yp
1+y
)1/(p−1)
. Thus, if we choose our
value y so that k(1, a, . . . , a, y) = δ
p
2n(p−1)
, we have found our supremum. This value
of y solves (47), which is only possible (for 1 ≤ y <∞) if 1 ≤ δ <
(
2n
2n−1
)1/p′
. 
For any weight w ∈ RHδp(Q), the set of points
P := {(〈w〉Q, 〈w
p〉Q), (〈w〉Q1 , 〈w
p〉Q1), . . . , (〈w〉Q2n , 〈w
p〉Q2n )}
lies in the domain Ωδ := {(x1, x2) : x
p
1 ≤ x2 ≤ (δx1)
p}. Our goal is to find an ǫ
such that the convex hull of P lies within Ωǫ. Since the curve Γδ := {(x1, (δx1)
p)}
is convex, if part of the convex hull of P lies outside of Ωδ, only one part of one
edge of the hull lies the furthest outside of Ωδ. Thus, we can simply focus on pairs
of points in P .
Since 1y 〈w〉Qi ≤ 〈w〉Qj ≤ y〈w〉Qi , we know
1
y 〈w〉Q ≤ 〈w〉Qj ≤ y〈w〉Q. If we
label 〈w〉Q = x
0
1, as before, then we see that the worst that could happen is if
P1 := (
x01
y , (δ
x01
y )
p) and P2 := (yx
0
1, (δyx
0
1)
p) are both in P . Thus, the smallest ǫ
which guarantees that Ωǫ will contain the convex hull of P is such that the line
between P1 and P2 is tangent to Γǫ. Solving for ǫ yields
(49) ǫ = δ
[
fp(y)
p
·
(
fp(y)− 1
p− 1
)(1−p)/p]
,
where fp(y) :=
y2−y2−2p
y2−1 . As long as y ≥ 1, (49) gives that ǫ ≥ δ and is bounded.
Consequently, if δ <
(
2n
2n−1
)1/p′
, there is a value y(δ, n, p) which solves (47).
Then, the ǫ which satisfies our conditions is given by (49), using y(δ, n, p), and this
ǫ depends only upon δ, n and p.
Now, we proceed as before. The function B(x; p, q, δ) used in the one-dimensional
case is still our “best guess” at the true Bellman function, as the scaling argument
and calculations of section 5 are identical in the n-dimensional case. What changes
is that we can only prove a restricted version of Lemma 4.
Lemma 6. For every n ≥ 1, every p, q ∈ (1,∞), every δ ∈ [1,
(
2n
2n−1
)1/p′
), every
x ∈ Ωδ, if ǫ solves (49), with the value y(δ, n, p) given by (47), then
B(x; p, q, δ) ≤ B(x; p, q, ǫ)
The proof of this lemma, given the above work, is actually easier than the proof
of Lemma 4. However, the argument is so similar that we won’t repeat it here.
The main change is that in the n-dimensional case, the splitting is determined and
uniform.
Now, from Lemma 6, we can get an upper bound on the Aq(Q) constant of a
weight w ∈ RHδp(Q).
(50) sup
K⊂Q
〈w〉K〈w
1−q′ 〉q−1K ≤ C(δ, p, q, n),
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with
C(δ, p, q, n) =


+∞ 1 < q ≤ q∗(p, ǫ)
1
q∗(p,ǫ)
(
q−1
q−q∗(p,ǫ)
)q−1
q > q∗(p, ǫ)
,
and where q∗(p, ǫ), is as defined in (5), but with δ replaced by the ǫ which solves
(49), given the y which is a solution to (47).
What is important for the proof of Theorem 4 is the limit of this bound as δ
approaches 1 for a fixed p > 1, q > 1, n > 1. It is not difficult to see, from (47),
that for a fixed n > 1 and p > 1, limδ→1 y(δ, n, p) = 1. Also, for a fixed p > 1,
the function fp(y) =
y2−y2−2p
y2−1 satisfies limy→1 fp(y) = p. Consequently, the limit
of the ǫ given by (49) as δ → 1 is 1. By our earlier work on q∗, we know that for
a fixed p > 1, limǫ→1 q
∗(p, ǫ) = 1, whence limδ→1 C(δ, p, q, n) = 1. Therefore, given
any n > 1, p > 1, q > 1, and η > 1, by taking δ close enough to 1, we can ensure
that every weight w ∈ RHδp(Q) satisfies
sup
K⊂Q
〈w〉K〈w
1−q′ 〉q−1K ≤ η,
whence RHδp(Q) ⊂ A
η
q (Q). This proves Theorem 4.
Proof of Theorem 5. Our earlier work is nearly sufficient; as the Bellman function
is dimension-blind, only the splitting of the rectangles and the extremal weights
need to be addressed. At the start of the proof of Lemma 3, given the bounded
rectangle I ⊂ Rn and a weight w ∈ s-RHδp(I), re-scale I so that that the longest
side(s) of I has length 1. Also, translate I so that (one of) the longest side(s) is the
interval (0, 1) in the direction which we will distinguish with the label x1 (as before,
translating and re-scaling I doesn’t affect the Bellman function). Then, split I by
cutting this x1 side a distance 0 < α
− < 1 from 0, producing two sub-rectangles I±.
As before, |I±| = α±|I| (where α− + α+ = 1), and we get two weights w± defined
on I±. The remainder of the splitting is done by further sub-dividing I along the
x1 axis. Given this convention, the proof of Lemma 3 is exactly the same.
Moreover, the extremal weights we found earlier are sufficient here; for a point
x ∈ Ωδ, an extremal weight representing x on the cube I := (0, 1)
n is simply
w(x1, x2, . . . , xn) = wc,a,ν(x1) =
{
c
(
x1
a
)ν
if 0 ≤ x1 ≤ a
c if a ≤ x1 ≤ 1.
,
with c, a, ν as before. This is not difficult to check, and it completes the proof of
Theorem 5. 
11. Appendix: Finding the RHp and RH∞ constants
Lemma 7. The RHp constant for the weight
wc,a,ν(t) =
{
c
(
t
a
)ν
if 0 ≤ t ≤ a
c if a ≤ t ≤ 1,
with 0 < a ≤ 1, c 6= 0 and ν > − 1p is
1+ν
(pν+1)1/p
.
Proof. We want to find the supremum of the expression
(51)
〈wp〉
1/p
J
〈w〉J
26 MARTIN DINDOSˇ AND TREVEN WALL
over all intervals J ⊂ I = [0, 1]. We first notice that the value of c is immaterial,
as the ratio (51) is invariant if we multiply w by a constant. Therefore, we simplify
the calculations and set c = 1. It suffices to restrict our attention to intervals
J = [α, β], with 0 ≤ α < a ≤ β ≤ 1. We will justify this restriction later. We now
simply calculate
〈wa,ν〉[α,β] =
β(ν + 1)− aν − a−ναν+1
(β − α)(ν + 1)
〈wpa,ν〉[α,β] =
β(pν + 1)− apν − a−pναpν+1
(β − α)(pν + 1)
,
so
(52)
〈wpa,ν〉
1/p
[α,β]
〈wa,ν〉[α,β]
=
(ν + 1)(β − α)1−1/p(β(pν + 1)− apν − a−pναpν+1)1/p
(pν + 1)1/p(β(ν + 1)− aν − a−ναν+1)
.
If we define
λ :=
a−ναν+1
β(ν + 1)− aν
and µ :=
a−pναpν+1
β(pν + 1)− apν
,
we see that 0 ≤ λ < 1 and 0 ≤ µ < 1, by our restrictions on α, β and ν. Also,
define
θ :=
1 + ν
(pν + 1)1/p
.
Using these substitutions, and pulling out β, the right-hand side of (52) becomes
θ
(1 − µ)1/p
1− λ
(
1−
α
β
)1−1/p (1 + pν(1− aβ ))1/p
1 + ν(1 − aβ )
.
We simplify further, using τ = ν(1− aβ ), and K =
(1+pτ)1/p
1+τ . Note that for ν > −
1
p ,
we have 0 < K ≤ 1. Then we arrive at
(53)
〈wpa,ν〉
1/p
[α,β]
〈wa,ν〉[α,β]
= θ
(1− µ)1/p
1− λ
(
1−
α
β
)1−1/p
K.
One further reduction is possible, as
(54) λpµ−1 = β1−pαp−1Kp, whence
α
β
=
(
λ
K
)p′
µ
−1
p−1
So, we arrive at the expression we want to maximize,
θ
(1− µ)1/p
1− λ
(
1−
(
λ
K
)p′
µ−
1
p−1
)1−1/p
K.
Let
φ(λ, µ) =
(1− µ)1/p
1− λ
(
1−
(
λ
K
)p′
µ−
1
p−1
)1−1/p
,
and the rest is straightforward calculus.
∂φ
∂µ
=
(1−
(
λ
K
)p′
µ−
1
p−1 )−1/p(1− µ)−1/p
′
p(1− λ)
[(
λ
Kµ
)p′
− 1
]
,
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which is zero at µ = λ/K; further, this critical value is the location of a maximum.
Consequently, we calculate
φ(λ,
λ
K
) =
1− λK
1− λ
,
and, we see from (54) that λ/K = µ
1
p
(
α
β
) 1
p′
< 1. Since K ≤ 1, we know then that
0 ≤ φ(λ,
λ
K
) ≤ 1.
Consequently,
(55)
〈wpa,ν〉
1/p
[α,β]
〈wa,ν〉[α,β]
= θKφ(λ, µ) ≤ θ =
1 + ν
(pν + 1)1/p
,
which is our desired result. This bound is achieved at α = 0, β = a. We note here
that this bound doesn’t depend on a. Consequently, we don’t need to treat the case
of β < a separately, since in that case a is simply a multiplicative constant which
doesn’t affect the norm. The case of β = a (which we have considered) is sufficient
to cover this. 
Lemma 8. The RH∞ constant for the weight
wc,a,ν(t) =
{
c
(
t
a
)ν
if 0 ≤ t ≤ a
c if a ≤ t ≤ 1,
with 0 < a ≤ 1, c 6= 0 and ν > 0 is ν + 1.
Proof. We seek the supremum of
(56)
ess supJw
〈w〉J
over all subintervals J ⊂ I := [0, 1]. We again notice that the value of c is im-
material, as (56) doesn’t change when w is multiplied by a constant. Thus, we
take c = 1. We work with intervals J = [α, β] and first prove that it is sufficient
to consider 0 ≤ α < β ≤ a. Clearly, if α ≥ a, (56) is equal to one, which is not
maximal; so we only consider α < a. If β > a, then (56) is equal to
(β − α)∫ a
α (t/a)
ν dt+ (β − a)
,
which is maximized when β = a.
Consequently, we consider 0 ≤ α < β ≤ a. With this, (56) becomes
(β/a)ν(β − α)
a−ν
∫ β
α
tν dt
= (ν + 1)
(
1− αβ
1− (αβ )
ν+1
)
.
Let y = α/β and consider the function y → 1−y1−yν+1 . On the interval y ∈ [0, 1), this
function is maximized at y = 0 and has a value of 1. Hence, α = 0. We then see
that (56) is equal to ν + 1 on the interval J = [0, β] for any β ≤ a, and this is our
desired constant. 
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