In this paper, we propose a novel real-time 3D hand gesture recognition algorithm based on depth information. We segment out the hand region from depth image and convert it to a point cloud. Then, 3D moment invariant features are computed at the point cloud. Finally, support vector machine (SVM) is employed to classify the shape of hand into different categories. We collect a benchmark dataset using Microsoft Kinect for Xbox and test the propose algorithm on it. Experimental results prove the robustness of our proposed algorithm.
Introduction
Human computer interaction (HCI) is one of the most important research topics in information technology area. Human hand movement is a natural way to interact with computer, especially for gaming. Automatically hand gesture recognition is difficult to solve. Traditional hand gesture recognition algorithms are based on RGB color information [1] [2] [3] [4] [5] [6] [7] which captures 2D appearance cues only. However, hand gesture information is mostly described by the 3D shape of human hand. Obtaining 3D information using 2D cameras are not robust and computing intensive. Traditional 3D scanner are slow and expensive thus not suitable for ordinary applications. Some wearable devices [9] [10] can capture 3D information effectively but its applications are restricted. Recently, 3D cameras are becoming cheaper and faster. Many companies (e.g. Microsoft, PrimeSense [11] etc.) have launched their 3D cameras which can capture depth information as well as RGB color information. These affordable and fast cameras open a door for researchers to design new algorithms for hand gesture based HCI.
In this paper, we propose a depth image based 3D hand gesture recognition algorithm for HCI. We segment hand regions from the depth images and convert them into 3D point clouds. 3D moment invariants are then computed as feature descriptors. The features encoded the shape information of human hand. The gesture categories are then recognized by classification on the feature descriptors using support vector machine (SVM). Results on a dataset collected using Microsoft Kinect for Xbox prove the effectiveness of our proposed algorithm. Figure 1 . The processing chain of our propose hand gesture recognition algorithm.
Proposed method

Depth Image
Segmentation Feature Extraction Classification Figure 1 and Figure 2 give an overview and illustration of our proposed hand gesture recognition method. Firstly, the hand region are segmented from input depth image using a given hand position. The hand position can be obtained using a 3D hand tracking algorithm. Then, we convert the segmented hand region into point cloud and extract 3D shape feature of the point cloud. Finally, the features are classified as different gesture categories using machine learning algorithms.
Segmentation. Given a depth image and a 3D point as hand position, we segment out hand region by choose the points within a sphere around the hand position in 3D space. However, if the hand is close (but not connected) to a background object (e.g. table), the region segmented using a sphere with R center at the hand point may contains some pixels from the background. We use a 1-d connect component selection algorithm which is described below to eliminate these background pixels:
Initial: depth value z of hand position; a scalar value r specify the maximum length within which two points are considered as connected; a range R=[z 1 , z 2 ] with z 1 = z-r and z 2 = z+r; a collection of points P whos depth values fall in the range [z1, z2] While (any pixel falls in range [z 1 -r, z 1 ) ) Add the pixels in [z 1 -r, z 1 ) to P and set z 1 =z 1-r; End While (any pixel falls in range (z 2 , z 2 +r])
Add the pixels in (z 2 , z 2 +r] to P and set z 2 =z 2 +r; End Return P Feature extraction. To extract features of hand shape, we convert the segmented hand region into a point cloud first. Then we compute 3D moment invariants [11] on the point cloud.
Let ( ̅ , , ̅ ) be the centroid of the hand point cloud. Define the central moment μ as:
= ∑ ( − ̅ ) ( − ) ( − ̅ ) (1) Where N is the number of points in the point cloud. With this, we calculate three moment invariants:
We also compute the three eigen values λ , λ , λ . Then we concatenate the six features into a 6-d feature vector. Before concatenating, we normalize the 3D moment invariants as ! = log ( )/3 and the three eigen values as ' ! = log (' )/2. In our experiments, such a normalization can improve the performance significantly.
Classification. We employ support vector machine (SVM) as our classifier. In our experiments, a linear SVM with soft margin (C=300) is used.
Experimental results
To test our proposed algorithm, we collect a benchmark dataset using Microsoft Kinect for Xbox. Three gesture categories (paper, rock and scissors) are recorded. Each category contains about 400 samples. Each sample contains a 640x480 size depth image and a 3D point represents the hand position. Hand positions are captured by a 3D hand tracking algorithm during data collection. Figure  3 present some example depth images of our dataset. 
