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The Robert-Sommeria-Miller equilibrium statistial mehanis predits the nal organization of
two dimensional ows. This powerful theory is diult to handle pratially, due to the omplexity
assoiated with an innite number of onstraints. Several alternative simpler variational problems,
based on Casimir's or stream funtion funtionals, have been onsidered reently. We establish the
relations between all these variational problems, justifying the use of simpler formulations.
PACS numbers: 05.20.-y, 05.20.Cg, 05.20.Jj, 47.32.-y., 47.32.C-
We onsider the 2D Euler equation, on a domain D
∂ω
∂t
+ v·∇ω = 0 ; v = ez ×∇ψ ; ω = ∆ψ (1)
where ω is the vortiity, v the veloity and ψ the stream
funtion (with ψ = 0 on ∂D, D is simply onneted).
The equilibrium statistial mehanis of the 2D Eu-
ler equation (the Robert-Sommeria-Miller (RSM) theory
[1, 2, 3℄), assuming ergodiity, predits the nal organi-
zation of the ow, on a oarse grained level (see [4℄ for
a reent review of Onsager ideas, that inspired the RSM
theory). Besides its elegane, this preditive theory is a
very interesting and useful sienti tool.
From a mathematial point of view, one has to solve
a miroanonial variational problem (MVP) : maximiz-
ing a mixing entropy S[ρ] = −
∫
D
d2x
∫
dσ ρ log ρ, with
onstraints on energy E and vortiity distribution d
S(E0, d) = sup
{ρ|N [ρ]=1}
{S[ρ] | E [ω] = E0 , D [ρ] = d } (MVP).
ρ (x, σ) depends on spae x and vortiity σ variables.
The theoretial preditability of RSM theory requires
the knowledge of all onserved quantities. The innite
number of Casimir's funtionals (this is equivalent to vor-
tiity distribution d) have then to be onsidered. This is
a huge pratial limitation. When faed with real ows,
physiists an then either give physial arguments for a
given type of distribution d (modeler approah) or ask
whether it exists some distribution d with RSM equilib-
ria lose to the observed ow (inverse problem approah).
However, in any ases the omplexity remains : the lass
of RSM equilibria is huge.
During reent years, authors have proposed alterna-
tive approahes, whih led to pratial and/or mathe-
matial simpliations in the study of suh equilibria.
As a rst example, Ellis, Haven and Turkington [5℄ pro-
posed to treat the vortiity distribution anonially (in
a anonial statistial ensemble). From a physial point
of view, a anonial ensemble for the vortiity distribu-
tion would mean that the system is in equilibrium with
a bath providing a prior distribution of vortiity. As
suh a bath does not exist, the physially relevant en-
semble remains the one based on the dynamis : the mi-
roanonial one. However, the Ellis-Haven-Turkington
approah is extremely interesting as it provides a drasti
mathematial and pratial simpliation to the prob-
lem of omputing equilibrium states. A seond example,
largely popularized by Chavanis [6, 7℄, is the maximiza-
tion of generalized entropies. Both the prior distribution
approah of Ellis, Haven and Turkington or its gener-
alized thermodynamis interpretation by Chavanis lead
to a seond variational problem: the maximization of
Casimir's funtionals, with energy onstraint (CVP)
C(E0, s) = inf
ω
{
Cs[ω] =
∫
D
s(ω)d2x | E [ω] = E0
}
(CVP)
where Cs are Casimir's funtionals, and s a onvex fun-
tion (Energy-Casimir funtionals are used in lassial
works on nonlinear stability of Euler stationary ows
[8, 9℄, and have been used to show the nonlinear stability
of some of RSM equilibrium states [2, 10℄).
Another lass of variational problems (SFVP), that in-
volve the stream funtion only (and not the vortiity),
has been onsidered in relation with the RSM theory
D (G) = inf
ψ
{∫
D
d2x
[
−
1
2
|∇ψ|
2
+G (ψ)
] }
(SFVP)
Suh (SFVP) funtionals have been used to prove the
existene of solutions to the equation desribing riti-
al points of (MVP) [10℄. Interestingly, for the Quasi-
geostrophi model, in the limit of small Rossby deforma-
tion radius, suh a SFVP funtional is similar to the Van-
Der-Walls Cahn Hilliard model whih desribes phase o-
existene in usual thermodynamis [11, 12℄. This physial
analogy has been used to make preise preditions in or-
der to model Jovian vorties [11, 13℄. (SFVP) funtionals
are muh more regular than (CVP) funtionals and thus
also very interesting for mathematial purposes.
When we presribe appropriate relations between the
distribution funtion d, the funtions s and G, the
three previous variational problems have the same riti-
al points. This has been one of the motivations for their
2use in previous works. However, a lear desription of
the relations between the stability of these ritial points
is still missing (is a (CVP) minimizer a RSM equilibria,
or does a RSM equilibria minimize (CVP) ?). This has
led to fuzzy disussions in reent papers. Providing an
answer is a very important theoretial issue beause, as
explained previously, it will lead to deep mathematial
simpliations and will provide useful physial analogies.
The aim of this short paper is to establish the relation
between these three variational problems. The result is
that any minimizer (global or loal) of (SFVP) minimizes
(CVP) and that any minimizer of (CVP) is a RSM equi-
libria. The opposite statements are wrong in general. For
instane (CVP) minimizers may not minimize (SFVP),
but be only saddles. Similarly, RSM equilibria may not
minimize (CVP) but be only saddles, even if no expliit
example has yet been exhibited.
These results have several interesting onsequenes :
1. As the ensemble of (CVP) minimizers is a sub-
ensemble of the ensemble of RSM equilibria, one
an not laim that (CVP) are more relevant for ap-
pliations than RSM equilibria.
2. The link between (CVP) and RSM equilibria pro-
vides a further justiation for studying (CVP).
3. Based on statistial mehanis arguments, when
looking at the Euler evolution on a oarse-grained
level, it may be natural to expet the RSM entropy
to inrease. There is however no reason to expet
suh a property to be true for the Casimir's fun-
tional. As explained above, it may also happen that
entropy extrema being (CVP) saddles.
In order to simplify the disussion, we keep only the
energy onstraint at the level of the Casimir funtional
(CVP). Adding other onstraints, suh as the irulation
[14℄, or even the mirosopi enstrophy, does not hange
the disussion.
We note that all the disussion an be easily gen-
eralized to any system with long range interations
(self-gravitating systems, Vlasov Poisson system) [15℄.
In the rst setion, we explain the link between a on-
strained variational problem and its relaxed version. We
explain that any minimizer of the seond is a minimizer
of the rst. In the seond setion, we present the mi-
roanonial variational problem (MVP). We then intro-
due a mixed grand anonial ensemble by relaxing the
vortiity distribution onstraint in the RSM formalism.
We prove in the third setion that this mixed ensemble
is equivalent to (CVP). Similarly, in the last setion we
prove that (SFVP) variational problem is equivalent to a
relaxed version of (CVP).
RELATIONS BETWEEN CONSTRAINED AND
RELAXED VARIATIONAL PROBLEMS
We disuss briey relations between a onstrained vari-
ational problem and its relaxed version. This situation
appears very often in statistial mehanis when passing
from one statistial ensemble to another. We assume that
the Lagrange's multipliers rule applies. Let us onsider
the two variational problems
G(C) = inf
x
{g(x)|c(x) = C} and H(γ) = inf
x
{hγ(x) = g(x) − γc(x)} .
G is the onstrained variational problem and H is the
relaxed one, γ is the Lagrange multiplier (or the dual
variable) assoiated to C. We have the results :
1. H (γ) = infC {G(C)− γC} and G(C) ≥ supγ {γC +H(γ)}
2. If xm is a minimizer of hγ then xm is also a mini-
mizer of G(C) with the onstraint C = c(xm)
3. If xm is a minimizer of G(C), then it exists a value
of γ suh that xm is a ritial point of hγ , but xm
may not be a minimizer of hγ but just a saddle.
Then xm is a minimizer of hγ if and only if G(C) =
supγ {H(γ) + γC} if and only if G(C) oinides with
the onvex hull of G in C. In this last situation the
two variational problems are said equivalent.
Suh results are extremely lassial. More detailed re-
sults in this ontext may be found in [14℄. Situations of
ensemble inequivalene have been lassied, in relation
with phase transitions [16℄.
Equality in point 1. follows from the remark that
H(γ) = inf
C
n
inf
x
{g(x) − γc(x)|c(x) = C}
o
= inf
C
n
inf
x
{g(x)|c(x) = C} − γC
o
.
We remark that −H is the Legendre-Fenhel transform
of G. The inequality of point 1. is then a lassial onvex
analysis result. We have for any value of γ,
G(C) = infx {g(x)|c(x) = C} = infx {g(x)− γc(x)|c(x) = C}+ γC
≥ infx {g(x) − γc(x)} + γC = H(γ) + γC.
(2)
This is a diret proof of the inequality of point 1.
Point 2. : for xm a minimizer of hγ and x with c(x) =
c(xm), we have g(xm) = hγ(xm) + γc(xm) ≤ hγ (x) +
γc(xm) = g(x). This proves 2.. First assertion of 3. is
Lagrange's multipliers rule. Clearly, xm is a minimizer
of hγ if and only if equality ours in (2). It is a lassial
result of onvex analysis that the onvex hull of G is the
Legendre-Fenhel transform of −H . This onludes the
proof of 3.. Many examples where xm is a saddle may
be found in the literature (see [16℄, or examples in the
ontext of Euler equation in [17, 18, 19℄).
RSM STATISTICAL MECHANICS
Euler's equation (1) onserves the kineti energy
E [ω] =
1
2
∫
D
d2x (∇ψ)
2
= −
1
2
∫
D
d2xωψ = E0 (3)
3and for suiently regular funtions s, Casimirs
Cs[ω] =
∫
D
d2x s(ω). (4)
Let us dene A (σ) the area of D with vortiity values
lower than σ, and d (σ) the vortiity distribution
d (σ) =
1
|D|
dA
dσ
with A (σ) =
∫
D
d2xχ{ω(x)≤σ}, (5)
where χB is the harateristi funtion of ensemble B,
and |D| is the area of D. As Euler's equation (1) is a
transport equation by an inompressible ow, d (σ) (or
equivalently A (σ)) is onserved by the dynamis. Con-
servation of distribution d (σ) and of all Casimir's fun-
tionals (4) is equivalent.
RSM miroanonial equilibria (MVP)
We present the lassial derivation [2℄ of the miro-
anonial variational problem whih desribes RSM equi-
libria. Suh equilibria desribe the most probable mixing
of the vortiity ω, onstrained by the vortiity distribu-
tion (5) and energy (3) (other onservation laws ould be
onsidered, for instane if the domainD has symmetries).
We make a probabilisti desription of the ow. We
dene ρ (σ,x) the loal probability that the mirosopi
vortiity ω take a value ω (x) = σ at position x. As ρ is
a loal probability, it veries a loal normalization
N [ρ] (x) ≡
∫ +∞
−∞
dσ ρ (σ,x) = 1. (6)
The known vortiity distribution (5) imposes
D [ρ] (σ) ≡
∫
D
dx ρ (σ,x) = d (σ) . (7)
We are interested on a loally averaged, oarse-grained
desription of the ow. The oarse grained vortiity is
ω (x) =
∫ +∞
−∞
dσ σρ (σ,x) . (8)
ψ = ∆ω¯ is the oarse grained stream funtion. The en-
ergy may be expressed in terms of the oarse-grained vor-
tiity distribution as
E [ω] ≡ −
1
2
∫
D
ψωdx ≃ E0. (9)
The entropy is a measure of the number of mirosopi
vortiity elds whih are ompatible with a distribution
ρ. By lassial arguments, suh a measure is given by the
Maxwell-Boltzmann entropy
S [ρ] ≡ −
∫
D
d2x
∫ +∞
−∞
dσ ρ log ρ. (10)
The most probable mixing for the potential vortiity
is thus given by the probability ρeq whih maximizes
the Maxwell-Boltzmann entropy (10), subjet to the
three onstraints (6,7 and 9). The equilibrium entropy
S(E0, d), the value of the onstrained entropy maxima,
is then given by the miroanonial variational problem
(MVP) (see the introdution).
Using the Lagrange's multipliers rule, there exists β
and α (σ) (the Lagrange parameters assoiated to the
energy and vortiity distribution, respetively) suh that
the ritial points of (MVP) verify
ρeq (x, σ) =
1
zα (βψeq)
exp [σβψeq − α (σ)] , (11)
where we dene
zα (u) =
∫ +∞
−∞
dσ exp [σu− α (σ)] and fα (u) =
d
du
log zα.
(12)
We note that zα is positive, log zα is onvex, and thus fα
is stritly inreasing.
From (11), using (8), the equilibrium vortiity is
ωeq = fα (βψeq) or equivalently gα (ωeq) = βψeq , (13)
where gα is the inverse of fα. The atual equilibrium
ωeq is the minimizer of the entropy while verifying the
onstraints, between all ritial points for any possible
values of β and α.
We note that solutions to (13) are stationary ows.
RSM onstrained grand anonial ensemble
We onsider the statistial equilibrium variational
problem (MVP), but we relax the vortiity distribution
onstraint. This onstrained (or mixed) grand anonial
variational problem is
G(E0, α) = inf
inf{ρ|N [ρ]=1}
{
Gα[ρ]
∣∣ E [ω] = E0} , (14)
with the Gibbs potential funtional dened as
Gα [ρ] ≡ −S [ρ] +
∫
D
d2x
∫ +∞
−∞
dσ α (σ) ρ (x, σ) .
In the following setion, we prove that (14) is equiva-
lent to the onstraint Casimir one (CVP). Using the re-
sults of the rst setion, relating onstrained and relaxed
variational problems, we an thus onlude that mini-
mizers of (CVP) are RSM equilibria, but the onverse is
wrong in general, as stated in the introdution.
4CONSTRAINED CASIMIR (CVP) AND GRAND
CANONICAL ENSEMBLES ARE EQUIVALENT
Equivalene
We onsider a Casimir's funtionnal (4), where s is
assumed to be onvex. The ritial points of the on-
strained Casimir variational problem (CVP, see introdu-
tion) verify
ds
dω
(ωeq) = βψeq , (15)
where β is the opposite of the Lagrange's multiplier for
the energy. Solutions to this equation are stationary
states for the Euler equation. Moreover, with suitable
assumptions for the funtion s, suh ows are proved to
be nonlinearly stable [8℄.
This last equation is very similar to the one veried
by RSM equilibria (13). Indeed let us dene sα the
Legendre-Fenhel transform of log zα
sα (ω) = sup
u
{uω − log zα (u)} . (16)
Then sα is onvex. Moreover, if log zα is dierentiable,
then diret omputations lead to
sα (ω) = ωgα (ω)− log (zα (gα (ω))) (17)
and to ds/dω = gα. The equilibrium relations (13), and
(15) with s = sα, are the same ones. It been observed in
the past by a number of authors [2℄.
Let us that (14) and (CVP) are equivalent if s = sα.
More preisely, we assume that Lagrange's multipliers
rule applies, and we prove that minimizers of both varia-
tional problems have the same ωeq and that C(E0, sα) =
G(E0, α).
We onsider a minimizer ρeq of (14) and
ωeq =
∫
dσ σρeq . Then E [ωeq] = E0 and
G(E0, α) = Gα [ρeq]. A Lagrange multiplier β
then exists suh that ρeq veries equation (11).
Diret omputation gives ρeq log ρeq + αρeq =
exp (βσψeq − α (σ)) [− log zα (βψeq) + βσψeq ] /zα (βψeq).
Using ωeq =
∫
dσ σρeq, (13) and (17), we obtain
∫ +∞
−∞
dσ (ρeq log ρeq + αρeq) = − log zα (βψeq)+βψeqωeq = sα (ωeq) .
(18)
From the denitions of G and C, we obtain G(E0, α) =
Gα [ρeq] = Csα [ωeq]. Now, as C is an inmum,
Csα [ωeq] ≥ C(E0, sα) and
G(E0, α) ≥ C(E0, sα).
We now prove the opposite inequality. Let ωeq,2 be a
minimizer of (CVP) with s = sα. Then it exists β2 suh
that (15) is veried with dsα/dω = gα. We then de-
ne ρeq,2 ≡ exp[σβ2ψeq,2 − α (σ)] /zα (β2ψeq,2). Follow-
ing the same omputations as in (18) , we onlude that
Gα [ρeq,2] = Csα [ωeq,2] = C(E0, sα). Then using that G
is an inmum we have G(E0, α) ≤ C(E0, sα) and thus
G(E0, α) = C(E0, sα).
Then Csα [ωeq] = C(E0, sα) = G(E0, α) = Gα [ρeq,2].
Thus ωeq and ρeq,2 are minimizer of (CVP) and of (14)
respetively. But as suh minimizers are in general not
unique, ωeq may be dierent from ωeq,2 and β may be
dierent from β2.
A formal, but very instrutive, alternative way to ob-
tain equivalene between (CVP) and (14) is to note that
Csα [ω] = inf
{ρ|N [ρ]=1}
{
Gα [ρ]
∣∣ ∫ +∞
−∞
dσ σρ = ω(x)
}
. (19)
We do not detail the omputation. A proof of this result
is easy as we minimize a onvex funtional with linear
onstraints. Then, from (14), using (19), we obtain
G(E0, α) = inf
ω

inf
{ρ|N[ρ]=1}

Gα[ρ]
˛˛˛ Z +∞
−∞
dσ σρ = ω(x)
ff ˛˛˛
E [ω] = E0
ff
= C(E0, sα).
Seond variations and loal stability equivalene
In the previous setion, we have proved that the on-
strained Casimir (CVP) and mixed ensemble (14) varia-
tional problems are equivalent, for global minimization.
Does this equivalene also hold for loal minima ? We
now prove that the reply is positive.
We say that a ritial point ρeq of the onstrained
mixed ensemble variational problem (14) is loally stable
i the seond variations δ2Jα, of the assoiated free en-
ergy Jα = Gα+βE, are positive for perturbations δρ that
respet the linearized energy onstraints
∫
D ψeqδω = 0,
where δω =
∫
dσ σδρ. Similarly, the seond variations
δ2Ds of the free energy Ds = Cs + βE dene the loal
stability of the Casimir maximization.
By a diret omputation, we have δ2Gα [δρ] =
−δ2Sα [δρ] =
∫
D
dx
∫
dσ 1
ρeq
(δρ)
2
and δ2Csα [δω] =∫
D
dx s
′′
α (ωeq) (δω)
2
. We deompose any δρ as
δρ = δρ‖+δρ⊥ with δρ‖ =
δω
f
′
α
 
−z
′
α + σzα
z2α
!
exp [σβψeq − α (σ)] .
In this expression, the funtions f
′
α, zα and z
′
α are eval-
uated at the point βψeq. Using the denition of fα and
of zα (12), and the fat that f
′
α =
(
−z
′2
α + zαz
′′
α
)
/z2α we
easily verify that the above expression is onsistent with
the relation δω =
∫
dσ σδρ.
Moreover by lengthy but straightforward omputa-
tions, we verify that
∫
dσ δρ‖δρ⊥/ρeq = 0. In this sense,
the deomposition δρ = δρ‖+ δρ⊥ distinguishes the vari-
ations of ρ that are normal to equilibrium relation (11)
from the tangential ones.
5From s
′
α = gα and using that (gα)
−1
= fα, we
obtain s
′′
α =
(
f
′
α
)−1
. using this relation we obtain∫
dσ
(
δρ‖
)2
/ρeq = s
′′
α (ωeq) (δω)
2
. We thus onlude
δ2Jα [δρ] =
∫
D
d2x
∫ +∞
−∞
dσ
1
ρeq
(
δρ⊥
)2
+ δ2Dsα [δω] . (20)
To the best of our knowledge, this equality has never been
derived before. It may be very useful as seond variations
are involved in many stability disussions.
From equality (20), it is obvious that the seond vari-
ations of Jα are positive i the seond variations of Dsα
are positive. If we also note that perturbations whih
respet the linearized energy onstraint are the same for
both funtionals, we onlude that the loal stabilities of
the two variational problems are equivalent.
RELATION BETWEEN RSM EQUILIBRIA AND
STREAM FUNCTION FUNCTIONALS
In this setion, we establish the relation between
stream funtion funtionals and RSM equilibria. For this
we onsider the onstrained Casimir variational problem
(CVP). However, we relax the energy onstraint. We
thus onsider the free energy assoiated to CVP
F (β, s) = inf
ω
{Fs[ω] = Cs[ω] + βE [ω] } . (21)
This is an Energy-Casimir funtional [8℄. As previously
explained, minima of this relaxed variational problem are
also minimum (CVP). It is thus also a RSM equilibria.
Let G be the Legendre-Fenhel transform of the fun-
tion s : G(z) = supy {zy − s(y)}. G is thus onvex. In
the following, we will show that the variational problem
(21) is equivalent to the SFVP
D (β,G) = inf
ψ
{
DG[ψ] =
∫
D
d2x
[
−
β
2
|∇ψ|
2
−G (βψ)
] }
.
More preisely we prove that
1. F (β, s) = D(β,G)
2. ωeq = ∆ψeq is a global minimizer of Fs if and only
if ψeq is a global minimizer of DG
3. If ψeq is a loal minimizer of Fs then it is a loal
minimizer of Ds.
In order to prove these results, it is suient to prove
a) ωc = ∆ψc is a ritial points of Fs if and only if ψc is
a ritial point of DG, and then Fs [ωc] = DG [ψc]
b) For any ω = ∆ψ , Fs [ω] ≥ DG [ψ].
Point a) has been notied in [12℄, and is atually suient
to prove points 1) and 2). The inequality b) [20℄ proves
that DG is a support funtional to Fs [20℄. Let us prove
points a) and b). First, the ritial points of Fs and
DG verify s
′(ωc) = βψc and ωc = G
′ (βψc). Now using
that G is the Legendre-Fenhel transform of s, if s is
dierentiable, we have (s′)
−1
= G′. Thus the ritial
points of both funtionals are the same.
Let us prove point b)
Fs[ω] = −
∫
D
d2x [−s (ω) + βωψ] +
∫
D
d2x
β
2
ωψ
≥
∫
D
d2x
[
−G(βψ) +
β
2
ωψ
]
= DG [ψ]
where we have used the denition of G, as the Legendre-
Fenhel transform of s, in order to prove the inequality.
We now onlude the proof of point a). A diret om-
putation gives G(x) = x (s′)
−1
(x)− s
[
(s′)
−1
(x)
]
. Thus
G(βψc) = βψcωc − s (ωc). This proves that an equality
atually ours in the preeding equations, for the ritial
points : Fs[ωc] = DG [ψc].
We have thus established the relations between RSM
equilibria and the simpler Casimirs (CVP) and stream
funtion (SFVP) variational problems.
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