Abstract-An iterative approach is developed for decoding Space Time Trellis Codes (STTCs) in frequency selective Multiple Input Multiple Output (MIMO) channels. The method uses the Partitioned Viterbi Algorithm (PVA) as an equaliser for the MIMO system. It is used iteratively with a STTC decoder that provides soft outputs using the Soft Output Viterbi Algorithm (SOVA).
I. INTRODUCTION
T HE use of single carrier space-time coded systems provides an alternative for the deployment of medium to high-speed data networks in dispersive environments, such as those required in emergency services networks, which typically use narrowband channels. Further advances to increase the capacity of GSM/EDGE based systems can also benefit from this approach. To enable the required high quality data services, the available capacity of these wireless links must be increased. This can be done through increasing bandwidth, power levels and diversity. Increasing diversity has been shown to be crucial to increasing capacity and improving performance [1] .
Space-Time processing is used to provide spatial and temporal diversity. Spatial diversity is generated by using multiple antennas, either at the transmitter or the receiver or both in a Multiple Input Multiple Output (MIMO) system. Temporal diversity is generated by transmitting a signal, or some function of a signal, multiple times. The space-time systems under consideration have N T ≥ 2 transmit antennas and N R ≥ 1 receive antennas [2] .
It has been shown that capacity increases proportional to min(N T , N R ) are possible [3] . However it is difficult to develop systems to achieve these gains. Maximum Likelihood (ML) decoding of uncoded flat-fading MIMO systems has complexity of order M NT , where M is the size of the transmitted constellation. Complexity is even greater in a There have been several approaches to reducing the decoding complexity of MIMO systems. BLAST systems do so by estimating one transmitted signal at a time [4] . This allows linear complexity with increasing N T , but suffers from diversity loss, as the system does not employ ML decoding. Space Time Block Code (STBC) [5] and Space Time Trellis Code (STTC) [2] , [6] systems transmit correlated data streams, which require fewer states at the receiver. However, ML decoding remains complex in the ISI channel. Previous work has been done on minimum-mean-square-error decision feedback equalisers (MMSE-DFE) for MIMO systems [7] , [8] , as these can reduce the effective channel length (L), and hence reduce complexity [9] , [10] , [11] . The work of [12] developed an equalisation method based on the MMSE-DFE forward filter and the Viterbi algorithm, that has linearly increasing complexity with N T , (complexity proportional to N T M L−1 ). Here we develop a system that combines Space Time Trellis Codes (STTC) [2] , [6] and the Partitioned Viterbi Algorithm (PVA) [12] using the Soft Output Viterbi Algorithm (SOVA) [13] to achieve iterative joint equalisation and decoding. Other approaches, such as MAP equalisation [14] [15], have also been proposed. The proposed system has potential for low bandwidth, high data rate communications as required by, for example, APCO 25 [16] . To the best of our knowledge, it is the first to apply the SOVA to decoding STTCs,. It is also novel in its calculation and passing of soft information between trellis decoders.
As shown in Fig. 1 a STTC is used to add redundancy and correlation between the transmitted data streams. An interleaver is added to reduce error propagation in iterative decoding and equalisation. The PVA provides suboptimum reduced complexity channel equalisation. The estimated transmitted sequence and reliability information are fed-back from the STTC decoder to the PVA via an interleaver. The PVA and 0090-6778/09$25.00 c 2009 IEEE STTC decoder iteratively share symbol decisions and generate reliability information using the SOVA.
The STTCs are summarised in section II, and the PVA in section III. The overall iterative system is discussed in section IV. Simulation results are presented in section V, showing that the proposed system gets to within around 2.0dB of ML decoding. Finally a conclusion is given in section VI.
II. SPACE TIME TRELLIS CODES
Space Time Trellis Codes (STTC) have been developed to increase spectral efficiency and performance in wireless communications. The work of [6] developed codes based on the determinant and rank criteria and [17] describes a computer search to find the best codes under these criteria. Later work [18] derived code design rules based on the trace criterion, which is equivalent to maximising the Euclidean distance of the STTC. Further work in [19] and [20] for the frequency selective channel has improved code performance.
The STTC encoder structure is closely related to that of a standard convolutional code encoder and is typically represented by a generator matrix [6] , [17] , [18] . Further results [21] , have demonstrated that codes generated using the trace criterion are superior to those using the determinant and rank criterion for the frequency selective channel.
As shown in [6] , STTCs can be decoded using the Viterbi algorithm. The frequency selective channel causes ISI. For joint ML equalisation and decoding, the Viterbi algorithm is also used. This requires M L−1 states for channel equalisation, and N ST states for STTC decoding. The required number of states for a joint trellis is then N ST M L−1 . Thus, decoding can be very complex, even for moderate values of M, L. Here we develop a sub-optimum trellis based equaliser/decoder structure.
III. PARTITIONED VITERBI ALGORITHM
The Partitioned Viterbi Algorithm (PVA) can be used to equalise STTCs in frequency selective channels [12] . While it was designed to work with independent transmitted data streams, it can easily be extended to work with the correlated data streams of a STTC system. The PVA performs trellis based equalisation after channel estimation and pre-filtering. It requires N T M L−1 states so it is linearly complex in the number (N T ) of transmit antennas.
The receiver uses a pre-filter of length L f to split the received signal into estimates of the individual transmitted symbol streams. With these estimates and decision feedback, decoding of each transmitted symbol stream is almost independent. As in [12] , a MIMO FIR filter with matrix taps is used as the pre-filter.
The inputs to the PVA trellis decoders are the pre-filtered received values, and the estimated channel impulse response. Using the Viterbi algorithm, N T trellis searches are performed in parallel. The estimated received value at the pre-filter output at time k due to each transmit antenna t (t = 1, . . . , N T ) is represented asỹ n the filtered channel response to receive antenna j. Given that the filter is optimal [9] when
If S a represents the previous state, and S b represents the current state, then the branch metric of the t th component Viterbi algorithm can be written as
wherex t k is an estimated or hypothesised received symbol, and
represents the feedback corresponding to the tentative decisionsx
from the other Viterbi decoders. Each component algorithm updates its tentative decisions at the end of each symbol period after a decoding delay d.
IV. ITERATIVE EQUALISATION AND DECODING
The system in Fig. 1 is similar in structure to a turbo equaliser [22] [23] . A STTC is used as an outer code of the system and its output symbols are interleaved before being transmitted. The PVA is used as an equaliser, with its outputs decoded by a separate STTC decoder. Both the PVA and STTC decoder are implemented using the SOVA. Each sub-channel is assumed to be an independent frequency selective fading channel of equal delay spread in a rich scattering environment [2] [24] .
One way to generate soft information from the PVA equaliser is to generate a soft symbol estimate. This is done using the metric value for each state λ t (S a , S b , k), and the filtered input value. From (2), a soft symbol estimatex t k−n can be derived as follows
Substituting forỹ
Using
Assuming correct previous decisions
this becomes the Euclidean distance between x t k−n andx t k−n , and
where the hard decision outputx t k−L f +1 is generated from the closest symbol to the equalised position. This soft symbol decision is directly used as the input to the STTC Viterbi algorithm.
The SOVA [13] was originally designed for BPSK where the trellis has two paths entering and exiting every state. Here, in both the PVA equaliser and the STTC decoder, the number of paths entering and exiting a state is M , the constellation size. In a standard VA, the final decision is made after a delay Δ, such that the paths have converged with sufficiently high probability. The path with the smallest metric is then chosen. The SOVA outputs a reliability value for each symbol of the path, based on the difference in metrics between the chosen symbol, and the metrics of the other possible paths. This is typically converted to a probability or log likelihood ratio.
To further reduce complexity, we directly use the Euclidean path metric difference as the soft information, which was calculated given the following, where Λ t (S a , S b , k) is the path metric of the t th component Viterbi Algorithm at time k between previous state S a and current state S b .
There are M possible path metrics into state
Following [13] , the soft information, defined as θ t (k), is set to the minimum value of Λ , k) , when the symbol in the minimum trace back path does not equal the symbol in the alternative path. Optimally, all M paths should be traced back to obtain the soft information; however, to reduce complexity, only the next best alternative path was traced back (i.e. the implementation was the same as for BPSK), resulting in a small degradation. This simplification is reasonable for PSK systems at a moderate SNR, as a received point will typically be close to two possible symbols (unless it has low energy due to fading or noise). Fig. 2 shows the implementation for generating path metrics for the PVA. The STTC decoder output consists of hard data and transmitted symbol estimates, and the distance to the next most likely trellis path, θ t ST T C (k). In the first pass through the PVA equaliser, no information is available so the standard Euclidean distance metric is used. Also the φ(k, t) term of (3), which represents residual interference due to other transmitters, must be estimated using current received values [12] . In subsequent iterations this term is estimated from the STTC output, and the path metric for the PVA has been altered to allow for the STTC soft information input, θ t ST T C (k). If the transmitted symbol from the ML path of the STTC decoder matches the current equalised symbol, no adjustment to the PVA metric is required. If the symbols do not match, then the soft information from the STTC is added to the PVA metric, after being linearly scaled by a parameter β, which has been empirically chosen [21] . Scaling is required as the STTC and PVA outputs use different metrics. This can be described mathematically bỳ
The most likely path in the PVA decoder is then more likely to match that of the STTC.
The STTC decoder metric uses the Euclidean distance between the soft equalised symbolsx and possible trellis paths. Similarly to (11) , it also uses the PVA SOVA output θ t P V A (k), and a linear scaling parameter α, which is also empirically chosen.
A. Complexity Analysis
The work of [21] showed that the proposed combined approach has a reduced complexity compared to ML decoding. The analysis shown below is based on [21] . One operation is defined as a multiply-accumulate or add-compare-select instruction. ML complexity is dependent on the number of states in the trellis, N ST Adding the SOVA requires the storage and use of a second metric per path, and also the metric update in the trace-back, where we assume a worst-case scenario of five times the memory length of the trellis [13] . 
has an ML decoding complexity of around 28 000 operations, while the combined approach is around 1300 operations for the first iteration, and 1200 operations for subsequent iterations. The use of the SOVA requires about 250 operations per iteration.
V. SIMULATION ENVIRONMENT AND RESULTS
We have used simulations to comparatively evaluate the performance of the combined iterative equalising and decoding system, and an ML system. We assume that the receiver is perfectly synchronised and that ideal channel estimates are available. The transmitter generates independent symbols, 130 per frame, which are encoded using a STTC and sent over N T antennas. The symbols are chosen from a modulation set with average transmitted energy of E s = 1. The ML decoding simulation uses the same simulated data, channel and noise values. As the ML algorithm is a joint equaliser and decoder, it does not use interleaving, as the ML algorithm is optimal without interleaving [2] .
A raised cosine response with a roll off factor of 0.99, similar to that in [12] is used. We assume that the transmitter and receiver each use filters with a root raised cosine shape and that the pulse shaping is part of the overall channel response. Each sub-channel is modelled as a tapped delay line. The power delay profile is assumed to be of finite length, and uniform as a function of delay. Each channel tap is assumed to be an independent complex Gaussian variable with variance
The length (in symbols) of the channel support is set to L c = 2. Due to the pulse shaping, an over-sampling rate of N s = 2 samples per symbol is used. The length of the impulse response is L u = 1, which corresponds to pulse coefficients of u = {0.41, 0.82, 0.41}, where the total energy in the pulse is E p = u 2 = 1. Thus, the overall channel length is L = 3. With over-sampling each sub-channel is then modelled by 6 taps.
The SNR is defined as the received bit energy to noise density ratio E b N0 per receive antenna. The average symbol energy at each antenna is then given by
where σ 2 s = 1 is the transmit symbol power and σ 2 c = 1 is the total channel tap power. The received energy per bit is defined as E s /log 2 (M ) and the noise PSD N 0 is then
One focus of the simulations is to compare Maximum Likelihood decoding, to the proposed iterative algorithm. As the iterative approach is sub-optimal, various parameters will affect its performance. These include the soft information scaling parameters α and β, the number of iterations, and the type of interleaver used.
All results are obtained by running the simulations until 400 frame errors are observed after the first iteration. Performance comparisons are made at a FER of 10 −2 (approx BER of 10 −4 ). Most of the simulations use a N T = 2, N R = 2 MIMO system, with scaling parameters α = 0.65, β = 0.1 and 5 iterations. The scaling has been empirically chosen to give good performance. The β parameter has a more significant effect on system performance. When β = 0, the soft information is not calculated as part of the STTC decoder. The gain due to using the soft information is over 1dB for β = 0.1.
Three sets of results showing Frame Error Rate (FER) are shown in Fig. 3 . The first is from a hard output PVA (without the SOVA) and decoded by the STTC decoder with no iteration (denoted "Hard Decoding"). The second is from a soft output PVA decoded by the STTC decoder after each iteration, denoted "Soft Decoding". The final plot shows "Maximum Likelihood", which shows the performance of a ML decoded system using the same data symbols and channel measurements, but without interleaving. These results illustrate the importance of the iterative process. Hard decoding requires a SNR of 11.2dB for a FER of 10 −2 , compared to ML decoding at 6.0dB. The iterative system shows significant improvement, having a gain of 3.5dB over hard decoding after five iterations. This FER is within 2.0dB of ML decoding. The combined iterative system suffers a small diversity loss compared to ML decoding.
There is a tradeoff between the number of states and the coding gain. This is clearly seen in Fig. 4 , which shows the performance of several different STTCs, all designed using the trace criterion [25] . The groups of curves shown are first iteration (dashed line), 5th iteration (dotted line) and ML decoding (solid line) in order of improving performance. There is a gain of around 1.0dB when going from a 4 to an 8 state STTC, and a further 0.5dB gain using a 16 state code. These gains are fairly constant for both ML and iterative decoding, and show that the performance of the iterative procedure improves similarly to ML decoding with the complexity of the code.
STTCs have also been developed for larger MIMO systems. In [25] and [26] 4PSK and 8PSK codes are developed for N T = 3, 4 transmit antennas. Such codes offer increased coding gain, however complexity increases exponentially with increasing N T . The codes do not offer any rate increase, with the rate staying at one data symbol per time period. Figure 5 illustrates the improved performance of a N T = 3, N R = 3 system. The iterative procedure scales well to the larger system, with less than a 1.5dB loss at a FER of 10 −2 compared to ML decoding but with a small loss in effective diversity.
Other results in [21] have shown that much of the gain is due to an increased number of receive antennas. In a N R = 3 system increasing the number of transmit antennas from two to three results in a small (around 0.5dB) gain with ML decoding, but only a negligible (0.1dB) gain with iterative decoding. The gain with ML decoding is largely due to the increased coding gain of a rate 1/3 STTC.
In the iterative procedure, each transmit antenna is treated as a separate interferer. Therefore, PVA performance degrades somewhat as the number of transmit antennas increases. However, this degradation is offset by the use of a stronger code as the STTC. As there is no rate change due to increasing N T , it is in practice better to increase the number of states in the code to obtain better performance.
Using 8PSK has an advantage over 4PSK, as it offers greater spectral efficiency. However, for equal energy constraints, the distance between codewords decreases, which results in a performance loss. In Fig. 6 , an 8-state 8PSK code is simulated using a N T = 2, N R = 2 MIMO system. The scaling parameters α = 0.2, β = 0.2 are empirically chosen, and a maximum of 5 iterations is used. The iterative decoding technique gives a performance gain of 5.6dB over hard decoding, and is within close to 2.0dB of ML decoding at a FER of 10 −2 , again with a small loss in effective diversity. The 8-state 8PSK code performs similarly to the 4-state 4PSK code.
VI. CONCLUSION
We have developed a reduced complexity iterative system for equalising and decoding space-time trellis codes (STTC) [2] in frequency selective channels. The system uses a suboptimal equalisation method called the Partitioned Viterbi Algorithm (PVA) [12] , which estimates each transmitted signal stream separately, and uses estimates of the co-channel interferers to reduce their effect. The estimated symbols are then decoded in a Viterbi based STTC decoder. The estimates of the co-channel interferers can be improved after decoding, and fed back to the PVA in an iterative procedure. To iterate effectively, Soft Output Viterbi Algorithms (SOVA) [13] are used for both equalisation and decoding. To the best of our knowledge, this is the first application of the SOVA to the decoding of STTCs.
The system has been simulated and the performance compared to that of a joint ML equaliser and decoder. The benefit of the proposed system compared to ML is significantly reduced complexity, coupled with only small losses in system performance and diversity. The approach is suboptimal and several parameters affect its performance. These include the type of pre-filter used, size of the interleaver, the STTC structure, and the choice of scaling constants α and β. The iterative system scales well with increased code complexity, MIMO system size and constellation size. It provides a useful alternative for decoding space-time trellis coded systems employed in frequency selective channels.
