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Abstract
There has been an unprecedented growth in both the amount of data and the number of
users interested in different types of data. Users often want to keep track of the data
that match their interests over a period of time. A continuous query, once issued by a
user, maintains the matching results for the user as new data (as well as updates to the
existing data) continue to arrive in a stream. However, supporting potentially millions of
continuous queries is a huge challenge. This dissertation addresses the problem of scalably
processing a large number of continuous queries over a wide-area network.
Conceptually, the task of supporting distributed continuous queries can be divided into
two components—event processing (computing the set of affected users for each data up-
date) and notification dissemination (notifying the set of affected users). The first part of
this dissertation focuses on event processing. Since interacting with large-scale data can
easily frustrate and overwhelm the users, top-k queries have attracted considerable inter-
est from the database community as they allow users to focus on the top-ranked results
only. However, it is nearly impossible to find a set of common top-ranked data that every-
one is interested in, therefore, users are allowed to specify their interest in different forms
of preferences, such as personalized ranking function and range selection. This disserta-
tion presents geometric frameworks, data structures, and algorithms for answering several
types of preference queries efficiently. Experimental evaluations show that our approaches
outperform the previous ones by orders of magnitude.
The second part of the dissertation presents comprehensive solutions to the problem
iv
of processing and notifying a large number of continuous range top-k queries across a
wide-area network. Simple solutions include using a content-driven network to notify all
continuous queries whose ranges contain the update (ignoring top-k), or using a server to
compute only the affected continuous queries and notifying them individually. The former
solution generates too much network traffic, while the latter overwhelms the server. This
dissertation presents a geometric framework which allows the set of affected continuous
queries to be described succinctly with messages that can be efficiently disseminated using
content-driven networks. Fast algorithms are also developed to reformulate each update
into a set of messages whose number is provably optimal, with or without knowing all
continuous queries.
The final component of this dissertation is the design of a wide-area dissemination net-
work for continuous range queries. In particular, this dissertation addresses the problem of
assigning users to servers in a wide-area content-based publish/subscribe system. A good
assignment should consider both users’ interests and locations, and balance multiple per-
formance criteria including bandwidth, delay, and load balance. This dissertation presents
a Monte Carlo approximation algorithm as well as a simple greedy algorithm. The Monte
Carlo algorithm jointly considers multiple performance criteria to find a broker-subscriber
assignment and provides theoretical performance guarantees. Using this algorithm as a
yardstick, the greedy algorithm is also concluded to work well across a wide range of
workloads.
v
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1
Introduction
This is the age of data. We are witnessing the unprecedented growth in both the amount
of data and the number of users interested in different types of data. When users look for
data that are relevant to their interests, each of their data requests is generally expressed as
a query to a database. To process a query, the database performs a sequence of operations
on the data and returns relevant answers to the query. The growth of data, however, brings
new challenges for efficient query processing.
The first challenge is to design algorithms that achieve fast response time. At any point
in time, thousands of user queries can be posed against a snapshot of a large database
through interactive interfaces. With the sheer volume of available data, millions of data
may be relevant to each query. A naive approach may take minutes to answer each query,
but typically users want to receive the answers immediately. For example, it was reported
that delay is one of the primiary sources of web users’ frustration [37] and that 4 seconds is
all an average online shopper will wait for before potentially abondoning a retail site [14].
As another example, financial services need to provide real-time finanical information to
their clients. Consider an investor who wants to identify profitable trades in a stock mar-
ket. Since the market conditions can change in a matter of seconds, an investor may miss
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buying/selling opportunities if stock tickers are not received within seconds. Obtaining
answers to the queries in a timely manner is a critical challenge for efficient query pro-
cessing.
The second challenge for query processing is that in addition to fast response time, the
query answers need to be of high quality. It is not enough to simply return all relevant an-
swers, because users would get overwhelmed by the sheer volume of query answers. This
often frustrates the users and deteriorates the query answers to the point of uselessness.
Fortunately, returning all relevant answers is unnecessary for most applications; users are
only interested to know a limited set of top-ranked relevant answers. For example, Google
News prioritize the stories and cluster similar new articles together. This design allows
users to easily catch the news breaking stories and skim through the top news of the day.
Undoubtedly, allowing users to focus on the top-ranked relevant data is key to ensuring
high quality of results.
As the number of users continues to increase at an astounding rate, finding a set of
common top-ranked data that everyone is interested in is nearly impossible. Since every
user has different interests and preferences for ranking data that match her interests, high-
quality query processing systems have to provide personalized results for user queries.
For example, a stock screener may list stocks with a wide range of numeric attributes, e.g.,
market capitalization, trade volume, price-to-earning ratio, etc. Representing different user
interests, user queries may have different range conditions. One user may be interested in a
stock only if its market capitalization is at least 500 million, while another user may specify
other range conditions on other attributes. In addition, the stocks that satisfy a user’s range
conditions are ranked according to her preference, which depends on whether the list of
stocks identifies buying or selling opportunities, and will vary according to ones personal
investing style and tolerance for risk. As another example, in online sports communities,
sport fans share their opinions on players’performances with each other. Many of them
like to analyze players with respect to customized performance metrics, e.g., for NBA
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fans, a user query can be “Return top-10 players with the highest true shooting percentage
(TS%) who have at least 2 steals and 5 rebounds,” or “Return top-10 players with the most
field goals whose field goal percentage is at least 45% and defensive rating is at most 102.”
Today, cameras hang in a handful of NBA arenas are able to track every player on court
and record every move 25 times per second [109]. The improvement on optical tracking
techniques creates not only lots of data events, but also lots of performance attributes, such
as speed/distance, passes made/received, individual touches, etc [109]. A big challenge
is to support queries on these high-dimensional data in a scalable way. Hypothetically
speaking, if a web-based NBA search engine allows millions of the NBA fans around the
world to query these high-dimensional data simultanenously, a more rigorous algorithmic
approach is needed for query processing in order to keep up with the growth of users.
Continuous query. Very often, users want to keep track of the data that match their in-
terests over a period of time. The answers to these continuous user queries continue
to be updated as events (data insertion, deletion, and update) keep arriving in a stream.
Traditionally, users poll sources for information. However, users may miss important
events because those important events may arrive at any point in time. In addition, fre-
quently polling for updates is hardly scalable for many applications. Alternatively, the
publish/subscribe model, which pushes notifications to users with matching interests, ex-
pressed as subscriptions 1, is better suited for ensuring scalability and timely delivery of
information. Even if events do not come at a very high rate, processing and pushing them
to the servers for affected queries at their published time improves query response time,
because answers to the queries can be found by simply retrieving the pre-computed results.
Furthermore, the quality of the answers is also improved because a better, but more costly,
algorithm can be used to precompute the answers. Supporting for a large-scale set of sub-
scriptions is important in many application domains, including personal, commerical, and
1 In this dissertation, we will use “continuous query” and “subscription” interchangeably.
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security, etc. For example,
Portfolio monitoring. Financial services provide financial updates such as stock tickers
to their clients in real-time.
Web alerts. Instead of repeatedly querying a search engine with the same set of search
terms, web monitoring systems such as Google Alerts automatically notify users of
the latest relevant new contents (from web, blogs, news, etc) based on users’ search
queries. Users can use the alerts to follow a developing news story, get the latest
news on a celebrity or their favorite sports teams, etc.
Web page recommendations. Web search engines, such as Google, automatically detect
standing interests of their users from their search logs [119]. When new contents
match the users’ interests, they are presented to the users as recommendations.
Content delivery services. Content delivery services such as Akamai employ extensive
caching of database query results at their “edge servers” to improve performance.
These caches need to be kept up-to-date when the central database is updated.
Social annotation of news. Social updates, e.g. tweets, on news events often reflect pub-
lic views of those events. They are nicely complementary to news articles written
by professional journalists. To automatically annotating news stories with social
updates at a news website, news stories are treated as subscriptions and tweets are
treated as data events [106].
Social networks. In social networking websites, such as Facebook, users see a constantly
updated list of recent activity of their friends. Here, each user subscribes to events
from her friends who act as event publishers.
E-Commerce. Online aution and shopping sites such as eBay provides subscription ser-
vices for their customers to stay up-to-date with new and modified matching items.
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Network security. Internet Service Providers monitor network traffic in real-time at var-
ious routers to detect possible network attacks.
As in the case of snapshot queries, data is ranked based on personal preferences, and
subscriptions only receive top-ranked events that match their interests. For example, in
the case of portfolio monitoring, stock price updates may match a large number of sub-
scriptions. While many users may be interested in the same stock, each user may specify
a unique set of contraints. One user may want to be notified of a stock update only if its
price-to-earning ratio is at least 20 while another user may want to get a stock update only
if its debt-to-assets ratio is at most 0.1. Since users want to be notified only when certain
customized conditions are met, the data needs are potentially different across users.
For applications that require low frequency of notification, query results can be batched
after they have been gathered over a period of time. For example, Google Alerts collects
at least thousands of events that match a subscription every day. If all those events are sent
to a user’s email inbox at their occurring times, the user will most likely mark all those
messages as spams and unsubscribe to Google Alerts. Therefore, Google Alerts provide
options for users to choose the freqeuncy of receiving batch results and to receive only the
best results in each batch.
1.1 Challenges
Supporting a large-scale set of subscriptions is challenging for many reasons:
Diversity of interests and personal preferences. Given an event update, how can we quickly
find the (small) set of users that need to be notified, in the presence of potentially millions
of subscriptions? A brute-force approach that scans through the whole set of subscriptions
does not scale. Second, every user has different interests and personal preferences. The
flexibility of user preferences together with the diversity of user interests demand more
5
powerful event processing funtionalities, making the task of event processing much more
difficult. At the same time, for applications such as portfolio monitoring, the stock updates
must reach relevant users in timely fashion. It is inefficient to support flexible user pref-
erences in two phrases—1) computing the set of matching subscriptions, and 2) testing
the notification conditions of each matching subscription individually. It is because the
number of matching subscriptions can be significantly larger than the number of match-
ing subscriptions whose notification conditions are met, i.e., many matching subscriptions
need not to be notified. The challenge lies in finding a way to group processing subscrip-
tions despite the diversity of interests and personal preferences.
Joint optimization of event processing and notification dissemination. An even more chal-
lenging application setting is when a large number of users are located across a wide-area
network. In this setting, each user maintains a list of top-ranked objects locally. For each
event updating the database, we must notify all subscriptions whose lists are affected. No-
tification messages should carry enough information so that the affected subscriptions can
update their top-ranked lists accordingly.
A naive approach would be to use a central server to compute the list of users who
needed to be notified and then unicast updates to each of them. However, the server could
become a bottleneck with processing and messaging costs at least linear in the number
of affected users. Alternatively, a publish/subscribe system can be leveraged as a means
for distributing the event updates to the users. A publish/subscribe system typically em-
ploys a network of brokers that serve as the middleware between the data providers and
users. Traditionally, subscriptions are stateless: they can be processed by only examin-
ing the incoming event itself. Personalized results, however, often require stateful sub-
scriptions: whether a subscription is affected depends on how the updated objects ranks
against others that also satisfy the selection constraints. A straightforward solution is to
add post-processing logic and maintain additional information on the user side, but one
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has to leverage both ranking and selection criteria in order to reduce network traffic.
Need for a well-designed dissemination network. Last but not least, a well-designed pub-
lish/subscribe network is key to ensuring efficient event processing and notification dis-
semination. A particular problem of interest is how to assign users to brokers, such that
event processing and notification dissemination are jointly optimized. Intuitively, it is
beneficial to assign subscriptions with similar interests to the same broker, because events
delivered to the broker serve multiple subscriptions, potentially saving communication.
On the other hand, we need to be careful in letting one broker handle users that are far
away in terms of network distance, because doing so may violate delivery latency require-
ments and increase communication costs. Balancing the two considerations—similarity of
interests in the event space and proximity of locations in the network space—is a hard op-
timization. The optimal trade-off between the two also depends on the amounts of events
matching shared versus disjoint interests. Therefore, the best solution for a given system
must take into account subscription interests and locations as well as event distributions.
1.2 Data Model and User Queries
Conceptually, all data of interest can be modeled as a relational database. In this disser-
tation, we assume the data space E to be a d-dimensional Euclidean space Rd. We are
given a set O of n objects. Each object o ∈ O has d real-valued attributes and is modeled
as a point (v1, . . . , vd) ∈ E. For example, one way to index text documents is based on
the vector space model of information retrieval. In this model, each attribute represents
an index term (resp. a concept if statistical model such as probabilistic latent semantic
analysis (PLSA) is applied to the collection of texts) and the space is referred to as a term
space (resp. semantic space). Each document (e.g., web page, news, blogs) is represented
as a point (v1, v2, · · · , vd) in the multi-dimensional term space (resp. semantic space). In
the simplest case, vi is the number of occurence of term i in the document (resp. weight
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FIGURE 1.1: Example of a preference query. Player A ranks first w.r.t. a user’s preference
(w1, w2) = (0.2, 0.8); player B ranks first w.r.t. a user’s preference (0.5, 0.5).
of concept i in the document). In practice, the coordinate vi is rescaled based on the
importance of the document, inverse document frequency of term i, etc.
Events are modeled as modifications (insertions, deletions, or updates) to the database.
User queries can be static or continuous. Each snapshot query is a pair 〈⋆, k〉, where
⋆ is either a user preference q or an object o. For continuous queries, users express their
interests in terms of subscriptions. Let S denote the set of subscriptions. Each subscription
s ∈ S is a triple 〈σ, q, k〉, where σ ⊂ E is the data of interest, q is a user preference, and k
is the number of top-ranked objects (w.r.t. preference q) to track. Specifically, we consider
the following user queries:
Preference top-k query 〈q, k〉. A natural way of ranking objects is with an object scoring
function whose parameters are set according to a user’s preference. A simple but
effective scoring function q is a linear combination of the attribute values, where the
weight associated with each attribute reflects the users’ interest in this attribute. For
example, a NBA fan may choose a scoring function
w1 × # points + w2 × # rebounds + w3 × # assists
for tracking all-around players, where w1, w2, and w3 are the attribute weights; see
Figure 1.1. As another example, an investor in a stock market may prioritize the
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stock with
w1 ×max. swing during last 30 min + w2 × 52w price change.
Consider again the example of document retrieval. The score of a document w.r.t. a
query is a variant of the cosine similarity between the document d and the query s.
For example, the scoring function in the open-source Lucene 2 search engine is:
∑
i
si × idf(i)2 ×
√
di × ci,
where di (resp. si) is the frequency of term i in document d (resp. query s), idf(i)
is the inverse document frequency of term i, ci is a constant depending on 1) the
length and importance of document d and 2) the importance of term i. This scoring
function is an instance of preference top-k query, where the i-th coordinate of an
object is idf 2(i)×√di × ci and the i-th attribute weight is si/
√∑
i s
2
i .
Reverse top-k query 〈o, k〉. It was introduced by Vlachou et al. [115]. Here, each s ∈ S
has a different user preference q. For a new object o 6∈ O, we want to find which
subscription q would rank the new object in their top k. Reverse top-k queries have
applications market research [115] (e.g., what-if analysis of how much interest a
new product will generate).
Continuous preference top-k query 〈E, q, k〉. The problem of scalably processing a large
number of continuous top-k queries [85] can be thought of as a fully dynamic ver-
sion of the reverse top-k query processing problem. Again, each s ∈ S has a differ-
ent user preference q. In addition to handling changes to the set S of subscriptions,
we need to maintain the top k objects for S when objects are inserted, deleted, or
updated.
2 lucene.apache.org
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Consider again the example of portfolio monitoring. An investor in a stock market
needs to monitor the stock market in real time to identify profitable trades. Her top-k
list of stocks must be maintained as the market moves. In markets such as stocks,
futures, and online auctions, both the volume of object updates and the number of
preferences can be large, and the processing time requirement is demanding.
Continuous range top-k query 〈σ, q∗, k〉. Consider a range top-k query over a database
of objects (e.g. stocks). The query examines a subset of the objects satisfying a
range condition (e.g., stocks with risk rating between medium high and high), and
picks the top k objects within this subset by a scoring function q∗ (e.g., stocks with
the k lowest price-to-earning ratios). Here, we consider the same scoring function
q∗ for every subscription s ∈ S, but q∗ needs not be linear. Similar to continuous
preference top-k query, when the set of objects or their attribute values change over
time, we keep the top-k objects of the subscriptions up to date.
1.3 Contributions
This dissertation presents geometric frameworks and scalable algorithms for answering the
top-k queries described above. By mapping data and users to another geometric space, the
set of affected subscriptions can be clustered more effectively; they can be described using
basic geometric shapes. Consequently, notification messages (descriptions of the affected
subscriptions) can be effectively compressed, and traffic can be reduced in a content-driven
network. This dissertation also presents solution for designing an efficient content-driven
network by joint optimizating event processing and notification dissemination. For more
details, below is a summary of each main chapter:
Scalable continuous query processing under user preferences. Chapter 3 presents a scal-
able solution for reverse top-k queries and continuous preference top-k queries, through
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the use of geometric methods. This is the first work that a reverse top-k query can be
answered in sublinear time using linear-size index given fixed dimensionality d. For low
dimensions (d ≤ 3), the query time is O(logm+k), which is optimal. For continuous pref-
erence top-k queries, a dynamic hybrid approach is developed to update the affected top-k
lists—driving through the individual preference or through the query response surface.
This chapter also defines an approximate version of the problem and present a solution
significantly more efficient than the exact one with little loss in accuracy.
Supporting user preferences in high dimensions. Supporting linear preference top-k queries
and reverse top-k queries are challenging for high dimensions. Existing algorithms do not
scale well in the sense that either query time or space complexity is exponential in d.
Chapter 4 presents an efficient algorithm based on a dimension-reduction framework for
top-k and reverse top-k queries in high dimensions. It is effective when most of the pref-
erences are sparse—i.e., each of them specifies non-zero weights for only a small number
(say ∼ 2—6) of attributes. They need not specify the same subset of attributes or similar
weights on attributes. Experiments show that for workloads where preferences are often
sparse—a case that arises naturally in practice—the algorithm offers a desirable trade-off
between speed and accuracy, which makes scalable processing of top-k and reverse top-k
queries in high dimensions a reality.
Processing and notifying range top-k subscriptions. Chapter 5 considers how to support
a large number of users over a wide-area network whose interests are characterized by
range top-k continuous queries. Given an object update, users whose top-k results are
affected need to be notified. Simple solutions include using a content-driven network
to notify all users whose interest ranges contain the update (ignoring top-k), or using a
server to compute only the affected queries and notifying them individually. The former
solution generates too much network traffic, while the latter overwhelms the server. In
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this chapter, by using a geometric framework, the set of affected queries is described
succinctly with messages that can be efficiently disseminated through a content-driven
network. Fast algorithms are given to reformulate each update into a set of messages whose
number is provably optimal, with or without knowing all user interests. This chapter also
presents several extensions to the solution, including an approximate algorithm that trades
off between the cost of server-side reformulation and that of user-side post-processing, as
well as efficient techniques for batch updates.
Dissemination network design. Chapter 6 studies how to assign subscriptions to brokers
such that the network cost is minimized. In most previous work, subscribers are assigned
to brokers according to either the closest-broker strategy [13] or interest partitioning strat-
egy [53]. Neither approach is attractive: The former may propagate every event to nearly
every broker and the latter one may assign a lot of subscribers to remote brokers. Some
previous work also assumes that subscribers are randomly assigned to brokers which sat-
isfy a set of constraints [91, 92]. In contrary to previous approaches which can be classified
into either event space optimization or network space optimization, this chapter shows the
importance of jointly considering the correlation between the network and event spaces.
If one of the spaces is neglected, the strategy will perform very poorly on some of the
network metrics. Furthermore, this chapter presents a Monte Carlo algorithm and a simple
greedy algorithm for finding a broker-subscriber assignment. By simultaneously captur-
ing spatial coherence in the network space and subscription clustering in event space, the
Monte Carlo algorithm returns a broker-subscriber assignment that meets a set of network
performance goals. Because of its theoretical properties and robustness to workload vari-
ations, it can serve as a reasonable yardstick in evaluate other algorithms. With its help,
the greedy algorithm is concluded to work well for the subscriber assignment problem.
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2Preliminaries
This chapter first introduces a few geometric concepts, which will be used in subsequent
chapters. Then it summarizes the basic concepts of publish/subscribe systems.
2.1 Geometric concepts
This section introduces few geometric concepts—duality, arrangement, coreset, and range
searching. Duality will be used to map the input data and queries to another geometric
space, where events can be processed more efficiently. In the new geometric space, range
searching will be performed for each event update to compute a set of users whose top-k
lists are changed. The arrangement of hyperplanes will also be used to explore opportuni-
ties to jointly process those affected users. Finally, if approximate solution is acceptable,
the coreset techniques will be applied to 1) obtain approximate answers to the top-k queries
and 2) maintain the approximate top-k list for each user.
Duality. The duality transform (see [82] for details) maps a point P = (p1, . . . , pd) ∈ Rd
to the hyperplane P ∗ : xd = p1x1 + . . . + pd−1xd−1 − pd; and it maps a hyperplane
h : xd = a1x1 + . . . + ad−1xd−1 + ad to the point h∗ = (a1, . . . , ad−1,−ad). It can be
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FIGURE 2.1: Duality transform. a) Primal space. b) Dual space.
verified that the dual of P ∗ is P itself, i.e., P ∗∗ = P , and that if P lies above (resp. below,
on) h, then h∗ lies above (resp. below, on) P ∗. For a unit vector w ∈ Sd−1 with wd 6= 0,
the set of hyperplanes normal to w, i.e., those of the form 〈x, w〉 = t where t ∈ R, map
to the vertical (xd-axis parallel) ray w∗ = {(−w1/wd, . . . ,−wd−1/wd, t) | t ∈ R}; w∗ is
oriented in (+xd)-direction (resp. (−xd)-direction) if wd > 0 (resp. wd < 0).
Let P = {Pi | 1 ≤ i ≤ n} be the set of points. Let P∗ = {P ∗i | 1 ≤ i ≤ n} be
the set of hyperplanes dual to the points in P. For a unit vector w, if 〈Pi, w〉 > 〈Pj, w〉,
then ray w∗ intersects Pi before Pj . Figure 2.1 illustrates this concept. In the primal space,
〈1, a〉 > 〈2, a〉 > 〈4, a〉 and 〈3, b〉 > 〈2, b〉 > 〈1, b〉. In the dual space, hyperplanes 1∗, 2∗,
and 4∗ (resp. 3∗, 2∗, and 1∗) are the first three hyperplanes intersected by the ray a∗ (resp.
b∗).
Arrangement. Let H be a set of hyperplanes in Rd. The arrangement of H , denoted
by A(H), is the decomposition of Rd into faces induced by H , such that each face is the
maximal connected region of Rd that lies in the same subset of H . A(H) is composed of
O(|H|d) i-dimensional faces for i = 0, . . . , d. See [11] for details. The level of a point
p with respect to H , denoted by λ(p,H), is the number of hyperplanes of H lying on or
below p. Note that all points lying on the same face of A(H) have the same level. For
1 ≤ k ≤ |H|, the k-level of A(H), denoted by Ak(H), is the closure of facets of A(H)
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FIGURE 2.2: a) Original point set O; b) A coreset for O which approximates the direc-
tional width of O.
whose level is k. Ak(H) is a piecewise-linear surface, and any line parallel to the xd-axis
intersects Ak(H) once; see Figure 2.1(b). Arrangement will be used for ranking objects
in the new geometric space.
Coreset. Let O be a set of data objects. For many geometric problems, there exists a small
coreset C ⊂ O, such that the optimal solution for C is an (1 + ǫ)-approximate solution to
the original set O, i.e., ‖f(OPTO) − f(OPTC)‖ ≤ ǫf(OPTO), where f is an objective
function and ǫ > 0. An example of C is shown in Figure 2.2. One important property of
C is that its size does not depend on the number of objects in the system; it depends on
ǫ. Therefore, even if |O| continues to increase at an astounding rate, the coreset size still
remains small. To compute an approximate solution, the coreset C is first computed and
then taken as input to the algorithm, which runs fast due to small input size. Thus, the
coreset technique can often be used to process a large-scale data efficiently.
The coreset technique will be used for different geometric problems in different chap-
ters. Chapters 3 and 4 involve the computation of directional width; the directional width
of a point set O w.r.t. direction w ∈ Sd−1 is defined as maxo∈O〈w, o〉 −mino∈O〈w, o〉. The
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(a) kd-tree (b) Quad-tree
FIGURE 2.3: Data structures for range searching.
directional width of coreset C ⊂ O is guaranteed to approximate the directional width of
O within a factor of (1 + ǫ). Chapter 6 will solve a variant of the set covering problem:
Given a set O of hyper-rectangles and a set P of points, we choose a subset of O to cover
all points in P such that the sum of volumes of the rectangles in the cover is minimized
subject to a set of constraints. If we choose rectangles from C instead of O, the sum of
volumes of the rectangles in the cover is still guaranteed to be within (1+ ǫ) of the optimal
solution. More details will be provided later in those sections.
Range searching. For the range searching problem, a set O of n objects (e.g. points,
rectangles, polygons, etc.) is preprocessed such that the objects of O lying inside a query
range (e.g. halfspace, axis-aligned rectangles, simplices, discs, etc.) can be reported or
counted efficiently. Although there can be 2n possible subsets of O, possible answers
usually consist of only a small fraction of those subsets. For example, the number of
possible answers to 2-dimensional axis-aligned rectangles is n4. Depending on the object
and range types, different data structures have been developed for efficient range queries;
see survey [4].
Let O be a set of points. Practical data structures that work for a broad range of queries
are trees based on some hierarchical spatial partitioning scheme, such as a kd-tree or quad-
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tree; see Figure 2.3. A kd-tree is a binary search tree which stores O(1) points of O at each
leaf. Each internal node v is split by a hyperplane perpendicular to one of the d-dimensions
(which may simply be chosen in round robin fashion). Suppose x-axis is chosen as the
split dimension and Ov is the set of points at node v. All the points in Ov with x-coordinate
less than the median x-coordinate of Ov are on one side of the splitting hyperplane and the
remaining points are on the other side. A quad-tree, on the other hand, decomposes each
internal node v into 2d children of equal size. Let Bv be the bounding box at node v; Broot
contains O. For each child of v, the side length of its bounding box is exactly half the side
length of Bv. The space complexity can be reduced by compressing nodes with a single
child.
A range query can be answered using a kd-tree or quad-tree in a straightforward top-
down manner: Given a query range R, the tree is searched top-down as follows. At a node
v with bounding box Bv, if Bv does not intersect R, the search algorithm does nothing;
otherwise, the algorithm recursively searches all children of v, or, if v is leaf, return all
points indexed by v that lie inside R. In the worst case, kd-tree answers a d-dimensional
range query in time O(n1−1/d + t) using O(dn) space, where t is the output size.
Since this dissertation is not focused on developing the best possible index for range
searching, a kd-tree is implemented for a static set of points; a quad-tree, which avoids the
balancing issue, is implemented for a dynamic set of points.
2.2 Publish/Subscribe Systems
Publish/subscribe is a model of data dissemination, where publishers (data providers) se-
lectively and aperiodically push events to subscribers (users) according to their specified
interests. A publish/subscribe system typically consists of an overlay network of brokers
(servers). Publishers and subscribers are assigned to different brokers who are responsible
for routing events between publishers and subscribers.
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FIGURE 2.4: Publish/Subscribe.
The publish/subscribe model decouples publishers and subscribers in both time and
space. Publishers need not know the locations and interests of their subscribers, who can
remain anonymous to each other. On the other hand, subscribers are not required to know
the identity of publishers and the time of event notifications. Because of the decoupled
communication between publishers and subscribers, the publish/subscribe model is better
suited for ensuring scalability, flexibility, and manageability.
Topic-based vs. content-based. Traditionally, publish/subscribe systems are topic-based [89,
95], in which subscribers can subscribe only to a set of predefined topics. Each event is
tagged with one or more topic names and it is disseminated to all subscribers who have
subscribed to those topics by using routing table lookups. However, the topics are very
often too coarse-grained to fit the interests of subscribers at the individual level. In addi-
tion, if an event matches multiple topics, multiple copies of the event may have to be sent
over the same link, potentially causing link congestions. The growing need for hetero-
geneity and expressiveness to avoid propagating excessive events has led to the growing
interests in content based publish/subscribe systems, in which events are not constrained
to belong to a specific topic. Instead, subscribers specify their interests as filters over the
event contents, and routing is based on the data being transmitted instead of specifying
destinations in notification messages. The two most popular content-based semantics are
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predicate-based [34] and XML-based [52, 53]. For the predicate-based semantics, each
event contains a list of attribute-value pairs and each subscription is a Boolean predicate
against arbitrary attributes in an event. For instance, attributes in a stock update may in-
clude Symbol, Price, etc. A stock subscription may be (Symbol = “MSFT”, Price ≥ 35).
For the XML-based semantics, events are constructed as XML documents, and subscrip-
tions are defined as XPath filters [16, 94] or other variants on individual XML documents.
The additional flexibility of content-based semantics on expressiveness comes at the ex-
pense of burdening the underlying system to perform subscription matching.
Network topologies. In the publish/subscribe model, brokers communicate with each
other to coorperatively distribute the subscription matching and event delivery tasks across
a wide-area network. The popular interconnection topologies include star, hierarchical
tree, and general graph. Star is a centralized server topology, which assumes there exists
one single broker between publishers and subscribers. Hierarchical tree is a straightfoward
extension of a star topology. For content-based systems, a parent broker only forwards an
received event to the subtrees which contain matching subscriptions, therefore, unneces-
sary traffic would be filtered out by ancestral brokers and would never reach the low level
of the hierarchical tree. The drawback of this topology is that brokers high in the hier-
archical tree may be potentially overloaded. Furthermore, since there is only one single
path between every pair of brokers, every broker is a critical point of failure for the entire
network. On the other hand, general graph provides redundancy in the topology as well
as more flexibility for configuring the broker network. Its drawback is the need to avoid
cycles and choose the best paths.
Event dissemination. The common dissemination mechanisms for publish/subscribe sys-
tems include unicast, broadcast, multicast, and content-based networking. A straight-
forward way for a server to notify a set of matching subscriptions is to unicast each of
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them individually. Alternatively, an event can be broadcast to the entire network whenever
a publisher issues the event. If the event matches a subscription, the subscriber will be
locally notified by its broker representative. These two approaches have their own disad-
vantages: For unicast, when the number of matching subscriptions is huge, the server may
be overwhelmed by the outgoing traffic. For broadcast, if subscribers who share common
interests are clustered together in the network, a lot of network traffic is unnecessary. On
the other hand, multicast provides a good interface for topic-based publish/subscribe ser-
vices. For publish/subscribe systems, multicast is more often supported at the application
level by using an overlay network [36, 100, 125], which implements a distributed hash
table (DHT) interface for addressing data in the network [101, 110].
For content-based publish/subscribe systems, a content-driven network [13, 35, 39] is
usually used to support filter subscriptions. In the content-driven network, each destina-
tion is specified as a set of predicates, so the flow of an event is driven by the content of the
event. Event is disseminated in a multi-hop manner over an overlay network of brokers.
Every broker maintains a forwarding table which stores predicates indicating the condi-
tions under which an event needs to be forwarded to a particular broker neighbor. When
an event arrives at a broker, the broker 1) determines the set of next-hop destinations by
matching the content of the event against the set of predicates in the forwarding table and
2) updates the forward table. The network is responsible for disseminating every event to
all the nodes that have predicates matching the event. Many such systems have been built
using DHTs [1, 61, 105].
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3Continuous Preference Top-k Queries
This chapter addresses the problem of scalably processing a large number of continuous
preference top-k queries, through the use of geometric methods. It develops a dynamic
index for supporting the reverse top-k query, which is of independent interest. Combining
this index with another one for top-k queries, a scalable solution for processing many
continuous preference top-k queries is developed by exploiting the clusteredness in user
preferences. This chapter also defines an approximate version of the problem and presents
a solution significantly more efficient than the exact one with little loss in accuracy.
3.1 Introduction
In many applications, users are interested only in a small number (say, k) of “top” objects
from a large set. If the objects have multiple numeric attributes, how to rank these objects
depends on each user’s preference, oftentimes specified as vector of weights that defines a
linear combination of the attribute values. The weight associated with an attribute reflects
the “importance” of that attribute to the user. For example, a real estate agency may list
houses for sale with attributes such as listing price, year built, size of living area, lot size,
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etc. Each user is shown the highest ranked houses according his or her preference, i.e.,
those with the highest results for the linear combination. A user who cares most about
the size of living area may assign the largest weight to this attribute (assuming that values
of different attributes have been appropriately normalized relative to each other). On the
other hand, a user who enjoys a yard more than indoor space may give the lot size a larger
weight than the size of the living area. Because of the wide range of applications, there
has been a lot of work on preference top-k queries [44, 49, 50, 67, 113].
Motivated by applications in business analysis, Vlachou et al. introduced the “reverse”
top-k query [115]. In this setting, a set of user preferences is given in addition to the set
of objects of interest. For a new object, the goal is to find which users would rank the
new object in their top k; this information would allow a business analyst to assess, for
example, the impact of a new product (object) on customers (users) relative to existing
products.
Beyond the reverse top-k query, application settings such as data stream monitoring
and publish/subscribe give rise to the problem of scalably processing a large number of
continuous top-k queries [85], which can be thought of as a fully dynamic version of the
reverse top-k query processing problem. In addition to handling changes to the set of user
preferences, a list of top-k objects is maintained under each user preference when objects
are inserted, deleted, or updated. Consider again the example of real estate listing. Houses
may come on and go off the market, and their information may be updated (such as lower-
ing the listing price); users need to be notified of the changes (if any) to their top k houses.
A new or updated house may make its way into some user’s top-k list, while a deleted
or updated listing may remove a house from a top-k list—in which case a replacement
k-th ranked house must be added to the list. As another example, consider an investor
who monitors the stock market in real time to identify profitable trades. The stocks will
be ranked according to a wide range of numeric attributes, including, for example, trade
volume and price change since market opening today, maximum swing during the last 30
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minutes, price-to-earning ratio, average analyst rating, etc. Ranking preferences depends
on whether the list identifies buying or selling opportunities, and will vary according to
one’s personal investing style and tolerance for risk. Each top-k list must be maintained
as the market moves. In markets such as stocks, futures, and online auctions, both the
volume of object updates and the number of preferences can be large, and the processing
time requirement is demanding.
Despite much related work under various settings, e.g., [49, 85, 115], there still lacks
a scalable, comprehensive solution to the problem of processing a large number of con-
tinuous top-k queries. Earlier results [49, 85, 115] rely heavily on heuristics, which have
worked for the problem sizes they were intended for. However, they have linear query time
or quadratic space in the worst case, unable to handle dynamic updates efficiently, and are
difficult to scale up further. For example, Mouratidis et al. [85] capped evaluation at 5,000
preferences; Vlachou et al. [115] tested up to 150,000 preferences, but the workloads did
not include object updates, which are expensive under their approach. This chapter aims
to scale to a million preferences with both object and preference updates.
Approach and contributions. This chapter approaches the problem of processing a large
number of continuous top-k queries with a geometric framework. Preference top-k queries
are closely related to the concepts of arrangement and k-level [11] in discrete geometry,
as previous work on ad hoc top-k queries by Das et al. [49] has identified. This chapter
offers an intuitive interpretation of the k-level as a query response surface (QRS), which
geometrically represents the k-th ranked object over the space of all possible preference
vectors. Within this framework, three novel ideas are applied in the setting of scalable
continuous top-k query processing:
• Connection to halfspace range queries: This chapter draws the connection between
halfspace range queries [2, 8, 38, 45] and reverse top-k queries. This connection al-
lows us to leverage results in computational geometry on halfspace range searching
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to devise an index for reverse top-k queries, which, in addition to being of indepen-
dent interest, serves as a critical component of the solution to the scalable continuous
top-k query processing problem.
• Combining preference- and QRS-driven processing: Sometimes multiple prefer-
ence top-k queries need to be evaluated simultaneously. Specifically, deleting an
object may necessitate computing the new k-th ranked object for many preferences.
A preference-driven approach runs these queries independently, which is subopti-
mal for clusters of preferences that share common top-k results. A QRS-driven
approach identifies regions of the QRS within which top-k queries return the same
k-th ranked object, and evaluates a single query for all preferences in each such
region. However, the QRS, which depends only on the object distribution, can be-
come very complex in high dimensions, with many regions containing few or no
preferences at all. This chapter proposes a hybrid approach that combines the best
of both approaches—using preference-driven processing for regions with few or no
preferences, and using QRS-driven processing for dense clusters of preferences.
• Approximation: Not all applications require exact answers. By approximating QRS
with a simpler surface, this chapter reduces its complexity and, in turn, improves
the efficiency of the algorithms to be presented in this chapter. Specifically, the
notion of coresets, which has been successfully used for geometric approximation
algorithms [5, 6], is used to maintain a small subset of objects that induce a QRS
closely approximating the QRS induced by the entire set of objects. Surprisingly,
the size of the subset depends only on k and the approximation error, and not on the
number of objects.
The framework and ideas to be presented in this chapter lead to the following results:
• Leveraging the connection between reverse top-k and halfspace range queries, data
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structures for reverse top-k queries are obtained with linear space and sublinear
query time in any fixed dimension. Experiments show orders-of-magnitude perfor-
mance improvement and better scalability over the previous solution [115].
• A scalable, comprehensive solution is provided for processing a large number of
continuous top-k queries. Our solution is fully dynamic in that it handles both ob-
ject and preference updates efficiently. Experiments show that the hybrid approach
achieves good performance by exploiting the clusteredness in user preferences while
avoiding maintaining the full QRS.
• This chapter defines and solves a novel, approximate version of the problem. Ex-
periments show that approximation significantly reduces processing costs with little
loss in accuracy, allowing the solution to scale to even larger problem sizes.
As we shall see in Section 3.7, our framework and solutions can apply to settings beyond
those targeted in this chapter, such as reverse nearest-neighbor queries, and preferences
that are unknown or uncertain.
3.2 Preliminaries
3.2.1 Problem Statement
An object has d real-valued attributes and is represented as a point (v1, . . . , vd) ∈ Rd.
A preference is represented as a unit vector, i.e., a point (w1, . . . , wd) on Sd−1, the (d −
1)-dimensional unit sphere embedded in Rd. Each wi ≥ 0 is the weight for the i-th
attribute. The score of an object o with respect to a preference q is 〈q, o〉 =∑1≤i≤dwivi.
A hyperplane h normal to a preference vector q is of the form 〈q, x〉 = t for some t ∈ R.
All objects lying on h have the same score with respect to q, namely t.
Let O = {o1, o2, . . . , on} ⊂ Rd denote the set of n objects of interest. For simplicity,
assume that no two objects have the same score for any preference considered. With a
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slight care, our framework and algorithms can be extended to handle ties. For a preference
q, let πi(q,O) denote the i-th ranked object in O with respect to q; i.e., there are exactly
i− 1 objects o′ ∈ O with 〈q, o′〉 < 〈q, o〉. Let π≤i(q,O) = {πj(q,O) | 1 ≤ j ≤ i} denote
the top i objects in O with respect to q. Geometrically, if the objects of O are projected
onto a line parallel to q, then πi(q,O) is the i-th farthest object on this line. Alternatively,
if a hyperplane normal to q is swept from +∞ to −∞, i.e., varying t from +∞ to −∞ for
a hyperplane of the form 〈q, x〉 = t, then πi(q,O) is the i-th object met by this hyperplane.
For example, in Figure 2.1(a), π≤5(a,O) = 〈1, 2, 4, 3, 5〉; π≤5(b,O) = 〈3, 2, 1, 5, 4〉. The
following two queries are subjects of interest:
• (Preference) top-k query: Given a query preference q, return π≤k(q,O).
• Reverse (preference) top-k query: Given a set ofm preferences Q = {q1, q2, . . . , qm}
and a query object o, find the subset Qo = {q ∈ Q | o ∈ π≤k(q,O ∪ {o})}, i.e., all
preferences in Q for which o is one of the top-k objects.
In the fully dynamic version of the problem, called scalable continuous (preference)
top-k query processing,1 given a set O of n objects and a set Q of m preferences, the
top-k objects, π≤k(q,O), are maintained for all q ∈ Q at all times under the following
operations.2
• Object insertion. Given a new object o, find the subset Qo = {q ∈ Q | o ∈ π≤k(q,O∪
{o})} and add o to O.
• Object deletion. Given an object o ∈ O to be deleted, find the subset of preferences
q such that o ∈ π≤k(q,O), compute πk(q,O \ {o}) for each such q, and remove o
from O.
1
“Scalable” highlights the emphasis on simultaneously processing a large number of preferences given as
Q. Contrast this problem to simply “continuous query processing,” which considers one continuous query.
2 In other words, a user with preference q will be able to maintain π≤k(q,O) incrementally given the output
computed by our solution for the following operations. In fact, the solution by itself does not need to store
this list for every preference.
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• Preference insertion. Add a preference q to Q. Find π≤k(q,O).
• Preference deletion. Remove a preference q from Q.
Note that updates of existing objects and preferences can be modeled as deletions fol-
lowed by insertions. It is not difficult to extend the framework and algorithms to handle
updates directly, which would be more efficient than handling them as separate deletions
and insertions.
In some cases, users do not need to know the exact top k objects, as long as they
see a list sufficiently “close” to the exact one. In continuous approximate (preference)
top-k query processing, given a user-specified error tolerance ε ∈ (0, 1), each user with
preference q maintains a set π˜≤k(q,O) of k objects such that, at all times, for all o ∈
π˜≤k(q,O), 〈q, o〉 ≥ 〈q, πk(q,O)〉−εd¯(q,O), where d¯(q,O) = maxo∈O〈q, o〉−mino∈O〈q, o〉
denotes the extent of the set of objects along the preference vector, i.e., the difference
between the maximum and minimum scores.3 Intuitively, all objects in approximate result
are guaranteed to score higher than or not far from the actual k-th ranked object.
3.2.2 Duality and QRS
This section presents the duality transform and introduces the notion of a query response
surface, which will be useful to our algorithms.
Duality. This chapter applies the duality transform (see Chapter 2) on both O and S.
Let O∗ = {o∗i | 1 ≤ i ≤ n} be the set of hyperplanes dual to the objects in O. Let
Q∗ = {q∗i | 1 ≤ i ≤ m} be the set of vertical rays dual to the preferences in Q. For a
preference q, if o = πi(q,O), then o∗ is the i-th hyperplane in O∗ intersected by the ray q∗.
Hence, the first i hyperplanes of O∗ intersected by q∗ are dual to the objects in π≤i(q,O);
see Figure 2.1(b).
3 εd¯(q,O) is used instead of ε〈q, π1(q,O)〉 as the error measure because the former is independent of the
choice of origin and is smaller than the latter if all object attributes have non-negative values. See the last
remark in Section 3.4.1 for more discussion on an alternative formulation.
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Top-k query response surface. The following lemma establishes the connection between
the concept of k-level and top-k queries.
Lemma 1. For a preference q, let wd denote its weight for the last attribute. In the case of
wd > 0, if the intersection point of its dual ray q∗ with Ai(O∗) 4 lies on the hyperplane o∗,
then o = πi(q,O). In the case of wd < 0, if the intersection point of its dual ray q∗ with
An−i+1(O
∗) lies on the hyperplane o∗, then o = πi(q,O).
Hence, Ai(O∗) encodes, for any preference with wd > 0, the identity of its i-th ranked
object; each facet of Ai(O∗) corresponds to the set of preferences with wd > 0 sharing the
same i-th ranked object. Similarly, An−i+1(O∗) encodes, for any preference with wd < 0,
the identity of its i-th ranked object. Therefore, Ai(O∗) and An−i+1(O∗) are viewed as the
query response surface (QRS) for the query returning the i-th ranked object under a pref-
erence. Overall,
⋃
i∈[1,k]∪[n−k+1,n]Ai(O
∗) encodes π≤k(q,O) for any possible preference
q.
3.2.3 Query Primitives
Our algorithms will use the following two primitives repeatedly.
Halfspace range query. The problem is to preprocess a set P of n points in Rd so that
all points in P lying above a query hyperplane h can be reported quickly. In dual, this
problem corresponds to reporting all hyperplanes of P ∗ lying below the point h∗. Several
approaches have been proposed for this query. For d ≤ 3, a query can be answered in
O(log n + t) time, where t is the output size, using O(n) space [45, 2]. For d ≥ 4, given
a parameter n ≤ s ≤ n⌈d/2⌉, a query can be answered in O((n/s1/⌈d/2⌉) log n + t) time
using O(s1+ε) space for any ε > 0 [83]. The known lower bounds [29] suggest that these
bounds are close to optimal. I/O-efficient indexing schemes for halfspace range queries
were given in [3]; dynamic schemes were presented in [8, 38]; see also [44].
4 The description of Arrangement A can be found in Chapter 2.
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Since the focus of this chapter is not to develop the best possible index for halfspace
range searching, experiments in Section 3.5 simply use a tree index on P based on some
hierarchical spatial partitioning scheme, such as a quad-tree or kd-tree, and answer halfs-
pace range queries as described in Chapter 2. This chapter assumes that a halfspace range
query can be answered in O(q(n) + t) time, and a point can be inserted or deleted in
O(u(n)) time.
Top-k query. There is a close relationship between halfspace range queries and top-k
queries. Indeed, let q be a query preference for which we wish to report π≤k(q,O). Let
h be a hyperplane normal to q of the form 〈q, x〉 = t, where t ∈ R. A halfspace range
query is performed over O with respect to h. If it returns fewer than k objects, we decrease
the value of t and try again. If it attempts to report more than k points, we stop, increase
t, and then try again. Thus, by doing a binary search, we can find a value of t such that
exactly k objects are reported. This procedure takes O((q(n) + k) log n) time. Using the
index of [83], the running time can be improved to O(q(n) + k). Conversely, an index
for top-k queries, in which a user can specify the value of k as part of the query, can
be adapted to answer halfspace range queries. This chapter will thus use O(q(n) + k)
to denote the query time for a top-k index and O(u(n)) to denote the update time. In
the implementation, simply a quad-tree or kd-tree is used to answer top-k queries with a
branch-and-bound method. It can be easily replaced by a more sophisticated one without
affecting the rest of our solution.
Note that we are sometimes interested only in the k-th ranked object (instead of all top
k objects). When k is small (i.e., k ≤ q(n)), simply running a top-k query and returning
only the k-th object works well.
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3.2.4 Summary of Results
First, this chapter shows that a reverse top-k query can be formulated as a halfspace range
query and thus can be answered inO(q(m)+t) time, wherem is the number of preferences
and t is the number of them affected by the query object. To the best of our knowledge,
this is the first linear-size index that can answer this query in sublinear time in any fixed
dimension. For d ≤ 3, the query time is O(logm + k), which is optimal. Experiments
show that our approach is much faster than the current state of the art [115, 116].
Second, this chapter presents a scalable solution for processing many continuous top-
k queries, which maintains π≤k(q,O) for a set Q of preferences under both object and
preference updates. Section 3.3.2 starts by outlining two approaches—preference-driven
and QRS-driven—for finding the new k-th ranked object for each preference affected by an
object update. The preference-driven approach evaluates one such query for each affected
preference; the QRS-driven approach evaluates one query for each facet of Ak(O∗) (within
which all preferences have the same k-th ranked object). Section 3.3.2 adopts a hybrid
approach that uses the preference-driven one for sparse preferences and the QRS-driven
one for clustered preferences. Experiments show that this hybrid approach achieves good
performance by exploiting the clusteredness of preferences while avoiding maintaining
complex regions of the QRS with sparse preferences.
Third, Section 3.4 shows that if approximate answers as described in Section 3.2.1 are
acceptable, one can compute a subset C ⊆ O of sizeO(k/ε(d−1/2)), such that 〈q, π≤k(q,C)〉 ≥
〈q, πk(q,O)〉 − εd¯(q,O) for all preference q. The set C can be maintained efficiently un-
der insertion and deletion of objects. Experiments show that this approach significantly
reduces the complexity of QRS and improves running time with little loss of accuracy.
Finally, our results have a number of applications beyond those focused on by this
chapter; we discuss them in Section 3.7.
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FIGURE 3.1: Illustration of object insertion in dual. Objects (1, . . . , 4) are shown as solid
lines and preferences (a, b, . . . , h) are shown as vertical lines. Prior to inserting object 5
(shown as a hashed line), the 2-level is shown as the thick polyline, and the cutoff points
are shown as white dots. Insertion of 5 changes the top-2 lists for preferences d, e, and g,
whose cutoff points lie above the newly inserted dual line.
3.3 From Reverse Top-k to Continuous Top-k Queries
This section presents the solutions for answering reverse top-k queries and for processing
a large number of continuous top-k queries. It starts with a static solution for reverse top-k
queries, ignoring object or preference updates. It then describes a fully dynamic solution
that handles both object and preference updates.
3.3.1 A Static Solution for Reverse Top-k
Given a set O of objects, a set Q of preferences, and a query object o 6∈ O, we wish to report
the subset of preferences Qo = {q ∈ Q | o ∈ π≤k(q,O ∪ {o})}. Intuitively, a preference
q can be affected by o only if o scores higher than the current k-th ranked object for q. In
dual, this intuition translates into the following lemma, which characterizes the set Qo.
Lemma 2. For a query object o, q ∈ Qo iff q∗∩Ak(O∗) lies above the dual hyperplane o∗.
Proof. Let p = πk(q,O). By Lemma 1, q∗ ∩ Ak(O∗) = q∗ ∩ p∗. If the new object o
belongs to π≤k(q,O ∪ {o}), then p = πk+1(q,O ∪ {o}). By Lemma 1, q∗ intersects o∗
before intersecting p∗, implying that q∗ ∩Ak(O∗) lies above o∗; see Figure 3.1.
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In view of Lemma 2, the point set Qˆ = {q∗ ∩ Ak(O∗) | q ∈ Q} is indexed in the dual
space, i.e., intersection points between the vertical lines in Q∗ and the k-level. These points
are referred to as the cutoff points. To create this index, Qˆ is computed by performing a
top-k query on O with each preference q to find πk(q,O); an index on O supporting top-k
queries is described in Section 3.2.3.5 Qˆ is then preprocessed into an index for halfspace
range queries so that all points of Qˆ lying above a query hyperplane can be reported. By
Lemma 2, a reverse top-k query can be answered in O(q(m) + t) time, where t is the
output size.
Using the results in [2, 83], discussed earlier in Section 3.2.3, the following result is
obtained for answering reverse top-k queries. As noted in Section 3.2.3, simpler, more
practical methods can be used instead, but with weaker theoretical bounds.
Theorem 3. Let O be a set of n objects in Rd and Q a set of m preferences. 1) For d ≤ 3, Q
can be preprocessed in O((n+m) log n) time into an index of size O(m) so that a reverse
top-k query can be answered in O(logm+ t) time, where t is the output size. 2) For d ≥ 4
and for a parameter m ≤ s ≤ m⌈d/2⌉, there is an index of size O(s1+ε) for any ε > 0, so
that a reverse top-k query can be answered in O((m/s1/⌈d/2⌉) logm + t) time, where t is
the output size.
Note that the above solution allows each user (preference) to choose a different value
of k; the cutoff point of each user would be defined by the value of k specific to the user.
3.3.2 A Fully Dynamic Solution
Building on the static solution for reverse top-k queries, this section shows how to process
a large number of continuous top-k queries in a fully dynamic setting, with both object
and preference updates. Three approaches will be discussed, and they are distinguished
primarily by their handling of preferences affected by object updates. This section starts
5 Instead of performing each top-k query individually, they can be batched using, for example, the QRS-
driven or hybrid approach in Section 3.3.2.
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by outlining two possible approaches with complementing strengths (and weaknesses),
and then describes the hybrid approach which combines the advantages of the first two
approaches. All three approaches employ an index on the set of n objects O, which sup-
ports preference top-k queries in O(q(n) + k) time and object insertions and deletions in
O(u(n)) time, as discussed in Section 3.2.3.
3.3.2.1 Preference-Driven Approach
In addition to the index on O for top-k queries, this approach employs an index on the
set Qˆ of cutoff points discussed in Section 3.3.1. Inserting a preference q involves a top-k
query against the index on O to initialize q’s list of top k objects. Then the cutoff point
is computed for q from its k-th ranked object and inserted into the index on Qˆ. Deleting
a preference q simply entails deleting its cutoff point from the index on Qˆ. Thus, the
insertion and deletion times are O(u(m) + q(n) + k) and O(u(m)), respectively.
Now consider the insertion (or deletion) of an object o. First, this approach issues a
halfspace range query with o∗ against the index on Qˆ to find the set of affected preferences
Qo ⊆ Q, which correspond to the cutoff points lying above (or, for deletion of o, on or
above) o∗, as in Section 3.3.1. In addition, the index on O is updated with o. Next, for each
affected preference q ∈ Qo, this approach issues a top-k query with q against the index on
O to find the new k-th ranked object p, and then updates the index on Qˆ with the new cutoff
point for q, given by q∗∩p∗. The list of top k objects for q can be easily maintained using o
(or, for deletion of o, o and p). The total update time is O(q(m)+u(n)+ t(q(n)+u(m))),
where t is the number of affected preferences.
This approach is referred to as preference-driven because it issues a separate top-k
query for each affected subscription in Qo, which can be expensive if Qo is large, and
wasteful if many preferences share the same k-th ranked object. Intuitively, for “nearby”
preferences with the same k-th ranked object, we would like to use only one query, which
leads to the next approach.
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3.3.2.2 QRS-Driven Approach
An alternative approach will be to leverage the query response surface Ak(O∗). Recall
from Section 3.2.2 that each facet of this QRS corresponds to a set of preferences sharing
the same k-th ranked object, giving us a natural way to process preferences in groups.
To this end, in addition to the index on O for top-k queries, the QRS-driven approach
maintains an index for Ak(O∗). If an object o is inserted (or deleted), this approach updates
the index on O as well as the index for Ak(O∗), querying the index on O as needed. The
complexity of this operation does not depend on the number of preferences. Finally, for
each new facet ϕ on the updated QRS, let p denote the object whose dual hyperplane p∗
contains ϕ, and let Qϕ denote the set of preferences q whose dual lines q∗ intersect ϕ.6 All
preferences in Qϕ have p as their new k-th ranked object, and their lists of top k objects
can be maintained using o (resp. o and p).
Note that updating of the QRS is oblivious to the actual set of preferences. Indeed, the
QRS-driven approach effectively computes, without any knowledge of Q, a description
(based on facets of Ak(O∗)) of the set of affected preferences, together with the incremen-
tal changes to their lists of top-k objects. This feature makes the QRS-driven approach
attractive for some applications (such as monochromatic reverse top-k queries in business
analysis [115]), a point we shall come back to in Section 3.7.
There are two difficulties with this approach, however. First, the QRS can be large
and complex to update, especially in higher dimensions. Second, many parts of the QRS
may have few or no preferences, so it would be a waste of effort to maintain the QRS
for these parts. These observations lead to the idea of combining this approach with the
preference-driven approach earlier.
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FIGURE 3.2: Leaves of T. The QRS is shown as a thick polyline, and the dual lines of
preferences are shown as dotted lines. Solid lines show the partitioning of the dual space
into leaves; for clarity here equi-distance partitioning is used, though in practice it need not
be the case. Black leaves are filled with a dark (green) shade; grey-dense leaves are filled
with a medium (green) shade; grey-sparse leaves are filled with a light (yellow) shade;
white leaves are not shaded.
3.3.2.3 Hybrid Approach
For the preference-driven approach, the index on Qˆ can be updated efficiently, but in-
dependently computing the new k-th ranked object for each affected preference can be
inefficient. For the QRS-driven approach, identically affected preferences are processed
efficiently as a group, but maintaining parts of the QRS with few or no actual preferences
is wasteful. To get the best from both approaches, a hybrid approach is adopted to intelli-
gently switch between the two processing modes.
In addition to the index on O for top-k queries, the hybrid approach maintains a search
tree T based on a hierarchical spatial partitioning of the dual space (a quad-tree is used in
the implementation). Each node v of T is associated with a bounding box Bv ⊆ Rd. Let
Q∗v ⊆ Q∗ denote the set of vertical lines in Q∗ stabbing Bv, and let O∗v ⊆ O∗ denote the set
of hyperplanes in O∗ intersecting Bv. The following three counters are stored at each node
v: mv = |Q∗v|, nv = |O∗v|, and b∆v , the number of hyperplanes in O∗p(v) that lie below Bv,
where p(v) is the parent of v. The number of hyperplanes in O∗ lying below Bv, denoted
bv, can be computed by summing b∆u over each node u on the path from the root to v. At
6 This set can be either explicitly maintained for each facet of the QRS, or computed by searching another
data structure on Q.
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each leaf v of T, the sets O∗v and Q∗v are also stored.
A leaf v can be one of the following types (where τm and τn are user-defined parame-
ters):
• White if bv > k; i.e., Bv is strictly above Ak(O∗).
• Black if bv + nv < k; i.e., Bv is strictly below Ak(O∗).
• Grey-sparse if (bv ≤ k ≤ bv + nv) ∧ (mv < τm); i.e., Bv intersects Ak(O∗) and
contains few cutoff points.
• Grey-dense if (bv ≤ k ≤ bv + nv) ∧ (mv ≥ τm) ∧ (nv < τn); i.e., Bv intersects
Ak(O
∗) and likely contains many cutoff points, and Ak(O∗) is not very complex.
These leaf types are depicted in Figure 3.2. A node v satisfying none of the conditions
above passes the following splitting condition:
(bv ≤ k ≤ bv + nv) ∧ (mv ≥ τm) ∧ (nv ≥ τn).
In this case, v is an interior node. Practically, τm and τn are chosen to reflect 1) the “tipping
point” when one of the preference- and QRS-driven approaches becomes more efficient
than the other, and 2) the granularity at which such a decision is made.
Constructing T . Initially, T is a tree containing a single unvisited root node with Broot =
R
d
, mroot = m, nroot = n, and b∆root = broot = 0. The splitting condition is tested at
each unvisited node v. If v passes the splitting condition, v becomes a non-leaf and Bv is
partitioned among its children, each of which will be visited. Otherwise, v is a leaf: Q∗v
and O∗v are stored, and v’s type is then determined.
Object insertion. For the insertion of a new object o, T is first updated top-down. At a
node v, nv is incremented by 1 if o∗ intersects Bv, or increment b∆v if o∗ lies below Bv.
There are three cases:
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1. v was a non-leaf. If now bv > k, the subtree rooted at v is contracted into a single
white leaf and stop. Otherwise, v remains a non-leaf and the same procedure is
repeated for each child of v, but skipping any child u where o∗ lies above Bu.
2. v was a white or black leaf. The only case requiring action is when a previously
black v becomes grey or non-leaf because now bv + nv = k. In this case, a subtree
rooted at v is constructed for O∗v,Q∗v using the construction procedure above.
3. v was a grey leaf. The only case requiring action is when a previously grey-dense
v turns into a non-leaf because nv now reaches τn. In that case, the construction
procedure is used to build a subtree rooted at v.
After T has been updated, T is traversed to compute, for each grey leaf v, the set of affected
preferences in Q∗v:
• If v is grey-dense, the QRS inside Bv must be simple because few dual hyperplanes
intersect Bv, so a QRS-driven approach is taken. The new facets of the QRS inside
Bv (i.e., Ak−bv(O∗v)∩Bv) is computed. For each new facet ϕ, let p denote the object
whose dual hyperplane p∗ contains ϕ. All preferences whose dual lines intersect ϕ
have p as the new k-th ranked object.
• If v is grey-sparse, Q∗v is small, so a preference-driven approach is taken, with one
top-k query issuing against the index on O for each preference in Q∗v. If O∗v happens
to be small too, instead of using the index on O, simply the (k− bv)-th ranked object
in O∗v can be computed for each preference by scanning O∗v.
Object deletion. For the deletion of object o, again T is first updated top-down. At a node
v, nv is decremented by 1 if o∗ intersects Bv, or decrement b∆v if o∗ lies below Bv. There
are three cases:
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1. v was a non-leaf. If bv +nv now drops below k, the subtree rooted at v is contracted
into a single black leaf. If nv drops below τn but still bv+nv ≥ k, the subtree rooted
at v is contracted into a single grey-dense leaf. Otherwise, v remains a non-leaf and
the same procedure is repeated for each child of v, but skipping any child u where
o∗ lies above Bu.
2. v was a white or black leaf. The only case requiring action is when a previously
white v becomes grey or non-leaf because now bv = k. In this case, a subtree rooted
at v is constructed using the construction procedure above.
3. v was a grey leaf. v becomes black if bv + nv < k.
After T has been updated, the set of affected preferences and their new k-th ranked objects
are computed. As discussed in the case of object insertion, the update algorithm switches
between QRS- and preference-driven approaches as appropriate.
Preference insertion. For the insertion of a new preference q, a top-k query with q is
issued against the index on O to find Oq = π≤k(q,O). Using Oq, q’s cutoff point qˆ is
calculated, and T is searched for the grey leaf v such that qˆ ∈ Bv. For every node u
along the path from the root to v, mu is incremented by 1. If v was grey-sparse and now
mv = τm, v would become grey-dense or non-leaf; in this case, a subtree rooted at v is
constructed using the construction procedure above.
Preference deletion. For the deletion of preference q, T is searched for the grey leaf v
such that Bv contains the cutoff point of q. For every node u along the path from the root
to v, mu is decremented by 1. If (and as soon as) mu drops from τm to τm − 1 for any u
encountered during the search, the subtree rooted at u is replaced with a single grey-sparse
leaf.
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FIGURE 3.3: a) Illustration of coreset for k = 2. Points are shown as black dots and
members of the coreset are circled. b) Converting O into a fat point set using an affine
transform defined using anchor points {a0, a1, a2}. c) Constructing the coreset by finding
the k nearest neighbors in Γ(O) (showing in the bounding box) of each grid point in G
(shown on the sphere).
3.4 Approximate Top-k Queries
As mentioned in Section 3.1, it suffices for users of many applications to have approximate
lists of top-k objects under their preferences. This section shows that in this case the
index can be built on a small subset of O, and the lists can be updated more efficiently.
Section 3.4.1 shows that such a small subset C, called coreset, can be computed efficiently.
Section 3.4.2 describes how to update the coreset efficiently as O changes. Section 3.4.3
further describes procedures for maintaining indexes based on C as well as the top-k lists
of all users. As we will see, maintaining them upon every change to C is unnecessary
and expensive—insertion or deletion of a single object in O sometimes causes multiple
changes to C. Therefore, these procedures are designed to perform maintenance lazily
only when necessary.
3.4.1 Computing a Coreset
For a unit vector q ∈ Sd−1, the extent of O in direction q, denoted by d¯(q,O), is
d¯(q,O) = max
o∈O
〈q, o〉 −min
o∈O
〈q, o〉,
i.e., the difference between the maximum and the minimum scores for the preference q.
Given an integer k ≥ 1 and a parameter ε > 0, a subset C ⊆ O is called a (k, ε)-coreset
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(or simply coreset for brevity) if for all i ≤ k and q ∈ Sd−1,
〈q, πi(q,C)〉 ≥ 〈q, πi(q,O)〉 − εd¯(q,O). (3.1)
This section shows that a coreset of size O(k/ε(d−1/2)) can be computed efficiently.
Before describing the algorithm, we need a property of coreset, which will be critical
for the algorithm. A linear transform Γ : Rd → Rd is called an affine transform if the
matrix Γ is nonsingular—it includes translation, rotation, and scaling.
Lemma 4. Let k > 0 be an integer, ε > 0 a parameter, and Γ an affine transform. A
subset C ⊆ O is a (k, ε)-coreset of O if and only if Γ(C) is a (k, ε)-coreset of Γ(O).
The proof of this lemma, a slight variant of the one given in [122], is omitted here.
Converting O into a fat point set. For a constant α > 0, O is called α-fat if
max
q1,q2∈Sd−1
d¯(q1,O)/d¯(q2,O) ≤ α.
An affine transform Γ can be computed such that Γ(o) is αd-fat for some constant αd that
depends on d. To this end, the approximate minimum-volume bounding box B for O is
first computed with the algorithm of Barequet and Har-Peled [24], as follows. The set A
of d anchor objects a0, . . . , ad is picked, one by one. a0 is chosen arbitrarily, and ai+1
is chosen to be the farthest object from span(a0, . . . , ai), i.e., the span of all previously
chosen anchors. The set A of anchor objects defines the bounding box B: a0 lies in the
center of B; the vector from ai+1 to span(a0, . . . , ai) gives an direction orthogonal to the
directions defined by {a0, . . . , ai} (see Figure 3.3(b)). Next, a transform Γ is computed,
such that Γ(B) maps to [−1,+1]d. It can be checked that Γ(O) is αd-fat for a constant αd
(see, e.g., [5]).
Constructing C. Given O, the affine transform Γ is first computed, as described above, so
that Γ(O) is fat and Γ(O) ⊂ [−1,+1]d. Let S be the sphere of radius √d + 1 centered
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at the origin in Rd. A set G of grid points is constructed on S as follows. Set parameter
δ = β
√
ε for a sufficiently small constant 0 < β < 1. A set G ⊂ S of O(1/βd−1) =
O(1/ε(d−1)/2) points is chosen, so that for any point x ∈ S there is a grid point p ∈ G such
that ‖x− p‖ ≤ δ.
Next, for each grid point p ∈ G, σk(p), the (ε/2)-approximate k nearest neighbors
of p in Γ(O), is computed; see Figure 3.3(c). C is set to ⋃p∈G σk(p). By adapting the
methods for answering approximate nearest-neighbor queries [18], the (ε/2)-approximate
k nearest neighbors of a query point can be computed in O(log n+k/εd) time. In practice,
a branch-and-bound algorithm (similar to the one used for answering a top-k query) can
be used.
Theorem 5. Given a set O of n objects, an integer k > 0, and a parameter ε > 0, a
(k, ε)-coreset of O of size O(k/ε(d−1)/2) can be computed in O(n log n+ k/ε3d/2) time.
Proof. Since |G| = O(1/ε(d−1)/2), |C| = O(k/ε(d−1)/2); the running time of the algorithm
follows from the query time of the approximate k-nearest neighbor data structure. It thus
suffices to prove that C is a (k, ε)-coreset.
For each q ∈ Sd−1 and for all i ≤ k, we show that (3.1) holds. We prove this claim
by induction on i. Suppose this claim holds for up to i − 1. Suppose o = πi(q,O). Let
x ∈ S be the intersection point of S with the ray emanating from o in direction q. Refer
to Figure 3.4. Let g ∈ G be the closest grid point to x ∈ S. If o is the i-th nearest
neighbor of g, then o is included in C. Otherwise, the i-th nearest neighbor must lie in the
shaded (blue) region. The error is within ‖w − z‖, which can be shown to be less than
‖h − x‖ < (ε/2)d¯(q,O), provided that β is chosen sufficiently small; see [122]. Recall
that we computed the (ε/2)-approximate k-nearest neighbors of g, so we can argue that if
o˜ is the (ε/2)-approximate i-th nearest neighbor of g, then 〈q, o˜〉 ≥ 〈q, o〉 − εd¯(q,O).
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FIGURE 3.4: Correctness of the coreset construction algorithm.
Remarks. Note that C approximates π≤k(q,O) for all q ∈ Sd−1. If we are interested in
preferences q = (q1, . . . , qd) for which qi ≥ 0 for all i ≤ d, then we choose only those
points of G that are within or not far from the first orthant (The implementation uses those
with coordinates no less than −0.3). The asymptotic bound on the size of C does not
change, but the constant changes.
Agarwal et al. [7] define a coreset using a stronger definition of approximation which
ensures that
〈q, πi(q,C)〉 ≥ (1− ε)〈q, πi(q,O)〉 (3.2)
for all 1 ≤ i ≤ k and for all directions q ∈ Sd−1 if all attributes are non-negative. Using
a similar algorithm they show that a coreset of size O(k/ε(d−1)/2) can be computed under
this stronger definition. A result in [9] shows that the coreset can be maintained efficiently
under insertion and deletion of objects. The definition presented in this section provides
a weaker theoretical guarantee because the error is bounded in terms of extent, which de-
pends on the position of highest ranked object. In particular, if the score of πk(q,O) is
much smaller than π1(q,O), then the bound in (3.1) could be large. However, the pre-
sented definition is chosen because in practice it also produces a very good approximation
of π≤k(q,O) for every q, and updating C under insertion or deletion of an object is consid-
erably simpler.
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3.4.2 Updating the Coreset
This section discusses how to maintain the coreset C under insertion and deletion of ob-
jects, i.e., maintain the set of anchor points A, the bounding box B, and the affine trans-
form Γ. To help reduce the amortized cost of reconstructing the coreset, the coreset is
maintained as the union of two sets, i.e., C = Cin ∪ Cout, where Cout is used to “buffer”
new objects that would otherwise trigger coreset reconstruction immediately; details now
follow.
Object insertion. Suppose the new object o is inside the bounding box B. For each grid
point g ∈ G, if Γ(o) is one of g’s new (approximate) k nearest neighbors among Γ(O∪{o}),
o is inserted into Cin and the old k-th nearest neighbor of g is removed from Cin. Overall,
C does not change unless o becomes one of the k nearest neighbors of some grid point, in
which case o is inserted to Cin and one or more objects are deleted from Cin.
If the new object o is outside B, the naive approach would be to reconstruct C because
Γ needs to be recomputed. To reduce the frequency of expensive coreset reconstructions,
o is simply buffered in Cout, and coreset reconstruction is postponed until |Cin| = |Cout|.
Immediately following a reconstruction, Cout = ∅ and C = Cin.
When reconstructing the coreset, the update algorithm attempts to reuse the objects in
the current coreset whenever possible. Let C′ denote the content of C before reconstruction.
Let Og be the set of new k nearest neighbors for a grid point g ∈ G. For each object
o ∈ Og \ C′, if there exists an object o′ ∈ C′ \ Og, such that the distance from g to o′ is
approximately the same as the distance from g to o, then o is substituted with o′. This
technique reduces the number of changes in the coreset membership, which in turn helps
reduce the cost of maintaining the data structures built on the coreset.
Object deletion. Suppose an object o ∈ O is deleted. If o 6∈ C, there is nothing to do. If
o ∈ Cout, o is simply deleted from Cout. Next, suppose o ∈ Cin.
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If o is not an anchor point in A defining the affine transform Γ, let Go denote the subset
of grid points g ∈ G such that Γ(o) is one of g’s approximate k nearest neighbors. o
is deleted from Cin, and for each g ∈ Go, the approximate k-th nearest neighbor of g is
computed and added to Cin.
If o happens to be an anchor point in A, a new affine transform is needed. Thus, the
reconstruction of the coreset is triggered. Again, as discussed in the case of object inser-
tion, the update algorithm attempts to reuse the objects in the current coreset whenever
possible.
3.4.3 Updating Indexes and Top-k Lists
Recall from Section 3.3.2 that a number of indexes is maintained for scalable processing
of continuous top-k queries. For example, the preference-driven approach maintains an
index I of objects (for preference top-k queries) and an index J of cutoff points. The
hybrid approach maintains I and a search tree T. With the coreset approach, these indexes
are now based on C instead of O. When C changes, these indexes need to be updated as
well as the approximate top-k lists for all preferences. Naively, they can be simply updated
for every change to C, but this strategy is expensive because a single insertion or deletion
in O may sometimes translate to many changes to C, as discussed in Section 3.4.2. The
key observation is that it is unnecessary to carry out some updates to the indexes and top-k
lists immediately. To illustrate, suppose that the insertion of an object o from O causes
another object o′ to disappear from C. There is no need to remove o′ from the top-k list
of a preference, because o′ has not been deleted from O, and the old list will continue to
serve correctly as an approximate top-k list. Likewise, there is no need to delete o′ from
the indexes.
Therefore, following this intuition, a lazy approach is used to update the indexes and
the top-k lists. Two buffers are maintained:
• Deletion buffer stores the set ∇ of objects that have been deleted from C but not
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from O; these objects are still present in the index I of objects and the tree structure
T.
• QRS buffer stores a set ∆ of objects that have been inserted into C because of other
object updates (i.e., o itself was already present in O before it is inserted into C);
these objects are inserted into I and T, but they are not used to update the index J of
cutoff points or the top-k lists.
The ramainder of this section is devoted to describe the procedures for updating the indexes
and top-k lists when an object is inserted or deleted in O. The description covers the
maintenance of I, J, and T; in practice, only the subset of these indexes used by the
approach chosen from Section 3.3.2 needs to be maintained.
Object insertion. Suppose a new object o is inserted into O. Recall the coreset update
algorithm in Section 3.4.2. If o does not affect C, there is nothing to do and the algorithm
stops. If o is added to C, it is inserted into I and T. The set of affected preferences is com-
puted as discussed in Section 3.3, and update their top-k lists as well as their corresponding
cutoff points in J.
Furthermore, if the insertion of o causes a set C− of objects to be removed from C, C−
is inserted into the deletion buffer ∇ and avoid updating I and T.
Finally, if the insertion of O causes a set C+ of objects to be added to C (which happens
when C is reconstructed), each o′ ∈ C+ is processed as follows. If o′ ∈ ∇, it is simply
removed from ∇ and nothing further needs to be done; otherwise, o′ is inserted into I, T,
and the QRS buffer ∆, without updating J or any top-k lists.
Object deletion. Suppose an existing object o is deleted from O. If o is in neither the
current coreset nor the deletion buffer ∇, the algorithm simply stops. Otherwise, o is
deleted from there and from I and T. The set of affected preferences is also computed, and
their top-k lists as well as their corresponding cutoff points in J are updated.
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Recall the coreset update algorithm in Section 3.4.2. If o was in the C and the coreset
is not reconstructed, then the deletion of o can cause insertion of a set C+ of objects into
C. As in the case of object insertion discussed above, for each o′ ∈ C+, if o′ ∈ ∇, it is
simply removed from ∇; otherwise, o′ is inserted into I, T, and the QRS buffer ∆, again
without updating J or any top-k lists.
Finally, if C was reconstructed as the result of deleting o, let C+ denote the set of
objects inserted into C and let C− denote the set of objects deleted from C. Each object
of C− is inserted into the deletion buffer ∇. The processing of C+ is more involved. Let
O′ = (C+ \ ∇) ∪∆. The objects in C+ \ ∇ are inserted into I and T, and delete those in
C+ ∩ ∇ from ∇. By performing a reverse top-k query for each object in O′, the set Qo of
preferences that need updating is identified. Their top-k lists as well as their corresponding
cutoff points in J are updated. Further details are omitted.
3.5 Experimental Evaluation
Approaches compared. For static reverse top-k queries, the approach based on halfspace
range queries (Section 3.3.1) has been implemented using a quad-tree as the underlying
index for cutoff points;7 this algorithm is referred to as HSR for short. For comparison, the
RTOP-Grid algorithm by Vlachou et al. [115] has been implemented, which is the most
recent and most relevant to the work presented in this chapter; this algorithm is referred to
as GRID for short.
For the problem of processing a large number of continuous top-k queries, all three
approaches discussed in Section 3.3.2 have been implemented: preference-based, QRS-
based, and hybrid. They are not compared with GRID in this case, because GRID does
not handle object updates efficiently, and is already significantly outperformed by our
approach in the static case (as we will see in Section 3.5.1).
7 Experiments have also been performed with a kd-tree implementation, which showed comparable perfor-
mance: it works better than the quad-tree for d > 4 and worse for d < 4. Since the choice does not change
any conclusion drawn in this section, results for the kd-tree are not shown in this chapter.
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For the three approaches, again quad-trees are used for the underlying indexes when
applicable. For the QRS-based approach, a quad-tree is used to store the QRS, stopping
when a node v’s bounding box Bv is strictly above or below the QRS, or intersects fewer
than τn hyperplanes in O∗—analogous to the hybrid approach in Section 3.3.2.3 with τm =
0 such that there are no grey-sparse nodes.
Finally, the coreset-based approach has been implemented for the approximate version
of the problem. All algorithms are implemented in C++.
Performance metrics. The following metrics are considered when evaluating competing
approaches:
• Time (per request): The wall-clock time for handling a request, be it a reverse top-k
query in the static case, or an object or preference update in the dynamic case (which
includes maintenance of data structures, processing of affected preferences, etc.).
• # calls: The number of calls to query primitives—halfspace range or top-k queries—
discussed in Section 3.2.3. This metric allows performance to be measured indepen-
dent from particular implementations of the primitives.
• Approximation error (estimated): The relative error observed in the answers pro-
duced by the coreset-based approximation approach in Section 3.4. For a coreset
C ⊆ O, the error in the top-k answer for preference q is measured as
max
i∈{1,...,k}
1− 〈q, π≤i(q,C)〉〈q, π≤i(q,O)〉 .
This measure is more stringent than what is bounded in (3.1) for the presented def-
inition of approximation; it in fact corresponds to the stronger definition of approx-
imation in (3.2) in Section 3.4.1. To estimate the average error when Q is large or
unknown, 1,000 preferences are randomly chosen and their average is computed.
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(a) Annulus (α = 0.9), all
objects
(b) Annulus (α = 0.9),
coreset
(c) Stock data, all objects (d) Stock data, coreset
FIGURE 3.5: Illustration of object workloads.
Experiments were conducted on a Dell OptiPlex 990 with 3.40GHz Intel Core i7-2600
CPU, 8M cache, and 8GB memory.
Workloads. A number of synthetic and real object workloads are used in the experi-
ments. This section chooses to focus on the results for the synthetic annulus-uniform and
annulus-clustered, because they enable testing with a wide range of data characteristics.
Objects are drawn from the portion inside the positive orthant of an annulus in Rd centered
at the origin with outer radius 1 and inner radius α ∈ [0, 1]. For annulus-uniform, objects
are uniformly distributed inside the annulus. For annulus-clustered, objects are distributed
across a mixtures of 20 Gaussians (clipped to the annulus); parameters of the Gaussians al-
low further control of the clusteredness. For example, Figure 3.5(a) shows a set of objects
O from annulus-uniform with α = 0.9, and Figure 3.5(b) illustrates a coreset for O.
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FIGURE 3.6: Comparison between HSR and GRID (previous approach) for static reverse
top-k queries; α = 0.9.
To generate an object update for the workload, either insertion or deletion is first cho-
sen with equal probability. For insertion, a new object is drawn from the same distribution
used to draw the initial object set. For deletion, an existing object is chosen at random
with equal probability.
Annulus-uniform and annulus-clustered are related to the synthetic workloads (corre-
lated, anti-correlated, and uniform) described in [28]. Note that α gives us some control
over the “hardness” of the problem. As α approaches to 0, more and more objects, particu-
larly those closer to the origin, do not participate in any top-k lists. The object distribution
becomes uniform inside the ball. It remains harder for the problem than uniform distri-
bution inside the unit box, for which only few objects close to the corners of the unit box
participate in any top-k lists. The distribution of objects for annulus-clustered, generated
with one single Gaussian, resembles correlated. As α approaches 1, the objects lie on the
sphere, the distribution of objects becomes more anti-correlated, and any object can appear
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FIGURE 3.7: Additional scalability comparison between HSR and GRID.
in a top-k list; this is in some sense captures the worst-case behavior.
In addition to synthetic object workloads, data for 2,374 stocks on NYSE and NAS-
DAQ from Yahoo! Finance were obtained. For each stock, its estimated earnings per stock
(EPS) and weekly historical quotes (opening, closing, lowest, and highest prices and vol-
ume) in 2011 were collected. EPS can be used to convert each price to a price-to-earning
ratio (PER), which is a more normalized metric than raw price for comparing different
stocks. In the experiments only 2 dimensions are used: volume, and PER based on the
closing price (although PER can be generated from various available prices, they would
be extremely similar). Figure 3.5(c) shows the objects from this dataset, and Figure 3.5(d)
shows its coreset. Note that the extreme points are well-represented in the coreset, while
the cluster near the origin requires few representatives.
Preferences are generated from one of the following two distributions. With Uniform,
preference is drawn uniformly at random from the unit sphere Sd−1 inside the positive or-
thant of Rd. With Clustered, preferences are distributed across a mixtures of 20 Gaussians
over the sphere; parameters of the Gaussians allow further control of the clusteredness.
3.5.1 Static Reverse Top-k Queries
First, we compare HSR with GRID [115]. Unless specified otherwise, d = 3, m = 10,000,
n = 10,000, and k = 20 in this section. The objects are generated from annulus-uniform
with α = 0.9 (unless specified otherwise). One thousand query objects are drawn from the
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FIGURE 3.8: More comparison between HSR and GRID.
same distribution.
Figures 3.6(a) and 3.6(b) compare the average query time as m (the number of prefer-
ences) and n (the number of objects) increase, respectively. HSR, which uses a linear-size
data structure, performs one to two orders of magnitude better than GRID. Results are not
shown for GRID when m = 256,000 and 1,024,000, because it becomes too expensive.
HSR’s scalability advantage over GRID is reflected not only in terms of query time, but
also preprocessing time (Figure 3.7(a)) and space consumption (Figure 3.7(b)). Prepro-
cessing for GRID involves reordering of preferences and many reverse top-k computa-
tions for materialized views, and it takes more than 3 hours for m > 64,000. GRID also
consistently uses two orders of magnitude more space than HSR; here, the space of GRID
is measured by the number of preferences it materializes, and the space of HSR by the
number of cutoff points it indexes, both of which are d-dimensional vectors.
Figure 3.6(c) shows that when k increases, the average query time increases for GRID
but remains almost the same for HSR. The reason is that the number of top-k queries
made by GRID depends on k, which becomes clear when we examine Figure 3.8(a). Fig-
ure 3.8(a) shows the number of top-k queries made by GRID for α = 0.9 (the workload
used by Figure 3.6(c)), and the number for α = 0.1. Both exhibit growth linear in k, and
we see that α = 0.9 is indeed “harder” than α = 0.1. On the other hand, HSR always is-
sues one halfspace range query per request (and therefore it is not shown in Figure 3.8(a)),
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regardless of k and α.
Figure 3.6(d) shows how HSR and GRID perform as the dimensionality increases.
We see that the advantage of HSR over GRID is maintained as d increases. For d = 2,
HSR answers a reverse top-k query in 0.38 milliseconds on average, which, if shown in
Figure 3.6(d), would have been below the horizontal axis (note the log-scaled vertical
axis).
Figure 3.8(b) summarizes the comparison between HSR and GRID when varying α,
the inner radius of the annulus. The query time generally increases as the annulus becomes
thinner (approaching a sphere), but HSR maintains its lead over GRID across all α values.
Figures 3.9 shows the performance of HSR when the number of preferences scales
up to one million. GRID becomes too slow to run in this case. Two curves are shown
in Figure 3.9(a): one for α = 0.1 and one for α = 0.9. For α = 0.1, the algorithm
performs better when n is bigger, because more objects actually lower the chance that a
query object becomes relevant to the preferences. Figure 3.9(b) shows the average query
time slightly increases as k increases. Compared with Figure 3.6(c), the average query
time increases by a factor of 10 when the number of preferences increases by a factor of
100. The reason is that the size of the index for halfspace range queries depends on the
number of preferences.
3.5.2 Continuous Top-k Queries
An object update is costly for GRID because a lot of materialized views need to be recom-
puted for the object update. Many top-k queries are called as subroutines even if the object
update does not affect any preference’s top-k results. For annulus-uniform with α = 0.8,
d = 2, m = 10,000, n = 1,000, and k = 10, the average update time of GRID is 40
seconds. In comparison, HSR takes only 0.014 seconds per update. Since the performance
of HSR clearly dominates that of GRID for continuous top-k queries, GRID is omitted
in the remainder of this section. Unless specified, α = 0.8, k = 10, d = 2, objects are
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FIGURE 3.9: Reverse top-k query on 1 million preferences; d = 3.
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FIGURE 3.10: Numbers of grey-sparse and grey-dense leaves in T.
drawn from annulus-uniform, and preferences generated from the clustered distribution.
For hybrid approach, both τm and τn are set to 1 (recall Section 3.3.2.3).
We first see how the hybrid approach automatically adapts to the object and preference
workloads. Figure 3.10(a) shows that as the number of preferences increases, more grey-
sparse nodes in T are converted into grey-dense nodes. Those preferences in grey-dense
nodes are not processed individually, making hybrid approach more scalable to a large
number of preferences. Figure 3.10(b) shows the number of grey-sparse and grey-dense
leaves when varying the variance of the Gaussian distributions from which preferences are
generated. When variance is small, many parts of the QRS have few or no preferences,
so hybrid uses fewer grey-dense nodes and takes a preference-driven approach for these
parts.
Next, we compare the preference-driven and hybrid approaches for continuous top-
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FIGURE 3.11: Preference-driven vs. hybrid.
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FIGURE 3.12: Exact vs. coreset-based approximation.
k queries. The number of objects is set to 1,000, and the number of preferences varies
from 1,000 to one million. Figures 3.11(a) and 3.11(b) compare the performance of the
preference-driven (denoted HSR in figures) and hybrid approaches for annulus-clustered
and annulus-uniform, respectively; preferences are drawn from clustered and uniform,
respectively. The combinations of (annulus-clustered objects, uniform preferences) and
(annulus-uniform objects, clustered preferences) are omitted because they show similar
trends. For these workloads, when the ratio between the number of preferences and the
number of objects becomes large, the hybrid approach performs significantly better than
the preference-driven one, as it avoids multiple computations for many preferences sharing
the same k-th ranked object.
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3.5.3 Continuous Approximate Top-k Queries
In this section, the number of preferences is set to 100,000; k = 20, d = 3, and α = 0.9.
Figure 3.12 shows the effect of the number of input objects on the coreset-based approx-
imation algorithm, in comparison with the exact one; here, the size of the coreset is fixed
roughly at 1,000. Figure 3.12(a) shows the top-k query time when the number of objects
varies from 10,000 to one million. While the query time for the exact algorithm increases,
it remains roughly the same for the coreset-based algorithm, because the size of the top-k
index is proportional to |C| instead of |O|. Since an insertion or deletion of a preference in-
volves a top-k query, the coreset-based algorithm will be able to handle preference updates
better than the exact one for a large set of objects. Figure 3.12(b) shows the processing
time per object update when the number of objects varies from 10,000 to one million. The
gap between the performances of the exact and coreset-based approximation algorithms
widens as the number of objects increases, because 1) when |O| becomes large, most ob-
ject updates would not affect the coreset if an object update is randomly chosen, and 2) the
top-k query can be answered more efficiently on a smaller coreset.
Figure 3.13(a) shows how the size of the coreset affects the quality of the approxima-
tion. As expected, the larger the coreset, the higher the accuracy. By choosing roughly 500
objects in the coreset, the estimated maximum and average errors are less than 0.05 and
0.01, respectively. Moreover, majority of the errors are small, as indicated by the closeness
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FIGURE 3.14: Preference-driven vs. hybrid: Yahoo! Finance data; m = 100,000.
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FIGURE 3.15: Preference-driven vs. hybrid: Yahoo! Finance data; k = 10.
between the average error and error at the 75th percentile. Figure 3.13(b) further plots the
distribution of errors over the preferences in Q. Preferences at the boundary tend to have
slightly higher approximation errors.
3.5.4 Yahoo! Finance Data
Experiments in this section study the performance of the exact algorithms (preference-
based and hybrid) on the object (stock) data collected from Yahoo! Finance. Since user
data are not disclosed to the public, synthetic preferences generated from clustered and
uniform are used in the experiments. While the distribution of objects and update workload
are considerably different from the synthetic ones (as illustrated in part by Figure 3.5),
performance results are similar to those in Section 3.5.2.
Figure 3.14 shows the average update time as k increases. As expected, the number of
affected preferences increases as k increases. For the preference-based approach, a top-k
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query is called for each affected preference. For the hybrid approach, the complexity of
the k-level depends on the value of k, and a larger k increases the size of the search tree
T. Figure 3.15 shows the average update time as the number of preferences increases.
Similar to the synthetic workloads (Figure 3.11), all curves exhibit growth proportional
to m, because the number of affected preferences increases as m increases. For a small
number (up to around a thousand) of preferences, the preference-based approach may be
more attractive because of the overhead of hybrid’s flexibility and the small workload size
in this case, but hybrid remains the better choice if m is reasonably large.
3.6 Related Work
There is a large body of literature on top-k query processing (see [69] for a survey); much
of it concerns the linear preference top-k queries and variants [44, 67, 113, 85, 50, 49, 115]
that are considered in this chapter. This section elaborates on three pieces of work that are
most related to the ones presented in this chapter.
Das et al. [49] considered the problem of supporting ad hoc (i.e., non-continuous)
top-k queries over streams. They also took a geometric approach and developed a data
structure based on maintaining an arrangement of lines in the dual space. Their solution
uses halfspace range queries as a primitive, but not for the purpose of solving reverse top-k
queries as proposed in this chapter. Time and space complexities are improved by pruning
the set of objects to a superset of the k-skyband, which is computed by partitioning the
arrangement into “strips” and using the top-k query results for the borders of the strips
to prune dual lines from each strip. The query and update operations take linear time,
and heuristics are required in choosing the partitioning. There was some discussion on
the case of d > 2, but the solution was only evaluated for d = 2. In comparison, the
coreset-based approach to approximating the k-level provides guarantees and generalizes
to higher dimensions.
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Mouratidis et al. [85] proposed the TMA algorithm (and the more specialized SMA)
for supporting multiple continuous top-k queries over data streams. TMA partitions the
primal space into grids, and for each cell, stores an “influence list” of queries (those re-
turned by a reverse top-k query with the cell’s top-right corner). Given an object update,
TMA identifies affected queries by searching for affected cells in an order that minimizes
the number of cells visited. Since TMA materializes the top-k answer for each query, it
requires more space than the approach of recording only the cutoff points. They also target
fewer number (thousands) of queries than the work presented in this chapter (hundreds of
thousands). A direct comparison with the work presented in this chapter is difficult be-
cause TMA and SMA also have features specific to the object update pattern under the
sliding-window semantics.
Most relevant to this chapter is the work by Vlachou et al. [115]. Their monochro-
matic reverse top-k algorithm can compute, without knowing the actual preferences, a
description of the set of possible preferences that would be affected by a given object. The
algorithm works for d = 2, based on similar observations as ranked join indices [113]. The
QRS-based framework and techniques can solve the same problem in higher dimensions
as well; see Section 3.7 for more details. For the bichromatic reverse top-k problem, where
the set of preferences is given, two algorithms were proposed. RTA heuristically orders the
preferences to be processed based on similarity, to increase the chance that the top-k query
result for the current preference can be reused for the next preference. RTOP-Grid uses a
grid data structure for pruning. For each cell, a reverse top-k query is run for the lower-
left and upper-right corners, and the result lists are stored in the cell. These lists are used
to reduce the set of preferences to be further evaluated using RTA. RTOP-Grid provides
no theoretical performance guarantees, and object updates are particular expensive for the
grid data structure. The experimental evaluation in Section 3.5 compares RTOP-Grid with
the solutions presented in this chapter.
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3.7 Conclusion and Other Applications
This chapter studied the problem of scalably processing a large number of continuous top-
k queries, each with a different preference vector for ranking multi-attribute objects. The
notion of QRS (query response surface) was proposed and the solutions were developed
within a geometric framework. By recognizing the connection to halfspace range queries,
data structures were obtained for reverse top-k queries with linear space and sublinear
query time. Building on this result, a fully dynamic solution was developed to support
both object and preference updates efficiently. This chapter also defined and solved an ap-
proximate version of the problem, further improving efficiency with little loss of accuracy.
Experimental evaluation confirmed the effectiveness of the presented ideas such as selec-
tive QRS-driven processing and coreset-based QRS simplification, which helped advance
the presented solutions in both scalability and functionality.
In closing, we briefly discuss several settings beyond those focused on by this chapter,
where the techniques presented in this chapter may be applicable.
Reverse k-nearest-neighbor queries have been widely studied by the database commu-
nity; see [90] for an overview. Though these queries are not the focus of this chapter, they
can also be handled by the approach presented in this chapter. More precisely, a set O of
points in Rd can be mapped to a set Oˆ of points in Rd+1 so that the k-nearest-neighbor
query for a point q ∈ Rd can be formulated as the top-k query for a preference qˆ ∈ Sd;
more details will be provided in the generalization section in Chapter 5.5.
In some settings, the set Q of preferences is not given explicitly. Instead, given an
object update, we are interested in obtaining (a description of) the set of all possible pref-
erences affected by it. This query is termed monochromatic reverse top-k by [115], with
applications in business analysis [115] and in publish/subscribe systems using the message
reformulation paradigm [41]. The concept of QRS and the QRS-driven approach in Sec-
tion 3.3.2 offer a solution that generalizes to high dimensions. Maintaining the full QRS
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is expensive, however. When approximation is acceptable, the coreset-based approach in
Section 3.4 can simplify the QRS, improve running time, and reduce the complexity in
describing the affected preferences.
Recently, there is growing interest in handling uncertainty in preference vectors and
assessing sensitivity in ranking to perturbations in preferences [108]. The notion of QRS
provides a natural framework for these problems, and the coreset-based approximation
can be readily applied to improve solution scalability. Further investigation would be a
promising direction of future work.
Finally, preference top-k queries also have applications in information retrieval (where,
e.g., a multi-keyword search can be seen as a preference top-k query over documents in
a high-dimensional keyword vector space) and in information integration (where results
from multiple sources are merged and ranked according to a preference function). Recent
work [70] has studied how to share the work involved in processing multiple such queries.
It would be interesting to investigate whether the techniques presented in this chapter can
be applied help improve scalability in a complementary manner.
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4Top-k Preferences in High Dimensions
This chapter extends the solution in the previous chapter, which is effective only in low
dimensions, to much high dimensions (in up to high tens). The solution presented in
this chapter is efficient if many preferences exhibit sparsity—i.e., each specifies non-zero
weights for only a handful (say 5–7) of attributes (though the subsets of such attributes
and their weights can vary greatly). The main idea is to carefully select a set of low-
dimensional core subspaces to “cover” the sparse preferences in a workload. These sparse
preferences can be indexed more effectively in these subspaces than in the full-dimensional
space. Being multi-dimensional, each subspace covers many possible preferences; further-
more, multiple subspaces can jointly cover a preference, thereby expanding the coverage
beyond the dimensionality of each subspace. Experimental evaluation validates the effec-
tiveness of the solution presented in this chapter and its advantages over previous solutions.
4.1 Introduction
Challenge: curse of dimensionality. Supporting linear preference top-k queries and the
reverse top-k queries becomes challenging for high dimensions (say 40). For preference
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top-k queries, the Threshold Algorithm (TA) [58] is efficient if every top-k object is ranked
high in at least one dimension. However, as the dimensionality d grows, there is a higher
chance that an object has a low rank even if it ranks high along one dimension. The layer-
based approach, represented by [44], indexes layers of convex hulls for the objects in the
full-dimensional space; computing a convex hull takes O(n⌊d/2⌋ + n log(n)) time, and the
outer layers grow in size quickly with d. The view-based approach [68, 50] uses a set of
materialized top-k views to compute top-k queries, but in high dimensions, a large number
of materialized views are required to provide adequate support for queries. Recently, Heo
et al. [65] combined the layer-based technique with TA-style dimension-wise filtering for
top-k queries involving arbitrary subset of attributes. All work mentioned above tested no
more than 7 dimensions.
For reverse top-k queries, the approach of [115] reduces a reverse top-k query to m
top-k queries, where m is the number of preferences in the worst case. Chapter 3 uses
a duality approach to construct a linear-size index that can answer a reverse top-k query
in sublinear time given fixed dimensionality d. For low dimensions (d ≤ 3), the query
time is O(logm + k), which is optimal. Although the solution is scalable in the number
of preferences, support for reverse top-k queries in high dimensions is still inadequate.
The duality approach reduces a reverse top-k query to halfspace reporting, whose tradeoff
between query time and space complexity has been studied [83]. If the storage require-
ment is near-linear, say O(npolylog(n)), then the query time of best known algorithms is
Ω(n1−1/⌊d/2⌋+ t) [83], where t is the number of results, and the hidden constant of propor-
tionality is exponential in d. Furthermore, these algorithms are too complex to implement.
For practical data structures such as quad-trees and kd-trees, a halfspace query requires
Ω(n) time in the worst case and roughly O(n1−1/d + t) for uniformly distributed points.
Hence, for high-dimensional data, existing approaches will not outperform a simple linear
scan.
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Opportunity: sparse preferences. In practice, even if data have high dimensionality, users
are usually interested in only a small subset of attributes—few users are able to specify
preferences with non-zero weights for a large number of attributes in a meaningful way.
Thus, there is an opportunity to develop techniques for handling such “sparse” preferences
differently from and more efficiently than the general case. If many preferences are sparse,
overall performance can be greatly improved by speeding up the common case.
This observation and the techniques to be presented in this chapter differ from the ex-
isting dimensionality reduction techniques, such as principal component analysis (PCA),
random projection, and low-distortion embedding techniques, which are usually applied to
the object set. It is arguable that reducing object dimensionality alone is neither a perfect
or a complete solution: While these methods are effectively in projecting data to moderate
dimensions, say 100’s to 10’s, using these methods to project objects onto 5–7 dimensions
can create significant error. Therefore, objects need to be projected on multiple subspaces
if we wish to work with low-dimensional spaces. Also, attributes in the reduced space are
harder for users to work with as they may no longer have intuitive meanings. Although
preferences in the original space can be mapped to ones in the reduced space, they may
become more difficult to handle because they may no longer retain their sparsity. The idea
of dimensionality reduction is, in fact, used in this chapter, but objects and preferences are
jointly considered in a careful way to avoid these above problems. Moreover, our tech-
niques are still applicable even if the objects cannot be embedded into low-dimensional
spaces.
Approach and contributions. This chapter presents efficient data structures and algo-
rithms for top-k and reverse top-k queries in high dimensions. Our approach is effective
when most of the preferences are sparse—i.e., each of them specifies non-zero weights
for only a small number (say 2–6) of attributes (but they do not need to specify the same
subset of attributes or similar weights on attributes). For top-k queries, in order to take ad-
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vantage of sparsity in query preferences, our approach needs to assume the distribution of
which attributes are specified by the preferences, but the approach still works well without
accurate knowledge of the distribution of what weights are specified by the preferences for
these attributes.
Roughly speaking, this chapter follows a dimension-reduction framework, but objects
and preferences are not projected on a single low-dimensional subspace. Instead, they are
projected on many subspaces. For each subspace, an index is built on a subset of objects.
To answer a top-k or reverse top-k query, only a small number of subspaces is chosen; a
low-dimensional query is performed on each of them and then their results are combined
to answer the overall query. In addition, approximation methods are used to reduce the
size of the index and to expedite the query procedure. Experimental evaluation confirms
the effectiveness of our approach, which allows a desktop machine to handle hundreds of
thousands of objects or preferences in 20 to 100 dimensions with speed and accuracy. To
the best of our knowledge, our approach is the first to demonstrate this degree of scalability
in both problem size and dimensionality.
Outline of solution. In more detail, a set H of low-dimensional subspaces, called core
subspaces, is carefully chosen based on the given distribution of preferences. For each
core subspace H ∈ H, a small subset of objects that are “relevant” for H is chosen and
projected on H . Let OH denote the resulting projections. Building on the techniques
for handling low-dimensional preferences in Chapter 3, OH is indexed for each H . To
answer a top-k query with respect to a sparse preference q, a small subset Γq ⊂ H of core
subspaces, which “cover” the query preference q, is chosen. For each H ∈ Γq, the top-βk
ranked objects of OH are computed for a parameter β ≥ 1, with respect to the preference
q (or rather w.r.t. the projection of q on H). Finally, the top k objects are returned among
the union of these objects.
To support reverse top-k queries for a set O of objects and a set S of preferences, each
64
preference q ∈ S is assigned to a small subset of Γq ⊂ H of core subspaces that cover
q. For each core subspace H ∈ H, let SH denote the projections on H of preferences
assigned to H . SH is indexed to support reverse top-βk queries against OH and SH . To
answer a reverse top-k query for a query object o, the core subspaces that are “relevant”
for o are identified; a reverse top-βk query with o is performed on each of them; all result
preferences are collected, and false positives are filtered out.
Technical challenges. There are several technical challenges that need to be addressed to
complete this solution. First, how are the core subspaces chosen? A naive approach will be
to make any subspace that contains some preferences to be a core subspace. For example,
if preferences specify non-zero weights for attribute subsets {1, 2}, {1, 3}, and {2, 3, 4},
then they are selected as core subspaces and indexes are built for them: 2-dim indexes for
{1, 2} and {1, 3}, and 3-dim for {2, 3, 4}. This approach is not practical, however, because
there are too many possible low-dimensional subspaces. For example, if objects have 20
attributes and each preference specifies at most three of them, one might have to build(
20
3
)
= 1,140 different indexes.
Another possibility is to cluster the preferences into a small number of clusters and
choose a representative preference, called a view, from each cluster. This view-based ap-
proach [68, 50] works if preferences are tightly clustered, objects are “well distributed,”
and the weights of query preferences for top-k queries follow the same distribution of
S. As we will see later, this approach does not always work well, because each view is
very “specific” and many more views will be needed as dimensionality grows. This chap-
ter shows how to overcome the limitations of this approach with multi-dimensional core
subspaces, each of which effectively serves as a “super”-view that subsumes an infinite
number of preference-based views lying in it. Section 4.3 describes this core-subspaces
approach.
Second, it will be too expensive to build an index on the entire set of objects for each
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core subspace, so Section 4.4.1 describes a method, which builds on the results in Chap-
ter 3, for choosing a small set of objects to index. Analogously, it is expensive to index
all preferences in each core subspace, so Section 4.4.2 introduces a method for assigning
each preference to a small number of core subspaces where it will be indexed. Then, using
the indexes described in Section 4.4, Section 4.5 shows how to answer top-k and reverse
top-k queries.
Finally, we cannot assume that all preferences are sparse or all can be covered by
the selected core subspaces. Therefore, Section 4.4.3 shows how to build full-dimensional
indexes for uncovered preferences. In particular, Section 4.4.3 describes an approximation
method similar to the one in [7], but with an improvement: if input objects lie on a low-
dimensional surface, say of dimension τ , then one can choose a subset C of objects whose
size is exponential only on τ , but polynomial in d, which provides top-k query answers
that approximate those obtained by querying the entire set of objects.
4.2 Preliminaries
Note that the algorithms for answering preference and reverse top-k queries 1 in a low-
dimensional space have been presented in Chapter 3; this chapter will use them as black-
boxes to solve the high-dimensional case. Note that Chapter 3 also formally defines the
coreset for answering approximate preference top-k queries. In addition to the geomet-
ric concepts (duality transform, arrangement, coreset, and top-k query response surface)
introduced in Chapters 2 and 3.2.2, the following concepts will be used throughout this
chapter:
Span. Let the xi-axis represents the i-th attribute. Let ei denote the unit vector in di-
rection xi, i.e., the i-th coordinate of ei is 1 and the rest are 0. A subset I ⊆ [1, d] of at-
tributes defines an axis-parallel subspace Sp(I) of Rd in which only the attributes of I have
1 Both preference top-k query and reverse preference top-k query are formally defined in Chapter 3.
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non-zero values. Formally, Sp(I) = {∑j∈I λjej | λj ∈ R}. For two axis-parallel sub-
spaces H1 = Sp(I1) and H2 = Sp(I2), let span(H1, H2) denote the smallest axis-parallel
subspace that contains both H1 and H2; equivalently, span(H1, H2) = Sp(I1 ∪ I2) =
{λ1x1 + λ2x2 | x1 ∈ H1, x2 ∈ H2, and λ1, λ2 ∈ R}.
Sparse preference. Recall that a preference is represented as a unit vector in Rd. , i.e.,
a point (w1, . . . , wd) on Sd−1, the (d − 1)-dimensional unit sphere embedded in Rd. In
this chapter, each wi ∈ [−1, 1] is the weight for the i-th attribute (weights can be nega-
tive). For a preference q, Sp(q) is defined to be the subspace spanned by the non-zero
attributes of q. Note that dim(Sp(q)) may be much smaller than d. For example, if
q = (1/
√
2, 1/
√
2, 0, . . . , 0), then Sp(q) is the 2-dimensional x1x2-plane.
Projection on subspace. q is 〈q, o〉 = ∑1≤i≤dwivi. For a point x ∈ Rd and an axis-
parallel subspace H , let xH denote the projection of x on H . For example, if x =
(x1, . . . , xd) and H is spanned by attributes {1, 2, 4}, then xH = (x1, x2, x4). Recall
that the score of an object o with respect to a preference q is 〈q, o〉 =∑1≤i≤dwivi. For a
preference q and an object o, 〈q, o〉 = 〈qH , oH〉 where H = Sp(q); in other words, when
computing the score of o w.r.t. q, it suffices to do so for their projections on the subspace
Sp(q).
4.3 Identifying Core Subspaces
This section describes the algorithm for computing the set H of core subspaces, which is
used to build low-dimensional indexes. For these indexes to be practically efficient, the
maximum dimensionality of a core subspace is capped at τˆ = 5.
Let S be a set of preferences. It can be a set of given preferences for reverse top-k
queries, or a past workload of forward top-k queries that can be used to inform index
construction.
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The algorithm works in three stages. The first stage identifies the initial set K of can-
didate subspaces from the “sparse” preferences of S (the formal definition of “sparseness”
will follow shortly). If K is small, let H = K and the algorithm terminates. Otherwise,
the algorithm proceeds to the next stage, adding to K a few additional subspaces that span
multiple subspaces of K and are “popular” (roughly speaking, a popular subspace can help
“cover” many sparse preferences—the notion of “coverage” is intuitive but will be made
more clear in Section 4.4.2). The last stage chooses a subset of K to cover most of the
sparse preferences of S. The remainder of this section is devoted to describe each stage in
detail.
Initializing candidate subspaces. For the purpose of finding core subspaces, the algorithm
ignores insignificant attribute weights in preferences. Consider each preference q ∈ S.
The algorithm rounds off any attribute weight to 0 if no greater than 0.01 (which would
decrease ‖q‖, the L1-norm of q, by no more than 1%), and rescales the resulting preference
so that it remains a unit vector.
Following this preprocessing, a preference q is said to be τ -dense if dim(Sp(q)) ≤ τ
(i.e., q has non-zero weights for at most τ attributes). Since the algorithm is practically
limited to core subspaces with dimensionality up to τˆ = 5, it focuses on the subset Ss of
sparse preferences, i.e., those that are (τˆ +△τ)-dense. Here, △τ is a small slack (△τ is
set to 2) that reflects the ability of the core-subspace approach to handle denser preferences
using multiple core subspaces.
The set K of candidate core subspaces is computed from the set Ss of sparse prefer-
ences as follows. First, any τˆ -dense preference gives us an axis-parallel candidate sub-
space: K← {Sp(q) | q ∈ Ss and q is τˆ -dense}. Second, for each sparse preference q ∈ Ss
that is not τˆ -dense (but still (τˆ +△τ)-dense), all τˆ -dimensional axis-parallel subspaces of
Sp(q) are considered as candidates: K← K ∪ {Sp(I) | Sp(I) ⊂ Sp(q) and |I| = τˆ}.
If the size of K is small, the algorithm sets H to K and stops, otherwise, it proceeds to
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the next two stages. As mentioned in Section 4.1, however, K can be large. For example,
for d = 20, τˆ = 5, and △τ = 2, |K| can be as large as 21,699.
Adding popular subspaces. To capture the notion of “popularity,” the weight of a subspace
H (with respect to the set of sparse preferences Ss) is defined as
w(H) =
∑
q∈Ss
‖qH‖2/(dim(H))µ, (4.1)
where qH denotes the projection of q on H , and µ is a parameter (further explained below).
Intuitively, the weight function favors those subspaces that have low dimensionality but
preserve most information about preferences, in the sense that ‖qH‖ is large.
‖qH‖2 is chosen instead of ‖qH‖ in this definition, because we wish to reward sub-
spaces that preserve most information about a preference (i.e., ‖qH‖ is close to 1), and
penalize those that preserve little information about a preference (i.e., ‖qH‖ is close to
0). For example, given two preferences, consider 1) two subspaces, where each contains
one preference (whose projection has norm of 1) but is orthogonal to the other preference
(whose projection has norm 0), versus 2) two subspaces for which both preferences have
projections of norm 0.5. Intuitively, the two subspaces in the first case are better because
they provide “full coverage” for each of the two preferences, while the two subspaces in the
second case only provide “partial coverage” for both preferences. The presented weight
definition captures this intuition with the use of ‖qH‖2. Had ‖qH‖ been used instead, these
subscriptions would have identical weights.
If all preferences in Ss lie within H , then w(H) = |Ss|/(dim(H))µ, which is the max-
imum possible weight for subspaces with the same dimensionality. The term (dim(H))µ
penalizes high-dimensional subspaces because constructing indexes for them is more ex-
pensive than for low-dimensional subspaces. The term also serves to “normalize” popular-
ity, because a high-dimensional subspace is expected to be able to cover more preferences.
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By adjusting the parameter µ, a trade-off is obtained between keeping the indexing costs
low and covering more preferences. µ is set to 1
4
for experiments in Section 4.6.
We are now ready to describe how to add popular subspaces to K. Suppose K has two
overlapping subspaces of significant weights. It might be more efficient to build a single
index for span(H1, H2) rather than building two separate indexes—one for H1 and another
for H2. To enable this possibility, given H1, H2 ∈ K, H = span(H1, H2) is added to K if
all following conditions hold:
• dim(H) < dim(H1) + dim(H2); i.e., H1 and H2 overlap.
• w(H1), w(H2) ≥ median{w(K) | K ∈ K}, and w(H) ≥ 0.8(w(H1) + w(H2));
i.e., the subspaces considered are sufficiently popular.
• dimH ≤ τˆ , where τˆ is maximum dimensionality of a core subspace (introduced
at the beginning of this section); the algorithm does not consider adding subspaces
with higher dimensionality, because indexing them would be too costly.
The addition of popular subspaces is implemented by sorting K in decreasing order of
weights.
Selecting core subspaces. Continuing with the set K of candidate subspaces, this stage
computes a smaller set H ⊆ K, as core subspaces, to cover most of the sparse preferences
in Ss. Note that the algorithm cannot simply choose the subspaces with the top weights
because, together, they may overlap and end up covering only a small fraction of the
preferences.
Algorithm 1 gives the pseudo-code of this approach. In each step, the subspace H with
the highest weight is selected out from K. Importantly, every time some H is picked, the
set of preferences is “updated” in a way to reduce their contributions to subspace weights
for those preferences covered by H . Thus, subsequent selections will focus on covering
preferences that remain uncovered.
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Algorithm 1: SelectCoreSubspaces(K; δ).
H← ∅ ;1
ms ← |Ss|; remember the original value for each q ∈ Ss (denoted q˜);2
while 1ms
∑
q∈Ss
‖q‖ ≥ δ do3
foreach K ∈ K do compute w(K) using Eq. (4.1);4
H ← argmaxK∈Kw(K);5
H← H ∪ {H}; K← K\{H};6
foreach q ∈ Ss do7
q ← q − ‖q˜H‖ · qH ;8
if ‖q‖ < δ then Ss ← Ss \ {q};9
return H;10
If a preference q is contained in H , q is fully covered by H . Otherwise, q is only
partially covered. In this case, qH , the projection of q on H , provides information about
some of the attributes of q in the sense that the ranking of objects w.r.t. qH gives some
information about ranking of objects w.r.t. q—for those attributes that are present in H .
the algorithm reduces the weights of those attributes in q that are present in qH , so that
subspaces the algorithm selects in the future will capture the information of q w.r.t. the
attributes of q not present in q. The simplest method will be to let q ← q − qH ; i.e.,
the algorithm simply clears q of any weights of attributes in H . However, this method is
suboptimal; for a concrete example, see Figure 4.1.
Intuitively, for a partially covered preference, we would ideally like to cover each of
its attributes with non-zero weights by multiple core subspaces. To this end, q is updated
using q ← q − ‖q˜H‖ · qH , where q˜ denotes the original vector for the preference (while
q denotes the current vector, whose value changes over the course of the algorithm). The
multiplier ‖q˜H‖ ensures that if q˜ is partially covered by H (i.e., ‖q˜H‖ < 1), some residual
weights will remain for attributes in H to encourage additional future coverage. On the
other hand, if q˜ is contained in H , the vector will become zero after the update, and there
is no need to consider q further. Consider the same example in Figure 4.1. After H has
been selected, q will become (0.2, 0.06, 0.1). Suppose H ′ = (a1, a3) is chosen. As shown
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(a) Subspace (a2, a3).
qH ′
a3
a1
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o5
o1
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(b) Subspace (a1, a3).
FIGURE 4.1: Illustration of coverage. Here, d = 3, k = 2, q = (0.2, 0.3, 0.5), and
O = {o1, . . . , o5}, where o1 = (0, 3, 6), o2 = (0, 10, 5), o3 = (9, 0, 1), o4 = (8, 1, 1),
and o5 = (5, 3, 5). Thus, π≤2〈q,O〉 = {o2, o5}. Suppose H = (a2, a3) is selected. Then
π≤2〈qH ,OH〉 = {o2, o1}, as shown in Figure 4.1(a). If the algorithm simply clears any
weights of attributes in H , q becomes (0.2, 0, 0) and the top 2 projected objects w.r.t.
attribute a1 are o3 and o4. In this case, the correct second-ranked object o5 will not be
reported.
in Figure 4.1(b), π≤2〈q′H ,O′H〉 = {o5, o1}. Hence, the union of the top 2 objects in H and
H ′, {o1, o2, o5}, contains the exact top-2 objects, o2 and o5.
This idea of reducing weights slowly have been used in many different contexts, e.g.,
computing set covers of smaller sizes (see the survey [17]) than the standard greedy al-
gorithm [30]. Section 4.6 presents experimental results that validate the effectiveness of
multiple coverage in the context of this chapter.
In general, the algorithm stops covering a preference when its norm has dropped below
a given significance threshold δ (e.g., 0.05). The algorithm stops selecting additional core
subspaces altogether once the average norm of all preferences drops below δ.
Remarks. If Algorithm 1 tries to select too many core subspaces, it can simply termi-
nate after reaching the desired number of core subspaces. In this case, the selected core
subspaces may not be able to cover all sparse preferences. The uncovered preferences are
handled using full-dimensional indexes (discussed in Section 4.4.3).
If |Ss| is large, instead of using the entire set to select core subspaces, the algorithm
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can work with a subset of Ss. Specifically, Ss is partitioned into buckets, such that within
the same bucket, all preferences are “close”; e.g., for any two preferences qi, qj in the same
bucket, 〈qi, qj〉 ≥ cos(π/6). Then, a random sample is chosen from each bucket and work
with the samples to find core subspaces.
As mentioned in Section 4.1, the approach presented in this chapter can be seen as a
generalization of the view-based approach [50, 68]. The indexes the algorithm builds for
each core subspace H can be seen as a “super”-view that effectively provides the same
power as materializing an infinite number of vector views whose vectors lie in H . On the
other hand, unlike vector views, the core subspaces are axis-parallel. This restriction not
only makes the problem more tractable, but also the attributes retain their meaning and
if Sp(q) is a k-dim, then it will be k-dimensional even after the projection—number of
non-zero attributes does not increase. It does not pose any issue for sparse preferences,
because a multi-dimensional core subspace subsumes all vector views therein, including
those that are not axis-parallel. Such degrees of freedom provided by multi-dimensional
subspaces also make the core-subspace approach more robust—while the choices of vector
views are susceptible to errors and changes in the distributions of attribute weight values
in preferences, the core-subspace approach will still work well as long as preferences
continue to specify non-zero weights, which can vary arbitrarily, for the same subsets of
attributes.
4.4 Constructing Indexes
This section describes the indexes the presented algorithm builds. First, for each core
subspace in H, an object index is built for top-k queries (Section 4.4.1) and a preference
index for reverse top-k queries (Section 4.4.2). The collection of these indexes for core
subspaces aims at handling most (if not all) sparse preferences. Next, to handle all prefer-
ences not covered by these indexes, object and preference indexes are separately built for
73
the full-dimensional space (Section 4.4.3).
For reverse top-k queries, in addition to these indexes, the score of the k-th ranked
object is also stored for each preference.
4.4.1 Core Subspace Indexes for Top-k Queries
For each core subspace H ∈ H, a straightforward approach would to be project O onto
H , and build an index on the dim(H)-dimensional projected points that, given a query
preference q, return the top k points with respect to q. This approach, however, has several
issues. First, unless q is contained in H , there is a good chance that the some answers will
be missed by looking only at the top k objects for q in H , even when the algorithm looks
in multiple core subspaces partially covering q. Second, indexing all points in O for every
core subspace results would require O(n|H|) space, which is too much. Third, looking in
multiple core subspaces per query means that the index for each core subspace must be
fast.
To address these issues, for each core subspace H , a small subset of objects is carefully
chosen to build an index that supports top-βk queries in H . The index is small and fast,
but approximate—a sensible trade-off because the top answers in a subspace in any case
only approximate those in the full-dimensional space. Here, β ≥ 1 is a small constant to
increase the chance of catching a top-k object in the full-dimensional space. β is set to 3
in the experiments in Section 4.6; additional evaluation on the choice of β is presented in
Section 4.6.3.
In more detail, let OH denote the projection of O, the set of input objects, on H , and
let ε > 0 be the error allowance. An (βk, ε)-coreset of CH ⊆ OH is constructed, as
defined in Section 3.4.1. By definition, for any preference q in H , and for any j ≤ βk,
〈q, πj(q,CH)〉 ≥ 〈q, πj(q,O)〉 − εd¯j(q,O), i.e., the scores of top-βk objects of CH are
roughly the same as those of O. In Chapter 3, we described an algorithm for computing
coresets. Roughly speaking, it first applies an affine transformation to make OH lie inside
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a unit sphere centered at origin, and then proceeds in 2βk + 1 passes. In each pass the
algorithm carefully chooses a set U of O(1/ε(dim(H)−1)/2) points on a sphere of radius
2 centered at origin. For each point u ∈ U, it computes an (ε/2)-approximate nearest
neighbor of u in OH , say pu. It adds the set {pu | u ∈ U} to CH , removes it from OH ,
and proceeds with the next iteration. The details of how the points in U are chosen can be
found in Chapter 3. In the worst case, |CH | = O(βk/ε(dim(H)−1)/2), but in practices the
size of CH is much smaller.
Next, an index is built on CH such that for a query preference q in H and κ ≥ 1, it
returns π≤κ(CH , q). By the definition of coreset, for κ ≤ βk, the score of π≤κ(CH , q) will
be roughly the same as those of π≤κ(OH , q). Many indexes are known for forward top-k
queries; some provide provable bounds on their performance. Since this component is not
the main focus of this chapter, the implementation simply uses dim(H) sorted lists on CH
and the TA algorithm for answering top-κ queries.
In the worst case, the total size of the index, summed over all core subspaces, is
O(
∑
H∈H βk/ε
(dim(H)−1)/2). Since the dimensionality of core subspaces is capped at τˆ ,
the size is O(βk|H|/ε(τˆ−1)/2).
Remarks. Note that a preference workload influences the object indexes built in this
section only through the choice of core subspaces. With a core subspace H , the object
index is capable of handling any preference in H . This property makes the core-subspace
approach more robust than the (vector) view-based approach [50, 68] with respect to errors
and changes in the distributions of attribute weight values. Therefore, the core-subspace
approach does not require a very detailed or accurate model of expected preference work-
load in order to support top-k queries effectively. Section 4.6 validate this observation
experimentally.
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4.4.2 Core Subspace Indexes for Reverse Top-k
Let S be the set of preferences with respect to which we wish to answer reverse top-k
queries. On a high level, a small number of “covering core subspaces” is identified for each
q ∈ S. Then, the subset of preferences that H covers is indexed for each core subspace
H ∈ H. Before describing the indexes, we first discuss how to cover a preference.
Covering a preference with core subspaces. A cover of a preference q, denoted Γq, is
a subset of H, onto which the projections of q are intended to preserve the information
about q, in the sense described in Section 4.3. A cover Γq is β-perfect with respect to O if
for any query object o 6∈ O and o ∈ π≤k(q,O ∪ {o}), there exists a subspace q ∈ Γq such
that oH ∈ π≤βk(qH ,OH ∪ {oH}). However, perfect covers are difficult to find. If q lies
within a core subspace, then that subspace obviously is a 1-perfect cover of q. However, if
none of the core subspaces contains q by itself, the best we can hope for is a small cover
that preserves as much of q as possible.
A simple strategy would be to choose Γq to be those core subspaces that “overlap” with
q (or more precisely, those on which q has a non-zero projection). However, there may be
too many such subspace; picking them all would increase the index space and slow down
queries. The top subspaces could be picked based on the norms of q’s projections on them;
however, doing so does not guarantee that all non-zero attribute weights of q are covered.
Alternatively, the top subspaces could be picked according to their weights as defined in
Section 4.3; however, weights are globally defined over S and not relevant for a particular
q.
To avoid these problems, a limit ν is set on the maximum number of core subspaces in
any cover, and use a greedy procedure (shown as Algorithm 2) to cover q. The algorithm
is similar to Algorithm 1 in spirit (though now only one q is being covered). In each step,
the algorithm always pick the core subspace H for which qH has the largest norm. More
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Algorithm 2: PreferenceCover(H, q; ν, θ)
Γ← ∅, q˜ ← q;1
while ‖q‖ ≥ θ and |Γ| < ν do2
H ← argmaxH∈H ‖qH‖;3
if ‖qH‖ = 0 then break;4
Γ← Γ ∪ {H}; H← H \ {H};5
q ← q − ‖q˜H‖ · qH ;6
if ‖q‖ ≥ θ then return ∅;7
return Γ;8
importantly, the algorithm updates q for each step in a way that let subsequent picks focus
on uncovered dimensions, while still encouraging multiple coverages for each dimensions
(as discussed in Section 4.3). This process is repeated until q is “mostly covered,” i.e., the
residual norm is less than a given threshold θ, or the cover size exceeds the limit ν. The
choices of ν and θ allow the trade-off between coverage completeness and cost. ν and θ
are set to 3 and 0.5 in the experiments in Section 4.6, respectively; additional evaluation
on their choices is presented in Section 4.6.3.
Remarks. Not all preferences can be covered. Algorithm 2 returns ∅ if it cannot cover
a preference. It is even possible (though not very likely) that some sparse preference
cannot be covered. On the other hand, it is also possible to cover a non-sparse preference.
Preferences that cannot be covered will be handled separately by full-dimensional object
and preference indexes (Section 4.4.3). The hope is that in practice, most preferences are
sparse, can be covered, and will thus benefit from the core-subspace approach.
Building the preference index. For each core subspace H , let S(H) = {qH | H ∈ Γq}
denote the subset of the preferences with H in their covers (as chosen by Algorithm 2).
Given a query object o 6∈ O, the goal is to build an index for finding all preference q ∈ S(H)
for which oH ranks among the top βk objects in OH ∪ {oH} for qH . Assuming “near”
β-perfect covers for all preferences, as discussed above, if o enters the top-k answer of
any preference q, then q will be returned by querying the preference index of some core
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subspace in Γq.
To build this preference index for S(H), the algorithm considers, for each preference
q ∈ S(H), the score of the (βk)-th ranked object in OH with respect to qH , i.e., 〈qH , πβk(qH ,OH)〉.
This score is called the cutoff score. Intuitively, it can be determined whether a query ob-
ject oH enters the top-k answer of qH simply by comparing 〈qH , oH〉 with qH’s cutoff
score. However, instead of working directly with OH , which is big, the algorithm works
with CH , the (βk, ε)-coreset of OH discussed in Section 4.4.1, which is much smaller. By
definition, the score of the (βk)-th ranked object in OH with respect to qH is roughly the
same as that of the (βk)-th ranked object in CH .
Let SH = {qH | q ∈ S(H)} denote the projection of S(H) onto H . Indexing preferences
in SH and their cutoff scores in H is easier in the dual space (recall Section 4.2): the
dual of CH is a set C∗H of hyperplanes in Rdim(H), and each preference qH ∈ SH maps to
a vertical ray q∗H . In the following, it is assumed that preferences have positive weights
for the last dimension of H (i.e., q∗H is oriented toward the positive direction); the case
of negative weights is analogous. Let A(CH) be the βk-level of A(CH), i.e., the query
response surface for top-βk query. If the ray q∗H intersects A(CH) at a hyperplane o∗H ∈
C∗H , then oH = πβk(qH ,CH). As discussed in Section 4.2, the intersection, denoted by
χqH , is the cutoff point of qH . For any query object z 6∈ CH , z ∈ π≤βk(qH ,CH ∪ {z}) iff
the hyperplane dual to z lies below χqH .
Let ΞH = {χqH | qH ∈ SH} denote the set of cutoff points for preferences in SH .
An index is built for ΞH such that given a query hyperplane γ, it can report all points
of ΞH lying above γ. As discussed in Section 4.2, there are several known indexes for
this halfspace range query. The implementation is simply based on kd-tree, but with an
additional optimization. Each node v of the index tree T is associated with a bounding
box Bv and with Ξv = Bv ∩ ΞH . In a standard kd-tree, as long as |Ξv| is above some
constant (node capacity), v is further split. The standard kd-tree construction algorithm is
modified as follows. During construction, at each node v, the algorithm considers C∗v, the
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subset of the hyperplanes in C∗H that intersect Bv. If |C∗v| is small and all cutoff points in
Ξv lie within a small neighborhood, v is not split even if |Ξv| is still above node capacity.
Instead, v becomes a leaf and one cutoff point is chosen from Ξv to represent all of Ξv.
Intuitively, in this case, if any query hyperplane lies above (or below) the representative
cutoff point, then it will likely lie above (or below, resp.) all other cutoff points of Ξv. This
optimization reduces the index size for highly clustered preferences.
Remarks. For a preference q ∈ S(H), the closer ‖qH‖ is to ‖q‖, the more likely it is
for an object highly ranked w.r.t. qH to also rank high w.r.t. q. Thus, instead of defining
the cutoff point using always the (βk)-th ranked object w.r.t. qH , it can be defined using
the (β′k)-th ranked object, where β′ ∈ [1, β] is customized based on how close ‖qH‖ is to
‖q‖. This heuristic expedites reverse top-k queries by tightening the cutoff condition; see
Section 4.6.3 for more detailed discussion and evaluation.
4.4.3 Indexes for Uncovered Preferences
As discussed in Section 4.4.2, not all preferences are covered by the core subspaces. To
handle such preferences, an object index (for forward top-k queries) and a preference index
(for reverse top-k queries) are built in the full space Rd.
Full-dimensional index for top-k queries. To make the index smaller and faster, instead
of working with the entire set of objects O, the algorithm works with a coreset (just
like in Section 4.4.1, but now in the full d-dimensional space). A (k, ε)-coreset of size
O(k/ε(d−1)/2) can be computed using the algorithm described in [7]. Because of the expo-
nential dependence on d, the coreset can be large even for moderate values of d. While it is
known that this size is required for the worst case [7], as shown below, if the input objects
lie on a low-dimensional algebraic surface of constant degree, then a smaller coreset can
be computed.
Theorem 6. Let O be a set of points in Rd that lie on a t-dimensional algebraic surface
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of constant degree, for t < (d − 1)/2. Then, a (k, ε)-coreset of size O((d3/2/ε)t) can be
computed in time dO(1)n+O((d3/2/ε)t).
Proof. The algorithm by Agarwal et al. [7] is modified for computing a (k, ε)-coreset.
Their algorithm works in k+1 phases, and in each phase computes a (1, ε)-coreset of size
O(1/ε(d−1)/2), using the technique in [5, 6]. The following technique from [5, 6] computes
a (1, ε)-coreset of size of O(1/εd): By applying an affine transform on O and its bounding
box B, B is transformed to the hypercube [0, 1]d, so W.L.O.G. assume B = [0, 1]d. Draw
a d-dimensional grid inside B so that the side length of each grid cell is at most ε/
√
d. Let
C denote the set of resulting grid cells. C is induced by d families of hyperplanes, each
consisting of ⌈√d/ε⌉ hyperplanes. Let Γ be the set of these O(d3/2/ε) hyperplanes. For
each cell C ∈ C, if C ∩ O 6= ∅, choose one point of C ∩ O. It was shown in [5] that C is a
(1, ε)-coreset of O. Obviously, |C| = O((√d/ε)d).
We prove an improved bound on |C| for our setting. Let Σ be a t-dimensional surface
of constant degree that contains O. That is, Σ is the common zero set of a family of d− t
d-variate polynomials, each of constant degree. We claim that Σ intersects O((d3/2/ε)t)
cells of C; the constant proportionally depends on t as well as on the degree of Σ. Note
that Σ can intersect only O(1) cells without intersecting their boundaries, so it suffices to
bound the number of cells of C whose boundaries intersect Σ. We prove this bound by
induction on t.
For t = 1, Σ is a curve. It can intersect each hyperplane of Γ at O(1) points, and
therefore can intersect O(|Γ|) = O(d3/2/ε) cells of C. For t > 1, fix a hyperplane γ ∈ Γ.
The hyperplanes from the other d − 1 families of Γ induce a (d − 1)-dimensional grid
Cγ on γ. Furthermore, γ ∩ Σ is a (t − 1)-dimensional algebraic surface Σγ of constant
degree. By induction hypothesis, Σγ intersects O((d3/2/ε)t−1) cells of Cγ . Note that each
(d − 1)-dimensional face of a cell in C is a cell of Cγ for some γ ∈ Γ. Hence, summing
over all hyperplanes of Γ, Σ intersects O((d3/2/ε)t) cells of C. Therefore, if Σ intersects
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the boundary of a cell of C, there exists a γ ∈ Γ such that Σγ intersects a grid cell of Cγ .
Therefore, the size of the coreset is O((d3/2/ε)t).
It is hard to compute the smallest box containing O, but as observed in [5, 6], it suffices
to compute a bounding box of O whose volume is within a constant factor of the minimum
volume. Barequet and Har-Peled [24] described a simpleO(dn) time algorithm to compute
such a box. We then repeat the above construction with this box. We omit some of the
technical details here and conclude that C can be computed in dO(1)n+O((d3/2/ε)t) time.
Full-dimensional index for reverse top-k queries. After computing the coreset C of O, an
index is built for the set S¯ ⊆ S of uncovered preferences (i.e., those for which Algorithm 2
returns ∅). The procedure is the same as that described in Section 4.4.2 for indexing
preferences for a core subspace, except that cutoff points are defined by the k-th ranked
object instead of the (βk)-th.
4.5 Query Procedure
This section describes the procedure for answering top-k and reverse top-k queries using
the indexes described in Section 4.4.
Top-k query. Given a query preference q ∈ Sd−1, PreferenceCover(H, q) (Algorithm 2)
is first called to compute Γq, a cover of q by core subspaces. There are two cases.
First, if Γq = ∅ (i.e., a cover of q cannot be found by H), a query is issued to the
full-dimensional object index described in Section 4.4.3 with q and π≤k(q,C) is returned.
Since C is a coreset of O, the objects returned by the procedure approximate π≤k(q,O).
Otherwise, |Γq| > 0 and q is covered. For each H ∈ Γq, qH , the projection of q on
H , is computed. A query is issued to the object index for H described in Section 4.4.1 in
order to obtain the set of objects SH ∈ O corresponding to π≤κH (qH ,CH), where κH = k
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if ‖qH‖ ≈ 1, or κH = βk otherwise. Then, π≤k(q,
⋃
H∈Γq
SH), i.e., the top k objects
among all returned objects, is computed by calculating their actual scores w.r.t. q.
Remarks. Note that more sophisticated methods for choosing κ are possible (see re-
lated discussion on flexible definition of cutoff points in the remarks at the end of Sec-
tion 4.4.2). Intuitively, as ‖qH‖ increases, qH becomes more like q, and a smaller κH
(closer to k) will be enough to include top-k objects w.r.t. q with all high probability. The
setting of κ = k when ‖qH‖ ≈ 1 captures an important special case of this observation.
See Section 4.6.3 for additional discussion and evaluation.
Reverse top-k query. Given a query object o ∈ Rd, we want to report all affected prefer-
ences, i.e., any preference q ∈ S for which o is a top-k object in O ∪ {o} w.r.t. q. First,
affected preferences among the uncovered preferences S¯ ⊆ S (i.e., those for which Al-
gorithm 2 returns ∅) are found by querying the full-dimensional preference index on S¯
described in Section 4.4.3.
Next, affected preferences are found among the covered preferences, S \ S¯. For each
subspace H ∈ H, we determine whether o is “relevant” to H , in the sense whether there
can be some preference q in H for which oH is potentially one of the top-βk objects of
CH ∪ {oH} w.r.t. q. The procedure for testing relevance is given in Chapter 3; it takes
O(k/ε(d−1)/2) time in the worst case. If o is relevant to H , a query is issued to the prefer-
ence index with o for H described in Section 4.4.2 in order to find the affected preferences
in H with their cutoff points. For each such preference q found, o’s actual score w.r.t. q
in the full space is further calculated, and q is returned only if o’s score is higher than q’s
k-th score that is stored (as discussed at the beginning of Section 4.4).
Remarks. In the worst case, a query object o may be relevant to all core subspaces, but
in practice, o is often relevant to only a few core subspaces, so the relevance test is useful.
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4.6 Experimental Evaluation
Approaches compared. This section compares the core-subspace approach, hereafter re-
ferred to as CSI (for Core-Subspace-based Indexing), with a number of alternatives. All
approaches are implemented in C++.
For top-k queries, the following alternatives are considered. Scan is a brute-force
method that examines all objects. BB indexes all objects in a d-dim kd-tree and uses a
branch-and-bound algorithm to search for the top k objects. TA, the Threshold Algorithm,
keeps a list of objects sorted by each attribute; to find the top k objects give a query pref-
erence q, it uses the lists for attributes with non-zero weights specified by q. PCA+TA first
applies PCA (principal component analysis) to reduce the dimensionality of the objects,
and then uses TA. Views, the view-based approach, randomly selects as views a set of unit
vectors from a given preference distribution, and materializes their top βk objects. Given
a query preference q, it retrieves the top βk objects from ν views most similar to q and
computes the top k among these objects.
For reverse top-k queries, all approaches store the score of the k-ranked object for each
preference. Scan examines all preferences. HSR, for halfspace range search, answers
the query in the dual space using a d-dim kd-tree on the cutoff points, as described in
Section 4.2. PCA+HSR first applies PCA and then uses HSR in the reduced space. Views
selects its views as described above, and assigns each preference to ν views; given a query
object o, it retrieves all preferences assigned to views for which o enters their top-βk list,
and filters these preferences to find those affected by o.
Since CSI is approximate, ε is set to 0.08 to be the error allowance, such that coresets
are sized to provide answers whose scores are within ε times the directional width of the
objects with respect to a query preference (recall Eq. (3.1)). To ensure fair comparison
between CSI and views, the same settings of β = 3 and ν = 3 are used, and the number of
views is chosen such that the total space consumption of views is the same as that of CSI.
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Performance metrics. For a given query workload, the average wall-clock time per query
over the workload is reported, as measured on a Dell OptiPlex 990 with 3.40GHz Intel
Core i7-2600 CPU, 8MB cache, and 8GB memory.
For approximate approaches to top-k queries (CSI, PCA+TA, and views), the approxi-
mation error is measured for each query object o as follows. Let o˜i denote the i-th ranked
object returned by an algorithm. The error is computed as maxi∈[1,k] 〈q,πi(q,O)〉−〈q,o˜i〉εd¯i(q,O) , where
ε is the error allowance as set above. Thus, an error of 1 or less is considered “acceptable.”
The RMS (root mean square) error over the query workload is reported. If RMS error is 1
or higher, it is likely that a significant fraction of the errors are unacceptable.
For approximate approaches to reverse top-k queries (CSI,
PCA+HSR, and views), their approximate qualities are measured using false negative rates
defined as follows. Given a query object o, a preference q is considered to be significantly
affected by o iff 〈q, o〉 > 〈q, πk(q,O)〉+ εd¯k(q,O); here, the same ε we set earlier defines
the amount of acceptable slack. If a significantly affected q is missing from the result
query result, it is counted as a false negative. The total number of false negatives is di-
vided by the total actual number of significantly affected preferences over the entire query
workload, and this ratio is reported as the false negative rate.
Synthetic object workloads. Objects are generated using a number of distributions. With
box-uniform, objects are distributed uniformly and randomly within the unit box in Rd.
With sphere-uniform, objects are distributed uniformly and randomly on the surface of
the unit sphere in Rd. With sector-select, objects are drawn randomly from a spherical
cap in Rd with apex at the origin, and with radius 1 and cone angle 15◦; furthermore, an
object is generated if it ranks high w.r.t. some preference in the preference workload. With
t-surface, objects lie on a t-dimensional algebraic surface embedded in the original space.
The surface is defined using t parameters. For each attribute, a multivariate polynomial
of constant degree is defined from the t parameters. To generate an object, values are
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first generated for the t parameters and then the object coordinates are computed using the
polynomials.
Synthetic preference workloads. The preference workload generator uses a number of pa-
rameters to control workload characteristics. Given a fraction of non-sparse preferences,
this fraction of the preferences is generated in the workload by picking unit vectors in Rd
uniformly at random; assuming a sufficiently large d, such preferences are almost always
non-sparse. The remaining (sparse) preferences are generated from a set G of “generating
subspaces,” where |G| = hgen, the number of generating subspaces, and for each G ∈ G,
dim(G) ≤ τgen, the maximum generating density. G is picked in two ways: with uni-
form generating subspaces, every subspace with dimensionality no more than τgen has
an equal probability of being picked; with skewed generating subspaces, each attribute
is assigned a popularity, such that popular attributes are more likely to be included in a
generating subspace. To generate a preference, a generating subspace G ∈ G is selected at
random. Then, the preference is generated in two ways: with uniform preferences within
subspaces, a unit vector in G is uniformly drawn at random; with clustered preferences
within subspaces, preferences are drawn from a mixture distribution centered around a
small number of randomly chosen unit vectors in G.
NBA workload. The dataset contains 17 career stats for 3,861 NBA players. Preferences
are still generated synthetically.
Document subscription workload. This workload is intended to approximate an applica-
tion scenario where users subscribe to documents of their interest. The set of objects is
generated to represent documents from the collection of approximately 300,000 NY Times
news articles [19]. A singular value decomposition (SVD) is performed on the documents
to discover the underlying 20 most relevant topics. Hence, each document is mapped a
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point in the 20-dimensional space, where each attribute represents a topic.
Next, the Yahoo! search query collection [118] is used to extract the set of preferences
for this workload. This collection contains a random sample of 4,496 queries posted to
Yahoo!’s US search engine in January, 2009. The queries are preprocessed to discard stop
words and words that are not present in the document collection. Then, using the same
SVD matrices, each query is mapped to a unit vector in the 20-dimensional space; if a
component of the vector is below a threshold t, it is set to 0. The table below shows,
for two different t values, the density (number of non-zero components) distribution of
resulting vectors (recall that d = 20):
density 0 1 2 3 4 5 6 7 8 9 10 11 12
# vectors (t = 0.05) 1558 0 0 3 32 113 342 749 864 567 209 51 8
# vectors (t = 0.1) 1592 338 1010 1084 390 80 2 0 0 0 0 0 0
In the experiments, t is set to 0.1. To get a larger set of preferences, they are generated from
the above set of “seed” vectors. Each word is associated with its 5 most “probable” topics
(derived from the same SVD). Let two words be neighbors if they are associated with a
common topic. Starting from a seed vector, new preferences are generated by iteratively
replacing one of its words with a neighboring word.
4.6.1 Top-k Query Performance
Varying the fraction of non-sparse preferences. We begin by studying the effect of the
fraction of non-sparse preferences on top-k queries for various approaches. Here, d = 80,
k = 5, and 100,000 objects are generated from box-uniform. The query workload consists
of 10,000 preferences; the sparse ones among them are uniform preferences drawn from
200 uniform generating subspaces with maximum dimensionality τgen = 6. CSI and views
are given 10,000 preferences generated from the same distribution in constructing their
indexes. In Figure 4.2, the fraction of non-sparse preferences varies from 0 to 0.8. For
CSI, the RMS error is comfortably below 1 at all times, but the overall average query
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time rises with more non-sparse preferences. The table below shows the fraction of query
preferences that are covered by core subspaces, which has a roughly linear relationship
with the fraction of sparse preference:
Fraction of non-sparse preferences 0.0 0.2 0.4 0.6 0.8
Fraction of covered queries 98.9% 78.2% 56.4% 32.0% 7.90%
Recall that CSI uses indexes in core subspaces for covered preferences, and the full-
dimensional coreset for uncovered preferences. To better see their performance difference,
CSI∗ is used in this and following figures to show the average query time for covered pref-
erences. When most preferences are non-sparse, they are handled by the full-dimensional
coreset, so CSI becomes as slow as scan and BB,2 which is expected in high dimensions.
This observation implies that using only the full-dimensional coreset (as well as other full-
dimensional approaches such as the layer-based ones mentioned in Section 4.1) will not
work in high dimensions.
The error of views is acceptable when all preference are sparse. However, its error
quickly deteriorates as the fraction of non-sparse preference rises, because of the inher-
ent difficulty in capturing high-dimensional space with vector-based views. Although the
query-time plot shows an apparent advantage of views over CSI when the fraction of non-
sparse views is at least 0.2, this advantage is not real—to make its error acceptable, views
would have to use a lot more views, driving the space and query time higher than CSI.
Figure 4.2 shows that PCA+TA does not produce acceptable errors; thus, its query
time is not plotted. Also, error for scan, BB, and TA are not plotted because they are exact
methods.
Now that the effect of non-sparse preferences is well understood, this section will focus
on workloads where all preferences are sparse—extrapolation to the general case is easy,
and views will only be worse than CSI with more non-sparse preferences.
2 TA is slower with more non-sparse preferences, because each such preference requires processing d lists
and is thus more costly than a sparse one.
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FIGURE 4.2: Top-k queries when varying the fraction of non-sparse preferences; d = 80,
n = 100,000, k = 5.
Varying preference workloads. We now examine several different preference workloads.
In Figure 4.3, d = 20, and preferences (either for querying or for index construction)
are generated from uniform generating subspaces; in Figure 4.4, d = 80, and generating
subspaces are skewed. For both figures, the number of generating subspaces varies from 50
to 500. Other workload parameters remain the same as Figure 4.2. The main observation
is that the exact methods run much slower than the approximate ones (note the logarithmic
scale of the query time axis). CSI and views and have comparable query time, but CSI
has smaller errors than views. PCA+TA again produces much higher errors than CSI and
views.
Going from Figure 4.3 to Figure 4.4, queries generally become slower with a higher
dimensionality, but as indicated by CSI∗, query times for covered preferences remain short,
and become much shorter than views. As majority of the queries are covered, they will
benefit from shorter-than-average query times. On the other hand, the accuracy lead of
CSI over views is consistent in both Figures 4.3 and 4.4.
The number of generating subspaces has some effect on performance, though this ef-
fect is not strong enough to change any conclusion in our discussion above.
Varying dimensionality. Next, let’s consider the impact of dimensionality. Again, k = 5,
and 100,000 objects are generated from box-uniform. Preferences are drawn as uniform
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FIGURE 4.3: Top-k queries when varying the number of uniform generating subspaces;
d = 20, n = 100,000, k = 5.
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FIGURE 4.4: Top-k queries when varying the number of skewed generating subspaces;
d = 80, n = 100,000, k = 5.
preferences from 100 uniform generating subspaces with maximum dimensionality τgen =
6. Figure 4.5 shows that as CSI consistently delivers higher accuracy than views across all
dimensionalities, and its big lead over PCA+TA widens as d increases. While views starts
out to be faster than CSI in low dimensions, the speed gap between quickly narrows in
higher dimensions. The exact methods are generally much slower CSI and views. Finally,
looking at CSI∗, we see that covered queries remain extremely fast despite the increase
in d, meaning that core subspaces do a good job of protecting sparse preference query
performance from the curse of dimensionality.
Objects from low-dimensional algebraic surfaces. In this experiment, a varying number
of objects is drawn from t-surface (a 3-dimensional bounded-degree algebraic surface to
be specific). Here, d = 100, and preference workloads are generated by drawing 10,000
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FIGURE 4.5: Top-k queries when varying d; n = 100,000, k = 5.
uniform preferences from 100 uniform generating subspaces with maximum dimension-
ality τgen = 6. Figure 4.6 shows that CSI’s query time (which accounts for uncovered
query preferences that will use the full-dimensional coreset) remains steady as the number
of objects increases. In fact, despite high dimensionality (d = 100), the size of CSI’s
full-dimensional coreset is only around 6,600 even when n = 200,000, confirming the
effectiveness of the improvement to the coreset construction algorithm discussed in Sec-
tion 4.4.3. In comparison, the exact methods are much slower, and the gap widens as n
increases. Views is also slower than CSI, but the gap does not widen thanks to CSI’s small
coreset size (recall that the space of views is set to be the same as that of CSI).
Figure 4.6 also shows an approximate variant of TA called ApproxTA, which simply
runs TA on the full-dimensional coreset used by CSI, for all query preferences. Between
ApproxTA and CSI, there is a clear tradeoff—ApproxTA has better accuracy, while CSI has
faster speed. This comparison highlights the benefit of the improved corset construction
algorithm, as well as the ability for core subspace to further provide good accuracy/speed
trade-offs.
Sensitivity to changes in preference distribution. Section 4.4.1 argued that CSI is more
robust than views with respect to errors and changes in the distributions of attribute weight
values. This claim is now validated using the following experiment. Here, d = 80, k = 5,
and we use 100,000 objects from sector-select. Two preference workload distributions W1
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FIGURE 4.6: Top-k queries for objects from t-surface; d = 100, k = 5.
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FIGURE 4.7: Sensitivity of top-k query performance to changes in preference distribution
within generating subspaces; d = 80, n = 100,000, k = 5.
and W2 are defined. Both use uniform generating subspaces with maximum dimensional-
ity τgen = 3; we also use these subspaces to generate the sectors for sector-select objects.
W1 and W2 both draw clustered preferences from each generating subspace, but they have
different set of cluster centers. To construct their indexes, both CSI and views are given
10,000 preferences from W1. Then, the performance of CSI and views are compared when
given 10,000 query preferences from W1 (i.e., preference distribution is unchanged) and
when given query 10,000 preferences from W2 (i.e., preference distribution is changed).
Figure 4.7 plots the results when varying the number of generating subspaces; results
for which the preference distribution is unchanged are shown as “baseline.” THe figure
shows that while views has a very accurate baseline (because the preferences are highly
clustered), its accuracy simply becomes unacceptable when the preference distribution
changes. In contrast, CSI remains highly accurate despite the change.
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FIGURE 4.8: Top-k queries for document subscription workload; d = 20, k = 5.
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FIGURE 4.9: Top-k queries when varying incentive for multiple coverage.
Document subscription workload. Figures 4.8 shows the results for the document sub-
scription workload when varying the number of documents. Once again, the results con-
firm the effectiveness of CSI. Almost 100% of the query preferences can be handled by
core subspaces, and the average query time is much faster than the exact methods and com-
parable with views. In comparison, views has bigger approximation errors, and PCA+HSR
is worse. In fact, under CSI, at most 3% of the queries exceed the prescribed error al-
lowance (i.e., approximation error is greater than 1). In contrast, up to 8% and 84% of
preferences have approximation errors greater than 1 under views and PCA+HSR, respec-
tively.
Benefit of multiple coverage. Here, the effectiveness of multiple coverage is tested for the
box-uniform workload when varying incentive for multiple coverage. In the setting, d =
80, k = 5, and 10,000 uniform preferences from 200 uniform generating subspaces with
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maximum dimensionality τgen = 6. Recall that when H is selected, for each preference q,
the presented algorithm reduces the weights of those attributes in q that are present in qH .
For single coverage, q ← q − qH . For multiple coverage, q ← q − ‖q˜H‖qH . In Figure 4.9,
h indicates the incentive for multiple coverage, i.e., q is updated using q ← q − ‖q˜H‖hqH .
The figure shows that if we simply clear q of any weights of attributes in H (h = 0), the
approximation error is greater than 1. As h increases, the error decreases but the query
time goes up. By setting h = 1, good balance is acheived between approximation error
and query time.
4.6.2 Reverse Top-k Query Performance
Varying dimensionality. We begin by studying the effect of dimensionality on reverse
top-k queries for various approaches. Here, k = 5. 2,000 objects are drawn from box-
uniform, and 100,000 uniform preferences from 100 uniform generating subspaces with
maximum dimensionality τgen = 6. Query objects are also drawn from box-uniform. Fig-
ure 4.10 shows the results. As with top-k queries, a similar pattern is found in accuracy:
CSI misses very few significantly affected preferences (no more than about 4%); views
misses 18% to 45% as d increases; PCA+HSR misses over 90%. In terms of query time,
scan is the slowest, as expected. HSR is reasonably fast as an exact method in low di-
mensions; however, its lead over scan narrows quickly as d increases—a query halfspace
intersects more nodes of the underlying kd-tree, and the cost of determining whether a cut-
off point lies above a hyperplane grows proportionally. Among the approximate methods,
both PCA+HSR and views are faster than CSI, but they have poor accuracy. Keeping the
accuracy high, CSI still manages to offer a significant speedup over scan even at d = 200.
Recall that for each query, CSI also checks the full-dimensional index of uncovered
preferences, basically using HSR. This cost component is reflected in the reported query
times, and depends on the fraction of the uncovered preferences. In the worst case, if
all preferences are non-sparse, many of them will not be covered, and the query time of
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FIGURE 4.10: Reverse top-k queries when varying d; n = 2,000, m = 10,000, k = 5.
CSI will be similar to that of HSR. Because it is easy to extrapolate the effect of varying
the fraction of non-sparse preferences, this fraction is set to 0 and do not vary it for the
synthetic workloads in this section.
Varying the number of generating subspaces. The same workload parameters are used
as in Figure 4.10, but vary the number of generating subspaces while fixing d = 40.
Figure 4.11 shows the results. Again, a similar trade-off is shown as in Figure 4.10: views
and PCA+HSR run faster than CSI, but offer much lower accuracy; the exact methods are
much slower.
Figure 4.11 shows that the number of generating subspaces has an impact on CSI.
More generating subspaces imply more diversity in preferences, which leads to more core
subspaces (16 core subspaces for 50 generating subspaces vs. 25 for 500), as well as a
larger number of imperfectly covered preferences. Hence, both false positive rate and
query time increase, although the effect is not strong enough to change any conclusion in
our discussion above.
Varying the number of preferences. Next, we study the effect of the number of prefer-
ences. The same preference workload parameters are used as in Figure 4.10, but vary
the number of preferences up to 500,000. This time, the 2,000 objects are from sphere-
uniform, and query objects are also drawn from sphere-uniform. Figure 4.12 shows that
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FIGURE 4.11: Reverse top-k queries when varying the number of generating subspaces;
d = 40, n = 2,000, m = 100,000, k = 5.
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FIGURE 4.12: Reverse top-k queries when increasing m; d = 40, n = 2,000, k = 5.
the same trade-off identified in previous figures continues: CSI is slower than views and
PCA+HSR, but is more accurate. The exact methods are much slower, while the fastest
approximate method, PCA+HSR, misses most of the answers.
Overall, CSI demonstrates good scalability in the number of preferences. With half a
million preferences, CSI’s false negative rate is merely 1.4%, and average query time is
under 35 milliseconds. A more detailed breakdown shows that it spends 15.14ms querying
indexes for core subspaces, and 16.15ms filtering false positives; it also spends 2.89ms on
checking the full-dimensional index for 19,678 uncovered preferences (out of 500,000).
In comparison, the average query time of views is about 21 milliseconds, 91% of which is
spent on filtering false positives.
NBA workload. Figures 4.13 compares various approaches for the NBA workload as
the number of preferences increases. Uniform preferences are drawn from 100 uniform
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FIGURE 4.13: Reverse top-k queries for NBA workload; d = 17, n = 3,861, k = 5.
generating subspaces with maximum dimensionality τgen = 6. To ensure that the query
objects are “interesting” (i.e., likely affecting some preferences), the reverse top-k queries
are tested using Hall-of-Fame players as query objects. Figure 4.13 shows that views has
the fastest query time across all tested workloads (beating PCA+HSR), but CSI achieves
the lowest false negative rate among all approximate methods, while still delivering fast
query time with a large number of preferences.
Document subscription workload. For this workload, 2,000 documents are used and the
number of preferences varies up to 200,000. Figure 4.14 shows the results. As with the
NBA workload, both views and CSI perform well; additionally, the exact method HSR also
has acceptable query time in this case. CSI offers a nice middle ground between HSR and
views: on one hand, CSI is 2 times faster than HSR; on the other hand, it is 2 to 3 times
slower than views, but its false negative rate is 30% to 50% lower than views. For CSI, the
false negatives rate is less than 1% across all tested workloads.
Benefit of multiple coverage. Figure 4.15 shows the results for the box-uniform workload
when varying incentive for multiple coverage. In the setting, d = 80, k = 5, and 10,000
uniform preferences from 200 uniform generating subspaces with maximum dimensional-
ity τgen = 6. Again, h indicates the incentive for multiple coverage, i.e., q is updated using
q ← q − ‖q˜H‖hqH . The figure shows that if we simply clear q of any weights of attributes
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FIGURE 4.14: Reverse top-k queries for document subscription workload; d = 20, n =
2,000, k = 5.
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FIGURE 4.15: Reverse top-k queries when varying incentive for multiple coverage.
in H (h = 0), the false negative rate is above 0.5. If we enourage additional coverage
for those weights, the false negative rate decreases but the query time goes up. By setting
h = 1, the false negative rate is less close to 0.
4.6.3 Algorithm parameters
Different choices of parameters for CSI have been experimented to verify the settings of
parameters.
Parameter β. The smallest value for β is estimated across different workloads s.t. most
preferences are within the prescribed error allowance if top-βk objects are retreived from
each core subspace in their preference covers. Here, ε = 0.08 and k = 5. Unless specified,
10,000 preferences are drawn from 200 uniform generating subspaces with maximum
dimensionality τgen = 6.
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(d) Document subscription
FIGURE 4.16: Parameter β
The value of β is estimated as follows. A preference is said to cover Γq is β-approximate
if maxi∈[1,k] 〈q,πi(q,O)〉−〈q,πi(q,O
′)〉
εd¯i(q,O)
≤ 1, where O′ is the union of top-βk objects of all sub-
spaces H ∈ Γq. For each preference q, its cover Γq is first computed. If q can be covered
with at most ν core subspaces, i.e., |Γq| ≤ ν, the smallest integer β is computed s.t. Γq is
β-approximate.
Figure 4.16(a) shows the cumulative distribution function (cdf) of β for the box-uniform
workload, which contains 100,000 objects with d = 20. The figure shows that 80%
and 90% of preference covers are 3-approximate and 4-approximate, respectively. Fig-
ure 4.16(b) shows the cdf of β for 100,000 objects drawn from the sphere-uniform distri-
bution with d = 80. Roughly 90% and 95% of preference covers are 2-approximate and
3-approximate, respectively. For the NBA workload, d = 17 and |O| = 3861. As shown in
Fig. 4.16(c), roughly 80% of preference covers are 1-approximate. Figure 4.16(d) shows
the results for the document subscription workload, which contains 100,000 documents
and 10,000 document subscriptions with d = 20. About 90% of preference covers are 1-
approximate, and almost all preference queries are within the prescribed error allowance
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FIGURE 4.17: Vary δ in Algorithm 1; θ = 0.5 in Algorithm 2.
when β is set to 2.
For each q ∈ S, let H∗ ∈ ΓH denote the subspace in ΓH that covers most weights of q
among all subspaces H ∈ ΓH , i.e., ‖qH∗‖ ≥ ‖qH‖ for all H ∈ Γq. Recall that for a reverse
top-k queries, instead of defining the cutoff point using always the (βk)-th ranked object
w.r.t. qH , the cutoff condition can be tightened by defining it using the (β′k)-th ranked
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FIGURE 4.18: Vary θ in Algorithm 2; δ = 0.1 in Algorithm 1.
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FIGURE 4.19: Vary ν in Algorithm 1; θ = 0.5 in Algorithm 2.
object, where β′ ∈ [1, β] is customized based on how close ‖qH∗‖ is to q. Also, recall that
for a preference top-k query, top-κ objects are computed in each core-subspace, where
κ ∈ [k, βk] is customized based on how close ‖qH∗‖ is to q. To test the effectiveness of
this customization heuristic, for each covered preference q, again the smallest integer β is
computed s.t. Γq is β-approximate. Next, those β values are partitioned into bins based on
the angle between q and qH∗ . More specifically, if the angle between q and qH∗ is θ◦, q’s
β is put into bin ⌊θ/5⌋. For each bin i, the value of β at the 90-th percentile is chosen as
an estimated β for every preference whose angle is in within [5(i − 1)◦, 5i◦). Table 4.6.3
shows that for the box-uniform workload, the smallest angle for 33.56% of preferences is
between 0◦ and 5◦ and at least 90% of those preferences is 1-approximate. Similarly, the
smallest angle for 5.18% of preferences is between 5◦ and 10◦ and at least 90% of those
preferences is 2-approximate. Table 4.6.3 shows the results for Sphere-uniform.
Parameter δ (Algorithm 1) This paragraph shows the results on parameter δ (in Algo-
rithm 1). Here, d = 80, k = 5, and 10,000 preferences are drawn from 200 skewed
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Table 4.1: Box-uniform
Angle (degrees) [0, 5) [5, 10)
Fraction of preferences 0.3356 0.0518
Estimated β 1 2
Table 4.2: Sphere-uniform
Angle (degrees) [0, 5) [5, 10) [10, 15) [15, 20) [20, 25) [25, 30)
Fraction of preferences 0.3678 0.0320 .0405 0.0509 0.0516 0.0581
Estimated β 1 1 1 2 2 2
generating subspaces with maximum dimensionality τgen = 6. 100,000 objects are drawn
from the box-uniform distribution. Figures 4.17(a) and 4.17(b) show the number of core
subspaces and top-k query time when varying δ, respectively. When δ = 0.1, |H| = 47
and query time is 0.51 milli-seconds. When δ = 0.5, |H| decreases to 9, but query time
increases to 19.96 milli-seconds. This parameter allows users to control trade-offs be-
tween space consumption and query time. The reason for the increase in query time is
that as δ increases, the fraction of uncovered preferences also increases, as shown in Fig-
ure 4.17(c). When δ = 0.1, the 47 core-subspaces cover roughly 93.4% of preferences; but
when δ = 0.5, the 9 core-subspaces cover roughly 36% of preferences only. Those uncov-
ered preferences are much slower than the covered preferences because they are handled
in the 80-dimensional space. On the other hand, if fewer number of core-subspaces is
selected, imperfectly covered preferences will have bigger error. Thus, in Figure 4.17(d),
the error deteriorates as δ increases from 0 to 0.1. However, as δ continues to increase, the
error becomes significantly better because the top-k queries for uncovered preferences are
answered exactly.
Parameter θ (Algorithm 2) This paragraph shows the results on parameter θ (in Algo-
rithm 2). Again, d = 80, k = 5, and 10,000 preferences are drawn from 200 skewed
generating subspaces with maximum dimensionality τgen = 6. 100,000 objects are drawn
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from the box-uniform distribution. δ is also fixed to 0.1. Figure 4.18(a) shows that the
fraction of covered preferences increases from 0.43 to 1 when θ increases from 0.1 to 0.9.
As a result, the average top-k query time drops from 16.26 milli-seconds to 0.36 milli-
seconds (Fig 4.18(b)), and the approximation errors deteriorate (Fig 4.18(c) and 4.18(d))
because a preference cover may only cover a small fraction of the preference’s weight.
Parameter ν (Algorithm 2) This paragraph shows the results on parameter ν in Algo-
rithm 2. Again, d = 80, k = 5, 10,000 preferences are drawn from 200 skewed generating
subspaces with maximum dimensionality τgen = 6, and 100,000 objects are drawn from the
box-uniform distribution. Here, δ and θ are set to 0.1 and 0.5, respectively. Figure 4.19(a)
shows that when ν increases from 1 to 10, the fraction of covered preferences also in-
creases from 0.621 to 0.99. In particular, more than 85% of preferences find a cover when
ν is set to 3. Note that if ν is large, a preference cover may only cover a small fraction
of the preference’s weight. Figure 4.19(b)) shows that query time decreases from 12.22
milli-seconds to 0.85 milli-seconds as ν increases. Figures 4.19(c) and 4.19(d) show that
the errors deteriorate as ν increases.
4.7 Related Work
Preference top-k and reverse top-k queries. As already discussed in Section 4.1, there has
been a lot of work on preference top-k queries [44, 67, 113, 85, 50, 49, 65, 66] and reverse
top-k queries [115]. This chapter builds on and compares with the solution presented in
the previous chapter, which applied the ideas of coreset and duality transform to the full-
dimensional space; this reference also provides additional discussion of and comparison
with other previous approaches to top-k and reverse top-k queries.
This chapter has compared the core-subspace solution extensively with the view-based
approach [68, 50]. As discussed, in some sense, the core subspaces can be seen as a
powerful generalization of views. This chapter also shows how to select such views, a
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problem that is not addressed in [50].
The layered-based approaches (e.g., [44]) are essentially the exact counterpart of core-
sets, and are subsumed by coresets because the latter provides more flexible accuracy/space
trade-offs. For this reason, this chapter does not compare directly with the layered-based
approach or the hybrid approach [65, 66] that builds on them; their difficulty with high
dimensions can be seen from the performance gap between CSI and CSI∗ in Section 4.6.1.
Top-k queries can be seen as special case of rank aggregation [57], and the Threshold
Algorithm [58] is viable option for top-k queries; this chapter compares with TA exten-
sively in Section 4.6.1.
Finding interesting subspaces. The task of identifying core subspace is related to the prob-
lems of subspace clustering (finding all clusters in all subspaces) and projected clustering
(assigning points to clusters that exist in different subspaces). There has been a lot of work
on these problems (see [74] for a survey). In particular, if the subspaces are axis-parallel,
the problem is also related to the so-called row/column-subset selection problem [51, 62]:
given a matrix where rows are objects and columns are features, select a subset of features
that are dominant. However, the intended use of the core subspaces warrants the special-
ized algorithm in Section 4.3, which accounts for the feature of multiple coverage, as well
as the fact that the distributions of preferences assigned to a subspace are less of a concern
than those of preferences across subspaces.
While core subspaces are chosen to be axis-parallel for reasons of simplicity and ro-
bustness against changes in attribute weight distributions, there are some situations for
which it may be beneficial to consider subspaces that are arbitrarily oriented. For exam-
ple, the preference workload may be known and stable. As another example, preferences
may not exhibit sparsity in the original space, but do so after some affine transformation.
In these situations, the problem of finding arbitrarily oriented subspaces is related to sub-
space segmentation, which seeks to model a set of data points using a union of affine
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subspaces (see [15] for a survey). PCA can be seen as a very restrictive special case where
all points come from a single affine subspace; as shown in Section 4.6, it is less effective
than multiple axis-parallel subspaces. Considering multiple arbitrary core subspaces in the
solution remains an interesting problem for future work.
4.8 Conclusion
This chapter proposed a solution, based on the idea of core subspaces, for top-k and re-
verse top-k queries in high dimensions. The solution presented in this chapter exploits the
sparsity in preferences to identify core subspaces, and applies the techniques of coresets
and duality transform to index each core subspace as well as the full-dimensional space
effectively. As shown by the experimental evaluation, in high dimensions, exact meth-
ods are slow, while existing approximation methods suffer from either poor speed (e.g.,
when using only a single coreset in the full space) or poor accuracy (such as the PCA- and
view-based approaches). In contrast, for workloads where preferences are often sparse—a
case that arises naturally in practice—the solution presented in this chapter offers a desir-
able trade-off between speed and accuracy, which makes scalable processing of top-k and
reverse top-k queries in high dimensions a reality.
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5Range Top-k Subscriptions
In the previous two chapters, we have discussed how to compute the set of affected sub-
scriptions for data updates. In this chapter, subscriptions are distributed across a wide-area
network, so the network aspect also needs to be taken into account. In particular, this
chapter considers how to support a large number of range top-k subscriptions for wide-
area publish/subscribe. Given an object update, subscriptions need to be notified if their
top-k results are changed. Simple solutions include using a content-driven network to no-
tify all subscriptions whose ranges contain the update (ignoring top-k), or using a server
to compute only the affected subscriptions and notifying them individually. The former
solution generates too much network traffic, while the latter overwhelms the server. This
chapter presents a geometric framework for the problem that allows the set of affected
subscriptions to be described succinctly with messages that can be efficiently dissemi-
nated using content-driven networks. Fast algorithms will be given to reformulate each
update into a set of messages whose number is provably optimal, with or without knowing
all subscriptions. This chapter also presents extensions to the solution, including an ap-
proximate algorithm that trades off between the cost of server-side reformulation and that
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of subscription-side post-processing, as well as efficient techniques for batch updates.
5.1 Introduction
Consider a range top-k query over a database of objects (e.g. stocks). The query examines
a subset of the objects satisfying a range condition (e.g., stocks with risk rating between
medium high and high), and picks the top k objects within this subset by some ranking
criterion (e.g., stocks with the k lowest price-to-earning ratios). Over time, when the set of
objects or their attribute values change, the query result has to be kept up to date, as in the
standard view maintenance and continuous query processing settings. This chapter studies
how to support hundreds of thousands or even millions of such queries simultaneously.
Representing different user interests, these queries may have different range conditions
and therefore different lists of k objects as their answers.
A challenging application setting is when a large number of these queries, which is
referred to as subscriptions, are located across a wide-area network. For each event updat-
ing the database, all subscriptions whose results are affected must be notified. Notification
messages should carry enough information so that the affected subscriptions can update
their top-k lists accordingly. A naive approach would be to use a central server to maintain
all objects and subscriptions, compute the list of affected subscriptions for each event, and
notify each affected subscription with the change to its top-k list. Since an event may af-
fect many subscriptions, this approach can easily overload the server with processing and
messaging costs at least linear in the number of affected subscriptions.
A solution is to push some event processing and dissemination work into a more “in-
telligent” network, but at the cost of increasing system complexity. As demonstrated in
previous work [41, 40, 42], a content-driven network (CN) offers a good trade-off between
functionality and complexity. CN is a class of overlay networks designed for efficient dis-
semination, with a clean message interface. Many off-the-shelf overlay networks are ex-
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amples of CN, e.g., content-based networks [35] and content-addressable networks [99].1
For the purpose of this chapter, CN is regarded to as a black box for efficiently delivering a
message to all subscriptions whose query parameters satisfy a selection condition carried
by the message.2 Instead of enumerating affected subscriptions one by one, the server
would compute a compact description for the set of affected subscriptions, and then trans-
late this description into a series of condition-carrying messages to be sent through CN.
The number of such messages is usually far less than the number of affected subscriptions,
thereby relieving the server bottleneck.
Range top-k subscriptions are challenging for several reasons. It is straightforward
for CN to handle range subscriptions without top-k as in standard publish/subscribe: a
message simply needs to list the updated object’s attribute values, which can be interpreted
as a condition testing whether a subscription range contains the object. However, such a
message is not enough for range top-k subscriptions because they are “stateful”: whether a
subscription is affected depends on how the updated object ranks against others within the
subscription range. Furthermore, if the updated object drops out of a subscription’s top-k
list, the new k-th ranked object must be sent to the subscription. While previous work [41]
addresses the special case of k = 1 (i.e., range min/max subscriptions), the general case
handled in this chapter is considerably more complex and has more practical applications.
A geometric framework. This chapter develops a geometric framework to support range
top-k subscriptions. The geometric framework enables the problem of generating notifi-
cation messages to be viewed intuitively as one of tiling a potentially complex region of
affected subscriptions (in an appropriately defined subscription space) using simple geo-
metric shapes. The set of tiles forms a compact description of the region. Each tile cor-
1 CN is named after these popular examples, which should not be confused with content deliv-
ery/distribution networks [32] that serve the different purpose of replicating popular Web objects.
2 An equivalent, dual view is that CN allows subscriptions to be selection conditions over message at-
tributes, and CN efficiently delivers a message to all subscriptions whose conditions are satisfied by the
message.
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responds to a CN message, whose condition selects all subscriptions covered by the tile.
While one could first compute the list of affected subscriptions and then find the tiling,
this chapter develops algorithms (described below) that avoid computing this potentially
long list in the first place.
New algorithms. New algorithms are proposed for message generation based on the frame-
work above. These algorithms are scalable—they run in time dependent on the number of
messages they generate, not the number of affected subscriptions (which could be substan-
tially larger). Experiments confirm that this property translates into substantial savings in
both server running time and network dissemination cost; furthermore, the performance
lead over other approaches widens as the number of subscriptions increases.
This chapter starts with two algorithms. The first one, which is referred to as Paint-
Dense, is subscription-oblivious; it examines only the set of objects. This feature is at-
tractive from both scalability and privacy perspectives, because it alleviates the need for a
server to track a large number of subscriptions. Paint-Dense computes the optimal tiling
assuming no knowledge of the subscriptions. The second version, Paint-Sparse, uses both
the set of objects and the set of subscriptions. Intuitively, it produces a tiling sensitive to
the subscription distribution; the size of the tiling is 2-approximate and often much smaller
than that generated by Paint-Dense.
This chapter also considers the case of batch updates, where a subscription needs to
be notified of the net change in its result at the end of a batch. Simply processing this
batch one event at a time generates more traffic than necessary. It will be seen later that by
pre-processing the batch (coalescing and reordering updates), subscribers are guaranteed
to receive the minimum number of messages needed.
Besides Paint-Dense and Paint-Sparse, this chapter provides approximate algorithms
that generate even fewer messages from the server at the expense of more “false positives”—
notifications received by a subscription but not needed. False positives are discarded by
108
each subscription with simple local post-processing, so the “approximate” algorithms still
guarantee exact subscription results. Having fewer messages reduces processing and mes-
saging loads on the server, but false positives bring higher last-hop traffic and extra post-
processing. The trade-off can be adjusted using a parameter ε ≤ 1, while guaranteeing
that subscriptions miss no notifications and receive no objects ranked below (1 + ε)k.
While the focus of this chapter is on 1-d range top-k subscriptions, this chapter also
sketches out how our framework and algorithms can be generalized to subscriptions whose
range conditions involve multiple dimensions and more general constraints. As a concrete
illustration, this chapter also presents the detailed algorithm and experimental evaluation
for 1.5-d range top-k subscriptions3 in the extension section.
The subscription type considered in this chapter—orthogonal range top-k—is a stan-
dard one in most subscription/query languages. While there exist a plethora of proposals
for other language features, little is known about how best to support this standard sub-
scription type; this chapter will fill this void. Note that the techniques presented in this
chapter apply to top-k subscriptions with other types of conditions too. For example, con-
ditions comparing categorical attributes against concepts drawn from a hierarchy can be
mapped to range conditions with appropriate encoding of the hierarchy. For another ex-
ample, range conditions subsume near-neighbor conditions under the L∞ norm, and in
low dimensions they can be effective as building blocks for supporting near-neighbor and
nearest-neighbor conditions under other distance metrics.
This chapter focuses on application settings with many geographically dispersed sub-
scriptions to a central database (e.g., news aggregators and financial information services).
However, the solution presented in this chapter can be extended to other settings, ranging
from simpler ones such as non-distributed continuous query systems with no need to de-
liver results over a network, to more complex ones such as publish/subscribe systems with
3 An example of a 1.5-d range top-k subscription would be “k stocks that have the lowest price-to-earning
ratio among those with market capitalization above 50 billion US dollars and risk rating between medium
high and high.”
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multiple, distributed event publishers.
5.2 Overview
5.2.1 Problem Formulation
Consider a set O of n objects. For simplicity, assume each object has only two numeric
attributes: x is used in range conditions, while y is used for ranking objects in ascending
order of their y-values. Section 5.5 discusses how to generalize the problem and the solu-
tions to higher dimensions. For each object i (1 ≤ i ≤ n), let xi ∈ R denote its x-value
and yi ∈ R denote its y-value. Without loss of generality, all xi’s and yi’s are assumed to
be distinct.
There is a set S ofm subscriptions over the network. Each subscription Sj (1 ≤ j ≤ m)
specifies an x-value range of interest, denoted σj = [ℓj, rj ] ⊆ R. For some k ≪ n, Sj
wishes to track the top k objects (along their attribute values) in σj , i.e., those with the
k smallest y-values. More precisely, Sj must maintain, at all times, the list topk(Sj) =
{(xi, yi) | xi ∈ σj ∧ |{i′ | xi′ ∈ σj ∧ yi′ < yi}| < k}.
A (y-update) event, denoted Upd(xi, yoldi → ynewi ), changes object i’s y-value from
yoldi to y
new
i . Upon receiving an event δ, all affected subscriptions must be notified. A
subscription Sj is affected by δ iff δ changes topk(Sj); i.e., either the membership of
this list changes or the y-value of some object in this list is updated as a result of δ. See
Figure 5.1(a) for an example. For simplicity of presentation, the discussion will be focused
on y-update events.4
To notify all affected subscriptions, this chapter follows the same overall approach
as [41]—first using a server to reformulate the event into a sequence of messages, then
using CN to disseminate these messages to subscriptions, and finally having subscriptions
4 Object insertion and deletion can be simply treated as y-update events Upd(xi,∞ → yi) and
Upd(xi, yi → ∞), respectively. An update to object i’s x-value from xoldi to xnewi can be simulated by
a deletion of (xoldi , yi) followed by an insertion of (xnewi , yi). Alternatively, it is straightforward to extend
the algorithms to handle these events directly.
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post-process received messages to maintain their top-k lists. More specifically, the server
maintains the set of objects O, and reformulates each event into a sequence of constant-size
CN messages of the format Msg(ℓI , rI , ℓO, rO, xi, yi), where [ℓI , rI ] ⊆ (ℓO, rO) are two
nested ranges in R, and (xi, yi) represents some object i (with its attribute values). Each
message is interpreted as a condition over subscriptions’ ranges of interest: CN delivers
this message to subscription Sj iff [ℓI , rI ] ⊆ σj ⊆ (ℓO, rO) (see Figure 5.1(b)). Each
subscription Sj maintains its own top-k list Lj . Upon receiving a message, Sj checks
whether Lj currently contains object i (the one with x-value equal to xi). If yes, Sj simply
updates the y-value of this object to yi. Otherwise, Sj updates its list Lj to contain the top
k objects in Lj ∪ {(xi, yi)}.
The goal of this chapter is to develop efficient algorithms for generating the sequence
of CN messages for each event, such that every affected subscription will have its top-
k list correctly updated by following the protocol above. Several performance measures
are considered in designing the algorithms: 1) the number of messages generated; 2) time
spent by the server in generating them; and 3) the number of messages received by the sub-
scriptions.5 These measures present interesting trade-offs and must be considered jointly.
For instance, minimizing (3) alone would not be sufficient; the naive approach of enumer-
ating all affected subscriptions and unicasting to them one by one achieves this objective,
but does poorly on the other criteria. A better goal is to keep (3) minimized and optimize
other criteria as much as possible; the exact algorithms presented in this chapter have this
goal. If the server becomes a bottleneck, (1) and (2) can be further reduced at the expense
of (3). In this case, an unaffected subscription is allowed to be notified; the approximate
algorithms presented in this chapter take this approach. These results are discussed further
below.
5 For evaluation (Section 5.7), especially comparison with approaches that do not use CN, the total traffic
in the underlying IP network is also considered.
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FIGURE 5.1: O and S in E and S. (a) The shaded vertical strip is for subscription S3.
Increasing object 5’s y-value as shown would cause 5 to be replaced by 3 in topk(S2), and
by 6 in topk(S3) and topk(S4), where k = 3. (b) The shaded quadrant is for object 5. A
CN message is shown with dashed outline.
5.2.2 Overview of Algorithms
Exact algorithms. With an exact algorithm, the server generates messages for each event
such that only affected subscriptions are notified, and they each receive only one message
(per y-update event). Two settings are considered:
• Subscription-oblivious. For the case where the server has no knowledge of the set
of subscriptions (because of either scalability or privacy concerns), an algorithm
Paint-Dense is developed with the following properties (Theorems 12 and 13):
– The algorithm is given O, but not S.
– It generates the minimum number of messages possible for any exact algorithm
if S is dense: that is, given the set of objects O, for any x-value range σ, there
exists some subscription interested in precisely the objects within σ.
– Its running time depends on the number of messages generated, but not on |S|
or the number of affected subscriptions, which can be much larger.
• Subscription-aware. A set of subscriptions is called sparse if it is not dense. In
this case, Paint-Dense may generate a message that does not reach any subscription,
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wasting both server processing and network dissemination efforts. Therefore, Paint-
Sparse is developed, with the following properties (Theorems 16 and 17):
– The algorithm is given both O and S.
– It generates at most twice the minimum number of messages possible for any
exact algorithm, and it never generates any message that reaches no subscrip-
tion.
– Its running time is sublinear in |O| and |S|, and depends on the number of
messages generated instead of the number of affected subscriptions, which can
be much larger.
Extensions. This chapter also considers the batched version of the problem, in which
subscriptions only need to have their top-k lists correctly updated at the end of an event
sequence. Paint-Batch is developed to pre-processes the event sequence before applying
either algorithm above (with minor modifications) to each event. Paint-Batch operates well
with the basic CN interface of Section 5.2.1, and is able to guarantee that each subscriber
receives the minimum number of messages possible (Theorem 24), which is far less than
if all events are processed in the sequence in order.
This chapter also relaxes the requirement that only affected subscription may receive
messages. By allowing unaffected subscriptions to receive unnecessary messages, an ap-
proximate algorithm further reduces the number of messages generated by the server. Ap-
proximate algorithms Paint-Dense(ε) and Paint-Sparse(ε) are developed with parameter
ε ≤ 1 controlling this trade-off. Compared with their exact counterparts, they reduce
the number of messages by a factor of εk while guaranteeing that unnecessarily received
objects are ranked within (1± ε)k (Theorem 25). Furthermore, such objects are automat-
ically ignored by subscriptions following the same protocol in Section 5.2.1, so all results
remain accurate at all times.
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Both extensions above inherit the efficiency of Paint-Dense and Paint-Sparse, with
running times dependent on the number of messages generated rather than subscriptions
affected.
This chapter will also briefly discuss how to extend the problem and framework to
higher dimensions, where a subscription’s range of interest becomes a d-dimensional re-
gion. As a concrete illustration, algorithms will be presented for 1.5-dimensional range
subscriptions.
Last but not least, this chapter will also discuss how to extend the problem and frame-
work to the distributed setting with multiple, distributed event publishers.
Data structures. For all algorithms presented in this chapter, the server maintains a data
structure indexing the set of objects O by (x, y) as points in R2. This index supports the
following operations:
• Events that update objects in O.
• firstk(x0, y0, s): Here (x0, y0) ∈ R2 and s ∈ {←,→}. If s is ← (resp. →), then this
query finds the first k objects in O in the southwest (resp. southeast) quadrant with
(x0, y0) as the apex when proceeding in the (−x)-direction (resp. (+x)-direction)
from (x0, y0). If the quadrant contains fewer than k objects, all of them are reported.
Only the x-values of the objects are reported by firstk, and they are reported in the
order encountered.
• miny(σ, y0): Given an x-value range σ and a y-value y0, this query returns the object
in O with the minimum y-value in the 3-sided rectangle σ × (y0,∞).
In this chapter, t(n) (where n = |O|) is used to denote the upper bounds on running times
of the operations above: object updates and miny all run in O(t(n)) time, while firstk runs
in O(t(n) + k) time. If kd-tree is used for the index, then the index size is linear and
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t(n) =
√
n. If O(n log n) space is allowed for the index, then a data structure based on
dynamic range trees [86] can be used to get t(n) = log2 n.
Algorithms for sparse subscriptions also require a data structure indexing the set of
subscriptions S by (ℓj, rj), the left and right endpoints of their x-value ranges of interest,
as points in R2. This index supports the following operations:
• Insertion and deletion of subscriptions in S.
• snap(G): Given a rectangle G ⊆ R2, this query returns the smallest rectangle con-
taining all subscriptions inside R. If there are no such subscriptions, ∅ is returned.
Using balanced binaries trees, insertion, deletion, and snap can all be processed inO(logm)
time (where m = |S|).
5.3 Geometric Framework
This section introduces a geometric framework essential to the understanding of the prob-
lem. Section 5.4 will reveal, with the help of this framework, the structure inherent in
the seemingly arbitrary subset of affected subscriptions, which allows the task of generat-
ing CN message to be viewed conveniently as one of tiling a complex region using only
rectangles.
Event space. Let E = R2 denote the event space, where each object i is represented as
a point (xi, yi) ∈ R2 (Figure 5.1(a)). Each subscription Sj is interested in objects that lie
in the vertical strip σj × R; topk(Sj) returns the k lowest among them. For an object i
and an integer v > 0, let λv(i) (resp. ̺v(i)) denote the x-coordinate of the vth rightmost
(resp. leftmost) object in the southwest (resp. southeast) quadrant with apex (xi, yi); if
the quadrant contains less than v objects, it is set to −∞ (resp. +∞). The procedure
firstv(xi, yi,←) returns λ1(i), λ2(i), · · · , λv(i), and firstv(xi, yi,→) returns ̺1(i), ̺2(i),
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· · · , ̺v(i). Set L(i) = 〈λv(i) | 1 ≤ i ≤ k〉 and R(i) = 〈̺v(i) | 1 ≤ i ≤ k〉. The influence
interval of i, denoted by II(i), is defined to be
II(i) = [λk(i), ̺k(i)].
Lemma 7. For subscription Sj , if i ∈ topk(Sj), then σj ⊆ II(i).
Proof. If i ∈ topk(Sj), then xi ∈ σj and at most k objects lie in the rectangle Rj =
σ× [−∞, yi]. If the left endpoint of σj lies to the left of λk(i), then Rj contains more than
k objects. Similarly, if the left endpoint of σj lies to the left of ̺k(i), then Rj contains
more than k objects. Hence, σj ⊆ [λk(i), ̺k(i)].
However, there may be a subscription Sj such that σj ⊆ II(i) but i 6∈ topk(S). To
fully characterize which subscriptions contain i in their top-k list, we introduce the notion
of subscription space and influence region.
Subscription space. Let S = R2 denote the subscription space, where each subscrip-
tion with range of interest σ = [ℓ, r] is mapped to the point σ∗ = (ℓ, r) ∈ R2 (Fig-
ure 5.1(b)). Object i is mapped to the northwest quadrant θi with apex at (xi, xi); i.e.,
θi = {(ℓ, r) | ℓ ≤ xi ≤ r}. Sj is interested in object i only if σ∗j ∈ θi. A CN message
Msg(ℓI , rI , ℓO, rO, xi, yi) corresponds to notifying, with (xi, yi), all subscriptions in the
rectangle with southeast and northwest corners at (ℓI , rI) and (ℓO, rO), respectively.
To further capture how the objects’ y-values affect their ranking, let S˜ = S×R denote
the lifted subscription space, where the third dimension corresponds to y-values and is
referred to as the y-axis. For subscription Sj , let σ˜j be the vertical line passing through
σ∗j ; i.e., σ˜j = σ∗j × R, oriented in the (+y)-direction. For an object i, let θ˜i denote the
octant θi × [yi,∞) = {(ℓ, r, y) | ℓ ≤ xi ≤ r ∧ yi ≤ y}, with apex at (xi, xi, yi). A y-value
update Upd(xi, yoldi → ynewi ) corresponds to translating θ˜i in the y-direction so that its
apex moves from (xi, xi, yoldi ) to (xi, xi, ynewi ). There is a bijection between the quadrant
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θi and the bottom face θi × {yi} of the octant θ˜i. If θ˜i is the vth octant intersected by the
line σ˜i, going in (+y)-direction, then i is the rank-v object among the objects in which Sj
is interested. Therefore, topk(Sj) is the list of objects corresponding to the first k octants
that line σ˜j intersects in S˜, going in the +y direction.
The level of a point ξ ∈ S˜, denoted by △(ξ), is the number of octants in {θ˜i | 1 ≤ i ≤
|O|} that contain ξ. For an object i and an integer v > 0, let θvi ⊆ θi be the set of points in
θi s.t. the level of the corresponding points on the bottom face of θi is v. That is,
θvi = {σ ∈ θi | △((σ, yi)) = v}.
Set θ≤vi =
⋃
0<u≤v θ
u
i . It can be verified that if σ∗j ∈ θvi , then i is the rank-v object
among the objects in which Sj is interested. Hence if σ∗j ∈ θ≤vi , then i ∈ topv(Sj).
Let Θi = {θj | yj < yi} be the set of quadrants corresponding to the objects whose
y-values are smaller than that of i. The quadrants in the set Θi partition the quadrant θi
into a family Θ✷i of rectangles such that each rectangle lies in the same subset of Θi. For
a point σ ∈ θi, we define △i(σ) to be 1 plus the number of quadrants of Θi that contain
σ. Note that △i(σ) is the same for all points in (the interior of ) a rectangle R ∈ Θ✷i
and we denote this value by △(R). Furthermore, if △(R) = v , then R ⊆ θvi . Hence,
θ
(v)
i =
⋃{R ∈ Θ✷i | △(R) = v}. For any point σ ∈ θi, as we move in the north or the
west direction, the value of △i(σ) cannot increase because if a quadrant contains σ, then
it also contains all points that lie in the northwest quadrant with σ as the apex. Hence, the
rectangles of Θ✷i that lie in θvi form a staircase, and the region θ
≤v
i is a staircase.
Influence region. For an object i, we define its influence region, denoted by IR(i), to be
θ≤ki . The following lemma follows from the above discussion.
Lemma 8. For any subscription Sj , i ∈ topk(Sj) if and only if σ∗j ∈ IR(i).
In other words, IR(i) characterizes the set of subscriptions that contain object i in their
top-k lists. We next understand the structure of IR(i).
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Let D(i) = {θj | xj ∈ L(i) ∪ R(i)}. We show that L(i), R(i), and D(i) completely
define IR(i). Let IR✷(i) be the partition of IR(i) with rectangles induced by the quadrants
of D(i).
Lemma 9. (i) IR(i) does not intersect any quadrant of Θi\D(i).
(ii) IR✷(i) = IR(i) ∩Θ✷i , i.e. IR✷(i) is the same as the partition Θ✷i restricted to IR(i).
Proof. (i) Suppose IR(i) intersect a quadrant θj ∈ Θi\D(i). Then λk(i) < xj < ̺k(i).
W.L.O.G., assume xj < xi. Since yj < yi and λk(i) < xj , object j is one of the k − 1
rightmost objects in the southwest quadrant with apex (xi, yi). Thus, xj ∈ L(i). By
definition of D(i), θj ∈ D(i), which is a contradiction.
(ii) Since IR(i) does not intersect any quadrant of Θi\D(i), the partition of IR(i) in-
duced by the quadrants in Θi is the same as the partition of IR(i) induced by the quadrants
in D(i).
We next describe the geometric structure of IR(i).
Lemma 10. Let ℓ1 ≥ ℓ2 ≥ · · · ≥ ℓk be the values in L(i) and r1 ≤ r2 ≤ · · · ≤ rk be
the values in R(i). Set ℓ0 = r0 = xi. Then IR(i) is a staircase polygon with vertices
(ℓk, r0), (ℓk, r1), (ℓk−1, r1), . . . , (ℓ1, rk−1), (ℓ0, rk), (ℓ0, rk).
Proof. For 0 < u, v < k, a point in the rectangle [ℓu+1.ℓu)× [rv, rv+1) lies in u quadrants
of D(i) that lie above θi, so for 0 < u ≤ k, △i(ξ) = k for all points ξ ∈ [ℓu, ℓu−1) ×
[rk−u, rk−u+1). Hence, (ℓu, rk−u), (ℓu, rk−u+1), and (ℓu−1, rk−u+1) are vertices of IR(i).
An example of IR(i) is shown in Figure 5.2, in which k = 5 and the numbers indicate
the level number of rectangles of Θ✷i . Given L(i) and R(i), IR(i) and IR✷(i) can be
computed in O(k) and O(k2) time, respectively. Finally, we describe how IR(i) changes
118
l5 l4 l3 l2 l1
r1
r2
r3
r4
r5
r6
123456
2
3
4
5
6
34
4
5
5
56
6
6
6
7
7
7
7
7
8
8
8
8
9
9
910
10
11
i
FIGURE 5.2: Tiling IRnew(i) (shaded, k = 5) by CN messages (shown with thick out-
lines).
as we increase (or decrease) the value of yi. Suppose we change yi from yoldi to ynewi .
If the set D(i) does not change as we vary yi from yoldi to ynewi , IR(i) does not change
(by Lemmas 9 and 10), and thus the top-k list does not change for any subscription (by
Lemma 8). The set D(i) changes when L(i) or R(i) changes, which happens when yi
becomes equal to yj for some object j such that xj ∈ II(i). We say that the object i
encounters object j when this happens. Object j is referred to as an exposed object. We
describe how IR(i) and IR(j) change when i encounters j, i.e., when yi changes from
yoldi = yj − ǫ to ynewi = yj + ǫ for some sufficiently small ǫ such that no other objects has
its y-value in the interval [yoldi , ynewi ].
For an object s, let Ks = θks . We define Dold(i), Rold(i), Koldi (resp. Dnew(i), Rnew(i),
Knewi ) to be D(i), R(i), and Ki for yi = yoldi (resp. yi = ynewi ). Similarly, we define these
sets for object j. Then Dnewi = Doldi ∪ {j} and Dnewj = Doldj \{i}.
Lemma 11. Let K = Koldi ∩ θj . Then IR(i) = IRold(i)\K and IRnew(j) = IRold(j) ∪K.
Proof. For any point ξ ∈ IRold(i), △i(ξ) remains the same for yi = yoldi and yi = ynewi if
ξ 6∈ θj but it increases by 1 if ξ ∈ θj . Hence, △i(ξ) becomes k + 1 for all ξ ∈ K and thus
ξ 6∈ IRnew(i). This proves that IRnew(i) = IRold(i)\K.
On the other hand, for any point η ∈ θj ,△j(η) remains the same if η 6∈ θi but decreases
by 1 if ξ 6∈ θi (since θi 6∈ Dnew(j)). Since the y-value of no other object lies in the range
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FIGURE 5.3: IR(i), IR(j), and K are shown as the pink, blue, and double dashed regions,
respectively. Object i (resp. j) ranks k-th w.r.t. all preferences in the dashed pink (resp.
blue) region. When object i encounters object j, IR(i) shrinks and IR(j) expands as shown
in the right figure.
[yoldi , y
new
i ], for a point η ∈ θj ∩ θi, if a quadrant θs ∈ Dold(j) for s 6= i, j, contains η then
θs ∈ Dold(i) and vice-versa. Hence, △j(η) = △oldi (η) + 1 and △j(η) = △oldj (η) − 1 =
△oldi (η) = △newi (η) − 1. In other words, if η ∈ K, i.e. △oldi (η) = k, then△newj (η) = k
and η ∈ IRnew(j). Consequently, IRnew(j) = IRold(j) ∪K.
Figure 5.3 demonstrates how IR(i) and IR(j) change as the value of yi increases. By
Lemma 11, IRnew(i) ⊕ IRold(i) = IRnew(j) ⊕ IRold(j) = K. We note that given L(i)
,R(i), and Ki, K can be computed in O(k) time.
Finally, we note that the change in the influence region as object i encounters object
j while we decrease the y-value of i is similar—switch the role of i and j. The influence
intervals of i and j also change. Suppose xj > xi. Then λoldk (i) = λnewk (i) but ̺newk (i) =
max{xj, λoldk−1(i)} < ̺oldk (i), and ̺newk (j) = ̺oldk (j) and λnewk (i) = λoldk+1(i).
Example. Refer to Fig. 5.1 and 5.4. All subscriptions other than S5 are interested in object 5. In
S, the northwest quadrant θ5 contains σ∗1 , σ∗2 , σ∗3 , σ∗4 , but not σ∗5 . Suppose k = 3. The influence re-
gion of object 5 is an axis-aligned subregion of the quadrant with vertices (x5, x5), (ℓ3, x5), (ℓ3, r1), (ℓ2, r1),
(ℓ2, r2), (ℓ1, r2), (ℓ1, r3), (x5, r3) in clockwise order, where ℓ1, ℓ2, and ℓ3 (resp. r1, r2, r3) are the
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FIGURE 5.4: Partitioning of quadrant θ5 (shaded) in S for object 5. Rectangles are shown
with level numbers. Objects that do not contribute to this partitioning (because they have
larger y-values than that of 5) are shown as circles and with dashed-line quadrants. The
influence region of 5, IR(5), for k = 3, is shown with thick outline.
x-values of objects 4, 2, and 1 (resp. objects 7, 9, and 10), respectively. Since S2 and S3 rank
object 5 at third, σ∗2 and σ∗3 lie in θ35 ⊂ IR(5). Similarly, S4 ranks object 5 at second and σ∗4 lies in
θ25 ⊂ IR(5). However, σ∗1 ∈ θ45 6⊂ IR(5) because S1 ranks object 5 at fourth and therefore, object
5 is not in topk(S1). When object 5’s y-value increases as shown, object 5 is replaced by object
3 in topk(S2), and by object 6 in topk(S3) and topk(S4). CN messages (dashed rectangles) are
generated to notify S2, S3 and S4.
5.4 Exact Algorithms
5.4.1 Subscription-Oblivious
Consider an event Upd(xi, yoldi → ynewi ), which moves the octant θ˜i in the vertical direction from
position yoldi to ynewi . Let IRold(i) (resp. IRnew(i)) denote the influence region of object i before
(resp. after) the update. There are two cases: yoldi > ynewi , which possibly raises object i’s rank,
and yoldi < ynewi , which possibly lowers object i’s rank.
Rank-raising update. This case is simple. It can be easily seen that if yoldi > ynewi , then
IRnew(i) ⊇ IRold(i). Every subscription Sj in IRold(i) (i.e., σ∗j ∈ IRold(i)) must receive (xi, ynewi )
to update the y-value of object i in topk(Sj). Every subscription Sj in IRnew(i) \ IRold(i) must
receive (xi, ynewi ) as a new object in topk(Sj), which would displace some other object from
topk(Sj). In sum, it suffices to notify all subscriptions in IRnew(i) with (xi, ynewi ). Since each CN
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FIGURE 5.5: Effect on IRz(i) of encountering exposed object hj during the sweep. Before
the encounter, IRz(i) contains both darkly and lightly shaded rectangles (level numbers
before the encounter are shown in Figure 5.2); after the encounter, IRz(i) contains only the
lightly shaded rectangles. The difference, which is gained by hj as IRnew(hj) \ IRold(hj),
is tiled by CN messages shown with thick outlines.
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FIGURE 5.6: Sweep in E (k = 3). The
width of the shaded area at y = z corre-
sponds to IIz(i). Exposed objects are num-
bered in the order encountered.
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FIGURE 5.7: Tiling IRold(i) \ IRnew(i) by
CN messages. Rectangles with the same
fill pattern are for the same exposed object.
message reaches a rectangle in S, and IRnew(i) has up to k “steps,” in the worst case k messages
are needed to tile IRnew(i), as illustrated in Figure 5.2. The detailed algorithm, Paint-Dense-IR, is
presented in Algorithm 3.Its running time, dominated by the two firstk calls to compute the new
IR(i), is O(t(n) + k).
Rank-lowering update. This case is more complex. If yoldi < ynewi , then IRnew(i) ⊆ IRold(i).
First, all subscriptions in IRold(i) are notified with (xi, ynewi ) using no more than k messages, in
the same way as IRnew(i) is tiled for a rank-raising update. These messages allow subscriptions
to update the y-value of object i in their top-k lists. For those in IRnew(i), no more messages are
needed.
Next, for each subscription in IRold(i)\ IRnew(i), it needs to further receive an object that will
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Algorithm 3: Paint-Dense(xi, yoldi , ynewi )
begin1
if Rank-Raising Update then2
L← firstk(xi, ynewi ,←); R← firstk(xi, ynewi ,→) ;3
Paint-Dense-IR(i,L,R) ;4
else if Rank-Lowering Update then5
L← firstk(xi, yoldi ,←); R← firstk(xi, yoldi ,→) ;6
Paint-Dense-IR(i,L,R) ;7
II = conv(L ∪ R); v ← yoldi ;8
while v < ynewi do9
hj ← miny(II, v) ;10
Paint-Dense-Exposed(hj , i,L,R) ;11
if xhj < xi then12
L← L ∪ {xhj} ;13
if |L| > k then14
deleteLast(L) ;15
else16
R← R ∪ {xhj};17
if |R| > k then18
deleteLast(R);19
II = conv(L ∪ R); v ← yhj ;20
end21
replace i in its top-k list.6 As described in the previous section, such objects are exposed by the
ranking-lowering update, and clearly must have their influence regions expanded. The task then is
to notify the subscriptions in IRold(i) \ IRnew(i) with respective exposed objects.
Imagine that object i’s y-value increases continuously from yoldi to ynewi , i.e., sweeping the
octant θ˜i from its old position to its new position in S˜. Let IRz(i) and IIz(i) denote the influence
region and influence interval of i when its y-value is set to z. By Lemma 11, areas gradually “lost”
during the sweep by IRz(i) (which starts out as IRold(i) and eventually shrinks to IRnew(i)) are
“gained” by exposed objects’ influence regions, as shown in Figure 5.5. For each exposed object hj ,
consider the point z = yhj −ǫ right before crossing. Any subscription S in θki ∩θhj ⊆ IRz(i)∩θhj
is interested in both objects i and hj , and i ranks the k-th in topk(S). When z changes from yhj −ǫ
to yhj + ǫ, objects i and hj swap their ranks, and hj would enter topk(S) as the result of the
update. On the other hand, for any unexposed object h, when z crosses yh during the sweep (if
6 Note that this subscription must receive (xi, ynewi ) before receiving the replacement object; otherwise,
the replacement object would appear to be out of the top-k list because of the stale y-value of i.
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at all), IRz(i) ∩ θh = ∅, implying that object i ranks strictly lower than the k-th for subscriptions
interested in both i and h; therefore, swapping i and h’s ranks would not put h into any top-k list.
The algorithm is now described in more detail. During the sweep, the algorithm maintains the
list Lz (resp. Rz), which is initialized by firstk(xi, yoldi ,←) (resp. firstk(xi, yoldi ,→)) and always
contains the x-values of the first k objects in O to the west (resp. east) of xi with y-values less
than z, padded with −∞ (resp. ∞) if there are fewer than k such objects. By Lemma 10, Lz and
(a) Initial influence region of
object i, IR(i).
1
(b) Reach the first exposed ob-
ject.
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FIGURE 5.8: Illustration of the rank-lowering update shown in Figure 5.6.
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Rz allow us to readily obtain IRz(i), IIz(i), and the partitioning IRz
✷
(i) of IRz(i) as needed. The
next exposed object above z corresponds to the object with the minimum y-value in the 3-sided
rectangle IIz × (z,∞) in E, and can be found by miny(IIz(i), z), as illustrated in Figure 5.6.
Say the exposed object found is hj . Lz and Rz are incrementally updated by adding xhj to the
appropriate list (Lz if xhj < xi, or Rz otherwise), and removing from that list the x-value furthest
from xi. Lemma 10 tells us how this incremental update to Lz and Rz shrinks IRz(i). The area lost
from IRz(i) is shaped as a series of up to k rectangles along a diagonal in the northeast direction, as
illustrated in Figure 5.5. Specifically, the algorithm “paints” over the intersection of IRz(i) and θhj
(quadrant of the exposed object), incrementing the level numbers by 1. Rectangles in the updated
IRz
✷
(i) with level greater than k should be removed from IRz(i). By Lemma 11, these rectangles
together form IRnew(hj)\ IRold(hj). Hence, one CN message is generated for each such rectangle
with the exposed object values (xhj , yhj ). Figures 5.8 illustrate the sweep procedure in S.
Algorithm 4: Paint-Dense-IR(i, L, R)
begin1
M← {} // Rectangles that only contain affected subscriptions ;2
a← |L|; b← |R|;3
if a+ b < k then4
M←M ∪ {Msg(xi, xi,−∞,∞, xi, yi)} ;5
else if a = 0 then6
M←M ∪ {Msg(xi, xi,−∞, rk, xi, yi)} ;7
else8
if b < k then9
M←M ∪ {Msg(xi, xi, ℓk−b,∞, xi, yi)} ;10
if a < k then11
M←M ∪ {Msg(ℓa, xi,−∞, rk−a, xi, yi)} ;12
z ← k + 1− b;13
while z ≤ a do14
M←M ∪ {Msg(ℓz−1, xi, ℓz, rk+1−z, xi, yi)} ;15
z ← z + 1 ;16
GENERATEMSG(M) // Generate messages ;17
end18
When the sweep stops at z = ynewi , IRold(i) \ IRnew(i) will have been completely tiled by
messages associated with exposed objects, as shown in Figure 5.7. The complete algorithm, Paint-
Dense, is presented in Algorithm 3.Processing each exposed object hj takes O(t(n) + µj) time
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Algorithm 5: Paint-Dense-Exposed(hj , i, L, R);
begin1
M← {} // Rectangles that only contain affected subscriptions ;2
a← |L|; b← |R|;3
if xhj > xi then4
if a+ b < k then5
M←M ∪ {Msg([xi, xhj ], [−∞,∞], (xhj , yhj ))} ;6
else if a = 0 then7
M←M ∪ {Msg([xi, xhj ], [−∞, rk], (xhj , yhj ))} ;8
else9
if b < k then10
M←M ∪ {Msg([xi, xhj ], [ℓk−b,∞], (xhj , yhj ))} ;11
if a < k then12
M←M ∪ {Msg([ℓa, xhj ], [−∞, rk−a], (xhj , yhj ))} ;13
z ← k + 1− b;14
while z ≤ a do15
M←M ∪ {Msg([ℓz−1, rk−z], [ℓz, rk+1−z], (xhj , yhj ))} ;16
z ← z + 1 ;17
else18
// The “xhj < xi” case is symmetric to the “xhj > xi” case. ;19
GENERATEMSG(M) // Generate messages ;20
end21
where µj ≤ k is the number of messages generated for hj . Therefore, tiling IRold(i) \ IRnew(i)
takes O(νt(n)+
∑
1≤j≤ν(µj+log k)) time, where ν is the number of exposed objects. Initializing
Lz and Rz for the sweep and tiling IRold(i) takeO(t(n)+k) time, so the overall time isO(ν(t(n)+
log k) + µ+ k), where µ is the total number of messages generated.
Discussion. Paint-Dense’s time complexity is summarized below.
Theorem 12. Paint-Dense runs in timeO(t(n)+k) for a rank-raising update, andO(νt(n)+µ+k)
time for a rank-lowering update, where µ is the number of messages generated and ν is the number
of objects exposed by a rank-lowering update. For a rank-lowering update, ν < µ ≤ (ν + 1)k.
Proof. As shown in Algorithm 3, a rank-raising update involves two firstk calls, each of which
takes O(t(n) + k) time, and one Paint-Dense-IR call which takes O(µ) time, where µ ≤ k. Thus,
the running time of a rank-raising update is O(t(n) + k). For a rank-lowering update, initializing
Lz and Rz for the sweep and tiling IRold(i) take O(t(n) + k) time. Processing each exposed
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object hj takes O(t(n) + µj) time, where µj ≤ k is the number of messages generated for hj .
The O(t(n)) term comes from one miny call. The insertion or deletion of an element from Lz
and Rz takes O(log k) time, which is dominated by t(n). Thus, tiling IRold(i) \ IRnew(i) takes
O(νt(n) +
∑
1≤j≤ν µj) time, where ν is the number of exposed objects. The overall time is
O(νt(n) + µ + k), where µ is the total number of messages generated. In addition, ν < µ ≤
(ν + 1)k. The first inequality follows from the fact that at least one message is generated for
each exposed object and object i itself. The second inequality follows from the fact that at most k
messages is generated for object i and each exposed object.
If subscriptions are not allowed to receive false positives, Paint-Dense is optimal in the number
of messages that it generates for dense subscriptions.
Theorem 13. For dense subscriptions, the number of CN messages generated by Paint-Dense is
the minimum possible for any exact algorithm.
Proof. It is trivial to show that both Algorithms 4 and 5 generate the minimum number of messages
for any object. The theorem immediately follows from the fact that messages are only generated
for object i and the exposed objects.
The next result reveals the inherent complexity in handling range top-k subscriptions. Although
the worst case for a rank-lowering update event can be quite bad (exposing Θ(|O|) objects), it is
not expected to be common in practice, as stated by the following lemma:
Lemma 14. O(k) objects are injected into network if the object whose value is increased is chosen
uniformly at random.
Proof. For an object i, let ηi be the number of objects j such that increasing the value of j to ∞
causes Algorithm 3 to inject a message involving the object i. Then the expected number of objects
injected by the rank-lowering update is bounded by ∑ni=1 ηi/n. Moreover, if increasing the value
of j injects a message involving i, then yj < yi and the event expands the influence region IR(i).
This happens only when xj ∈ L(i) ∪ R(i) before the event but not after its y-value has increased.
Since |L(i) ∪ R(i)| ≤ 2k, ηi ≤ 2k, and thus the expected number of objects injected is O(k).
In fact, as the following theorem shows, the expected number of messages is only Θ(k2) if
objects to be updated are picked randomly.
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Theorem 15. For any exact algorithm given dense subscriptions, a rank-raising update event
requires Θ(k) CN messages and a rank-lowering update event requires Θ(nk) CN messages in the
worst case. If each rank-lowering update event chooses an object to update uniformly at random,
the expected number of CN messages required is Θ(k2).
Proof. Recall that Algorithms 4 and 5 generate at most k messages for object i and each exposed
object. Decreasing the y-value of object i injects only one object, namely i itself. In the worst case,
increasing the value of an objects causes all n objects to be exposed. By Lemma 14, the expected
number of objects injections is O(k). This completes the proof of the theorem.
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FIGURE 5.9: Lower bound construction: y-values are written along the diagonal line;
number inside each rectangle is the level of object i.
Finally, Figure 5.9 shows that if the value of i is increased from 1 to n+2, Ω(nk)messages need
to be injected into the network, namely, one for each rectangle in the figure. The same example
also shows the bound on the expected number of messages is also tight.
5.4.2 Subscription-Aware
If the server is given the knowledge about the distribution of subscriptions, the number of CN
messages generated by the server can be reduced. In particular, the algorithm can avoid sending
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FIGURE 5.10: Reducing the number of
rectangles covering P. Subscriptions in P
are shown as circles while those in S \ P
are shown as dots. Rectangles in Gdense are
shaded; rectangles in the optimal covering
are shown with thick outlines.
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FIGURE 5.11: Finding the next interesting
exposed object. The staircase is the current
IRz(i). Circles represent subscriptions in-
side IRz(i), and are enclosed by the dashed
quadrant with apex at (ℓz, rz). Object h′,
with the darkly shaded quadrant, is an ex-
ample of an exposed, but inessential object.
messages whose corresponding rectangles in S contain no subscriptions, and can combine multiple
messages into one as long as their bounding rectangles contain no extraneous subscriptions and
they carry the same object values.
The general problem can be formulated as a geometric optimization problem: Given a subset of
subscriptions P ⊆ S (to notify with the same object values), find a set of rectangles G in S such that
every point of P lies in exactly one rectangle of G and no point of S \ P lies in any rectangle of G.
The goal is to minimize the number of rectangles in G. Figure 5.10 illustrates this problem. A brute-
force approach is to compute the set P and then solve the standard rectangular covering problem
on P. However, doing so requires us to enumerate potentially large sets of affected subscriptions,
which we would like to avoid, and this problem is NP-complete in general [12].
A better approach would be to take a list of (at most k) rectangles Gdense produced by Paint-
Dense (corresponding to a list of messages with the same object values) as a compact description
of P = Gdense ∩ S, and then solve the problem on Gdense with the knowledge of S. A simple solu-
tion is to go through each rectangle G ∈ Gdense and set G to snap(G) on S; if snap(G) = ∅ (i.e.,
G contains no subscriptions), simply discard G. However, this solution misses the opportunity
to combine multiple rectangles into one without introducing false positives, as illustrated in Fig-
ure 5.10. Furthermore, it is possible that the entire Gdense produced by Paint-Dense for an exposed
object contains no subscriptions, in which case we would like to avoid examining this exposed
object and generating Gdense in the first place.
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Algorithm Paint-Sparse achieves both goals above. To achieve the first goal of being able to
merge rectangles, a greedy approach is taken. Recall from Section 5.4.1 that Paint-Dense gen-
erates either a list of south-north rectangles forming staircase (for an updated object’s influence
region) or a list of rectangle forming a diagonal chain (for an exposed object’s gain in influence
region). In either case, the given rectangles Gdense = {G1, G2, . . .} are ordered from west to east.
Gj’s are processed in order to produce the output set Ggreedy. If Gj can be accommodated by en-
larging the rectangle G that was last produced in Ggreedy without introducing false positives (i.e.,
MEB(G, snap(Gj)) ∩ (S \ Gdense) = ∅, where MEB denotes minimum enclosing box), G is re-
placed by MEB(G, snap(Gj)). Otherwise, snap(Gj) (if it is not ∅) is added to Ggreedy. Thanks to
the special properties of rectangle sets produced by Paint-Dense, it can be shown that this greedy
approach, and Paint-Sparse as a whole, is within a factor of 2 optimal in the number of messages
generated for any exact algorithm (without assuming dense subscriptions).
Theorem 16. Given any set of subscriptions, the number of CN messages generated by Paint-
Sparse is at most twice the minimum possible for any exact algorithm.
Proof. Let Gdense = {G1, G2, . . .} and P = Gdense ∩ S. Let Pa = P∩Ga. If a rectangle G ∈ Gopt
contains points of Pa and Pb for 1 ≤ a < b ≤ k, then G also covers Pa+1, . . . ,Pb−1. This
property implies that the greedy algorithm is 2-approximate because each G is covered by one or
two rectangles generated by Paint-Sparse. By construction, Paint-Sparse skips all uninteresting
exposed objects. Therefore, the number of messages generated by Paint-Sparse is at most twice
the minimum possible for any exact algorithm.
The cost of each greedy step is dominated by the test of whether G can accommodate Gj . This
test can be done by evaluating a small constant number of snap queries.7 Since |Gdense| ≤ k, Paint-
Sparse spends O(k logm) time to generate messages for the updated object and for each exposed
object.
An exposed object h is said to be interesting if the gain in h’s influence region contains some
subscription in S; i.e., some message(s) must be generated with h’s values. To achieve the second
goal above of skipping inessential exposed objects without enumerating all exposed objects, Paint-
Sparse modifies the method of finding the next exposed object as follows. Suppose the sweep is
7 Specifically, the region MEB(G, snap(Gj)) \ G \ snap(Gj) is covered with at most 3 rectangles, and
check whether snap returns ∅ for all of them.
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currently at position z, where the updated object i’s y-value is set to z. Recall that IRz(i) and
IIz(i) denote the influence region and influence interval of i at this point. With the knowledge of
S, let ℓz = min{ℓ | (ℓ, r) ∈ S∩ IRz(i)} and rz = max{r | (ℓ, r) ∈ S∩ IRz(i)}; i.e., (ℓz, rz) is the
apex of the smallest southeast quadrant Qz ⊆ S enclosing all subscriptions in IRz(i), as illustrated
in Figure 5.11. Paint-Dense finds the next exposed object h to process as h = miny(IIz(i), z)
in E. However, h is interesting only if its quadrant θh intersects with quadrant Qz containing
actual subscriptions. Hence, the next exposed object h to process is found as h = miny(IIz(i) ∩
[ℓz, rz], z) = miny([ℓ
z, rz], z) in E, allowing Paint-Sparse to skip inessential exposed objects.
Note that given Lz and Rz (see Section 5.4.1), ℓz and rz can be computed from the answers
of up to k snap calls in S, one for each south-north rectangle covering IRz(i). Thus, compared
with Paint-Dense, Paint-Sparse spends an extra O(k logm) time for finding each interesting ex-
posed object, and as discussed above, an extra O(k logm) time to merge messages for the updated
object and for each interesting exposed object. The overall time complexity of Paint-Sparse is
summarized below.
Theorem 17. Paint-Sparse runs in timeO(t(n)+k logm) for a rank-raising update, andO(νˇ(t(n)+
k logm)) time for a rank-lowering update, where νˇ is the number of interesting exposed objects (to
distinguish it from ν in Theorem 12, the number of exposed objects). For a rank-lowering update,
νˇ < µˇ ≤ (νˇ + 1)k, where µˇ is the number of messages generated by Paint-Sparse.
Proof. For each exposed object, Paint-Sparse also performs snap O(k) queries on the set of sub-
scriptions besides a miny query on the set of objects. Therefore, a rank-lowering update requires
an additional O(k logm) cost for each interesting exposed object. The remaining part of the proof
follows from the same argument as in the proof of Theorem 12.
Remark. If the entire S is too expensive to maintain for the server, it can maintain a small sketch
of S, e.g., a cover of S byB rectangles in S for a parameterB, and use this cover instead of S itself in
Paint-Sparse. This approach would provide a continuous trade-off between the cost of maintaining
and utilizing information about subscriptions and the number of CN messages generated.
Paint-Sparse’s optimization of merging multiple messages, while reducing the number of mes-
sages, increases the areas of rectangles in S corresponding to messages. Larger areas may, for some
CN implementations, imply higher dissemination costs. Nonetheless, note that message merging
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FIGURE 5.12: a) Subscription space. Each halfplane is shown in blue color. Suppose the
halfplane with red line correspond to object i, and the ones with dashed lines are ranked
lower than i. Then IR(i) is the yellow region when k = 2. The numbers indicate the
rank of object i for all subscriptions in the cells defined by the solid lines. b) Lifted
subscription space. θ˜i is the second halfplane intersected by any line σ˜i passing through
the yellow regions in (+y)-direction.
in Paint-Sparse is done in a careful way to avoid false positives, so these larger areas do not reach
any more subscriptions and traffic to subscriptions remains minimized. Furthermore, reducing the
number of messages is effective in relieving the bottleneck at the server and message injection
point.
5.5 Generalization
The geometric framework presented in this chapter is quite general and extends to high dimensions
as well as different types of ranges and user preferences. First, a user interest needs not be an
axis-aligned rectangles; it can be a disk, halfplane, etc. Second, E can be generalized to a Rd; α
of the d attributes are used for selection by subscriptions. Although the objects are ranked w.r.t.
a common attribute Y in this chapter, additional β parameters can be specified for the ranking
function. For example, in Chapters 3 and 4, a user preference is defined as a linear combination
of d attribute weights, and β = d − 1. In this generalized setting, S and S˜ becomes Rα+β and
R
α+β+1
, respectively.
5.5.1 Halfplane query
This section shows how to handle selection ranges which are specified as linear constraints. For ex-
ample, if a real estate buyer is looking for houses whose carpet-to-saleable area ratio is at least 80%,
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FIGURE 5.13: Influence rectilinear polygon IP(i) ⊂ E for k = 3. a) Only the ob-
jects which are ranked higher than object i are displayed. The number next to each ob-
ject i′ indicates the number of objects in the range (min{x(1)i , x(1)i′ },max{x(1)i , x(1)i′ }) ×
(−∞,max{x(2)i , x(2)i′ }). b) Partitioning IP(i) into rectangles.
her selection range can be expressed as the linear constraint: carpet area−0.8∗ saleable area >
0. This range query is also known as a halfplane query when E = R2. To maintain top-k ob-
jects for the case of halfplane, each subscription σj : x(2) ≥ a(1)j x(1) + a(2)j is mapped to a
point σ∗j = (a
(1)
j , a
(2)
j ) in the subscription space S; and each object i is mapped to a halfplane
θi : χ
(2) ≤ −x(1)i χ(1) + x(2)i in S. To rank the set of objects for each subscription, each halfplane
θi is further mapped to θi × [yi,∞) in the lifted subscription space S˜. It can be verified that Sj is
interested in i iff σ∗j ∈ θi. Figure 5.12 shows an example of the influence region IR(i) ⊆ θi for the
case of halfplane. By triangulating an arrangement of halfplanes, IR(i) can always be partitioned
into a set of triangles, each of which can be described using O(1)-size. When the y-value of ob-
ject i is updated, triangle messages (instead of rectangle ones) are generated and inserted into the
network.
5.5.2 1.5-dimensional range subscriptions
As a concrete illustration of how the framework is generalized to a higher dimensional case, this
section presents algorithms for 1.5-dimensional range subscriptions in E = R3. Two numeric
attributes {X1, X2} are used for selection by subscriptions, and an additional numeric attribute Y is
used for ranking (in ascending order). Each object i ∈ O is modeled as a point (x(1)i , x(2)i , yi) ∈ E.
Each subscription Sj ∈ S specifies a region of interest σj = [ℓ(1)j , r(1)j ] × (−∞, r(2)j ] ⊆ R2. An
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Algorithm 6: ComputeInfluenceRectilinearPolygon(x(1)i , x(2)i , yi)
begin1
t← 0; ut ← x(2)i ;2
Lt ← firstk(x(1)i , x(2)i , yi,←); Rt ← firstk(x(1)i , x(2)i , yi,→) ;3
IIt = conv(Lt ∪ Rt); hj ← minX(2)(IIt, x(2)i , yi) ;4
while hj 6= ∅ do5
(Lt+1,Rt+1)← UpdateList(Lt,Rt, x(1)i , x(1)hj );6
IIt+1 = conv(Lt+1 ∪ Rt+1); ut+1 ← x(2)hj ;7
hj ← minx(2)(IIt+1, ut+1, ynewi ) ;8
t← t+ 1;9
return (Lz,Rz, uz, IIz)tz=0;10
end11
example is shown in Figure 5.13(a).
Recall that for the single dimensional range subscriptions, the influence interval of object i,
II(i), contains σj if i ∈ topk(Sj). For 1.5-dimensional range subscriptions, II(i) is generalized
to be an influence (rectilinear) polygon IP(i) ⊂ E. More precisely, IP(i) is defined by the left
and right X2-monotone boundary chains, as shown in Figure 5.13(a). For any point (h(1), h(2))
on the left boundary chain of IP(i), h(1) is the same as x(1)i′ , where i′ is the k-th rightmost object
in O in the orthant {(x(1), x(2), y) ∈ E | x(1) ≤ x(1)i , x(2) ≤ max{x(2)i , h(2)}, y ≤ yi}. The
right boundary chain can be defined similarily. As in the case of II(i), object i is contained in
subscription Sj’s top-k list only if σj ⊆ IP(i). For instance, in Figure 5.13(a), object i ranks below
k for subscription σj as σj is not contained in IP(i).
Algorithm 6 shows the sweep plane algorithm for computing IP(i). A plane is swept across the
input objects from x(2) = x(2)i to x(2) = ∞ in E. For each x(2)-value u ∈ [x(2)i ,∞), L maintains
the first k objects in O in the orthant {(x(1), x(2), y) ∈ E | x(1) ≤ x(1)i , x(2) ≤ u, y ≤ yi} when
proceeding in the (-x(1))-direction. Similarly, R maintains the first k objects in O in the orthant
{(x(1), x(2), y) ∈ E | x(1) ≥ x(1)i , x(2) ≤ u, y ≤ yi} when proceeding in the (x(1))-direction.
One key observation is that L or R is changed only if the plane crosses an object i′ ∈ IP(i) which
is ranked higher than object i, i.e., yi′ < yi. Therefore, IP(i) can be presented in the form of
(Lz,Rz, uz)
t
z=0 by partitioning it into a set of rectangles, as shown in Figure 5.13(b). Let Lz and
Rz be the current lists. When the sweep plane crosses object i′, the lists are updated and stored as
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FIGURE 5.14: Influence region in S; k =
3.
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FIGURE 5.15: Computing the influence re-
gion in S.
Lz+1 and Rz+1; uz+1 is set to x(2)i′ .
The subscription space S is generalized to R3, where each subscription Sj is mapped to the
point (ℓ(1)j , r
(1)
j , r
(2)
j ). Object i is mapped to the orthant in S with apex at (x(1)i , x(1)i , x(2)i ), i.e.,
{(ξ(1), ξ(2), ξ(3)) ∈ E | ξ(1) ≤ x(1)i , ξ(2) ≥ x(1)i , ξ(3) ≥ x(2)i }. Subscription Sj is interested
in object i iff (ℓ(1)j , r(1)j , r(2)j ) is contained in the orthant with apex at (x(1)i , x(1)i , x(2)i ). For 1.5-
dimensional range subscriptions, the influence region of i, IR(i) ⊂ S, is a rectilinear polyhedron
whose vertices are determined by the objects who are ranked higher than i in IP(i); see Figure 5.14.
Given (Lz,Rz, uz)tz=0, a set of tiles can be computed to precisely describe IR(i); see Figure 5.15.
5.5.2.1 Rank-raising update
Recall that for the single dimensional range subscriptions, given a rank-raising update of ob-
ject i, the two lists Lnew and Rnew are computed by firstk(xi, ynewi ,←) and firstk(xi, ynewi ,→).
Given Lnew and Rnew, the influence region IRnew(i) can then be computed in time linear in
the number of vertices of IRnew(i). Now for 1.5-dimensional range subscriptions, the sweep
line algorithm returns (Lnewz ,Rnewz , unewz )tz=0, as discussed above. For each z ∈ {0, 1, · · · , t},
messages are generated in the same way as the case of 1-dimensional range subscriptions, ex-
cept that each rectangle message is 3-dimensional (the extra side is (uz, uz+1]). These rectan-
gles together contains all and only the set of affected subscriptions whose x(2)-value is between
(uz, uz+1]. Note that messages generated at different z values may be compatible with each other,
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FIGURE 5.16: The new exposed object hj
is shown as a circle. The influence rec-
tilinear polygon is shrunk by pruning the
shaded region.
x
(2)
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∞
u5
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u4
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FIGURE 5.17: Subscriptions in the shaded
regions need to be notified of hj . The
two messages at the bottom can be further
merged with the two messages in the mid-
dle.
i.e., MEB(Msg1,Msg2) = Msg1 ∪ Msg2. They can be further merged to reduce the number of
messages to tile the influence region IRnew(i).
5.5.2.2 Rank-lowering update
Given the rank-lowering update of object i, the algorithm first computes the influence region
IRold(i). All the subscriptions in the influence region are notified of object i’s new y-value. In
order to compute the new k-th ranked objects for the set of affected subscriptions, the algorithm
needs to sweep the y-value of i continuously from yoldi to ynewi to find the set of exposed objects
(as in the case of the single dimensional range subscriptions). That is, the algorithm nestedly
sweeps along two dimensions—x(2) and y. When sweeping from yoldi to ynewi , if an exposed ob-
ject hj is found in IP(i), the algorithm updates IP(i) in E and IR(i) in S by sweeping the plane
along the x(2)-dimension. Figures 5.16 and 5.17 illustrate the updates at critical time y = yhj .
The plane is swept from x(2) = x(2)hj to x
(2) = q, where q is the minimum x(2)-value such that
x
(1)
hj
6= conv(L ∪ R). That is, if a ray is shot through the point (x(1)hj , x
(2)
hj
, yhj ) in x(2) direc-
tion, it hits the boundary of IP(i) at x(2) = q. The algorithm generates messages only for those
subscriptions that must receive the object hj .
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5.5.3 Range Conditions in Higher Dimensions
For simplicity, only one attribute Y is used for ranking for now; this constraint will be removed
later. The event space E is now Rd+1 (α = d), and each object i is represented as a point
(x
(1)
i , x
(2)
i , . . . , x
(d)
i , yi) ∈ E. Each subscription Sj specifies a region σj ⊆ Rd, which can be
a d-dimensional box, halfspace, ball, or simplex, or any other shape, and contains the top-k objects
among the ones in which it is interested. Each subscription is mapped to a point σ∗j and each object
i to a region θi in the subscription space S so that Sj is interested in object i iff σ∗j ∈ θi. The exact
mapping depends on the shape of subscriptions. If each σ is a d-dimensional box
∏d
h=1[ℓ
(h)
j , r
(h)
j ],
then S = R2d, σ∗j = (ℓ
(1)
j , r
(1)
j , · · · , ℓ(d)j , r(d)j ), and θi is the orthant {ξ ∈ R2d | ξ(2i−1) ≤
xi, ξ
(2i) ≥ xi, 1 ≤ i ≤ d}. If each σj is a halfplane x(d) ≥ a(1)j x(1)+· · ·+a(d−1)j x(d−1)+a(d)j , then
S = Rd, σ∗j = (a
(1)
j , . . . , a
(d)
j ), and θi is a halfspace ξ(d) ≤ −x(1)i ξ(1)−· · ·−x(d−1)i ξ(d−1)+x(d)i . If
d = 2 and each σj is a disk of radius rj centered at (aj , bj), then S = R3, σ∗j = (aj , bj , a2j+b2j−r2j )
and θj is the halfspace ξ(3) ≤ 2x(1)i ξ(1)+2x(2)i ξ(2)−x(1)i −x(2)i . It can be verified that, in each case,
Sj is interested in i iff σ∗j ∈ θi. The notion of influence region IR(i) ⊆ θi can be extended to high
dimensions. When the y-value of an object i is updated, IR(i) is updated from IRold(i) \ IRnew(i)
(if yi is increased) into constant-size regions, and send one O(1)-size message for each such re-
gion. Computing the decomposition of IRold(i) \ IRnew(i) or IRnew(i) becomes more challenging
and the number of regions increases, typically exponentially in the worst case, with dimension.
However, many of these regions are empty, so Paint-Sparse is more effective in high dimensions.
In many cases, it is possible to analyze the number of messages generated by the algorithm. The
theorem below gives such a result for the case of rectangles.
Theorem 18. If the input objects are i.i.d. in Rd with their attributes being independent and each
subscription is an axis-aligned rectangle, then Paint-Dense generates O((k lnd−1 n)d+1) expected
number of CN messages to process an update event.
Proof. Let H ⊂ E be the hyperplane normal to the dth dimension of E. let i′ be the projection
of object i onto H. An object j is dominated by another object k with respect to object i iff
k′ ∈ MEB(j′, i′) ∈ H and k ranks higher than j. Let U denote the set of objects dominated by k
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(a) (b)
FIGURE 5.18: Lifting transform for k nearest neighbor query in R2. a) The blue query
object is closer to object 1 than object 2 in E. a) Object hyperplanes are lifted in S˜.
They are tangent to an upside-down paraboloid. The query ray hits hyperplane 1 before
hyperplane 2 in (−ξ(d+1))-direction.
objects with respect to object i. In S, the influence region of i, IR(i), is defined by the k-skyband8
with respect to i.
The average size of the skyline for a set of i.i.d. points is θ(lnd−1 n/(d − 1)!) if attributes are
uncorrelated [31]. Under the same assumption, IR(i) is covered by Θ(k lnd−1 n/(d−1)!) orthants.
The authors in [72] prove that if the number of ”octants” to cover an influence region in R2d is z,
then the total number of rectangles for partitioning the influence region will be zd in the worst case.
Hence, IR(i) can be partitioned into Θ((k lnd−1 n/(d − 1)!)d) rectangle messages. Thus,
Θ((k lnd−1 n/(d− 1)!)d) rectangle messages are needed for a modified object i and each exposed
object.
The influence region of i, IR(i), is a rectilinear polyhedron in S whose vertices are defined by
the objects in Uk(i).
Using the same argument in the proof of Lemma 14, the expected number of objects injected
by the rank-lowering update is at most (k lnd−1 n/(d−1)!). This completes the proof for the upper
bound. The lower bound construction in Figure 5.9 can be extended for high dimension.
8 The k-skyband is the set of objects dominated by at most k objects.
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5.5.4 Combination of range conditions and user preferences
Each user may specify her preference using β parameters. For example, a preference function can
be defined as a linear combination of β + 1 attributes, as defined in Chapters 3 and 4. As another
example, when searching for a gas station, a preference function can be a k nearest neighbor query
in Rβ . By a standard lifting argument [56], each object (y(1)i , y(2)i , · · · , y(β)i ) can be mapped to the
dual plane
ξ(β+1) = 2y
(1)
i ξ
(1) + 2y
(2)
i ξ
(2) + · · ·+ 2y(β)i ξ(β) − [(y(1)i )2 + (y(2)i )2 + · · · (y(β)i )2],
as shown in Figure 5.18. The k nearest neighbors in O to a query object (y(1)i , y(2)i , · · · , y(β)i )
correspond to the first k dual hyperplanes intersected by the line {(y(1)i , y(2)i , · · · , y(β)i , t) | t ∈ R}
in (−ξ(d+1))-direction.
Suppose α attributes are used for selection by subscriptions. Let (x(1)i , x
(2)
i , . . . , x
(α)
i be the
coordinates of object i for those attributes. By combining range conditions and user preferences,
each object has α+β parameters {x(1)i , x(2)i , . . . , x(α)i , y(1)i , y(2)i , . . . , y(β)i }. It is mapped to a region
θi in the subscription space S = Rα+β . Each subscription is mapped to a point in the subscription
space S = Rα+β . Again, the lifted subscription space S˜ = S×R can be used to capture the ranking
of objects.
5.6 Extensions
5.6.1 Batch Processing
For some applications, events can be batched; subscriptions only need to have their top-k lists
correctly updated at the end of the batch. Processing events in batched sequence E one at a time
would be an overkill: enough messages would be sent such that each subscription Sj can con-
struct all intermediate states of topk(Sj) during E. Given that only the final state of topk(Sj) is
needed at the end of E, we want to minimize the number of messages delivered to the subscrip-
tions. An algorithm Paint-Batch is developed to achieve this goal within the problem setting of
Section 5.2.1 without assuming new dissemination interfaces or capabilities. To process individual
events, Paint-Batch can use any algorithm A (either Paint-Dense or Paint-Sparse), with only minor
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modifications. Paint-Batch itself does not assume the knowledge of S (though the version using
Paint-Sparse uses S indirectly).
The key idea is to pre-process E in a way such that event-at-time processing by A (with some
modifications) will minimize the number of messages subscriptions receive. Let IRold(i) (resp.
IRnew(i)) denote the influence region of object i before (resp. after) E. Paint-Sparse proceeds in
four steps:
1. Pre-process. First, if multiple events in E update the same object, they are coalesced into
one. More precisely, if E contains the sequence Upd(xi, y(0)i → y(1)i ), . . . ,Upd(xi, y(c−1)i →
y
(c)
i ), they are replaced with a single Upd(xi, y
(0)
i → y(c)i ). Next, the set E is split into two,
E↓ and E↑, where E↓ (resp. E↑) contains all events that decrease (resp. increase) y-value.
2. Apply E↓ to O. Let T denote the data structure that is maintained for O. T is updated with
using events in E↓. No message is generated in this step.
3. Generate messages for E↑ and apply E↑ to O. Events are processed in E↓ (all of which
are rank-lowering) in descending order of the new values using A, but with the following
modifications. 1) If A generates messages for an exposed object that is updated in E↑ or
will be later updated in E↓, such messages are discarded and would not be sent. 2) If A is
processing a ranking-lowering update for an object i whose messages have been discarded
earlier, instead of notifying the region IRold(i) with i’s updated values as A would normally
do, the algorithm notifies the region IRnew(i)∪IRpre(i), where IRpre(i) denotes i’s influence
region right before the algorithm starts processing E↑. To implement these modifications,
there is no need to remember all IRpre(i)’s, which would require Θ(nk) space. It turns out
that it is sufficient to maintain anO(n)-space data structure so that IRpre(i) can be computed
on demand, without increasing the time complexity of A. More specifically, besides the data
structure T normally maintained for O, an additional data structure T′ is maintained to index
the set of objects updated in E↑. T′ is initially empty before the algorithm starts processing
E↑. When processing Upd(xi, yoldi → ynewi ) ∈ E↑ in the current iteration, in addition to
updating the y-value of object i in T to ynewi , (xi, yoldi ) is inserted into T′. While computing
IRnew(i) uses T, computing IRnew(i) ∪ IRpre(i) uses T and T′.
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4. Generate messages for E↓. For each object i updated in E↓, the region IRnew(i) is notified
with i’s new value. The algorithm simply follows A to compute the messages by querying
T.
Below gives some intuition behind the design of Paint-Batch.
• Why does the algorithm generate message for E↓ (Step 4) after E↑ (Step 2)? Suppose that an
object i is unchanged by E, and i ∈ topk(Sj) both before and after E for some subscription
Sj ; in this case, we do not want to notify Sj with i. However, some objects updated in E↓
may temporarily lower the rank of i to below k, before some other objects updated in E↑ raise
the rank of i to within k again. Sending messages generated for E↓ before E↑ would cause
Sj to drop i, forcing us to notify Sj with i later when processing E↑. Deferring messages for
all rank-raising updates avoids this problem.
Also, if E↓ is processed before E↑, an update to object i in E↓ would enlarge IR(i), and up-
dates to other objects in E↑ might further enlarge IR(i); therefore, the algorithm would need
to generate messages involving i every time i is exposed in E↑. Although doing so would not
cause subscriptions to receive unnecessary messages, it leads to more messages compared
with the presented approach, which guarantees that for each updated object i, messages
involving i are only generated once (when the algorithm processes the event updating i).
• Why are the modifications to A necessary when processing E↑ (Step 3)? Suppose the algo-
rithm is currently processing an update that exposes object i, causing it to enter topk(Sj)
for some subscription Sj at this point. If i will be later updated in E↑, it is possible that i
will leave topk(Sj) at that point. Without the modifications, Sj would be notified with i
unnecessarily.
On the other hand, if i is updated in E↓, then the gains in IR(i) during the processing of E↑
should be ignored, because they will covered by IRnew(i) when i is processed in Step 4.
• Why does the algorithm process E↑ in sorted order (Step 3)? Processing E↑ in descending
order of the new values means that once the algorithm processes an event updating object i
in E↑, i will never be exposed again. With this property, for each updated object i, messages
involving it are only generated once (when its update event is processed). Without this
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property, the algorithm may need to generate messages involving i every time when i is
exposed after it is updated. Although doing so would not cause subscriptions to receive
unnecessary messages, it may lead to more messages compared with the presented approach.
• Why does the algorithm need to apply E↓ to O (Step 2) before processing E↑? Without ap-
plying E↓ to O, the algorithm would essentially process E↑ followed by E↓. It is possible for
E↑ to expose an object i, causing it to temporarily enter topk(Sj) for some subscriptions;
however, E↓ may subsequently make i leave topk(Sj). Notifying Sj with i would be un-
necessary. Applying E↓ to O before processing E↑ (in conjunction with way the algorithm
processes E↑) ensures that when processing each update in E↑, every object i exposed by
this update will remain in the final topk(Sj) for every Sj that receives i.
The remainder of this subsection is devoted to prove that each subscriber receives the minimum
number of messages possible under Paint-Batch.
Lemma 19. When an event about object i is processed, IRcurrent(i) (IRpre(i)) is the minimum set
of subscriptions in IRold(i) that must be notified in order to produce the correct final top-k lists for
those subscriptions if the event is a rank-raising update (rank-lowering update) for object i.
Proof. If the event is a rank-raising update for object i, messages are generated after all events
in E have been processed. Hence, the union of the messages for object i is exactly IRnew(i), in
which every subscription needs to be notified. If the event is a rank-lowering update for object i,
processing E↓ first guarantees that all events that can shrink IR(i) have been processed, therefore,
all the subscriptions in IRpre(i) must be notified about the update of object i no matter how the
events in E is ordered.
Lemma 20. If an object i ∈ topfinalk (Sj), i is never forced out of Sj’s top-k list because of space
constraint.
Proof. First, when a message about object i is generated, all the other objects whose old and new
values are larger and smaller than object i’s new value must have been processed. Hence, if object
i belongs to Sj’s final top-k list, it must be higher than k-th in Sj’s ranking. Second, during a
rank-lowering update for object i, a message about object i is first sent to every subscription Sj
that has i in its top-k list. Thus, if a message about an exposed object is also sent to Sj , object i
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must have dropped to k-th in Sj’s ranking. No other objects in Sj’s list are forced to be removed
because of the arrival of the exposed object. Third, since messages for all rank-raising updates are
generated at the end of the batch process, any object that is replaced by a new arrived object i must
satisfy one of the following two conditions: 1) it ranks lower than object i in the final top-k list
and 2) its value will later become lower than the value of the k-th item in the top-k list due to a
rank-raising update and it will re-enter the final top-k list.
Lemma 21. Let L and L′ be the lists returned by firstk(xi, yoldi ,←) on T and T′, respectively. Let
R and R′ be the lists returned by firstk(xi, yoldi ,→) on T and T′, respectively. Let L∗ = {ℓ1 >
ℓ2 > · · · > ℓk} contain the first k values in L ∪ L′ (padded with −∞ if |L| < k). let R∗ = {r1 <
r2 < · · · < rk} contain the first k values in R∪R′ (padded with∞ if |R| < k). IRpre(i) is an axis-
aligned subregion of the quadrant θi, with vertices (xi, xi), (ℓv, xi), (ℓv, r1), (ℓv−1, r1), (ℓv−1, r2),
. . . , (ℓ1, rv−1), (ℓ1, rv), (xi, rv) in clockwise order, ignoring degenerate vertices with −∞ or ∞
coordinates.
Proof. Let Lpre = {ℓpre1 , ℓpre2 , · · · , } and Rpre = {rpre1 , rpre2 , · · · , } be the lists returned by first(xi,
yoldi ,←) and firstk(xi, yoldi ,→) right before we start processing E↑. Let L = {ℓ1, ℓ2, · · · , } and
R = {r1, r2, · · · , } be the lists returned by first(xi, yoldi ,←) and firstk(xi, yoldi ,→) for the current
event. If L = Lpre and R = Rpre, we are done. Otherwise, all objects in Lpre\L and Rpre\R
must have been modified because no other objects’ ranking is raised to force those objects out of L
and R during E↑. Hence, all objects in Lpre\L and Rpre\R must be indexed by T′ using their old
y-values, and they can be retreived by two firstk calls on T′.
Lemma 22. No subscription receives more than one message for the same object i.
Proof. The coalescing step guarantees that no two events update the same object i. The algorithm
also guarantees that no message for an object i will be generated if the value of i will be updated
later in the sequence. Messages generated for the update of i completely pack IR(i) such that
every subscription in IR(i) receives one messsage for object i. After the value of object i has been
updated, IR(i) will never be shrunk since all the remaining events are the rank-lowering updates
for other objects. Additional messages are generated for object i only if the rank-lowering update
for other events further expand IR(i). However, these messages only cover the expanded part of
IR(i). Therefore, no subscription receives more than one message for the same object.
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Lemma 23. If a subscription Sj receives a message for an object i and (xi, yi) /∈ topk(Sj) before
the start of batched processing, then (xi, yi) ∈ topk(Sj) at the end of batched processing.
Proof. Assume Sj receives an update for an object i and (xi, yi) /∈ topk(Sj) before the start of
batch processing. The only possible way that object i will not be in topk(Sj) by the end of batch
processing is that IR(i) will later be shrunk such that it will not contain Sj . There are two cases, in
which IR(i) can be shrunk: the y-value of object i has increased, or the y-value of another object
l has decreased. The first case cannot happen since the algorithm does not generate a message
for object i if its y-value will be updated later in the sequence. For the second case, since E↓ is
processed before E↑, the current update must be a rank-raising update for object i. However, as E↓
is sorted in ascending order of the new values, ynewi < ynewl , so decreasing the y-value of l has no
effect on the rank of i for Sj .
Theorem 24. Paint-Batch minimizes the number of messages each subscriber receives. Given an
event sequence E, Paint-Batch based on Paint-Dense runs in O(|E| log |E|+ ν¯t(n) + µ¯) time, and
Paint-Batch based on Paint-Sparse runs in O(|E| log |E|+ ν¯(t(n) + k logm)) time, where µ¯ is the
number of messages generated by Paint-Batch and ν¯ is the number of objects in these messages.
Proof. Lemma 19, 22 and 23 together imply that Paint-Batch minimizes the number of messages
each subscriber receives. Paint-Batch requires sorting that takes O(|E| log |E|) time. The other
parts of the running times for Paint-Batch follow from the same argument as in the proof of Theo-
rem 12 and 17.
5.6.2 Approximate Algorithms
To further alleviate the potential message injection bottleneck, more reduction in the number of
CN messages generated by the server is possible with approximate algorithms. They allow sub-
scriptions to receive unnecessary messages containing false positive updates to top-k lists, which
are discarded by post-processing at the subscriptions. The basic idea is to simplify the boundaries
of regions to notify by judiciously including some additional subscriptions. As a simple example,
Figure 5.19(a) shows that instead of tiling a staircase-shaped IR(i) with multiple messages, a single
message with rectangle MEB(IR(i)) can be used. Although subscriptions in MEB(IR(i)) \ IR(i)
would get object i as a false positive, it can be shown that i would still rank within top 2k for these
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FIGURE 5.19: Covering regions (shown with dark shade) using fewer rectangles (shown
with thick outlines) by allowing false positives. (a) Covering IR(i) (a staircase) with ε = 1;
(b) covering IRnew(i) \ IRold(i) (a diagonal chain) with ε = 1
3
.
subscriptions, because MEB(IR(i)) ⊆ θ≤2ki , thanks to the special structures of θvi ’s established in
Section 5.3.
The approximate algorithms, based on Paint-Dense and Paint-Sparse, generalize this simple
but effective idea. They are parameterized by ε ∈ { 1k−1 , 1k−2 , . . . , 12 , 1}, which controls the degree
of approximation. Consider the task of notifying an ordered list Gdense of no more than k rectangles
(as defined in Section 5.4.2), where Gdense ⊆ IR✷(i) for some updated or exposed object i. Gdense
can be divided into no more than 1/ε sublists, such that each sublist contains no more than ⌈εk⌉
adjacent rectangles. The rectangles in each sublist are covered by their minimum enclosing box.
Figure 5.19(b) shows an example of covering a diagonal chain (representing the gain in some
exposed object’s influence region) with 3 rectangles (ε = 13 ).
Paint-Dense can be made approximate by post-processing each Gdense as above to generate
messages. Paint-Sparse can be made approximate by processing Gdense before subjecting it to
greedy message merging. The resulting approximate algorithms are called Paint-Dense(ε) and
Paint-Sparse(ε), respectively. Each subscription Sj follows the same protocol in Section 5.2.1 for
maintaining topk(Sj). Sj may receive an object that should not enter topk(Sj), or one that is
already in topk(Sj) and has not changed value. Such false positives are automatically ignored by
the protocol, and objects in these messages are limited to those ranked around the k-th, as shown
by the theorem below. This theorem also shows the reduction in the number of messages and the
running times of the approximate algorithms.
Theorem 25. With the approximate algorithms, a subscription Sj will receive a message with
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object i only if 1) i ranks between (1− ε)k and (1 + ε)k, or 2) i is already in the top (1 + ε)k but
its value has changed.
For approximate algorithms, a rank-raising update generates no more than 1/ε messages; a
rank-lowering update generates O(n/ε) messages, with no more than 1/ε per expose object for
Paint-Dense(ε) and no more than 1/ε per interesting expose object for Paint-Sparse(ε). If each
rank-lowering update chooses an object to update uniformly at random, the expected number of
messages generated is O(k/ε).
Paint-Dense(ε) runs in time O(t(n) + k) for a rank-raising update, and O(νt(n) + µˆ + k)
time for a rank-lowering update, where ν is the number of exposed objects and µˆ is the number of
messages generated by Paint-Dense(ε). Paint-Sparse(ε) runs in time O(t(n) + k+ logm/ε) for a
rank-raising update, and O(νˇ(t(n) + k + logm/ε)) time for a rank-lowering update, where νˇ is
the number of interesting exposed objects.
Proof. By construction, the top-left and bottom right vertices of each message generated for each
exposed object have rank (1+ ǫ)k and (1− ǫ)k, respectively. Hence, any subscription in a message
ranks between (1− ǫ)k and (1+ ǫ)k. Similarly, the top-left vertex of a message also ranks (1+ ǫ)k
for a modified object i. The proof for the number of messages and the running time follows from
the fact that O(1/ǫ) messages are generated for object i and each expose object and from the same
argument as in the proof of Theorem 12 and 17.
5.6.3 Distributing the database
The central server can be replaced with multiple servers, which together maintain the database
of objects in a distributed manner. Recall that objects are mapped to quadrants with apex on the
diagonal of the subcription space, S. Suppose there are β servers. The diagonal is partitioned into
β zones, and one server is assigned to each zone for maintaining all objects in the zone. Each zone
owner maintains pointers to its two immediate (left and right) neighboring zone owners along the
diagonal. Since objects are distributed across multiple servers, the set of objects returned by the
firstk and miny queries may be located at different servers. Consider an event Upd(xi, yoldi →
ynewi ). The event is first routed to the server that maintains the object i. Then the two queries
firstk(xi, y
new
i ,←) and firstk(xi, ynewi ,→) are answered in a distributed manner: If the firstk query
returns t < k objects on the left (resp. right) side of object i, we traverse to the left (resp. right)
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zone-owner and retrieve the remaining k − t objects with a second firstk query. This procedure
is repeated until either k objects have been retrieved or all the objects on the left (right) side of i
have been examined. Similarly, the set of objects reported by miny queries, i.e., the set of objects
exposed during a ranking-lowering update, can also be computed by two linear traversals along the
diagonal: Let σ′ = [ℓ′, r′] be the range of objects maintained by the server. Let σ = (ℓ, r) be the
query range. The server computes the object with the minimum y-value in the 3-sided rectangle
σ∩σ′× (y0,∞). If ℓ < ℓ′ (resp. r > r′), we traverse to the left (resp. right) zone owner and repeat
the same procedure. The minimum among the returned objects is the answer to the miny query.
Algorithms 7 and 8 give the pseudo-code for the firstk and miny queries.
Algorithm 7: firstk(xi, ynewi , c)
begin1
if c = ‘←′ then2
L← firstk(xi, ynewi ,←);3
if |L| < k then4
L← L ∪ getFirstKFromLeftNeighbor(xi, ynewi ,←, k − |L|);5
return L;6
else7
R← firstk(xi, ynewi ,→);8
if |R| < k then9
R← R ∪ getFirstKFromRightNeighbor(xi, ynewi ,→, k − |R|);10
return R;11
end12
Algorithm 8: miny(σ, y0)
begin1
hj ← miny(σ ∩ σs, y0);2
if ℓ < ℓs then3
h′j ← getMinYFromLeftNeighbor(σ, y0);4
if h′j < hj then hj ← h′j ;5
if r > rs then6
h′j ← getMinYFromRightNeighbor(σ, y0);7
if h′j < hj then hj ← h′j ;8
return hj ;9
end10
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FIGURE 5.20: Length of traversal (100 servers, 100,000 objects).
Suppose each of the β servers maintains ⌈n/β⌉ objects. If the input objects are i.i.d. in R2
with their attributes being independent, the expected number of servers traversed for a firstk or
miny query is roughly 2kβ/n. Figure 5.20 shows the empirical results on the average length of a
traversal over 10,000 queries when n = 100,000 and β = 100.
5.7 Evaluation
Network setup. A CN based on Meghdoot [61] and the content addressable network [99] is used
for message dissemination. This CN uses a network of brokers to deliver CN messages of the
format described in Section 5.2.1. It partitions the subscription space S into zones, each owned by
a broker responsible for all subscriptions within this zone; this broker is called the gateway broker
of these subscriptions. Each zone can forward messages to its adjacent zones, so messages may
travel over multiple hops to their destinations. INET [43] is used to generate a 20,000-node IP
network, and randomly pick 1,000 nodes as brokers. Subscriptions are located randomly within
the network, and object update events also originate from random locations.
For the approaches presented in this chapter, the broker whose zone covers the center of S
is designated as the server, which maintains the database of all objects O. In the case of sparse
subscriptions, the server additionally maintains the database of all subscriptions S (but not how
they are assigned to brokers). Events are first routed to the server, where they are reformulated into
a sequence of CN messages.
Approaches compared. The presented approaches all use CN for message dissemination and
only differ in their message generation algorithms. Hence, the names of these algorithms are used
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to refer to these approaches: exact ones include Paint-Dense and Paint-Sparse, and approximate
ones include Paint-Dense(ε) and Paint-Sparse(ε) with different ε settings. They are compared with
the following approaches, which sample the space of less sophisticated alternatives:
• Unicast: An event is first sent to the server, which in this case tracks all objects, all sub-
scriptions, and how subscriptions are assigned to gateway brokers. The server computes the
set of affected subscriptions. For each affected subscription Sj , the server unicasts to Sj’s
gateway broker the id j and the change to topk(Sj) (which can be captured by one object).
This approach is exact in that it notifies only affected subscriptions.
For comparison, the following algorithm is considered for computing unicast messages,
which uses some but not all insights from the presented algorithms.9 Given Upd(xi, yoldi →
ynewi ), the server first computes IIold(i) ∪ IInew(i) = (ℓ, r), and finds all subscriptions in
(ℓ, xi] × [xi, r) ⊆ S. Next, the server processes each such subscription Sj in turn. For a
rank-lowering update, the exposed object has y-value between yoldi and ynewi , and can be
found by miny(σj , yoldi ).
• CN-Relax: This approach uses the same CN as the presented approaches, but does not need
a server. An event Upd(xi, yoldi → ynewi ) directly enters the CN as
Msg(xi, xi,−∞,∞, xi, ynewi ), which reaches all subscriptions whose ranges include xi. In
effect, CN-Relax treats each range top-k subscription simply as a range subscription. Each
subscription must maintain all objects within its range at all times, from which the top k can
be computed. This approach is approximate in that it may notify unaffected subscriptions.
Metrics. The following metrics are considered in evaluation:
• Outgoing traffic from the server: Measured by the total number of bytes sent by the server.
A larger number means higher network stress at the server.
9 Alternatively, Paint-Dense may simply be used to obtain the list of affected tiles in S, and then look
up affected subscriptions within these tiles. In this case, the server processing cost becomes that of Paint-
Dense plus a term linear in the number affected subscriptions, which is strictly (much) less efficient than
Paint-Dense and does not offer an interesting comparison.
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(a) Unicast (top) vs. Paint-Dense
(bottom)
(b) Paint-Dense (top) vs. Paint-
Sparse (bottom)
(c) Paint-Sparse (top) vs. Paint-
Sparse(1) (bottom)
FIGURE 5.21: Average outgoing traffic (# bytes) from server per event.
• Traffic in the broker network: Measured by the total number of bytes sent across network
hops, excluding those from gateway brokers to their subscriptions (which are accounted for
by the redundancy metric discussed below). Depending on what is considered as a “hop,”
there are two metrics: overlay traffic treats each overlay link (i.e., a link between two brokers
without going through other brokers) as a hop, while IP traffic treats each underlying IP
link as a hop. IP traffic better reflects physical reality but it depends heavily on the CN
implementation; overlay traffic better reflects how the CN is used (as a black box). Well-
designed CNs try to make overlay routes as efficient as IP routes, which helps close the gap
between these two metrics.
• Redundancy in messages received by subscriptions: Measured by N̂/N − 1, where N̂ de-
notes the number of messages received by subscriptions and N denotes the number of mes-
sages received by subscriptions under an exact approach. A larger redundancy means higher
last-hop traffic and more work for subscriptions. Exact approaches have 0 redundancy.
• Server processing cost: Measured by the number of calls (by type, as discussed in Sec-
tion 5.2.2) against the underlying data structures when generating messages. This measure-
ment is chosen because the running time depends on the choice of data structures. The
implementation uses data structures that are easier to implement and efficient in practice,
but not asymptotically optimal.
Workloads. Most results in this section use synthetic workloads, which allow us to vary their
characteristics. Unless specified otherwise, there are 10,000 objects, whose x-values follow one
of two distributions: 1) Uniform: The x-values are uniformly distributed over the possible x-value
range. 2) Clustered: The x-values lie in 10 clusters, whose centers partition the possible x-value
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range into 11 segments of length w. Each cluster gets 10% of the objects. For each object in a
cluster, the distance between its x-value and the cluster center follows a Gaussian distribution with
standard deviation w/8.
To generate an event, an object is picked to update uniformly at random. Its y-value is increased
or decreased, each with 0.5 probability. The new y-value is then chosen uniformly random from
the possible range of y-values.
Unless specified otherwise, the number of subscriptions is 2 million. The following subscrip-
tion distributions are considered:
• Uniform: The subscriptions are uniformly distributed in S.
• Clustered: Most subscriptions lie in 10 clusters in S. Let P be a set of 10,000 × 10,000
grid points. A set C of 10 centers is first randomly picked in S and use a mixture model
to assign probability to each point p ∈ P . A parameter △ controls the standard deviation
of each cluster ci ∈ C. Let σ be (max−min)△/4, where max and min are the maximum
and minimum values in the domain. For each point p ∈ P , F (p) = ∑10i=1 Fi(p), where
Fi(p) = exp(−0.5‖ci − p‖/σ2). The probabilities are then normalized such that they sum
to 1.
• Correlated (to clustered object distribution): Subscriptions are generated from the 10 clus-
ters of the clustered object distribution. For each subscription in a cluster, the distance
between its endpoints from the cluster center follows a Gaussian distribution with standard
deviation w/8.
• Anti-correlated (to clustered object distribution): As with the correlated case above, sub-
scriptions are generated using the clusters of the clustered object distribution. However,
each cluster center is shifted by w/2 and ignore the last cluster, such that each subscrip-
tion cluster center is located midway between two consecutive object cluster centers for the
object distribution.
In addition to synthetic workloads, information on 2,031 stocks have been obtained from Ya-
hoo! Finance. For each stock, its earnings per stock (EPS), the average recommendation (RECO,
which varies from 1, strong buy, to 5, strong sell, over the past month), as well as the open and
close prices over 30 days, are collected. EPS is then used to convert each price to price-to-earning
151
ratios (PER). Thus, there is a trace of events, each being an update of PER with a RECO constant.
400,000 subscriptions are generated and each requests the k lowest PER over a RECO range.
5.7.1 Main results
This section will first present results for the uniform object distribution and uniform subscription
distribution.
Outgoing traffic from server. Figure 5.21 shows the outgoing traffic from the server per event,
averaged over all events in the workload, when varying k and the number of subscriptions (m). For
clarity, only two approaches are compared per plot. Note that CN-Relax is not compared because
it is a serverless approach. Figure 5.21(a) shows that Paint-Dense’s outgoing traffic is invariant to
m, but Unicast’s outgoing traffic is not scalable in m and k. When m = 5,000,000 and k = 20,
Unicast and Paint-Dense generate 316,158 and 3,501 bytes, resp. Figure 5.21(b) shows that by
taking into account S, Paint-Sparse incurs even lower outgoing traffic than Paint-Dense; the gap is
wider with fewer (sparser) subscriptions. Figure 5.21(c) shows that approximation further relieves
any potential message injection bottleneck at the server.
Figure 5.22(a) provides more details on the outgoing traffic produced by different approaches.
Although outgoing traffic increases for all approaches as k increases, the approaches presented
in this chapter clearly outperform Unicast. Paint-Dense generates 1.5 orders of magnitude less
outgoing traffic than Unicast, whereas Paint-Sparse, Paint-Dense(1), and Paint-Sparse(1) gen-
erate between 2 and 2.5 orders of magnitude less. Since the number of messages generated by
Paint-Dense and Paint-Dense(1) is invariant to m, their lead over Unicast can widen arbitrarily as
subscription density increases. The same trend holds for Paint-Sparse and Paint-Sparse(1); they
always produce no more messages than Paint-Dense and Paint-Dense(1), resp.
For approximation algorithms, Figure 5.22(b) shows that increasing ε effectively decreases
server outgoing traffic.
Figures above only show average outgoing traffic. When we look at the maximum amount of
outgoing traffic from the server per event (which reveals bottlenecks better than the average) in
Figure 5.23(a), we see an even bigger (multiple orders of magnitude) advantage of the presented
approaches over Unicast. For Unicast, the maximum ongoing traffic is proportional to m, but
remains the same when k varies because the number of affected subscriptions does not depend on
k in the worst case (e.g., when the most popular object’s y-value is dramatically changed). When
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(a) Various approaches (b) Varying ε for Paint-Dense(ε)
FIGURE 5.22: Average outgoing traffic (# bytes) from server per event.
FIGURE 5.23: Unicast (top) vs. Paint-Sparse (bottom). (a) Maximum outgoing traffic
from server for an event. (b) Number of calls per event.
m = 5,000,000, Unicast’s maximum outgoing traffic is 39,998,000 bytes, compared with only
31,752 bytes for Paint-Sparse (with k = 20).
Traffic in broker network. Figures 5.24(a) and 5.24(b) show the amounts of overlay and IP
traffic (resp.) incurred per event in the broker network, averaged over all events in the workload.
Trends in these two figures are consistent. Unicast performs worst among all approaches for all
values of k tested and that Paint-Sparse leads Unicast by an order of magnitude. Furthermore,
approximation is effective for reducing in-network traffic, as evidenced by Paint-Sparse(1). CN-
Relax generates the same amount of in-network traffic for all k because it ignores ranking. While it
may appear here that CN-Relax is attractive when k > 10 (largely because CN-Relax needs not be
concerned with exposed objects), bear in mind that 1) CN-Relax requires subscriptions to maintain
all objects within their ranges, which is expensive; and 2) CN-Relax generates excessive last-hop
traffic, as we will see next.
Redundancy in messages received by subscriptions. Table 5.1 shows the total number of mes-
sages received by subscriptions per event (averaged over the workload) for Paint-Sparse (or any
exact algorithm). Table 5.2 shows the overall redundancy in messages received by subscriptions
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(a) Overlay (b) IP
FIGURE 5.24: Traffic in broker network per event.
Table 5.1: Total number of messages received by subscriptions per event.
k 1 2 5 10 15 20
Paint-Sparse 444.141 939.76 2211.14 4190.21 6082.94 7904.26
(averaged over the workload) for the approximate approaches. Note that all exact approaches
would have 0 redundancy, and an approximate approach would effectively be exact if 1/ε ≥ k.
Clearly, CN-Relax sends a lot of unnecessary messages to subscriptions, negating the advantages
in its serverless approach and its relatively lower broker network traffic when k > 10. For the
approximate approaches, as ε increases, their reduction in traffic from the server and within the
broker network comes at the expense of higher redundancy. Still, they offer a spectrum of user-
controllable trade-offs that are more attractive than the two extremes: exact algorithms on one hand
and CN-Relax on the other.
Server processing cost. Figure 5.23(b) gives a high-level view of the average number of calls per
event to the underlying data structures made by Unicast and Paint-Sparse. Tables 5.3 (varying k)
and 5.4 (varying m, the number of subscriptions) offer a more detailed breakdown and comparison.
As k or m increases, both Paint-Sparse and Unicast make more calls, but Unicast makes orders of
magnitude more than Paint-Sparse.
Table 5.4 shows that the number of miny calls by Unicast is linear in m and Paint-Dense is
invariant to m. For Paint-Sparse, when m increases, there are fewer inessential exposed objects,
so Paint-Sparse needs to examine more exposed objects during a rank-lowering update. However,
our experiments show that the number of calls is increased only by a factor of roughly 2 even with
dense subscriptions; therefore, our approach is much more scalable.
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Table 5.2: Redundancy in messages received by subscriptions.
Approaches k = 1 2 5 10 15 20
Paint-Sparse(.125) 0 0 0 0.015 0.0234 0.034
Paint-Sparse(.25) 0 0 0.027 0.061 0.070 0.080
Paint-Sparse(.5) 0 0 0.11 0.14 0.16 0.17
Paint-Sparse(1) 0 0.16 0.29 0.30 0.32 0.34
CN-Relax 1440.2 680.14 288.49 151.76 104.23 79.98
Table 5.3: Average number of calls per event; increasing k.
k
Paint-* Paint-Dense Paint-Sparse Paint-Sparse Unicast
# firstk # miny # miny # snap # miny
1 2 1.12 0.72744 1.2284 444.141
2 2 1.73 1.08988 2.95254 1086.44
5 2 3.57 2.59596 12.06538 2846.1
10 2 6.60 5.5568 40.69192 5453.64
15 2 9.63 8.57692 84.65234 8032.39
20 2 12.63 11.58048 143.20416 10587.4
Table 5.4: Average number of calls per event; increasing m.
m (×105) # miny # firstk # snap
2 3.52 2 29.87
8 4.84 2 37.34
40 5.94188 2 42.0509
100 6.26988 2 42.86982
Dense 6.60 2 43.36
Paint-Sparse
m (×105) # miny
2 545.23
8 2181.49
40 10906.4
100 27267.5
Unicast; k = 10
Batch processing. Next, the effectiveness of the batch processing algorithm, Paint-Batch, is eval-
uated by comparing it with Online, which simply processes the batched event sequence one event at
a time, and Coalesce, which coalesces events updating the same object into one before processing,
but does not sort or group them into E↓ and E↑. The sequence contains 50,000 events, and k varies
from 1 to 20. Figure 5.26(a) compares the total number of messages generated over the sequence;
Figure 5.26(b) compares the total number of messages received by all subscriptions; Figure 5.26(c)
compares the total number of miny calls. In all figures, Paint-Batch, with both coalescing and
sorting optimizations, dominates the other approaches. The savings provided by sorting (between
Paint-Batch and Coalesce, especially in the number of messages received by subscriptions) are
significant, though they are dwarfed by the savings provided by coalescing.
Trends across synthetic workloads. Results for other workloads are similar, and exhibit trends
that confirm intuition. Figure 5.25(a) shows the ratio between the number of messages generated
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FIGURE 5.25: (a) Paint-Sparse vs. Paint-Dense for various workloads, with # objects =
1,000. (b) Average outgoing traffic from server per event, with y-value changes following
a Gaussian distribution.
(a) Total number of messages gen-
erated
(b) Total number of messages re-
ceived by subscriptions
(c) Total number of miny calls
FIGURE 5.26: Batch processing approaches.
by Paint-Sparse and Paint-Dense for various workloads. With knowledge of S, Paint-Sparse (as
well as Paint-Sparse(ǫ), which is not shown here) generates less traffic with more clustered sub-
scriptions, because of more opportunities for skipping empty regions in S. The ratio is 1 with ten
million uniformly distributed subscriptions, which are basically dense. Furthermore, Paint-Sparse
skips a greater number of inessential exposed objects for the anti-correlated workload than for the
correlated one.
In practice, y-values of objects rarely change in a completely random fashion. To see how
this observation impacts the performance of the presented algorithms, instead of choosing new y-
values uniformly at random, the difference between the new and old y-values follows a Gaussian
distribution with standard deviation set to c/8 times the length of the range of possible y-values. A
smaller c means changes are less volatile. Figure 5.25(b) shows the traffic from the server for two
settings of c. It is evident that Paint-Dense generates fewer messages when c is smaller because
fewer objects are exposed by less volatile value (and hence rank) changes. The traffic under Unicast
is approximately the same for both c = 1 and c = 1/8.
Yahoo! Finance data. Results for Yahoo! Finance workload are largely consistent with other
results presented in this section, so some samples are shown here comparing Paint-Sparse, Paint-
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(a) Overlay (b) IP
FIGURE 5.27: Traffic in broker network per event; Yahoo! workload.
Table 5.5: Redundancy in messages received; Yahoo! workload.
Approaches k = 1 2 5 10 15 20
Paint-Sparse(1) 0 0.19 0.25 0.35 0.39 0.38
CN-Relax 706.51 361.22 147.13 72.67 48.38 36.11
Table 5.6: Average number of calls per event; Yahoo! workload.
Paint-Sparse
k # miny # firstk # snap
1 0.5 2 1
2 0.5 2 2
5 0.51 2 5.05
10 0.54 2 10.35
15 0.57 2 16.02
20 0.61 2 22.18
Unicast
k # miny
1 176.01
2 409.44
5 1050.48
10 2278.27
15 3510.16
20 4614.24
Sparse(1), CN-Relax, and Unicast. In terms of outgoing traffic from the server, this workload
allows Paint-Sparse and Paint-Sparse(1) to inject a significantly fewer number of messages into
CN than other workloads, because the y-values (price-to-earning ratios) only change slightly for
most events; consequently, most rank-lowering updates expose only a few objects. In terms of traf-
fic in the broker network, Figures 5.27(a) and 5.27(b) show that Paint-Sparse and Paint-Sparse(1)
generate two orders of magnitude less traffic than Unicast. While CN-Relax again seems attractive
around k = 10, it does poorly with the next metric, redundancy in messages received by subscrip-
tions, shown in Table 5.5. Here, CN-Relax results in far more unnecessary traffic to subscriptions
with double- and triple-digit redundancy, compared with less than 0.4 for Paint-Sparse(1) (and 0
for Paint-Sparse because it is exact). Finally, in terms of server processing cost, Table 5.6 shows
that Paint-Sparse makes few calls. On the other hand, the number of miny calls remains huge for
Unicast, because it still checks all subscriptions in (ℓ, xi] × [xi, r) ⊆ S even though the majority
of events affect no subscriptions.
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FIGURE 5.28: (a) Average outgoing traffic from server per event; (b) Maximum outgoing
traffic from server per event.
Table 5.7: Number of min queries.
Approaches k = 1 2 5 10 15
Paint-Dense 6.35 11.31 26.13 50.48 74.40
Paint-Sparse Dataset#1 5.68 9.88 23.07 45.85 68.826
Paint-Sparse Dataset#2 5.40 8.97 19.45 36.97 54.67
Paint-Sparse Dataset#3 5.51 9.36 21.12 41.13 61.07
5.7.2 1.5-dimensional range subscriptions
There are 10,000 objects, whose x(1)-values and x(2)-values are uniformly distributed over the
possible x(1)-value and x(2)-value ranges. The number of subscriptions is 400,000 subscriptions.
The following subscription distributions are considered:
• Dataset #1: Uniformly pick two random numbers in the x(1)-value range. ℓ(1) and r(1) are
set to be the smaller and larger ones, respectively. r(2) is uniformly chosen in the x(2)-value
range.
• Dataset #2: ℓ(1) is uniformly chosen in the x(1)-value range. r(1) − ℓ(1) is set to be the
minimum width that covers 1,000 objects. r(2) is uniformly chosen in the x(2)-value range.
• Dataset #3: Same as Dataset #2, except that r(1) − ℓ(1) is set to be the minimum width that
covers 100 objects.
Figures 5.28(a) and 5.28(b) shows the average and maximum outgoing traffic (in bytes) from the
server per event update. Tables 5.7 and 5.8 show the number of calls per event.
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Table 5.8: Number of snap queries.
Approaches k = 1 2 5 10 15
Paint-Sparse Dataset#1 4.55 13.86 88.43 473.43 1361.90
Paint-Sparse Dataset#2 4.08 10.92 51.44 213.40 561.45
Paint-Sparse Dataset#3 4.29 12.28 70.69 360.45 1022.86
5.8 Related Work
Much work on scalable processing and notification of subscriptions has been done in the con-
text of publish/subscribe systems (e.g., [23, 34, 93]), but traditionally they consider only selection
queries over message attributes. Recent work seek to extend them to support more complex sub-
scriptions (e.g., [53, 41, 40, 42]), or use them for scalable implementation of distributed stream
processing [124] and query result caching [59]. The work most relevant to this chapter is [41],
which discusses scalable processing and dissemination of range top-1 subscriptions. This chapter
builds on their approach of leveraging CN for efficient dissemination. However, as demonstrated
in this chapter, the case of k > 1 is considerably more complex and requires new algorithms data
structures; this chapter also considers batch updates and approximate solutions.
Other recent work on publish/subscribe has also addressed ranking, but with various different
subscription semantics; little is known about how best to support standard range top-k subscrip-
tions. Drosou et al. [55] consider ranking events by relevance and diversity. Machanavajjhala et
al. [79] consider the reverse problem—finding most relevant subscriptions for a published event.
In the sliding window model, Pripuzic et al. [96] maintains a buffer to store relevant events that
have a high probability of entering a top-k result in the future, and Haghani et al. [63] continuously
monitor top-k queries over incomplete data streams. Lu et al. [78] consider an approximate top-k
real-time publish/subscribe model, in which each subscriber approximately receives the k most
relevant publications before a deadline.
Range top-k querying is well studied in the database literature, both in terms of access method
design (e.g., [111]), and integration with relational query processing and optimization (e.g., [77]).
The key difference is that this chapter focuses on a different dimension of scalability here: instead
of making a single range top-k query scale over a large dataset, this chapter considers how to scale
over a large number of ongoing range top-k queries.
This chapter is related to incremental maintenance of materialized top-k views. [120] handles
the challenge that an object “escaping” from the top k requires obtaining the new k-th ranked
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object. The idea is to reduce the expected amortized maintenance cost over time by maintaining
a top-k′ view where k′ ≥ k is allowed to vary. This approach (which optimizes across time)
complements ours (which optimizes across subscriptions), and will be interesting to explore in
conjunction with the approximate algorithms.
The problem studied in this chapter is related to that of reverse top-k queries [115], where,
given a data update, affected queries are identified and their results are updated. Their definition
of top k is different from ours, however: queries do not specify range conditions but instead vec-
tors of weights that customize relative importance of different ranking criteria. Also, the issue of
efficiently notifying affected queries over a network is not considered.
There also has been much research on top-k processing in a distributed setting, e.g., [20], [33],
[81], [87]. Most previous work focuses on computing or monitoring the result for a single top-k
query over a set of distributed sources, where each source provides either individual object scores
or partial scores that must be aggregated across sources before being used for ranking. Processing
can be pushed inside the network to reduce communication, e.g., [80, 107]. Compared with the
work above, the problem setting of this chapter is inverted—instead of having one query over many
distributed objects, there are many distributed subscriptions over one stream of object updates,
which call for different techniques. Nonetheless, some ideas from distributed top-k monitoring [20,
107]) may be interesting to explore as future work. Namely, some solutions for distributed top-k
monitoring involve installing conditions at the sources that trigger reporting; intuitively, lowly-
ranked objects with little chance of entering the top k are associated with loose reporting conditions
with reduced monitoring costs. The question of applying this approach to the setting of this chapter,
however, is whether a large number of reporting conditions (mn) can be handled.
5.9 Conclusion
This chapter has tackled the problem of supporting a large number of range top-k subscriptions in a
wide-area network. The dual challenges of subscription processing and notification dissemination
are addressed by carefully separating and interfacing these tasks in a way that achieves efficiency
with off-the-shelf dissemination networks and without increasing system complexity. The tech-
niques presented in this chapter are based on a geometric framework, enabling us to characterize
the subset of subscriptions affected by an event as a region in an appropriately defined space, and
solve the problem of notifying affected subscriptions as one of tiling the region with basic shapes.
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The array of techniques that have been developed—ranging from those that use the knowledge
of subscriptions to those that do not, from event-at-time to batch processing, from exact to ap-
proximate, and from one-dimensional to multi-dimensional ranges—speak to the power of this
framework. Theoretical analysis and empirical evaluation show that the presented approach holds
substantial advantages over less sophisticated ones.
As mentioned in Section 5.1, the techniques presented in this chapter can be applied to other
application settings. In essence, this chapter has devised an effective way to divide the problem of
supporting a large number of stateful subscriptions into two tasks: one that computes a compact
description of the changes, and one that further uses this description to update affected subscrip-
tions. The first task is shielded from the complexity of handling subscriptions, while the second is
shielded from the complexity of handling objects. This division allows each task to be scaled up
independently. This chapter uses CN to scale up dissemination for the second task, but there are
more possibilities. 1) In settings where result updates do not need to be delivered over a network,
the second task of updating subscriptions can be scaled up in an embarrassingly parallel fashion,
without duplicating the effort of the first task or requiring each processing node to maintain the set
of objects. 2) Instead of using a single server to perform the first task, the database of objects can be
distributed across multiple nodes, which process incoming events and generate outgoing messages
in a distributed fashion. Details are available in Section 5.6.3. This extension allows us to handle
the general publish/subscribe setting where events originate from multiple, distributed publishers.
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6Dissemination Network Design
This chapter studies the problem of assigning subscribers to brokers in a wide-area content-based
publish/subscribe system. A good assignment should consider both subscriber interests in the event
space and subscriber locations in the network space, and balance multiple performance criteria in-
cluding bandwidth, delay, and load balance. The resulting optimization problem is NP-complete,
so systems have turned to heuristics and/or simpler algorithms that ignore some performance cri-
teria. Evaluating these approaches has been challenging because optimal solutions remain elusive
for realistic problem sizes. In this chapter, a Monte Carlo approximation algorithm with good the-
oretical properties and robustness to workload variations is developed to enable proper evaluation.
The algorithm combines the ideas of linear programming, randomized rounding, coreset, and itera-
tive reweighted sampling to make the problem computationally feasible. Because of its theoretical
properties and robustness to workload variations, it can serve as a reasonable yardstick to evaluate
other algorithms. In the evaluation section, we will see that with its help, a simple greedy algorithm
works well for a number of workloads, including one generated from publicly available statistics
on Google Groups. The hope is that the presented algorithms are not only useful in their own right,
but the presented principled approach toward evaluation will also be useful in future evaluation of
solutions to similar problems in content-based publish/subscribe.
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6.1 Introduction
A wide-area publish/subscribe system typically consists of an overlay network of brokers. Events
originate from publishers, and are delivered by the brokers to interested subscribers. Traditional
publish/subscribe is topic-based, where subscribers subscribe to a set of predefined topics such as
“Apple news” or “American Idol.” Content-based publish/subscribe, on the other hand, allows a
subscriber to express an interest as a Boolean predicate against values of attributes inside events.
For example, a subscriber may subscribe to eBay antique auctions with seller rating higher than
90% and starting bid between $100 and $200. Only events matching the predicate will be delivered
to the subscriber. Content-based publish/subscribe is of interest to both database and networking
communities [13, 53, 93, 98], because it must address the dual challenges of subscription matching
in an event space and event dissemination in the network space.
An important problem in content-based publish/subscribe is subscriber assignment. Each sub-
scriber needs to be assigned a broker responsible for forwarding matching events to this subscriber.
Intuitively, we would like to assign subscribers with similar interests to the same broker, so that an
event delivered to the broker could serve many subscribers. If all subscribers assigned to the broker
have similar interests, only a subset of all possible events needs to go through the broker. At the
same time, we may not want to assign a subscriber to a broker located far away in the network,
because doing so increases delivery latency and communication cost. Finally, we should not assign
too many subscribers to one broker because it could create a performance bottleneck and delays
event delivery. Balancing these considerations—similarity of interests in the event space, proxim-
ity of locations in the network space, and balance of load across brokers—is a difficult optimization
problem.
The Need for a Yardstick. There is a good amount of previous work on subscriber assignment
and related problems; see Section 6.7 for details. Most approaches ignore some aspects of the prob-
lem or employ heuristic algorithms. For example, Aguilera et al. [13] assign subscribers to their
closest brokers in the network, ignoring subscriber interests. On the other hand, Diao et al. [53]
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make assignment based on similarity of interests, without considering network latency. Papaem-
manouil et al. [91] present a general optimization framework that considers multiple performance
criteria, but relies on an iterative method to explore the solution space through local adjustments of
dissemination trees.
It is understandable and often necessary to employ heuristics for subscriber assignment, be-
cause the problem in general is NP-complete. Evaluating these heuristics, however, is frustratingly
difficult. How close are their solutions to the optimal? How well do they work on large, realistic
workloads? Because of the problem’s inherent complexity, optimal solutions for realistic problem
sizes are computationally elusive and often unavailable for comparison. What would be a good
yardstick then? Could yardsticks be solutions to simpler problems that ignore some performance
constraints, since they are easier to compute and can act as lower bounds for the optimal solution?
Contributions. A main goal of this chapter is to find a better yardstick for evaluating the perfor-
mance of various algorithms for the subscriber assignment problem. An algorithm called SLP, a
shorthand for Subscriber Assignment by Linear Programming, is proposed in this chapter. SLP
jointly considers both subscriber interests in the event space and subscriber locations in the network
space, and balances multiple performance criteria including bandwidth, delay, and load balance.
While SLP’s solution is not guaranteed to be optimal, it has provable properties that make it robust
to workload variations, and reasonable as a yardstick for evaluating other algorithms. Moreover,
a by-product of running SLP (the LP fractional solution) gives us another useful indicator of how
close a solution is to the optimal.
This chapter also presents Gr⋆, a simple offline greedy algorithm for subscriber assignment
that presorts the subscribers in a particular way before assigning them one by one. SLP is used as
a yardstick to evaluate Gr⋆ and a number of other algorithms. With the help of SLP, this chapter is
able to conclude, with confidence, that Gr⋆ works very well for most (but not all) of the workloads
tested. The evaluation also reveals that simpler algorithms that ignore one performance criterion or
another are poor yardsticks, because their solution cannot offer meaningful bounds on what can be
realistically achieved when considering all constraints.
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Another major obstacle for evaluation is the lack of publicly available, realistic workloads for
content-based publish/subscribe. Information about subscribers (interests and locations) is rarely
disclosed because of privacy concerns and commercial interests. Lack of widely deployed systems
with powerful subscription languages also contributes to the difficulty. Thus, researchers have often
resorted to synthesized workloads. However, simplistic workload generators run the risk of missing
interesting patterns of clustering and overlap among subscriber interests, and correlations between
subscriber interests and locations, which may influence the evaluation of subscriber assignment
algorithms. Therefore, beyond simple synthetic workloads used for evaluation by previous work,
The algorithms are also evaluated using workloads generated from publicly available statistics on
Google Groups [121], which is believed to be closer to (at least one) reality.
SLP is computationally feasible on realistic problem sizes; it has been run on workloads con-
sisting of hundreds of brokers and a million subscribers. SLP is made scalable by combining a
suite of techniques, including randomized rounding, coreset, and iterative reweighted sampling.
While SLP is slower than the simpler algorithms, its solution quality makes it well worthwhile
in some settings, such as initial subscriber assignment, periodical re-optimization, and especially
comparison with and evaluation of other algorithms.
6.2 Problem Statement
Let N denote the network space. For simplicity, N is assumed to be a multi-dimensional Euclidean
space, obtained by standard Internet embedding techniques [48, 76, 88]; Euclidean distance be-
tween two points approximates the network latency between them. Let P ∈ N be the publisher
and S = {S1, · · · , Sm} ⊆ N be a set of m subscribers.
P publishes events, each of which is represented as a point in the event space E. E is assumed to
be the d-dimensional Euclidean space Rd. Each subscriber Si has an interest si, which is assumed
to be a d-dimensional rectangle in E.1 Si receives an event e ∈ E if e ∈ si.
Events are disseminated to subscribers using a set B = {B1, · · · , Bn} ⊆ N of n brokers. P
1 Without loss of generality, each subscriber is assumed to have one interest; an individual with multiple
interests can be modeled as multiple subscribers located at the same point in N.
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and B form a dissemination network, which is assumed to be a tree T rooted at P . A leaf of T is
called a leaf broker. A subscriber assignment Σ : S → BLeaves connects each subscriber to a leaf
broker.
Filters. Each broker Bi is associated with a filter fi ⊆ E such that if a broker Bj (resp. subscriber
Sj) is a descendant of Bi, then fj ⊆ fi (resp. sj ⊆ fi). This condition is referred to as the nesting
condition. An event e is passed to a broker Bi if e ∈ fi. To ensure simplicity and efficiency in
implementing this forwarding logic, fi is required to be the union of at most αi rectangles, for a
user-defined small constant αi which is called filter complexity. That is, fi =
⋃
R∈Fi
R, where Fi
is a set of rectangles in E and |Fi| ≤ αi. In the special case of αi = 1 for all brokers Bi, T ∪ Σ
becomes a bounding box hierarchy like an R-tree. However, αi is allowed to be 1. Figure 6.1
shows an example of fi for α = 1 and 2; the red points (events) are the false positive since they do
not hit the filters of Bi’s children—B1, B2, B3, and B4.
fi
f1
f2
f3
f4
fi
f1
f2
f3
f4
FIGURE 6.1: An example of filter fi with complexity 1 and 2.
Bandwidth. We are interested in minimizing Q(T), the expected total bandwidth consumption
(or bandwidth for short) of T. Q(T) = ∑Bi∈BQ(Bi), where Q(Bi) is the expected bandwidth
into broker Bi. The bandwidth required for leaf brokers to deliver events to subscribers is ignored
because the total does not depend on the subscriber assignment. If events are uniformly distributed,
Q(Bi) is defined as the volume of fi, Vol(fi). Our approach can be extended to a non-uniform
event distribution π, in which case Q(Bi) =
∫
fi
π(e)de.
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Choosing αi > 1 can reduce bandwidth into a broker, as multiple rectangles summarize child
filters or subscriber interests more precisely than a single rectangle, but at the cost of increasing
storage and processing overhead at the broker.
Latency. We want to bound the latency of delivering events to each subscriber Sj . A natural
requirement is made in this chapter: for a subscriber assignment Σ to be valid, the network latency
of the path in T ∪ Σ from the publisher to each subscriber Sj must not exceed the user-defined
maximum allowable latency δj for Sj . Here, the path latency is the sum of distances in N between
consecutive points on the path.
The approach to be presented in this chapter can be extended to handle other form of latency
constraints, such as one that bounds only the last-hop latency to each subscriber (from the broker
it is assigned to). More sophisticated constraints that account for broker processing delays can be
enforced by additionally imposing load balance constraints described below.
Load Balance. We also want to ensure that not too many subscribers are assigned to one leaf
broker, otherwise, the processing cost of a broker (matching incoming events against subscribers
and notifying the interested subscribers) would become too expensive. Without loss of generality,
assume that B1, · · · , Bl are the l leaf brokers in B. Each leaf broker Bi is associated with a user-
defined capacity fraction κi ∈ [0, 1], such that
∑l
i=1 κi = 1. Perfect load balance happens when
each Bi is assigned κim subscribers, but it is unnecessary and often undesirable as it may sacrifice
other performance measures. Let mi be the number of subscribers assigned to leaf broker Bi; the
load balance factor (lbf ) of the assignment be defined as max1≤i≤l miκim . The user is allowed to
cap the lbf at βmax and specify a desired lbf β, where βmax > β > 1. We try to find an assignment
with lbf within β; failing that, we try to find an assignment with lbf within βmax and as close to β
as possible. The pair (β, βmax) allows the user to encourage load balance towards the desired level
without rewarding assignments that “over-balance.”
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The Problem. The subscriber assignment problem (SA) is defined as follows: Given P , B,
BLeaves ⊆ B, S, T, filter complexities α = {α1, . . . , αm}, maximum allowable latencies δ =
{δ1, . . . , δm}, leaf broker capacity fractions κ = {κ1, . . . , κl}, as well as parameters β and βmax,
compute an assignment Σ : S→ BLeaves and filters for all brokers, such that the filter nesting con-
dition and complexity constraint are satisfied by all filters, the latency constraint is satisfied at each
subscriber, and the load balance factor is no more than β (or as close to β as possible and no more
than βmax). The assignment with the minimum expected total bandwidth Q(T) will be returned.
By reducing the standard set cover problem [114] to SA, it can be shown that SA is NP-complete.
Theorem 26. The decision version of the broker-subscriber assignment problem is NP-complete.
Proof. First, the geometric set cover problem, which is well-known to be NP-complete, can be
reduced to the subscriber assignment problem. The geometric set cover decision problem is for-
mulated as follows: Given a set S of m points in R2, a set B of n points in R2, and an integer k,
does there exist a set B′ ⊆ B of size k, such that maxS∈SminB∈B′ ‖ S −B ‖≤ 1?
Let S be the subscriber set and B be the leaf broker set. Subscriber interest si is set to [0, 1]2
for 1 ≤ i ≤ m, and desired lbf β is set to n. The dissemination tree T is constructed as follows:
Choose publisher P to be the centroid of B in R2. Connect each leaf broker B ∈ B to P by a
separate path consisting of 2 edges, such that the total length of the path is β ≥ maxj ‖ P −Bj ‖.
It can be checked that there exists a set cover of size k iff there is a valid subscriber assignment
of bandwidth Q(T) ≤ 2k. Since the subscriber assignment problem generalizes the geometric set
cover problem, it is NP-hard. Finally, the subscriber assignment problem is in NP because the
resulting filter and subscriber assignments can be verified in polynomial time.
An Example of SA. Refer to Figure 6.2. Both the event space and network space, shown as the
horizontal and vertical axes (resp.), are one-dimensional in this simple example. The horizontal
thin red line segments represent subscriber interests. The horizontal thick green lines represent
filters. The filter complexities for brokers B1, B2, and B3 are 2, 1, and 1, respectively. βmax is
set to 1.5, so at most three subscribers can be assigned to each broker. The arcs (with arrows)
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FIGURE 6.2: An example illustrating the problem definition in low dimensions.
indicate the assignment of subscribers to brokers, as well as the connection from brokers to the
publisher. Although assigning subscriber S5 to broker B1 can further reduce bandwidth, B1 will
become overloaded. Assigning S1 to B3 can also reduce bandwidth, but the latency constraint for
S1 will be violated.
6.3 Two Greedy Algorithms
This section presents two simple greedy algorithms for SA, both aimed at minimizing bandwidth
while meeting the latency and the load-balance constraints.
Online Greedy (Gr) This algorithm assigns subscribers sequentially to leaf brokers. It need
not know the set of subscribers from the start. It considers the effect of incorporating the new
subscriber into existing filters in the event space, in a way similar to R-tree splitting heuristics.
For each subscriber Sj ∈ S, the cost of assigning Sj to a leaf broker Bi is defined to be the sum
of least volume enlargement of filters over the path in T from the publisher to Bi, such that the
nesting condition is preserved. More specifically, let fi =
⋃
R∈Fi
R be the current filter of broker
Bi. If Sj is assigned to Bi, one of the rectangles in Fi needs to be enlarged to contain subscriber
interest sj . The least volume enlargement of fi can be computed by finding the rectangle whose
expansion results in the least increment of the expected bandwidth Q(Bi). Gr identifies a set of
candidate brokers (defined below) for Sj , and then greedily assigns Sj to the candidate broker with
the minimum cost. It breaks a tie by choosing the least loaded broker (i.e., one with the minimum
mi
κi|S|
, where mi is the number of subscribers already assigned to it).
169
Bi is a candidate broker for Sj if the following conditions are met: 1) Assigning Sj to Bi
satisfies the user-defined latency constraint; 2) Bj will not be overloaded by this assignment; i.e.,
mi+1
κi|S|
is no more than a user-specified lbf. (This lbf can be set initially to β; it can be increased if
no feasible solution is found, eventually to βmax.)
Offline Greedy (Gr⋆) This algorithm is an offline and more expensive variant of Gr. Each sub-
scriber is processed in the exact same way as Gr. However, Gr⋆ first sorts and then processes the
set of subscribers in ascending order of the cardinality of their candidate broker sets. Intuitively, by
deferring the processing of subscribers with more choices, it reduces the chance that Gr⋆ will be
forced into a costly decision due to lack of choices. Note that the assignment of earlier subscribers
may restrict the choices available to later subscribers; hence, Gr⋆ updates the ordering of remaining
subscribers whenever a broker becomes fully loaded. As we will see in Section 6.6, Gr⋆ not only
consumes lower bandwidth than Gr but also produces more balanced loads than Gr.
6.4 One-Level SA
We now turn to a more sophisticated algorithm, SLP. This section describes SLP1, an algorithm
for solving the one-level version of SA, in which all brokers are directly connected to the publisher
in T. Section 6.5 extends the solution to a multi-level T. For a better flow of the chapter, all proofs
in this section are presented at the end of the chapter.
Although SA can be written as an integer programming problem, solving it directly is com-
putationally intractable even for the one-level version. Realistic workloads involving hundreds of
thousands of subscribers easily overwhelm the most sophisticated solvers. To tame complexity,
a carefully simplified problem is first solved to obtain a preliminary, but nonetheless good, as-
signment of filters to brokers; it is then used to derive the final solution to the full problem. The
three-step strategy, illustrated in Figure 6.3, is as follows.
1. Preliminary filter assignment. The heart of SLP1, this step produces a preliminary filter
assignment Φ = {ϕ1, . . . , ϕm} where broker Bi is assigned filter ϕi. This step considers
all factors simultaneously in optimization—bandwidth, latency, and load balance—using LP
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All subs covered?
1) Prelim. filter assignment
2) Subscriber assignment
3) Filter assignment
Input subscribers
Candidate filters
No
Yes
Subscriber subset
Preliminary filter for each broker (Φ)
Preliminary filter for each broker (Φ)
Subscriber assignment
(Σ) Final filter for each broker (F)
Subscriber sampling (6.4.1.2)
Candidate filter generation (6.4.1.3)
LP relaxation (6.4.1.1)
Filter adjustment (6.4.3)
Assigning subscribers with max-flow (6.4.2)
FIGURE 6.3: Overview of SLP1.
relaxation and randomized rounding. To keep the LP size manageable, instead of solving LP
on all subscribers and all possible filters, LP is iteratively run on small-size representative
sets (coresets) of subscribers and candidate filters.
2. Subscriber assignment. Given a preliminary filter assignment Φ, this step considers the full
set of subscribers and computes the subscriber assignment Σ : S→ BLeaves. Since the filters
are already given, this step focuses on load balancing while meeting latency constraints,
using a max-flow algorithm.
3. Filter adjustment. Given Φ and Σ, this step further refines the filters and enforces the max-
imum filter complexity. Let F = {f1, · · · , fn} be the resulting set of filters. The algorithm
returns Σ and F.
6.4.1 Preliminary Filter Assignment
This section presents the first step of SLP1, FilterAssign(BLeaves, S) (Algorithm 9). Section 6.4.1.1
describes LPRelax, a subroutine for computing a filter assignment using LP relaxation. Calling this
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Algorithm 9: Preliminary filter assignment algorithm.
FilterAssign(BLeaves, S) begin1
g ← 4;2
while g ≤ |S| do3
foreach S ∈ S do w(S)← 1;4
q ← 10g ln g;5
for i← 1 to 4g ln(|S|/g) do6
repeat7
Q← Random(S, w, q);8
Φ← FilterAssignHelper(Q,BLeaves, S);9
if Φ = ⊥ then return ⊥;10
if Violate((1 + ε)Φ,BLeaves, S) = ∅ then11
return (1 + ε)Φ;12
V← Violate(Φ,BLeaves, S);13
until
∑
S∈Vw(S) ≤ (1/8)
∑
S∈Sw(S) ;14
foreach S ∈ V do w(S)← 2w(S);15
g ← 2g;16
return ⊥;17
end18
FilterAssignHelper(Q,BLeaves, S) begin19
for j ← 0 to ln |S| do20
Sb ← Random(S,1, 10|BLeaves|);21
Sa ← Q ∪ Sb;22
R← FilterGen(Sa);23
Φ← LPRelax(BLeaves,R, Sa, Sb);24
if Φ 6= ⊥ then return Φ;25
return ⊥;26
end27
subroutine with all subscribers and all possible filters is impractical. Therefore, in Section 6.4.1.2,
iterative reweighted sampling is used to obtain a coreset of subscribers to run LPRelax with. Sec-
tion 6.4.1.3 presents a method for choosing a good subset of candidate filters to be considered by
LPRelax.
6.4.1.1 LP Relaxation
First, the algorithm LPRelax(BLeaves,R, Sa, Sb) is described. It assigns each broker Bi ∈ BLeaves
a filter consisting of rectangles in E drawn from a given set R = {R1, · · · , Ru}. Sa denotes the
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subset of S considered by LPRelax; Sb ⊆ Sa denotes the subset for which LPRelax enforces
the load balance constraint (see (C3) below). Intuitively, we would like Sa = Sb = S and let R
contain the minimum enclosing box of each non-empty subset of the subscriber interests, but doing
so would make the algorithm quite expensive in practice. Therefore, a subset Sa ⊆ S is carefully
chosen so that a filter assignment with respect to Sa is also good with respect to the entire set S,
and choose a subset Sb ⊆ Sa to facilitate load balancing. Later, Section 6.4.1.2 will address how to
choose Sa and Sb (and why to distinguish them), and Section 6.4.1.3 will address how to choose R.
For each subscriber Sj ∈ Sa, let Bj ⊆ BLeaves be the subset of brokers that satisfy the user-
defined latency constraint for Sj if Sj is assigned to them; let Rj = {Rk ∈ R | sj ⊆ Rk}, i.e., the
subset of given rectangles that contain Sj’s interest.
SA is formulated as a mixed integer program. Two sets of Boolean variables xij , yik ∈ {0, 1}
are introduced for i ∈ [1, n], j ∈ {j | Sj ∈ Sa}, and k ∈ [1, u], where xij = 1 iff subscriber Sj is
assigned to broker Bi, and yik = 1 iff rectangle Rk is assigned to Bi as part of its filter.
Recall from Section 6.2 that we want to minimize
∑
Bi∈BLeaves
Q(Bi), but when αi > 1,
using Q(Bi) = Vol(fi) = Vol(
⋃
R∈Fi
R) (i.e., volume of the union) makes optimization diffi-
cult. Therefore, for this step, Qˆ(Bi) is defined as
∑
R∈Fi
Vol(R) (i.e., the sum of volumes) and∑
Bi∈BLeaves
Qˆ(Bi) is minimized, instead. This objective function is more tractable, and the op-
timal solution under Qˆ(Bi) approximates the optimal solution under Q(Bi) within a factor of αi.
This objective function also discourages choosing overlapping rectangles for filters. In other words,
we minimize ∑
Bi∈BLeaves,Rk∈R
Vol(Rk)yik,
subject to the following constraints:
(C1) [Filter complexity] Each broker Bi is assigned a filter consisting of at most αi rectangles:∑
Rk∈R
yik ≤ αi ∀Bi ∈ BLeaves.
(C2) [Assignment and latency] Each subscriber is assigned to at least one broker meeting the la-
tency constraint: ∑
Bi∈Bj
xij ≥ 1 ∀Sj ∈ Sa.
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(C3) [Load balance] The load balance factor is at most β:∑
Sj∈Sb
xij ≤ βκi|Sb| ∀Bi ∈ BLeaves.
(C4) [Nesting] A subscriber can only be assigned to a broker whose filter contains it:∑
Rk∈Rj
yik ≥ xij ∀Sj ∈ Sa, ∀Bi ∈ Bj .
By relaxing the values of Boolean variables to be real numbers (i.e., xij , yik ∈ [0, 1]), the above
mixed integer program can be reduced to an LP. Using an LP algorithm, the optimal fractional
solution is computed, and then randomized rounding [114] is applied to construct a solution to
the filter-assignment problem. Specifically, for each yik, suppose yˆik is its value in the optional
fractional solution. yik is set to 1 with probability 1− (1− yˆik)ln |Sa|, or 0 otherwise. The resulting
filter assignment is Φ = {ϕ1, . . . , ϕn}, where ϕi = {Rk | yik = 1}.
Before returning Φ as a preliminary filter assignment, LPRelax further verifies whether Φ
covers Sa. More precisely, a subscriber Sj is said to be covered by a filter assignment Φ if there
exists a broker Bi with assigned filter ϕi such that Sj’s interest sj is contained in one of the
rectangles of ϕi, and the assignment of Sj to Bi satisfies the latency constraint for Sj . A set of
subscribers is covered by a filter assignment if every subscriber in the set is covered. If it happens
that Φ does not cover Sa, randomized rounding is simply performed again for the yik’s to generate
a new Φ. Each round of randomized rounding produces a Φ covering Sa with probability at least
exp(−1) (see Theorem 27 presented later).
Remark Because of rounding, ϕi may have more than αi rectangles; this violation is fine for
now—recall from the beginning of Section 6.4 that the goal of this first step is not the final filter
assignment, but a good, preliminary assignment for the remaining steps; Section 6.4.3 will fix such
violations.
Note that randomized rounding could also be applied to xij’s and obtain a subscriber assign-
ment for Sa, but the resulting assignment may violate constraints due to rounding, and it is not the
goal of this step of the algorithm.
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(a) (b)
FIGURE 6.4: (a) Coreset members are drawn with thick outlines; (b) filters covering the
coreset (thick rectangles) are ε-expanded (dotted lines) to cover all subscribers.
(a) Super-interests (b) Rectangle generation
FIGURE 6.5: Illustration of candidate filter generation.
6.4.1.2 Subscriber Sampling
If all subscribers are inputted as Sa and Sb to LPRelax, the size of LP in Section 6.4.1.1 will be
too large even for a moderate number of subscribers. Therefore, this section presents a method to
reduce the number of subscribers to input to LPRelax. This method combines two ideas:
• Coreset: For a wide range of geometric optimization problems, there exists a small subset
(coreset) of the input objects such that the solution for this subset is a good approximation
of the solution for the entire input [6]. This chapter shows that for filter assignment, a small
coreset of S exists and can be computed quickly.
• Iterative reweighted sampling: This idea has been previously used for problems such as
linear programming [47], set cover [30], and computing coresets [10]. This chapter applies
it to coreset computation for filter assignment.
We begin with a few definitions. For a rectangle R =
∏d
i=1[li, hi], the ε-expansion of R,
denoted by (1 + ε)R, is
∏d
i=1[li − ε(hi − li)/2, hi + ε(hi − li)/2]. Similarly, the ε-expansion of
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FIGURE 6.6: Three steps of iterative reweighted sampling: The weight of each subscriber
is initially one (see (a)). Choose a subset Sa (thick rectangles); find a filter assignment Φ of
Sa; If the expansion of Φ (dotted rectangles) covers S (see case (c)), return Φ. Otherwise,
double the weight of all S ∈ S not covered by the expansion of Φ (see case (b)).
a filter ϕ = {R1, . . . , Rα} is (1 + ε)ϕ = {(1 + ε)R1, . . . , (1 + ε)Rα}. Let Φ = {ϕ1, · · · , ϕn}
be a filter assignment to BLeaves, with ϕi being the filter associated with Bi, and let (1 + ε)Φ =
{(1 + ε)ϕ1, . . . , (1 + ε)ϕn}. A coreset Q ⊆ S is called an ε-certificate if, for any filter assignment
Φ that covers Q, (1 + ε)Φ covers S (recall the definition of “cover” from Section 6.4.1.1). The
notion of coreset is illustrated in Figure 6.4. Lemma 28 in Section 6.4.4 shows that there is always
an ε-certificate whose size is independent of |S| (although the worst case bound is exponential in
|BLeaves|). The size of an ε-certificate is likely to be much smaller in practice—as evident from the
empirical results.
The remainder of this section is devoted to describe FilterAssign(BLeaves, S) (Algorithm 9),
for computing a preliminary filter assignment using these ideas. If there exists an ε-certificate
of size g, an iterative reweighted sampling scheme can compute an ε-certificate of size O(g ln g)
in O(g ln |S|) iterations (Lemma 30 at the end of the chapter). Without knowing g in advance,
FilterAssign performs an exponential search on g, running O(g ln |S|) iterations for a fixed value
of g and then doubling it.
Each stage of the search targets a specific g and consists of multiple valid iterations.2 FilterAssign
maintains a weight for each subscriber in S, initialized to 1 at the beginning of the stage. Each it-
eration chooses a random subset Q ⊆ S of size O(g ln g), where each subscriber is chosen with
2 This validity condition is needed to establish the termination condition of an iteration (Line 14 of Al-
gorithm 9). A valid iteration is one where the ratio of the total weight of uncovered subscribers to that of
all subscribers is no more than 1/8. By random sampling theory (Lemma 31 at the end of the chapter), an
iteration is valid with probability at least 1/2, so an iteration can simply be re-done until it is valid.
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probability proportional to its weight. A filter assignment for Q is computed using a helper pro-
cedure FilterAssignHelper described below. If the procedure finds an assignment Φ (by calling
LPRelax), FilterAssign checks whether (1 + ε)Φ covers the entire S. If yes, FilterAssign stops
and returns (1 + ε)Φ. Otherwise, FilterAssign doubles the weight of each subscriber not covered
by Φ, and begin a new iteration. An example is shown in Figure 6.6. If the number of valid it-
erations for the stage exceeds 4g ln(|S|/g), FilterAssign concludes that the ε-certificate has size
larger than g (by Lemma 30), and FilterAssign moves on to the next stage.
FilterAssignHelper, invoked by FilterAssign’s inner loop, further prepares the input for LPRelax
and calls it. The ε-certificate Q that we look for in FilterAssign is intended for the problem of cov-
ering S, but since LPRelax considers coverage and load balance jointly, FilterAssignHelper must
ensure that the input to LPRelax properly reflects the properties of S relevant to load balancing.
To this end, FilterAssignHelper chooses a random subset Sb ⊆ S of size proportional to |BLeaves|
(in the experiments, 10|BLeaves| is used for the practical sizes of BLeaves). FilterAssignHelper
calls LPRelax with Sa = Q ∪ Sb, and R = FilterGen(Sa), where FilterGen is the candidate
filter generation procedure to be described in Section 6.4.1.3. To guard against the small possi-
bility that a random choice of Sb makes the otherwise feasible optimization problem infeasible,
FilterAssignHelper repeats with a new choice of Sb (up to a few times) if LPRelax fails to find a
feasible solution.
6.4.1.3 Candidate Filter Generation.
This section describes the procedure FilterGen for constructing the set R of rectangles to be used
by LPRelax to form filters. Without loss of generality, let S = {S1, · · · , Sm} denote the set of
subscribers given as input to FilterGen (in reality, a subset may be given instead), and let si denote
Si’s interest (a rectangle in Rd). Each rectangle in R is intended to contain a subset of S. There are
Ω(m2d) rectangles, each of which contains a distinct subset.3 However, this many rectangles make
3 This lower bound is tight. In the case of d = 1, each interest is an interval. Any interval I containing a
subset of the m intervals can be shrunk so that the endpoints of I coincide with the endpoints of some of the
m intervals. Hence, there are O(m2) candidate intervals. Generalizing this argument to higher dimensions,
O(m2d) candidate rectangles can be generated in R.
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LPRelax impractical.
FilterGen takes two steps (see Figure 6.5) to ensure that R is small yet provides good cov-
erage. The first step replaces the input subscriber interests with a set Ξ = {ξ1, · · · , ξk} of k
super-interests, where k is proportional to the number of brokers (In the experiments, k is set to
5|BLeaves|). These super-interests are obtained by partitioning S into k
clusters and choosing the minimum enclosing box (MEB) of the subscriber interests in each
cluster. This clustering is done in a joint network-event space for two reasons: 1) It captures the
correlation between geographical and topical concentration of interests; 2) compared to a two-stage
clustering (clustering first in one space and then consider another space), it is easier to control the
size of R under a single-stage clustering. In the second step, instead of generating O(k2d) rectan-
gles, a hierarchical procedure is used to generate fewer rectangles. The intuition is that if latency
and load balancing constraints are not too tight, there is flexibility in assigning subscribers to bro-
kers and each broker would handle subscribers with similar interests. The hierarchical procedure
aims at generating filters for the clusters of interests on various levels of granularity. Now the two
steps are described in more detail.
For clustering, a subscriber S with coordinate (x1, . . . , xt) in the network space N = Rt and
interest
∏d
i=1[li, hi] in the event space E = Rd can be mapped to a point
(x1, . . . , xt, l1, . . . , ld, h1, . . . , hd)
in Rt+2d. Let P = {s∗j | j ∈ [1,m]} be the resulting set of m points in Rt+2d. P is partitioned into
k clusters using the k-means algorithm. Let P1, . . . ,Pk be the clusters returned by the algorithm.
For each Pj , let ξj ⊆ E be the MEB of subscriber interests corresponding to the points in Pj . The
desired set of super-interests is Ξ = {ξ1, . . . , ξk}.
In the second step, for each dimension i ∈ [1, d], FilterGen constructs a set Ji of intervals
lying on the xi-axis. R is set to be the Cartesian product of these sets, i.e., R = {J1 × · · · × Jd |
∀i ∈ [1, d] : Ji ∈ Ji}. It thus remains to describe the construction of Ji. Let Ii be the set of k
intervals that are the projection of Ξ onto the xi-axis. Let ∆ be the length of the smallest interval
containing Ii, and let δ be the length of the smallest interval in Ii. For 1 ≤ j ≤ ⌈log2(∆/δ)⌉, let
ℓj = 2
jδ. (If ∆/δ is large, FilterGen chooses ℓj’s more carefully.) For each j, let Iij ⊆ Ii be the
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FIGURE 6.7: Two main ideas for the rectangle generation step: (a) Consider only
log2(∆/δ) different lengths, (b) No two intervals of length ℓj overlap by more than ℓj/2.
set of intervals of length at most ℓj/2. FilterGen generates a set of intervals Jij of length at most
ℓj such that every interval of Iij is contained by some interval in Jij , and no two intervals in Jij
overlap by more than ηℓj (In the experiments, η is set to 1/2). Figure 6.7 illustrates the idea.
To avoid two intervals in Jij overlapping by more than ηℓj , let L be the set of left endpoints
of intervals in Iij , sorted in increasing order. L is scanned from left to right and do the following.
The first point, say p, of L is taken, and all the points from L that are within distance (1 − η)ℓj
from p are removed. Let J be the interval of length ℓj with p as its left endpoint. J is shrunk to
the smallest possible interval such that it still contains the same subset of intervals in Iij . Then J is
added to Jij and the above step is repeated, until L becomes empty, at which point Jij is added to
Ji and move on to the next j. In the worst case, |Ji| = O(k log2∆/δ), but in practice it is expected
to be closer to O(k) or even smaller. Hence, the size of the filter candidate set is O(kd), but it
can be further reduced by working in high dimension directly if the dimensionality of E is large.
FilterGen shrinks each rectangle R ∈ R to the MEB of subscriber interests contained by R and
returns R to FilterAssignHelper.
6.4.2 Subscription Assignment
The second step of SLP1 takes as input the preliminary filter assignmentΦ produced by FilterAssign
in Section 6.4.1, and computes the subscriber assignment Σ : S → BLeaves, for the entire set of
subscribers. Since the filters are already given, minimizing bandwidth is not a concern here; in-
stead, the focus is concentrated on load balance while ensuring that subscribers are only assigned to
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brokers that cover them (recall the definition of “cover” from Section 6.4.1.1, which considers both
nesting and latency constraints). Also, recall from Section 6.2 that β and βmax are user-defined de-
sired and maximum load balance factors (lbfs), resp.; the goal is to find a Σ whose lbf is no more
than β, or else, close to β and no more than βmax.
The computation of Σ is formulated as a max-flow problem. A bipartite graph G = (V,E) is
constructed, where V = S ∪BLeaves ∪ {s, t}, E = E1 ∪ E2 ∪ E3, E1 = {(s,B) | B ∈ BLeaves},
E2 = {(S, t) | S ∈ S}, and E3 = {(Bi, Sj) | Bi covers Sj}. The capacity of every edge in
E2 ∪ E3 is set to 1, and the capacity of an edge (s,Bi) in E1 to ⌊βκi|S|⌋. Initially, β = β, but it
may increase over time to βmax.
The maximum flow is computed from s to t. Let f be the value of the maximum flow. If
f = |S|, then every subscriber in S is assigned to a broker, which can be identified by the edge into
the subscriber with flow of 1. The resulting subscriber assignment, which by construction has a lbf
of no more than β, is returned. If f < |S| and β = βmax, a conclusion is drawn that the load balance
constraint is too tight, and SLP1 stops. If f < |S| and β < βmax, the value of β is increased by a
small factor, update the capacity of the edges in E1, and recompute the maximum flow from s to t.
Depending on the maximum flow algorithm employed, as an optimization, the current flow can be
reused as the starting flow for the increased value of β [73].
6.4.3 Filter Adjustment
The third and last step of SLP1 further adjusts the preliminary filter assignment Φ = {ϕ1, . . . , ϕn}
made by FilterAssign. Based on the subscriber assignment Σ : S → BLeaves made by the second
step, this step opportunistically tightens the filters, and enforces the filter complexity constraint
(that each ϕi consists of no more than αi rectangles). Consider each broker Bi with preliminary
filter ϕi. Let Si ⊆ S be the set of subscribers assigned to Bi. We want to replace ϕi by Fi, a set
of no more than αi rectangles, such that
⋃
Sj∈Si
sj ⊆
⋃
R∈Fi
R and Q(Bi) = Vol(
⋃
R∈Fi
R) is
minimized. The problem is NP-hard [27] in general, so the following simple heuristic is used.
The subscriber interests associated with Si are partitioned into αi groups, using the same clus-
tering technique as super-interest generation in Section 6.4.1.3 but ignoring the network space.
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This partitioning gives us a filter with αi rectangles, each of which is the MEB of the interests in a
group.
If ϕi has no more than αi rectangles, ϕi is also adjusted as follows. Each subscriber in Si is
assigned to a rectangle in ϕi containing its interest (if there are multiple rectangles, one is chosen
arbitrarily). Then, each rectangle in ϕi is replaced by the MEB of the interests of the subscribers
assigned to it. The resulting volume of ϕi often decreases. Between ϕi and the filter generated by
the clustering technique above, the one with the smaller volume is chosen to be Fi.
After processing all filters, Σ and F = {⋃R∈F1 R, . . . ,⋃R∈Fn R} are returned as the final
result. This completes the description of SLP1.
6.4.4 Solution Quality
We begin with a discussion of the solution quality of FilterAssign, the first step of SLP1. Recall
the mixed integer program described in Section 6.4.1.1. Let OPTLP(BLeaves,R, Sa, Sb) denote the
value of the objective function (∑Bi∈BLeaves Qˆ(Bi)) for the optimal LP factional solution to this
program (by allowing the values of Boolean variables to be real). The following theorem bounds
the quality of the solution produced by LPRelax (Section 6.4.1.1) in terms of OPTLP.
Theorem 27 (Solution quality of LPRelax). LPRelax(BLeaves,
R, Sa, Sb) returns a filter assignment with the following properties. i) The expected value of the
objective function is at most ln |Sa|OPTLP(BLeaves,R, Sa, Sb). ii) The expected filter complexity
of Bi is no more than ln |Sa|αi. Furthermore, with probablity at least 1/e, a subscriber assign-
ment can be found such that: iii) it satisfies the nesting constraint with respect to the returned
filter assignment; iv) it satisfies the latency constraint; and v) its expected lbf, with respect to the
subscribers in Sb, is at most ln |Sa|β.
From Theorem 27 above, we see that for LPRelax’s solution, its expected quality can be a
factor of ln |Sa| worse than OPTLP, and its expected filter complexity can exceed the maximum
allowed by a factor of ln |Sa| as well. Fortunately, as the following lemma shows, the size of an
ε-certificate is independent of |S|; therefore, |Sa| is likely much smaller than |S|, so the blow-up
factor is closer to a small constant—as evident from the empirical results.
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Lemma 28 (Size of coreset for filter assignment). There exists an ǫ-certificate Q ⊆ S of size
O((n ln(∆/ǫ))2dnmax(α)), where ∆ is proportional to the ratio of the volume of MEB(S) to the
volume of the smallest subscriber interest.
OPTLP(B
Leaves,R, Sa, Sb) provides a lower bound for the value of the objective function for
the optimal solution to the mixed integer problem with the same inputs. Furthermore, since the
optimal filter assignment for S is also a filter assignment for Sa ⊆ S, OPTLP, optimal with respect
to Sa, must be a lower bound for the optimal solution with respect to S. However, restricting the
set of rectangles R to be considered for filters, as done in Section 6.4.1.3, can increase OPTLP
and make it no longer a lower bound. Note that the two steps in candidate filter generation are
orthogonal. Given the set of super-interests provided by the first step, the pruning of filters in the
second step only degrades OPTLP by a constant factor because, as the following lemma shows,
for any rectangle R excluded from the candidate set R, there exists R′ ∈ R such that R ⊆ R′ and
Vol(R) ≈ Vol(R′).
Lemma 29 (Goodness of candidate filters). Let R∗ be the set of O(k2d) rectangles, where each
rectangle is the minimum enclosing box of a subset of the k subscriber interests. Let R be the set
of candidate rectangles returned by FilterGen. For each rectangle R ∈ R∗ \ R, there exists a
rectangle R′ ∈ R, such that R ⊂ R′ and Vol(R′) ≤ 4dVol(R).
However, the blow-up cannot be bounded due to the super-interest clustering step; it is a nec-
essary trade-off between complexity of the algorithm and optimality of its solution. Nonetheless,
if this first step of candidate filter generation is skipped (i.e. every subscriber interest is a super-
interest) and only the second is applied, then OPTLP obtained with the resulting R still matches
the lower bound for the optimal solution up to a small constant factor.
In sum, FilterAssign produces a preliminary filter assignment that has provably good band-
width and bounded filter complexity (by (i) and (ii) in Theorem 27 and discussion above) and can
lead to a good subscriber assignment (by (iii), (iv) and (v) in Theorem 27).
Given this preliminary filter assignment, the subscriber assignment step in Section 6.4.2 further
optimizes load balancing. The entire S is considered for load balancing by this step (as opposed
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to only Sb by FilterAssign). The max-flow algorithm is guaranteed to find the most load-balanced
subscriber assignment possible.
Finally, the filter adjustment step in Section 6.4.3 enforces the filter complexity of each broker,
now using Q(Bi) (volume of union, as introduced in Section 6.2) instead of Qˆ(Bi) (sum of vol-
umes, as introduced in Section 6.4.1.1) in the objective function. When divided by the maximum
filter complexity, a lower bound for the optimal solution under Qˆ(Bi) serves as a lower bound for
the optimal solution under Q(Bi).
6.5 Multi-Level SA
This section describes an algorithm for SA called SLP when the broker tree T has multiple levels
of brokers. One possible approach is to first run the one-level algorithm SLP1 (Section 6.4) over
all leaf brokers, and then compute the filters at the interior nodes of T in a bottom-up manner. This
approach has two drawbacks. First, sibling brokers in T may be assigned subscribers with very
different interests, forcing a large filter at their parent which consumes a lot of bandwidth. Second,
solving SLP1 on a large set of brokers is computationally expensive. In practice, broker trees
often follow the topology of the underlying network, so a top-down hierarchical approach will be
effective.
The multi-level algorithm SLP works by recursively applying the one-level algorithm SLP1
to subtrees in T in a top-down manner. At each non-leaf broker B of T, SLP1 is invoked to
distribute the subscribers among B’s children, deciding in which subtree of B each subscriber will
be assigned. SLP then recursively processes each child with the set of subscribers assigned to the
corresponding subtree.
To invoke SLP1 over a set of non-leaf sibling brokers, still need to address the issues of
determining appropriate latency and load balance constraints for assigning a subscriber to these
brokers—recall from Section 6.2 that the actual latency to a subscriber depends on its leaf bro-
ker assignment, which has not been made yet because of top-down processing; the load balance
constraints have only been defined for leaf brokers. These two issues are addressed below.
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Determining Latency Constraints. Suppose the multi-level algorithm SLP has passed a sub-
scriber Sj to the subtree rooted at a non-leaf broker B. For the purpose of running SLP1 over
B’s children, SLP needs to determine, for each child broker B′ of B, whether assigning Sj to B′
satisfies the latency constraint. Consider Leaves(B′), the set of leaf brokers in the subtree rooted
at B′. Let γj(B′) ∈ [0, 1] denote the fraction of leaf brokers in Leaves(B′) that would satisfy
the latency constraint for Sj if Sj is eventually assigned to them. A threshold γ is set such that
γj(B
′) ≥ γ if and only if assigning Sj to B′ satisfies the latency constraint when running SLP1
over B’s children. The choice of the threshold reflects a trade-off: A high γ could severely limit the
choices of subtrees to which Sj can be assigned, making it difficult to distribute subscribers evenly
among the subtrees. A low γ, on the other hand, means that Sj could be assigned to a subtree with
few leaf brokers satisfying the latency constraint for Sj , making it difficult to distribute subscribers
evenly within the subtree. γ is set to 1/2 to balance these two concerns.
In the event that γj(B′) < γ for every child B′ of B, γ is lowered by a factor of two and try
again, until γj(B′) ≥ γ for at least one B′. This procedure ensures that Sj can be assigned to a
subtree even under stringent latency constraints.
Determining Load Balance Constraints. First, for each child broker B′ of broker B, κ(B′), the
capacity fraction of B′, is set to be K(B′)/K(B), where K(B) =
∑
Bi∈Leaves(B) κi is the sum
of capacity fractions of leaf brokers in the subtree rooted at B. It is easy to see that the capacity
fractions of B’s children sum up to exactly 1. If B is passed m(B) subscribers to handle, the
locally perfectly balanced load for child B′ would be κ(B′) ·m(B).
Some care is required for determining β(B) and βmax(B), the desired and maximum lbfs
(resp.) for running SLP1 over B’s children. Setting these lbfs to their user-specified global coun-
terparts, i.e., β(B) = β and βmax(B) = βmax, does not work. The reason is that, for a path of
length ℓ to a leaf broker Bi, if the multi-level algorithm SLP allows the number of subscribers
passed to every broker to exceed its locally perfectly balanced load by a factor of β, then the to-
tal excess along the path would accumulate to a factor of βℓ over κi|S|. Therefore, the following
method is used instead to assign β(B) and βmax(B). Note that if the load is perfectly balanced
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globally, B should have been passed K(B) · |S| subscribers. Suppose m(B) is the actual number of
subscribers given toB by SLP. β(B) is set to (β/ m(B)K(B)·|S|)1/ℓ and βmax(B) = (βmax/
m(B)
K(B)·|S|)
1/ℓ
,
where ℓ is the path length from B to leaf brokers.4 Effectively, this method adjusts the lbfs dynam-
ically as SLP recurses down T, accounting for the variable amount of excess load generated by
each step.
Remark SLP targets dissemination trees with large fan-out values but few number of levels. If
the height of a dissemination tree is large, solving subscriber assignment level-by-level is not a
right approach.
6.6 Evaluation
Other Algorithms Tested. Other algorithms are also considered for comparison with Gr, Gr⋆,
SLP1, and SLP. The first one is a variant of Gr that ignores latency. (Note that it is less sensible
to ignore load balance, because there would be a strong incentive to assign every subscriber to the
same broker.)
• Online Greedy without Latency Consideration (Gr¬l). This algorithm works exactly like
Gr, except that it drops the latency constraint in defining candidate broker sets. The an-
swer produced by Gr¬l is useful in understanding how latency constraints affect attainable
bandwidth.
Other algorithms that ignore bandwidth and instead focus on some other performance metrics, are
considered additionally. As we will see, like Gr¬l, these algorithms do poorly on the metrics they
ignore, but they help illustrate the importance of considering multiple metrics jointly in optimiza-
tion.
• Closest Broker without Load Balance (Closest¬b). This algorithm resembles the one
in [13]. It assigns each subscriber to its closest leaf broker in the network space (hence
minimizing last-hop latency). Ties are broken arbitrarily.
4 For simplicity of presentation, this setting assumes that T is height-balanced; i.e., all leaves are an equal
number of hops away from the root. Generalization to the unbalanced case is straightforward.
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• Closest Broker (Closest). Like Closest¬b, this algorithm assigns each subscriber to its
closest leaf broker. However, once a broker has already been assigned the maximum number
of subscribers allowed by the user-specified maximum lbf βmax, Closest drops it from
further consideration.
• Best Load-Balanced Assignment (Balance). This algorithm finds the assignment with the
best possible lbf (possibly less than the user-specified desired lbf β) by solving a max-flow
problem. The graph construction is a variant of the one in Section 6.4.2.
Workloads. The above algorithms are evaluated using three sets of workloads. As discussed in
Section 6.1, it is important to base evaluation on realistic workloads, but they have been difficult
to find. This issue is addressed in [121] by developing a workload generator based on publicly
available statistics on Google Groups. Extrapolating from these statistics, the generator produces
a baseline workload consistent with them, and can generate additional workloads that deviate in
meaningful ways from the baseline. Multiple workloads produced by this generator (collectively
referred to as workload set #1) are used for evaluation. The network locations are mapped to points
in N = R5, and the subscriber interests are rectangles in E = R2. Two workload factors—IS, inter-
est skewness in terms of popularity, and BI, number of broad interests (i.e., large rectangles)—vary
between the settings of L(ow) and H(igh). The baseline workload from Google Groups resembles
(IS:H, BI:L). The distribution of subscribers across Asia, North America, and Europe is 4 : 1 : 4.
The distribution of brokers across the network space is set to be roughly the same as that of the
subscribers.
The workload generator [121] uses data extracted from PlanetLab, which consists of 1019
nodes and 484 sites. The inter-node latency relationship is embed in a low-dimensional Euclidean
space using [76]. The generator assumes that interest topics form a partially ordered set (poset).
First, the 100 hottest topics are removed, because they correspond to extremely popular interests
that are better handled by separate dissemination mechanisms such as broadcast. IS (interest skew-
ness) is changed by interest diffusion [121], which adjusts the popularities of topics in the poset
in a top-down fashion by balancing the popularities across subtopics to reduce their variance by a
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(a) All regions (b) Asia
(c) North America (d) Europe
FIGURE 6.8: Interest distributions in E for (IS:H, BI:H).
user-specified factor. IS:L uses a factor of 55% while IS:H makes no adjustment. BI (broad inter-
est) is adjusted by interest generalization [121], which increases the popularities of more general
topics in the poset in a bottom-up fashion by propagating a fraction of the popularities of subtopics
up. BI:L sets this fraction to 1% while BI:H sets it to 10%. For (IS:H, BI:H), Figure 6.8 illustrates
the interest distributions in the event space by subscribers’ geographic regions.
Workload set #2 is designed to reproduce those used for evaluation in [97, 92, 91], is based
on observations of the RSS feed popularity. A total of 50 different interests are generated and
their popularity follows a Zipf distribution with exponent 0.5. Each interest is mapped to a random
unit square in E. Given an interest, subscriber locations are drawn uniformly at random from 10
locations in N. In this workload set, the subscriber interests are essentially topic-based, and no
notion of “proximity” is captured in either the event space or the network space.
Workload set #3 is designed to mimic those used in ranked content-based publish/subscribe [79]
and peer-to-peer overlay for content-based publish/subscribe [117, 26]. The event space is parti-
tioned into 100 grid cells. The center of an interest is mapped to the center of one of the cells.
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To create hot spots in E, the cells are ranked in random order; the probability of picking a cell as
an interest center follows a Zipf distribution with exponent 0.5. There is also a set of predefined
interest widths. For each dimension, the width of an interest is chosen from this set according to
a Zipf distribution with exponent 0.5. Each subscriber is randomly located at one of the network
locations in N; therefore, subscriber interests and locations are independent.
Problem Settings. Unless otherwise specified, the following settings are used for the SA prob-
lem, and the section shows how the parameters affect the results later. Filter complexity α is set to
3 for all brokers. Latency constraints are specified using a maximum delay of 0.3; the delay expe-
rienced by a subscriber S under a subscriber assignment Σ is defined to be δ/∆ − 1, where δ is
the latency of the path in T ∪Σ from the publisher to S, and ∆ is latency of the shortest path from
the publisher to S through T. For load balance constraints, all leaf brokers have equal capacity
fractions. For workload set #1, the desired and maximum load balance factors, β and βmax, are
1.5 and 1.8, respectively. For workload set #2, since the subscribers of an interest are restricted
to a few network locations only, subscriber distribution is skewed in N due to interest skewness.
Therefore, β and βmax are set to relatively relaxed values of 2.3 and 2.5, respectively. For workload
set #3, since subscriber locations are completely random, β and βmax are tightened to 1.3 and 1.5,
respectively.
The two greedy algorithms in Section 6.3 are compared with the algorithms described earlier
in this section together with SLP1 (for one-level broker networks) or SLP (for multi-level broker
networks). The quality of a solution is measured in terms of total bandwidth, subscriber delays,
and broker loads (i.e., number of subscribers assigned to each broker). For non-deterministic algo-
rithms, the average (when applicable) of five runs is reported; deviation in results has been found
to be insignificant.
6.6.1 Solution Quality for a One-Level Broker Network
In the following, there are 100,000 subscribers to assign to 100 brokers attached directly to the
publisher.
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FIGURE 6.9: Overall comparison (one-level network, workload set #1).
Overall Comparison: Figures 6.9. To get a quick overview, the result quality of each algorithm
on workload set #1 is plotted as a triangle whose vertices correspond to total bandwidth, root mean
square (RMS) of delay across subscribers, and standard deviation (STDEV) of broker loads. The
numbers reported are averaged over four workloads: (IS:L, BI:L), (IS:H, BI:L), (IS:L, BI:H), and
(IS:H, BI:H).
The figure on the left shows that SLP1 and Gr⋆ do well in minimizing bandwidth while bound-
ing delay and load balance. Gr is worse: not only it incurs higher bandwidth, but it also produces
very unbalanced loads (while SLP1 and Gr⋆ stay right within the maximum lbf). In fact, for all four
workloads, Gr fails to find a feasible solution that satisfies the load balance constraints; nonethe-
less, the best-effort solutions found by Gr are reported. Variants of Gr are also tried: whenever the
greedy algorithm cannot assign a subscriber Sj (because all its candidate brokers are fully loaded),
it randomly removes some subscribers from these brokers to make room for Sj , and either reassign
the removed subscribers next, or append them to the list of subscribers to be processed later. These
variants still failed to find feasible solutions, even when given longer time to run than SLP1.
The figure on the right shows that algorithms that ignore one performance criterion or another
do poorly. By failing to consider subscriber interests in the event space, Closest¬b, Closest, and
Balance incur huge bandwidth. By ignoring latency constraints in the network space, Gr¬l pro-
duces unacceptable delays. Closest¬b has okay load balance in this case only because the broker
and subscriber distributions are similar; in general Closest¬b’s load imbalance can be arbitrarily
bad.
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Similar results are observed for workload sets #2 and #3, as shown in Figures 6.10, and 6.11,
respectively.
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FIGURE 6.10: Overall comparison (one-level network, workload set #2).
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FIGURE 6.11: Overall comparison (one-level network, workload set #3).
One question that is set out to answer with these experiments is whether, in practice, the so-
lution could be used to a more tractable optimization problem that ignores some constraints as a
(lower-bound) yardstick for gauging the quality of the solution to the full optimization problem.
Here it is clear that Gr¬l is not a good yardstick—compared with the other algorithms, its band-
width is just too low and too unrealistic to serve as a meaningful yardstick.
But then, how could a conclusion be obtained that a solution is “good enough” with respect to
the optimal? The solution of SLP1, though not guaranteed to be optimal, serves as a reasonable
indicator because of SLP1’s theoretical properties. Next, we will see how a by-product of running
SLP1, namely the LP fractional solution (Section 6.4.4), can further help.
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Table 6.1: Bandwidth comparison (workload set #1).
Workload Fractional solution SLP1 Gr⋆ Gr
(IS:L, BI:L) 3.09E9 7.12E9 6.53E9 9.50E9
(IS:H, BI:L) 1.2E9 1.86E9 1.53E9 2.09E9
(IS:L, BI:H) 3.81E9 8.48E9 7.79E9 1.05E10
(IS:H, BI:H) 1.29E9 2.13E9 2.39E9 2.78E9
Table 6.2: Bandwidth comparison (other workload sets).
Workload set Fractional solution SLP1 Gr⋆ Gr¬l
#2 1.01E7 1.37E7 8.5E6 220
#3 2.48E10 5.4E10 5.3E10 5.09E10
Bandwidth: Figure 6.12(a), Tables 6.1 and 6.2. Figure 6.12(a) takes a closer look at total band-
width consumption across workload set #1. The relative ordering of the algorithms is fairly consis-
tent. SLP1 and Gr⋆ are good and comparable. Gr is consistently worse (not to mention its solutions
also violate load balance constraints). Algorithms that ignore the event space are the worst. Again,
Gr¬l (barely visible in the figure) is just too good to be true or useful to the comparison.
Table 6.1 additionally shows the total bandwidth of the LP fractional solution obtained by
running SLP1. Recall from Section 6.4.4 that this solution provides a lower bound for the attainable
bandwidth (modulo the choice of candidate filters) and the optimal bandwidth up to a small constant
factor (if subscriber interests are not first clustered into super-interests). The table shows that such
solutions give much more meaningful lower bounds than Gr¬l. The fact that SLP1 and Gr⋆ perform
within small factors (between 1.3 and 2.7) from the fractional solution is a good indication that they
perform very well with respect to the optimal.
Table 6.2 further shows the comparison for workload sets #2 and #3. Here, the bandwidths of
the LP fractional solutions indicate that Gr⋆ performs well in both data sets. For workload set #2,
the fact that the bandwidth of Gr⋆ is smaller than the LP fractional solution automatically implies
that the bandwidth achieved by Gr⋆ matches the lower bound (within a small constant factor).
Delays: Figure 6.12(b). Figure 6.12(b) shows scatter plots of delay versus shortest path latency
for selected algorithms for (IS:H, BI:H); the results are similar for other workloads in workload set
#1 and for other workload sets. Both SLP1 and Gr⋆ are able to bound delay at 0.3 as required.
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FIGURE 6.12: Detailed comparison (one-level network, workload set #1).
Closest¬b is expected to do well on delay, because it focuses exclusively on the network space.
However, since Gr¬l ignores the network space, it has trouble satisfying the latency constraints;
subscribers near the publisher are especially vulnerable as they may be assigned to faraway brokers
that blow up delays significantly.
Broker Loads: Figures 6.12(c) and 6.12(d). Figure 6.12(c) shows the boxplot of broker loads
for each algorithm for (IS:H, BI:H); the results are similar for other workloads in workload set
#1. The two dashed horizontal lines show the maximum and desired load bounds corresponding to
βmax and β, respectively. As expected, Balance is the best; Closest also does well because the
broker distributions roughly follow the subscriber distributions in the tested workloads; Closest¬b
is similar to Closest but some brokers may still be overloaded because Closest¬b does not enforce
load balance constraints. Keep in mind, however, that these algorithms achieve good load balance
at the expense of huge bandwidth (Figure 6.12(a)). Other algorithms exhibit wider range of loads.
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As mentioned earlier, Gr is unable to satisfy the load balance constraints, but SLP1, Gr⋆, and Gr¬l
do, with SLP1 achieving a lbf close to the desired setting.
To have a closer look at the load distributions, the cumulative distribution function (CDF)
is plotted for selected algorithms in Figure 6.12(d). Gr, despite its best attempt at enforcing all
constraints, overloads more than 10% of the brokers.
The results are also similar for the other two workload sets. The maximum load of Gr exceeds
βmax by 39% and 58% for workload sets #2 and #3, respectively.
6.6.2 Solution Quality for a Multi-Level Broker Network
In the following, workload set #1 is tested and there are 100,000 subscribers to assign to a multi-
level network of 200 brokers, where each internal broker has a maximum out-degree of 15. The
constraints are also adjusted to see how well different algorithms cope with them. In the tight
latency setting, the maximum delay is set to 0.2; to compensate, the desired and maximum lbfs are
set to 7 and 8 (the minimum possible lbf is around 6). In the loose latency setting, the maximum
delay is set to 1, and the desired and maximum lbfs to 1.3 and 1.5.
Overall Comparison: Figures 6.13(a) and 6.13(b). Similar to the results for a one-level net-
work, algorithms that ignore the event space (Closest¬b, Closest, and Balance) incur high band-
width, while the algorithm that ignores the network space (Gr¬l) produces long delays. Again,
Gr¬l’s bandwidth is too unrealistic to serve as a meaningful yardstick for other solutions. There-
fore, these algorithms are omitted in subsequent comparisons.
Under the loose latency setting, Gr and Gr⋆ are comparable to SLP, and Gr⋆ actually achieves
slightly lower bandwidth than SLP. Under the tight latency setting, however, both Gr and Gr⋆
fail to produce a feasible solution that satisfies the load balance constraints (like what happened to
Gr for the one-level network). Since the solution quality of Gr⋆ dominates that of Gr, Gr is also
omitted in subsequent comparisons.
Bandwidth: Figures 6.14(a). Interestingly, for all but one of the eight workloads, SLP under-
performs Gr⋆. One explanation is that subscribers have too few choices of brokers under the tight
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FIGURE 6.13: Overall (multi-level network, workload set #1); tight and loose refer to the
tight and loose latency settings, resp.
latency setting, and too many choices under the loose setting; in either case, SLP has little advan-
tage over Gr⋆. However, note that the comparison under the tight latency setting is misleading,
because Gr⋆ is unable to satisfy the load balance constraints, while SLP does. Under the loose
latency setting, two algorithms actually have more similar performance.
Broker Loads: Figures 6.14(b). These figures show the results on (IS:L, BI:H). Regardless of
the latency setting, SLP satisfies all constraints. On the other hand, Gr⋆, despite its best effort,
cannot enforce all load balance constraints under the tight latency setting. A closer look at the
broker load distribution (not shown here) would reveal that more than 10% of the brokers are
overloaded.
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6.6.3 Running Time of SLP.
The wall-clock time of running SLP is measured on a Dell OptiPlex 960 desktop with Intel Core2
Duo CPU E8500 at 3.16GHz, 6144KB of cache, and 8GB of memory. The LP solver is CPLEX
Version 10. A run with one million subscribers and 100 brokers in a single-level network takes
about 23 hours. A run with one million subscribers and 200 brokers in a multi-level network
takes about 4 hours (faster because each call to SLP1 here involves far fewer than 100 brokers).
Figure 6.6.3 shows how the number of subscribers impacts the running time of SLP.
In sum, for realistic problem sizes, SLP has manageable running time on mid-range hardware.
While SLP is by no means fast, its solution quality makes it well worthwhile, especially as a
yardstick to gauge other algorithms.
195
(a) Cardinality of candidate broker set. (b) Bandwidth.
FIGURE 6.17: Effect of maximum delay.
Table 6.3: lbf; varying broker distribution.
Broker distri. (44, 12, 44) (66, 12, 22) (22, 12, 66) (33, 34, 33) (47, 6, 47) (22, 56, 22)
Balance 1.062 1.674 1.674 1.062 1.974 1.062
Closest¬b 4.464 4.222 7.016 4.464 2.927 7.016
6.6.4 Effect of Problem Parameters.
This section considers the impact of various input parameters on the problem.
Effect of Filter Complexity. Figure 6.6.3 shows the effect of the filter complexity (α) on the
total bandwidth of solutions by SLP, Gr, and Gr⋆. The workload is (IS:H, BI:H), with a one-level
network. As discussed in Section 6.2, a larger α may reduce bandwidth, because multiple rectan-
gles can summarize a set of interests more precisely than a single rectangle. This effect is clear
and similar for all three algorithms. At the lowest α settings of 1 and 2, SLP1 is more vulnerable
than Gr and Gr⋆: a filter may consist of multiple faraway rectangles after rounding of the fractional
solution; covering them with just one or two MEB may increase the filter volume dramatically.
Overall, α = 3 is a reasonable choice for all algorithms; a larger α will increase storage and
processing overhead at a broker and its parent, and has diminishing effect on bandwidth.
Effect of maximum delay. Figure 6.17(a) shows how the cardinality of a candidate broker sets is
affected by the parameter maximum delay. When the maximum delay is set to 0.3, each subscriber
has roughly 17% brokers in its candidate broker set in average. This gives sufficient rooms for the
optimization of bandwidth as shown in Figure 6.17(b).
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Varying Broker Distribution in N. Table 6.3 shows how broker distribution affects the load
balance factor of the solutions. Balance aims to optimize load balancing, and Closest¬b assigns
subscribers to brokers without consideration of load balance. The lbf of SLP must lie in between
the lbfs of Balance and Closest¬b. The subscriber distribution is 4 : 1 : 4. When the broker
distribution is similar to the subscriber distribution in N, the lbf of Balance is approximately one.
Its lbf becomes larger as the distributions start deviating from one another, but in the case where
more brokers are located near the publisher, load balancing is always improved as subscribers have
larger candidate broker sets. On the other hand, Closest¬b’s load imbalance can be arbitrarily bad.
Hence, the maximum lbf is capped to be the lbf of Balance times 1.5, which provides rooms for
SLP to minimize bandwidth while satisfying other constraints.
6.6.5 Algorithm Parameters.
Experiments with different choices of parameters for SLP have also been run to verify the settings
of parameters.
Size of Sb on Load Balance (Section 6.4.1.2). The load balance of the assignment depends on
the number of random subscribers drawn from a uniform distribution to reflect the properties of S
relevant to load balancing. As shown in Figure 6.18, uniformly sampling around 10|B| subscribers
is sufficient to ensure load balance (β = 1.5 and βmax = 1.8) for a one-level network. For a multi-
level network, uniformly sampling around 20 times the out-degree of an internal broker returns an
assignment with the load balance factor between β = 1.3 and βmax = 1.5.
Size of Ξ on Bandwidth (Section 6.4.1.3). Figure 6.19 shows how the number of super-interests
affects the quality of the candidate filter set R by setting it to be different multiples of |B|. As shown
in the figure, when |Ξ| is increased, bandwidth is gradually decreased for a one-level network,
but it is only slightly improved for a multi-level network. When the out-degree of a broker is
small, brokers at a higher level of the tree tend to have large filters even if the quality of the filter
candidate set is further improved, and the bandwidth into those brokers dominates the bandwidth
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of T. Figure 6.20 shows the influence of the number of super-interests on the cardinality of the
filter candidate set.
(a) One-level network (|B| = 100) (b) Multi-level network (with out-
degree 15)
FIGURE 6.18: Actual Load balance factor vs. |Sb|.
(a) One-level network (b) Multi-level network
FIGURE 6.19: Bandwidth consumption vs. |Ξ|.
Threshold γ for the Multi-level Algorithm (Section 6.5). Recall that for a multi-level tree,
we determine that assigning Sj to B′ satisfies the latency constraint if and only if γj(B′) ≥ γ.
Figures 6.21 show how the threshold γ affects delay and load balance. The distribution of brokers
across Asia, North America, and Europe is (8 : 1 : 2), (4 : 1 : 4), and (2 : 1 : 8) for broker
distributions # 1, # 2, and # 3, respectively. The subscriber distribution is (4 : 1 : 4) and publisher
is located in Europe.
Since the dissemination trees follow the topology of the underlying network, assigning every
subscriber to a subtree with most leaf brokers satisfying its latency constriant results in smaller
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(a) One-level network (b) Multi-level network
FIGURE 6.20: Cardinality of filter set vs. |Ξ|.
(a) Actual load balance factor vs. γ. (b) Delay vs. γ
FIGURE 6.21: Threshold γ for the multi-level algorithm.
latency from the publisher to the subscriber. As expected, both low and high thresholds disallow
subscribers to be distributed evenly and the actual load balance factor is bad for both cases.
6.6.6 Discussion.
One take-way point from these experiments is that Gr⋆ works well on many (though not all) work-
loads, including fairly realistic ones generated from statistics on Google Groups. What is more
important, however, is what allows us to draw this conclusion. Solutions obtained by algorithms
that ignore any performance criterion are not helpful—not only do they tend to fare terribly on crite-
ria they ignore, but they also cannot offer meaningful bounds on what can be realistically achieved.
On the other hand, the LP-based approach is a better yardstick for evaluating different algorithms.
While we cannot guarantee the optimality of SLP1, we have more assurance of its solution quality
(Section 6.4.4) across problem instances. Furthermore, the fractional solution it produces gives us
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another indicator of optimality that is far more useful than, say, what Gr¬l offers.
One might wonder if Gr⋆ works well in general. It does not. We have already seen that it has
trouble with load balance constraints under the tight latency setting. Furthermore, the next section
will show how to construct concrete problem instance for which Gr⋆ performs orders of magnitude
worse than SLP. This example further illustrates the importance of developing better yardsticks
for evaluating algorithms for SA.
6.6.7 A Difficult Workload for Gr⋆.
Gr⋆ works well for most cases studied, but a counterexample can be constructed easily. Gr⋆ per-
forms poorly on the counterexample because it is forced to make a costly assignment for subscribers
appeared late in the assignment sequence. Although Gr⋆ defers the processing of subscribers with
more choices, the choices available to those subscribers can become limited because most brokers
become fully loaded or simply because of tight latency, in which case all subscribers have few
choices. However, Gr⋆ is expected to perform well as long as the capacity and latency constraints
are not too tight.
Given filter complexity α, the idea is to construct a sorted sequence of subscribers such that
Gr⋆ will assign α+ 1 well separated rectangles to each broker; merging any pair of the rectangles
will create a large rectangle. The workload of m subscribers and n brokers is constructed as follow.
(α+1)n interests are created, each of which is a unit square centered at a point on the line y = x in
E = R2. Each interest has βm/n subscribers. Let I1, I2, · · · , I(α+1)n be the sequence of interests
in ascending order of the x-axis. For all i < (α + 1)n, let the distance between the centers of
interests Ii and Ii+1 be 10(i mod α)+1
√
2. An example of interests for α = 3 and n = 3 is shown
in Figure 6.22. Next, for each subscriber Sj , we define a subset of brokers to which Sj can be
assigned without violating latency constraints. Every subscriber Sj that has interest in Ii can be
assigned to any broker if i > αn, otherwise, Sj can only be assigned to Bj ={
{B⌊i/(α+1)⌋+1, B(i mod n)+1} if ⌊i/(α+ 1)⌋ 6≡ i mod n,
{B⌊i/(α+1)⌋+1, B(i mod n)} otherwise.
An example of feasible broker sets for α = 3 and n = 3 is shown in Table 6.4.
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Let Ii → Ij denote that all the subscribers who are interested in Ii are in front of those who are
interested in Ij in the sequence. Subscribers are initially sorted in ascending order of the cardinality
of their candidate broker sets: I1 → I2 → · · · → Iαn−1 → Iαn → I(α+1)n → I(α+1)n−1 →
· · · → Iαn+2 → Iαn+1. Though the ordering of the remaining subscribers is always updated, Gr⋆
attaches the subscribers with interests Ii+j−1+kn to the same broker Bj , where j ∈ {1, 2, · · · , n}
and k ∈ {0, 1, · · · , α}. The subscriber assignment for α = 3 and n = 3 is shown in Figure 6.24.
In order to satisfy the filter complexity, two interests are forced to be covered by the same huge
rectangle.5 The bandwith consumption is roughly 3 ∗ 106, which is 104 times worse than the result
of SLP. As shown in Figure 6.23, SLP minimizes bandwidth consumption by attaching the
subscribers with interests Iij , Iij+1, Iij+2, and Iij+3 to the same broker Bj , for j ∈ {1, 2, 3}. The
cost is roughly 300. In fact, this is the optimal solution.
Table 6.4: An example for α = 3 and n = 3.
Subscribers interested in Initial set of candidate brokers
I1, I2, I4, I5, I7, or I8 {B1, B2}
I3 or I9 {B1, B3}
I6 {B2, B3}
I10, I11, or I12 {B1, B2, B3}
FIGURE 6.22: Interests in E
with α = 3 and n = 3.
FIGURE 6.23: Filters gener-
ated by SLP.
5 As the gap between the values of β and βmax is increased, some filters will not have a huge rectangle
because subscribers for the 4th interest may be assigned to other brokers. However, one can increase data
skewness (ex: increase the number of subscribers for the 4th interest) such that the performance of Gr⋆
remains orders of magnitude worse than that of SLP.
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(a) Interest-broker mapping (b) The best possible clustering
FIGURE 6.24: Filters generated by Gr⋆. Interests with the same color are handled by the
same broker.
6.7 Related work
Dissemination network design for publish/subscribe has received much attention in the past few
years. As discussed in Section 6.1, some previous work considers either interest similarity in
the event space (e.g., [53]) or subscriber location in the network space [13] while ignoring the
other aspect. Other performance objectives and constraints have also be considered in subscriber
assignment. Shah et al. [104] maximize data fidelity. Tariq et al. [112] maximize the number of
subscribers whose latency constraints are satisfied without violating bandwidth constraints.
Another line of research focuses on self-organizing, distributed algorithms that dynamically
reconfigure the network topology to optimize specific measures. Baldoni et al. [21] minimize the
number of hops and let subscribers be uniformly spread among brokers. Jaeger et al. [71] mini-
mize total processing and communication costs (excluding last-hop latencies between brokers and
subscribers). The distribution of subscribers to brokers is chosen probabilistically according to
a random load value. Papaemmanouil et al. [91] present a general optimization framework that
iteratively improves performance, starting by randomly attaching subscribers to a node. Under-
standing the robustness and global optimality of such algorithms has been challenging. The work
presented in this chapter complements this line of research by offering a yardstick for evaluation
that is computationally feasible over more realistic problem sizes.
Distributed stream processing is also related to the work presented in this chapter. Stream pro-
cessing systems process and aggregate data over a network of machines, and one key issue is how
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to optimally place query operators onto the set of machines (see [75] for overview and [123, 92]
for more recent development). However, the number of queries involved in the operator placement
problem is orders of magnitude smaller than the number of subscribers in the subscriber assignment
problem.
There is a vast body of literature on network design in general. The minimum steiner tree
problem [25] and the weighted steiner tree packing problem [60] resemble the publish/subscribe
network overlay construction problem if steiner points are viewed as brokers, and terminals are
viewed as publishers and subscribers. The minimum steiner tree problem is APX-hard [25]. Migli-
avacca and Cugola [84] have studied the optimal content-based routing problem, which is to find
a minimal subtree that connects all subscribers who share the same interest, such that the total
communication and processing costs are minimized.
Finally, researchers have studied network design in the area of content distribution networks [54,
22]. While a content distribution network is not a pure dissemination system but more of a hybrid
between push and client pull, it faces similar issues such as balancing load and bounding latency.
6.8 Conclusion and Future Work
This chapter has presented SLP, a LP-based algorithm for SA, the subscriber assignment problem
for wide-area content-based publish/subscribe. SLP considers the subscriber distribution in both
event and network spaces to minimize bandwidth while satisfying latency and load balance con-
straints. To ensure its scalability to realistic problem sizes, SLP employs a suite of techniques,
including LP relaxation, randomized rounding, coreset, sampling, and max-flow, to carefully re-
duce its complexity.
As a solution to the offline SA problem, SLP can be used for initial subscriber assignment
and periodical re-optimization. More importantly, with better theoretical properties and robust-
ness to workload variations, SLP serves as a reasonable yardstick for evaluating simpler heuristic
algorithms across realistic workloads in both online and offline settings. Using this yardstick, it
is shown that an efficient greedy algorithm, Gr⋆, works well for a number of workloads. Com-
pared with previous work, this chapter has pushed the sophistication and scale of evaluation to new
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heights.
There are two immediate directions for future work. First, a principled approach is still much
needed for the dynamic version of the subscriber assignment problem, where subscribers come and
go. Second, it would be good to drop the assumption that a broker tree is given in advance, and
jointly optimize subscriber assignment, broker placement, as well as the dissemination network
topology.
6.9 Theorems and Proofs
Proof of Lemma 28. For the sake of readability, we bound the size of an ǫ-certificate for d = 2 and
the maximum filter complexity equal to one. The proof can be extended to arbitrary dimensions
and arbitrary filter complexities analogously.
If there is only one single broker, there are two cases: (1) If the broker cannot satisfy all user-
specified latency constraints, no certificate exists and ∅ is returned; (2) otherwise, an ǫ-certificate
consists of subscribers whose interests are the leftmost, rightmost, up-most, and bottom-most in E.
For |B| > 1, we pick an arbitrary subscriber Sj ∈ S. Let its interest sj be [ℓ1, h1] × [ℓ2, h2].
We place an exponential grid centered at ( ℓ1+h12 ,
ℓ2+h2
2 ). Let wi,β,α = (hi−ℓi)(2β(1+αǫ/2)−1).
The grid consists of vertical lines {x = ℓ1 − w1,β,α, x = h1 + w1,β,α} and horizontal lines
{y = ℓ2 −w2,β,α, y = h2 +w2,β,α}, where α ∈ [1, 2, 3, · · · , ⌊2/ǫ⌋] and β ∈ [0, 1, 2, · · · , log2∆],
as shown in Figure 6.25. Let Rj be the set of rectangles whose lower-left corners are (brown) grid
points in the southwest quadrant of point (ℓ1, ℓ2) and whose upper-right corners are (blue) grid
points in the northeast quadrant of point (h1, h2). Let Bj be the subset of brokers that satisfy the
user-specified latency constraint for Sj if Sj is assigned to them. For each Bi ∈ Bj and each
rectangle R ∈ Rj , let SRi be the set of subscribers that are not covered by Bi if filter fi = R; we
find an ǫ-certificate QRi for B\{Bi} and S\{SRi }. An ǫ-certificate for B and S is:
Q =
⋃
R∈Rj ,Bi∈Bj
QRi .
Without loss of generality, say Sj is assigned to Bi. Let R ∈ Rj be the smallest rectangle con-
taining filter fi. By construction, an ǫ-expansion of fi would contain R, so every subscriber in SRi
is covered by (1 + ǫ)fi. Since Q also includes an ǫ-certificate for B\{Bi} and S\{SRi }, Q is an
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FIGURE 6.25: Two levels (β = {0, 1}) of exponential grid with ǫ set to 1/2.
ǫ-certificate for S and B.
The cardinalities of Rj and Bj are O((log2∆/ǫ)4) and O(n), resp. Since one broker is re-
moved from Bj for each QRi , the size of an ǫ-certificate is easily verified to be O((n(log2∆/ǫ))4n
by solving the recursive function g(n) = n(log2∆/ǫ)4g(n− 1).
Proof of Lemma 29. The lemma directly follows from the fact that for each dimension, an interval
of length between ℓj/4 and ℓj/2 is contained by at least one interval in Jij .
Lemma 30 (Number of iterations). If no certificate is found after 4g log2(|S|/g) iterations, the size
of a certificate must be greater than g.
Proof. The analysis is similar to [46, 30]. Let w(X), where X is a set of subscribers, be a shorthand
for
∑
S∈Xw(S). Let Q be a certificate with g subscriber interests and suppose we have not found
any coreset after l iterations. For every round, there must be at least one interest in Q that is not
covered by the ε-expansion of Φ (otherwise, by covering Q, we would have found a certificate),
and its weight is doubled. Hence, w(Q) ≥ g · 2l/g after l iterations. On the other hand, the validity
condition (Line 14 of Algorithm 9) ensures that the total weight of the interests not covered by
the ε-expansion of Φ is always at most w(S)/8, so doubling the weights of those interests cannot
increase w(S) by more than a factor of (1 + 1/8). Therefore, w(S) ≤ |S|(1 + 1/8)l after l
iterations. From g · 2l/g ≤ w(Q) ≤ w(S) ≤ |S|(1+1/8)l < |S|el/(2g) < |S| · 23l/(4g), we conclude
that l < 4g log2(|S|/g).
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Lemma 31 (Probability of valid round). Let Q be a random sample of size cg ln g, where c is a
constant, and Φ be the set of filters assigned to B to cover Q. Let S′ ⊆ S be a set of subscribers not
covered by Φ. The probability that W (S′) > ǫW (S) is at most 1/2.
Proof. Recall that subscriber Sj can be assigned to broker Bi only if 1) its interest sj is contained
by filter fi in E, and 2) the network coordinate of Sj is within δj −λi units away from that of Bi in
N, where δj is the maximum allowable latency for Sj and λi is the path latency from the publisher
to broker Bi in T. Consider the L∞ norm. In N, let ϕj be a rectangle of width 2δj centered at
Sj and ̺i be a rectangle of width 2λi centered at Bi. The second condition is equivalent to “̺i is
contained by ϕj in N.”
Let X = Rd+t be the combined space of E and N. For simplicity, each of the n brokers has
a rectangle filter. The argument can be extended for higher filter complexity. Let Σn(S, Rn) be a
range space, where a range X ∈ Rn is defined as the compliment of the union of n rectangles in
X. Since the range is defined by combinations of 4(d + t)n linear inequalities, VC-dim(Σn) =
O((d+ t)2n ln((d+ t)n). Since the VC-dimension of the range space is finite, the lemma follows
from the theory of ǫ-nets [64] by choosing the constant c larger than the VC dimension, which
depends on d, t, and n.
Proof of Theorem 27. The proof consists of four components: bandwidth, filter complexity, la-
tency and nesting, and load balance:
(i) [Bandwidth] E[∑Bi∈B,Rk∈RVol(Rk)yik] =∑
Bi∈B,Rk∈R
Vol(Rk)E[yik] ≤
∑
Bi∈B,Rk∈R
Vol(Rk) ln |Sa|yˆik= (ln |Sa|)OPTLP.
(ii) [Filter complexity] E[∑Rk∈R yik] =∑Rk∈R E[yik] =∑Rk∈R(ln |Sa|)yik ≤ (ln |Sa|)α.
(iii) [latency and nesting] Here, we show that there exists a rounding scheme for variables xij , such
that the latency and nesting constraints can be enforced with probability at least 1/e. We round
variables xij’s as follows:
Pr[xij = 1 | y] =

1−|Sa|
−xˆij
1−
∏
Rk∈Rj
(1−yˆik)ln |Sa|
if
∑
Rk∈Rj
yik ≥ 1,
0 otherwise.
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This ensures that a subscriber Sj is assigned to brokerBi only ifBi covers Sj . Also, Pr[xij = 1 | y]
is always between 0 and 1 since constraints (C4) ensures that ∑Rk∈Rj yik ≥ xij , which implies
1− |Sa|−xˆij ≤ 1− |Sa|−
∑
Rk∈Rj
yik ≤ 1−∏Rk∈Rj (1− yik)ln |Sa|.
Recall that Pr[yik = 1] = 1 − (1 − yˆik)ln |Sa|. The probability that broker Bi covers Sj is
Pr[
∑
Rk∈Rj
yik ≥ 1] = 1 − Pr[
∑
Rk∈Rj
yik = 0] = 1 −
∏
Rk∈Rj
(1 − yˆik)ln |Sa|. The probability
that subscriber Sj is assigned to broker Bi is equal to the sum of Pr[xij = 1 |
∑
Rk∈Rj
yik ≥
1] · Pr[∑Rk∈Rj yik ≥ 1] and Pr[xij = 1 | ∑Rk∈Rj yik = 0] · Pr[∑Rk∈Rj yik = 0]. A straight
forward calculation will give Pr[xij = 1] = 1− |Sa|−xˆij .
The probability that a subscriber Sj is not assigned to any broker is Pr[∩Bi∈Bj{xij = 0}] =∏
Bi∈Bj
Pr[{xij = 0}] =
∏
Bi∈Bj
|Sa|−xˆij = |Sa|
∑
Bi∈Bj
−xˆij ≤ |Sa|−1. Hence, the probability
of every subscriber assigned to a broker is at least
∏
Sj∈Sa
Pr[
⋃
Bi∈Bj
{xij = 1}] =
∏
Sj∈Sa
(1 −
Pr[
⋂
Bi∈Bj
{xij = 0}]) ≥
∏
Sj∈Sa
(1− |Sa|−1) = (1− |Sa|−1)|Sa| ≥ 1/e.
(iv) [Load balance] Using the above rounding scheme, E[∑Sj∈Sb xij ] = ∑Sj∈Sb E[xij ]
=
∑
Sj∈Sb
(ln |Sa|)xij ≤ (ln |Sa|)βκi|Sb|.
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7Conclusion and Future Work
7.1 Conclusion
This dissertation has examined the problem of answering various types of user queries in vari-
ous settings. The problem was modeled using a geometric framework. By applying techniques
such as dual transform, coreset, sampling and dimensionality reduction, efficient algorithms were
developed for both query processing and notification dissemination.
Chapter 3 addressed the problem of supporting a large number of continuous preference top-k
queries. The chapter proposed the notion of QRS (query response surface) and developed solutions
within a geometric framework. Recognizing the connection to halfspace range queries, data struc-
tures were obtained for reverse top-k queries with linear space and sublinear query time. Building
on this result, a fully dynamic solution was presented to scale the solution to a million preferences
with both object and preference updates. The presented duality-based approach enabled effec-
tive subscription clustering; for regions where subscriptions were heavily clustered, queries were
jointly processed to acheive better performance. This chapter also defined and solved the approx-
imate preference top-k queries. The presented coreset-based approach significantly improved the
query time of the algorithms with only little loss in accuracy. Experimental evaluation confirmed
the effectiveness of our ideas such as selective QRS-driven processing and coreset-based QRS
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simplification, which helped advance our solutions in both scalability and functionality.
Chapter 4 presented efficient data structures and algorithms for top-k and reverse top-k queries
in high dimensions. Our solution was based on the idea of core subspaces: It exploited the sparsity
in preferences to identify core subspaces, and applied the techniques of coresets and duality trans-
form to index each core subspace as well as the full-dimensional space effectively. Experimental
evaluation showed that in high dimensions, exact methods were slow, while existing approxima-
tion methods suffered from either poor speed (e.g., when using only a single coreset in the full
space) or poor accuracy (such as the PCA- and view-based approaches). In contrast, for workloads
where preferences were often sparse, our solution offered a desirable trade-off between speed and
accuracy, which made scalable processing of preference top-k and reverse top-k queries in high
dimensions a reality.
Chapter 5 tackled the problem of supporting a large number of range top-k subscriptions in a
wide-area network. The chapter addressed the dual challenges of subscription processing and no-
tification dissemination, by carefully separating and interfacing these tasks in a way that achieved
efficiency with off-the-shelf dissemination networks and without increasing system complexity.
Our techniques were based on a geometric framework, enabling us to characterize the subset of
subscriptions affected by an event as a region in an appropriate defined space, and solved the prob-
lem of notifying affected subscriptions as one of tiling the region with basic geometric shapes. The
array of techniques this chapter had developed—ranging from those that used the knowledge of
subscriptions to those that did not, from event-at-time to batch processing, from exact to approx-
imate, and from one-dimensional to multi-dimensional ranges—spoke to the power of this frame-
work. Theoretical analysis and empirical evaluation showed that our approach and techniques held
substantial advantages over less sophisticated ones.
Chapter 6 studied how to design an efficient dissemination network for range queries. In
particular, the subscriber assignment (SA) problem was solved for wide-area content-based pub-
lish/subscribe. This chapter presented a LP-based algorithm called SLP, which considered the
subscriber distribution in both event and network spaces to minimize bandwidth while satisfying
latency and load balance constraints. To ensure its scalability to realistic problem sizes, SLP em-
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ployed a suite of techniques, including LP relaxation, randomized rounding, coreset, sampling,
and max-flow, to carefully reduce its complexity. As a solution to the offline SA problem, SLP
could be used for initial subscriber assignment and periodical reoptimization. More importantly,
because of its better theoretical properties and robustness to workload variations, SLP served as a
reasonable yardstick for evaluating simpler heuristic algorithms across realistic workloads in both
online and offline settings. Using this yardstick, this chapter concluded that a simple and efficient
greedy algorithm, Gr⋆, worked well for a number of workloads.
7.2 Future work
This section provides several directions for future research that extend the work of this dissertation:
Top-k subscriptions. In addition to object ranking, users can also be ranked from publishers’
perspective: instead of disseminating updates to all affected users, a publisher will find t most
relevant users to the update and only notify those t users of the updates. Recently, Sadoghi and
Jacobsen [102, 103] presented data structures for supporting top-t matching subscriptions, where
each subscription specifies both range condition and customized scoring function. Their solution is
based on a two-phase space-cutting technique—space partitioning which chooses the best splitting
attribute and space clustering which clusters users based on their subscription ranges in the splitting
attribute. However, supporting top-t matching subscriptions remains an open problem when each
subscription is a continuous preference top-k range query.
Continuous top-k queries under uncertainty. Another future direction is to explore different
ways of modeling user interests in order to handle uncertainty in preference vectors. Users may not
explicitly know the combination of weights that reflect their interests. One possibility is to model
a user preference as a set of possible vectors or a cone instead of one “precise” vector.
Spatial-temporal top-k preferences Another future direction is to consider both space and time
in ranking. User preferences may be location-based; users may only be interested in updates within
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their local neighborhood. For example, Nextdoor,1 a private social network, maintains thousands
of neighborhoods and supports notification dissemination of local updates, such as break-in and
missing pets. Section 5.5 has generalized the framework to handle k-nearest-neighbor queries, but
still the ranking of objects may depend on their publication time as well; their rankings may drop
over time gradually. For example, a news story about a robbery that occurred today may rank
higher than another news story about a robbery that occurred a week ago. As another example,
Facebook uses EdgeRank, which takes time decay into consideration, to rank the stories in the
news feed.
1 http://nextdoor.com
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