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As organizations increasingly rely on information systems as the only way to conduct 
operations, keeping such systems (and the data within) secure receives increasing emphasis.  
Not only do firms stand to lose money resulting from such losses, consumers are increasingly 
wary of conducting transactions with firms with histories of publicized security problems. 
In many organizations, however, an up-to-date and comprehensive information security 
policy seems to be increasingly unable to handle security breaches.  For example, Microsoft 
issued over 80 critical patches for its IIS Web Server software over the past three years.  
Despite the low initial cost of the software, the maintenance costs over time are prohibitive 
[4].  The prevalent model appears to be an ad hoc approach to security, where the latest 
breach becomes the model for future occurrences.  
The potential for catastrophe is significant, as was seen with the NIMDA and Code Red 
virus attacks ([5], [6]). Some of the more apparent consequences that an organization can 
face are: data loss; employee productivity loss; possibility of organization knowledge being 
tampered with; loss of business image; loss of customer and investor confidence. According  
to the Computer Security Institute’s latest survey, 186 respondents put their financial losses 
in 2001 at around $378 million, compared to $265 million from 249 respondents in 2000, 
with dramatic rises both in the number of incidents and their financial impact [1]. 
The objective of this article is to provide information security professionals and top 
management a framework through which useable security strategy and policy for 
applications can be created and maintained in line with the standard information technology 
lifecycle. This framework, the Policy Framework for Interpreting Risk in e-Business Security 
(PFIRES), was initially developed for e-commerce activities and has since been generalized 
to handle security policy for all types of organizations engaged in computing and Internet 
operations.  It offers a possible starting point for understanding security policy’s impact on 
an organization, and is intended to guide organizations in developing, implementing, and 
maintaining security policy. 
Information Security Policy 
The basic requirements for security include availability, utility, integrity, authenticity, 
confidentiality, and possesion [8]. Given the dynamic environment of computing, effectively 
meeting these requirements is not straightforward. The challenge is to come up with the most 
technically and economically feasible plan for protecting computing activities, knowing that 
today’s most secure technology will be vulnerable tomorrow.  
Security policies are generally high-level, technology neutral, and concern risks and must 
not be confused with implementation-specific information, which would be part of the 
security standards, procedures and guidelines, none of which falls within the scope of this  
paper. Security policies are created by empowered representatives of an organization from 
groups responsible for human resources, legal and regulatory matters, information systems, 
public relations, security and the various lines of business. Literature on how to develop 
specific Internet and information security policies may be found in [7], [10] and [12].  The 
problem with current approaches is that none address the problem of keeping up with the 
increasing rate of change in e-commerce technology and applications nor do they consider 
how to keep such policies consistent and aligned with organizational objectives.   
To develop a tool that would aid in the formulation and management of e-business 
security policies, other tools in similarly rapidly changing business arenas were examined. As 
is the case for most systems problems, the best approach was found to be a structured one, 
including analyzing risk and delegating resources to protect the most valued assets of the 
organization. PFIRES was developed borrowing from both the new product development life 
cycle [11], and the systems development life cycle (SDLC) [3]. 
Information security policy is not an exact science. It is a method by which a well-
defined process is put into place so that all the requirements of dealing with information 
security are considered in a foolproof manner. A natural analogue to this process is the 
SDLC, which creates a well-defined process to consider an organization’s business 
requirements, translate them into an information systems context, and then develop an 
information system that supports those requirements. 
The PFIRES model is not static. As the descriptions of the process show, the various 
phases in PFIRES can either be gone through in detail or be short-circuited. It is detailed  
enough to ensure that an organization does not overlook anything while addressing a security 
issue, but dynamic enough to ensure the speed and execution required to adopt rapidly to 
changing business scenarios. 
A Policy Framework for Interpreting Risk in e-business Security 
The PFIRES life cycle consists of four major phases: Assess,  Plan,  Deliver, and 
Operate. Each is sharply defined with specific exit criteria that should be met before 
transitioning to the next phase. These phases are shown in Figure 1. Table 1 summarizes the 
phases and the sub-steps. 
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Figure 1: PFIRES Life Cycle Model  
As policy development is an iterative process, the model includes feedback loops at every 
step. 
On a continuum of change, we define the two end-points as tactical and strategic. 
Tactical changes involve short-term goal achievement and how to control and evaluate the 
process of achieving goals, whereas strategic changes are long-term, broad-based initiatives 
involving positioning within the marketplace and typically involve members of senior 
management [7]. The various phases and their sub-steps fall within these two end points. 
Phases  Sub-steps 
Assess  Policy Assessment 
Risk assessment 
Conduct security assessment 
Assess Business Risk 
Develop security recommendations 
Summarize Assessment final recommendations 
Plan  Policy development 
Create/ Update security strategy 
Create/ Update security policy 
Requirements definition 
Translate recommendations to requirements 
Develop detailed security requirements 
Verify requirements 
Deliver  Controls definition 
Design infrastructure 
Determine controls 
Evaluate solutions 
Select controls 
Controls implementation  
Create implementation plan 
Build 
Test 
Pilot and deployment 
Operate  Monitor operations 
Administration and operations 
Communications 
Investigations 
Security services 
Compliance 
Review trend and manage events 
Manage events 
Identify internal trends 
Identify external trends 
Escalate to Assess phase 
Table 1: Summary of the various phases and sub-steps 
Assess Phase 
The Assess phase can be initiated by two distinct events: either a decision to execute the 
model from scratch or a response to a proposed change output from the Review Trends and 
Manage Events step. In either case, the goal is to assess the proposed change against the 
existing policy and organizational environment. The outputs of the Assess phase are: a 
completed Policy Assessment; a completed Organizational “As-is” Assessment; a completed 
Risk Assessment; a decision on whether to implement the proposed change and a 
communications strategy and plan.  
For a company that is executing the PFIRES model for the first time, the Assess phase is 
the logical starting point. However, before beginning the process of implementing security 
policy, the company needs to review existing policy and complete a full risk assessment. 
These are conducted during the two steps included in the Assess phase, Policy Assessment 
and Risk Assessment. 
Policy Assessment: Whether PFIRES is initiated as a result of initial policy creation or a 
change to existing policy, Policy Assessment is conducted to review existing policies, 
standards, guidelines and procedures. The determination of whether the proposed change is 
strategic or tactical will affect how steps later in the life cycle will be explored; however, if 
this is the organization’s first time executing the model, the effort is by definition strategic. 
Risk Assessment: Risk Assessment identifies the business assets an organization wants to 
protect, and identifies potential threats to those assets.  The various sub-steps in the risk 
assessment process are: 
•  Conduct Security Assessment, which identifies elements in the current or proposed 
environment that may be subject to threats that could compromise information assets. 
•  Assess Business Risk, which identifies the most valuable assets in terms of security. 
While intangible assets are difficult to valuate, it helps to give at least rank them. 
•  Develop Security Recommendations, which involves identifying security options, 
determining payroll and non-payroll cost, determining the priority of options, verifying 
results and developing a cost/benefit matrix.  
•  Summarize Assessment Final Recommendations, where results of both the Policy and 
Risk Assessments are documented so management can decide whether to accept the 
proposed change. If accepted, the life cycle for this particular proposed change continues 
in the Plan phase. If rejected, but it is determined that other policy changes are required, 
the Plan phase follows as well. Otherwise, the life cycle resumes in the Operate phase. 
Plan Phase 
The  Plan phase prepares for the implementation of the proposed change including 
creating or updating policy and defining the requirements for the proposed change.  The 
outputs of the Plan phase are: the created/updated security strategy; the created/updated 
security policy; requirements for the change to be implemented and the continued execution 
of the Communications plan.  The Plan Phase has two sub-steps, Policy Development and 
Requirements Definition. 
•  Policy Development: It is vital to develop security strategy and policy that is in line 
with existing business strategy and policy. Activities during Policy Development 
assure this.  Policy Development itself consists of two sub-steps: 
- Create/ Update Security Strategy: Security strategy is an overview of future 
business direction along with the security controls needed to support these business 
functions. A security strategy session should be held consisting of the following 
tasks: identify future business initiatives; identify risks to each initiative; identify 
security options; prioritize security initiatives and document security strategy.  This  
session should include key management personnel not only for their thought 
leadership but to gain their confidence in the entire process. 
- Create/ Update Security Policy: Specific tasks of this sub-step include identifying 
areas for security policy, drafting security policy, reviewing security policy and 
publishing security policy. 
•  Requirements Definition: Within Requirements Definition, an organization analyzes 
its security policy in order to define the requirements of the new security architecture 
in light of the updated policy. The three sub-steps are outlined below: 
- Translate Recommendations to Requirements: The high-priority recommendations 
developed in the Risk Assessment are used in this sub-step to create the security 
infrastructure necessary to support the change. 
- Develop Detailed Security Requirements: The high-level requirements from the 
previous sub-step are expanded to a sufficient level of detail so that control selection 
can begin. This sub-step carefully considers the overall technical environment so that 
the proposed change will tightly integrate and support the existing environment. 
- Verify Requirements: The requirements defined in the previous two sub-steps are 
validated against the inputs to the Requirements Definition step. All requirements 
should map back to a specific risk (as documented in the Risk Assessment) or to a 
specific point in the Security Policy.  It is also important during this sub-step to 
evaluate the detailed requirements against industry best practices, as well as local or 
federal government requirements.  
Deliver Phase 
The Deliver Phase is when the actual implementation of the policy takes place. It consists 
of two steps: Controls Definition and Controls Implementation. The outputs of the Deliver 
phase are: an implemented proposed change; complete standards, guidelines and procedures 
and complete security controls for the proposed change 
•  Controls Definition: Controls are practices, procedures or mechanisms that reduce 
security risks, and this step defines those needed to meet the requirements of the 
security policy.  Controls Definition consists of four sub-steps which are sequential in 
nature and follow the widely used SDLC [3]. 
- Design Infrastructure: In this sub-step, the requirements from the Plan phase are 
used to design a high-level security infrastructure containing technical, procedural, 
and organizational components.  
- Determine Controls: The high-level designs are translated into controls and their 
requirements. Specific organizations may have additional requirements, such as a 
control provided by a partner-vendor or other preferred provider. 
- Evaluate Solutions: The purpose of this sub-step is to identify and evaluate the 
options for each control and select the best option. 
- Select Controls: The solution best meeting the control requirements is selected and 
mapped to the infrastructure design.  The controls list should be validated to assure  
that duplicate requirements are not being met by different solutions and to identify 
opportunities for controls reuse across the security infrastructure. 
•  Controls Implementation: This step implements the controls selected in the prior step. 
Activities include building, testing, and implementing the final security infrastructure.  
This step is executed through four sub-steps: Create Implementation Plan,  Build, 
Test, and Pilot and Deployment. These sub-steps have some amount of overlap: for 
example, Build will not be complete until Test has verified that it meets requirements. 
- Create Implementation Plan: A specific plan is created in order to translate design 
into reality. With a detailed plan, the security infrastructure is more likely to be built 
on time and to meet requirements. 
- Build: It is in this sub-step where detailed procedures and performance support are 
developed to support the selected controls. This sub-step also includes activities to 
develop training products including help files and manuals. 
- Test: Once the security infrastructure has been built, it must be tested to assure that 
the design was completely executed, that the identified threats have been addressed, 
and that no new vulnerabilities have been identified. 
- Pilot and Deployment: Once tested, the security infrastructure is deployed to the 
production environment. Whether a pilot is required depends on scope. Deployment  
should ensure that security requirements as set forth in the policy are met, and that no 
new security risks are introduced. 
Operate Phase 
The Operate phase occurs on a daily basis. Its purpose is to monitor the controls that 
have been put in place to secure the organization and handle incidents as they arise. In 
addition, business and technology trends are watched and analyzed. 
•  Monitor Operations: The purpose of this step is to define the daily activities 
throughout the organization to ensure that the security policy is enforced across the 
security infrastructure. These activities can be broken into a few general categories as 
depicted in Figure 2.  This step is unique because it is not clearly executed through a 
series of sub-steps. Monitor Operations consists of several simultaneous activities 
that must co-exist to support the environment. 
Figure 2: Activities in the Monitor Operations step 
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- Administration and Operations: This sub-step covers administrative functions and 
can include, but is not limited to: user administration; evaluating and applying 
security patches to systems and applications; system and application monitoring for 
security events; monitoring security news resources for new vulnerabilities and 
administering anti-virus applications 
- Communications: This sub-step communicates to different audiences the appropriate 
security messages. Each organization will have several different audiences, some 
requiring only an awareness of security, and others requiring time-sensitive 
information. 
- Investigations: This sub-step includes those activities necessary to examine a 
situation or incident, determine root cause or verify facts, and recommend action. 
Common situations where an investigation will be necessary include: after a break-in 
has occurred; when an employee is suspected of violating corporate policy; after an 
unplanned security event caused a system to crash and after a fraud has occurred. 
- Security Services: Security services deals with providing security specialists to 
project teams as they design new capabilities, refine existing processes, or otherwise 
undertake change within the environment.  
- Compliance: This sub-step includes those activities necessary to ensure the 
infrastructure is following security policy guidelines. A security compliance program 
is more proactive than quarterly audit reports and findings. 
- Review Trends and Manage Events: This final step identifies those events or trends 
that may signal a need to re-evaluate the security policy.  This step can be broken 
down into the following four sub-steps as shown in Figure 3.  
 
 
Figure 3: Activities in the Review Trends and Manage Events sub-step 
- Manage Events: In this context, events are situations or circumstances outside the 
boundaries of normal activity, for example, an employee violating an acceptable use 
policy. Although outside of normal or expected activity, such an event can easily be 
planned for. Therefore, procedures can be put in place so if it does occur it can be 
processed as part of planned operations. On the other hand, there are situations that 
cannot be planned for - unexpected events like fraud or destruction of data. Such 
incidents require an incident response process. 
Incident response processes must include the following activities: documenting 
actions taken during the incident; maintaining records of what was altered during the 
Identify External Trends
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Manage Events  
incident; providing appropriate information to support legal action; procedures for 
tracing the source of an event; guidelines for when or how to escalate an event 
through chain of management and procedures for containment of events to limit 
damage [2]. 
- Identify External Trends: This sub-step looks for external trends that may indicate 
the need to reassess current security policy. Its key components are identifying 
information that may have security relevance and determining whether to escalate a 
trend or event to the Assess phase. 
- Identify Internal Trends: Internal trends can come from new business opportunities, 
new capabilities, or new applications. They might also arise from an existing business 
or security process. 
- Escalate to Assess Phase: Not all changes should be escalated to the Assess phase - 
common sense and a set of criteria should prevail. These criteria need not be pages of 
detailed considerations, but they should validate a true impetus for change. Three key 
issues should be examined: scope of impact; timeliness and momentum (i.e. support 
among key stakeholders) 
The Future  
As a high-level policy management tool, PFIRES facilitates communication between 
senior management and technical security management. With improved communication, the  
organization should realize immediate benefit - increased protection from and responsiveness 
to security incidents related to e-business and computing activities. 
Much work remains to be done in this area. International and regional concerns, 
organizational behavior, legal issues, supply-chain, and industry-specific concerns are a few 
areas that would benefit from an in-depth exploration of related information security policy. 
Enhanced models and tools for analyzing and managing information security infrastructure 
investments are also needed. Research also needs to be conducted into how well the life cycle 
meets the policy management needs of today’s organizations and what improvements need to 
be made to ensure future success. 
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