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1. INTRODUCTION 
In this note we pose the following problem: Let M,(R) denote the ring 
of IZ by II matrices over a finite commutative ring with 1. Suppose that R 
has the property that any matrix A in M,(R) can be brought to diagonal 
form under an equivalence transformation, i.e., there exist invertible 
matrices P and Q such that PAQ is a diagonal matrix (for example, this is 
true if R is a finite field). We then ask: 
(1) What conditions does this place on R? 
(2) What is the canonical set for M,(R) under equivalence? 
(3) What are the resulting enumeration problems and how are they 
solved ? 
We may dispose of question (1) quickly. Since R is finite, it is an Artinian 
ring. Thus, R decomposes uniquely into a direct sum of finite local rings 
(for example, see Atiyah and MacDonald [l, page 90, Theorem 8.71). 
The decomposition for R induces a natural direct sum decomposition of 
the matrix ring, i.e. M,(R) = @ & AI,( where the Ri are finite local 
rings. This permits a reduction of the problem to the case M,(R), in which 
R is a finite local ring. 
Yohe [5, in particular pages 344-3501 has shown that, if M,(R) has the 
above diagonalization property, then the maximal ideal of R is principal. 
Further, since R is finite, the maximal ideal is nilpotent. Combining 
these results we obtain the fact that R must be a special principal ideal ring 
(see [6, page 2451). Hungerford [2] has shown that a special principal ideal 
ring is the homomorphic image of a principal ideal domain. Thus the 
problem narrows to M,(R), where R is of the form S/Spm, where S is a 
principal ideal domain and p is a prime of S. Hence, for all practical 
purposes, we can simplify the situation to the case in which R is Z/Zp”, 
where Z denotes the rational integers. This is undoubtedly the best-known 
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example of a special principal ideal ring and simple modifications of the 
remaining would suffice for SjSp”. 
2. THE ENUMERATION 
We denote by G,(a) the group of invertible n x n matrices over Z/Za 
and by 1 G,(a) 1 the order of G,(a). Recall: 
LEMMA. If a is a non-zero rational integer and n > 1, then 
/ G,(a)1 = an2 n (1 - p-l)(l -P-~) ... (1 - p-“). 
PJG 
This lemma was first given by C. Jordan in “Trait6 des Substitutions” 
(1870). A recent proof can be found in [4]. 
Let A be a matrix in M,(Z/Z$). There exist invertible matrices P and Q 
in M,(Z/Zpt) with PAQ = D, where D is a unique matrix of the form 
D = diagbOh, , Al& ,..., ~~4~1, 
where ITi is an ri x ri identity matrix. 
The above canonical form is easily deduced by working over the ring 
Z,= i u,vEZwithpiv I I t 
(that is, Z localized at the prime ideal Z,) instead of Z/Zp”. Starting 
with a matrix over Z/Zp” (which is the same as Z,/(pt)), lift to a matrix 
over Z 9 , perform the row and column operations, and reduce modulo pt 
at the final step. Note that row and column operations reduce modulo pt. 
A point to notice is that, if an element a’ is invertible in Z/Zpt, then any 
element in Z, to which it lifts is also invertible in Z, . Thus row and 
column operations can be lifted. 
Since Z, is a principal ideal domain we have the classical reduction to 
diagonal form under equivalence (for example, see MacDuffee [3]). 
The zero block piI,, is denoted in this fashion to allow convenient 
description of the canonical matrix. The ri satisfy 0 < r, < n and C ri = n, 
and, of course, depend on the matrix A. Such a matrix A, withpz occurring 
ri times along the diagonal in its equivalence canonical form, is said to be 
oftype ho, rI ,..., rt]. Note, if t = 1, to be of type [r. , r, ] is to be of rank r, . 
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THEOREM. Let E(r, , r, ,..., rJ denote the number of n x n matrices 
equivalent to a canonical matrix of type [rO , r, ,..., rt]. Then 
E(rO ,..., rt) = 
ptna{n;zl (1 - p-“)}” 
mo<i,j<t PS~~‘w-II:=,rI~, (1 - P9> s(t)’ 
where 
and 
& = min{i,j) 
if rt = 0, 
if rt > 0. 
Proof. Let G = G,(pt) x G,(p3 act on M, the set of n x n matrices 
of type PO ,.-, r,l, by 
4% <g1,g2)) = g&Z 
where (gI , g2> E G and A E M. 
Let D = diag[pOIrO , plIv, ,..., p”I,, 1. The group G is clearly transitive 
on M and the orbit of D is all of M. Thus, by the lemma and since 
[G : 4~~1 = I GLP?/~/I W9l, 
we need determine 1 Z(D)/, i.e., the order of the stabilizer of D. 
Consider g,D = Dg, mod Zpt. Partition g, and g, , respectively, into 
blocks Ai, and Bi* , 0 < i, j < t, where Ai* and Bi* are ri x r* . By block 
multiplication, we have 
g,D = [P~&I 
and 
Da = [pi&l 
for 0 < i, j < t. The remainder of the proof consists of equating blocks 
and determining the choices for pairs (Ai* , B,*) such that both g,D = Dg, 
mod Zpt and g, and g, are invertible. 
To complete the discussion it is useful to observe that there exist 
pk+i distinct incongruent pairs (a, b) satisfying 
pia-p*bmodZpk(O$i<j<k). 
Further, a = 0 mod Zp*+ and can be chosen in pk-*+ ways and for each 
choice of a there exist p* choices for b. 
Consider the i-th row block of g,D, i.e., the submatrix 
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This must be congruent modulo Zp” to the submatrix [piBi, , piBi, ,..., piBit] 
of Dg, . Three cases arise: 
For k where 0 < k < i, we have pkAik = piBik: mod Zpt which by 
the above observation implies 
(i) Ai, = 0 mod ZP~-~. 
(ii) There exist p(t-i+P)7iTa choices for Aik and for each choice of 
Ail, ,piraTk choices for Bi, , giving P(~+~)QQ choices for pairs 
C&k 3 &I- 
Similarly, for k where i < k < t, pkAcAik = piBik mod Zp”. Thus, 
(i) Bik 3 0 mod Zpkei. 
(ii) There exist p(t+i)T*rh choices for (Ai, , Bik). 
For k = i, i.e., piAii = piBii mod Zpt, we observe that for a given Aii 
there exist pi?,’ choices for Bit . Further, by (a) (i) above, Ai, = 0 
mod Zp (k < i) and thus we must choose Aii to be invertible. 
Hence for 0 < i < t - 1 there exist 
I G,(P~)I piTi” 
choices for (Aii , Bii). This guarantees that the choices for Bii are 
invertible with the exception of Btt and, further, by having Bii invertible 
by (b) (i) above, g, is invertible. Finally we have j G,,(pt)12 choices 
for (At , &J. 
It remains to enumerate the pairs (gl , gz) in G by taking the product 
of the choices for (Aij , B,J, 0 < i,j < t. Taking the product first of the 
off-diagonal choices 
p2(t+h~j 
Ii 
I G,i(~~ll s(t), 
i=O I 
where 
1, 
fi (1 - pwi), 
id 
if rt = 0, 
if rt > 0. 
If we let &. = min{i, j} and recall that, for ri > 0, 
) G,<(pt)j = ptTd2 fi (1 - p-i), 
j=l 
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then 
Since xi=, ri = n, 
Thus, by division of ( I(D)1 into 1 G 1 the result follows. I 
We make the following observations: 
(1) If t = 1 and S is a principal ideal domain with 1 S/Sp 1 = X, then 
by a slight modification of the proof 
A+ ny-1 (1 - ,-i)Z 
E(ro ’ rl) = (I-p1 [l - x-j])(rp;, [i - x-i]) 
is the number of matrices over a finite field of x elements which are 
equivalent to a canonical matrix of type [r, , r,] (of rank ro), where 
r, + t-1 = n. 
(2) By a variation of the technique in the enumeration of I(D) we can 
determine the number C(D) of matrices A in Mn(Z/Zpt) which 
commute with the canonical matrix D. Here observe if 0 < k < i < t 
there existpt-k choices for b such that bp” = bpi mod Zpt. Then 
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