Abstract-This paper describes a novel adaptive noise cancellation system with fast tunable radial basis function (RBF). The weight coefficients of the RBF network are adapted by the multi-innovation recursive least square (MRLS) algorithm. If the RBF network performs poorly despite of the weight adaptation, an insignificant node with little contribution to the overall performance is replaced with a new node without changing the model size. Otherwise, the RBF network structure remains unchanged and only the weight vector is adapted. The simulation results show that the proposed approach can well cancel the noise in both stationary and nonstationary ANC systems.
I. INTRODUCTION
The adaptive noise cancellation (ANC) [1] provides an efficient method to recover signal from noise in many applications including communications, echo cancellation, speech enhancement, antenna array processing, magnetic resonance imaging (MRI) and variety of electrocardiograms (ECGs) processing applications [2] - [5] .
In the ANC system, adaptive algorithms such as the widely used least mean square (LMS) [6] and recursive least square (RLS) algorithms [7] are often used to "learn" the noise model from the input data or track the model variation. Both linear and non-linear ANC have been proposed. While the linear ANC provides a simple solution to some problems, it is often not adequate in practical systems which usually exhibit nonlinear and non-stationary behaviors. Non-linear ANC systems are thus of particular importance.
The non-linear ANC systems have been well investigated. It is known that the ANC can be equivalent to the benchmark problem of system identification [8] . Therefore, many typical non-linear system identification approaches can be used in the ANC system. Of particular interest is the radial basis function (RBF) due to it simplicity and the ability to approximate any continuous function to an arbitrary degree of accuracy [9] . In the RBF network, not only do the outer layer weight coefficients need to be constantly adapted to track the variation of the in-coming data, but also the structure of the RBF network (including the number of nodes and the centres and width of each node) must also be carefully chosen. In [10] , a recurrent RBF network was described for the ANC system, in which the centres of the RBF networks are chosen by the k-means clustering method. In [11] , the ANC system with the enhanced dynamic fuzzy neural networks (EDFNN) learning approach (which is based on the DFNN algorithm for extended RBF networks [12] ) was proposed where the number of RBF neurons and input/output space clustering can be adaptively determined.
Incremental RBF based on-line learning algorithms [13] - [15] with growing/pruning model size are well suitable for the ANC problem. These include the resource allocating network (RAN) [13] , where the network model starts empty and grows with the input data based on the nearest neighbor method. Further in [14] , a more compact model can be achieved by using the minimal RAN (M-RAN) algorithm which prunes the inactive kernel nodes based on relative contribution. More computationally efficient growing-and-pruning RBF (GAP-RBF) algorithm [15] was then proposed, in which only the nearest RBF node is considered for the model growing and pruning. The growing and pruning are based on the "significance" of the nodes which has a direct link to the learning accuracy. Some of incremental RBF approaches and its variants have been applied for ANC problem and presented a good performance, such as MRAN and direct link MRAN (DMRAN) in [16] , [17] . While all of these RAN-based approaches can be used in the ANC system with adjustable model size, a common problem is that the structure of each individual node is not optimized. This makes the model size often increase with the number of the sample data, ending up with a very large ANC model, particularly so in the nonstationary environment where the noise model keeps changing with time [18] . This motivates us to propose a novel RBF model for the ANC system which can track the variation of the noise model with compact model size.
We understand that, in the non-stationary ANC system, because the noise model keeps varying, the "local characteristic" of the input data is more relevant than the "global characteristic" [19] , [20] . This implies that the model size needs not to be large since the modeling needs to focus on the recent noise model, but not the older ones. Therefore, in this paper, we propose to fix the model size at a small number, and each RBF node has a tunable centre vector and an adjustable diagonal covariance matrix which can be optimized online one at a time. At each time step, the RBF weights are adapted using the RLS algorithm, and the modeling performance is monitored. If the RBF network performs poorly despite the weight adaptation, an insignificant node with little contribution to the overall system is identified and replaced by a new node without changing the model size. The structural parameters of the new node including the centre vector and diagonal covariance matrix are iteratively optimized. Because the RBF network has tunable nodes, the model size can be much smaller than that of a conventional RBF network due to its structural flexibility. The algorithm is initially described for general on-line modeling systems in our recent submission [21] , and is applied here particularly for the ANC system. Simulation results show that the proposed approach works very well in the ANC system both in stationary and non-stationary environment.
II. ANC SYSTEM WITH RBF
A typical ANC system is shown in Fig. 1 , where the desired signal s(t) is corrupted by a uncorrelated noise n(t) to give the measured signal d(t) in the primary channel, and the reference noise x(t) is generated by passing n(t) through a secondary channel with unknown transfer function T (.). The task of the ANC is to adaptively adjust F (.), based on the system residual ε(t), to cancel the noise embedded in d(t). The ANC system can be equivalent to the system identification model as is shown in Fig. 2 , where x(t) is regarded as the system input, d(t − l) is the measured system output with a delay l,ŷ(t) is the prediction of the designed filter F (.) by using x(t) as the input. The task now is to adjust F (.) to approximate T −1 (.). Or the optimum F (.) is obtained by minimizing the mean-square-ANC-output of E[ε 2 (t)], where
In this paper, we use the RBF network to realize F (.) in Fig. 2 . To be specific, there are M number of nodes. At time t, the input vector of the RBF network is given by
where N x is the model input dimension or the number of input channels, and x t (i) is the input data from the ith input channel at time t. The RBF network output is given by
where g i (x t ) is the output of the ith node, w t−1 (i) is the weight coefficient for the ith node at time t − 1. Letting
T be the weight vector and
T be the information vector, we can rewrite (2) as
The RBF residual error at time t is given by
where y t the observed system output at time t. In this paper, we assume without losing generality that the RBF basis function is Gaussian so that
where
T which is the centre vector of the ith node,
} which is the diagonal covariance matrix of the ith node, c i (j) and σ 2 i (j) are the jth centre and variance of the ith RBF node respectively.
III. TUNABLE RBF NETWORK
At each time step, the weight vector is adapted by the RLS algorithm. The residual error of the network output ε(t) is monitored. If the RBF network performs poorly, or the residual error is large, despite of the weight adaptation, an insignificant node with little contribution to the overall system is replaced with a new node without changing the model size. The structure of the new node is then optimized to "fit" for the current input data. At the same time, the weight vector should also be updated as otherwise it is only suitable for the old network before the node replacement.
Below we describe fast algorithms for the node structure and weight vector adaptation. We assume without losing generality that, at time t, the M th node is replaced with a new node.
While the joint optimization of the structure of the new node and the weight vector is too complicated, we propose an iterative adaptation approach. At every iteration, either the structure of the new node or the weight vector is fixed first, and the other is updated, and vice versa. The iteration continues until the modelling residual error is sufficiently small or the maximum iteration number is reached.
A. Iterative node optimization
At every iteration, when the weight vector is fixed, the centre and the inverse of the variance for the new node are tuned by minimizing the 2-norm of the instantaneous error. The instantaneous error at time t can be expressed as
From (5), the kernel function for the new node g M (x(t)) is obtained as
where η M (j) = 1/σ 2 M (j) which is the inverse of the variance for the jth input of the M th node. While the model size and the structure of the remaining nodes remain unchanged, the structural vector for adaptation is defined as
The optimum Γ with fixed weight vector to minimizes e 2 t can be found by the gradient descent search as
where subscript l represents the iteration step l, λ is a small positive step size, . denotes Euclidian norm, and ∇ is the gradient vector which is given by
From (7), we can easily obtain that
The computational cost of the above gradient descent search is in the order of O(N x ) scaled by the iteration number.
B. Fast weight adaptation
At every iteration, when the node structure is fixed, the weight vector is calculated by the least-square (LS) method based on the recent input data. It is reasonable to use only the recent input data for the LS weight estimation because, when the node replacement occurs, the underlying system varies significantly (otherwise no node is replaced), and the previous data should be "forgotten" in order to capture the "local" characteristic. The LS estimate of w t based on recent q input vectors is obtained by minimizing the least squares cost function as
where Φ t is a q × M matrix which is obtained similar to (3), and y t consists of recent q number of observed system output. For a given g M (.), the LS solution of (12) is given by
For a given structure of the new node g M (.), (13) is the closed loop solution for w t . This further indicates that the structure (the centres and variances) of the new node and the weight vector can be optimized iteratively. We note that, in the iterative approach, (13) is performed at every iteration with the same input data but for the latest node structure. It is clear that the main computation cost in the weight adaptation comes from the matrix inversion P t . Fortunately, in the proposed scheme, only one insignificant node is replaced at a time without changing the model size. This means that only the last column of Φ t is changed at every iteration. Exploiting this property can significantly reduce the calculation of P t , which is accomplished by making use of the inverse of matrix block decomposition lemma to avoid the repetitive matrix inversions P t at every iteration. To be specific, we can re-write Φ t and P t in the forms of
and
respectively. Letting P t,−M = Φ T t,−M Φ t,−M −1 , and applying the inverse of matrix block decomposition lemma, we obtain
Because now only the structure of the M th node is adapted and the structures for all others nodes remain unchanged, P t,−M needs only be calculated once for every node replacement. Note that g M needs to be iteratively calculated for the node optimization, so the computation cost for the LS weight calculation is O(p) scaled by the number of iterations. There is also an one off computational cost to calculate P t,−M which is in the order of O ((M − 1) 3 ).
IV. SIMULATIONS In this section, computer simulations are given to compare the proposed algorithm [21] with some typical approaches including the RAN and GAP-RBF algorithms [13] , [15] . All these approaches (including the proposed one) apply Gaussian nodes. In the proposed approach, the number of nodes is fixed at 10, the innovation length is simply set as p = 1 as a classic RLS algorithm. The performance for different approaches are compared based on the mean square error (MSE).
In this paper, the non-linear channel T (.) in Fig.1 is described as
where a i , b j and c k are some coefficients which will be set below. The modelling input vector to F (.) is given by
A. Non-linear stationary ANC problem
First we consider a stationary ANC model, where the parameters of the non-linear channel in (18) ) show the corrupted signal d(t) and the recovered signal ε(t) during the last 500 samples for the proposed approach respectively, where it is clearly shown that the noise has been significantly cancelled. 4 compares the MSE learning curves for different approaches. The GAP-RBF has clearly better MSE performance than the RAN, and it also requires much fewer nodes. This is because the GAP-RBF can both grow and prune the model size, while the RAN can only increase the model. It is clear that the proposed approach has the best MSE performance with only 10 nodes. 
B. Non-linear and non-stationary ANC problem
In this simulation, we let the non-linear channel T (.) vary with time. To be specific, the first coefficient in (18) is set varying with time as
and other coefficients are the same as those in stationary ANC model. The desired signal is also the sawtooth signal as the stationary case. Fig. 5 (a) and (b) show the corrupted signal d(t) and the recovered signal ε(t) during the last 500 samples for the proposed approach respectively. It is clearly shown that the signal can still be well extracted from buried noise when the noise model is time varying. 6 compares the MSE leaning curves for different approaches. While the proposed approach has clearly the best performance, it is interesting to observe that both the RAN and GAP-RBF use significantly more nodes in the non-stationary case than in the stationary case, where particularly, the RAN algorithm ends up with a model size of 331. 
V. CONCLUSION
In this paper we propose a fast self-structured adaptive RBF network for the ANC system. The model size of the RBF network is fixed at a small number in order to capture the local characteristic of the non-stationary systems. The weight vector is normally adapted by the RLS while the modelling performance is monitored every time step. If the modelling residual becomes high, an insignificant node is replaced with a new node, of which the structural parameters and weights are optimized using proposed fast iterative algorithms including the gradient decent algorithm and LS estimator. The proposed approach is verified by numerical simulations in both stationary and nonstationary systems.
