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In this paper, we establish new asymptotic relations for the errors of
approximation in Lp½1; 1; 05p41; of jxjl; l > 0; by the Lagrange interpolation
polynomials at the Chebyshev nodes of the ﬁrst and second kind. As a corollary, we
show that the Bernstein constant
Bl;p :¼ limn!1 nlþ1=p infck jj jxjl 
Xn
k¼0
ckx
kjjLp ½1;1
is ﬁnite for l > 0 and p 2 ð1
3
;1Þ: # 2002 Elsevier Science (USA)
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Let Pn be the set of all algebraic polynomials of degree at most n with real
coefﬁcients; B1 the class of all entire functions of exponential type 1 with real
coefﬁcients; LpðOÞ the quasi-normed space of measurable real-valued
functions f on ODR with the ﬁnite quasi-norm jjf jjLpðOÞ :¼ ð
R
O jf jp dxÞ1=p;
05p51; L1ðOÞ the space of all continuous real-valued functions f on
ODR with the ﬁnite norm jjf jjL1ðOÞ :¼ supOjf j; Lp½a; b :¼ Lpð½a; bÞ;
05p41:
It was Bernstein [3] who in 1938 initiated the study of polynomial
approximation to flðtÞ :¼ jtjl in the uniform metric by proving the following
result: for any l > 0 there exists a constant Bl;1 2 ð0;1Þ such that
lim
n!1 n
l min
Pn2Pn
jjfl  PnjjL1½1;1 ¼ Bl;1: ð1:1Þ
The case l ¼ 1 was investigated earlier in [1]. The proofs in [1, 3] are difﬁcult,
and many non-trivial technical details are missing. This is the reason why
some mathematicians have doubts about accuracy of the proofs. In
particular, V. M. Tikhomirov in 1988 and S. M. Nikolskii in 2000 asked193
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M. I. GANZBURG194the author as to whether limit relation (1.1) was valid. The answer was
afﬁrmative since there is a rigorous and fairly short proof of (1.1). In 1946
Bernstein [4, 23, p. 48] came up with the idea of general limit relations
between polynomial and harmonic approximations which imply (1.1), see
[5, 23, p. 416] for details. A more precise limit theorem was obtained by the
author [9]: for any continuous f of polynomial growth on R;
lim
n!1 minPn2Pn
jjf  PnjjL1½nþdn;ndn ¼ infg2B1 jjf  gjjL1ðRÞ; ð1:2Þ
where dn ¼
ﬃﬃﬃ
n
p
; n ¼ 1; 2; . . . : It immediately follows from (1.2) that (1.1)
holds true with
Bl;1 ¼ inf
g2B1
jjfl  gjjL1ðRÞ; ð1:3Þ
(see [10, 11]). Note that the Jackson-type theorem for approximation of
continuous functions of polynomial growth by entire functions of
exponential type (cf. [5, 23, pp. 257–259]) implies that the right-hand side
of (1.3) is ﬁnite, and so Bernstein’s result can be reformulated as follows: if
the Bernstein constant Bl;1 is deﬁned by (1.3), then Bl;151 and limit
relation (1.1) holds.
The problem of ﬁnding Bl;1 is still open and seems very difﬁcult. Using
high-precision calculations, Varga and Carpenter [22] computed B1;1 ¼
0:28017þ a; where jaj44 106:
Raitsin [15] showed that the uniform norm in (1.2) can be replaced by Lp-
norm, 14p51; provided that dn ¼ 0 and infg2B1 jjf  gjjLpðRÞ51: The
author [11] extended this result to p 2 ð0; 1Þ: As a corollary, we have the
following Lp-analogue of Bernstein’s result, if
Bl;p :¼ inf
g2B1
jjfl  gjjLpðRÞ; 05p51; l > 1=p; ð1:4Þ
is ﬁnite, then
lim
n!1 n
lþ1=p min
Pn2Pn
jjfl  PnjjLp½1;1 ¼ Bl;p: ð1:5Þ
The explicit expression for the Bernstein constant Bl;p is known only for
p ¼ 1 [6, 11, 14] and p ¼ 2 [16],
Bl;1 ¼ð8=pÞGðlþ 1Þjsinðpl=2Þj
X1
k¼0
ð1Þkð2k þ 1Þl2; l > 1;
Bl;2 ¼ð2=
ﬃﬃﬃ
p
p ÞGðlþ 1Þjsinðpl=2Þj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2lþ 1
p
; l > 1
2
: ð1:6Þ
The problem of ﬁnding necessary and sufﬁcient conditions on l > 1=p and
p 2 ð0;1Þ for Bl;p51 was posed in [12].
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interpolation to fl at the Chebyshev nodes of the ﬁrst and second kind. The
corresponding constants will be effectively evaluated, and like (1.3) and (1.4)
they can be expressed via the error of approximation by the interpolation
functions from B1: As a corollary, we obtain a partial solution to the
problem from [12].
Let S2n;i 2 P2n be the unique Lagrange interpolation polynomial to jtjl on
½1; 1 at the Chebyshev nodes ftk;ig of the ith kind, i ¼ 1; 2; l > 0: Here,
t0;i ¼ 0; i ¼ 1; 2 and
tk;1 ¼ cos
ðk  1
2
Þp
2n
; k ¼ 1; . . . ; 2n;
tk;2 ¼ cos kp
2n þ 2; k ¼ 1; . . . ; n; n þ 2; . . . ; 2n þ 1:
The AN-approximation error is deﬁned by
Ll;p;iðN;ANÞ :¼ jjfl  SN;i  ð1ÞnNlAN TN;ijjLp½1;1;
05p41; i ¼ 1; 2;
where N ¼ 2n; n 2 N; AN is a real constant; and TN;1ðtÞ :¼ TNðtÞ;
TN;2ðtÞ :¼ UNþ1ðtÞ=ðNtÞ: Here
TmðtÞ :¼ ð12Þððt þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t2  1
p
Þm þ ðt 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t2  1
p
ÞmÞ;
UmðtÞ :¼ ð12Þððt þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t2  1
p
Þmþ1  ðt 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t2  1
p
Þmþ1Þ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t2  1
p
are the Chebyshev polynomials of the ﬁrst and second kind, respectively.
Approximation properties of the Lagrange interpolation polynomials to
fl have attracted much attention in the 1990s and 2000s [7, 8, 13, 17–21]. In
particular, Revers [17] proved that for N ¼ 2; 4; . . . and l 2 ð0; 2
3
 [ f1g; the
following estimate holds:
Ll;1;1ðN; 0Þ42ð23Þ1lNl:
Here we study the asymptotic behavior of Ll;p;iðN;ANÞ for 05p41 and
i ¼ 1; 2; as N !1:
Notation. Throughout the paper l is a real number, la0; 2; . . . ; and
C;C1; . . . denote positive constants independent of N; n; t; z; x; M; e;
B; j: The same symbol does not necessarily denote the same constant in
M. I. GANZBURG196different occurrences. Let us set
g1 :¼ 12; g2 :¼ 13; j1ðtÞ :¼ cos t; j2ðtÞ :¼ sin t=t:
We also make use of the following functions and constants for l > 0:
Fl;1ðtÞ :¼ ð4=pÞ sinðpl=2Þ
Z 1
0
yl1
ð1þ ðy=tÞ2Þðey þ eyÞ dy;
Fl;2ðtÞ :¼ ð4=pÞ sinðpl=2Þ
Z 1
0
yl
ð1þ ðy=tÞ2Þðey  eyÞ dy;
C1ðlÞ :¼ ð4=pÞ sinðpl=2Þ
Z 1
0
yl1
ey þ ey dy
¼ð4=pÞ sinðpl=2ÞGðlÞ
X1
k¼0
ð1Þkð2k þ 1Þl;
C2ðlÞ :¼ ð4=pÞ sinðpl=2Þ
Z 1
0
yl
ey  ey dy
¼ð4=pÞ sinðpl=2ÞGðlþ 1Þ
X1
k¼0
ð2k þ 1Þðlþ1Þ;
Fl;1ðtÞ :¼ C1ðlÞ  Fl;1ðtÞ ¼ ð4=pÞ sinðpl=2Þ
Z 1
0
ylþ1
ðt2 þ y2Þðey þ eyÞ dy;
ð1:7Þ
Fl;2ðtÞ :¼ C2ðlÞ  Fl;2ðtÞ ¼ ð4=pÞ sinðpl=2Þ
Z 1
0
ylþ2
ðt2 þ y2Þðey  eyÞ dy:
ð1:8Þ
It is easy to see that jFl;ij is increasing in t 2 ð0;1Þ: Next, using the fact
that Fl;ið0Þ ¼ CiðlÞ and limt!1 Fl;iðtÞ ¼ 0 for i ¼ 1; 2 (see also Lemma
3(a)), we arrive at
jFl;ið0Þj ¼ jCiðlÞj ¼ lim
t!1 jFl;iðtÞj ¼ jjFl;ijjL1ðRÞ; i ¼ 1; 2: ð1:9Þ
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A2n;1 ¼ A2n;1ðlÞ :¼ ð2=pÞ sinðpl=2Þnl
Z 1
1
ðu  1Þl1ðu þ 1Þ
ul=2þ1ðun þ unÞ du;
A2n;2 ¼ A2n;2ðlÞ :¼ ð1=pÞ sinðpl=2Þnlþ1
Z 1
1
ðu  1Þlðu þ 1Þ2
ul=2þ2ðunþ1  uðnþ1ÞÞ du:
We shall show in the next section (see Lemma 1) that
lim
N¼2n!1
AN;iðlÞ ¼ CiðlÞ; i ¼ 1; 2: ð1:10Þ
2. STATEMENT OF MAIN RESULTS
Let P :¼ ½l=2 and let
gl;A;1ðtÞ :¼ cos t A þ
XP1
l¼0
C1ðl 2l  2Þt2ðlþ1Þ
 
þ 2t2ðPþ1Þ
X1
k¼0
ð1Þkþ1 ððk þ
1
2
ÞpÞl2P1
t2  ððk þ 1
2
ÞpÞ2
!
;
gl;A;2ðtÞ :¼ sin t A þ
XP1
l¼0
C2ðl 2l  2Þt2lþ1
 
þ 2t2Pþ1
X1
k¼1
ð1Þk ðkpÞ
l2P
t2  ðkpÞ2
!
;
be the entire functions of exponential type 1 that interpolate fl at the nodes
fðk þ 1
2
Þpg1k¼1 and fkpg1jkj¼1; respectively. We shall show in Section 4 (see
Lemma 5) that gl;A;i are the unique even interpolating functions from B1 to
fl that satisfy the conditions fl  gl;A;i 2 L1ðRÞ and gl;A;ið0Þ ¼ A; i ¼ 1; 2:
First, we discuss the asymptotics for Ll;p;1:
Theorem 1. Let l > 0; la2; 4; . . . and A 2 R:
(a) If limn!1 A2n ¼ A; then
lim
N¼2n!1
NlLl;1;1ðN;ANÞ ¼ jjfl  gl;A;1jjL1ðRÞ
¼maxðjC1ðlÞ  Aj; jAjÞ: ð2:1Þ
M. I. GANZBURG198(b) If limn!1 A2n ¼ A and 05jtj41; then
lim sup
N¼2n!1
Nl jflðtÞ  SN;1ðtÞ  ð1ÞnNlAN TN;1ðtÞj ¼ jC1ðlÞ  Aj: ð2:2Þ
(c) If p 2 ð12;1Þ; then
lim
N¼2n!1
Nlþ1=pLl;p;1ðN;AN;1Þ ¼ jjfl  gl;C1ðlÞ;1jjLpðRÞ
¼ jjj1Fl;1jjLpðRÞ51: ð2:3Þ
(d) Let limn!1 A2n ¼ A; A 2 R: If p 2 ð0;1Þ; AaC1ðlÞ or p 2 ð0; 12;
A ¼ C1ðlÞ; then
lim
N¼2n!1
Nlþ1=pLl;p;1ðN;ANÞ ¼ 1: ð2:4Þ
The similar asymptotics hold true for Ll;p;2ðN;ANÞ:
Theorem 2. Let l > 0 and la2; 4; . . .
(a) If p 2 ð1
3
;1; then
lim
N¼2n!1
Nlþ1=pLl;p;2ðN;AN;2Þ ¼ jjfl  gl;C2ðlÞ;2jjLpðRÞ
¼ jjj2Fl;2jjLpðRÞ51: ð2:5Þ
(b) Let limn!1 A2n ¼ A; A 2 R: If p 2 ð0; 1; AaC2ðlÞ or p 2 ð0; 13;
A ¼ C2ðlÞ; then
lim
N¼2n!1
Nlþ1=pLl;p;2ðN;ANÞ ¼ 1: ð2:6Þ
For some special cases it is possible to give a more explicit form to the
expressions in Theorems 1 and 2.
Corollary 1. For l > 0; the following asymptotics hold:
lim
N¼2n!1
NlLl;1;1ðN; 0Þ ¼ lim
N¼2n!1
NlLl;1;1ðN;C1ðlÞÞ ¼ jC1ðlÞj; ð2:7Þ
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N¼2n!1
NlLl;1;1ðN;ANÞ ¼ lim
N¼2n!1
NlLl;1;1ðN;C1ðlÞ=2Þ
¼ jC1ðlÞj=2; ð2:8Þ
lim
N¼2n!1
Nlþ1Ll;1;1ðN;AN;1Þ ¼ 2jC1ðlþ 2Þj=ðlþ 1Þ; ð2:9Þ
lim
N¼2n!1
NlLl;1;2ðN;AN;2Þ ¼ jC2ðlÞj; ð2:10Þ
where min in (2.8) is taken over all convergent sequences fA2ng1n¼1:
Note that relations (2.7) and (2.8) immediately follow from (2.1), and
(2.10) follows from (2.5), while (2.9) is an easy consequence of (2.3) and the
formula jjj1Fl;1jjL1ðRÞ ¼ 2jC1ðlþ 2Þj=ðlþ 1Þ [5, 12].
We remark that the estimate lim supN¼2n!1 NlLl;1;1ðN; 0Þ4jC1ðlÞj was
given in [2, p. 100].
Since (2.3)–(2.5), (2.8), and (2.10) imply the inequality
Bl;p4Cl;p :¼
minðjC1ðlÞj=2; jC2ðlÞjÞ; p ¼ 1;
min
i
jjjiFl;ijjLpðRÞ; p 2 ð13;1Þ;
(
ð2:11Þ
we immediately arrive at the following result.
Corollary 2. For l > 0 and p 2 ð1
3
;1; relation (1.5) holds true with the
finite Bernstein constant Bl;p satisfying (2.11).
Remark 1. Combining (2.9) with (1.6) and (2.11), we conclude that for
l > 0; Bl;1 ¼ Cl;1; and polynomials S2n;1 þ ð1Þnð2nÞlA2n;1 T2n are asymp-
totically best approximations to fl in L1½1; 1 (see also [11, 14]). It seems
plausible that Bl;p5Cl;p for pa1:
The proofs of Theorems 1 and 2 are based on the following asymptotics.
Lemma 1. (a) For N ¼ 2n; n 2 N; l > 0; and t 2 ½1; 1; we have
jtjl  SN;iðtÞ ¼ ð1ÞnNl TN;iðtÞðFl;iðNtÞð1þ aN;i;1ðtÞÞ þ bN;i;1ðtÞÞ; ð2:12Þ
jtjl  SN;iðtÞ  ð1ÞnNlAN;i TN;iðtÞ
¼ ð1Þnþ1NlTN;iðtÞðFl;iðNtÞð1þ aN;i;2ðtÞÞ þ bN;i;2ðtÞÞ; ð2:13Þ
M. I. GANZBURG200where jaN;i;jðtÞj4CN1=3 and jbN;i;jðtÞj4CNl expðC1N1=3Þ; i ¼ 1; 2;
j ¼ 1; 2:
(b) If l > 0; then (1.10) holds.
Remark 2. Note that the proof of (1.1) in [3] was based on a weaker
version of (2.12) for i ¼ 1: The proof of this asymptotic was outlined in [2].
3. PROOF OF LEMMA 1
The proof follows [2, pp. 92, 98–100], though we added some technical
details missing in [2].
We ﬁrst need the following result.
Lemma 2. Let Pn;i 2 Pn be the Lagrange interpolation polynomial to
ð1 xÞs on ½1; 1 at the nodes x0;i ¼ 1;
xk;i ¼
cos
ðk1=2Þp
n
; i ¼ 1;
cos kp
nþ1; i ¼ 2;
(
k ¼ 1; . . . ; n;
where n > s > 0: Then for any x 2 ½1; 1;
ð1 xÞs  Pn;iðxÞ ¼ ð1=pÞ sin ps ð1 xÞQn;iðxÞ

Z 1
1
ðz  1Þs1
ðz  xÞQn;iðzÞ dz; i ¼ 1; 2; ð3:1Þ
where
Qn;iðzÞ ¼
TnðzÞ; i ¼ 1;
UnðzÞ; i ¼ 2:
(
Proof. Let Pn;j;a 2 Pn be the interpolation polynomial to ða  xÞs on
½1; 1 at fxk;jgnk¼0; where a > 1 and j ¼ 1; 2: By the Hermite error formula
for Lagrange interpolation [25],
ða  xÞs  Pn;j;aðxÞ ¼ RjðxÞ
2pi
lim
M!1
lim
e!0
Z
DM;e
ða  zÞs
ðz  xÞRjðzÞ dz; ð3:2Þ
where RjðxÞ :¼ ðx  1ÞQn;jðxÞ and ða  zÞs takes positive values for real z5
a; s > 0: Here, DM;e ¼ CM;e [ Ce [ De [ De is a contour in C; oriented
in a positive sense, where M and e; M > a > ða  1Þ=2 > e > 0; are
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CM;e :¼ fz : jzj ¼ M; arcsinðe=MÞ4jarg zj4pg;
Ce :¼ fz : jz  aj ¼ e; p=24jarg zj4pg;
De :¼ fz ¼ x  ie : a4x4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
M2  e2
p
g:
Since the function hjðzÞ :¼ ðazÞ
s
ðzxÞRjðzÞ satisﬁes the conditions
max
z2CM;e
jhjðzÞj4CMsn2; max
z2Ce
jhjðzÞj4Ces;
we have
lim
M!1
lim
e!0
Z
CM;e
hjðzÞ dz ¼ lim
M!1
lim
e!0
Z
Ce
hjðzÞ dz ¼ 0: ð3:3Þ
Next, by the limit relation
lim
e!0
ðða  ðx þ ieÞÞs  ða  ðx  ieÞÞs ¼ 2i sin psðx  aÞs; x5a;
we obtain
lim
M!1
lim
e!0
Z
De
hjðzÞ dz þ
Z
De
hjðzÞ dz
 	
¼  2i sin ps
Z 1
a
ðz  aÞs
ðz  xÞRjðzÞ dz: ð3:4Þ
Then (3.2)–(3.4) yield the integral representation
ða  xÞs  Pn;j;aðxÞ
¼ ð1=pÞ sin psð1 xÞQn;jðxÞ
Z 1
a
ðz  aÞs
ðz  xÞðz  1ÞQn;jðzÞ dz: ð3:5Þ
Finally, letting a ! 1þ in (3.5) and taking account of the relation
lima!1þ Pn;j;aðxÞ ¼ Pn;jðxÞ; we obtain (3.1). ]
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2
Þðu þ u1Þ; we have
In;1ðxÞ :¼ð1 xÞ
Z 1
1
ðz  1Þs1
ðz  xÞTnðzÞ dz
¼ 22sð1 xÞ
Z 1
1
ðu  1Þ2s1ðu þ 1Þ
usð1þ u2  2uxÞðun þ unÞ du
¼ 22s ð1 xÞ
Z 1þn2=3
1
þð1 xÞ
Z 1
1þn2=3
 !
¼ 22sðI1ðxÞ þ I2ðxÞÞ: ð3:6Þ
Then since
max
x2½1;1
1 x
1þ u2  2ux4
2
ð1þ uÞ2; u50;
we obtain for n > s
I2ðxÞ42
Z 1
1þn2=3
ðu  1Þ2s1 du
usþnð1þ uÞ 4
2ð1þ n2=3ÞðnsÞ
n  s þ 1
4C expðn1=3Þ: ð3:7Þ
Next by the substitution u ¼ 1þ y=n; we have
I1ðxÞ ¼ n2s
Z n1=3
0
y2s1ð1þ y
2n
Þ
ð1þ y
n
Þsð1þ y
n
þ y2
2ð1xÞn2Þðð1þ ynÞn þ ð1þ ynÞnÞ
dy: ð3:8Þ
Further, it is easy to see that for all y 2 ½0; n1=3 and n51;
ey5 1þ y
n

 n
5eyy
2=ð2nÞ5ey1=ð2n
1=3Þ5ð1 1=ð2n1=3ÞÞey;
ey4 1þ y
n

 n
4ð1þ n1=3Þey:
Hence we have for y 2 ½0; n1=3 and n51
ð1 n1=3Þðey þ eyÞ4ð1þ y=nÞn þ ð1þ y=nÞn
4 ð1þ n1=3Þðey þ eyÞ:
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I1ðxÞ ¼ ð1þ gn;1ðxÞÞn2s
Z n1=3
0
y2s1
ð1þ y2
2ð1xÞn2Þðey þ eyÞ
dy
¼ð1þ gn;1ðxÞÞn2s
Z 1
0
y2s1
ð1þ y2
2ð1xÞn2Þðey þ eyÞ
dy þ mnn;1ðxÞ; ð3:9Þ
where jgn;1ðxÞj4Cn1=3 and jmnn;1ðxÞj4C expðn1=3Þ:
Combining (3.9) with (3.1), (3.6), and (3.7), we obtain for any n 2 N
ð1 xÞs  Pn;1ðxÞ
¼ 2
2s
p
sin psn2sTnðxÞ
 ð1þ gn;1ðxÞÞ
Z 1
0
y2s1
ð1þ y2
2ð1xÞn2Þðey þ eyÞ
dy þ n2smn;1ðxÞ
0
@
1
A; ð3:10Þ
where jmn;1ðxÞj4C expðn1=3Þ:
Similarly,
ð1 xÞs  Pn;2ðxÞ
¼ ð1=pÞ sin psð1 xÞUnðxÞ
Z 1
1
ðz  1Þs1
ðz  xÞUnðzÞ dz
¼ 2
1s
p
sin psð1 xÞUnðxÞ
Z 1
1
ðu  1Þ2sðu þ 1Þ2
usþ1ð1þ u2  2uxÞðunþ1  uðnþ1ÞÞ du
¼ 2
2s
p
sin psn2s1UnðxÞ
 ð1þ gn;2ðxÞÞ
Z 1
0
y2s
ð1þ y2
2ð1xÞn2Þðey  eyÞ
dy þ n2sþ1mn;2ðxÞ
0
@
1
A; ð3:11Þ
where jgn;2ðxÞj4Cn1=3 and jmn;2ðxÞj4C expðn1=3Þ:
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and (3.11) and taking account of the relations
Tnð1 2t2Þ ¼ ð1Þn TN;1ðtÞ; Pn;ið1 2t2Þ ¼ 2sSN;iðtÞ; i ¼ 1; 2; ð3:12Þ
ð1=nÞUnð1 2t2Þ ¼ ð1ÞnU2nþ1ðtÞ=ð2ntÞ ¼ ð1ÞnTN;2ðtÞ; ð3:13Þ
we arrive at (2.12).
To prove (2.13), we use the similar argument. We ﬁrst note that for
x 2 ½1; 1 and N ¼ 2n;
ð1 xÞl=2  Pn;2ðxÞ  ð1=nÞ2l=2NlAn;2UnðxÞ
¼  ð21l=2=pÞ sin ðpl=2ÞUnðxÞ

Z 1
1
ðu  1Þlþ2ðu þ 1Þ2=2
ul=2þ2ðð1 uÞ2 þ 2uð1 xÞÞðunþ1  uðnþ1ÞÞ du
¼  ð21l=2=pÞ sinðpl=2ÞUnðxÞ
Z 1þn2=3
1
þ
Z 1
1þn2=3
 !
¼  ð21l=2=pÞ sinðpl=2ÞUnðxÞðJ1ðxÞ þ J2ðxÞÞ: ð3:14Þ
Then estimates like (3.7) hold if n is large enough,
J2ðxÞ4C
Z 1
1þn2=3
ðu  1Þl
ul=2ðunþ1  1Þ du4C expðn
1=3Þ: ð3:15Þ
Next, relations like (3.8) and (3.9) are valid,
J1ðxÞ ¼ n
ðlþ3Þ
1 x

Z n1=3
0
ylþ2ð1þ y
2n
Þ2
ð1þ y
n
Þl=2þ2ð1þ y
n
þ y2
2ð1xÞn2Þðð1þ ynÞnþ1  ð1þ ynÞðnþ1ÞÞ
dy
¼ 2ð1þ gn;2ðxÞÞnðlþ1Þ
Z 1
0
ylþ2
ð2ð1 xÞn2 þ y2Þðey  eyÞ dy
þ mn;2ðxÞ; ð3:16Þ
where jgn;2ðxÞj4Cn1=3 and jmn;2ðxÞj4C expðn1=3Þ: Making the substitu-
tion 1 x ¼ 2t2 and taking account of (3.12) and (3.13), we obtain (2.13) for
i ¼ 2 from (3.14) to (3.16). Similarly for i ¼ 1:
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nlþ1
Z 1
1
ðu  1Þlðu þ 1Þ2
ul=2þ2ðunþ1  uðnþ1ÞÞ du ¼ n
lþ1
Z 1þn2=3
1
þoð1Þ
¼ 4
Z 1
0
yl
ey  ey dy þ oð1Þ;
as n !1: Thus (1.10) follows for i ¼ 2: Similarly for i ¼ 1: ]
4. PROPERTIES OF Fl;i
To prove Theorems 1 and 2, we need some properties of the functions
Fl;i; l > 0; i ¼ 1; 2; which are given in Lemmas 3 and 5. Recall that these
functions are deﬁned by (1.7) and (1.8).
Lemma 3. For i ¼ 1; 2 the following statements hold:
(a) jFl;ij is a decreasing function in t 2 ð0;1Þ and Fl;ið1Þ :¼ lim
t!1 Fl;iðtÞ ¼ 0:
(b) If p 2 ðgi;1Þ; then jiFl;i 2 LpðRÞ and tiFl;i 2 LpðR=ð1; 1ÞÞ; where
t1ðtÞ :¼ 1 and t2ðtÞ :¼ 1=t:
(c) If p 2 ðgi;1Þ; then
lim
N¼2n!1
N1=pjjTN;iFl;iðNÞjjLp½1;1 ¼ jjjiFl;ijjLpðRÞ51: ð4:1Þ
(d) Let p 2 ð0;1Þ if i ¼ 1 and p 2 ð0; 1 if i ¼ 2: Then for any
convergent sequence fB2nkg1k¼1 satisfying limk!1 B2nka0; we have
D1 :¼ lim inf
k!1
Z 2nk
2nk
jT2nk ;iðt=ð2nkÞÞðð1þ Oðn4=3k ÞÞFl;iðtÞ  B2nkÞjp dt ¼ 1:
(e) If p 2 ð0; gi; then for any sequence fB2ng1n¼1 satisfying limn!1 B2n ¼
0; we have
D2 :¼ lim inf
N¼2n!1
Z N
N
jTN;iðt=NÞðð1þ OðN4=3ÞÞFl;iðtÞ  BNÞjp dt ¼ 1: ð4:2Þ
In the proof of Lemma 3 we shall use the following properties of
Chebyshev polynomials.
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jjTN;1jjL1½1;1 ¼ 1; limN¼2n!1 jjTN;2jjL1½1;1 ¼ 1; ð4:3Þ
jjTN;1jjLp½1;15C; p 2 ð0;1Þ; ð4:4Þ
jjTN;2jjLp½1;15
CN1; p 2 ð0; 1Þ;
C ln N=N; p ¼ 1:
(
ð4:5Þ
(b) For i ¼ 1; 2;
lim
N¼2n!1
TN;iðt=NÞ ¼ jiðtÞ; ð4:6Þ
uniformly in any interval ½B;B:
Proof. (a) It is easy to verify that
jjTN;2jjL1½1;1 ¼ ð1=nÞ maxt2½0;1 jUnð1 2t
2Þj
¼ ð1=nÞjjUnjjL1½1;1 ¼ ðn þ 1Þ=n: ð4:7Þ
Next, for p 2 ð0;1Þ;
jjTN;1jjpLp½1;1 ¼ 2
Z p=2
0
jcosð2ntÞjp sin t dt5C
Z p=2
p=4
jcosð2ntÞjp dt5C: ð4:8Þ
Further for p 2 ð0; 1Þ;
jjTN;2jjpLp½1;15CNp
Z p=2
p=4
tpjsinðð2n þ 1ÞtÞjp dt
5CN1
Xn
k¼½n=2þ1
Z ð4kþ2Þp=4
ð4kþ1Þp=4
ypjsin yjp dy
5CN1
Xn
k¼½n=2þ1
ð4k þ 1Þp5CNp: ð4:9Þ
Similarly for p ¼ 1: Thus (4.7)–(4.9) yield (4.3)–(4.5), respectively.
(b) Limit relation (4.6) is a special case of the Mehler–Heine asymptotic
[20, Theorem 8.1.1]. ]
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(1.8) jFl;iðtÞj4jCiðlþ 2Þjt2 for t > 1 and i ¼ 1; 2: Hence Fl;ið1Þ ¼ 0;
i ¼ 1; 2:
(b) It follows from the estimates
Z
R
jjiFl;ijp dt ¼ 2
Z 1
0
þ
Z 1
1
 	
4C jFl;ið1Þjp þ jFlþ2;ið1Þjp
Z 1
1
tp=gi dt
 	
51;
that jiFl;i 2 LpðRÞ for p 2 ðgi;1Þ; i ¼ 1; 2: Similarly Fl;1 2 LpðRÞ for p 2
ð1
2
;1Þ and Fl;2ðtÞ=t 2 LpðR ð1; 1ÞÞ for p 2 ð13;1Þ:
(c) Note ﬁrst that by statement (b), for any e > 0 there exists B0 > 0 such
that for all B > B0;
R
jtj>B jtiFl;ijp dt5e; i ¼ 1; 2: Then taking account of
Lemmas 4(b) and 3(b), we obtain for any B > B0
lim sup
N¼2n!1
NjjTN;iFl;iðNÞjjpLp½1;1
¼ lim sup
N¼2n!1
Z N
N
jTN;iðt=NÞFl;iðtÞjp dt
4 lim sup
N¼2n!1
Z B
B
jTN;iðt=NÞFl;iðtÞjp dt þ
Z
jtj>B
jtiFl;ijp dt
 !
4jjjiFl;ijjpLp½B;B þ e5C: ð4:10Þ
Next using (4.6) again, we have
lim inf
N¼2n!1
jjTN;iFl;iðNÞjjpLp½1;15jjjiFl;ijj
p
Lp½B;B: ð4:11Þ
Finally, letting B !1 in (4.10) and (4.11), we arrive at (4.1).
(d) Without loss of generality we may assume that limN¼2n!1 BNa0: It
follows from (4.3) that
Z N
N
jTN;iðt=NÞFl;iðtÞjp dt ¼ 2
Z 1
0
þ
Z N
1
 	
4C1 þ C2
Z N
1
tp=gi dt: ð4:12Þ
Then by (4.4), (4.5), and (4.12),
D15 lim inf
N¼2n!1
CjBN jp
Z N
N
jTN;iðt=NÞjp dt  C1  C2
Z N
1
tp=gi dt
 	
5C3 lim inf
N¼2n!1
dN;i;
M. I. GANZBURG208where
dN;i ¼
N  C4N12p; i ¼ 1; p 2 ð0;1Þ; pa12;
N  C4 ln N; i ¼ 1; p ¼ 12;
N1p  C4N13p; i ¼ 2; p 2 ð0; 1Þ; pa13;
N2=3  C4 ln N; i ¼ 2; p ¼ 13;
ln N  C4N2; i ¼ 2; p ¼ 1:
8>>><
>>>>:
This proves the statement.
(e) Let lim
N¼2n!1
BN ¼ 0:We ﬁrst need the following elementary inequality:
for any sequences an ! 0; bn ! 0; as n !1 and every a > 0 there exists
n0 ¼ n0ðaÞ such that for all n > n0;
jað1þ anÞ  bnj5ð1 2janjÞja  jbnj j:
Then using this inequality for an ¼ Oðn4=3Þ; bn ¼ B2n; and a ¼ Fl;iðBÞ;
where B 2 ð1;1Þ; we obtain from statement (a) and relation (4.6)
D25 lim inf
N¼2n!1
Z B
0
jTN;iðt=NÞðð1þ OðN4=3ÞÞFl;iðtÞ  BNÞjp dt
5 lim inf
N¼2n!1
ð1 CN4=3Þp
Z B
0
jTN;iðt=NÞðFl;iðtÞ  BNÞjp dt
5 lim inf
N¼2n!1
Z B
0
jTN;iðt=NÞðFl;iðtÞ  Fl;iðBÞjp dt
¼
Z B
0
jjiðtÞðFl;iðtÞ  Fl;iðBÞÞjp dt: ð4:13Þ
Since for t 2 ½1
2
;B=2;
jFl;iðtÞ  Fl;iðBÞj5C 1
t2 þ 1
1
B2 þ 1
 	
5C
B2
B2 þ 1 t
2;
we have from (4.13) for p 2 ð0; gi
D25C lim
B!1
ðB2=ðB2 þ 1ÞÞp
Z B=2
1=2
jt2pjjiðtÞjp dt ¼ C
Z 1
1=2
t2pjjiðtÞjp dt
5C
X1
k¼0
Z p=3þ2kp
p=4þ2kp
tp=gi dt5C
X1
k¼0
ð8k þ 1Þp=gi ¼ 1:
This completes the proof of the lemma. ]
Lemma 5. Let l > 0 and la2; 4 . . .
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jiðtÞFl;iðtÞ ¼ jtjl  gl;0;iðtÞ; i ¼ 1; 2: ð4:14Þ
(b) gl;A;i ¼ gl;0;i þ Aji is the unique even function from B1 to fl that
interpolates fl at nodes fðk þ 12Þpg1k¼1 for i ¼ 1 and at fkpg1jkj¼1 for i ¼ 2
and satisfies the following conditions: fl  gl;A;i 2 L1ðRÞ and gl;A;ið0Þ ¼
A; i ¼ 1; 2:
Proof. We ﬁrst prove (4.14) for 05l52 (cf. [2, p. 101]) , that is
cos tFl;1ðtÞ ¼ jtjl  2t2 cos t

X1
k¼0
ð1Þkþ1ððk þ 1
2
ÞpÞl1=ðt2  ððk þ 1
2
ÞpÞ2Þ; ð4:15Þ
ðsin t=tÞFl;2ðtÞ ¼ jtjl  2t sin t
X1
k¼1
ð1ÞkðkpÞl=ðt2  ðkpÞ2Þ: ð4:16Þ
Setting
h1ðzÞ :¼ z
l1
ð1þ ðz=tÞ2Þðez þ ezÞ; h2ðzÞ ¼
zl
ð1þ ðz=tÞ2Þðez  ezÞ;
we have
Fl;jðtÞ ¼ ð2i=pÞ expðipl=2Þ
Z 1
0
hjðzÞ dz  expðiplÞ
Z 1
0
hjðzÞ dz
 	
¼ð2i=pÞ expðipl=2Þ
Z 1
1
hjðzÞ dz
¼ð2i=pÞ expðipl=2Þ lim
M¼mjp!1
lim
e!0
Z
DM;e
hjðzÞ dz; j ¼ 1; 2;
ð4:17Þ
where mj ¼ 2m þ ð1þ ð1ÞjÞ=4; m ¼ 1; 2; . . . ; j ¼ 1; 2; and DM;e ¼ C0M [
C0e [ D0e is a contour in C; oriented in a positive sense. Here
C0d :¼ fz : jzj ¼ d; 05arg z5pg; D0e :¼ fz ¼ x þ i0: e4jxj4Mg:
To justify the last equality in (4.17), we ﬁrst note that
lim
e!0
Z
C0e
hjðzÞ dz ¼ 0: ð4:18Þ
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jez þ ezj5 ð
1
2
Þejxj; jxj51
jcos yjejxj; jxj51
(
5ð1
2
Þejxj:
Similarly, for jzj ¼ jx þ iyj ¼ ð2m þ 1
2
Þp;
jez  ezj5 ð
1
2
Þejxj; jxj51
jsin yjejxj; jxj51
(
5ð1
2
Þejxj:
Hence if M ¼ mjp is large enough, then
jhjðMeijÞj4CMl2 ecos j; jjj5p=2; j ¼ 1; 2:
Using Jordan’s Lemma, we obtain for l 2 ð0; 2Þ
lim
M¼mjp!1
Z
C0
M
hjðzÞ dz ¼ 0; j ¼ 1; 2: ð4:19Þ
Thus (4.18) and (4.19) imply the last equality in (4.17). Evaluating now
the integral
R
DM;e
hjðzÞ dz by the Residue Theorem, we arrive at (4.15) and
(4.16).
Next let l > 2: Then setting P ¼ ½l=2; we have
cos tFl;1ðtÞ ¼ ð4=pÞ sinðpl=2Þt2 cos t
Z 1
0
yl3
ð1þ ðt=yÞ2Þðey þ eyÞ dy
¼ð4=pÞ sinðpl=2Þ cos t

XP1
l¼0
ð1Þl t2ðlþ1Þ
Z 1
0
yl2l3
ey þ ey dy
 
þð1ÞPt2P
Z 1
0
yl2P1
ð1þ ðy=tÞ2Þðey þ eyÞ dy
!
: ð4:20Þ
Since 05l 2P52; we may apply (4.15) to the last integral in (4.20). Thus
(4.14) for i ¼ 1 follows. Similarly using (4.16) and an analogue of (4.20) for
ðsin t=tÞFl;2ðtÞ; we obtain (4.14) for i ¼ 2:
(b) Note ﬁrst that gl;A;i 2 B1 (cf. [23, p. 181]), and gl;A;ið0Þ ¼ A: Then by
(4.14), fl  gl;A;i 2 L1ðRÞ; and ðfl  gl;A;iÞðtÞ ¼ 0 if and only if t is a node.
The uniqueness of gl;A;i can be proved by the standard argument [23, p. 180]:
for any function gn with the similar properties, ðgl;A;i  gnÞ=ji is an entire
function from L1ðRÞ and ðgl;A;i  gnÞð0Þ ¼ 0: By Liouville’s Theorem, gl;A;i
¼ gn; and this proves the lemma. ]
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Proof of Theorem 1. (a) Let limn!1 A2n ¼ A: It follows from (2.12) that
Nlj jtjl  SN;1ðtÞ  ð1ÞnNlANTN;1ðtÞj
¼ jTN;1ðtÞjjFl;1ðNtÞ  AN j þ oð1Þ; N ¼ 2n !1: ð5:1Þ
Hence taking account of (1.9) and (4.3), we have
lim sup
N¼2n!1
NlLl;1;1ðN;ANÞ4maxðjC1ðlÞ  Aj; jAjÞ: ð5:2Þ
Further (5.1) implies that
lim inf
N¼2n!1
NlLl;1;1ðN;ANÞ
5 lim inf
N¼2n!1
Nlj jt0jl  SN;1ðt0Þ  ð1ÞnNlANTN;1ðt0Þj
¼ maxðjC1ðlÞ  Aj; jAjÞ; ð5:3Þ
where t0 ¼ 0 if jAj > jC1ðlÞ  Aj; and t0 ¼ 1 otherwise. Then by Lemma
5(a),
jjfl  gl;A;1jjL1ðRÞ ¼ sup
t2R
jcos tðFl;1ðtÞ  AÞj ¼ maxðjC1ðlÞ  Aj; jAjÞ: ð5:4Þ
Thus (5.2)–(5.4) yield (2.1).
(b) Asymptotic (5.1) shows that to prove (2.2), it sufﬁces to ﬁnd an
increasing subsequence f2njðtÞg1j¼1 of indices such that limj!1 jT2nj ;1ðtÞj ¼ 1;
where t 2 ½1; 1: If a :¼ ðarccos tÞ=p is a rational number m=k; then it is
clear that nj ¼ kj; j 2 N: If a is irrational, then the existence of such a
sequence follows from the well-known fact that the sequence fna ðmod 1Þ
g1n¼0 is dense in ½0; 1:
(c) By Lemma 3(b), cos tFl;1ðtÞ 2 LpðRÞ; if p 2 ð12;1Þ: Then using
asymptotic (2.13) and Lemma 3(c), we obtain
lim
N¼2n!1
Nlþ1=pLl;p;1ðN;AN;1Þ
¼ lim
N¼2n!1
N1=pð1þ Oðn1=3ÞÞjjTN;1Fl;1ðNÞjjLp½1;1
¼ jjcosðÞFl;1ðÞjjLpðRÞ51: ð5:5Þ
Thus (4.14) and (5.5) yield (2.3).
(d) Let limn!1 A2n ¼ A; and let BN :¼ ð1ÞnðAN  AN;1Þ; where N ¼
2n; n 2 N: Suppose ﬁrst AaC1ðlÞ and p 2 ð0;1Þ: Then by Lemma 1(b), we
M. I. GANZBURG212have limn!1 B4na0: Next, we derive from (2.13) that
lim
N¼2n!1
Nlþ1=pLl;p;1ðN;ANÞ
5 lim inf
N¼4n!1
Z N
N
jTNðt=NÞðFl;1ðtÞð1þ aN;1;2ðt=NÞÞ  BNÞjp dt
 	1=p
: ð5:6Þ
Thus (5.6) and Lemma 3(d) yield (2.4). If A ¼ C1ðlÞ and p 2 ð0; 12; then by
Lemma 1(b), limN¼2n!1 BN ¼ 0: Now (2.4) follows from Lemma 3(e). The
proof of Theorem 1 is completed. ]
Proof of Theorem 2. The proofs of statements (a) and (b) for pa1 are
similar to those of Theorem 1(c) and (d). It remains to prove (2.5) for
p ¼ 1:
Using (2.13) and (4.3), we have
lim sup
N¼2n!1
NlLl;1;2ðN;AN;2Þ4jFl;2ð0Þj: ð5:7Þ
Next taking account of the relation limN¼2n!1 TN;2ð0Þ ¼ 1; we obtain from
(1.9) and (1.10)
lim inf
N¼2n!1
NlLl;1;2ðN;AN;2Þ
5 lim inf
N¼2n!1
Nljflð0Þ  SN;2ð0Þ  ð1ÞnNlAN;2TN;2ð0Þj ¼ jFl;2ð0Þj: ð5:8Þ
Since jFl;2ð0Þj ¼ jjj2Fl;2jjL1ðRÞ; inequalities (5.7) and (5.8) yield (2.5) for
p ¼ 1: This completes the proof of Theorem 2. ]
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