INTRODUCTION
Direct prediction of protein structures from their sequences is challenging. As a result, protein structure prediction is often assisted by predicting one-dimensional structural properties including residue solvent-accessibility (RSA) and backbone torsion angles of proteins. Although the usefulness of predicted RSA values in structure prediction is well established, 1-6 the application of predicted torsion angles is still in its infancy (fold recognition, 7-9 sequence alignment, 10 and secondary structure prediction. 11,12 ) However, the latter has the potential to replace or supplement predicted secondary structures 13,14 because torsion angles provide a more detailed description of the backbone structure than three-state secondary structures.
Both residue solvent-accessible surface areas and backbone angles are continuously varying variables because proteins can move freely in a three-dimensional space. Thus, a real-value prediction is preferred over the prediction of a few arbitrarily-defined states. Although several methods for real-value prediction of solvent accessibility were developed, 15-21 most methods (except two papers on w angles 11,21 ) on predicting backbone torsion angles are limited to discrete dihedralangle states based on local (fragment) structural patterns. 7, 12, [22] [23] [24] [25] [26] [27] The real-value prediction of both / and w torsion angles was only developed recently by us. 28 Reasonable accuracy has been achieved for both solvent accessibilities and backbone torsion angles by using an integrated neural networks with a backpropagation algorithm. 21, 28 In the backpropagation algorithm, the errors propagate backwards by updating neural-network weights in the direction that minimizes the error. This gradient-based algorithm, however, often leads to local minima. 29 Many different types of methods were developed to overcome the local-minimum problem of the backpropagation algorithm. One obvious approach is to concentrate on optimization of learning rates or step sizes 30-33 and the employment of various minimization meth-odologies such as conjugate gradient, 34,35 LevenbergMarguardt algorithm, 36,37 stochastic backpropagation, 38 genetic algorithm, 39,40 simulated annealing, 41,42 or a hybrid of optimization methods. 43 The second approach focuses on optimizing network architecture during training by employing genetic algorithm, 44-47 self-organized network, 48 or fuzzy logic. [49] [50] [51] The third approach develops the algorithms for estimating initial weights and uses the backpropagation algorithm for refinement. Several initialization methods such as evolutionary algorithm, 52 orthogonal least-square, 53 statistically controlled weight optimization, 54 linear least-square, 55-58 ant-colony optimization, 59 and a restricted Boltzmann machine for initial mapping, 60 were developed. Other methods developed include ensemble learning for consensus prediction, 61 boosting, 62 learning from hints 63,64 (using known information about the output to constrain learning), regularization (favoring smooth network function and avoiding over-fitting), 61 pruning (removing redundant networks), 65 and ''induced learning retardation'' (inhibiting the largest contributing neurons temporally). 66 The purpose of this article is to develop improved neural network methods that are suitable for large-scale learning that requires optimization of hundreds of thousands of weights simultaneously, as in the case of predicting RSA and torsion angles. Clearly, global optimization techniques such as genetic algorithm are computationally too expensive to carry out. Here, we propose a guided weighting scheme to steer the learning to a more optimized solution. The guided weighting scheme is conceptually similar to many approaches such as learning from hints that employs known information about the output to constrain learning 63,64 and regularization that penalizes against certain models. 61 The guided weighting scheme developed here is tailored for the large-scale learning often encountered in predicting structural properties of proteins.
We have performed five experiments with different database sizes, different network architectures, and different sizes of input windows. All results reveal a consistent improvement due to guided learning. Moreover, a twolayer neural network with a bipolar activation function is effective in improving prediction accuracy, for w angle, in particular. All together, the resulting method reaches a new level of accuracy for predicting residue solvent accessibility and backbone torsion angles.
THEORY Basic network architecture
Without losing generality, we consider a simple neuralnetwork with two hidden layers. The input to the neural network will be designated by x j(i) , where j 5 1, . . . , j is an index designating the sequence position of the amino acid in a window surrounding the central residue and i 5 1, . . . , n is an index for the input features of a given residue j. For the two-hidden-layer network the output values of the hidden layers will be designated by
and
where, k 5 1, . . . , K, l 5 1, . . . , L, with K, L the total number of neurons in the first and second hidden layers, respectively, f(x) is the activation function, w are the neural network weights that connect the neurons in the input and the first hidden layer and the neurons in the first and second hidden layers, respectively. In calculating
jk is a vector of length n and the multiplication is the vector dot product.
The values of the output neurons, p m , are obtained in a similar fashion,
where, w 3 lm are the weights that connect the neurons in the second hidden layer with the neurons of the output layer, and m 5 1, . . . , M with M the number of neurons in the output layer.
Training of the neural network is achieved by comparing the predicted outputs, p m , to their known values (e.g., w values) for the training proteins by obtaining the sum square error E. For example, for the w angle
This error function is then minimized by the steepest gradient descent method, i.e., updating the weights according to
with h the learning rate. Similar expressions for _ w 
jk . This description of the computational model is known in the neural network literature as the backpropagation method, 67 the result of Eq. (5) is to correct the weights based on the prediction error being back propagated from the output layer towards the input layer.
The above equations are for a two-hidden-layer network. Equations for the one-hidden-layer network are essentially the same. However, in this study, we will use a unipolar activation function for one-hidden-layer network [f(x) 5 1/(1 1 exp(2ax)) with a 5 1, the activation parameter that was decided upon by a process of trial and error optimization]. For the two-hidden-layer network we will use a bipolar activation function [f(x) 5 tanh (ax), a 5 0.2 by trial and error]. We use two networks of different layers and different activation functions to test if the effect of guided learning is robust for different neural networks.
Guided neural weights
Computational neural networks can in principle approximate any continuous function, in any finite number of variables, to any degree of accuracy. 68 Stated more precisely, for any finite function w(x) and positive number e > 0 there exist a set of weights w i j k such that the prediction of the network, p(x), obeys kw(x) 2 p(x)k < e. For the case of sequence-based structure prediction for proteins, w would represent the dihedral angles of the amino acids, and x would represent the amino acid sequence. Hence, the heart of the neural network is the selection of the weights. The standard approach described above is to initialize the weights in some random fashion and then use some minimization algorithm on the sum square error to train the weights. The steepest gradient descent method described above often leads a locally rather than globally optimized solution.
To go beyond the basic gradient-based backpropagation algorithm, we propose a guided learning scheme based on an intuitive pattern for neural-network weights. To do this, we treat each weight as composed of two parts,
The first part, b i jk , is the to-be-optimized weights, whereas the second part, g i jk , is the fixed guiding factor that represents a-priori intuitive knowledge about the system (i.e. As an illustrative example for this guided learning, we wish to incorporate the intuition that input features of a to-be-predicted residue should have the largest contribution to the prediction accuracy, whereas, the more distant in sequence location is a residue from the to-be-predicted residue the weaker the contribution of its input features to the prediction accuracy. This sequence-distancedependent decay is only true for the majority of residues but not for every residue because nonlocal interactions (strong interactions between residues far from each other in sequence locations) are known to be important for stabilizing protein structures. They are yet to be included in machine learning. To implement this intuition as a guiding factor, we assume that the neural network is positioned on a two-dimensional plane and the guiding factor, g i jk , for a two-layer network are given by equations below.
, and m c ¼
Mþ1
2 , the central location of the two hidden and output layers, respectively. The guiding weights are designed so that residues that are closer (in sequence distance) to a given amino acid will contribute more in determining its corresponding structural properties. One should also note that the decay of the signals through longer connections also naturally mimics the decay in the voltage signal between far away physiological neurons. Obviously, there are many other possible equations for the guiding factors that will satisfy the same intuition. Because the purpose of this article is to validate the approach of guided learning, we did not study any other possible functional form for the guiding factors.
Given the above approach, the equations for updating the training weights are as follows. For the weights between the second hidden layer and the output layer let
For the weights between the first and second hidden layers let
For the weights between the input and the first hidden layers let
Technical details
We conducted five experiments for testing the proposed guided learning. Experiment I uses a one-layer network, 21-residue input window, and a database of randomly selected 500 proteins from the original SPINE dataset. 69 Experiment II differs from Experiment I by employing a two-layer network. Experiment III differs from Experiment I with a larger database of 2479 proteins with length less than 500 amino acids from the original SPINE database. Experiment IV is same as Experiment III except with a two-layer network. The only difference between Experiments IV and V is that the latter uses a larger input window of 41 residues. The first two experiments of tests contain prediction of the backbone w angle while the other three experiments predict w, / and residue solvent accessibility. All experiments are done twice: one with and the other without the guiding factors. Thus, we have made a total of 22 neural networks for testing the proposed method. This large number of tests is conducted to check if the performance of the guided learning depends on the database size, different properties predicted, and the size of input features. A one-layer neural network with a unipolar activation function was used in Real-SPINE for RSA prediction and Real-SPINE 2.0 for torsion angle prediction.
We use 28 input features for characterizing each residue as described in SPINE, 69 real-SPINE 21 or real-SPINE 2.0. 28 They are sequence profiles, seven representative physical parameters, and the secondary structure. The actual three-state secondary structures from DSSP 70 are used for training the weights, and predicted secondary structures from SPINE 69 are employed in testing the prediction accuracy. The terminal regions of proteins were accounted for by setting appropriate boundary conditions on the input window of the neural network. For example, with an input window of 21 residues for the first residue in the protein chain we use only residues at positions 11 to 21 in the input window. A bias is used to further refine the network. All the networks presented in this article have 101 neurons per hidden layer. In total we have 28 3 n window features plus one bias for a given window size of n window residues.
Experimental values of w and / angles and solvent accessible surface areas are obtained from the DSSP program. 70 ] for the one-hidden-layer network (unipolar activation function). The solvent accessibility of a residue (RSA) is obtained by its solvent accessible surface area relative to the maximum value in the dataset. Note that this is a slight departure from the method employed by Real-SPINE 21 which was based on normalizing the RSA by the accessible surface area of the residue in its ''unfolded'' state. 15 The reason for this departure is that the results of the DSSP program contain RSA values which are greater than the ''unfolded'' values given by Ahmad et al. 15 The normalization factors for the RSA are given in Table 2 .
The reported accuracy is based on the 10-fold cross validation technique. In this procedure 90% of the data is used for training and the remaining 10% is used for testing. This process is repeated 10 times such that every protein will be part of one of the testing groups. Overfitting protection is achieved by setting aside a random 5% portion of the training data for independent testing. The training is terminated when the accuracy of the prediction does not improve for the 5% of residues set aside for 100 epochs, or when 1000 training epochs have completed. Weights corresponding to the best prediction over the 5% data are then used to give prediction for the 10% data used for validation.
We optimized learning rates by trial-and-error in testing prediction accuracy of w with a small dataset. We found an optimal learning rate of 0.01, which is much faster than those used in SPINE, 69 Real-SPINE 21 (0.001) and Real-SPINE 2.0 (0.0001). Thus, this learning rate is used for predicting all three properties (w, /, and solvent accessibility). In addition, a momentum coefficient of 0.4 is used.
The quality of the prediction is evaluated by the following parameters. Mean absolute error (MAE) is the absolute difference between predicted and actual values of a normalized structural property that are averaged over all predicted residues. Q 10 is the fraction of residues whose angles are in correctly classified states when the torsion angles (or RSA) are equally divided into 10 states (368 per bin for angles or 0.1 per bin for RSA). We will also use Q 10% , the fraction of residues whose predicted angles are within 368 from the actual angle value (or 10% for RSA).
The final reported result is based on a simple average of five predictors based on different random initial weights (only two for Experiment V, due to intensive computing requirement). We report Pearson's correlation coefficients for angles to compare with previous results. Other statistical tests may be more suitable for circular data such as angles.
The processing times of each epoch for weight training are 2.4 min for Experiment III, 3.2 min for Experiment IV, and 12.7 min for Experiment V on an Intel Xeon CPU model E5345 clocked at 2.33GHz. Note that these times are approximate and that guided and nonguided neural networks take approximately the same duration. Additional details regarding the method, dataset, and algorithm can be found in Ref. 28 for backbone angles and Ref. 21 for residue solvent accessibility. Table I summarizes the results of five experiments that compare the prediction accuracy of the real-value w and / angles and RSA given by the networks with and without guided learning for w, /, and RSA. There is a consistent improvement after introducing the guided learning, regardless of the number of hidden layers, the size of input window, the size of the database for training and cross-validation, and the parameter that measures the accuracy. The absolute improvement ranges between 0.9-2.2% for Q 10 and Q 10% in w, 0.4-1.3% for Q 10 and Q 10 % in /, and 0.7-1.2% for Q 10 and Q 10% in RSA. The mean absolute errors of w, / and RSA are reduced by 2-4%. These improvements are often greater than the standard deviation among 10 folds. The increase of correlation coefficient due to guided learning is also observed. Positive improvements in five different experiments indicate the statistical significance of the observed improvements according to student's t-test. For example, the paired t-test 71 on five pairs of Q 10 values (guided versus unguided) in Row 1 of Table 1 yields a P-value of 0.0007, indicating that the difference between two sets of data is statistically significant. The mean of the difference is 1.4% with 95% confidence interval of the difference from 1.0% to 1.8%. Table I indicates that Experiment IV (2479 proteins, a two-layer network and a window size of 21 residues) yields the most accurate predictor for w, /, and RSA. Thus, we analyze the results from Experiment IV in more detail. Table II displays the mean absolute errors for individual residues and secondary structural elements. The reduction of the error occurs essentially for every residue type and every secondary structure element for all three properties (w, /, and RSA). The average improvement is $ 2%. Interestingly, residue Proline (P) has a greater improvement of 12% for the / angle and 6% for the w angle. The only exception is that the accuracy for the Guided Learning RSA of the Cysteine residue is reduced by 2% with the guided learning network. However, even for Cysteine there is a 2% improvement in the prediction accuracy of the / and w angles. Similarly, 1-3% reductions of MAE for helical, strand and coil residues are observed.
RESULTS
We further investigate the improvement of the prediction for the different regions of the angles and RSA spaces. The Q 10 scores for ten evenly spaced bins are given in Figure 1 , 2, and 3, for the angles / and w, and the RSA, respectively. In the figures we also give the results of a random prediction based only on the distribution of angles or RSA. Note that the random prediction bars are proportional to the frequency of occurrence of their respective bins. As before we find an improvement in the prediction accuracy of $ 2% for the most populated bins. We note that for the RSA, the Q 10 score for the second most populated bin between 0.1 and 0.2 shows a reduction in the prediction accuracy with the introduction of guided learning. In general, guided learning makes the most improvement in the highly populated regions. In addition to guided learning, changing from onelayer with a unipolar activation function to a two-layer neural network with a bipolar activation function also leads to significant improvement. The effect is the largest for w. For example, there is a 2.3% absolute improvement from 48.4% to 50.7% in Q 10 with a database of 2479 proteins. However, the corresponding improvements are only 0.5% (from 55.6% to 56.1%) for / and 0.2% for solvent accessibility. Thus, changing neural network architecture affects different structural properties differently. Both guided learning and changing the neural network architecture improve the prediction accuracy.
To facilitate the comparison with previous work, we further performed Experiment IV on the original data set of 2640 proteins 69,21,28 that includes 161 proteins with more than 500 residues. Results are shown in Table III . The accuracy based on the 10-fold-cross validated values from the database of 2640 proteins is essentially the same as that from the database of 2479 proteins for / and residue solvent accessibility but is slightly worse for w (<2% in relative difference). Note that the guided learning for the 2640 protein dataset also improves the prediction accuracies by $ 2% relative to unguided neural networks (results not shown). We also tested the effect of learning rates on the accuracy. No significant effect is observed (Table III) .
It is also of interest to know if a method trained with short chains is useful to predict structural properties of long chains. We apply the method trained with the database of 2479 proteins (chain length <500) to 161 proteins with chain length of more than 500 amino acid residues. We obtained 64.8%, 81.0%, 55.2% for Q 10% of w, /, and RSA, respectively. This was done from the average of 10 sets of the results generated from weight parameters from 10 fold training with the database of 2479 proteins. The corresponding Q 10% accuracies (10-fold-crossvalidated) are 64.8%, 81.1%, and 57.1%, respectively, when long chain proteins are used as a part of training and 10-fold-cross-validation. Thus, only the accuracy of RSA is improved when long chain proteins are included in training and test sets.
DISCUSSION
We have introduced a machine learning technique called guided learning. The purpose of guided learning is to guide the neural network based on prior knowledge or intuition on neural network weights. The idea is tested using five different experiments and three structural properties of proteins. A consistent 2% reduction in mean absolute error is observed regardless the size of database, the number of hidden layers, the size of input window, the residue type or secondary structure type. Thus, the observed improvement is robust and statistically significant. Such an improvement is obtained without any significant increase in computational time. This is important because we are optimizing a large number of weights simultaneously ((28 3 21 1 1) 3 101 1 102 3 101 1 102 weights for experiment IV).
Although a 2% improvement may seem small, it is significant for protein structural properties. For example, the accuracy of secondary structure prediction has been stagnated around 77% 13 until the 10-fold-cross-validated 80% that was reached recently. 69 In a separate study, we found that this technique leads to 1% improvement in secondary structure prediction (Q 3 5 81%, Faraggi and Zhou, in preparation). Moreover, this study represents only a preliminary implementation of the proposed guided learning technique to a few specific cases. Application to other problems with better defined ''intuitions'' may be more profitable. Furthermore, the functional form for guiding factors [Eqs. (7) (8) (9) ] used in this study may not be optimal. Another possibility to improve guided learning is to develop an iterative method to improve the guiding factors.
Introducing the sequence-distance-dependent decay as a guiding factor also makes physical sense. It mimics the natural processes associated with natural neural networks. Due to the resistance of the axon connecting different natural neurons there will be a potential drop as a signal is propagated from one neuron to the next. Since one neuron may be connected to several others, with axons of different lengths connecting them, the outcome will be that neurons that are connected by longer axons will propagate weaker signals between them. This is exactly the effect of the guiding factors introduced here. It is of interest to compare the prediction accuracy to the best reported accuracy from Real-SPINE 21 for solvent accessibility and Real-SPINE 2.0 28 for torsion angles. Table IV shows that there are 3%, 11%, and 5.5% absolute increases in Q 10 score of w, /, and RSA, respectively, 3% and 2% absolute increases in Q 10% score of w and /, respectively, and 5%, 10%, and 22% reduction of MAE of w, /, and RSA, respectively. Interestingly, we found that there is a reduction, rather than an increase, of correlation coefficient from 0.707 to 0.656 for /. We found that this is mainly due to the fact that the correlation coefficients were calculated between shifted / angles in Real-SPINE and unshifted angles in this work. If shifted angles are converted back to normal values, the correlation coefficient will reduce from 0.707 to 0.53 in Real-SPINE2.0. This result highlights the fact that correlation coefficients are unsuitable for circular data such as angles. Moreover, correlation coefficient ignores the possible complex distribution pattern of the variables to be correlated. 72 Both / and w angles have a bimodal rather than a normal distribution.
The overall improvement on w angles can be mostly interpreted with improvement due to introduction of guided learning and a two-layer neural network. The more significant improvements for / and RSA exist prior to the introduction of the two-layered network (Experiment III in Table I ). For both the RSA and the / angle we have found that the new scaling introduced here proves beneficial. We also found that the faster learning rate of 0.01 yields no improvement but allows a much faster convergence of the neural network training.
The predicted angles and residue surface accessibility will likely be useful for improving fold recognition and conformational sampling of protein structures. This was demonstrated in a number of earlier studies for surface accessibility. 1-6 The predicted angles have been also used to improve fold recognition, 7-9 sequence alignment, 10 and the accuracy of secondary structure prediction. 11,12 The work presented here not only provides a new technique for machine learning but also an improved prediction tool available on http://sparks.informatics.iupui.edu, which is useful for protein structure prediction. 
