We propose a music recommendation system which provides personalized services. The system keeps a user's listening list and analyzes it to select pieces of music similar to the user's preference. For analysis, the system extracts properties from the sound wave of music and the time when the user listens to music. Based on the properties, a pieces of music is mapped into a point in the property space and the time is converted into the weight of the point. The more recently the user listens to the music, the more the weight increases. We apply the K-means clustering algorithm to the weighted points. The K-means algorithm is modified so that the number of clusters are dynamically changed. By using our K-means clustering algorithm, we can recommend pieces of music which are close to user's preference even though he likes several genres. We also consider the time when music is released. When recommending, the system selects pieces of music which is close to and released contemporarily with the user's preference. We perform experiments with one hundred pieces of music. In this paper we present and evaluate algorithms to recommend system.
I. INTRODUCTION
A large number of people can download music files easily from web site. But only some sites provide personalized recommendation services. Generally, there are two approaches for the recommendation system: content-based and collaborative recommendation. The former analyzes the content of objects that a user has preferred in the past and recommends the ones with relevant content. The latter recommends objects that the user group of similar preference has liked. But the latter recommendation systems need much time to be stable and may recommend unsuitable music to a user because it does not consider each user's preference. Also the latter may not This research is supported by Foundation of ubiquitous computing and networking project (UCN) Project, the Ministry of Knowledge Economy (MKE) 21st Century Frontier R&D Program in Korea and a result of subproject UCN 08B3-B1-10M.
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recommend pieces until quite a few users have listened. For that reason, we use the former approach.
Usually, a user's preference can change with time. So we should focus on when the user listen to music. But rare recommendation systems and mining methods consider this point. We apply the decrease rate to time sequence data. When a user listens to new music, we decrease importance of music which user listened before.
Also the time when music was released is important to a user's preference. Usually, young people like the latest ones. But aged people like old ones. So, some music portal site provide decade chart as 70s, 80s, 90s, 2000s. Many users like this feature. The release date of music is not only important but also music's genre in music recommendation system. But it is not based on music's sound wave. So it should approach another method. In this paper, we analyze the period which is concentrated in user's list. And this interest is reflected in recommendation process.
There are three questions to be solved for personalized services:
The first is how to analyze the property, the second is how to analyze a user's preference and the third is how to choose the pieces of music close to the user's preference. So, we suggest a solution about these three questions. The solution for the first is analyzing the sound wave of music. To analyze music's property, we use STFT (Shortest Time Fourier Form). From the STFT result, we can extract music's property in terms of numerical values.
To analyze a user's preference, we save the list of music the user downloaded or listened, and infer the user's preference from the list. We propose a dynamic k-means clustering algorithm for analyze users' preference. The number of clusters, k, should be given in advance for kmeans to work properly. So if k is properly given, the data in the list maybe properly grouped and the grouped music can be used as the user's preference. However, choosing the proper value of k is not easy. We also restrict the range of clusters. The range of a cluster should be small enough so that it contains pieces of music which are similar. If the range of a cluster is large, the pieces of music which are not much similar to each other can be grouped together. So, the quality of recommendation possibly degrades. We control the number of clusters based on the range of clusters. If the range of some clusters exceeds the limit, k increases. This algorithm helps to prevent an unexpected result. The centers of clusters represent a user's preference. We can compare a user's preference with the properties of other pieces of music by Euclidean distance. If the property locates closer to the user's preference, we may conclude that the user will prefer the music also.
II. RELATED WORK P. Cano presented "content-based system." They extracted descriptions related to instrumentation, rhythm and harmony from music signal using similarity metrics [1] . G. Tzanetakis presented a way to extract feature from music, and divide musical genre automatically [5] . In this paper, we use G. Tzanetakis' method to analysis music. B. Logan presented that recommendation based solely on acoustics from groups of similar song of 'song sets' [2] . They extract song's property by MFCC (Mel Frequency Cepstral Coefficients). This approach is similar to ours. But MFCC makes 13 dimensional vectors.
H. Chen presents a collaborative recommendation system [3] . He groups pieces of music which are similar to each other and users who have similar preference. And it analyzes user's download list and recommends the music. B. Yapriady makes the demographic data by collaborative filtering [4] .
There are many approaches to recommend system. But they did not concern about users' various kind of preferences. We focus on this point.
III. RECOMMENDATION SYSTEM

A. Analyzing user's preference with Time
User's preference can change with time. For example, formerly user liked calm and soft music but nowadays user likes noisy music. So, former data's importance should be decreased. We define this as Decrease Rate. By this index, we can infer how important this music: Timeweight. A Timeweight is defined as:
Where α is Decreasing rate, and Amount of user's list means how many music in user's list. And Nth music of user's list is arranged by time sequence. 1st music of user's list means oldest one. For example, it can represent like this : α, decrease rate, is handled by system manager. If α become smaller, then latest music's will be more important. And α should be less than 1. When α is larger than 1, importance of latest user's listened music grows exponentially.
B. Analyzing music's property
A piece of music is composed of sound wave. Sound wave has may features (e.g. pitch, loudness, duration, timbre, etc.). Among these, we choose the ZCR, the spectral roll-off and the spectral flux. Because these features' combination has been used in voice and music matching algorithms and it has shown good accuracy [5] [6]. If we represent the feature of music as in a tuple form (ZCR, Rolloff, Flux), a piece of music can be mapped into a point in three dimensional space.
ZCR (Zero Crossing Rate):
The zero crossings provide a measure of the noisiness of the signal. For example heavy metal music due to guitar distortion and lots of drums will tend to have much higher zero crossing values than classical music [5] . The ZCR, Zt, is defined as follows:
where the sign function is 1 for positive arguments and 0 for negative arguments and x[n] is the time domain signal at frame t.
Spectral Rolloff:
The spectral rolloff is defined as the frequency R t below which 85% of the magnitude distribution is concentrated [5] :
where Mt is the magnitude of the Fourier transform at frame t and frequency bin n. The rolloff is another measure of the spectral shape and shows how much of the signal's energy is concentrated in the lower frequencies.
Spectral Flux:
The spectral flux is defined as the squared difference between the normalized magnitudes of successive spectral distributions [5] : 
C. Analyzing user's property by a dynamic K-means algorithm
A user's music list is growing as the user downloads or listens pieces of the music. The list can be regarded as the accumulation of the user's preference. So we have to extract a representative value from the list. One of candidates is the average of the list. But it is may not a good representative value. If a user prefers the music in two different genres, it cannot reach a correct result. For example, a user prefers classical and rock music, the average of list will not be classical nor rock music. There have been many approaches for recommend systems. But most of them assume that user will prefer only one kind genre of music, not various kinds. Thus, a simple average is used for a representative of user's preference. We assume that a user may prefer many different genres of music. So, instead of simple averaging, we first cluster the pieces of music in the list according to feature values. Then we use the average values of clusters as a user's preference. If a user likes two genres of music, it is highly probable that his music list is clustered into two clusters.
K-means is one of the simplest unsupervised learning algorithms that solves the clustering problem. However, Kmeans algorithm needs to be given k, which is the number of clusters in advance. But we do not know what kinds of music a user likes. A user can prefer many genres. So we need to change k dynamically. Even though, the music list is properly clustered, there is one more question. Let us suppose that a user's data is clustered into two groups: one is small and the other is large as shown in Fig. 1 . Then, each center of the clusters will be a good representative value for the user's preference. So, we may recommend the pieces close to either center. Fig.1 . Example of a large cluster: improper to represent a user's preference P1 and P2 may be recommended but P3 may not. Because P3 is not close to one of the centers even though it is close to the user's preference. So, we limit the radius of a cluster to Rmax, Rmax is also used for dynamic change of k. If the radiuses of some clusters are larger than Rmax, k is increased. We repeat this until each cluster's radius become shorter than Rmax. Fig. 2 shows the steps of clustering. Initially, k is 1, so all data is grouped into one cluster as shown in Fig. 2-(a) . The radius is larger than Rmax. So, k is increased by one and the data is clustered as Fig. 2-(b) , still the radius of C2 is larger than Rmax. Thus, k is increased. In Fig. 2-(c) , all clusters are smaller than Rmax. This is the final clustering result.
K-means algorithm is based on mean of cluster. If input data have same importance, then we can use average of input data to find center. But we applied time sequence in 3.1. So we find the center of cluster by this way: 
D. Analyzing user's property period
Many music portal sites provide music chart. But most of all concerned on latest music. It will be good at young person. But many aged person likes old music. So music's released date is important index to consider. We divide music's released date into decades : before 70, 70s, 80s, 90s, 2000s and this year. In case of classical music, we define that it belongs to before 70. In this part, it is still important when a user listened the music. We apply the method in 3.1. By this method, we can infer how important this music. And we define as period weight. where pm is period weight which includes music m. All Timeweight is sum of all music's Timeweight. And Year Timeweight is sum of music's Timeweight in period which includes music m.
E. Recommendation List
We score each candidate piece of music based on the clustering result. The score of music m is maximum value of the scores from each cluster. The score from a cluster is defined as: 
where All Timeweight is the sum of pieces in the user's list, and Clusterc Timeweight is the number of pieces inside cluster C. And Dist(vC,vm) is the Euclidian distance between the center of cluster C, vC, and a candidate music, m; In the feature space, m is mapped into a point, vm. And pm is the music's period weight (in 3.4). The score will be higher if the music is closer to a cluster and the number of pieces in the cluster is larger. The recommendation list is created according to the scores.
IV. EXPERIMENT
For experiment, we build music database. The music database is composed of 100 pieces of music from ballad, rock, jazz and classical genre: 25 pieces per genre. A music file is composed of 32bit 2channel and 44100Hz form. The feature of a piece of music is normalized by the length of the playtime. It makes all pieces of music virtually to be the equal length. Each feature of a piece is divided by the average (for example, the ZCR is divided by the ZCR's average). By this way, three types of data are normalized. And we define the maximum radius Rmax as 0.5 and 10-50 decrease rate α as 0.9.
We explain the recommendation process step by step. Let us suppose that a user downloads and listens following three pieces and period: If we apply our clustering algorithm, only one cluster is found and its center is:
• (0.677361, 0.249579, 0.040107) Based in this center, we score the candidate pieces and top 5 pieces are recommended as shown in Table 2 . Our recommendation system mostly recommend the classical music. And jazz music is similar to classical. So in rank 5, there are jazz music in our recommendation list. We evaluate our system with the cases where users prefer only one genre of music. We assume that users listen five pieces in a genre. The genres are ballad, rock, jazz and classical. We repeat the test 10 times per genre. We check the ratio of genre in highly recommended 5 music. And we get the result as Table 3 . In the cases where users listen only the pieces in ballad, 62% of the recommended pieces in ballad, 16% rock, 22% jazz and 0% classical. In the cases of rock, 22%, 72%, 6% and 0%. From the table, it is noted that our system mostly recommend the pieces in the genre users like. And it represents that we analyzed music successful.
Next, we assume that users prefer 2000s of ballad music and 90s of rock music. And user listen the same time at rock music and ballad music, but users listened 2000s more recently and 90s in later. And we test in same method as single genre test. As a result, we get the 48% of ballad music in 2000s and 20% of rock music in 2000s. This result show that system is reflected in recent data. Finally, we assume that users prefer rock and classical. In this case, we do not care the time sequence. Rock and classical are very different from each other. A user listens five pieces of each genre. We compare the previous method with our algorithm. Table 4 shows results that compares the previous K-means algorithm and ours. In the case of the previous K-means, the experiment was performed four times with different numbers of clusters: K = 1, 2, 3 and 4. In case of the simple average method, that is K is 1, it recommends more ballad music than any other genres. Sixty percent of the recommended pieces are ballad which is not the user's preference. 25% are rock, 16% are jazz and 4% are classical. Only 29% are close to the user's preference. As K is increased, it can recommend more correctly. Generally, if K is large enough, the recommendation result has a tendency to be close to the user's preference. But the recommendation time will increase proportionally to the value of K. So if K is large, it may take a long time to recommend. Thus, the value of K should carefully be chosen so that the recommendation result is closer to user's preference. However, it is not easy task because the proper value of K maybe different case by case. When K is 3or 4, the method shows quite good recommendation results. In the case of K = 4, rock is 36% and classical is 44%. Thus 80% of the recommended pieces are close to user's preference. Our method overcomes this problem. Our method automatically regulates the value of K. And it mainly recommends rock and classical music. 74% (34% rock + 40% classical) belongs to the user's preference genres. So we may say that our method can reflect users' various interest in music. V. CONCLUSION
We propose personalized music recommendation system. To build system, first of all, we focus on time sequence of data. Recent data is more important than old data. So we decrease the old data's importance. And we analyze music's property from sound wave, and inference a user's preference from the user's list. Also, we propose a dynamic K-means algorithm which is usefully applicable to recommendation. Dynamic k-means algorithm finds similar music with user's listened list. And we consider when music is released. We expect that it is sufficient service for users. We performed various experiments on genre, multiple genres with different listened time, and multiple genre test for comparing K-means method with our dynamic K-means. Each experiment shows that our system operates well.
