Abstract. This article describes a software architecture for building image retrieval applications. Its primary objective is to facilitate application development through the use of detector based image processing and integration of image processing and database technology. An application is built by combining detector objects from a standard set of low-level detectors, which use the database for e cient storage and retrieval of the images and the spatial and photometric properties of elements detected in the image. Furthermore, the use of a database facilitates data sharing and data reuse by di erent applications.
Introduction
The amount of pictorial information in business applications has increased considerably in the last decade. E ective use and reuse of information requires content-based methods for storage and retrieval. Ideally, similar to text retrieval systems, an image information system can retrieve visual information that \looks like" a given picture or that satis es a certain semantic or symbolic description.
Advances in image processing technology show that content based retrieval on exterior features becomes feasible. A large collection of low-level image processing algorithms are available to extract features like color histograms, texture information and edges. Whereas in the past the emphasis was on computable features, nowadays the attention shifts towards features which portray some invariant property of the object making the information more valuable. In addition, application speci c algorithms use domain knowledge and a combination of these features to arrive at a similarity measure.
From the database point of view, relational database systems provide an ecient and scalable solution to the management of textual information. However, they can not be used to build e cient image information systems, because they can not handle the complex data structures used in image processing applications and therefore typically store images as uninterpreted byte sequences.
It is our opinion that content-based image retrieval requires an integration of image processing technology and data base technology. Several projects already use a combination of image processing and database technology 6]. We take the level of integration a step further through standardization of the data structures produced by the image processing routines for feature data and storing them in the database so that applications can reuse the feature data derived by other applications.
This article is organized as follows. First we present an evolutionary view of image processing applications. Then we will introduce the detector model, which represents the image processing component in the Horus architecture. Following, we give a short description of the database component. Then, we show how these two components are integrated in the Horus architecture, providing a framework for image processing application development in Horus.
The evolution path
The software architecture for image processing applications in general and image retrieval systems in particular has changed from the early stand-alone applications, lacking portability and did not use standard data structures to the future systems based on the elaborate code base for image processing and vision applications, i.e. IUE 4] .
In the following overview (See Figure 1) we distinguish four generations in this evolution path in software development to motivate the Horus architecture. The distinction between each generation is based on reuse of data, data structure, and software. (a) The rst image processing applications were developed independently. For each prototype the (low-level) data structures were designed and implemented speci cally for that application and are part of the application code. The algorithms, using these data structures are consequently not portable and therefore implemented repeatedly for each new application.
Finally, the only data that is shared between applications are images, provided that the same le format and compression technique is used. (c) The portability issue is relieved by the development of an extensive object oriented library which provides an extensive library of standard data structures and algorithms for image processing and understanding (IUE 4] ).
The use of this library will enable researchers to exchange algorithms and increases the portability to di erent platforms. In this framework the input and output data structures of algorithms and operations are made explicit, so that the algorithms can be grouped into detector modules. The developer can now design a new algorithm using more abstract, application oriented, modules. Algorithms and data structures can be reused. The need for such an abstraction is also recognized by IUE. The IUE sensor object allows the design of such abstract detectors. However, because the meta-data is not stored on the le system and access methods are still implemented in the application, data sharing and reuse is practically infeasible.
(d) Assuming that the image data will be used for more applications, it becomes necessary to maintain some of the derived features in the database for future use, because collecting this data and building an index structure for a large image database is a time consuming operation. Therefore, in this approach the extracted feature data and index structures are stored and maintained by the database. The database schema contains a description of the images, the derived features and available indices. The database is manipulated by detector modules that store, retrieve and search for spatial objects and features of images. The database system has a basic knowledge about the primitive data types such as points, lines, polygons, edges and color histograms, so that high level detectors can be formulated in terms of predicates on these objects and their spatial relationships. This architecture allows reuse of data, software and data structure through the use of a database, a limited set of data structures and a modular design of the software.
The Horus system is an example of a software architecture from the last category software architecture. It goes beyond the IUE standard. The requirement to handle complex data structures such as spatial objects, edges or histograms has lead to the use of an Object Oriented Database System. Detectors are dened by their input and output data types and are separated from the objects themselves to facilitate extensibility and software reuse. Figure 2 illustrates the spatial object hierarchy. Spatial objects are used to store the geometrical properties of the items detected in an image. As we intend to o er fast access to the data through the use of an index on the spatial representation, we require that each spatial object can produce a polygonal approximation of itself. This enables the database management system to maintain an index on for instance spline2D objects.
Next to the spatial representation information on the photometric properties are maintained for each detected item. This can range from average color and color histograms to other types of measured data. In the following two sections we discuss the detector model and the integration layer in more detail. 3 The detector model
Motivation
We like to motivate the detector model by comparing image analysis to the parsing of natural language. Our ideal is to nd an image alphabet that can form the basis for all image analysis tasks. Low-level detectors produce elements from this alphabet, such as corners or edges. Medium-level detectors use rules to detect words composed of the letters from the image alphabet. An example could be an arrow head, composed of edges and corners in a certain spatial relationship. This interpretation of the image data is still only syntactical. Highlevel detectors use semantics from the application domain to further classify the words to arrive at information.
As an example, for the stamp collector willing to classify unknown stamps, a meticulous search through a pile of catalogs is the common possibility. Instead, an image database could provide the means to compare an unknown stamp with all stamps stored in the database, thereby classifying the unknown stamp.
The standard approach to reduce the computational complexity of retrieval by image contents is not only to store the image itself but also a pre-computed image signature facilitating faster comparison. In order to lower the linear order complexity in the number of stored images the signature should also be such that indexing techniques can be applied.
Given this approach the search for the stamp similar to the unknown one looks something like: rst compute the signature of the unknown stamp image and retrieve the image from the database whose signature most closely resembles the given one.
Statement of the problem
The problem thus boils down to the choice of an image signature, allowing ecient querying of the image database. Unfortunately image processing theory is not yet capable of providing an all powerful signature independent of the type of query ( nd a \near" copy of this image, or nd an image containing a speci c 3D object, or nd the image of a car with a sunset as background in a tropical environment) and independent of the speci c application domain ( nding near copies in a database of stamps is likely to be based on di erent techniques than nding near copies in a database of medical images, the most obvious reason is that stamps are likely to be color image whereas medical images are most often black-and-white).
To facilitate the de nition and development of image signatures for a speci c application domain and speci c queries, the application programmer is to be equipped with the tools to address the information contents of the images on a high level without the need to get into the pixel details. Traditional image processing development tools like ScilImage, Khoros and Visilog 3] are focussed on the low and intermediate level image processing tasks. The image-to-image type of processing is paramount in these systems.
The application programmer accesses the information contents of the image in terms of the collection of image detectors that are de ned in Horus. Figure  3 shows the software architecture used for retrieving stamps form the stamp image database. The image processing methodology itself is a near copy of the methodology developed by Gevers 2] to query a database of color images of 3D objects. The attractivity of the methods laid out in the reference is that the features have viewpoint and illumination invariances, of great importance in the recognition of industrial objects.
A simple signature is the histogram of abrupt color changes (i.e. color edges). For the stamps database this will probably eliminate almost all stamps from the collection as possible near copies. Instead of working with the color image itself (i.e. the three components: red, green and blue) only the HUE component (representing the color itself and not the intensity and saturation of the color) is used. An adopted version of the Canny edge detector is used to nd the most prominent edge points in the image. This detector thus results in a list of edge points with associated edge direction. Then the mean hue values (h 1 and h 2 ) on both sides of the edge are measured. These hue values, for all prominent edge points, are collected in a two dimensional histogram H (h 1 ; h 2 ) representing the percentage of edge points with color changing from h 1 to h 2 . In order to ensure re-usability of software components the development of image signatures is based on a common model. Within this model an image feature is de ned as the combination of a spatial primitive (a point, line, curve, region etc.) as found in an image and the associated photometric properties (like the principal color within a region) and/or the associated shape properties. For the stamp database the spatial primitives are simple (directed) points and the associated photometric properties are the two colors on both sides of the edge.
The data produced by each detector can be stored in the database for future use. For another application one might be interested in sampling light intensity instead of hue. The database supports this kind of reuse. 4 The Horus OODB The Object Oriented Database in Horus is based on Monet 1], a small and powerful database micro kernel, which o ers a set of algebraic operations that can be extended to o er e cient kernel support for special purpose data types like images and histogram data.
In the Horus architecture the Monet database is extended with data types for the representation of spatial objects and photometric properties. Operations and indexing on these types is supported. For instance, operations for comparing color histograms and intersecting line objects are built-in.
The Monet database provides persistency, concurrent access to its data and a small API to build client-server applications. Through this interface (di erent) applications can share and query the image data on their features, spatial -and photometric properties.
All the operations can be executed by the database server. The advantage of this approach is that the database server can reduce the amount of information returned to the client and reduce the I/O cost. Furthermore, it can use e cient set-oriented operations. In an early experiment, this approach applied to a line clustering problem used in automatic map recognition showed a performance increase by a factor of 100 5] over a standard implementation where the derived data was stored in memory and the program used pointer traversing and indexes to solve the problem.
The integration layer
From a system developers point of view an application consists of three software layers: application speci c code, a set of standard detector objects and an objectoriented database for storing the spatial data and features extracted from the image data.
Integration is based on the use of a common data model and control mechanism. Because of the complexity of the data structures, multi-dimensional data is not uncommon, we have opted for an object oriented data model.
From a system integration point of view its is advisable to provide interfaces to more application languages. For instance, the user interface could be programmed in Java, while the detector modules are implemented in C++. Therefore, we choose an language independent speci cation language, based on the OODB standard ODMG as a common data model. A schematic overview of the system architecture can be found in Figure 4 .
The control mechanism is based on remote procedure calls (RPC) and the client-server model. The client is the application program, which initiates all actions. The server is composed of the detector modules and the OODB.
In the ODMG standard objects (data structures and operations) are dened in an application language independent speci cation language called ODL. From this speci cation the schema, storage structures and access methods for the database are derived. Furthermore, compilers are provided that can generate stub objects which include the access methods and operations for speci c application languages. Currently, language bindings for C++, C and Java are implemented. This approach allows us to build a distributed application that can transparently share and access the database objects between for instance a graphical user interface implemented in Java and the detector objects implemented in C++.
The run-time system provided by the OODB implements the location transparency and ensures the consistency and persistence of the database objects. For In principle all the operations de ned in the ODL speci cation can also be executed by the database server. The advantage of this approach is that the database server can optimize the operations using bulk operations.
Finally, the ODMG standard provides OQL, a declarative query language. Because all the operations de ned for the basic objects can be used in a query predicate, part of the image matching can be expressed in OQL.
Conclusion
The Horus architecture distinguishes itself from other image application architectures in that it o ers a fully integrated system providing both database functionality and image analysis support.
The basis for application development is formed by the detector model. Lowlevel and medium level detectors aim to be application independent and will be standardized as much as possible to provide a solid basis for application development.
The integration of database and detector objects is based on the objectoriented model and includes both the data structure and operations. This makes it possible to implement the high level detectors in terms of operations on the spatial -and feature data stored in the database. In fact it is possible to express semantic constraints from the application domain into queries on the database, thereby exploiting the access methods and optimization techniques provided by the OODB for spatial and multi-dimensional data.
Currently, the ODMG interface is implemented and the database is extended with a few image types, spatial data structures like polygon, point and line, and histograms. Furthermore, we are working on an example application to prove the validity of this approach.
