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Abstract
In this thesis we summarize a number of theoretical studies dealing with various properties
of quantum dots. Small quantum dots with a large level spacing are very well described
by the Anderson impurity model. In modern quantum dot experiments all parameters of
this model can be tuned via external gate voltages. Thus, it should be possible to check
our theoretical findings experimentally. We are particularly interested in temperatures
T smaller than the so-called Kondo temperature TK , T < TK . The Kondo temperature
TK is an energy scale below which a local spin inside the dot interacts strongly with the
conduction electrons in its neighboring leads. Consequently we employ Wilson’s numerical
renormalization group method [1], a numerical technique which allows for an accurate
calculation of properties of quantum dots in the Kondo regime.
We start with a general introduction to the physics of quantum dots, an introduction
to the Kondo effect and the numerical renormalization group method (Part I).
The main part of this thesis, Part II, is divided into several studies:
(i) We analyze the properties of the Kondo resonance of a quantum dot that is coupled to
leads with a finite spin polarization. We find that this polarization suppresses and splits
the Kondo resonance. We extend our study to a dot that is coupled to a lead with an
arbitrary density of states and study the gate-voltage dependence of the Kondo resonance.
(ii) We investigate the filling scheme of a spinless two-level Anderson model as a function
of gate voltage. We identify parameters where the two levels do not fill monotonically
when being lowered relative to the Fermi energy of the leads. For asymmetrically coupled
levels, we even find an occupation inversion of the two levels (i.e. the upper level has a
bigger occupation than the lower level) for a specific gate voltage region. We explain this
behavior by means of the self consistent Hartree approach.
(iii) We calculate the finite frequency conductance of a Kondo quantum dot within the
Kubo formalism. An analytical formula, which establishes a relation between the frequency
dependent conductance and the (local) equilibrium spectral function, is derived. By means
of the fluctuation dissipation theorem we establish a relation between current noise and
the equilibrium spectral function.
(iv) Motivated by emission experiments in self-assembled semiconductor quantum dots [2]
we study optical transitions between ’Kondo’ and ’non-Kondo’ states. For this sake the
’standard’ Anderson model is extended. We find that the emission and absorption spectrum
can be nicely understood by analogy to the X-ray edge absorption problem.







Many-body phenomena [3] are of central interest in many fields of modern condensed
matter physics. Those phenomena are challenging both from an experimental and from a
theoretical point of view.
In typical bulk materials, it can often be difficult to distinguish whether a measured
effect stems from single particle physics or is really due to correlation effects. Quantum
dots (QDs) (small electron droplets which are confined in all spatial dimensions) on the
other hand, are ideally suited to investigate the interplay of single-particle and many-body
physics in a controlled fashion. In typical QDs many-body effects become observable at
temperatures T below ∼ 1K. Consequently, a lot of effort was invested to reach these
limits experimentally. In QDs it is possible to study correlation effects systematically. In
particular, it is possible to tune QDs such that one of the simplest strongly correlated
models, the Kondo model (KM), can be realized experimentally.
New theoretical methods need to be used to investigate regimes where many-body ef-
fects are important. It turns out that mean-field theories are not capable of describing
all effects that arise from many-body correlations properly. The quest for new theoretical
methods, such as the numerical renormalization group method, lead to renormalization
techniques which allow for a quantitative description of effects where correlations are im-
portant. The fruitful interplay between experimental and theoretical developments allowed
for a considerable progress in Kondo physics, the physics related with the Kondo model,
within the last years.
This thesis deals with some low-temperature properties of different QD-systems. We are
particularly interested in zero-temperature properties of those systems. Since correlation
effects are crucial in this regime we employ Wilson’s numerical renormalization group
(NRG) method to tackle this problem.
The thesis is divided into four parts:
A pedagogical introduction to the field is given in Part I. After we provide basic knowl-
edge about QDs in Chapter 2, we give a detailed introduction to the Kondo problem in
Chapter 3. In Chapter 4 we discuss the method that is heavily used in this thesis, the
NRG-method.
4 1. Introductory remarks
The second part of this thesis, Part II, contains several studies that were carried out
and published during my PhD-studies.
In Chapter 5 we consider a QD coupled to leads with a finite spin polarization and ana-
lyze the delicate effect of a spin polarization in the leads on the Kondo resonance. In the
first part of this Chapter we are interested in the consequences of this polarization on the
Kondo resonance while keeping the gate voltage fixed (Section 5.1). In the second part
(Section 5.2), on the other hand, we focus on the gate voltage dependence of the Kondo
resonance for a QD coupled to leads with a particular density of states (DoS). We find that
the local spin splitting of a QD coupled to leads of that type can be controlled by means
of an external gate voltage.
Chapter 6 deals with the filling of a spinless two-level QD. We observe a non-monotonic
filling scheme for a particular region in parameter space and explain this behavior via a
simple self-consistent Hartree approach. We identify gate voltage regions where the QD
occupation is even inverted, i.e. the occupation of the energetically higher lying level is
bigger than the occupation of the energetically lower lying level, given the two levels are
coupled with a different strength. The generalization of this study to the spinfull case is
currently in preparation.
The finite frequency conductance of a Kondo QD is investigated in Chapter 7. We use the
Kubo formalism to compute the frequency-dependent conductance of a QD in the Kondo
regime. We identify two possibilities to measure the equilibrium spectral function of a
generic QD, namely via (i) a finite frequency conductance measurement or via (ii) a cur-
rent noise measurement.
We study optical transitions between a ’Kondo’ and a ’non-Kondo’ state in Chapter 8.
Transitions of this type have recently come into experimental reach in self assembled
QDs [2]. In contrast to the previous Chapters, where various transport properties of QDs
were considered, we focus on optical properties in Chapter 8. We use Fermi’s Golden Rule
to calculate the line shape related to the transitions mentioned above. The findings can
be nicely explained by an analogy to the X-ray edge problem.
Part III, the Appendix, contains technical details relevant for the studies carried out
in Part II. In Appendix A, the general NRG-mapping of a single-level QD coupled to a
lead with a spin- and energy-dependent DoS is performed.
Dynamic quantities, such as the widely used spectral function, are rather difficult to cal-
culate for the following two reasons: firstly, to realize a continuous function, δ-functions
need to be broadened properly. Secondly, the different energy scales of the NRG-iteration
have to be combined properly to obtain a function valid on all energy scales. Both issues
are addressed in Appendix B.
To keep the numerical effort of the NRG-iteration tolerable and to get rid of artificial
perturbations, we introduce some relevant and useful symmetries of the NRG-procedure
in Appendix C. Their use is crucial as we are usually dealing with a Hilbert space of
considerable dimension (its dimension is typically ∼ 104).
Problems that inherit more than a single energy scale (e.g. systems in presence of a magnetic
5field B) have to be treated with a generalized NRG-procedure, known as the ’DM-NRG’-
method. This method, invented by Hofstetter [4], generalizes the ’traditional’ NRG-method
which incorporates only a single energy scale. We introduce the ’DM-NRG’-method in Ap-
pendix D.
The Kramers-Kronig relations are well established relations for causal functions. Since we
are mostly interested in functions that have a sharp feature around the Fermi energy (e.g.
the Kondo resonance of width ∼ TK), it turns out that their numerical implementation is
rather tricky. Following Bulla [5] we introduce an accurate method to perform this trans-
formation in Appendix E.
In Appendix F we present a general way for the calculation of the conductance through
an interacting region. We derive equations for the conductance based on the Kubo formal-
ism [6]. In particular, these relations allow for the accurate determination of the frequency-
dependent conductance of a ’Kondo-QD’ as used in [7] (see also Chapter 7).
The last part, Part IV, contains miscellaneous. It contains the bibliography, a list
of publications, the acknowledgements, “Deutsche Zusammenfassung” and finally the cur-
riculum vitae.
6 1. Introductory remarks
Chapter 2
Quantum dot (QD) basics
The tunability of QDs makes them ideal devices to study quantum impurity problems
experimentally. Due to the small spatial dimensions of QDs the energy levels inside the
QDs are quantized. QDs with large charging energies (up to 1.5meV ' 15K; see e.g. [8])
can be routinely manufactured, thus charging effects are important below temperatures
T ∼ 15K. Therefore: QDs reveal both charge and energy quantization.
2.1 Experimental realization of QDs









i.e. L ∼ λF , λT . Here m∗ denotes the effective electron mass (at the Fermi energy) and
vF the Fermi velocity. Due to a much smaller Fermi velocity semiconducting materials
have a significantly larger de Broglie wavelength (λF ∼ 100nm) than metallic materials
(λF ∼ 0.1nm). Accordingly, quantum mechanical effects are observable in semiconductor
QDs with a diameter L ∼ 100nm, a length scale that can be routinely realized with today’s
fabrication techniques.
The most frequently used tunable QDs - a property that self-assembled QDs do not
share - are lateral and vertical QDs, see Fig. 2.1.
A lateral QD, see Fig. 2.1(left panel), is defined by metallic gates on top of a semiconductor
heterostructure (typically GaAs/AlGaAs). Near the interface of these two semiconducting
materials a two-dimensional electron gas (2DEG) forms. When a negative voltage is applied
at the top gates a small electron droplet, a QD, is formed in the 2DEG which itself is below
the surface of the heterostructure. In addition, the gates allow for an accurate control of
the tunnel barriers between the QD and the neighboring reservoirs (i.e. the source and
drain region), the shape of the QD and the electro-chemical potential inside the dot.
A vertical QD, on the other hand, is etched out of a double-barrier heterostructure [9]
and finally coated by metal gates, see Fig. 2.1(right panel). The number of electrons in a
1Which is identical to the Fermi wavelength here.
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vertical dot can be controlled very accurately by side gates without changing the tunnel
barriers. Lateral QDs do not share this property: a variation of the electron number in
lateral QDs results in a variation of the tunnel barriers as well.
Transport measurements through a QD can be performed by coupling it (via adjustable
Figure 2.1: Left: Atomic force microscopy picture of two coupled lateral QDs (bright
central circles), serving as an ’artificial’ molecule [10]. A negative voltage in the gates A
(source), B (drain), 1 and 2 leads to a partial depletion of the 2DEG (which is below the
surface of the heterostructure). Right: Vertical QDs are realized by coating a pillar with
metallic gates [11]. The side gates allow for an accurate control of the number of electrons
in the island without changing the tunnel barriers. Transport measurements in QDs are
performed by applying a finite bias voltage VSD (a source-drain voltage) across the dot.
tunnel barriers) to electron reservoirs whose role it is to feed the QD with electrons. When
a finite bias voltage VSD is applied across the QD a current (which depends sensitively on
the parameters of the QD) might be driven through the QD.
2.2 Level quantization
The energy difference between neighboring eigenenergies of a system, the level spacing δE,
is set by the system size L. Qualitatively, a decrease in system size results in an increasing
level spacing [12].
A lateral QD traps electrons in a disk of diameter L. A crude approximation of this
geometry is a square of side length L, thus the level spacing is δE ∝ 1/L2. More precisely
the level spacing of such a QD [13] is given by
δE ' 1/ρL2, (2.1)
2.3 Charging effects 9
where ρ = kF~vF is the (material dependent) DoS (at the Fermi energy) of the 2DEG. Note
that metallic systems have a much bigger DoS as compared to semiconducting materi-
als. Thus, for fixed L, the level spacing of metallic QDs is much smaller than that of
semiconducting QDs.
2.3 Charging effects
Due to the spatial confinement of the electrons inside the QD, Coulomb repulsion between
all electrons inside the QD is an important energy scale. The energy penalty that has to
be paid when an additional electron enters the QD (initially occupied with N electrons),
N → N +1, is called the charging energy EC of the QD, EC = e2/2C (C denotes the total
capacitance of the QD). A good estimate of the total capacitance of a disk of diameter L





Since the level spacing δE has a different L dependence as the charging energy EC , see
Eqs. (2.1) and (2.2), one can (in principle) tune the ratio of these two energy scales exper-











In typical QDs, the diameter L is larger than λF (L > λF ), thus charging energy EC is the
dominant energy scale (EC > δE).
2 Semiconductor QDs with a diameter L ∼ 100nm have
typically the following parameters: EC ≈ 1.5meV (as mentioned before), δE ≈ 0.1meV.
At sufficiently low-temperatures charging effects result in Coulomb blockade behavior, i.e.
the QD is charged one by one when its local electro-chemical potential is lowered relative
to the Fermi energy of the reservoirs.
One remark should be made here: the interaction between electrons inside a QD is not
solely due to charging effects. The first correction to EC is due to exchange interaction ES,
an energy scale that arises from spin-spin interaction. Similar to Hund’s rule in atomic
physics a QD can lower its energy by maximizing its total spin.
2.4 Tunability of QDs
The success of QDs is associated with their tunability. As mentioned in Section 2.1,
different gate voltages allow for a precise control of a variety of relevant parameters of the
QD, such as the coupling strength between the QD and its surrounding reservoirs.
Here, we comment on gates that (i) allow for a rigid shift of the discrete levels inside
the QD and (ii) enable one to perform transport measurements (as a function of the bias
2The prefactor in Eq. (2.3), pie
2
ε0~vF , is of order one in typical materials.
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voltage VSD) between the source and drain region. A schematic illustration is given in
Fig. 2.2, where the left (right) reservoir plays the role of the source (drain) contact.
A back gate (tunable via the gate voltage VG) influences the electro-chemical potential
inside the QD. It can thus be used to realize task (i). Task (ii) can be realized by directly
applying a bias voltage between the left/right reservoir, see Fig. 2.1(b). We will henceforth
use the word lead synonymous for reservoir. The chemical potentials of the left/right lead,
µL/µR, obey the relation µL = µR + eVSD.
Since the electro-chemical potential in a QD (containing N electrons) µdot(N) can be tuned
by means of VG, one can control the number of electrons inside the QD for temperatures
T < EC . For VSD = 0 (µ = µL = µR) and µdot(N +1) > µ > µdot(N) the QD is filled with
N electrons. The (N +1)-th electron can not enter the QD as long as µdot(N +1) > µ, i.e.
transport is blocked [Coulomb blockade, Fig. 2.2(a)]. In typical semiconductor QDs with
EC > δE one can measure the level-spacing δE of a QD by continuously increasing the
source-drain voltage VSD, while keeping VG fixed. Any time a new discrete level of the QD
enters the transport window (of width eVSD) a peak in the differential conductance can be
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Figure 2.2: (a) The gate voltage VG allows for a rigid and linear shift of the electro-chemical
potential of the n-th electron in the QD µdot(n), n ∈ N. For T < EC the QD is filled with
N electrons, if the corresponding chemical potential µdot(N) lies below the lowest chemical
potential of the leads µdot(N) < min{µL, µR} and µdot(N + 1) > min{µL, µR}, (b) The
chemical potential of the left (L) and right (R) lead µL/R can be changed relative to each
other by tuning the source drain voltage VSD. The sketch shows how the discrete energy
levels in a QD can be probed by increasing the bias voltage VSD. The excited states (of
spacing δE) can be seen as peaks in differential conductance measurement.
2.5 Experimental consequences on transport
In this Section we show that both energy scales EC and δE can be extracted from dif-
ferential conductance measurements. As discussed above, a differential conductance mea-
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surement can be used to probe the internal structure of the QD. A measurement of the
Coulomb oscillations (dI/dVSD vs. VG, VSD → 0) allows for the estimation of EC , see
Fig. 2.3(left panel). The level spacing δE, on the other hand, can be determined from a
measurement of dI/dVSD vs. VSD (with fixed VG), known as the Coulomb staircase.
Note that the peaks in the differential conductance measurements have a finite width
(each local level is broadened) for the following two reasons: the local level (i) is coupled to
reservoirs with strength Γ and (ii) it is thermally broadened ∼ kBTexp as the experiment is
carried out at finite temperature Texp. Obviously discrete peaks in differential conductance
measurements are no longer observable once the total width of the level ∼ (Γ + kBT )
exceeds the energy scale of interest (EC or δE), see Fig. 2.3(left panel). Thus, in weakly
coupled QDs (Γ ≈ 0.01meV) with level spacings δE ≈ 0.1meV (∼ 1K) and a charging
energy EC ≈ 1.5meV, discrete peaks in the differential conductance are observable up to
temperatures of several hundred mK. Note that an increase in the coupling Γ enhances
quantum fluctuations in the QD leading to a suppression of the discrete peaks in the
differential conductance.
The charging diagram, see Fig. 2.3(right panel), gives a compact specification of a QD. To
illustrate the differential conductance dI/dVSD as a function of both VG and VSD one uses
a color scheme. From the position of the maxima of the differential conductance in the
charging diagram, one can extract the relevant parameters EC and δE.
Figure 2.3: Left: Conductance as a function of gate voltage VG in lateral QDs in the limit
VSD → 0 [14]. The conductance peaks are separated by EC (EC À δE). As expected,
the Coulomb blockade peaks get washed out when the temperature T is increased towards
EC . Right: Charging diagram of a QD [courtesy of A.K. Hu¨ttel (LMU)]. The differential
conductance is plotted as a function of both VG and VSD. For VSD = 0 the Coulomb
oscillations (with period ∼ EC) can be observed. Fixing VG and varying VSD, illustrated
in Fig. 2.2(b), allows for the determination of δE, known as the Coulomb staircase.
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2.6 Kondo effect in QDs
Under certain circumstances (as will be shown below) a many-body resonance, known as
the Kondo resonance, can develop in QDs. The following two requirements are necessary
for the observation of this resonance: (i) the system is tuned to the local moment regime
(LMR)3 and (ii) the experiment is carried out at a temperature smaller than the so-called
Kondo temperature TK , which in turn depends exponentially on the parameters of the QD,
cf. Eq. (3.29).
Based on theory, it was predicted in 1988 that the Kondo effect should be observable
in QDs [16, 17]. However, it took roughly another ten years before its experimental ob-
servation by Goldhaber-Gordon et al. [18]. In Fig. 2.4(a) the setup of this experiment is
shown. The QD is coupled (with strength Γ) to two (left and right) leads with identical
chemical potential µL = µR = µ. In order to satisfy the condition Texp < TK , several gates
can be used to tune the QD parameters ²d, Γ and U (this quantities that will be explained
in Chapter 3) such that this requirement is fulfilled. This tunability allowed for many
controlled ’Kondo-experiments’ in the course of the last years, e.g. [19, 20]. Consequently,
a better understanding of this non-trivial many-body effect was established within the last
years.
Figure 2.4: (a) Image of the device used by Goldhaber-Gordon et al. [19] to measure the
Kondo effect in QDs. This experiment can be very well described by the Anderson model,
a model that will be introduced in Section 3.1. (b) Differential conductance dI/dVSD vs.
VSD of a QD for temperatures ranging from 15mK up to 900mK [20]. The arrow indicates
an increase in dI/dVSD at VSD ' 0 upon lowering the temperature T (a fingerprint of the
Kondo effect). Note that the differential conductance dI/dVSD vs. VSD clearly mimics the
Kondo resonance in the local DoS for sufficiently low-temperatures.
3The LMR is realized if the topmost nonempty level of the QD contains a single electron, acting like a
free spin with n↑ = n↓ ∼ 12 [15].
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From a theoretical point of view the key quantity that governs this many-body res-
onance is the local DoS. In particular, the sharp resonance in the local DoS pinned at
the Fermi energy of the leads, is responsible for an increase in the linear conductance (for
T . TK) as found experimentally in Refs. [19, 20]. Fig. 2.4(b) shows the temperature
dependence of the differential conductance (which is essentially the local DoS) observed in
an experiment carried out at TU Delft (Netherlands) [20].
From the Friedel-sum rule [21], we know that the height of this resonance is ∝ 1
Γ
. The
linear conductance G(T ) is consequently expected to saturate in the limit T → 0 to its
theoretical limit, known as the unitary limit (which is 2e2/h as observed in Ref. [20]; see
lower inset in Fig. 2.5), resulting in a perfect transmission of an incoming electron.
The Kondo effect in QDs is usually identified by a logarithmic increase in the linear
conductance G(T ) as a function of decreasing temperature (for temperatures ∼ TK), see
lower inset in Fig. 2.5. As expected, for temperatures well below TK , a saturation of
G(T ) appears. One experiment showing this signature very nicely was carried out at TU
Delft [20]. In this experiment the linear conductance through a QD contacted to leads
(with a single channel) really reached the unitary limit of G = 2e2/h, see Fig. 2.5.
Figure 2.5: A measurement of the linear conductance G(T ) vs. gate voltage upon lowering
the temperature Texp (carried out by van der Wiel et al. [20]). For those gate voltages where
the QD is in the LMR (see inset in the top left corner), a monotonic increase in G(T ) is
observed for a decrease in the temperature T (indicated by two ’up’ arrows). In both
’Kondo-valleys’ the theoretical maximum of 2e2/h is almost reached. The logarithmic
increase in G(T ) upon lowering T in a ’Kondo-valley’ is shown in the lower inset. The
conductance in the valley between the two ’Kondo-valleys’, i.e. in a ’non-Kondo’ valley,
decreases as T is lowered.
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In contrast to the Kondo effect in bulk materials, where the resistivity increases below
TK , in QDs the conductivity increases for T < TK . Kondo correlations lead to an opposite
behavior in QDs as compared to bulk systems.
The reason for this behavior is the following: in presence of magnetic impurities the scat-
tering is strongly enhanced for temperatures T . TK . Since QDs are contacted to a left and
a right lead an increasing scattering enhances the forward scattering drastically. Thus, the
transmission through the QD increases, its resistivity decreases. In bulk materials, on the
other hand, a magnetic impurity is connected to various ’channels’. Consequently an in-
creasing scattering does not result in a decreasing resistivity, as the electrons are scattered
in all possible directions.
To summarize the findings of this Chapter: the level quantization that appears in
QDs constitutes an analogy between ’real’ atomic systems and QDs; consequently QDs
are often referred to as ’artificial’ atomic systems. Since a detailed understanding of two-
level systems is necessary for the realization of recently proposed quantum computing
devices [22], QD-physics recently gathered additional interest. In particular, intense studies
on coupled QDs, ’artificial molecules’ [Fig. 2.1(a)], are carried out at the moment.
The analogy between QDs and ’real’ atoms was strengthened when Kondo physics was
measured in QDs (1998) [18, 23, 24], roughly ten years after it was predicted theoretically
[16, 17]. Kondo physics is of central interest throughout this thesis. Modern many-body
methods are required to capture the physics of strongly correlated electrons in the Kondo
regime properly.
Before we focus on Kondo physics, however, we introduce a theoretical model, the Anderson
impurity model, that describes QDs extremely well. It is well-known that this model is
capable of Kondo physics. Thus, it allows for an accurate study of various interesting
aspects of this many-body phenomenon.
Chapter 3
Introduction to the Kondo effect
This Chapter is divided into two parts: in the first part we introduce a theoretical model
that describes the physics of QDs extremely well. The second part of this Chapter is
devoted to Kondo physics. Some aspects of the Kondo effect are addressed there.
3.1 The Anderson model
In this Section we introduce the Anderson model (AM), a model (suggested by P. W.
Anderson in 1961 [25]) that describes the physics of single impurities hosted in a metal.
This model had a revival when it was realized, roughly 15 years ago, that it is the effective
model in the framework of dynamical mean field theory [26]. As the AM is extremely well
suited for the description of QDs, it got an additional boost when the first controlled QD
experiments were carried out.
Within this thesis, the AM is of central relevance since (in contrast to the Kondo model) it
allows for the calculation of several experimentally accessible quantities, such as the gate
voltage dependence of the conductance, see Fig. 2.3(left panel).
A theoretical model that captures the physics of QDs has to consist of three parts: (i)
a local part (Hˆd), which describes the isolated QD, (ii) a tunneling part between the QD
and its surrounding reservoirs (Hˆ`d) and (iii) a part that describes the reservoirs (Hˆ`), in
total
HˆAM = Hˆd + Hˆ`d + Hˆ`. (3.1)
We start analyzing Eq. (3.1) by considering Hˆd: the energetic situation inside the QD,
as depicted in Fig. 3.1(a), is determined by the bare energy of the i-th local level ²di
(with typical level spacing δE between neighboring levels),1 the charging energy EC , the



















Si · Sj, (3.2)
1The bare level energy ²di is measured relative to the chemical potential of the leads µ.
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Figure 3.1: (a) Relevant parameters for the theoretical description of a QD: the charging
energy U , the local level position of the i-th level ²di (adjustable by VG) separated from its
neighboring levels by the level spacing δE. Additionally the QD-Hamiltonian Hˆd, Eq. (3.2),
includes a Zeeman and an exchange term. (b) The coupling of the i-th local level to the
leads (assumed to be non-interacting) results in a level-broadening of width Γi. In general
neighboring levels are not expected to have equal width [27], Γi 6= Γi+1.
with the replacement EC → U and ES → J . Note that multi-level QDs possess an intra-
level Ui and an inter-level charging energy Uij, in contrast to single-level dots that only one
possess an (intra-level) charging energy U . Here diσ (nˆiσ = d
†
iσdiσ) are the Fermi operators





(with the Pauli-matrices σµν)
2. The fourth term of Eq. (3.2) denotes the Zeeman energy of
the local spin with the Bohr magneton µB and the gyro-magnetic ratio g (a quantity that
characterizes the coupling between the magnetic field and the ’QD-material’). Spins that
are aligned parallel to an external magnetic field B are consequently favored. Additionally
we included an exchange interaction J (the first correction to pure Coulomb interaction),
a term which allows the dot to lower its energy by maximizing its total spin. This term is
especially important for QDs close to a singlet-triplet transition [28].
The coupling between the QD and its environment (Hˆ` is the Hamiltonian of the envi-




















Here, the operator c†kσr creates an electron with momentum k (corresponding to an energy
²kr) and spin σ in lead r = L,R. The leads, described by Hˆ`, are assumed to be identical,















, in standard represen-
tation.
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non-interacting and in equilibrium with a dispersion ²kL = ²kR = ²k. Henceforth we will
frequently use the phrasing conduction band (CB) electrons instead of lead electrons. We
consider the tunneling matrix elements Vkir in Hˆ`d, originating from the overlap of the wave
functions that participate in the tunneling process (i.e. wave functions that correspond to
’impurity’ and ’lead’ electrons, respectively) to be k-independent, Vkir = Vir [29]. Note
that the system lowers its energy when the impurity hybridizes with its environment, see
Eq. (3.3), i.e. when impurity electrons become delocalized.
Below, we focus on a single-level AM [30, 31], so the index i will be dropped. This
simplification avoids tedious mathematics while the general concepts still apply.
Due to the coupling between the impurity and the conduction band (Vr 6= 0), the local
level acquires a width Γ, depicted in Fig. 3.1(b). We neglect the additional temperature-
dependent level broadening (∼ kBTexp) here, as we are mostly interested in T = 0 quantities
in this thesis. One expects, based on second order perturbation theory in the tunneling,
that the level width Γ is ∝ |Vr|2 and ∝ ρr(ω), the DoS in lead r [note: ρL(ω) = ρR(ω) =
ρ(ω) =
∑
k δ (ω − ²k)]. More rigorously, this quantity can be computed from the imaginary




iω−²k . After analytic contin-
uation, i.e. iω → ω + iδ, one immediately3 arrives at = [Σ0] = −pi
∑
kr |Vr|2 δ (ω − ²k).
When we assume both leads symmetrically coupled, VL = VR = V , we obtain the total
level-width Γ = −= [Σ0] [29], or equivalently
Γ(ω) = 2piρ(ω)|V |2. (3.5)
Transport through an interacting single-level QD is therefore characterized by the following
five relevant energies: U , Γ, ²d (all adjustable by external gates), B (an external magnetic
field) and Texp (set by the fridge).
Before we really solve the AM [as introduced in Eq. (3.1)], however, we perform a
unitary transformation [16], which reveals that a single-level impurity couples effectively
to one channel only, the symmetric combination of the left and the right lead.
3.1.1 Unitary transformation of the AM
In this Section a rotation in the ’L-R’ basis of lead electrons is introduced. In general a















defines fermionic operators, αskσ/αakσ, that describe electrons in the symmetric and anti-
symmetric channel, respectively. By means of this transformation the single-level Ander-













[32] (the antisymmetric channel decouples from




)∓ ipiδ(x) with P denoting the principal value.
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the impurity).
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Figure 3.2: The unitary transformation Eq. (3.6) reveals that a single-level impurity couples
effectively to one channel only (described by the fermionic operator αskσ), the symmetric
linear combination of the left and the right lead [∼ (VL ckσL + VR ckσR)]. The strength of
this coupling is given by V˜ =
√
V 2L + V
2
R.
in Eq. (3.7), which does not influence QD-operators at all.
QDs can be tuned via VG such that the dot is on average singly occupied [33]; a scenario
that is, as noted in Section 2.6, essential for Kondo physics. For this particular choice of
VG the topmost occupied level contains a single, unpaired electron (known as the LMR)
4,
which can be used to mimic a magnetic impurity.
As will be shown below, an AM in the LMR can be projected onto an effective model.
As charge fluctuations are small in this regime, it suffices to perform this projection via
second order perturbation theory in the tunneling (where Γ/²d is the small parameter).
This projection is known as Schrieffer-Wolff (SW) transformation [30].
3.1.2 Mapping onto an effective model: Schrieffer-Wolff trans-
formation
To realize a QD in the LMR we fix the gate voltage ²d such that
²d ¿ −|Γ| ¿ µ¿ |Γ| ¿ ²d + U, (3.8)
4 For completeness we mention all possible regimes of a single-level AM here: the mixed valence regime
(MV) is characterized by large charge fluctuations, realized for ²d ∼ µ or (²d+U) ∼ µ. That regime where
the local level is either empty (²d À µ) or doubly occupied (²d+U ¿ µ) is called the empty orbital regime
(EO).
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ensuring that the QD is singly occupied, 〈nˆ〉 ≈ 1. For this particular choice of ²d the empty
and the doubly occupied states in the QD can be disregarded, since they are energetically
highly unfavorable. Thus, the impurity is either occupied with an ⇑ or ⇓ electron (for the
rest of the first part of this thesis we use the following notation: σ =⇑ / ⇓ corresponds to
a spin σ electron in the impurity and σ =↑ / ↓ to a spin σ electron in the CB). Thus, the






Due to virtual excitations, see Fig. 3.3, there is still a small (but finite) probability
for the QD to contain zero or two electrons, even though condition (3.8) is fulfilled. For
|²d| À Γ, these virtual excitations are appropriately described by second order perturbation
theory in the tunneling between the local level and the CB-electrons. Due to the Pauli-
principle, virtual processes are only possible between CB and impurity electrons with
anti-parallel spin [34]. As these processes lower the energy of the system by an amount
∆E, the effective Hamiltonian - describing the low-energy properties of the system - should
include a term that favors anti-parallel alignment between electron spin in the QD and the
CB.
There are two types of virtual processes, hole-like (excitations to an unoccupied local level;
lower middle panel in Fig. 3.3) and electron-like (excitations to a double occupied local
level; upper middle panel in Fig. 3.3) processes. A hole (electron)-like process lowers5 the
energy of the system [35] by ∆Eh (∆Ee)
∆Eh(²k) =
V 2[1− f(²k)]
²k − ²d (3.9)
∆Ee(²k) =
V 2[f(²k)]
U + ²d − ²k , (3.10)
with the Fermi function of the leads f(²k) = 1/(1 + e
(²k−µ)/kBT ).
Fig. 3.3 sketches all relevant virtual processes. The impurity spin might: (i) remain
unchanged (either with σ =⇑ or σ =⇓), (ii) flip its spin from ⇑→⇓ (in two possible ways -
corresponding to a transition from the left side to the right side in Fig. 3.3) or (iii) flip its
spin oppositely from ⇓→⇑ (also in two possible ways - corresponding to a transition from
the right side to the left side in Fig. 3.3). As the total spin is conserved, the CB electron
spin has to flip oppositely to the impurity spin [in the processes (ii) and (iii)] or remain
unchanged [in process (i)]. A compact representation of all those processes is realized by
rewriting them with spin operators. Consequently, a QD in the LMR shall contain a term
















skµσµναsk′ν [with αskσ as defined in Eq. (3.6)] and the usual definition
of the ladder operators S+/− and s+/−0 , respectively. A spin-flip event between the left and
the right ground state shown in Fig. 3.3, for example, is described by the operator S−s+0 .
Due to the Fermi functions, only states ²k > µ [²k ≤ µ] contribute in Eq. (3.9)
[Eq. (3.10)]. As we restricted ourselves to ²d ¿ µ ¿ ²d + U , see Eq. (3.8), we can
approximate the denominators in Eqs. (3.9) and (3.10) by their smallest possible values,
5Virtual excitations lower the energy by an amount ∆E ≈ V 2Eexc−Eini .
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Figure 3.3: Sketch of a QD in the LMR with its two possible ground states: the electron
in the QD might either be a spin ⇑ (left side) or a spin ⇓ electron (right side). In the
middle of the figure the possible virtual excitations (obeying the Pauli principle), due to
hybridization between impurity and lead electrons, are shown. The lower middle panel
shows a hole-like excitation, realized by a CB hole that tunnels into the QD. The upper
panel in the middle shows an electron-like excitation, where a CB electron tunnels into the
QD. The energy gain due to these processes is described in Eq. (3.9) and (3.10). As the
left and the right state in the figure are connected by virtual transitions the possibility of
a spin-flip inside the QD exists!
i.e. ²k,k>µ − ²d ≈ µ− ²d and U + ²d − ²k,k≤µ ≈ U + ²d − µ.





U + ²d − µ. (3.11)
Summing up all possible virtual transitions sketched in Fig. 3.3, we arrive at an effective
Hamiltonian for the LMR.
Hˆeff = Hˆ` + 2JSˆ · sˆ0, (3.12)
with the local (Heisenberg) coupling J between the impurity spin and the conduction elec-
tron spins.
This heuristic arguments illustrated the general concept of a Schrieffer-Wolff (SW) transfor-
mation. For a detailed, more rigorous discussion, see Ref. [30] or [36]. A SW transformation
enables one to project a general Hamiltonian (which is the single-level AM here) into a spe-
cial subspace of its full Hilbert space (the LMR). The corresponding effective Hamiltonian,
Eq. (3.12), describing the LMR is known as the Kondo Hamiltonian Hˆeff = HˆK .
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In this Section we argued, based on a perturbation expansion in the tunneling, how
the impurity can lower its energy by means of virtual transitions. In particular processes
where the impurity spin flips will become of great interest below, when the Kondo effect
will be discussed.
3.2 The Kondo effect
The non-trivial physics associated with the presence of magnetic impurities in a solid is
referred to as the Kondo effect. The experimental discovery of a shallow minimum in
the resistivity of metals that contain magnetic impurities (at temperatures T ∼ 10K)
triggered big interest in this field. Kondo was able to relate this phenomenon to spin-flip
scattering events. Kondo could show that this scattering mechanism becomes more and
more dominant when the temperature of the system is lowered successively.
3.2.1 The historical origin - the resistivity minimum in bulk
Back in 1934 de Haas, de Boer and van den Berg were measuring the electrical resistivity
ρel(T ) of Au as a function of temperature. They observed an unexpected local minimum
of the resistivity at temperatures T ∼ 10K, see Fig. 3.4. In several other experiments it
was confirmed that the resistivity of ’pure’ metallic samples (like gold, silver and copper)
passes through a minimum when the temperature is gradually decreased. However, as was
found later, the ’pure’ samples were not really pure but contained a small concentration of
magnetic impurities.
The resistivity of a metal is determined by different scattering mechanisms: (i) the
electrical resistivity due to the scattering between conduction electrons and lattice distor-
tions (phonons) ρelPhonon ∝ T 5 should clearly die out in the limit T → 0. (ii) The resistivity
contribution stemming from electron-electron scattering, ρele−e ∝ T 2 (known from Fermi
liquid theory), is also expected to vanish for very small temperatures. (iii) The scattering
between electrons and static impurities is temperature independent. Consequently also
the corresponding resistivity reveals no T -dependence (static impurities are present in a
constant concentration, say cimp).
6 Summing up the contributions stemming from the
mechanisms (i)-(iii) suggests a monotonic temperature dependence of the electrical resis-
tivity ρel(T ) = acimpρ
el
0 + bT
2 + cT 5 (a, b and c denoting proportionality constants and
ρel0 a characteristic resistivity). Additionally a saturation is expected in the limit T → 0,
limT→0 ρel(T ) = acimpρel0 . Clearly the mechanisms (i)-(iii) can not explain the above men-
tioned anomaly in the electrical resistivity, sketched in Fig. 3.4(a).
It took about thirty years until the puzzle of a minimum in ρel(T ) was solved by J.
Kondo (1964) [38]. He associated the minimum with the presence of magnetic impurities,
such as Co, in the measured samples.
Magnetic impurities allow for a novel scattering mechanism, spin-flip scattering, not
included in the mechanisms (i)-(iii). In particular, one finds that this scattering mechanism
6Both magnetic and non-magnetic impurities participate in this scattering mechanism.
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Figure 3.4: (a) Sketch of the temperature dependence of the electrical resistance for pure
metals (solid line) and metals that contain a small concentration of magnetic impurities
(dashed line). Note the local minimum in the resistivity around T ∼ 10K for samples
containing magnetic impurities. (b) Picture of Jun Kondo. Figure and picture from [37].
is temperature dependent. The spin-flip scattering introduces a new energy scale in the
problem, the Kondo temperature TK . It turns out, that this scattering mechanism starts
to dominate for temperatures T that are comparable to TK . Indeed, the logarithmic
increase in the resistivity for temperatures smaller than ∼ 10K, e.g. observed observed
in the experiments of de Haas et al., can be nicely explained by that type of scattering
[ρelKondo(T ) ∝ ln(TK/T )]. The local minimum of ρel(T ) can naturally be explained by adding
up all scattering contributions to the resistivity
ρel(T ) = acimpρ
el
0 + bT
2 + cT 5 + cimpρ
el
1 ln(TK/T ), (3.13)
with an additional characteristic resistivity ρel1 .
In Section 3.2.3 we give a derivation for the logarithmic temperature dependence of the
electrical resistivity due to the scattering of electrons from magnetic impurities. For this
sake we examine the Kondo model, the ’LMR-limit’ [see Eq. (3.8)] of the more general
AM, carefully.
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3.2.2 The Kondo model
In 1964 J. Kondo [38] introduced a model that describes the scattering of conduction
electrons from a localized magnetic impurity, i.e. a localized spin [39]. This model, the
Kondo model [cf. Eq. (3.12)],














was motivated by experiments carried out in the 1930s, as explained in Section 3.2.1. As
mentioned before, the operators Sˆ and sˆ0 in Eq. (3.14) denote the impurity and conduction
electrons spin operators, respectively, with Sˆ+ |⇓〉 = |⇑〉 and Sˆ− |⇑〉 = |⇓〉 (sˆ+/−0 acts
accordingly on CB-electrons). In contrast to the AM (parametrized by V , ²d and U),
the Kondo model contains only the parameter J , which is related to the parameters of
the AM via Eq. (3.11). The parameter J characterizes the coupling strength between the
localized spin and the CB electrons. As HˆK has non-vanishing matrix elements between the
states 〈⇓| 〈↑| and |↓〉 |⇑〉, 〈⇓| 〈↑| HˆK |↓〉 |⇑〉 6= 0, the Kondo Hamiltonian obviously contains
spin-flip processes. Here the state |↓〉 |⇑〉, for instance, mimics a state where the impurity
contains a spin ⇑ electron and the CB is represented by a spin ↓ electron.
Kondo calculated the resistivity in a perturbation expansion of HˆK in J . He found that
the second order contribution (in J) to the scattering amplitude diverges logarithmically
for temperatures smaller than a characteristic temperature, the Kondo temperature TK .
Therefore the perturbative approach of Kondo is only valid for temperatures T > TK .
For temperatures T ≤ TK the proper (theoretical) understanding of the KM arises from
’scaling’ ideas, suggested by P.W. Anderson in the late 1960s. This ideas were used to
develop an accurate theoretical description for the regime T < TK . The Renormalization
group (RG) theory (developed by Anderson and Wilson) is the appropriate theory in this
regime.
3.2.3 Kondo’s explanation
In metals conduction electrons can be described by plane waves carrying a crystal mo-
mentum, say k. The scattering of electrons from magnetic impurities can be described as
follows: an incoming spin σ electron of momentum k gets scattered into an outgoing spin
σ′ electron of momentum k′. Since the total spin is conserved in the scattering event, the
localized spin has to flip if σ 6= σ′. One finds, interestingly, that the spin-flip scattering is
temperature dependent. We are going to derive that T -dependence here.
Our interest in scattering events between a localized magnetic impurity (of spin S) with
electrons of momentum k and spin σ suggests to label the involved conduction electron
states as
|Ψ〉 = |k σ〉 (3.15)
and to write the impurity spin in terms of the impurity spin operator Sˆ. After the scattering
event the electron carries a momentum k′ and a spin σ′. The perturbation expansion of
24 3. Introduction to the Kondo effect
HˆK in J can be performed by rewriting Eq. (3.14) as HˆK = Hˆ` + Hˆ′, with Hˆ′ describing
the interaction of the CB electrons with the impurity spin, Hˆ′ = 2JSˆ · sˆ0.
In order to determine the eigenstates of HˆK , HˆK |Ψ〉 = ² |Ψ〉, we rewrite the Schro¨dinger
equation as (² − Hˆ`) |Ψ〉 = Hˆ′ |Ψ〉. The general solution of this equation is a sum of the
’homogeneous’ solution and the ’particular’ solution. We can immediately identify plane
waves |Ψ0〉 as eigenstates of Hˆ`, Hˆ` |Ψ0〉 = ² |Ψ0〉, i.e. as the ’homogeneous’ solution.
The formal solution of the full Schro¨dinger equation is
|Ψ〉 = |Ψ0〉+ 1
²+ i0+ − Hˆ`
Hˆ′ |Ψ〉 , (3.16)
known as the Lippmann-Schwinger equation (see e.g. [40]). Eq. (3.16) can be solved by
substituting the ’new’ value of |Ψ〉 in the r.h.s. of this equation, resulting in |Ψ〉 = |Ψ0〉+
1




T (2)︷ ︸︸ ︷
Hˆ′ 1
²+ i0+ − Hˆ`
Hˆ′+
T (3)︷ ︸︸ ︷
Hˆ′ 1
²+ i0+ − Hˆ`
Hˆ′ 1
²+ i0+ − Hˆ`
Hˆ′+ . . . . (3.17)
Eq. (3.17) shows the first three contributions to the T -matrix of the perturbation expansion
in J .
To first order in J , the T -matrix consists of six possible scattering events, sketched in
Fig. 3.5. Whereas the impurity spin is conserved in Fig. 3.5(a) [two possibilities] and (b)
[two possibilities], it flips in Fig. 3.5(c) [one possibility] and (d) [one possibility].
The first-order contributions to the T -matrix can thus easily be inferred from Fig. 3.5 [34]
〈k′ ↑| T (1) |k ↑〉 = JSz,
〈k′ ↓| T (1) |k ↓〉 = −JSz,
〈k′ ↑| T (1) |k ↓〉 = JS−,
〈k′ ↓| T (1) |k ↑〉 = JS+. (3.18)
Note that we kept the dependence on the impurity spin in terms of the impurity spin
operator here. We continue to use this notation below.
The probability to scatter from a plane wave with momentum k to another one with
momentum k′,Wkk′ , is related to the amplitude for this scattering event Tkk′ . In particular,
T
(1)
kk′ , a matrix element of T (1), contains all possible transitions given in Eq. (3.18). The














= |J |2 2piNimp
~
S(S + 1). (3.19)















Figure 3.5: Possible processes for the T -matrix to first order in J . The lower (dashed) line
represents the impurity (with corresponding spin S indicated by thick arrows), whereas
the curved (solid) lines represent the CB electrons [with initial (final) momentum k (k′)
and spin σ (σ′)]. The impurity spin S (and correspondingly the CB electron spin σ) is
conserved in the scattering processes (a) and (b) and it is flipped in processes (c) and (d).
Note that the factor 1/2 [in the second line of (3.19)] ensures the proper average over the
initial impurity spin configurations. Due to our notation, we replaced the impurity spin
operators with their expectation values in the third line of Eq. (3.19), S = 〈Sz〉. The
quantity Nimp labels the number of magnetic impurities in the sample.
To finally compute the resistivity ρelimp, we need to compute the transport relaxation time





with the density of conduction electrons at the Fermi energy n = N/V = k3F/3pi
2. The
transport relaxation time depends sensitively onWkk′ .
7 To second order in J this relaxation




with the Fermi energy ²F = ~2k2F/2m and the impurity concentration cimp. Finally, we ob-









imp is temperature independent indicating that it can not explain the anomalous





~k′W~k~k′(1− cos θ′)δ(²~k − ²~k′) with the angle θ′ between ~k and ~k′.
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Now, we will go to the next order in perturbation theory, i.e. to T (2). It will turn out
that in this order a prefactor appears that diverges logarithmically in the limit of small
temperatures.
When second order processes are considered (T (2) = Hˆ′ 1
²+i0+−Hˆ` Hˆ
′), corresponding
diagrams are shown in Fig. 3.6, intermediate states of momentum ki appear that have to
be summed. Fig. 3.6 contains all possible second order processes for incoming and outgoing
CB electrons with spin ↑. For instance, Fig. 3.6(c) describes a virtual process, where first
an incoming electron (with momentum k and spin ↑) scatters from the impurity, thereby
flipping both the impurity and its own spin and changing its momentum to the intermediate
value ki. Afterwards, the virtually excited conduction electron (of momentum ki and spin
↓) scatters again with the impurity by flipping both spins again and finally leaving with

















Figure 3.6: All possible second order processes for CB electrons entering and leaving the
system with spin ↑. The intermediate states can either be electron-like [(a) and (c)] or hole-
like [(b) and (d)]. Note that the impurity spin (thick arrows) flips virtually in processes
[(c) and (d)] in contrast to processes [(a) and (b)].




²+ i0+ − Hˆ`



















was used. Here f is the Fermi-Dirac
distribution.
Another second order contribution to 〈k′ ↑| T (2) |k ↑〉 is shown in Fig. 3.6(d). The diagram
describes a scattering process, where first the impurity spin is flipped (⇑→⇓) by creating
an electron-hole pair with an outgoing electron of momentum k′ and spin ↑. After this
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event, an incoming electron of momentum k and spin ↑ scatters with the impurity a second
time by flipping its spin back to its original state (⇓→⇑) and thereby destroying the hole




²+ i0+ − Hˆ`











²− ²ki − i0+
, (3.23)
where we used ² ≈ ²k ≈ ²k′ ≈ µ since we are interested in having both values k and k′ near
the Fermi level.
The two remaining diagrams in Fig. 3.6, namely (a) and (b), can be evaluated analo-










²− ²ki − i0+
, (3.24)
respectively. Note that the sum of the two contributions given in Eq. (3.24) is temperature
independent, since the contributions that include the Fermi function cancel each other8.
The contributions from Eqs. (3.22) and (3.23), however, do not cancel. Therefore we iden-
tify the spin-flip scattering with the mechanism that gives rise to a temperature dependent
scattering.
To second order in J , we approximate the T -matrix with T ≈ T (1) + T (2). The
second order contribution T (2) leads to a correction of the scattering probability Wkk′ ,
see Eq. (3.19), which we call δWkk′ . The correction δWkk′ is of third order in J . As
Wkk′ ∼ |Tkk′|2 ∼
∣∣∣T (1)kk′ ∣∣∣2 + [T (1)kk′ (T (2)kk′)∗ + (T (1)kk′)∗ T (2)kk′] we obtain the correction δWkk′ to



















kk′ ∼ J3. (3.25)
Adding all spin contributions to δWkk′ leads to
~
2piNimp






The third order contribution to the resistivity, however, requires the tricky determination of
the corresponding transport relaxation time τ(k). To do so, the sum over the intermediate
















²− ²i . (3.27)
8The summation over ki is taken as a principal value integration.
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Here the energy-dependent DoS ρ(²i) has been replaced by its value at the Fermi energy
ρ(µ), µ = 0. Moreover, the high-energy divergence has been cut off by restricting the
conduction electron states to a band of finite width 2D (D is usually referred to as the
bandwidth of the conduction band).
We will now consider two limiting cases to obtain an interpolation formula for the inte-
gral given in Eq. (3.27): (i) for ² ¿ kT , we approximate the integral with 2 ln(D/kT ),
whereas (ii) for ² À kT we approximate it with 2 ln(D/|²|). This leads to the com-
















1 + 4Jρ(0) ln D
max(|²|,kT )
]
, see also [34], introduces a temperature dependence
in the resistivity.
Remarkably T (2) reveals that the existence of magnetic impurities leads to an enhanced
scattering rate for electrons in the close vicinity of the Fermi energy for sufficiently low
temperatures. This enhanced scattering, known as the Kondo resonance, explains the
temperature dependence of the resistivity observed in bulk materials. Surprisingly, the
energy scale that is related to this phenomenon, the Kondo temperature TK , is not an
intrinsic energy scale of the problem such as ²d, U or V (in case of the AM). The value of
TK results from an interplay between the impurity spin and all its surrounding conduction
electrons, it is a many-body phenomenon.
Including this order, the resistivity, see Eq. (3.21), becomes temperature dependent. In






[1− 4Jρ(0) ln (kT/D)] . (3.28)
The temperature dependent contribution to the resistivity indeed agrees very well with the
resistance minimum found in the experiments of de Haas et al., mentioned in Section 3.2.1.
Note that Eq. (3.28) reproduces the logarithmic divergence that was experimentally found,
see Eq. (3.13). We are now able to clarify the physical meaning of all contributions to the
resistivity, ρel(T ) = acimpρ
el
0 + bT
2 + cT 5 + cimpρ
el
1 ln(TK/T ). Whereas ρ
el
0 is a specific
resistivity that includes magnetic and non-magnetic impurities, ρel1 includes only magnetic
impurities. At this point we do not want to specify the dependence of TK on the parameters
of the system further. This will be done in the next Section.
At the end of this Section, we want to allude a new problem, which arises from the per-
turbation expansion performed above: what happens for small temperatures (in particular
in the limit T → 0)?
Obviously, the behavior suggested in Eq. (3.28) has to be unphysical for T → 0 since it
implies a divergent resistivity in this limit. In fact, the perturbative expansion for the
resistivity can not be trusted any more, once the third order contribution becomes of the
order of the second order contribution, i.e. for |4Jρ(0) ln (kT/D)| ∼ O(1) [see Eq. (3.28)].
Clearly this happens for sufficiently small temperatures.
For these temperatures, the perturbative method fails and one needs scaling techniques
for a proper solution of the Kondo problem. Therefore a lot of conceptual work was
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needed to overcome the breakdown of perturbation theory to properly describe the emerg-
ing regime. We investigate this regime, the regime of extremely small temperatures, in the
next Section.
3.2.4 General properties of the Kondo effect
It was realized in Section 3.2.3, that the spin-flip scattering introduces a logarithmic tem-
perature dependence to the electrical resistivity. Obviously, a degeneracy between the two
spin states of the impurity is necessary for spin-flip scattering to appear. A magnetic
field B [of strength TK (more precisely µBgB = kBTK), see below] clearly removes this
degeneracy and thereby destroys spin-flip scattering and consequently the Kondo effect.
Below the temperature where perturbation theory breaks down, known as the Kondo
temperature TK , an effective screening of the unpaired spin (i.e. the magnetic impurity)
takes place due to coherent virtual transitions between the impurity spin and its surround-
ing conduction electrons; the (many-body) ground state [40] of the system is a singlet of
binding energy TK .
9 All conduction electrons are arranged such that the magnetic moment
is screened and the singlet can be formed. Thus for T < TK , kBTK ∼ De−1/[2ρ(0)J ] (see
e.g. [40]) with ρ(0) the leads DoS at the Fermi energy, the localized magnetic impurity
interacts strongly with its surrounding electrons.
Once T becomes less than TK the system is in the strong coupling regime, universal scaling
sets in. In absence of a magnetic field no other energy scale is left in the problem [40].
This means all measurable quantities, like the conductance G(T ), scale as T/TK or ω/TK
for energies smaller than TK .
In the framework of the single-level AM [tuned such that the LMR is realized, see
Eq. (3.8)] the value of TK can be estimated in the framework of poor man’s scaling (as






Note the exponential dependence of TK on the system parameters ²d, U and Γ. According
to Eq. (3.29), TK is minimal for ²d = −U/2. It increases as ²d approaches 0 or −U .
For fixed gate voltage VG (i.e. fixed ²d), on the other hand, TK can be exponentially
enhanced by increasing Γ. This can be achieved by opening the QD.
This knowledge is of experimental relevance, as it allows one to tune TK to values that are
experimentally accessible (i.e. Texp < TK). However, a continuous increase of Γ has other
drawbacks. Once Γ exceeds the level-spacing δE, transport processes involve more than
one level. Consequently a multi-level AM has to be considered. We study such a model
in Chapter 6, for instance, where we focus on the ²d-dependence of the occupation of a
multi-level AM.
The crossover scale TK , given in Eq. (3.29), can also be extracted from the following
dynamic quantity: the imaginary part of the spin susceptibility χ′′(ω), defined in Eq. (4.9),
9In this regime the impurity binds on average one conduction electron to form this singlet. A magnetic
field of strength B & TK destroys this singlet.
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shows Curie-Weiss behavior for temperatures T > TK , χ
′′(ω) ∼ 1
ω+TK
, i.e. χ′′(ω) decays
as ∝ ω−1 (apart from logarithmic corrections) for ω > TK . For T < TK , on the other
hand, the system behaves like a Fermi liquid, χ′′(ω) ∝ ω for ω < TK . Numerically, it is
convenient to extract TK from the (numerically) computed spin susceptibility χ
′′(ω) by
identifying it with the maximum of χ′′(ω).10 In case of a single-level AM this (numerical)
determination of TK agrees very well with the values for TK obtained from Eq. (3.29). For
more complicated models (such as the two-level AM), however, Eq. (3.29) does not apply
any more. Then χ′′(ω) can still be used to extract the value of TK .
The fact that the ground state of the system is a singlet for T < TK results in a sharp
resonance in the local DoS A(ω) pinned at the Fermi energy of characteristic width ∼ TK
(see Section 4.1.2). Indeed, a three-peak structure in A(ω), two broadened peaks (of width
Γ) at energies ²d and ²d+U and the Kondo peak, can nicely be seen in Fig. 4.4(left panel),
which was calculated with NRG. The determination of the local DoS is crucial since it is
the key quantity for the computation of transport properties.
To summarize: Kondo correlations are established if (i) there are (at least) two degener-
ate states in the system (like spin-degenerate states), (ii) the degenerate states are coupled
to a Fermi sea with finite strength Γ and (iii) the average number of electrons in the system
is fixed (U suppresses adding a further electron). Some references to experimental results
related to QDs in the Kondo regime were already given in Chapter 2.6.
3.2.5 Poor man’s scaling (PMS)
In 1970 P.W. Anderson introduced a method, the poor man’s scaling (PMS) method [42], to
derive an effective Hamiltonian that captures the low-energy properties of a given system.
Anderson’s idea was to obtain an effective Hamiltonian, say at an energy ω∗, by succes-
sively integrating out high energy states of the system until the scale ω∗ was reached. He
imposed the physical condition that this scaling procedure (equivalent to a decrease in the
bandwidth from D to D˜, see Fig. 3.7) leaves the scattering between conduction electrons
and the impurity invariant. One can satisfy this requirement by continuously adapting the
physical parameters of the Hamiltonian (say the coupling J in case of HˆK) under study, i.e.
to allocate a cutoff-dependent parameter J˜(D˜) to the corresponding effective Hamiltonian
Hˆeff(D˜). This adjustment results in a ’flow’ of the parameter J˜(D˜), the coupling becomes
cutoff dependent.
PMS for the Kondo model
Here we want to discuss the PMS of the KM. Since this procedure can be easily found in
the standard literature, see e.g. Ref. [40] or [43], we keep this discussion short.
A scaling equation for the isotropic KM is obtained, when one successively eliminates the
excitations (say of energy ki) that lie in the band edge D˜ ≤ |ki| ≤ D. When one restricts
all excitations that appear in the second order diagrams discussed in Section 3.2.3 (see
10In Chapter 4 we introduce the NRG method and explain how to compute χ′′(ω) in the framework of
this method. The right panel of Fig. 4.4 shows χ′′(ω) calculated with NRG.
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especially Fig. 3.6), to this interval11 the scaling equation for the Kondo coupling J can be




A detailed derivation of this equation can, for instance, be found in Section 3.3 of [40].
The consequence of a decrease in the cutoff D can be understood when one integrates
Eq. (3.30) from D˜ to D. This integration yields
J˜(D˜) =
J
1 + 2ρJ ln(D˜/D)
(3.31)
with the effective coupling J˜ corresponding to the reduced bandwidth D˜. Provided we are
in the weak coupling regime (ρJ ¿ 1), we can infer from Eq. (3.31), that J˜ is continuously
growing since 1 + 2ρJ ln(D˜/D) < 1 (D˜ < D).
The bandwidth is continuously reduced until it reaches the scale of interest, the tem-
perature T , D˜ ' T . Consequently, the effective coupling at a temperature T is given as
J˜(T ) = J
1+2ρJ ln(T/D)
. One immediately realizes that J˜(T ) diverges, for 1+2ρJ ln(T/D) = 0.




PMS for the Anderson model
Here we apply the PMS method to the AM. Following Haldane [41] we calculate how the
energy levels of the AM are renormalized if high energy states are integrated out.
To illustrate this flow, we consider a single-level AM in the limit U → ∞, i.e. the
relevant energy level is either empty |0〉 or singly occupied with a spin σ electron |1, σ〉.
The flow of the energy of the empty level ²
(0)
d and the singly occupied level ²
(1)
dσ is obtained,
as mentioned above, by successively integrating out the ’high energy’ band-states (see
Fig. 3.7). By this we mean the following: the presence of the highly excited states, of
energy ∼ D, is absorbed by a change of the energies of the empty δ²(0)d and singly occupied
levels δ²
(1)
dσ . Within second order perturbation theory in V we obtain








d − (²(1)dσ + |ω|)
dω (3.33)


















11This means that all ki’s in expressions like Eq. (3.22) are restricted to the interval D˜ ≤ |ki| ≤ D.
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Figure 3.7: The marked high energy states (of width δ, δ → 0) are those that are integrated
out in the course of the scaling procedure. D denotes the full bandwidth and D˜ the new
effective bandwidth after the high energy states have been integrated out. This procedure
leads to a ’flow’ of the parameters of the considered model so that the derived Hamiltonian
describes the low-energy physics of the system properly.
Here the tilde denotes the renormalized local levels and σ¯ =⇑ / ⇓ if σ =⇓ / ⇑. When
we assume the leads DoS to be constant and spin independent, ρσ(ω) = ρ, and define























|ω|+ ²(0)d − ²(1)dσ
. (3.36)
As long as ²
(1)
dσ − ²(0)d ¿ D we can approximate |ω| + ²(0)d − ²(1)dσ ≈ |ω| in the integrals
in Eqs. (3.35) and (3.36). Thus the flow of ²dσ, most easily seen in differential form
δ²dσ = δ²
(1)







equivalent to Eq. (2) of [44] [valid for U → ∞]. Note that the renormalization of ²dσ
depends on Γσ¯, i.e. on the coupling of the opposite spin species. The reason is that, the
empty level |0〉 hybridizes with the singly occupied level |1, σ〉 (involving band states of
both spin directions), so both spin species contribute (see Eq. 3.33), while for the σ-
occupied level |1, σ〉 (which hybridizes only with |0〉 for U À |²d|) only spin σ electrons




Naively one might expect that high energy states can be disregarded when one is in-
terested in the low-temperature properties of a system. As the Fermi function f is
smoothened around the Fermi energy µ with a width ∼ kBT (known from the Sommerfeld-
expansion [45]) one is tempted to consider only states of energy |ω−µ| ≤ kBT to be relevant
for transport.1 However, as the intermediate states of momentum ki in the (second order)
perturbation expansion (see Section 3.2.3) are not restricted to this interval, one might al-
ready anticipate, that in the Kondo problem states of all energies are relevant. To account
for all energies of the problem, |ω| ≤ D, the idea of the renormalization group (RG) was
introduced.
Within the PMS-approach, introduced in Section 3.2.5, high energy states are succes-
sively integrated out, leading to an effective ’flow’ of the parameters of the model. A
prominent example of such a flow, as discussed in Section 3.2.5, is the flow of the pa-
rameter J (in case of the Kondo model), see Fig. 4.1. The PMS-method allows one to
identify relevant (parameters that are flowing to larger values under a decrease of the cut-
off), marginal (... not flowing under a decrease of the cutoff) and irrelevant (... flowing to
zero ...) parameters. Once one has identified the irrelevant parameters of a system, one
knows, in principle2, which mechanisms govern the low-temperature physics of the system,
i.e. one has derived an effective Hamiltonian. However, PMS breaks down once the relevant
parameters start to diverge.
That drawback was overcome by another prominent RG-method, the NRG-method. In
this Chapter we introduce this renormalization scheme.
In the early 1970’s K.G. Wilson succeeded to construct a nonperturbative solution of
the KM [46] (which was later extended to the AM by Krishna-murthy et al. [31, 47]).
Since the “NRG-method does not rely on any assumptions regarding the ground state or
1Typical transport integrals include the derivative of f .
2The question whether marginal operators are important has to be investigated separately.
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leading order divergent couplings” [28] it is superior to a mean-field description or scaling
equations. A detailed description of the procedure is given in Appendix A.
Wilson’s ingenious idea was to discretize the CB (of bandwidth 2D) logarithmically [1]
via a discretization parameter Λ (Λ > 1). This discretization enabled him to take all
CB energies into account. He reached this goal by dividing the CB into energy intervals
[−xN ,−xN+1[ and ]xN+1; xN ] with xN = DΛ−N , N ∈ N0. Wilson showed that this CB-
discretization becomes exact if the discretization parameter approaches 1, Λ→ 1. Moreover
he was able to show that the method still works extremely well for a moderately large choice
of Λ (up to Λ ∼ 3).
Within the NRG-scheme the continuous CB operators are expanded in a Fourier series
with fundamental frequency 2ωN = piΛ
N/ (1− Λ−1) in each (logarithmic) interval. Defin-
ing a single fermionic degree of freedom f0σ [defined in (A.13)] allowed Wilson to rewrite
the hybridization Hˆ`d between the impurity and all CB electrons in a compact way, see
Eq. (A.14). The La´nczos algorithm, ansatz (A.22) in Appendix A.2, then allows one to
tridiagonalize the remaining CB (represented by constant Fourier components within each
logarithmic interval). This permits one to solve the problem at hand numerically. Indeed
the transformation of the CB onto a semi-infinite chain, the ’Wilson chain’, with corre-
sponding fermionic operators f †Nσ creating a spin σ electron at the N -th site of the Wilson
chain [Eq. (A.24)], allows for an iterative diagonalization and consequently a numerical
exact solution of the Kondo problem. Further details of this procedure can be found in
Appendix A.
More formally, as can e.g. be found in Ref. [31], the KM is recovered in the limit of an






















(1−Λ−2n−1)(1−Λ−2n−3) , cf. Eq. (2.18) of [31]. The ξ
K
N ’s are
the tunneling matrix elements between two sites along the Wilson chain (which decay ∝
Λ−N/2 [46]) and Hˆ0 = JSf
†
0µσµνf0ν (with S as defined in Section 3.1.2). The typical energy
scale in the N -th iteration, ωN , is roughly set by ξ
K
N . Wilson showed ωN ∼ Λ−(N−1)/2 [46].
Note that a rescaling factor 1
2
(1 + Λ−1) has been introduced [31] here. This factor ensures













particular simple form [see Eq. (A.40) for the general case]. In contrast to the more general
case, discussed in Appendix A, the leads DoS in Ref. [31] was assumed to be constant and
spin independent.
Note that the exponential decrease of ξKN (∝ Λ−N/2) in Eq. (4.1) ensures that the
problem can be solved by iterative diagonalization, as the energy scales of the different
iterations separate nicely. Other models like the Hubbard model - where the hopping matrix
element are constant - can not be solved by NRG and one needs to use other methods such
as the density matrix renormalization group (DMRG) method [48] for tackling problems
of this kind.
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As expected from PMS the parameter J of the Kondo problem is small at the beginning
of the NRG-procedure corresponding to high energies (weak coupling regime). Once the
strong coupling regime is reached, i.e when the NRG-iteration has proceeded far below
the energy scale TK (see Fig. 4.1), however, J diverges. To capture the crossover regime
(at an energy TK) between the weak and the strong-coupling regime well, it is crucial to
keep sufficiently many the lowest lying eigenstates of the system in each iteration. Fig. 4.1
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Figure 4.1: In the course of the iteration, i.e. with decreasing energies, the Kondo coupling
J ’flows’ from a small value [weak coupling (WC) regime] to a very big value [strong
coupling (SC) regime], a behavior that was already indicated in Eq. (3.31). The shaded
regions mark these two regimes. Especially the complicated crossover regime (white region)
can only reliably be calculated via NRG.
In summary, the scheme provided by Wilson [46] relates effective Hamiltonians on suc-
cessive energy scales [40] by a transformation R, HN+1 = R[HN ]. Due to the separation
of energy scales Wilson showed that the Kondo problem can be solved by iterative pertur-
bation theory [meaning the (N + 1)-th site of the Wilson chain can be viewed as a small
perturbation of HˆN ].
As an example we shortly show the principle of the numerical procedure for HˆK : the
matrix that describes the initial Hamiltonian of the KM, Hˆ0 is a 8×8 matrix which consists
of the impurity and the first site of the Wilson chain. We define the eight basis states of this
matrix as product states of the two possible impurity states |⇑〉 and |⇓〉 and four possible
electronic states at the first site of the Wilson chain |0〉0, f †0↑ |0〉0 = |↑〉0, f †0↓ |0〉0 = |↓〉0
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and f †0↑f
†
0↓ |0〉0 = |↑↓〉0. An arbitrary state in the zeroth-iteration can thus be written as
|Ψ〉0 = |i〉0 |σ〉, with i ∈ {0, ↑, ↓, ↑↓} and σ = {⇑,⇓}. In this basis spanning the Hilbert
space H0 the Hamiltonian Hˆ0 takes the form
Hˆ0 =

|0〉 |⇑〉 |↑〉 |⇑〉 |↓〉 |⇑〉 |↑↓〉 |⇑〉 |0〉 |⇓〉 |↑〉 |⇓〉 |↓〉 |⇓〉 |↑↓〉 |⇓〉
|0〉 |⇑〉 0 0 0 0 0 0 0 0
|↑〉 |⇑〉 0 1
2
J 0 0 0 0 0 0
|↓〉 |⇑〉 0 0 −1
2
J 0 0 J 0 0
|↑↓〉 |⇑〉 0 0 0 0 0 0 0 0
|0〉 |⇓〉 0 0 0 0 0 0 0 0
|↑〉 |⇓〉 0 0 J 0 0 −1
2
J 0 0
|↓〉 |⇓〉 0 0 0 0 0 0 1
2
J 0
|↑↓〉 |⇓〉 0 0 0 0 0 0 0 0

.
We start the procedure by diagonalizing Hˆ0, Hˆ0 → Hˆd0 . This is achieved by rotating Hˆ0 to
a proper basis, UT0 Hˆ0U0 = Hˆd0 , where U0 is determined numerically. Since we are interested
in the low-temperature properties of HˆK , the eigenenergies of Hˆ0 are sorted with respect
to increasing energy and in the course of the iteration only the low-energy states are kept.
This sorting is important, as the size of the Hilbert-space grows as ∼ 4N , indicating that
already after a few iterations the Hilbert space has to be truncated. Obviously all relevant
operators one is interested in, in particular the fermionic operators acting on the zeroth
site of the chain f0σ, have to be transformed to this new basis as well and afterwards sorted
w.r.t. increasing eigenenergies of Hˆ0.
In this basis the matrix corresponding to Hˆ1 can easily be obtained by connecting the

















































with f ∗0σ = UT0 f0σU0. Note: (i) Hˆd0 and f ∗0σ are 8× 8 matrices (from the Hilbert space H0),
thus the Hilbert-space H1 corresponding to Hˆ1 has dimension 32. (ii) states including the















Analogously to above, we can now determine the eigenspectrum of Hˆ1 by diagonalizing
Hˆ1. Before we do so, however, we need to determine f
†
1σ which ensures that the iteration
can be continued. In the original (undiagonalized) basis of the Hilbert space H1 these
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0 0 0 0
|↑〉
1
1δσ,↑ 0 0 0
|↓〉
1
1δσ,↓ 0 0 0
|↑↓〉
1
0 −1δσ,↓ 1δσ,↑ 0
, (4.3)
where 1 denotes 8× 8 unit-matrices. This steps [diagonalization, sorting w.r.t. increasing
eigenenergies, truncating, adding the next site of the Wilson chain, setting up the fermionic
operator that acts on the ’new site’ of the Wilson chain, see Eq. (4.3), diagonalization, . . .]
are repeated until the iteration converges.
Convergence can be checked in a flow diagram (see Fig. 4.2), where the lowest lying
eigenstates of the system are plotted as a function of the iteration number. Once the strong
coupling fixed point is reached the method has converged.




















Figure 4.2: Eigenenergies (with corresponding degeneracy) of the KM as a function of the
iteration N corresponding to an energy ∼ Λ−N/2. The energies of all levels are drawn
with respect to the ground state energy (diamonds on x-axis) and are rescaled by ΛN/2,
as they are exponentially decreasing in the course of the iteration. After ∼ 20 iterations
the system flows to the strong coupling fixed point. The iteration converged after ∼ 35
iterations. Parameters: J = 0.25, Λ = 2.
We would like to make a final remark here: as the size of the Hilbert-space grows
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exponentially fast it is crucial to make use of the system’s symmetries to speed up the
numerical calculation, see Appendix C.
4.1 Physical quantities computed with NRG
There are two classes of quantities we are interested in: (i) thermodynamic quantities, ob-




−βEm 〈m| Aˆ |m〉.3
A typical example of this class is the impurity occupation Aˆ = nˆ (in case of the AM). As
will be shown below, another thermodynamic quantity,the impurity specific heat Cimp(T ),
requires not even the knowledge of matrix elements. (ii) Dynamic quantities, such as the
spectral function A(ω, T ), which are harder to compute since, additional to the task of cal-
culating the corresponding energy spectrum and matrix elements of the involved operators,
appearing δ-functions have to be combined and broadened properly (see Appendix B).
The energy-dependence (or alternatively temperature-dependence) of the quantities of
interest enters via the iteration number N , as in the N -th step of the NRG-iteration
physical quantities are computed at a typical energy ωN ∼ Λ−(N−1)/2D (or temperature
kBTN ∼ Λ−(N−1)/2D).
In contrast to zero-temperature calculations one has to stop the NRG-iteration at a
specific iteration number in case of finite temperature calculations. Once ωN reaches the
scale kBT , to be precise kBT =
1
2











with [. . .] denoting the integer function, the NRG-iteration has to be stopped. The reason
for this is the following: for N > NT the typical energy scale ωN is smaller than the thermal
energy, i.e. relevant excitations of the system are not included any more since they have
already been truncated.
4.1.1 Thermodynamic quantities
Using two specific examples we give a rough idea how to compute thermodynamic quantities
in this Section.
The knowledge of the energy spectrum is already sufficient for the calculation of the
impurity specific heat Cimp(T ), C(T ) = −T ∂2∂T 2F (T ) (with the total free energy of a canon-
ical ensemble F (T ) = −kBT lnZ). Cimp(T ) is obtained by subtracting the free electron
specific heat (corresponding to J = 0, i.e. the specific heat in absence of the impurity)












−(N−1)/2HN (J))− ln tr(e−βΛ−(N−1)/2HN (J=0) + ln 2
)]
3Z denotes the partition function Z =
∑
m e
−βEm with β = (kBT )−1.
















σdσ, one has to implement the initial matrix elements of nˆ0 as well. In case of
a single-level AM nˆ0 has the form
nˆ0 =

|0〉 |⇑〉 |⇓〉 |⇑⇓〉
|0〉 0 0 0 0
|⇑〉 0 1 · 1 0 0
|⇓〉 0 0 1 · 1 0
|⇑⇓〉 0 0 0 2 · 1

where 1 denotes 4× 4 unit matrices. Obviously nˆ has to be transformed in the same man-
ner as the Hamiltonian in the course of the iteration. To finally obtain the expectation
value 〈nˆ〉, one has to average over the eigenstates of the system, i.e. a knowledge of the
eigenspectrum of HˆN and of the matrix elements of the operator nˆ (in the N -th iteration)
is required.
Thermodynamic quantities can be computed rather accurately (more accurate than dy-
namic quantities, see Section 4.1.2), since they are obtained from the low-energy part of
the spectrum (where NRG has, by construction, its highest resolution).
Indeed, a careful comparison of the gate voltage dependence of the zero-temperature
occupation between the NRG and the Bethe-Ansatz solution (an analytic exact solution
of the problem) allows for an accuracy check of the numerics. In Fig. 4.3(left panel) we
plot the local level occupation n ≡ 〈nˆ〉 (for T = 0) for a single-level AM as a function of
²d once computed via Bethe-Ansatz [49, 50] and once computed via NRG (see also [33]).
We find perfect agreement between both methods.
In contrast to Bethe-Ansatz, however, NRG allows us to study the QD occupation as
a function of decreasing temperature as well. Fig. 4.3(right panel) shows how the QD
occupation evolves upon lowering the temperature. As already mentioned, in the limit of
small temperatures three regimes can be identified (EO: |n − 1| ∼ 1, MV: |n − 1| ∼ 0.5,
LMR: |n− 1| ∼ 0).
For T = 0 the impurity occupation can be used to compute the phase shift ∆φσ a spin
σ electron experiences when being scattered off the magnetic impurity, ∆φσ = nσpi, known
as the Friedel-sum rule [21]. For T = 0 a relation between ∆φσ and the conductance holds
[Gσ ∼ sin2(∆φσ)] which is based on Fermi liquid theory . This relation allows one to
determine the conductance G from the knowledge of the occupation of the impurity.
4.1.2 Dynamic quantities: A(ω, T ) and χ′′(ω, T )
Dynamic quantities are harder to compute than thermodynamic ones since they are en-
ergy and temperature dependent. Nevertheless we are interested in those quantities, since
in most experiments transport properties instead of thermodynamic properties are mea-
sured. Transport properties can typically be expressed via a function Lml, m, l ∈ Z, where












































Figure 4.3: Left: Gate voltage dependence of the local occupation n of a single-level AM.
We find excellent agreement between the exact Bethe-Ansatz solutions [49, 50] and NRG-
calculations, indicating the high accuracy of the numerics. The right panel shows the three
possible QD regimes: the Local-moment-regime (LMR) (n ≈ 1), where Kondo correlations
can exist (see also the ’Kondo plateau’ in the left panel), the mixed valence (MV) regime
(|n− 1| ≈ 1
2
) and the empty orbital (EO) regime where the QD is either empty or doubly
occupied. For temperatures smaller ∼ 0.01U the system reaches the strong coupling limit.





τ lωmdω (f labels the Fermi-function of the leads). Examples are the resistivity
ρ(T ) = 1
e2
L01 or the thermopower S(T ) = − 1eT L11L01 .
As such integrals depend crucially on the lifetime τ(ω, T )−1 ∼ A(ω, T ) [51], a good knowl-
edge of the system’s spectral function A(ω, T ) is essential to compute transport properties
of a given system. Another important dynamical quantity is the spin spectral function
χ′′(ω, T ).
Consequently, we introduce this two important dynamical quantities, A(ω, T ) and
χ′′(ω, T ) in this Section.
The spectral function A(ω, T ) is defined as
A(ω, T ) = − 1
pi
= [GR(ω, T )] , (4.5)
where GR(ω, T ) is the Fourier-transformed4 of the retarded Green’s function GR(t, T ) ≡
−iθ(t)〈{d(t), d†(0)}〉. Obviously the calculation of A(ω, T ) requires the determination of
the matrix elements of d. Consequently one has to implement the matrix elements of the
operator d in the zeroth step of the NRG-iteration, d0.
For arbitrary temperatures the retarded Green’s function can be written (in Lehmann
representation) as





〈n| d(t) |m〉 〈m| d† |n〉 , (4.6)
4GR(ω, T ) = ∫∞−∞ dt eiωtGR(t, T )




−βEi denotes the partition function and |n〉 an eigenstate with corre-
sponding eigenenergy En of Hˆ.
When we insert the time evolution5 d(t) = eiHˆtd(0)e−iHˆt into Eq. (4.6) and finally perform
the Fourier transformation we arrive at the spectral function [51]





∣∣〈m| d† |n〉∣∣2 δ(ω − (Em − En)). (4.7)
In particular, the T = 0 limit (in which we are mostly interested in) can easily be obtained
from Eq. (4.7),
A(ω, T = 0) =
ω>0︷ ︸︸ ︷∑
n
∣∣〈n| d† |0〉∣∣2 δ(ω − (En − E0))+
ω<0︷ ︸︸ ︷∑
n
∣∣〈0| d† |n〉∣∣2 δ(ω − (E0 − En)),
(4.8)
where |0〉 denotes the ground state of the system. As finite temperature spectral functions
A(ω, T ) involve transitions between excited states
∣∣〈m| d† |n〉∣∣2, they are more difficult to
calculate than A(ω, T = 0) (see e.g. Fig. B.1). We already pointed out in Eq. (4.4) that it
is crucial to stop the iteration after NT steps when one is interested in a finite temperature
calculation.
In Fig. 4.4 we plot the (properly renormalized) spectral function A(ω, T = 0) for dif-
ferent values of ²d for a single-level AM obtained from NRG. The accuracy of the numerics
can be checked by comparing the numerically obtained value of A(ω = 0, T = 0) with that









Γ and nσ =
1
2
n (since B = 0)]. A further check of the numerical accuracy
of the calculation of the spectral function A(ω, T = 0) can be achieved by comparing its
integrated weight
∫ 0
−∞ dω A(ω, T = 0) with the thermodynamically calculated occupation
n. As high energy features in A(ω, T = 0) are dominantly responsible for the occupa-
tion obtained via
∫ 0
−∞ dω A(ω, T = 0), we do not expect a perfect agreement between∫ 0
−∞ dω A(ω, T = 0) and n. Remember that the NRG-method is designed to describe
low-energy properties of the system accurately. A trick due to Bulla [52], that involves the
self-energy of the AM, can slightly cure this problem.
In the Kondo regime, the spectral function shows a three peak structure: (i) two atomic
resonances of width ∼ Γ near ²d and ²d + U and (ii) the Kondo resonance of width ∼ TK
(pinned at the Fermi energy). It was already pointed out before that a finite magnetic field
of strength B . TK leads to a suppression and splitting of the Kondo resonance. An even
bigger magnetic field completely destroys the Kondo effect. As shown by Hofstetter [4],
the ’traditional’ NRG-procedure has even to be changed for B 6= 0. In this case the
“density-matrix NRG” (DM-NRG) method should be used. A detailed description of the
DM-NRG-method is given in Appendix D.
5Here the time evolution operator has the form Uˆ(t, 0) = e−
i
~ Hˆt.
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Figure 4.4: Left: Spectral function A(ω, T = 0) for different values of ²d. The Kondo
resonance (of width ∼ TK) can be nicely seen for that values of ²d (namely ²d = −U/6 and
²d = −U/2) where the impurity is roughly singly occupied, i.e. in the LMR. Note that the
Friedel-sum rule [21] is fulfilled extremely well (with a deviation less than 3%). Additional
side peaks of width Γ appear in the spectral function which are due to the discrete (atomic)
levels at ²d and ²d + U . Right: Spin spectral function χ
′′ for the same values of ²d as in
the left panel. The maximum in χ′′(ω, T = 0) appears at a frequency ω ∼ TK (given the
Kondo effect exists); for frequencies below TK the system behaves like a Fermi liquid, i.e.
χ′′(ω, T = 0) ∝ ω.
In some cases, e.g. when one is interested in the transmission phase shift φ(ω, T ),
tan[φ(ω, T )] =
=[GR(ω,T )]
<[GR(ω,T )] , it is necessary to calculate both the imaginary part =
[GR(ω, T )]
and the real part < [GR(ω, T )] of GR. For causal functions, such as the retarded Green’s
function, this can be achieved by a Kramers-Kronig transformation [7], see Appendix E.
The spin susceptibility χ(t) = χ′(t)+ iχ′′(t), a second dynamic quantity we briefly want
to explain here, describes the response of a system, which is a magnetization ~m(t) at a
time t, after a magnetic field ~h(0) was applied at t = 0
~m(t) = χ(t, 0)~h(0). (4.9)
It was pointed out before, that it is convenient to define TK as the maximum of the spin
susceptibility χ′′(ω) [29], see Fig. 4.4.
In linear response theory the spin susceptibility is given by χ(t) ≡ iθ(t)〈[Sˆzimp(t), Sˆzimp(0)]〉.
For a single-level AM Szimp has the following matrix elements in the zeroth iteration
(Szimp)0 =

|0〉 |⇑〉 |⇓〉 |⇑⇓〉
|0〉 0 0 0 0
|⇑〉 0 1
2
· 1 0 0
|⇓〉 0 0 −1
2
· 1 0
|⇑⇓〉 0 1 0 0
.
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When we write χ(t) in Lehmann representation, achieved by inserting a complete set of




















∣∣〈n|Szimp |0〉∣∣2 [P ( 1ω − (En − E0)
)
− ipiδ(ω − (En − E0))
]
.




∣∣〈n|Szimp |0〉∣∣2 δ(ω − (En − E0)). (4.10)
To summarize: additional to the knowledge of the eigenstates |n〉 (with corresponding
eigenenergies En) and matrix elements (e.g. 〈n|Szimp |0〉) of a system, the computation of
a dynamical quantity involves a (proper) broadening of appearing δ-functions. In Ap-
pendix B we focus on this issue.
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QDs coupled to ferromagnetic leads
In Chapter 2 we stressed that lateral semiconductor QDs, commonly used in transport
experiments, are defined by depleting a 2DEG (via negatively charged gates). An example
of such a structure is shown in Fig. 5.1(left panel). In absence of an external magnetic
field the local interacting region, the source and the drain region (all these regions consist
of the same material) do not have a preferred spin direction, i.e. they are unpolarized.
Consequently, for B = 0 the electrons of the leads screen a localized spin in the QD for
T < TK . As explained in Chapter 3 this results in an enhanced linear conductance (due
to the Kondo resonance in the local DoS).
Leads that consist of one spin species only (half-metallic leads), are obviously not
able to screen a local moment, no Kondo correlations can develop in this scenario. This
way of thought brings one to an interesting theoretical question, namely whether Kondo
correlations do exist for a local moment which is coupled to a reservoir with a finite spin
polarization (partially polarized leads). In this scenario it is not obvious what kind of
consequences the leads’ polarization on the Kondo effect has.
Experimentally the idea of contacting a QD to a lead that consists of a different ma-
terial than the QD itself came into reach when Liang et al. [53] managed to contact a
divanadium-molecule (serving as QD) to gold electrodes, see Fig. 5.1(right panel). Usually
the contacting between the QD and its surrounding leads is rather difficult. In conductance
experiments through this device, however, the Kondo effect was observed, indicating that
Liang et al. managed to realize a sufficiently good contact between the molecule and its
leads. If one replaced the gold electrodes by manganese, the model we are studying in this
chapter would be realized.
In the following papers [15, 54] we discuss the effect of a finite spin polarization in the
leads on the Kondo resonance. In Section 5.1 we study the consequence of a finite leads
polarization P 6= 0 on Kondo physics (with fixed gate voltage ²d). It turns out that a finite
spin polarization P 6= 0 results in a splitting and a suppression of the Kondo resonance.
In Section 5.2 we address the question how the splitting of the Kondo resonance varies
upon changing ²d for QDs coupled to leads with a ’realistic’ DoS. We find a strong gate
voltage dependence of the splitting of the Kondo resonance that depends crucially on the
particular band-structure in the leads. Surprisingly the suppression and splitting of the
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Figure 5.1: Left: ’Traditional’ way of realizing a QD, coupled to leads which consist of the
same material as the QD itself (Photo from: http://www.unibas.ch/phys-meso/). Right:
Liang et al. [53] managed to contact a divanadium-molecule, depicted above the image, to
gold contacts. This opens up the exciting possibility to contact QDs to arbitrary leads.
Kondo resonance, which usually appears in case of a QD contacted to polarized leads, can
be compensated by an appropriately tuned gate voltage ²d.
5.1 Effect of a finite spin polarization in the leads on
the Kondo resonance
In this Section we study the effect of a finite spin polarization P in the leads on the Kondo
resonance. To ensure that the QD is in the local moment regime, i.e. it is roughly singly
occupied, we fix the gate voltage at ²d = −U/3 throughout this study.




−D0 ρσdω = 1 but
spin-dependent, as shown in Fig. 5.2(left panel).1 Correspondingly, the spin polarization




bands, as considered here, the full information about spin asymmetry in the leads can be
parameterized by a spin-dependent hybridization function Γσ ≡ 12Γ(1 ± P ).2 Based on
second order perturbation theory in the tunneling one expects a spin-dependent shift and
1Here we disregard an additional spin splitting at the edge of the bands (Stoner-splitting), which leads
to a logarithmically suppressed effective magnetic field.
2σ =↑ (↓) corresponds to +(−).
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Figure 5.2: Left: Spin-resolved leads DoS ρσ(ω) (ω ∈ [−D;D]) for a flat band with P > 0.
The imbalance of available ↑- and ↓-electron states determines the spin polarization P of
the leads. Right: The cartoon illustrates the consequence of a finite spin polarization in
the leads, namely a spin splitting of the local level ²dσ (here: P > 0 and ²d > −U/2).
consequently a spin splitting of the local level3 for a finite spin polarization of the leads
(P 6= 0), see Fig. 5.2(right panel). Consequently one expects the Kondo resonance of a QD
contacted to spin polarized leads to be suppressed and split, similar to a QD in presence
of a magnetic field.
Below we present a careful NRG-study of the problem outlined above. We find that the
full Kondo resonance of a QD that is coupled to spin polarized leads can be recovered (with
a reduced value of TK) given an appropriately tuned external magnetic field is applied.






− Γ↓²d ∼ δ²d↓.
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Kondo Effect in the Presence of Itinerant-Electron Ferromagnetism Studied
with the Numerical Renormalization Group Method
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The Kondo effect in quantum dots (QDs)—artificial magnetic impurities—attached to ferromag-
netic leads is studied with the numerical renormalization group method. It is shown that the QD level is
spin split due to the presence of ferromagnetic electrodes, leading to a suppression of the Kondo effect.
We find that the Kondo effect can be restored by compensating this splitting with a magnetic field.
Although the resulting Kondo resonance then has an unusual spin asymmetry with a reduced Kondo
temperature, the ground state is still a locally screened state, describable by Fermi liquid theory and a
generalized Friedel sum rule, and transport at zero temperature is spin independent.
DOI: 10.1103/PhysRevLett.91.247202 PACS numbers: 75.20.Hr, 72.15.Qm, 72.25.–b, 73.23.Hk
The prediction [1] and experimental observation of the
Kondo effect in artificial magnetic impurities—semi-
conducting quantum dots (QDs) [2,3]—renewed interest
in the Kondo effect and opened new opportunities of
research. The successful observation of the Kondo effect
in molecular QDs such as carbon nanotubes [4,5] and
single molecules [6] attached to metallic electrodes
opened the possibility to study the influence of many-
body correlations in the leads (superconductivity [7] or
ferromagnetism) on the Kondo effect. Recently, the ques-
tion arose whether the Kondo effect in a QD attached to
ferromagnetic leads can occur or not. Several authors have
predicted [8–11] that the Kondo effect should occur.
However, it was shown recently [12] that the QD level
will be spin split due to the presence of ferromagnetic
electrodes leading to a suppression of the Kondo effect,
and that the Kondo resonance can be restored only by
applying an external magnetic field. The analyses of
Refs. [8–12] were all based on approximate methods.
In this Letter, we resolve the controversy by adapting
the numerical renormalization group (NRG) technique
[13,14], one of the most accurate methods available to
study strongly correlated systems in the Kondo regime, to
the case of a QD coupled to ferromagnetic leads with
parallel magnetization directions.We find that, in general,
the Kondo resonance is split, similar to the usual
magnetic-field-induced splitting [15,16]. However, we
find that, by appropriately tuning an external magnetic
field, this splitting can be fully compensated and the
Kondo effect can be restored [17](confirming Ref. [12]).
We point out that precisely at this field the occupancy of
the local level is the same for spin-up and -down, n"  n#,
a fact that follows from the Friedel sum rule [19]. More-
over, we show that the Kondo effect then has unusual
properties such as a strong spin polarization of the Kondo
resonance and, just as for ferromagnetic materials, for the
density of states (DOS). Nevertheless, despite the spin
asymmetries in the DOS of the QD and the leads, the
symmetry in the occupancy n"  n# implies that the
system’s ground state can be tuned to have a fully com-
pensated local spin, in which case the QD conductance is
found to be the same for each spin channel, G"  G#.
The model.—For ferromagnetic leads, electron-
electron interactions in the leads give rise to magnetic
order and spin-dependent DOS r"!  r#!, (r 
L;R). Magnetic order of typical band ferromagnets such
as Fe, Co, and Ni is mainly related to electron correlation
effects in the relatively narrow 3d subbands, which only
weakly hybridize with 4s and 4p bands [20]. We can
assume that, due to a strong spatial confinement of d
electron orbitals, the contribution of electrons from d
subbands to transport across the tunnel barrier can be
neglected [21]. In such a situation, the system can be
modeled by noninteracting [22] s electrons, which are
spin polarized due to the exchange interaction with
uncompensated magnetic moments of the completely
localized d electrons. In the mean-field approximation,
one can model this exchange interaction as an effective
molecular field, which removes spin degeneracy in the
system of noninteracting conducting electrons, leading to
a spin-dependent DOS. The Anderson model (AM) for a
QD with a single energy level 
d, which is coupled to
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electrons with momentum k and spin  in the leads
and, in the QD, Vrk is the tunneling amplitude, Sz 
n^" 	 n^#=2, and the last term is the Zeeman energy
of the dot. All information about spin asymmetry
in the leads can be modeled by the spin-dependent








r , where Vr;k 
 Vr and r! is the spin-
dependent DOS.
In order to understand the Kondo physics of a QD
attached to two identical ferromagnetic electrodes with
parallel configurations, it suffices to study, instead of the
above general model [Eq. (1)], a simpler one, which
captures the same essential physics, namely, the fact
that 	r"!  	r#! will generate an effective local mag-
netic field, which lifts the degeneracy of the local level
(even for B  0). A simple (but not unique) way of
modeling this effect is to take the DOS in the leads to
be constant and spin independent, r! 
 , the band-
widths to be equal D"  D#, and lump all spin dependence
into the spin-dependent hybridization function, 	r!,
which we take to be ! independent, 	r! 
 	r. By
means of a unitary transformation [1], the AM [Eq. (1)]
can be mapped onto a model in which the correlated
QD level couples only to one electron reservoir described
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Finally, we parametrize the spin dependence of 	 in
terms of a spin-polarization parameter P 
 	" 	 	#=
	, by writing 	"# 

1
2	1 P, where 	 
 	"  	#.
In the model of Eq. (2), we allowed for 	"  	# but not
for D"  D#, as would be appropriate for real ferromag-
nets, whose spin-up and -down bands always have a
Stoner splitting D 
 D" 	 D#, with typical values
D=D" & 20% (for Ni, Co, and Fe). However, no essen-
tial physics is thereby lost, since the consequence of
taking D"  D# is the same as that of taking 	"  	#,
namely, to generate an effective local magnetic field [25].
The occurrence of the Kondo effect requires spin fluc-
tuations in the dot as well as zero-energy spin-flip ex-
citations in the leads. Indeed, a Stoner ferromagnet
without full spin polarization 	1 < P < 1 provides
zero-energy Stoner excitations [26], even in the presence
of an external magnetic field.
Method.—The model [Eq. (2)] can be treated by
Wilson’s NRG method. This method, with recent im-
provements related to high-energy features and finite
magnetic field [15,16], is a well-established method
to study the Kondo impurity (QD) physics. It allows
one to calculate the level occupation n 
 hn^i (a static
property), the QD spin spectral function, Imzs! 
F fithSzt; Sz0ig, where F denotes the Fourier
transform, and the spin-resolved single-particle spectral




temperature T, magnetic field B, and polariza-
tion P [where GRd;! denotes a retarded Green function].
From this we can find the spin-resolved conduc-
tance G  e
2= h2%=%  12	
R
1
	1 d! A! 
f	@f!=@!g, where f! is the Fermi function and
%  	L=	R denotes the coupling asymmetry. We
choose %  1 below.
Generation and restoration of spin splitting.—In this
Letter, we focus exclusively on the properties of the
system at T  0 in the local moment regime, where the
total occupancy of the QD, n 
P
n  1. The occur-
rence of charge fluctuations broadens and shifts the posi-
tion of the QD levels (for both spin-up and -down), and,
hence, changes their occupation. For P  0, the charge
fluctuations and, hence, level shifts and level occupations
become spin dependent, causing the QD level to split [12]
and the dot magnetization n" 	 n# to be finite (Fig. 1). As a
result, the Kondo resonance is also spin split [28,29] and
weakened (Fig. 2), similarly to the effect of an applied
magnetic field [15,16]. This means that Kondo correla-
tions are reduced or even suppressed in the presence of
ferromagnetic leads. However, for any fixed P, it is pos-
sible to compensate the splitting of the Kondo resonance
[Figs. 2(c) and 3(c)] by fine-tuning the magnetic field to
an appropriate value, BcompP, defined as the field which
maximizes the height of the Kondo resonance. This field
is found to depend linearly [27] on P [Fig. 1(c)] (as
predicted in [12] for U ! 1). Remarkably, we also
find (throughout the local moment regime) that at Bcomp
the local occupancies satisfy n"  n# [Fig. 1(b)]. The fact
that this occurs simultaneously with the disappearance
of the Kondo resonance splitting suggests that the local
spin is fully screened at Bcomp.
Spectral functions.—We henceforth fix the magnetic
field at B  BcompP. To learn more about the properties
of the corresponding ground state, we computed the spin
spectral function Imfzs!g for several values of P at
T  0 (Fig. 3). Its behavior is characteristic for the
formation of a local Kondo singlet: As a function of


























FIG. 1 (color online). Spin-dependent occupation of the dot
level at (a) B  0 and (b) B  	0:1	, as a function of spin
polarization P. (a) For B  0, the condition n"  n# holds only
at P  0. (b) For finite P, it can be satisfied if a finite, fine-
tuned magnetic field, BcompP, is applied, whose dependence
on P is shown in (c). As expected, it is approximately linear
[12,27]. Here U  0:12D, 
d  	U=3, 	  U=6, and T  0.
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maximum at a frequency !max which we associate with
the Kondo temperature [i.e., kBTK 
 h!max at B 
BcompP], and then decreases linearly with !, indicating
the formation of the Fermi liquid state [14]. By determin-
ing TKP (from !max) for different P values, we find that
TK decreases with increasing P [Fig. 3(b)]. For metals
such as Ni, Co, and Fe, where P  0:24, 0.35, and 0.40,
respectively, the decrease of TK is weak, so the Kondo
effect should be experimentally accessible. Remarkably,
both Imfzs!g and the A! collapse rather well onto a
universal curve if plotted in appropriate units [Figs. 3(a)
and 3(c)]. This indicates that an applied magnetic field
Bcomp restores the universal behavior characteristic for the
isotropic Kondo effect, in spite of the presence of spin-
dependent coupling to the leads. Figure 4(a) shows that
the amplitude of the Kondo resonance is now strongly
spin dependent, which is unusual and unique. The nature
of this asymmetry is related to the asymmetry of the
DOS in the leads, and its value is exactly proportional to
1=	. As a result, the total conductance G is not spin
dependent [Fig. 4(b)]. This indicates the robustness of the
Kondo effect in this system: If the external magnetic field
has been tuned appropriately, it is able to compensate the
presence of a spin asymmetry in the leads by creating a
proper spin asymmetry in the dot spectral density,
thereby conserving a fully compensated local spin and
achieving perfect transmission.
Friedel sum rule.—Further insights can be gained
from the Friedel sum rule, an exact T  0 relation [19]
that holds for arbitrary values of P and B [30]. The
interacting Green’s function can be expressed as [14]
GRd;!  ! 	 
d  i	 	!
	1, with spin de-
pendent 
d and 	; the former due to Zeeman splitting
(
d  
d 	 1=2 gBB) and the latter due to the ferro-
magnetic leads. Here ! denotes the spin-dependent
self-energy. Now, the Friedel sum rule [19] implies that,
at T  0, the following relations hold:






























F, an equal spin occupa-











F=	#, which can be obtained only
for an appropriate external magnetic field B  Bcomp. For
the latter, in the local moment regime (n  1), we have
n"  n#  0:5, so that ("  (#  =2, which implies
that the peaks of A" and A# are aligned. Thus, the
Friedel sum rule clarifies why the magnetic field Bcomp,
at which the splitting of the Kondo resonance disappears,
coincides with that for which n"  n#. For B  Bcomp, the
spin-dependent amplitude A
F of Eq. (4) and the con-
ductance G  	A
F agree well with the above-
mentioned NRG results [Figs. 4(a) and 4(b)].
In conclusion, we showed that the Kondo effect in a QD
attached to ferromagnetic leads is in general suppressed,
because the latter induce a spin splitting of the QD level,
which leads to an asymmetry in the occupancy n"  n#.
Remarkably, the Kondo effect may nevertheless be re-










































































FIG. 3 (color online). (a) The spin spectral function
Imfzs!g. (b) Dependence of TK on spin polarization P. The
dotted line shows the prediction from Ref. [12]—namely,
TKP=TK0  expC arctanhP=P, where the best fit is ob-
tained for C  	5:98. Equation (6) from Ref. [12] with " 
#J0  	=U=j
djU  
d would lead to C  	4:19. (c)
QD spectral function for several values of P. Parameters U, 
d,
	, and T are as in Fig. 1, B  BcompP.
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FIG. 2 (color online). (a) QD spectral function A! P
A! for several values of spin polarization P; inset:
expanded scale of A! around 
F. (b) The spin-resolved
spectral function for fixed P. For P ! 	P, we have A !
A	. (c) Compensation of the spin splitting by fine-tuning an
external magnetic field. Parameters U, 
d, 	, and T as in Fig. 1.
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such that the splitting of the Kondo resonance is compen-
sated and the condition n"  n# is fulfilled. Although the
Kondo resonance is strongly spin polarized, it then fea-
tures a locally screened state, a spin-independent con-
ductance, and a Kondo temperature which decreases with
increasing spin asymmetry.
We thank R. Bulla, T. Costi, L. Glazman,W. Hofstetter,
H. Imamura, B. Jones, S. Maekawa, A. Rosch, M. Vojta,
and Y. Utsumi for discussions. This work was supported
by the DFG under the CFN, ‘‘Spintronics’’ Network
RTN2-2001-00440, Project No. PBZ/KBN/044/P03/
2001, OTKA T034243, and the Emmy-Noether program.
Note added.—After submission of our paper, a preprint
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1/(1±P)  see Eq.(4)
a
b
FIG. 4 (color online). (a) Spin resolved QD spectral function
amplitude A!  0 at the Fermi level, and (b) the QD
conductance G, as functions of the spin polarization P, for
B  BcompP and symmetric couplings (	L  	R), with U,

d, 	, and T as in Fig. 1, implying n  0:5. The dashed line in
(a) is 1=1 P [Eq. (4) with n  0:5]. As expected, we find
G  e
2=h, with a numerical error less than 1%.
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5.1.1 Quantitative determination of the compensation field Bcomp
After finishing the work presented above we became particularly interested (motivated by
questions of D. Ralph) in (i) a quantitative determination of the compensation field Bcomp
and (ii) why the condition n↑ = n↓ implies an unsplit Kondo resonance.
We use poor man’s scaling to derive the total shift of the local level δ²dσ, which is
due to electrons at the band edges, i.e. at energies ω ∼ ±D. For the case of finite U the
scaling starts at U and breaks down when ²d is reached, thus Eq. (3.37) has to be adjusted









Note that Eq. (5.1) holds only for ²d > −U/2 (with finite ²d), as Eq. (3.37) was derived
in the limit U → ∞. The case ²d < −U/2 produces opposite signs, as one expects from
particle-hole symmetry. For P > 0, i.e. Γ↑ > Γ↓, and in absence of an additional applied
magnetic field one obtains from Eq. (5.1) ²d↑ < ²d↓, so n↑ > n↓ [see Fig. 5.2(right panel)].
Obviously, one can apply an additional local magnetic field, which decreases n↑ somewhat
faster than n↓ is increased (since the former is broader than the latter). It turns out that a
compensation field Bcomp, tuned such that the condition n↑ = n↓ is fulfilled, realizes the case
where the QD-spin is perfectly screened even though the leads have a finite polarization.
Note that the condition n↑ = n↓ implies φ↑ = φ↓ (due to the Friedel sum rule [21]) which
results in nσ ∼ 12 or φσ ∼ pi/2 for σ =↑ / ↓ as ²d is fixed such that n ∼ 1. At T = 0, in
strong coupling (the opposite limit to poor man’s scaling), the interacting Green’s function
can be written as Gσ(ω) =
1
ω−²dσ+iΓσ−Σσ(ω) = |Gσ(ω)|eiφσ . Therefore the condition n↑ = n↓
implies that both spin-resolved spectral functions are on resonance - the Kondo resonance
is not split [see question (ii) above]. To have a resonance at the Fermi energy the real
part of the self-energy has to fulfill ΣRσ (0) = −(²dσ − ²F ), which means that the self-energy
term Σ is not small, indicating the importance of correlation effects. One can get an
approximation about the dependence of Bcomp by means of PMS, Eq. (5.1), via








That Bcomp should be linear in P and Γ can be understood from poor man’s scaling (coming
from weak coupling) and is confirmed by the numerics presented before [see question (i)
above].
5.1.2 Experimental relevance
The theoretical study presented in this Section was recently confirmed in an experiment
of Pasupathy et al., “The Kondo Effect in the Presence of Ferromagnetism”, [55]. It was
confirmed in this experiment that C60 molecules (serving as QDs) can be strongly coupled
to nickel electrodes (serving as ferromagnetic leads) so as to exhibit the Kondo effect.
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The shapes of the nickel electrodes were designed such that the two electrodes have
different magnetic anisotropies. Consequently, these electrodes undergo a magnetic reversal
at different values of the magnetic field. This design has the fundamental advantage that
the relative orientation of the magnetic moments in the two electrodes can be controlled
(via an external magnetic field) between parallel and antiparallel alignment.
Pasupathy et al. found, that ferromagnetism suppresses Kondo-assisted tunneling, but
Kondo correlations are still present in QDs contacted to ferromagnetic leads. In agreement
with our prediction they observed a split conductance, see Fig. 5.3, for the case of the
parallel aligned nickel electrodes. For antiparallel aligned electrodes, on the other hand,
the strong-coupling Kondo effect was recovered, in agreement with a prediction of Martinek
et al. [44] (see Fig. 5.3 for B ≈ 15mT).
Figure 5.3: Conductance curves for a Ni-C60-Ni device. An external magnetic field al-
lows to switch the magnetic orientation of the electrodes between parallel and antiparallel
alignment. For B ≈ 15mT (see right panel) the alignment between the electrodes is ap-
proximately antiparallel, the strong-coupling Kondo effect (with an enhanced conductance
at V = 0 as shown in the right panel) is recovered even in presence of ferromagnetic elec-
trodes. The peak in the conductance at V = 0mV, shown in the left panel, corresponds to
this particular magnetic field. For a different magnetic field (a magnetic field B ≈ 175mT
is marked in the right panel) the electrodes are essentially parallel oriented and the con-
ductance is split and suppressed (the split conductance in the left panel corresponds to
this magnetic field). This observation was predicted in the study presented in this Section.
Figure taken from 5.3.
Currently the group of D. Ralph [56], Cornell University, is also trying to contact Mn-
atoms (serving as QDs) to ferromagnetic leads, made of Mn as well. Unfortunately, the
contacting between the Mn-atoms and the Mn-leads turns out to be extremely difficult.
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Another possibility to realize QDs contacted to polarized leads is to use QDs based
on single wall carbon nanotubes (SWNT), instead of semiconductor QDs. This systems
allow for various studies of Kondo effects in devices with magnetic or superconducting
electrodes [57].
SWNT are usually grown on iron catalysts. If this (ferromagnetic) catalyst is by ac-
cident close to the contact between a non-magnetic lead and the SWNT, it can evidently
appear that the tunneling between the SWNT and the leads becomes spin-dependent [58],
a scenario that directly applies to the study presented in Section 5.1.
In a recent study Nygaard et al. [59] presented experimental data on a SWNT based
QD, where the Kondo resonance was split at zero magnetic field, see Fig. 5.4. This splitting
was interpreted, in agreement with the findings presented in this Section, as evidence for
the coupling of the dot to a ferromagnetic impurity.
Figure 5.4: Differential conductance as a function of V of a nanotube QD [59]. The splitting
of the zero bias anomaly can nicely be explained by a QD coupled to ferromagnetic leads.
The splitting disappears when the temperature T is increased. We could qualitatively
reproduce this behavior in an (unpublished) NRG-calculation.
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5.2 Gate controlled spin splitting in the Kondo regime
In the above mentioned experiment of Nygaard et al. [59] also the gate voltage dependence
of the splitting of the Kondo resonance was studied, see Fig. 5.5. Three typical classes of
gate voltage dependence of this splitting were found, which the numerical study presented
in this Section confirms.
Figure 5.5: The gate voltage dependent spin splitting of the Kondo resonance as observed
in the experiment of Nygaard et al. [59].
In the following paper (submitted to Phys. Rev. Lett.) we neither assume the leads
DoS to be flat nor we disregard the Stoner splitting. The leads DoS of our choice can be
found in Fig. 1 of the paper presented below. In contrast to the previous work [15] we
really take the energy-dependence of the DoS into account. The chosen DoS corresponds to
a dispersion as found for free electrons. Form a methodological point a view this approach
is more sophisticated than the iteration scheme introduced by Wilson [1]. Here, Wilson’s
iteration scheme [1] has to be extended to handle leads with an arbitrary DoS. The way
how this can be achieved is described in Appendix A. Note that the spin-dependent DoS
in the leads we use here (which is, by the way, not particle-hole symmetric) complicates
the NRG-iteration dramatically, as spin-dependent hopping matrix elements and spin-
dependent onsite energies along the Wilson chain have to be determined numerically. This
is achieved by solving the equations introduced in Appendix A. As these matrix elements
are decaying exponentially fast, their numerical determination requires rather advanced
numerical techniques (for further information see Appendix A.2).
In this study we find that it is not sufficient to consider only the leads DoS at the Fermi
energy ρσ(²F ) for a proper description of the resulting splitting of the Kondo resonance. It
turns out, instead, that all lead energies are necessary to describe the resulting splitting
of the Kondo resonance properly - even though high energy states are logarithmically
suppressed. For all choices of ρσ(ω) we find that one can tune the splitting of the Kondo
resonance by means of an external gate voltage. Moreover we find that the Kondo resonance
is fully recovered for a special choice of ²d for a particular form of ρσ(ω) [see Fig. 1(c) of the
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paper below] . This finding suggests the interesting possibility to mimic a local magnetic
field inside a QD by means of an external gate voltage.
5.2 Gate controlled spin splitting in the Kondo regime 59
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5.2 Gate controlled spin splitting in the Kondo regime 63
Figure 5.6: An alternative representation of the spectral function A(ω, ²d) of a QD con-
nected to leads with a spin- and energy-dependent density of states (as shown in the inset).
In contrast to a QD coupled to leads with a constant and spin-independent density of states,
where a Kondo-plateau in A(ω = 0, ²d) is observed for −U . ²d . 0, a three peak structure
in A(ω = 0, ²d) is found here. For that particular density of states, the splitting of the
Kondo resonance, its full recovery and the resulting opposite splitting upon a variation of
²d can be inferred. (Parameters are equivalent to Fig. 1(f) of Ref. [54]).
64 5. QDs coupled to ferromagnetic leads
5.2.1 Comprehensive study dealing with QDs coupled to ferro-
magnetic leads
Currently we are working on a paper that summarizes the effects of a particular leads DoS
on the Kondo resonance. Our goal is to study both the gate voltage and the polarization
dependence of the Kondo resonance for the three classes of DoS presented below. In Fig. 5.7
these three classes of leads DoS are sketched.
The DoS sketched in (a) was studied in Section 5.1 without, however, analyzing the gate
voltage dependence of the spin splitting. Even though this issue was already addressed
in [60], we reexamine it here again, as its interpretation was in parts misleading.
The DoS corresponding to Fig. 5.7(b) has, so far not been studied at all. Our numerics
confirms the expectation, based on poor man’s scaling, that such a Stoner splitting leads
to an logarithmically suppressed effective magnetic field.
The most general case is studied in case (c). Even though this case has already intensively
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Figure 5.7: In a project we are currently working on we are studying the effect on the
Kondo resonance for these three DoS classes. This study summarizes the studies presented
above. Case (a) was investigated in [15] without investigating the gate voltage dependence
of the spin splitting. The scenario with a finite Stoner-splitting, case (b), has so far not




In Chapter 3.2.4 we pointed out that an increase in Γ, i.e. an opening of the QD, results
in a significant enhancement of TK , see Eq. (3.29). This adjustment is sometimes required
to reach the goal TK . Texp (where Texp is set by the fridge). However, when Γ becomes
of the order of the level spacing ∆, Γ ∼ ∆, inter-orbital processes inside the QD might
become relevant [61], i.e. a single-level AM does not properly describe the QD any more.
Indeed, recent experiments on a ’Kondo-QD’ [8, 62]1, observed an anomaly which can
not be explained by means of a single-level AM. To be more specific: in Refs. [8, 62] Yang
et al. observed an increase in the transmission phase φ of a QD in the Kondo valley by
almost 2pi (for detailed information see [8, 62]). This observation can not be explained
in the framework of a single-level AM, as theoretically shown by Gerland et al. [33] (in
Ref. [33] the transmission phase of a single-level AM was predicted to increase by pi inside
a Kondo valley). However, since the QD in [8, 62] is rather open (with a ratio ∆/Γ ≈ 1-3)
it is very likely that a simple single-level AM is not capable of all processes involved in
these experiments.
Motivated by these experiments [8, 62] and a theoretical study of Silva et al. [61] we
initiated a study on a two-level AM. In contrast to Ref. [61], however, we studied a two-level
QD including interactions.
In this studies we find, somehow surprisingly, a non-monotonic filling of the local levels
upon lowering them w.r.t. the chemical potential of the leads. Naively one might expect,
based on standard Coulomb blockade, that the QD levels should fill one after the other.
It is the interplay between the relevant energy scales ∆, Γu (the coupling strength of the
upper level), Γ` (the coupling strength of the lower level) and U that can lead to a non-
monotonic filling of the two local levels, as presented below. Thus, the appropriate filling
scheme of a more complicated QD depends strongly on the above mentioned parameters.
Of course, in the limit ∆À Γu,Γ` standard Coulomb blockade is recovered.
1The parameters of the QDs in these experiments were: U ≈ 1.5meV, ∆ ≈ 0.1-0.5meV, U/Γ ≈ 1-10,
TK ≈ 500mK and Texp = 50mK.
66 6. Non-monotonic occupation in two-level QDs
As the observed non-monotonicity is due to interaction and not to spin effects, we
first study this phenomenon with spinless electrons. The results of this study are shown
below [27] (submitted to Phys. Rev. Lett.). A generalization of the findings presented
below to the spinfull case is currently in preparation.
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In this study (submitted to Phys. Rev. Lett.) we focus on the linear AC conductance
G(ω) = G′(ω) + iG′′(ω) (usually a complex quantity) of a single level QD (i.e. ∆/ΓÀ 1).
In typical experiments where Kondo correlations are important usually the linear DC
conductance is measured. Therefore recent studies have mostly focused on this quantity.
However, a measurement of the AC conductance has recently come into experimental
reach [63].
Therefore, we generalize previous conductance studies in the Kondo regime to the
AC case. For this sake we have to determine the complex quantity G(ω). Note that
the DC conductance G(ω = 0) is purely real, G(ω = 0) = G′(ω = 0). We use the Kubo
formalism (see appendix F) to obtain a reliable, nonperturbative calculation of G(ω) which
is reliable at all frequencies ω. This is because for sufficiently large values of ω, ω À U ,
the charge on the island is fluctuating, so the used formalism has explicitly to allow for
charge fluctuations.
We derive an approximate formula, a first order perturbation expansion of the result of
Jauho et al. [64], for the linear AC conductance in the Kondo regime valid for frequencies
ω much smaller than the charge-excitation energy ∆c = min{|²d|, |U + ²d|}. The validity
of this formula is demonstrated by comparing it with the conductance calculated within
the framework of the Kubo formalism.
The numerics reveals that G′(ω) has the same power laws as the spectral function A(ω)
for frequencies ω ≤ TK . This fact suggests that A(ω) and G′(ω) are related to each other.
Indeed, the derived analytical formula (from [64]) allows us to relate both quantities in
the limit of |ω| ¿ ∆c. This establishes a useful relation between the frequency-dependent
conductance G(ω) and the spectral function A(ω).
Moreover, it was demonstrated in recent experiments of Deblock et al. [65] that it is
feasible to measure the current fluctuations of a mesoscopic device at frequencies up to
90GHz. Motivated by this experiments we also calculate the frequency-dependent equilib-
rium current fluctuations C(ω). The fluctuation dissipation theorem (FDT) establishes a
relation between the conductance G(ω) and the current fluctuations C(ω), which enables us
72 7. Frequency-dependent transport in the Kondo regime
to establish a relation between the frequency-dependent noise C(ω) with the symmetrized
spectral function As(ω)
1 (which by itself is related to G(ω)), for |ω| ¿ ∆c. This rela-
tion is of experimental relevance, as it allows one to extract the symmetrized equilibrium
spectral function As(ω) (for |ω| < ∆c, i.e. the Kondo peak) from a measurement of the
frequency-dependent noise.
In our calculations we assume a time-dependent chemical potential in the leads. Since
the leads are capacitively coupled to the local dot level one expects also an oscillating local
level - an effect which we disregard as this capacitive coupling is a rather weak one. We
study the effect of an alternating chemical potential of the left and right lead which is
realized by applying an AC bias voltage (of frequency ωAC). Experimentally the frequency
of the (time-dependent) AC bias voltage has to be chosen such, that the Kondo scale can be
detected, i.e. ~ωAC ∼ kBTK . For a typical value of TK , TK = 1K, the frequency-dependent
conductance G(ω) has thus to be determined for frequencies ωAC up to ∼ 20GHz.
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Chapter 8
Kondo correlations in optical
experiments
Recent photoluminescence (PL) experiments [2] revealed that it is feasible to measure the
absorption and emission spectrum of a single self-assembled QD (an InAs QD embedded
in a GaAs semiconductor). It was found that an illumination of the semiconducting QD
with photons (of energy hν) triggers transitions inside the QD where an electron from
the valence band (VB) level is elevated to the conduction band (CB) (or vice versa).
Hereby an excited state, an exciton (electron-hole pair), is created (or destroyed). In an
absorption (emission) experiment the QD absorbs (emits) a photon of energy hν by creating
(destroying) an excitonic state, say X.
The spatial confinement of the QD results in a discrete level structure inside the QD.
An external gate voltage can rigidly shift the internal level structure leading to a filling
(emptying) of the QD. The gate voltage dependence of optical transitions, as found in
Ref. [2] [see Fig. 8.1(top panel)], can be understood, by identifying a particular value
of the gate value with a particular excitonic state. Here a single exciton with n extra
electrons in the CB, for instance, is named Xn−. The lower panel of Fig. 8.1 shows the
discrete PL signals found in [2] which stem from the excitons X, X1−, X2−, . . . realized
upon successively lowering the gate voltage.
Indeed, the transitions observed in the PL experiment (PL counts vs. the gate voltage),
shown in the top panel of Fig. 8.1, can be nicely explained by an atom-like electronic level
structure inside the QD. The lower right panel of Fig. 8.1 nicely illustrates the involved
states. The filling scheme suggested there quantitatively describes all observed PL-signals.
For instance, the two appearing lines for the decay of the X2− state can be understood very
well when one identifies the two possible decay channels of this state: after the exciton has
decayed, two electrons are left in the CB - one electron in the s- and another one in the
p-level. These two electrons have either (i) parallel or (ii) anti-parallel spins. In case (ii)
the excited state can immediately relax to the ground state of the system (the s level being
doubly occupied). In case (i), however, a spin-flip event of the p-electron is required before
the system can relax into its ground state. Therefore one expects a long-living state, i.e.
a sharp signal, in case (i) and a short living one (correspondingly a broad signal) for case
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(ii).
The expectation that case (ii) has a smaller amplitude and is broader w.r.t. case (i)
can be clearly seen in the experiment. In summary: PL-experiments reveal an atom-like
electronic level structure of the QD.
The possibility of tuning the QDs filling by an external gate voltage enables one to
address interesting optical transitions within this experiment. We are particularly inter-
ested in a scenario when the wetting layer surrounding the dot is filled with electrons and
hybridizes with the local level in the dot. In this case an interesting optical transition be-
tween a strongly correlated ’Kondo’ and an uncorrelated ’non-Kondo’ state is possible. To
study this effect we investigate the simplest transition that fulfills this requirement, namely
the absorption experiment where an initially singly occupied CB (left panel of Fig. 8.2)
becomes doubly occupied under creation of an exciton (right panel of Fig. 8.2). For this
sake we study an extended AM, consisting of a local VB level and a local CB level which is
coupled to a lead, as sketched in Fig. 8.2. Additionally, we introduce a Coulomb attraction
between VB holes and CB electrons in the QD which accounts for the exciton binding
energy Uexc. In the unphysical limit Uexc = 0, where the VB is completely decoupled from
the CB, we find that the absorption spectrum is determined by the local density of states
of the QD. Even though this limiting case is unphysical, it provides a good check of the
accuracy of the involved numerics.
For finite values of Uexc we observe two rather dramatic new features: firstly, the thresh-
old energy below which no photons are absorbed, say ω0, shows a marked, monotonic shift
as a function of Uexc. Secondly, as Uexc is increased, the absorption spectrum shows a
tremendous increase in peak height. In fact, the absorption spectrum diverges at the
threshold energy ω0, in close analogy to the well-known X-ray edge absorption problem.
Exploiting analogies to the latter, we propose and numerically verify an analytical ex-
pression for the exponent that governs this divergence, in terms of the absorption-induced
change in the average occupation of the local conduction band level.
The work presented here (to be submitted to Phys. Rev. B) has already partly been
published in the Diploma thesis of Rolf Helmes, a diploma-student of Prof. Jan von Delft.
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Figure 8.1: Top: The PL energy vs. gate voltage characteristics shows sharp distinct
PL signals that can be nicely explained by an atom-like electronic level structure in the
semiconductor QD. An external gate voltage allows for a controlled filling of the CB of
the QD one by one. An excitonic state with n excess charges is named Xn−. [Photo:
courtesy of A. Hoegele (LMU)]. Bottom left: PL vs. energy plots for the distinct gate
voltage regions found in the top panel (e.g. the lowest plot corresponds to a gate voltage
−0.8V. VG . −0.6V). Bottom right: The filling scheme shown on the right explains the
sharp observed PL signals very well. Thus, the PL experiment serves as direct evidence
for the atom-like electronic level structure inside the QD. Figure taken from [2].
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Figure 8.2: Sketch of an absorption process. The left panel shows the initial state (a
singly occupied CB). An incoming photon of energy hν excites an electron from the VB
into the CB. The resulting (final) state, X1−, is shown in the right panel. Here we consider
a scenario where the wetting layer (surrounding the dot) is filled and hybridizes with
the electrons inside the dot. This example marks a transition from a strongly correlated
(’Kondo’) into an uncorrelated (’non-Kondo’) state, as marked in the figure. Since the
mass of the holes in the VB is significantly larger than the electron mass in the CB we
disregard the coupling between the VB holes and the lead electrons.
81
 
	    	
ﬀﬁ
ﬂﬃ "!
#"$	  "%&#" 	 	  % ' (	 ) '	 )ﬁ&
  
*ﬁ+,+-. / 0$. 1 2 345+6 7 89. / 2 3:+;< = 9>2 3 ? @> 89BA+C < 8D. / E F 3
GﬁHI J K L M KNO P Q R S TﬁO U SQ U VW&O U S O RX Y RZQ U Y [ M L O UM O \]
^`_a^Bb
c
U M I O U \d e f f f$^Bb
c
U M I O U \gO R TﬁQ U J
hi
U K S L S
c
S OY X$HI J K L M K \kj_l
c
V Q P O K S \mn o p q o \m
c
U r Q R J
s tu v w x
yz{ v | }w ~      

w { w  vw  w ~  Łﬁw  v Łﬁw u   ~   $v  ww Łﬁ    | | w  {  v | ~ w { | Ł}   u v  |  uk w    | ~  u    w xa     w

 u  v  Łx | vﬁs t u  w~ w  w u  w xkv  u v |  w w w { v | { {  ~ w $v  w&w v v    u  w ~  ~ ~ |   x   ﬁv  w
t"} w { | Łﬁw ﬁ   w xa v 5w  w { v ~ |   } w { u   w$v  w$~ w    v    w ~ Łﬁ w u{ u `  } ~  x   w v av  wk | { u 
w  w { v ~ |  w  w  &| ﬁv  wx | v $| v   u v w xﬁ} v  w  ww  w ~  Łﬁw  v   &w v  x ﬁu w  v w  x w xﬁ x w ~  | Łﬁ| x w  
  { 5x w  { ~  }w ﬁu | { u { |  x  { v  | a} u  x5 w  w { |    w xav |u w ~ Łﬁ w u }  vﬁu   |  {   x w ﬁu | { u 
 u  w  { w} u  x$ w  w   wu ~ w  v w ~ w  v w x
  $ u ~ v  {   u ~  |  | Łﬁu    }| x { | ~ ~ w  u v  |  ~ w    v    ~ | Ł
v  w ~ w  w  { w| 
v  w w ~ Łﬁ  w uu w { v&v  ww Łﬁ    | u  xu }  | ~  v  |   w { v ~ u ¡    `   | 
¢ &£ Łﬁw ~  { u 

w  | ~ Łﬁu    u v  | ¤~ |   w{ u  {   u v wv  w w ~ |  v w Łﬁ w ~ u v  ~ ww Ł    | $s u }  | ~  v  |   w { v ~  ŁB| 
ut
  { $w  x  $ s  v u ~ v & ~ | Łuﬁ v ~ |    ${ | ~ ~ w  u v w xk¥|  x | ~ |   x$ v u v w  w ~ w x  { vv | w u v  ~ w  y
 ~  v   v  wﬁv  ~ w   |  xaw  w ~  ¦§u } |  wﬁ  { 5 |  | v | a ﬁw Łﬁ v v w x`s } w  |   { a |k  | v | a 
u }  | ~ } w x  | ﬁuŁﬁu ~ ¨ w x
&Łﬁ|  | v |   {k    vu uk   { v  | 5| v  w$w  {  v | a}   x   w  w ~  `©ª « ¬ 
­
w { |  x    w x$v  u vv  w w { v ~  Ł®  | u | w ~ u Bx   w ~  w  { w   v u kw   |  w  vv  u v{ u } w
  x w ~  v | | x$} $u  u  |  v |v  ww    ¨  | $¯ ~ u w x  wu }  | ~  v  | $ ~ | }  w Ł$
° ±&²³´ µ ¶· ¸ ¹ º » ¼½ ¾ ¿ À° ±²³½ Á Á ¸ ½ ¹Â ¸ ¹ ¸
Ã ÄÅÃ Æ$ÇÈﬁÉﬁÊËkÌÇÃ ÉÆ
*. Í . 8 F"< Î F 7 Í > /. ÏÎ
. = 7 0$. 8 F 1 3 Ð @'Ñ1 7 8ÒÓ1 . / E Ô > 1 1 . 0Õ/ . 9
Ö 8×1ﬁØ Ñ> 8 F Ñ0Ù9< F 1kÚ ÛD1 Ü 2&. 0Õ
. 99. 957 8`Ý> ×1 2&1 Þ< ß. 9
F Þ> F7 F7 1&E . > 1 7 Õ/ .F <ﬁ0$. > 1 Ñ= .F Þ.> Õ1 < = Î F 7 < 8> 89$. 0$7 1 1 7 < 8
1 Î
. Í F = Ñ0"< E>1 7 8Ò / .ÛD+ Ö 8k. 0$7 1 1 7 < 8k1 Î
. Í F = Ñ0%0$. > 1 Ñ= . Ô
0$. 8 F 1 2> 8. / . Í F = < 8 Ô Þ< / .Î> 7 =Ú . ÏÍ 7 F < 8
ÜkÍ = . > F . 9Õ àﬂ/ > 1 . =
. ÏÍ 7 F > F 7 < 8= . Í < 0Õ7 8. 17 8
1 7 9.ﬁF Þ.kÛDﬁ2ßÞ. = . Õ à>ÎÞ< F < 8
7 1$. 0$7 F F . 9ßÞ7 Í Þ7 1$0$. > 1 Ñ= . 9+ﬂÖ 8ﬂ> Õ1 < = Î F 7 < 8`1 Î
. Í F = Ñ0
0$. > 1 Ñ= . 0$. 8 F 1 2< 8kF Þ
.< F Þ. =Þ> 892ÎÞ
< F < 81> = .> Õ1 < = Õ
. 9
7 81 7 9.F Þ.ÛDÕ àk. Ï Í 7 F < 8. ÏÍ 7 F > F 7 < 8+
DÑ.F <1 Î> F 7 > /Í < 8 á
8. 0$. 8 F 2 F Þ.ÛDÎ< 1 1 . 1 1 . 1>ﬁÍ Þ> = Ò Ô
7 8Òa. 8. = Ò àa> 89`>a97 1 Í = . F .k. 8. = Ò à5/ . C . /1 F = ÑÍ F Ñ= . 2ßÞ7 Í Þ
Í > 85Õ
.k= 7 Ò 7 9/ àa1 Þ7 E F . 9`ß7 F Þ`= . 1 Î
. Í FF <F Þ.â. = 0$7. 8. = Ò à
Õ àﬂC > = à 7 8Ò`> 8. Ï F . = 8> /Ò > F .C < / F > Ò .aãä +®åÞ. = . E < = .aãä
> / / < ß1E < => 8k. ÏÎ
. = 7 0$. 8 F > /
Í < 8 F = < /
< EF Þ.8 Ñ0Õ
. =< E. / . Í Ô
F = < 817 8F Þ.ÛD2ßÞ7 Í Þ7 8kF Ñ= 89. F . = 0$7 8. 1F Þ.ﬁ. 8. = Ò à$< E
F Þ.k> Õ1 < = Õ
. 95> 895. 0$7 F F . 9`ÎÞ< F < 81 +Ö 89. . 92F Þ.k< Î F 7 Í > /
9> F >a1 Þ< ß">a97 1 F 7 8Í Fkã
ä
Ô 9. Î
. 89. 8Í .> 8
9kæ Ñ1 F 7 E à5F Þ.> 1 Ô
1 Ñ0$Î F 7 < 8k< E>97 1 Í = . F .. 8. = Ò à$/ . C . /1 F = ÑÍ F Ñ= .< EF Þ.ÛD
3
+
Ö 8ﬁF Þ.. ÏÎ
. = 7 0$. 8 F > / 1 . F Ô ÑÎ2 9. Î7 Í F . 97 8â&7 Ò+ ç 2 F Þ.Ö 8×1
ÛD1> = .1 Ñ= = < Ñ89. 9kÕ àk> 8kÖ 8×10$< 8< Ô / > à . = 2 Í > / / . 9aè ß. F Ô
F 7 8Ò/ > à . = è Ú ,B:&Ü 2 / 7 é .7 1 / > 8917 8ﬁ> 8ﬁ< Í . > 8+×Õ
< C .>Í . = F > 7 8
C > / Ñ.ﬁ< Eã
ä
2 F Þ.ﬁÍ < 89ÑÍ F 7 < 8Õ> 89< E9. / < Í > / 7 ê . 91 F > F . 1< E
F Þ7 1$,:BÕ
. Ò 7 81ﬁF <aÕ
.$á
/ / . 92E < = 0$7 8Òa>F ß< Ô 97 0$. 81 7 < 8> /
â. = 0$71 . >ﬁ< E9. / < Í > / 7 ê . 9$. / . Í F = < 81 2 7 + . + >F ß< Ô 97 0$. 81 7 < 8> /
. / . Í F = < 85Ò > 1kÚ ë DìÝﬁÜ +åÞ.kë DìÝ%Þ à Õ= 7 97 ê . 1ﬁß7 F Þ`/ < Í > / Ô
7 ê . 91 F > F . 1< EF Þ.`ÛD2/ . > 97 8
Ò`F <> 8< 0$> / < Ñ1. 0$7 1 1 7 < 8
1 Î
. Í F = >ßÞ7 Í ÞÍ < Ñ/ 9$8< FÕ
.. ÏÎ/ > 7 8. 9Õ à< 8/ àﬁÍ < 81 7 9. = 7 8Ò
F Þ.ﬁ97 1 Í = . F .ﬁ/ . C . /1 F = ÑÍ F Ñ= .< E&F Þ.ÛD
3
+
4a< F 7 C > F . 9ﬂÕ à5F Þ. 1 .. ÏÎ
. = 7 0$. 8 F 1 2Þ. = .ß.7 8 C . 1 F 7 Ò > F .
F Þ.< Î F 7 Í > /
Î= < Î
. = F 7 . 1< E>$ÛDBÍ < ÑÎ/ . 9$F <>ﬁâ
. = 0k7
1 . >2 > F
F . 0$Î
. = > F Ñ= . 11 Ñ íkÍ 7 . 8 F / à`1 0$> / /F Þ> F$îﬁ< 89<aÍ < = = . / > F 7 < 81
Í > 8k< Í Í Ñ=Ú åïð Ü +åÞ.îﬁ< 89<. ñ. Í F7 8>$ÛDÞ> 1> / = . > 9à
Õ
. . 8k9. F . Í F . 9$7 8F = > 81 Î< = F. ÏÎ
. = 7 0$. 8 F 1 ò
Ð ó
2 ßÞ. = .7 F/ . > 91
F <`> 8ﬂ. 8Þ> 8Í . 9ﬂ/ 7 8. > =$Í < 89
ÑÍ F > 8Í . +6 <aE > =$F Þ.îﬁ< 89<
. ñ. Í F7 8kÛD1Þ> 1Õ
. . 8$1 F Ñ97 . 9$> / 0$< 1 F. ÏÍ / Ñ1 7 C . / à7 8$= . / > Ô
F 7 < 8$F <ﬁF = > 81 Î
< = FÎ= < Î
. = F 7 . 1 +åÞ.. ÏÎ
. = 7 0k. 8 F 1< E*. E 1 + 3 Ð @
< Î
. 8F Þ.. ÏÍ 7 F 7 8ÒﬁÎ
< 1 1 7 Õ7 / 7 F àF <1 F Ñ9
àﬁF Þ.îﬁ< 89<. ñ. Í F7 8
< Î F 7 Í > /. ÏÎ
. = 7 0$. 8 F 1 +
Ö 8ﬁ< Î F 7 Í 1 2 F Þ.îﬁ< 89<. ñ. Í FÞ> 1F <F Þ.Õ
. 1 F&< E< Ñ=é 8< ß/ Ô
. 9Ò .aÕ
. . 8B97 1 Í Ñ1 1 . 9F Þ. < = . F 7 Í > / / à< 8/ àﬂß7 F Þ= . 1 Î
. Í FF <
8< 8 Ô / 7 8. > =$> 891 Þ> é . Ô ÑÎ`Î
= < Í . 1 1 . 1k7 8>`ÛDô Ð õ +Ö 8ﬂF Þ7 1
Î> Î
. =ß.7 8 C . 1 F 7 Ò > F .F Þ.> Õ1 < = Î F 7 < 8> 89$. 0$7 1 1 7 < 81 Î
. Í F = >
< E>5ÛDﬁ+,5.k> = .$. 1 Î
. Í 7 > / / àa7 8 F . = . 1 F . 9`7 8`< Î F 7 Í > /&F = > 81 7 Ô
F 7 < 81ﬁÚ . Ï> 0$Î/ . 1> = .1 Þ< ß8$7 8â&7 Ò+ öÕ
. / < ßÜ&E < =ßÞ7 Í Þ$F Þ.
ÛD"1 F > = F 17 8a< =. 891ÑÎa7 8a>1 F = < 8Ò / àÍ < = = . / > F . 9îﬁ< 89<
Ò = < Ñ89ﬂ1 F > F . 2> 8
9ﬂß7 / /7 8 C . 1 F 7 Ò > F .Þ< ß"F Þ.îﬁ< 89<5Í < = Ô
= . / > F 7 < 81$> ñ. Í FkF Þ.a< Õ1 . = C . 9ﬂ/ 7 8.a1 Þ> Î
. 1 +Ö 8*. E + ÷F Þ.
. 0$7 1 1 7 < 81 Î
. Í F = Ñ0®7 8F Þ.îﬁ< 89<ﬁ= . Ò 7 0$.Þ> 1> / = . > 9àÕ
. . 8
1 F Ñ97 . 92 Þ< ß. C . =ß7 F Þ$0$. F Þ< 91ßÞ
7 Í Þ$< 8/ àÎ= < 9ÑÍ .Ø Ñ> / Ô
7 F > F 7 C .= . 1 Ñ/ F 1 +
åÞ.Î> Î
. =$7 1$< = Ò > 87 ê . 9`> 1E < / / < ß1 økÖ 86 . Í F 7 < 8ﬂÖ Ö 2ß.
. Ï F . 89kF Þ.ﬁ1 F > 89> = 9×89. = 1 < 8k0$< 9. / ùﬁÕ à$7 8Í / Ñ97 8Ò$>/ < Ô
Í > /C > / . 8Í .kÕ> 895/ . C . /Ú : ú;:&ÜÍ < 8 F > 7 87 8ÒF Þ.kÞ< / . 1 +Ö 8
Í < 8 F = > 1 FF <5*. E 1 +
3 Ð @
ß.Í < 81 7 9. =$< 8/ à5< 8.k/ < Í > /Í < 89ÑÍ Ô
F 7 < 85Õ> 89a/ . C . /Ú :&û;:&ÜF <1 7 0$Î/ 7 E àF Þ.$Í > / Í Ñ/ > F 7 < 81 +Ö 8
6 . Í F 7 < 8Ö Ö Ö 2 ß.. ÏÎ/ > 7 8Þ< ß`,7 / 1 < 8è 18 Ñ0$. = 7 Í > / = . 8< = 0$> / Ô
7 ê > F 7 < 8Ò = < ÑÎ`Ú ü*ÝﬁÜ0$. F Þ< 9ý$Í > 8aÕ
.> 9> Î F . 9F <Í > / Í Ñ Ô
/ > F .F Þ.. 0$7 1 1 7 < 8k> 89$> Õ1 < = Î F 7 < 8k1 Î
. Í F = Ñ0"< EF Þ.ﬁÛD+ Ö 8
6 . Í F 7 < 8$Ö úﬁ2 ß.Î= . 1 . 8 FF Þ.= . 1 Ñ/ F 1< E< Ñ=&Í > / Í Ñ/ > F 7 < 81&> 89
Î= . 97 Í F$F ß<a= > F Þ. =$9= > 0$> F 7 Í8. ß%E . > F Ñ= . 1 +â&7 = 1 F / à 2F Þ.
F Þ= . 1 Þ< / 9. 8. = Ò à`> Õ
< C .ßÞ7 Í Þ8<`ÎÞ< F < 87 1k. 0$7 F F . 9< =
Õ
. / < ßBßÞ7 Í Þk8<ÎÞ< F < 8k7 1> Õ1 < = Õ
. 92= . 1 Î
. Í F 7 C . / à 2 1 > àþ&ß 2
1 Þ< ß1>0k> = é . 92 0$< 8< F < 87 Í1 Þ7 E F> 1>ﬁE Ñ8Í F 7 < 8< EF Þ.. Ï Ô
Í 7 F < 8kÕ7 897 8Ò. 8. = Ò à    ß.Ò 7 C .>Ø Ñ> / 7 F > F 7 C .. ÏÎ/ > 8> Ô
F 7 < 8< E F Þ7 1&Õ
. Þ> C 7 < Ñ=Õ àÍ < 81 7 9. = 7 8ÒF Þ.7 8 F . = Î/ > à< E
C > = 7 Ô
< Ñ1&= . / . C > 8 F&. 8. = Ò à1 Í > / . 1 +&6. Í < 89/ à 2 > 1   7 1&7 8Í = . > 1 . 92
F Þ.. 0$7 1 1 7 < 8> 89a> Õ1 < = Î F 7 < 81 Î
. Í F = >k1 Þ< ß>$F = . 0$. 89< Ñ1
7 8Í = . > 1 .7 8$Î
. > éÞ. 7 Ò Þ F +Ö 8E > Í F 2 F Þ.> Õ1 < = Î F 7 < 81 Î
. Í F = Ñ0
1 Þ< ß1&>Î
< ß. =&/ > ß`97 C . = Ò . 8Í .> F&F Þ.F Þ= . 1 Þ< / 9. 8. = Ò àþ&ß 2
7 8Í / < 1 .> 8> / < Ò àF <F Þ.ß. / / Ô é 8< ß8	Ô = > àﬁ. 9Ò .> Õ1 < = Î F 7 < 8
82 8. Kondo correlations in optical experiments
 
  	
          	     ﬀ    ﬁ   ﬂ ﬂ   ﬃ 
     ! "
# $
 %  ﬂ   	&% ' ﬂ     (ﬀ'    )  ' ﬂ ' &* *+      ,ﬀ- . '   ' / '0 ' 	
 1 ﬂ .      
# 2 3 3 3
 ﬀ, 4     ﬁ ( '   5 1+0.  % 6ﬃ% '    % 
# 2 3
 4&7   ' 8 '   9' 0 8     , 4 1+ ﬂ    ﬁ.      
# 2 3
 ﬃ, 4
  1ﬀ'  ' 8 ﬁ  (   4  '  ﬀ    :0     +ﬁ  (   4  '      :  9  
;<
 4 10ﬁ  (  
# = 3




 ﬃ, 4 1
# @
 ﬃ, 4 A B ' 5    C +D) 9   E ' ﬁ    ﬀF G 4  8
 ﬁ   H.   :0  I  ﬃ.  % 6I% '    % ﬀ  I  ﬀ ' J    4   E  9 '
% ﬂ        ' ﬂ  ﬃ  + (    4    % +  +% '    %    9        
. ( :0' ﬂ    ﬁ.        K&  9       	 '     '  8        % 
#
  8     %   ' ,0  5     ( 8        % +' )  9ﬁ ' :0 9% '   ﬂ % 8
  ' .   ﬃ   +' &  +ﬁ  (       ﬂ %  ﬂ   '  :0'  L       




  ﬀ  L    .   H   ﬀ'   % Jﬀ   8
   ﬁ0   ﬂ ﬁ  5P ﬂ ﬀ ﬃ ﬃ  5% '      '     H       %   RQ   % 
  ﬀ  1+.   H  I  ﬀ ﬁ ﬁ  9   I   ' ++ 1+ 4    ﬀ 9
  5 ﬃ  9.     5 0  9+ 1 8   1+0       %  4    ﬂ ﬁ    ﬃ 
;<
):0  ﬁ ' %  ﬁ  7  % '   ﬂ %   ' ﬃ  E  ﬁ   % +.         D0 
 ﬂ 9. 0' ﬁ ' %  ﬁ  7  5 ﬁ  %   '  0         
;+<
%  .+% '  8
  ' ﬁ ﬁ  H. (HF
G
4:0  % I     +  ﬀ     (Hﬁ  E  ﬁ 9:  I     % 9 '
  9   ﬀ&     (IST
#
  +. (  +.  % 6% '    %  , 9     	0 ' ﬁ  
%  H.      H +:) ﬁ ﬁ) ﬂ  'ﬃ  ﬀ. ﬂ ﬀ5' 0  ﬀﬂ   .   
   I' 9  5E  ﬁ   % H.   U   5'     ' V'   
;<
 W  8
       ' H. (5ﬁ    ﬁ      %    + ﬁ  %   '  8  ' ﬁ ﬀ    
#
  %   '   ,
       9 1ﬁ  (   4 :  % ﬀ       ﬃ. % ' ﬀ      ﬃ 
  9  1+
;+<
 +   ﬁ ﬁ (   (ﬃ  % ' .   . (5 ﬀ     ﬀ  '  '   4
:0 '  9 ﬀ    '    %   ﬂ R 0    %   &
XY Z [\ ] ^5_ ` a)b0cX\ Z d e d fg9h fh \ Z g d ] ie Z9e j]+\ h e e ] Y k l]+XY Z X&Z i ]
h fmVf n^] Y d o h \ \ prq ] Y d s pUh f/h fh \ p e d o h \+] cXY ] i i d Z frs Z Yﬃe j]
] cX&Z f] f ee jh e5g Z q ] Y fiﬃe jd imd q ] Y g ] fo ] kd fUe ] Y ^i5Z s9e j]
h [i Z Y X e d Z f t d fmno ] mJo jh fg ]ﬃd fHe j]h q ] Y h g ]ﬀZ o o nXh e d Z fHZ s
e j]ﬀu0vw+u0a&vZ fo \ ni d Z fi+h Y ]g d q ] fId fHx ] o e d Z fIyﬃa
z z {}|~ﬀﬃ

j]] cX&] Y d ^] f e h \ i ] e nXﬃni ] mﬀd fﬀ9] s i a _   k l9jd o jﬀd fi Xd Y ] m
Z nY)h fh \ p i d i k d i)m] Xd o e ] md f)d ga ﬀ i ] ]+)d ga o h X e d Z fﬀs Z Y0m] t
e h d \ i Ł a

ZI^Z m] \e jd ii p i e ] ^Ikl]o Z fi d m] Yh fJ9fm] Y i Z f t
\ d  ]ﬀ^Z m] \ s Z Y9hIﬃk&l+d e jH\ Z o h \ d  ] mHo Z fmno e d Z fHh fmHq h t
\ ] fo ][h fmJ\ ] q ] \ i ko Z nX\ ] mHe Z5hH[h f&mJZ sm] \ Z o h \ d  ] mJo Z f t
mno e d Z fH] \ ] o e Y Z fii e ] ^^d fgs Y Z ^e j]ﬃ/u0anY^Z m] \)d i
i d ^d \ h YHd fRi Xd Y d e kﬀd s5fZ eJd fRm] e h d \ ke ZVe jh eJXY Z X&Z i ] md f






    
    
    












	/ﬃ'   ﬁ9' ﬃr  ﬀ % '   ﬂ %  ' 
;<
4% '        U' ﬀ'  
KB0Kr  H'  ﬀK )K4&:  H       9 9  H  4    %   E  ﬁ ( 
D) +B)' ﬂ ﬁ ' .   ﬂ ﬁ   ' ﬃ' & :0'9 ﬁ  %   '  0   0KB))KI    




 0    ﬀ    7  . (ﬀ  + ﬂ    ﬁ ﬁ   ﬀ     ﬁ  ﬀ  Fﬀ)B ﬂ %   ﬁ
 ' )  ﬀ'   ﬁ   +B)' ﬂ ﬁ ' .ﬀ     %   ' .   :)  ﬃ ' ﬁ  0 ﬀ  
K 0K5  ﬃ ﬁ  %   '  0 ﬀ  +KB0K4 :0  % ﬃ  09       ¡ ¢  
D) 9  %      ' ' ) ﬁ  %   '  0  ' £  +K +)KH '  9KB0K
#
. (
  '  ' I .  '     ' ,    9  ﬁ      ' H' 0 ﬁ  %   '  +  ' £  
KB0KH 'ﬃ  K 0K
#
. (5  '  ' I ﬀ    '  , 9% '        I 9
    ﬂ  .    ' ﬃ:0  ﬀ       ﬃ¤
¥¦/¥
`§

















r]ﬀo Z fi d m] Y9Z f]ﬀu)vw+uVl+d e jH] f] Y g p5µ
­
h fmJZ f]ﬀu y9w+u
l+d e jV] f] Y g pUµ
®
kZ Y d g d fh e d fgHs Y Z ^¶e j]Io Z fmno e d Z fUZ Yq h t
\ ] fo ]I[h fmUZ s+e j]I f9i5ﬀk0Y ] i X&] o e d q ] \ p aH·Z e ]5e jh eµ
®
d ii ^h \ \ ] Yﬃe jh fVµ
­
[ pUe j]HZ Y m] YZ s9e j]H[h fm/g h X¸i d fo ]
e jd imd ¹] Y ] fo ]ﬀd ih e\ ] h i e+e lZ5Z Y m] Y i+Z s0^h g fd e nm]ﬀ\ h Y g ] Y
e jh fJh \ \)Z e j] Y9Y ] \ ] q h f eﬀ] f] Y g pIi o h \ ] i k&d e iXY ] o d i ]ﬃq h \ n]ﬃd i
fZ ed ^X&Z Y e h f e k ] co ] X es Z Y0i ] e e d fgﬀe j]Z q ] Y h \ \i o h \ ]+s Z Y)e j]
e jY ] i jZ \ m5s Z Y9h [i Z Y X e d Z f5Z Y9] ^d i i d Z fHXY Z o ] i i ] i a
x d fo ]Z f]ﬃu)vw+u/d ii n º5o d ] f e9e ZIXY Z mno ]ﬀe j]ﬃ] ¹] o e iZ s
XY ] i ] f e0d f e ] Y ] i e k l]+l+d \ \ k d fﬃo Z f e Y h i ee Z9] s i a
_  
k md i Y ] g h Y m
s nY e j] Y+\ Z o h \\ ] q ] \ i+e Z5i d ^X\ d s p5e j]ﬀo h \ o n\ h e d Z fi _  a




















































aÍ9] Y ]Je j]r&] Y ^d






o Y ] h e ]+hi Xd f t ÎI] \ ] o e Y Z fﬃd fﬃe j]+u0vw+u
Z Y0d f5e j]u y9w+u0k Y ] i X&] o e d q ] \ p a







h Y ]ﬀv+Z n\ Z ^ﬃ[IY ] Xn\ i d Z fI] f] Y g d ] i+l9jd o jHjh q ]e Z[&]ﬃXh d mId s
e j]u0vw+uJd i+Z o o nXd ] mI[ pﬃe lZﬃ] \ ] o e Y Z fi+Z Yd se j]u y9w+uJd i
83
 
    	  
           	 
     
   	   
ﬀ  ﬁ   
	 ﬂ 	  ﬃ	     
     
ﬀ 		  		  ﬀ !" 	   #	 !%$%& ' 	#	
 ( 	ﬁ)	 	ﬂ   *   	ﬁ   #	    #	ﬁ !+$,&(	 
ﬀ	(  -#	 	 
  	  
 #	  
 .ﬀ	   
/ 01 2 3ﬀ46587
9 : 9 ;
$











    #	  
(!   	C ﬃ	    D)	 		 	ﬂE 	  ﬂ F  	HG #	  ()
         8)    8   8       C C 	(I+GJﬀID 	C   
	  +  	I KﬁJﬀI    
" 	 	  ﬂ ﬁ !  	
  
   @) ($
1 2 3

.ﬀ	(L MﬁNﬀO6!       	PQIH 
	 
















      
%ﬁ	       [  (
 	  \ ]
          Cﬀ  ﬁ     ﬁ^ﬀ.ﬀ	(  )	  	 [      )  ﬀ  
 	I+GJﬀIH 	  	(L MﬁNﬀO@ 
ﬀ	 
























 #	 ﬁ ﬁ)
   	 	 	  ﬂ  \  		  		   %.ﬀ	  )	  	 [     ()  ﬀ  
 	(I%GJﬀIE 	  	(L MﬁNOf 







   o !(









 #	Q6- D 	t	    \
 [  6MpQﬀ  @)	 		ﬀ   6M(ﬁ  	 H Q 	H  	
  	   
 ﬃ	      
 u v
n




	   
A
	   
 

  ﬂ 	 ! \
         ﬂ   	   	 
 
 !% 	(       
 	ﬀ	 ﬂ    
 	  )	  	 [      )     	I KJﬀIE 	  	(L MﬁNO(
.ﬀ	  
 ﬀ	  ﬀ !% 	w     	  "
















    )	 	ﬂﬀ  ﬃ	       
> 
 
 %   
A
 	ﬁ 	 		 	      
>

    	C   
A
 ! ﬃ	    	
ﬁ 8 	ﬁMf) C	   8 )	
    \
   H ﬁ		   8  
 
   ",  
         " 
ﬁ  	
  	   8 

   #	 )	    ( ! 	
  
    %.	ﬀ  	
    
{
	 
    ) 
, 	

    	ﬂ    !, 	  #		  	ﬂ !, 	   	
     	
ﬀ ( 			   

  " .,     	ﬂ 	 
      #	 )	      C 
    H 
  	ﬂ
 
+ 	ﬁ  #		  	ﬂ(
    	ﬂ    	ﬁ		   

  ﬂ    ) ( 	
  	




   "  	    ( 	 		(      #	 

+
  )   " 	
     
 ( 	  ﬂ 8
     H #	








   	   C !ﬀC    
 	  ! #	       #		  8 8
Z	  
  	 	8 	H "      #	 
 ! 	C      #	 
fŁ@"
 	8 	     ﬂ (   #		 	 C !+ 	    %    + 














  	 
 





























, 	 	 ﬁ       , 	  ﬂ ﬁ
    
 D 	8	  )	   Q.ﬀ	C 		H "  C     	#  
H¡ #	 
  \
	      ﬁ    	 		(  
  	 	    ﬀ 	ﬁZ  , 	  ﬂ 























¢"£ ¤ﬁ¥ ¦ §"¨+© ª+« ¬ ­ ®¯ ° ± ² ª ³	´ µ° ¬ ¶ ¯ °	³ ª « · ± ¸ ¹¬ º· ¸ ¯ ¸ ª ·%»¼ ½ ¾+¿"¬ º	¸ © ª
À"Á,Â+ÀH± « ¸ © ªÃ¬ « ³ ¬(­ ª Ä ± ®ª Å"Æ+± ¸ ©CÇ
¼ÈÊÉﬀË"¼ Ì Í
¥¨+© ªÃ¬ « ³ ¬
ª Îª ¶ ¸­ ª · Ï ° ¸ ·ﬀ± « ¯(­ ª · ¬ « ¯ « ¶ ª¯ ¸ﬀ¸ © ª¢ ª ­ ®±"ª « ª ­ Ä ¹ ÐﬀÑ ¥¨+© ª ­ ª










  	    " 	
    !+







































































    ﬂ  	




 	  ﬂ rﬀÞo 	r
Ú
	  





 	ﬂ   #		






 ! 	CI%GJﬀI6 
H   \  	 ﬀ




 H    #	    6ﬀ  6 	EäOk) 
G 
  " ﬁ   u å  	 	 
ﬀ)  C
  #		   !   ¡ #	    
  	  
     	




	 	ﬁ 		 "  
  #	
  
, 	ﬁ [   )	  
% 	       		 	    		#	   	 
	#	   	 ¡ #	 
 +	        H r
m
8wﬁ   ﬀ    \
  
   ﬂ   (	 6 	 		 "  ( "   
ﬁ 	  
 
   C 	
 )	
       










 	 t ﬃ	 	  
( !ﬁ )	
       
 	8  
 




  #		  8 8 	 
ﬁ	   Z 
)  E ﬃ	 	  
 	ﬁMt 
 #	 E
 #	 8 	  	I%GJﬀIo 

 	      C





" " "   	(I,8@ 	
 	   !   ﬂ    
  
  
    	ﬂ           C 		








  C 	( )	






" 		   8 ﬃ	    

 H       8!   è 	I KJﬀIo     	I%GJﬀI+,Mﬁ#	   	
 ﬃ	    o)	 		 	ﬂD 	  ﬂ   	8I%GJﬀIÊ 
C 	#	   Q	 "+) 
 	   #	 !$
1 2 3
(.ﬀ #	




    (  C	       #	)  ﬀ  C 	 	  	
	  	 	ﬂC C 	   #	 !$
1 2 3
       (   	 	  ﬂ  	ﬂ
 	  ﬂ  $
3
 !% 	(I%GJﬀI+  !% 	

	 ,   #		    C 
 ﬁ 
 	I%C	 ﬁ 		 \ 
     
ﬀ  
  
  D 	8  
 






 o       o!   
 	(I%GJﬀIE    ()	 	 
ﬀ  C	     	I KJﬀI+	 	   ) 
     	ﬂﬁ		   "%  (      
 % ﬁ 	 )	
       (    
 
 
	   	ﬁ   #		      !, 	ﬁI%GﬀJIE	     
  
ﬀ
  	  	 ﬃ \
     )	 		 	ﬂ  	  ﬂ   
  
  C 	

	 ,
     ﬀéﬁﬂ    	






     
     
     





    
    
    





     
     
     






	 	 	 	 	
	 	 	 	 	
	 	 	 	 	
	 	 	 	 	




























     
 ﬀ ﬂﬁ ﬃ  ! " #$   %& % '  % ")(*,+,(- $ !  .
  ' / / 01 / "  ﬂ% ' ! #)$  # " ﬃ2$  ! ﬀ / 0)3    4  " #5ﬂ ' ﬃ262% 3  3 !)' 7 $ 3 8 4   3 !
4 8 3  " $ $ 95 ! #    ! ﬀ:': 8 ' ! $    3 !; 8 3 <=')$  '  ">?  % 3  % 3 / "' ! #
';$  ! ﬀ / 03    4  " #(*,+,(@ A3 ! # 3;$  '  " ﬃB 3;'1$  '  ":>ﬂ  %3 ! "
% 3 / "' ! #C'&# 3  7 / 0C3    4  " #C(*,+,(D ! 3 ! . A3 ! # 31$  '  " ﬃ -E$
 ! #   '  " #592 % ")3    4 '   3 !3 ? % "(*2+ﬂ(F ! % ":G ! ' /,$  '  " $
# "  " 8 <: ! " #C7 0C % ";H ' /  ";3 I JBK-LM N JOPLJ)8 " / '   H "; 3&QR 
 75ﬃ6,% 3  3 !)" <: $ $  3 !4 8 3  " $ $ 9  ! #    ! ﬀ' 8 ' ! $    3 !)75"  >ﬂ" " !)'
$  '  ",>?  %:% 3 / "?' ! #)'B$  ! ﬀ / 0:3    4  " #)(*,+,(& A3 ! # 3$  '  " ﬃ 3
'$  '  "?>?  % 3  % 3 / "' ! #)" <:4  0)(*,+,(2
S:T U5V5T1W X Y X Z[ W)\ T W X)[ ]X ^5Z)_`U5Y \?T a a b5c5Y X [ T UC[ W)U5T X[ UX ^5Z
d2efg
h h h ikjPl?mBn;o:p
q,T1a Y \ a b5\ Y X Z)X ^5Z;Z r[ W W [ T UCY U5VY s5W T t c X [ T UCW c`Z a X t Y5u2vZ
b5W ZBw`Z t r[ x WByT \ V5Z U;fBb5\ Z] T t?X ^5ZBX t Y U5W [ X [ T U;t Y X ZBT b5XT ]2Y U
[ U5[ X [ Y \2W X Y X Zz [ { u5U5T t rY \ [ | Z V;X T)},u
~2  ?ﬂ 
z }ﬂz  




CB  `   
v^5Z t Z;z [ {Y U5V1X ^5Z:c`T W W [ s5\ Z_`U5Y \,W X Y X Z W)z ] {Y t Z:Z [  Z U5W X Y X Z W
T ]21 u`a ] g`?`g
  





u`t Z W cZ a X [  Z \  g
BT&Y U5Y \  X [ a Y \ﬂrZ X ^5T VC[ W) U5T vBUX T&a Y \ a b5\ Y X Zs`T X ^X ^5Z
Z [  Z U5Z U5Z t  [ Z W;T ]

Y U5V-Y \ \rY X t [ -Z \ Z rZ U X WŁ [ z 
   
z ] {
Z 5Y a X \  g,BZ t Z?vZ?a Y \ a b5\ Y X ZﬂX ^5Z r=v[ X ^) P[ \ W T Ux WﬂBb5rZ t [ a Y \




rZ X ^5T V5¡ u,Y&U b5rZ t [ a Y \ \ 
Z W W Z U X [ Y \ \ 1Z 5Y a XBrZ X ^5T V`¢ £ g




a T rr)b X Z W:v[ X ^@¶
·`¸ ¹
uX ^`Z)U b5r)s`Z t:T ]?^5T \ Z W[ U
X ^5Zd ºB»d1[ Wﬂa T U5W Z t  Z Vg2qB^ b5W,[ Xﬂ[ W,a T U  Z U5[ Z U X2X T:vt [ X ZﬂX ^5Z
b5U5c`Z t X b5t s`Z V:BY r[ \ X T U5[ Y UB

[ UX ^5Zﬂs5Y W [ W?z ¼:{ ½ ¾¿À5Áz ¼:{
¸
u
v^5Z t Zz ¼:{
½ ¾`¿À
V5Z U5T X Z WﬂYc`t T V5b5a X?W X Y X ZT ]`X ^5ZdﬂÂ?»d1Y U5V
X ^5Z
 Ã
y)u Y U5V&z ¼:{
¸
V5Z U5T X Z WﬂY)W X Y X ZBT ]`X ^5ZBd º»?d?g Ä U)X ^5[ W
c5Y t X [ a b5\ Y ts5Y W [ W?X ^5Z:b5U5c`Z t X b5t s`Z V&BY r[ \ X T U5[ Y U;
































Ô   








































Y a XT U5\ ;T UW X Y X Z W)z ¼:{ ½ ¾`¿Àg
µ
[ U5a Z:v?Z)^5Y  Z:U5T X[ U5a \ b5V5Z V














c5t T a Z W W Z W

W Z Zw,[ 5g  

[ U  T \  ZX t Y U5W [ X [ T U5Ws`Z X v?Z Z U&V5[ ÜZ t Z U XBs5\ T a  WBT ],?`g
























z ] { ½ ¾¿À)Á@z È É {
¸5   à 
v^5Z t Zz y:{?[ WX ^5Z: t T b5U5V;W X Y X ZT ],

u2z y:{ ½ ¾`¿À;X ^5Z:a T t t Z á
W c`T U5V5[ U5 t T b5U5V)W X Y X ZT ]`
¸ Ì Ï
Y U5V1z  { ½ ¾`¿À)[ W2X ^5Z t T b5U5V








[ U5a ZY s5W T t c X [ T U&[ WV5Z W a t [ s`Z V
s 





u,z ] {[ WYW X Y X Z)T ]2X ^5Z:s5\ T a ;
¸ ¹
g??r[ W á
W [ T U:[ W,V5Z W a t [ s`Z V:s 








u X ^ b5W,^5Z t Zz ] {2[ W,YBW X Y X Z
T ]2X ^5Zs`\ T a 
¸ Ì Ï
g





v?Z[ U5W Z t X;z y:{B] T t;z [ {[ UC?`g
   
g;q^5Z U
~,åB 
 [  Z WBX ^5Z
c5t T s5Y s5[ \ [ X &c`Z tX [ rZb`U5[ X] T tX ^5Z)X t Y U5W [ X [ T U&] t T ræz y:{BX T
Y U 1_`U5Y \?W X Y X Zz ] {:T ]?
¸ ¹-ç
a T U X Y [ U5[ U5&T U5Z^5T \ Z è uﬂZ  b5[  Y á
\ Z U XX TX ^5Z:c5t T s5Y s5[ \ [ X ;c`Z tX [ rZ)b5U5[ XBX ^5Y XBY;c5^5T X T U1vB[ X ^
] t Z  b5Z U5a 

[ WBY s5W T t s`Z Vu vB^5[ a ^;[ WX ^5ZV5Z W [ t Z V1Y s5W T t c X [ T U




uV5[  [ V5Z VPs Dz }ﬂz

g@q^5Z&Y a X b5Y \ Y \ b5Z1T ]
}C[ WU5T X:[ rc`T t X Y U X uW [ U5a Z)[ X:V5T Z WU5T X:Y ÜZ a XX ^5Z)W ^5Y c`Z)T ]
X ^5Z;Y s5W T t c X [ T U] b5U5a X [ T Uu,s5b X)T U5\ [ X W)^5Z [  ^ X g;qB^5ZW Y rZ





BZ t Z u5T U5ZU`Z Z V5WX T[ U5W Z t X)z  {ﬂ] T t)z [ {?[ U&ﬂ`g
   
g
q,T&Z rc5\ T X ^5Z;fByX Ta Y \ a b5\ Y X Z
~,  ?
 [ Yﬂ`g
   
u
T U5Z^5Y W:X TT  Z t a T rZY1X Z a ^5U5[ a Y \ﬂc5t T s5\ Z r1g1qB^5Zfyé[ W
Y;U b5rZ t [ a Y \,[ X Z t Y X [  Z)c5t T a Z V5b5t Z uv^5Z t Z:X ^5ZZ U5Z t  1W c`Z a á
X t b5r[ WBX t b5U5a Y X Z V&[ U&Z Y a ^&[ X Z t Y X [ T U
ç
s`Z W [ V5Z WBX ^5Z:_`t W XB] Z v
[ X Z t Y X [ T U5W è g-Ä U-W X Y U5V5Y t VPBfByê[ rc5\ Z rZ U X Y X [ T U5W uﬂX t Y U5W [ á
X [ T U5W] t T réT tX T^5[  ^5\ 1Z 5a [ X Z V&W X Y X Z WBa Y U1T U5\ 1s`Z)a Y \ a b á
\ Y X Z V: b5Y \ [ X Y X [  Z \ t Y X ^5Z t2X ^5Y U) b5Y U X [ X Y X [  Z \  g,Ä U:T b5t,a Y W Z
v?Z)U5Z Z V&X T1a T rc5b X Z:X t Y U5W [ X [ T U5WBX T1T tB] t T réW X Y X Z WT ]ﬂX ^5Z
s5\ T a  W
¸ ¹
u`W Z Z)?`g
  à 
u`vB^5[ a ^Y t Z:^5[  ^5\ &Z 5a [ X Z V&W [ U5a Z
X ^5Z FY t Z&W Z c`Y t Y X Z VFs CX ^5Z&T t V5Z tT ]BX ^5Z&s5Y U5V- Y c-] t T r
W X Y X Z WT ]2
¸ Ì ë Ï
u5W Z Z
µ
Z a X [ T U1Ä Ä g? CZ:W T \  ZBX ^5[ WBc5t T s5\ Z rìs 




[ UPZ Y a ^-BfByí[ X Z t Y X [ T U2u?v^5[ a ^F[ W;[ U-c5t [ U5a [ c5\ Z
X ^5Z:W Y rZY Wt b5U5U5[ U5)X v?TBfByÙ[ X Z t Y X [ T U5W?] T t?sT X ^1s5\ T a  W
Y X)X ^5Z&W Y rZX [ rZ g-q^5[ WY c5c5t T Y a ^F[ W)W [ r[ \ Y t:X TX ^5Z&T U5Z
b5W Z V1s &Â?T W X [Z XBY \ g ¢ î u5vB^5TW X b5V5[ Z V&Yc5t T s5\ Z réY U5Y \ T  T b5W




            ﬀﬁ 
   ﬃﬂ  
    !#" $% & '(ﬃ) *
+,	- .ﬁ/ - 01 .ﬁ/32 - - 4ﬁ5 2 - 6, 71 ./383, 9ﬁ: ;/ 9ﬃ<>=>?@83/ 1 .ﬁ, 9A
B
/C/ D : EFC 6#- , EﬁG : 9ﬁ/ 5 : EﬁDﬃ1 .ﬁ/H : 83: 1 : EﬁDI- 2 G /, 7KJ 2 Eﬁ: G .ﬁ: EﬁD
/ Lﬁ- : 1 , ECﬁ: Eﬁ9ﬁ: EﬁD/ Eﬁ/ 5 D 6 AMN O P>QSRﬁTVUﬃ/
B
: H HWG .ﬁ,
B
1 .ﬁ2 1>7 , 5
1 .ﬁ: GYXﬁ2 5 1 : - 4ﬁH 2 5V- 2 G /K1 .ﬁ/K/ 83: G G : , E2 Eﬁ92 CﬁG , 5 X 1 : , EG X/ - 1 5 2
2 5 /Y5 / H 2 1 / 91 ,1 .ﬁ/KH , - 2 HG X/ - 1 5 2 H7 4ﬁEﬁ- 1 : , ET
Z, 5M[N O PQ\R1 .ﬁ/] ^Y_]`: GK9ﬁ/ - , 4ﬁXﬁH / 97 5 , 8a1 .ﬁ/3][b_V]
2 Eﬁ9K1 .ﬁ/>c dYe?A G / /e[fTﬁg h i T+>.ﬁ/ 5 / 7 , 5 / A
B
/- 2 E9ﬁ/ - , 83X, G /
1 .ﬁ/G 1 2 1 / GK: E1 .ﬁ/3G 2 83/
B
2 62 GK2 C, J / Aj kKlYQaj kKl
P mn3o3p
j kKl qﬁA 2 Eﬁ9
B
5 : 1 /1 .ﬁ/V1 , 1 2 Hﬁ/ Eﬁ/ 5 D 6- 2 E3C/
B
5 : 1 1 / E32 G[2KG 4ﬁ8	A
rsQ\r>P mn3o3tFr
q
T+V. 4ﬁG AW4ﬁG : EﬁDef G T[g u R i>2 Eﬁ9Fg u v i A1 .ﬁ/
2 CﬁG , 5 X 1 : , E2 Eﬁ9/ 83: G G : , E	G X/ - 1 5 4ﬁ8@- 2 EC/
B
5 : 1 1 / E	2 G
wx




P mn3o 7 j  











































5 / Xﬁ5 / G / E 1 G2>- , EﬁG 1 2 E 1G .: 7 1 T
+,- , 83Xﬁ2 5 /Y1 .ﬁ/]WdKK
B
: 1 .1 .ﬁ/2 CﬁG , 5 X 1 : , E	2 Eﬁ9/ 83: G 
G : , EG X/ - 1 5 4ﬁ8	A
B



















P mn3oW 7 j 











































 : Eﬁ- /1 .ﬁ/[, X/ 5 2 1 , 5W


9ﬁ, / GWEﬁ, 1W- .ﬁ2 EﬁD /1 .ﬁ/[G 1 2 1 /[, 7 1 .ﬁ/[^>_YA
1 .ﬁ/KG 4ﬁ8@: EefTWg u
 
i5 4EﬁGV, EﬁH 6, J / 5VG 1 2 1 / GKj 7 lV, 7
q  
T
+,I- , 83Xﬁ2 5 /ef G TYg u h i
B
: 1 .`ef G TYg u
 
i AYEﬁ, 1 /	1 .ﬁ2 1	7 , 5
MN O PVQFRK1 .ﬁ/>CﬁH , - 0 GV, 71 .ﬁ/>>2 83: H 1 , Eﬁ: 2 Eg u u i2 5 />9ﬁ/ D / Eﬁ/ 5 





A2 Eﬁ91 . 4ﬁG










g Vyﬃ#Kyi  g u  i




/- 2 Eﬃ- 2 H - 4ﬁH 2 1 /1 .ﬁ/32 CﬁG , 5 X 
1 : , EI2 Eﬁ9/ 83: G G : , EﬃG X/ - 1 5 2: E1
B
,9ﬁ: / 5 / E 1
B
2 6 G  Y;5 G 1 H 6 A
B
: 1 .1 .ﬁ/K83, 9ﬁ: ;/ 9<Y=V?Xﬁ5 , - / 9ﬁ4ﬁ5 /K2 Eﬁ9	G / - , Eﬁ9ﬁH 6 AﬁJ : 23efT




g yViW, C 1 2 : Eﬁ/ 97 5 , 81 .ﬁ/><>=>?`2 G
B
/ H H TUﬃ/;Eﬁ9
2 E	/ Lﬁ- / H H / E 1>2 D 5 / / 83/ E 1>C/ 1
B
/ / E	C, 1 .	2 XﬁXﬁ5 , 2 - .ﬁ/ G T
¡ ¢¤£K¥>¦ﬁ§3ﬁ¨Y¦




/ 91 .ﬁ2 1K7 , 5M[N O PKQ\R	1 .ﬁ/32 C 
G , 5 X 1 : , E	, 5>/ 83: G G : , EG X/ - 1 5 4ﬁ8s2 5 /Y5 / H 2 1 / 9	1 ,31 .ﬁ/K]WdKKT



















-1 0 1 2 3 4 5




















ª« ¬Y­ﬁ® ¯[°W±K² ³ ³ ² ´ µ¶ µ ·3¶ ¸ ³ ´ ¹ º » ² ´ µ³ ºﬁ¼ ½ » ¹ ¶K¾ ´ ¹V· ² ¿¼ ¹ ¼ µ »À ¶ Á Â ¼ ³
´ ¾V$
% & 'Ã Ä ' Å
$
'








() Ç Ê ® Ì ­	Íµ
² µ ½ ¹ ¼ ¶ ³ ¼V² µ3$% & '¹ ¼ ³ Â Á » ³[² µ¶Y±K´ µ ´ » ´ µ ² ½V³ Î ² ¾ »[´ ¾» Î ¼[» Î ¹ ¼ ³ Î ´ Á · Ï
¼ µ ¼ ¹ Ð ÑÒÓK´ ¾» Î ¼Y¼ ±K² ³ ³ ² ´ µ	¶ µ ·	¶ ¸ ³ ´ ¹ º » ² ´ µ³ º ¼ ½ » ¹ ¶3¶ µ ·	² µ	¶ µ
² µ ½ ¹ ¼ ¶ ³ ¼3² µﬃÎ ¼ ² Ð Î »K¶ »KÒ
Ó
­Ô[Î ¼¹ ² Ð Î »Kº ¶ µ ¼ Á[³ Î ´ Õ[³Y» Î ¼· ² À ¼ ¹ Ï
Ð ¼ µ ½ ¼3´ ¾V» Î ¼¼ ±K² ³ ³ ² ´ µ³ ºﬁ¼ ½ » ¹ Â ±a¶ »Y» Î ¼» Î ¹ ¼ ³ Î ´ Á ·ﬃ¼ µ ¼ ¹ Ð ÑÒ
Ó




$'[(I) Ç ) Ù ) È ¼ Ú » ¹ ¶ ½ » ¼ ·¾ ¹ ´ ±°WÛﬁ­
Ã Ü
Ì Ì ­
U/#G 1 2 5 17 5 , 8Ý1 .ﬁ: G
B
/ H H  4ﬁEﬁ9ﬁ/ 5 G 1 , , 9H : 83: 1 : EﬁDS- 2 G /I2 Eﬁ9
G 1 4ﬁ9ﬁ6ﬃ.ﬁ,
B
1 .ﬁ/	2 CﬁG , 5 X 1 : , EI2 Eﬁ9#/ 83: G G : , EIG X/ - 1 5 2C/ .ﬁ2 J /
4ﬁX, E: Eﬁ- 5 / 2 G : EﬁDM[N O P TYUﬃ/4ﬁG /Y1 .ﬁ/83, 9ﬁ: ;/ 9<>=>?Xﬁ5 , - / 
9ﬁ4ﬁ5 / AW9ﬁ/ G - 5 : C/ 9: EI / - 1 : , Eﬃ© © © A1 ,	- 2 H - 4ﬁH 2 1 /K1 .ﬁ/3/ 83: G G : , E
2 Eﬁ9K2 CﬁG , 5 X 1 : , EYG X/ - 1 5 2
wÞ
g yViX/ 5 1 4ﬁ5 Cﬁ2 1 : J / H 6 A G / /[efT g u R i T






,G 1 5 : 0 : EﬁDC/ 
.ﬁ2 J : , 5 G  Z: 5 G 1 H 6 A 1 .ﬁ/ 5 /Y: G>2K1 5 / 83/ Eﬁ9ﬁ, 4ﬁGV: Eﬁ- 5 / 2 G /Y: E.ﬁ/ : D . 1
7 , 5C, 1 .I1 .ﬁ/2 CﬁG , 5 X 1 : , EI2 Eﬁ9#/ 83: G G : , EIG X/ - 1 5 2ﬁT#© EI7 2 - 1 A
B
/Y;Eﬁ9	1 .ﬁ2 1>1 .ﬁ/G X/ - 1 5 239ﬁ: J / 5 D /Y2 1>1 .ﬁ/K1 .ﬁ5 / G .ﬁ, H 9/ Eﬁ/ 5 D 6
yß A1 .ﬁ// Eﬁ/ 5 D 6	C/ H ,
BB
.ﬁ: - .Eﬁ,Xﬁ.ﬁ, 1 , E: GY/ 83: 1 1 / 9, 5>2 C 
G , 5 C/ 9A5 / G X/ - 1 : J / H 6 AW: Eﬃ- H , G /32 Eﬁ2 H , D 61 ,	1 .ﬁ/
B
/ H H  0 Eﬁ,
B
E
àV 5 2 6/ 9ﬁD /K2 CﬁG , 5 X 1 : , E	Xﬁ5 , CﬁH / 8	T> / - , Eﬁ9ﬁH 6 Aﬁ1 .ﬁ/Y1 .ﬁ5 / G .ﬁ, H 9
/ Eﬁ/ 5 D 6Kyß>G .ﬁ,
B
G[2K832 5 0 / 9A 83, Eﬁ, 1 , Eﬁ: ->G .ﬁ: 7 1V2 G2Y7 4ﬁEﬁ- 1 : , E
, 7W1 .ﬁ/Y/ Lﬁ- : 1 , E	Cﬁ: E9ﬁ: EﬁD3/ Eﬁ/ 5 D 6	MN O P T
áâ¥VﬀﬁãW  ﬁ
K 
 ã äY  å æ  ä\ ﬁ     
]W/ 1W4ﬁG;5 G 1WG 1 4ﬁ9ﬁ6>1 .ﬁ/[.ﬁ/ : D . 1W, 7 1 .ﬁ/[G X/ - 1 5 2ﬁTZﬁ, 5/ Eﬁ/ 5 D : / G











9ﬁ: J / 5 D / Eﬁ- /W7 , 5C, 1 .é ê[1 .ﬁ/[/ 8: G G : , EY2 Eﬁ9Y1 .ﬁ/[2 CﬁG , 5 X 1 : , E








 g u ï i
+W,/ L 1 5 2 - 11 .ﬁ/Y/ LﬁX, Eﬁ/ E 1Vð7 5 , 8\, 4ﬁ5[E 4ﬁ8/ 5 : - 2 Hﬁ5 / G 4ﬁH 1 G
B
/
.ﬁ2 J /9ﬁ/ 1 / 5 83: Eﬁ/ 9I1 .ﬁ/	G H , X/, 7>1 .ﬁ/	/ 83: G G : , EI2 Eﬁ9I2 CﬁG , 5 X 
1 : , E	G X/ - 1 5 2: E29ﬁ, 4ﬁCﬁH /YH , D 2 5 : 1 .ﬁ83: -YXﬁH , 1 TñYE	/ Lﬁ2 83XﬁH /Y: G
G .ﬁ,
B
EK: EZ: DﬁT ﬁA
B
.ﬁ/ 5 /[1 .ﬁ/[2 CﬁG , 5 X 1 : , EYG X/ - 1 5 4ﬁ8: GXﬁH , 1 1 / 9
7 , 5VJ 2 5 6 : EﬁD3M[N O P T
=>/ 832 5 0 2 CﬁH 6
B
/;Eﬁ92 E4ﬁEﬁ: J / 5 G 2 HﬁC/ .ﬁ2 J : , 5[, 71 .ﬁ/>/ LﬁX, 


























 = 1.0 U
c
Γ  = 0.3 U
c
   	
              ﬀ ﬁﬃﬂﬁ !" #$  %
   #   &'  
    (
   )'
 $    *)    +  ,  & -.ﬃﬀ -/.0 12354 6 7 4 8  9       &#   
:"; /ﬀ < ! ! "   )   =   
ﬁ?>@ﬁ *AB4 6 7 -.?C%D$) &'  $ CE  ( +  C
        




1J K 2 
 )     
  &/EH *+  CE $ L ) &F #"M"NEﬀ ﬁ!E 
%
   '  
) L *$  #OPQ        ) 
Fﬀ     'ﬁ5>Bﬁ @RS7 4 T U -.V#  FW 4
        ) 
 ! 






fb$Y w Yﬃk'mlxzy m"{ | }'nQy mE{ | ~*Y w YBy m"{ | ~Qi X$y m"{ | }ﬃ$Y 
X$d Z YﬃZ b$Yﬃi _ Y w i ] Y@d   h$$i Z ^ d Xd c*Z b$Yﬃ Z i Z Y B Ł|Fi X$l /| \
w Y  Y  Z ^ _ Y e a \ Y Y5 Y  Z ^ d X    d Z YBZ b/i Zﬃc d w@E \
 ] |' Ł|i X$ Ł|' ] |i w YFZ b$Y? w ^ Z ^  i eZ w i X$ ^ Z ^ d X$^ X
Z b$YF i  Y'd c%Y @^   ^ d XBi X$Bi `$ d w  Z ^ d X\w Y  /Y  Z ^ _ Y e a F ^ X$ Y
k'm^ 'Z b$Yﬃ i FY@c d wF`/d Z bVZ w i X$ ^ Z ^ d X$ \%f%Y@X$VZ b$Y? i @Y
Y $/d X$Y X Z*[Bc d w`/d Z bﬃi `/ d w  Z ^ d X@i X$?Y F^   ^ d XFc d wiF] ^ _ Y X
 b$d ^  Y?d c$i w i FY Z Y w   %Z?   @jS¡$\%fY@b$i _ Yﬃk'mlj¢¡$\
 ^ X$ Y5 Ł|   £¤F¥j ] |   £/¤F¥\ Y Y? Y  Z ^ d X   5*@   '^ X 




i X$VZ b h$@k'm^ @i e  dB^ X$ w Y i  Y \% ^ X$ Y@Z b$Y
¦
d h$e d '`5i Z Z w i  Z ^ d XB`Y Z f%Y Y X5Z b/Y@b$d e YFi X$BZ b$Y@Y e Y  Z w d X$
^ X?Z b$Y'§
¦%¨
§V$h$e e $d fX?Z b$Y'§
¦%¨





 nlE   5 X$d Z Y?Z b$i ZV ] |F^ ?i XY ^ ] Y X$ Z i Z YBd c¬@­ ®/\
fb$Y w Y i F Ł|^ i X5Y ^ ] Y X$ Z i Z YFd c¬
­ ¯ °
i X$ﬃZ b h$^ X$$Y /Y X 








B²$d w'Y i  b5_ i e h$YFd c
«
 
f%Y@b$i _ YF_ i w ^ Y k'm`/Y Z fY Y X
¡5i X$l³¡$´
v
` a_ i w a ^ X$]V
   





w Y  h$e Z i w Y' b$d f*Xﬃ^ Xﬃ²E^ ]$Eµ ¶BY'/X$Bi?_ Y w a?] d d Bi ] w Y Y 
FY X Z'`Y Z f%Y Y XBZ b$Y?w Y  h$e Z 'Y  Z w i  Z Y 5c w d Z b$Y@·*ŁSi X$
Z b$Y5h$X$^ _ Y w  i e`/Y b$i _ ^ d w?$w Y $^  Z Y ^ X¸g/
o u v
p ¹Vi e e$i Z i




b$Y'X h$FY w ^  i e"w Y  h$e Z *$w Y  Y X Z Y ﬃ^ XB²E^ ]$º@ b$d h$e ?Z b h$
`/Y*^ X Z Y w $w Y Z Y F^ X'Z b$Yc d e e d f^ X/]f%i a/¹"c d w%
   
j¡f%Yb$i _ Y
k'mﬃj¡i X$'Z b h$%[Bj¡$\ f*b$^  b@] ^ _ Y i/X$^ Z Y*b$Y ^ ] b Z%d c/Z b$Y
Y F^   ^ d XVi X$5Z b$Y@i `$ d w  Z ^ d XV Y  Z w h$i Z'Z b$YFZ b$w Y  b$d e 
 ^ XVc i  ZFZ b$Yﬃb$Y ^ ] b Z@^ 
r »
Z ^ FY FZ b$Yﬃb$Y ^ ] b Z@d c*Z b$Yﬃ d w w Y 
 /d X$$^ X$]?§"¼½/\ Y YF Y  Z ^ d X5     d d XBi f%YF b$d d  Y



































 = 1.0 U
c
Γ = 0.3 U
c
  G /HE " 9 $ )  ) $I' #   $ CE  ( +  CB&     =  )   9       &
#     EO%P%ﬃ  
 L +  
#  E&  ¾/   ) "  + L  
 #$¿ 2ﬀ 
  $ + 
 !/   ) (
  &  
"   CE + + C%    #   L + %#  "I@=    ) :";$ ﬀ 7 < !Eﬀ 
  +  &
+  )  ! 8$ ) &      ) =   IB 
&      )  &F ) + ? ?À*Á*Â  À*Á
  
"$  )     &$  C  )4* ) &ÃV4 6 <*      ) =*1
J K 2
   CE  )
4 1
2
 ) &F7 1
2
 )
    
 #/4 6 7 1
2
C   E    + L  
" #$¿ Ä" ) &1
J K 2
      )?     &5ﬀ 1J K 2 0 12  
*$  )?     &?   C  )ﬃ4 6 4F ) &
7 6 4 )F
    
 #4 6 7 ! 




¡$\%e Y i $^ X$]ﬃZ d5i X^ X $
X$^ Z Yb$Y ^ ] b Zd cZ b$YY F^   ^ d X?i X$@Z b$Yi `$ d w  Z ^ d XF /Y  Z w h$?\
fb$^  b5 i X$X$d Z'`/Y@w Y  d e _ Y B` aﬃZ b$YFX h$FY w ^  i e$i Z i ?*d f%
Y _ Y w \ f^ Z b?^ X$ w Y i  ^ X$]@
   
Z b$YY $/d X$Y X Z*[5i e  dF^ X$ w Y i  Y  \
w Y  h/e Z ^ X$]F^ X?i@ Z Y Y /Y w e d /Yd c"Z b$Y/Y i Æ@i Z*Z b$YZ b$w Y  b$d e \
fb$^  b?e Y i $%Z dFiFb$^ ] b$Y w/Y i Æ?^ X@Z b$YX h$FY w ^  i ew Y  h$e Z  
*XFY $$e i X$i Z ^ d Xc d wEZ b$Yh$X$^ _ Y w  i e `Y b$i _ ^ d wE] ^ _ Y XF` a¸%g/
o u v
p i X5`/YF] ^ _ Y XB` aB Z h$$a ^ X$]?Z b$Y@i X/i e d ] aﬃ`/Y Z f%Y Y XBZ b$Y
$b a  ^  F$w Y  Y X Z Y V^ XVZ b$^ F$i /Y wFi X$VZ b$Yﬃf%Y e e  Æ X$d f*X5Ç*
w i a@Y $] Y'i `$ d w  Z ^ d X?$w d `$e Y ?Èw Y  h$e Zi X$i e d ] d h$%Z d@¸%g/
o u
µ pf%i c d h$X$ﬃ` aﬃ  b$d Z Z Yi X$B  b$d Z Z Y q

\/fb$Y w YZ b$Yi ` 
 d w  Z ^ d Xﬃ /Y  Z w h$¢f%i * Z h$$^ Y ?c d w*Z b$Y'Ç w i a?Y $] Y$w d ` 
e Y ?B  X5·*Y c 
q

i e ew Y  h$e Z i w Y'$w Y  Y X Z Y Bc d wZ b$YFi `$ d w  
Z ^ d X5 /Y  Z w h$?@d f%Y _ Y w \` aBw Y fw ^ Z ^ X$]?¸%g/
o
µ p^ X5·*Y c 
q

c d wY F^   ^ d X\ Z b$Y ^ ww Y  h$e Z  i X?`/Yi $$e ^ Y @Z d'Z b$YY F^   ^ d X
 /Y  Z w h$i 'fY e e BÉY Y $^ X$]ﬃZ b$i ZF^ XVF^ X$\%f%Y@f^ e e%c d  h$
d X$e ad XZ b$YBi `$ d w  Z ^ d X Y  Z w h$Ê^ XVZ b$Yﬃc d e e d f^ X$]$\*`$h Z
Z b$Y'i w ] h$FY X Z i Z ^ d X? i XﬃY i  ^ e a?`/Yi $$e ^ Y ?Z dFZ b$YY F^   ^ d X
 /Y  Z w h$Si *f%Y e e  ' XB·*Y c 
q

i XBY $$w Y   ^ d X?c d wZ b$Y'Y $/d 
X$Y X ZF[^ F$Y w ^ _ Y Vh$ ^ X$]Bi w ] h$FY X Z 'w Y e i Z ^ X$]ﬃ$b$i  Y   b$^ c Z 












®?^ Z b$YFÎ Y ©Y  Z ^ _ Y'X h$'`/Y w*d cY e Y  Z w d X$ ÎE fb$^  bﬃ^ 
X$d ZX$Y  Y   i w ^ e aFi X@^ X Z Y ] Y w  \ f^ Z b? $^ X?ÏE\$f*b$^  b@Ð/d fi fi a
c w d Z b$Y%e d  i e e Y _ Y e ^ XZ b$Y%i `$ d w  Z ^ d X$w d  Y   "¶5Y% i X'h$ Y
Z b$^ w Y  h$e ZZ dﬃi X$i e a Ñ Y'd h$wi `$ d w  Z ^ d XB /Y  Z w i$\Z d d$\ ^ X$ Y
Z b$YF a  Z Y ¢`/Y b$i _ Y *e ^ Æ Y'i?²/Y w F^Ee ^ g h$^ ﬃc d wÒÈjÈ¡$
±
b h$
i w ] h$FY X Z "`$i  Y 'd XZ b$Y%w Y e i Z ^ d X`/Y Z f%Y Y X$b$i  Y% b$^ c Z "i X$








   
   
   
   






   
   
   
   






   
   
   
   




































f i + n∆<n>  = <n>





weight depends on U exc
=g
     ﬀ ﬁ ﬂ ﬃ  ﬂ  ! "#! $% "#& '  (*)  &+$ ! ﬃﬂ , & - ﬁ ! ﬃ ) ﬂ  ! "#) ﬃ ! . & ﬁ ﬁ*/ +0%12/ 3 0 4ﬂ , &+ﬃ &  & 5  " ﬂ+ - ﬁ ! ﬃ ) ﬂ  ! "#) ﬃ ! . & ﬁ ﬁ$ ! ﬃ+& " & ﬃ 3  & ﬁ768.  ! ﬁ &
ﬂ !9ﬂ , &ﬂ , ﬃ & ﬁ , !  :6; * "#ﬂ , &* "  ﬂ   <ﬁ ﬂ  ﬂ &#/ +0=  & $ ﬂ*)  " &  >ﬂ , &*? @A<?B ﬁ: ! ﬀ -  C " :#ﬂ , &D?E<A<?B ﬁﬁ  " 3  CF! . . ﬀ )  & :G= H IJ 0 K8LNM 4




 "#ﬂ , &D& '  (*)  & > #T<, &*ﬁ ﬂ  ﬂ &#/ 0+ ﬁUﬁ ﬀ ) & ﬃ )! ﬁ  ﬂ  ! "V% ﬂ ,F. ! " ﬂ ﬃ  - ﬀ ﬂ  ! " ﬁ$ ﬃ ! (Wﬁ ﬂ  ﬂ & ﬁV% ﬂ ,& (*) ﬂ C " :ﬁ  " 3  C
! . . ﬀ )  & :*?EXA%?#= - ! ﬂ ﬂ ! (Y & $ ﬂ > 4 V7, & ﬃ &<ﬂ , &%. ! " ﬂ ﬃ  - ﬀ ﬂ  ! "V7 ﬂ ,& (*) ﬂ C?E<A<?9,  ﬁXﬁ (*   - ﬀ ﬂXZ "  ﬂ &<V%&  3 , ﬂ  "+ﬂ , &%: & )  . ﬂ & :* - ﬁ ! ﬃ - ﬂ  ! "
) ﬃ ! . & ﬁ ﬁ*) , ! ﬂ ! "#.  ﬀ ﬁ & ﬁ7ﬂ , &+) ﬃ ! (*! ﬂ  ! "U! $< "U&  & . ﬂ ﬃ ! "U! $Xﬂ , &+? @7A<?ﬂ !*ﬂ , &?XEXA%?B= (* : :  &+)  " &  > 4 &  :  " 3*ﬂ !*ﬂ ﬃ  " ﬁ  ﬂ  ! "U$ ﬃ ! (
ﬂ , &. ! " ﬂ ﬃ  - ﬀ ﬂ  ! "UV7 ﬂ ,#& (*) ﬂ C9?E<A<?Fﬂ !DDﬁ ﬂ  ﬂ &+V7 ﬂ ,! " &, !  &* " :Uﬁ  " 3  C#! . . ﬀ )  & :#?EXA%?X4 V7,  . ,# ﬁ9. ! " ﬂ ﬃ  - ﬀ ﬂ  ! "Uﬂ !*ﬂ , &ﬁ ﬂ  ﬂ &
/ 3 0+= ﬃ  3 , ﬂ+)  " &  >+[ ﬂ , &V%&  3 , ﬂ+! $Xﬂ , &. ! " ﬂ ﬃ  - ﬀ ﬂ  ! "#: & )& " : ﬁ7! "Uﬂ , &+5   ﬀ &+! $%Q\ ] ^ 4ﬁ & &+ﬂ & ' ﬂ _ T%, ﬀ ﬁ7! " &&  & . ﬂ ﬃ ! "UV7 ﬂ ,Uﬁ )  "#`Ua! V7ﬁ
 V% CU$ ﬃ ! (bﬂ , &c7de= -  ﬀ & > 4f : :  " 3*! " &+ﬀ "  ﬂ+! $%. ,  ﬃ 3 &+ﬂ !*g+h= . ,  ﬃ 3 &+V7 ﬂ ,#ﬁ )  "U`#a! V7 " 3#i j<i k$ ﬃ ! (bﬂ , &c7dY "9ﬂ , &+ - ﬁ ! ﬃ ) ﬂ  ! "
) ﬃ ! . & ﬁ ﬁ > T%, &DE<! ﬀ  ! (-U ﬂ ﬂ ﬃ  . ﬂ  ! "# "Uﬂ , &ﬁ ﬂ  ﬂ &9/ 3 07- & ﬂ V<& & "Uﬂ , &, !  & "Uﬂ , &? @A<?F " :Uﬂ , &&  & . ﬂ ﬃ ! " ﬁ "Uﬂ , &+?XEXA<?G) ﬀ   ﬁ: ! V7"
ﬂ , & & 5 & O Jﬂ !D "#& l& . ﬂ  5 &5   ﬀ &DmO J+LYO J<PGQ\ ] ^ﬃ & ﬁ ﬀ  ﬂ  " 3D "# "# " . ﬃ &  ﬁ &! $<ﬂ , &* 5 & ﬃ  3 &! . . ﬀ )  ﬂ  ! "FH I^ 0 n*! $<ﬂ , &?E<A<?G- Co+I
. ! (*)  ﬃ & :*ﬂ !DH I^ 0 K<XT%, &7. ,  ﬃ 3 &+oI9a ! V7ﬁ<ﬂ ! V% ﬃ : ﬁXﬂ , &cd4 ﬂ , ﬀ ﬁ%o+I
R S
,  ﬁ<ﬂ !- &ﬁ ﬀ - ﬁ ﬂ ﬃ  . ﬂ & :*$ ﬃ ! (pg+hD " :DgDqhU= V7 ﬂ ,r`ULBs t u v w
$ ! ﬃ7`9L8s v u t w > 
x<yUz { {*| }~ |7 z <   ~ 8   +~  {*{  Ł  ~  {  | 7{D  
y Wz | Ł8| }{F~ z y   |  y  y  { z zG *  F  {  {  ~  |
~ z y   |  y B y  { z zD~ |D| } { z }y   ~ 8 y Ł |D| }{U }~   { z
Dfe | zU}{     Ł+| y8 y z  { #~ { ¡~ ¢9 {  y U| }{G y £
 { z z9 *¤   Xz }y G G¥< X<}{  {D| }{9  |  ~ 7z | ~ | {
 * z*| }{Uz |  y   F y   {  ~ | { G¦y y  y ŁGz | ~ | {9+ | }
z    y   Ł { F§<¨7©§%x+}{Dz | ~ | { + z*~#z Łf{  fy z  |  y 
y  z | ~ | { zD | }B ª{  {  |Dy   Ł~ |  y By  7| }{U§<¨©§%<}{  {
| }{D y  |   Ł |  y Fy  %| }{Dz | ~ | {D | }{ ¢9 | §<¨©7§8 zz ¢9~  
Ł |«f | { {   | { G~ |+| }{Dfy | | y ¢¬y  7¥<     %| }{Dy  £
{  ~ | y ­ ®
 ¯
 | }{U~  |*y  7°#± ² ³ ´+ y   { z fy  U| y#~ z y   £
|  y   z%~   { D| yU *  | } z7 y  |   Ł |  y 9 { z Ł | z% 9~Dz | ~ | {
 | }Uy {}y  {~ #z    9y   Ł { #§<¨7©§%x} Łz7y {{  {  £
|  y #+ | }Fz  µG¶fy z+~ 7~ 9   y ¢·| }{D¸¹W    Łz |  ~ | {  
 Ł{U B¥< <  <~  y {UŁ |Dy  + }~   {D| yF

x} z
 y  |   Ł |  y G| y| }{U«f~ z | ~ | {#­ ®

¯
 *D z9~F~  |9y  +| }{
z | ~ | {  <+}  }G~  z y#}~ z* y  |   Ł |  y z+   y ¢¬z | ~ | { z*+ | }
{ ¢9 |   z    *~ Dy Ł {7y   Ł { 9§<¨7©§G fy | | y ¢ey  ¥< 
  x}{D7{   } |y  <| }{D y  |   Ł |  y  | }Fz    #y   Ł { 
§<¨7©§| yB { f{ zDy 8º
² » ¼ ½
| }{#¨7y Ł y ¢DG~ | |  ~  |  y 
y  7| }{9}y  {U  +fŁ  z*y F| }{U§<¨7©§8| y#| }{9{ ª{  |   {
 ~  Ł{+¾
¿
¼< { z Ł |   *~ D   { ~ z {%y  | }{7~  {  ~  {%y   Ł~ |  y 
À Á
¼  Ây  | }{§<¨©7§G UÃ
Á
 y ¢9~  { 9| y
À Á
¼  Äz { {~ fy  { 
Å
z9º%² » ¼D zD   { ~ z { <| }{# }~   {UÃ
Á
 +}  }Bz   { { z| }{
¨7y Ł y ¢D8fy | {  |  ~ +y  +| }{}y  { ~ B| } ŁzD| }{{   } |9y  
| }{* y  |   Ł |  y #| y   | }y Ł Uy   Ł { #§<¨©7§B~  z y
   { ~ z { z  }{  { ~ z<| }{7{   } |y  f| }{z | ~ | {+ | }Uz    9y  £
 Ł { 8§<¨7©§Yf{   { ~ z { z Gx+}{U }~   {#Ã
Á
¶fy z*| y 7~  z
| }{U¸¹Df| } Łz*Ã
ÁXÆ Ç
}~ z+| yf{Dz Łfz |  ~  | {    y ¢¬D~ 
#È  | }BÉµÊeË ÌÍ ÎÏ+  y 7µFÊpË ÎÍ Ì Ï  
Å
y | }f{ fy z z     | 
  y ~D|  ~ z  |  y U  y  ¢Ð *7| y 7z | ~  | z%   y ¢N| }{ y  |   Ł £
|  y U| y *7 | }#~9z    9y   Ł { #§<¨©§F~ #{ zŁ# 
~ y  |   Ł |  y 8y  D  *+ | }8y Ł {Uy   Ł { 8§<¨7©§%7Ñ{
 {  {   { z9| }f{Fz ~ ¢9{~ ¢9y Ł |#y  * }~   {  y UD8~ È  
y {#~   Ł{ zD| }~ |Uy {Ł |Uy   }~   {# | }8z  µp}~ zD| y
 { ~  {| }{*y Ł Uy   Ł { #§<¨7©§G~ U| }{* }~   {Ã
Á
}~ z






 +Ó%  Ô  DŁ#~  f y  |   Ł |  y z7| yDD












88 8. Kondo correlations in optical experiments
 
  	   
         ﬀ ﬁ   ﬂ 
ﬃ
     !  " 
 # ! !$  #%
  % #& ' ( ) & *,+   
    -       
#    #. ﬀ 
ﬃ
#    #+/   
  -
0!12043 5-6 78 9 :	9 ;< 53=< 5-: 3 > 5-9 ? @%3 A3 : B C.D-E
F
 
!# + +/   G      #G H-   $   I  -*ﬀ 
 #   # 	    J 4       #  " KL,M /N4     O
  . #  " K=  4$  G      #P #. $       #P "  I  #P$ K
LJMQSRTU	RV/* +/  JWM X Y	ZJQSVX Y	Zﬀ #	WM X " Z,QST X "Z *
 /    #  #.[      #\ \ \ N4   4  #$	
#      
$ K.  #     #"=   # O ]  P      ! ,     I  # 	 # O


































N/ I    " !   








  #P$-    
 O
    G$ KP =rsYt 	+/   .
` q
ﬂ4    +4  	 P  
" 









































N/   
  ,  JL,M/  +/# #yJ " z!  I    	"    "    O
 # =$  +  #% =      m #  " KG        G   { 
      #S #| $       #S      m    
    |+/  Sr4s/Y
       # ﬂ # 	        #"  I  #$ K=J
`
ﬁ ﬂ \ #= 








 I $  #m     # 


















	P!]#G =  #  
$  I   	 L
M
 	  
#    #% 
i,n o
e








   K /        K=  #   #  Jy   
   4   !  "   # /  #   # 4   
    #P  !  #   ] -*












/     $ K  #     #"	 4       #-
`
ﬁ ﬂ * +/







 #G  "   #G\ *- .$
U	ﬁ	 #  "   #=\ \ #= =$U
`
 #  "   #.\ \ \ *       I   K 
N/!     O  I  /  "   #!     P  # 4 #PyJ "	z ﬂ *ﬀ+/  
f g
e Z T  #"  ,$  +  #
q
 #.ﬁ! \{\ \ ﬂJ ,$  +/  #ﬁ4 #
`
 \ \J\ \ \ ﬂ *  #4    J #-*   +G# # O    I    $  I   
 L
M
J\ #   /  "   #ﬀ /   , # z ﬂJ    /+  
       *+/      # 	# # O   #  $  I   	 #  




  ! 
#    #. 
iJn o
e
 /+   ﬂ 
=144=4ŁJ 4=

   I    G$ KG     #   J   
   & ( ) *ﬀ =     
  + J !    
   /       # # $       # -  O
   G 	 %4 #m P    #"  KG         m	 #%"   
# O
     GG I P  
  | #S    # 
ﬃ
#    #S  
 #  
 #" =    ﬀI    # !$ #P  I  ﬀ #P     J  #
 O
   #$ #  I  +     
  = ! y   O    
`
4/Y	ﬂ *






























 = 0.714 U
c





- 4J .J        /¡  ¡    ¢   £ ¤G ¥   ¦ §% ¢	.  ¨ ¥ © ¡   ¥G  
ª-« ¬ ­ ﬀ®¯ ¯  ,¯  ¥  £ ﬀ     ¦  © © ¨ ¯  ¡   ¥  -¡  /°-±JJ°G² ³­ ´ µ/  
¡  /¢ ¡  ¡ 	¶ ¦ ´ ·¢  ¸ﬀ¹ º » ¼ ½ J¾,   ¤  ¢ ¡  ¥ © ¡,  ¦  ¿	 ¢   ¤  ¥ ¡  À
Á
 ¤- ¿	¯ ¡ §  Â  ¡  £º  ½ · °-Ã!Ämº   ½- ¥ ¤  ¨ £ £   Â  ¡  £º    ½  ¦  ¿	 ·
Å
   ¡  /°-±ﬀ,° ¢J ¿	¯ ¡ § · ¢  ¥ ¦ £ §! ¤  ¨ Â £ §! © © ¨ ¯   ¤·   ¢ ¯  © À
¡    £ § /Æ  ¥ © /¡  	±ﬀ ¨ £  ¿Â ¡ ¡   © ¡   ¥Â ¡
Å
  ¥= ¥  £  ¥¡  
° Ç,° ¥ ¤!¡   £  © ¡   ¥ ¢ ¥	¡  /°-±JJ°PÈ ¯ ¨ £ £ ¢,¤ 
Å







« ¬ ­ Î
·  ¥ ¥ ©    ¢ 4 ¥=ª
« ¬ ­
Â    ¢,¡  /¢  ¿	/ Ï © ¡,   




 ¯  ¥  £ ¡    ¢   £ ¤ ¥   ¦ §=D-E
   ¢ ¨ ¢ªﬀ« ¬ ­4 Ð ¡   © ¡  ¤    ¿¡  	ÑÄS  ¢ ¨ £ ¡ ¢!º ¢  £  ¤ ½ ¥ ¤ Â À
¡   ¥  ¤	    ¿|¡  ¿	  ¥ À
Á
 £ ¤	 ¢ ¡  ¿	 ¡ º ©   © £  ¢ ½ · ¸ﬀ¹ º Ò » ½ ·
Å
   
² ³­ ´ µ  -¡  /¨ ¯ ¯  ¯  ¥  £  ¢Â   ¥!¨ ¢  ¤
  [      #P\ \ !y       !     #"   !  I  # O






 .     
 4      #= #= $       #=     
Ó 	 4+   # +/#
    J #   KP      4 ,     J  #
    #G$ #-*ﬀ  
[      #!\ \ \ ,[      #"/   |  ,   J    * +/, I   
  




/Ô  #" 	r4s/Y
   -* + I   
  ! 
J  #!   
  * yJ " ,Õ * +/  
  +/ +    4     !    
   Ö4yJ     K *ﬀ+#     
     # 
4 #     	 #G  "  4        #. $    O




e! 	 #      -\ #P    *ﬀ =      
  +m 4 +  O   +m I   "  #  ,       ! #  " K *  
 #  " K$   +S+/  #   # / $   $ = , 4 #  " K
 $ I +/  #	   # ,     -*        I   K Js    O
 $ K4 /  # #   / I   "  # /  # # K! #×
g
*
  H-   #  #   
    #= -       #
    #$ #
  I  $  +  # 4 #   - #]#      ,  ,   #     # 
       -ØG.  + %   .
# I     /$  I   
 J  - # # 4  #G$!    # P$ K.  #     #" !ÙO
  K. "   $  *J+/  %   #	 #G     #   " K  




e/   !  =       4 , 4      . #  " K *
+/    #$	
#       #   #=]    I   
\ #G     # !"  #      #G      #   & ( ) *J +  O
  #"!  K  J    
`
4/Y| # K!  I   
 / - 4"   4I    O
 " Ú
T
  /+/    I          #
    #=$ #=  I     
   
  | # = # K% # */ !   
 m #% .    #  O
  ﬂ ØÛ +/ I   *+.   
) )
  = 
  
 "  #      #! 
    /  
 =$-4  
  =  +  = 	   
    # 
89
 
  	 
  	 
  	 ﬀ ﬁﬃﬂ 	  	  	! "# $!%&'




+', -./ 01 2 345ﬃ2 .6 7
8
	!  ﬁﬀ 'ﬀ ﬁ 9:;)<  	  =)= 	  	 
 >)?'@ A 	 
 	! 
<) <     "*ﬀ ﬁ	!A   ﬂ<      B) 
 
  C!)  ﬀ  >)
B   ﬁ"  ﬁ	 
 ﬂ " 
 
D        )ECﬁ   9  ﬂﬂ  ﬀ 	 
F
;ﬀ ﬁ	G$!H&I	 ﬀ ﬁ	= HKJ LMG N	 ﬀ ﬁ	HO
P
= ﬂ  ﬀ     
P
BECQO	 ﬀ   9 "ﬀ ﬁ	%RBCO!# S # T TM S T T U U T)




[ ] ] [ k c Y X vﬃX w[ ] f k [ c ZRX e f g a j b n j r xc [ b xy*X vﬃX y*j ` ] a z*c
{





[ ] ] [ k cEWXDY XDZ\[ ] ^ _ ] ` a bcdXe f g _ r g [ _  j ] cDs!X*m!ha  j r j c
pX E] ^ [   j q c ŁEX Y X v'f wg j j c s!X !X wa  a ] a c Y X vﬃX w[ ] f k [ c
pX l!X wj ] [ x a ` c [ b xy*X vX y*j ` ] a zDc
{
[ ` _ ] j|  c  !      X

l!Xwa r x g [ ^j ]  wa ] x a bcm!Xe g ` ] k q ![ bcIl!Xv'[ g [ r _c
l!X*s^ _  f g  v[  x j ] c!Xv'j k ] [ c[ b x;vXDs!X
u
[  ` b j ] c
{
[ 
` _ ] j  c        X

e XvﬃXd*] a b j b Ej ` ` cX mXa  ` j ] q [  c [ b xtX y*X
u
a _ Ej b 
g a  j bc e k j b f j ¡ c        X
¢'X£Xe g [ g ^ [  ¤ [ bc¥ XŁEXy*j ] [ q k  c[ b xﬃvXŁEXWE[ k q gcyDg ¤  X





k q a k b[ b x'§!X s k  g [ k c yDg ¤  X Wj X p©¨ c    ª'      X
«




[ ] ] [ k cE[ b xGWXY XDZ\[ ] ^ _ ] ` a bcEyDg ¤  X
Wj X pX¨ c     ª'      X
¬
y*X ZRX sb x j ]  a bc yDg ¤  X Wj  X  |c  !      X
­
u




a  k j ] j E[ b xdX X x jla k b k f k  c yDg ¤  X Wj  X  ¡c   ª
      X
V V




[ ] ] [ k cY Xy*X
u
a ` ` g [ _  c!w!Xv'j x j k ] a   Wk ^ j k ] a c!y*XvX
y*j ` ] a z*c [ b xeX m_ [ b ` c yDg ¤  X Wj X p©~ ¡c    '      X
V '¥ b'` g j  ] j  j b ` j b j ] [ ` k a ba nDj ¯   j ] k j b `  c ` g jZ©tn a ] E[
 lŁw°a b r ¤\n a ]'± ²   [ r _ j n a ]!g k f g;³ ´ µ ´ ¶ · ¸*r a f [ rf a b x _ f 
` k a b^ [ b xGr j  j r [ ] j'a f f _   k j x© b a `!a b r ¤\a b j c[ ![   _ j x
k b\` g j'  ] j  j b `  [   j ]  XDma Ej  j ] cDEj'j ¯  j f `
 
` g [ `!n _ ` _ ] j
 j b j ] [ ` k a b 'a n [   r j f a _ r x^j  ] a x _ f j xGn a ]g k f gG` g j
[   _   ` k a b a na _ ]a x j r c b [ j r ¤a b jt*dpt\k b` g j  ] j  
j b f ja nD[ lŁwc [ ] jn _ r r ¹ r r j xX
V sXvXE  j r k f q[ b xy*X pX Z©k j  [ b bcsx X yDg ¤  X c  
      X
V

XsX*dDa  ` k cs!XdXmj  a bc*[ b xﬃ£Xºr [ ` k f c*Y Xyg ¤  X*dDa b 
x j b  Xv'[ ` ` j ]¨c          X
V ¢'l!X dX t[ b  ] j ` gc yDg ¤  X Wj  X ~ }c        X
V ¦
o a ]!a _ ]!b _ j ] k f [ rDf [ r f _ r [ ` k a b  c*j'_  j» ¼ ½ » ¾ ¿*½ÀÂÁc*^ _ `
` g k !k b a `[ bj   j b ` k [ r[   _   ` k a bﬃ` a] j [ r k  j'` g j
u
a b x a






a!a ^ ` [ k b[f a b ` k b _ a _    j f ` ] _ QÊ*Ë  ÌE c ` g jÍ  n _ b f ` k a b k b
ŁDÎ X     c [   a f k [ ` j x!k ` g!` g j _ Na  j ]Dx k  f ] j ` j¹ b [ r  ` [ ` j  c





V ¬XDs!Xda  ` k cEy*Xe f g k ` ` j f q j ] ` cY X
u
] a g [ cE[ b xGy*XDZNha r i j c
yDg ¤  X Wj  X tj ` ` X c  ª '      X
V ­
b jk  g `j ¯  j f `` g [ `` g j[ ^  a ]   ` k a b[ b xj k   k a b   j f 
` ] _ Ñ[ ] j] j r [ ` j x^ ¤'` g j  [ ] ` k f r j  g a r j! ¤ j ` ] ¤ X ma Ej  j ] c
` g jm[ k ` a b k [ bÒ
®
cŁDÎ X*   cg [ b a'  [ ] ` k f r j  g a r j! ¤ j 






















k G  ] a  a ] ` k a b [ r'` a©` g j;f g [ ]  j©a   j ] [ ` a ];[ b xR` g _ Gf a !
!_ ` j k ` g\` g j'm[ k r ` a b k [ bX*Eg j ] j'k !  [ ] ` k f r j  g a r j ¤ !
j ` ] ¤k nÔ
Õ






Ü© â ¼ ½ â¿*½
á









X g _ ` g j
m[ k r ` a b k [ b\f [ bﬃa b r ¤G^ j'  [ ] ` k f r j  g a r j ¤ j ` ] k f!n a ]a b j
  [ ] ` k f _ r [ ]f g a k f jEa n
Çç
æ
c k X j X x k zj ] j b `^ r a f q Da nÒ
®
c  j jEŁDÎ X
   Ef [ b b a `^j  [ ] ` k f r j  g a r j ¤ j ` ] k f[ `E` g j [ j` k j X
 ®
u
X l!X e f g a ` ` j[ b x!!X e f g a ` ` j c yDg ¤  X Wj  X  ¡ ~c         X
 V
X*s!XDda  ` k cY X
u
] a g [ c[ b xGy*XZRha r ij cDyg ¤  X*Wj  X*pÑ~ c





[ ] ] [ k c   ] k  [ ` jf a _ b k f [ ` k a b  X
 WX p_ r r [ c X s!X da  ` k c [ b x'l!X £a r r g [ ] x ` c yDg ¤  X Wj  X p;¨ |c
           X
90 8. Kondo correlations in optical experiments
Chapter 9
Summary and outlook
In this thesis we have been focusing on zero-temperature properties of QD-systems. The
different QD-systems that we analyzed were modeled by the Anderson impurity model,
a model that is extremely well suited to describe QD-physics. In the limit of small tem-
peratures correlation effects are crucial. Consequently, we employed Wilson’s numerical
renormalization group method, which is essentially a numerical exact method for the deter-
mination of the low-temperature properties of the various models we studied. We expect
our predictions to be observed in (future) experiments.1
Table 9.1 shows four different classes of impurity models we were solving in this thesis.
One can categorize these classes by the number of (spinfull) levels inside the impurity
and the number of (spinfull) channels the impurity couples to. In particular, the number
of channels the (complex) impurity couples to sets a serious restriction for the numerical
solution of a particular model.2 Within each of those classes particular symmetries can be
exploited. As stressed in Appendix C the use of symmetries is essential for an accurate
determination of the quantities one is interested in. As this symmetries depend on the
particular model under study we do not refine Table 9.1 w.r.t. particular symmetries here.
Whereas in this thesis, we only considered QDs coupled to fermionic baths,3 the NRG-
method is not restricted to fermionic baths. The ’bosonic’ NRG, developed by Bulla et
al. [66], overcomes this restriction. This generalization of the NRG-method is a new path
one should definitely follow. It opens the exciting possibility to study models, such as the
spin boson model (see [66]), which are, for instance, relevant in the context of quantum-
computation [22].
The code that was programmed during my PhD-studies is rather flexible. Therefore it
allows for the solution of various problems (dealing with fermionic baths) without changing
1The spin splitting of the Kondo resonance for a QD contacted to ferromagnetic leads has already, in
agreement with our predictions, been observed [55] (see also [59]).
2It is the number of coupled channels that governs the growth-rate of the Hilbert space in the course
of the NRG-iteration.
3In Chapter 6 and 7 we solved models up to four different fermionic baths, (two different channels each
carrying a spin index).
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1 channel 2 channel
1 level Chapter 5, 8 Chapter 7
2 level Chapter 6 Chapter 6
Table 9.1: The table classifies the models that have been solved in Part II of this thesis.
Models that fall into one of these classes can, in principle, be solved with the NRG-code
that was produced within my PhD-studies. Since the symmetries one should exploit depend
crucially on the model one is studying we do not refine this table by including possible
symmetries.
the structure of it.
In a recent experiment on single wall carbon nanotubes [67], for instance, a fascinating
feature of a sixfold split Kondo resonance (in presence of a finite magnetic field) has been
observed. In this experiment, carried out at TU Delft (Netherlands), the nanotube was
tuned such that it behaves, in absence of a magnetic field, as a two-fold degenerate QD4
coupled to two distinct channels. Once the relevant model of this experiment is identified, it
is rather straightforward to use the developed code to compute the (level and spin resolved)
spectral functions of the system, which enables one to gain a deeper understanding of the
experimental results.
4It turns out that a magnetic field couples differently to the spin and the orbital degree of freedom,





Derivation of the NRG-equations
In the early 1970’s K.G. Wilson succeeded to construct a nonperturbative solution of the
Kondo Model (KM) [1]. The crucial step in Wilson’s procedure was the mapping of the
free conduction electrons (that surround the impurity) onto a chain, the Wilson chain.
Krishna-murthy et al. [31], [47] extended this procedure to the Anderson Model (AM) [25]
in the early 1980’s.
In contrast to Wilson and Krishna-murthy et al., who assumed a flat conduction band
(CB),1 we consider here a CB with a spin- and energy-dependent density of states (DoS)
ρσ(²) [the energy dispersion in the CB ²kσ is related to ρσ(²) via ρσ(²) =
∑
k δ(ω−²kσ)]. For
this sake the iteration scheme used in [1] has to be generalized for a CB with an arbitrary
DoS ρσ(²). To establish this generalization we follow Bulla [68], [69] and Hofstetter [70]:
2
For simplicity the mapping of the single level AM,



















on the Wilson chain will be described below. As explained in Eq. (3.7), the AM consists of
three parts, the CB HˆCB, the tunneling part Hˆ`d and the impurity part Hˆd which does not
need to be specified here. The operators dσ and ckσ denote the impurity and CB operators
[actually the symmetric linear combination of the left and right lead (called αskσ in part
I, see Section 3.1)] which obey Fermi statistics (with σ describing the z-component of spin
orientation), respectively. The corresponding mapping of an impurity that couples to N
channels3 - the case N = 1 is shown here - can easily be obtained via a generalization of
the procedure outlined below. In Chapter 6, for instance, the mapping for N = 2 had to
be performed.
1 The bandwidth D of the CB is the natural energy scale; for a flat and normalized CB the DoS is








−D d²ρσ(²) = 1.
2An impurity that couples to an arbitrary DoS is of particular importance in DMFT-applications [26].
3ckσ → ckiσ, i ² {1, · · · , N}. Note, however, that a single level impurity couples effectively to one
channel only (as a unitary transformation [16] reveals).
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A.1 Manipulation of the CB
A continuous representation of HˆCB and Hˆ`d is more convenient for the derivation of the




















In Eq. (A.2) an isotropic energy representation of the CB (with band edge D = 1, i.e.
|²| ≤ 1) with a generalized dispersion gσ(²) has been introduced. Accordingly, a generalized
hybridization function hσ(²) was inserted in Eq. (A.3). The continuous CB-operators a²σ
obviously have to obey Fermi statistics {a²σ, a†²′σ′} = δ(²− ²′)δσ,σ′ . The equivalence of the
discrete and continuous version of HˆAM [i.e. between Eq. (A.1) and Eqs. (A.2), (A.3)] is
established if the effective action on the impurity degree of freedom is identical in both










where g−1σ (²) is the inverse of gσ(²), this requirement is fulfilled and the discrete and the
continuous representation of the AM are identical (see Eq.(10) of [69]).
Obviously, there are many possibilities to satisfy Eq. (A.4). One possibility is to choose the
dispersion gσ(²) = g
−1
σ (²) = ² and the generalized hybridization hσ(²) =
√
∆σ(²)/pi, with
²-dependent hybridization ∆σ(²) ≡ piρσ(²) [Vσ(²)]2 (other possibilities can, for instance,
be found in [69]). For reasons that will become clear below, this choice is well suited
for a constant (or at least sufficiently smooth) hybridization ∆σ(²). For a hybridization
with a strong energy-dependence [71], however, the functions gσ(²) and hσ(²) are chosen
differently [still satisfying Eq. (A.4)]. An example of the latter case is given in Fig. A.1(a)
[the corresponding functions gσ(²) and hσ(²) are sketched in Fig. A.1(b)].
Eq. (A.3) reveals that the impurity couples to all energy scales of the problem, i.e.
infinitely many degrees of freedom. Wilson’s original idea, a logarithmic discretization of
the CB, allowed him to transform Hˆ`d into a tractable form. The logarithmic discretization
resolves low-energy states with a high accuracy, but does not simply disregard high energy
states of the CB, as shown in Fig. A.1(a). By introducing a discretization parameter Λ











e±iωnp² if Λ−(n+1) < ±² ≤ Λ−n; p ² Z
0 else
(A.5)
is defined where the superscript ± labels wave functions defined for positive/negative en-
ergies. The subscripts n and p mark the interval and the harmonic index of the Fourier
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expansion. Note that the width of the n-th interval dn = Λ
−n (1− Λ−1) determines the
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Figure A.1: (a) Since the impurity couples to all energies, the CB is logarithmically dis-
cretized (with discretization parameter Λ). (b) For an energy-dependent hybridization
∆σ(²) (left) one chooses the generalized hybridization hσ(²) = h
±
nσ to be constant in each
logarithmic interval; for this choice only the (p = 0)-component of the CB couples to the
impurity (right panel). The corresponding dispersion gσ(²), sketched in the middle panel
(solid line), follows from solving Eq. (A.4). For reference the linear dispersion gσ(²) = ²
(dashed line) is plotted as well.













A discrete set of anti-commuting operators anpσ and bnpσ [note: {anpσ, a†n′p′σ′} = δnn′δpp′δσσ′











that act on the n-th positive or negative logarithmic interval is defined hereby.
98 A. Derivation of the NRG-equations
A.1.1 Transformation of Hˆ`d
We start the derivation of the NRG-equations by a transformation of the tunneling part























Henceforth, we take the generalized hybridization function hσ(²) to be constant [69] in
all logarithmic intervals, hσ(²) → h±nσ, see Fig. A.1(b), which ensures that the impurity
couples to s-waves only, i.e. to the (p = 0)-contributions (Riemann-Lebesgue Lemma) [70].
Consequently the harmonic index p can be dropped in Eq. (A.9). This particular choice of
















2 if −Λ−n < ² ≤ −Λ−(n+1)
0 else
, (A.11)
forces us to adjust the generalized dispersion gσ(²) such that Eq. (A.4) still holds. In
general, as indicated in Fig. A.1(b), this results in a nonlinear generalized dispersion gσ(²).























−Λ−n d² ∆σ(²), respectively. As indicated
in Eq. (A.12), it is convenient to define a fermionic operator f0σ (with {f0σ, f †0σ′} = δσσ′),






















−1∆σ(²)d². The operator f
†
0σ creates a spin σ electron
in the maximally localized state (which is essentially the conduction electron field on the
impurity site), equivalent to the zeroth site of the Wilson chain, see Fig. A.2. In the limit





dn/2 (anσ + bnσ) =
√
(1− Λ−1)/2 ∑∞n=0 Λ−n/2(anσ + bnσ).
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Eq. (A.14) nicely illustrates that the impurity couples to a single fermionic degree of
freedom only, the zeroth site of the Wilson chain. To fully map HˆAM on a linear chain,
however, still HˆCB needs to be transformed properly. We focus on this issue in the next
Section.
A.1.2 Transformation of HˆCB




























Though only (p = 0)-contributions couple directly to the impurity [remember that we chose
constant hybridization h±nσ, see Eqs. (A.10) and (A.11)], (p 6= 0)-contributions might be-
come important via an indirect coupling to the impurity [via the (p = 0)-mode].
Therefore two contributions remain in the pp′-sum of Eq. (A.15):
∑
p=0,p′ [. . .] = [. . .]p=0,p′=0+∑
p′ 6=0 [. . .]p=0.














with the general expression ζ+nσ = (1/dn)
∫ Λ−n





Note the following: since the single-particle energies of the CB electrons ζ±nσ depend only
on the integral over the logarithmic intervals an exact knowledge of gσ(²) [which can be
inferred from Eq. (A.4)] is not required.
Bulla et al. [69] showed that for the particular choice taken here [hσ(²) → h±nσ in each
logarithmic interval], the single-particle energies ζ±nσ are given by
ζ+nσ ≡
∫ Λ−n





−Λ−n d² ² ∆σ(²)∫ −Λ−(n+1)
−Λ−n d² ∆σ(²)
. (A.18)
A comparison between the general expression for ζ+nσ and Eq. (A.17) reveals that the dis-







For constant hybridization ∆σ(²) = ∆σ the linear dispersion [gσ(²) = ²] is recovered within
this more general framework. Also the result for HˆCB of Krishna-murthy et al. [31] [who as-
sumed ∆σ(²) = ∆; see Eq. (2.12) of [31]], Hˆ(1)CB = 12 (1 + Λ−1)
∑
nσ Λ
−n (a†nσanσ − b†nσbnσ),
i.e. ζ±nσ = ±12 (1 + Λ−1) Λ−n, is recovered in this more general scheme.
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The second contribution to the (pp′)-sum,
∑
p′ 6=0 [. . .]p=0, couples off-diagonal angular






























Note that the mapping of the AM on the Wilson chain is still exact at this stage (HˆCB =
Hˆ(1)CB + Hˆ(2)CB), with hσ(²) and gσ(²) satisfying Eq. (A.4). In particular, Eq. (A.19) stresses
that a complete description of the CB includes all possible angular momenta p.
We analyze the importance of Hˆ(2)CB by computing the integral I1 in Eq. (A.19) for the















− (iωnp′)−2 + ² (iωnp′)
]}∣∣∣Λ−n
Λ−(n+1)




Λ−n exp [2piip′/(1− Λ−1)] (A.20)
[see also Eq. (2.10) of [31]].
We conclude from Eq. (A.20) that Hˆ(2)CB becomes less and less important for Λ ap-
proaching 1. Wilson showed [1] that the p 6= 0 contributions, i.e. Hˆ(2)CB, can be dropped to
a very good approximation for Λ = 2, which was mostly used in this thesis.5
From now on we will disregard Hˆ(2)CB, which is like dropping a small perturbation in
HˆCB. The first approximation we use is therefore
HˆCB ≈ Hˆ(1)CB, (A.21)
i.e. we replace Eq. (A.2) by Eq. (A.16).
4The reasoning also holds for an arbitrary dispersion, see [69].
5The approximation works still pretty good for bigger values of Λ, e.g. Λ = 3.
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A.2 Mapping of the CB onto a semi-infinite chain
To solve HˆAM numerically, it is convenient to bring HˆCB, Eq. (A.16), into tridiagonal from,





























For this mapping (see e.g. [72]) we use the tridiagonalization procedure developed by
La´nczos [73] with diagonal matrix elements ²nσ and off-diagonal ones tnσ [70].
The tridiagonalization procedure of La´nczos allows us to determine HˆCB |Ψnσ〉, where
|Ψnσ〉 = f †nσ |0〉 denotes a one-particle state (with Fock vacuum |0〉, n ² N0),6
HˆCB |Ψnσ〉 =
²nσ︷ ︸︸ ︷
〈Ψnσ| HˆCB |Ψnσ〉 |Ψnσ〉 +
tn−1σ︷ ︸︸ ︷
〈Ψn−1σ| HˆCB |Ψnσ〉 |Ψn−1σ〉
+
tnσ︷ ︸︸ ︷
〈Ψn+1σ| HˆCB |Ψnσ〉 |Ψn+1σ〉 . (A.23)
We can immediately identify the matrix elements ²nσ, tn−1σ and tnσ by comparing Eq. (A.23)
with the ansatz (A.22). Eq. (A.23) nicely illustrates that the n-th site of the Wilson chain
is only connected to its two neighboring sites, the (n− 1)-th and the (n+ 1)-th site of the
chain. It can also nicely be seen that the recursive determination of the fermionic oper-
ators fnσ involves the calculation of the onsite energies and the hopping matrix elements
along the Wilson chain. Below, the derivation of the corresponding recursion relations is
summarized.





(unmσamσ + vnmσbmσ) , (A.24)
with coefficients unmσ and vnmσ that need to be determined recursively.
The initial values u0mσ and v0mσ are immediately found by comparing the ansatz (A.24)








An inversion of the ansatz (A.24) leads to anσ =
∑∞
m=0 umnσfmσ and bnσ =
∑∞
m=0 vmnσfmσ.
When we insert anσ and bnσ in the l.h.s. of Eq. (A.22) and compare corresponding fnσ



















6 f0σ was already given in Eq. (A.13); see Eq. (A.24) for the general definition of fnσ.
102 A. Derivation of the NRG-equations





















where Eq. (A.25) has already been inserted.
Since the operators fnσ obey Fermi-statistics, {fnσ, f †n′σ′} = δnn′δσσ′ , the anticommutator
of the r.h.s. of Eq. (A.27) with f0σ yields {²0σf †0σ + t0σf †1σ, f0σ} = ²0σ. The corresponding
anticommutator of the l.h.s. of Eq. (A.27) with f0σ as given in (A.13),

















The initial hopping matrix element t0σ can now easily be determined from Eq. (A.27)






















































When we insert Eqs. (A.13), (A.28) and (A.29) into Eq. (A.27) and compare this with the















Following the above argumentation one finally obtains the spin-dependent onsite energies
















2 (ζ+mσ)2 + (vnmσ)2 (ζ−mσ)2] − (tn−1σ)2 − (²nσ)2 , (A.33)



















7Note that the discrete operators anσ and bnσ are anticommuting as well.
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Even though, only the matrix elements along the Wilson chain (²nσ and tnσ) are finally
required, it is crucial to determine the coefficients un+1mσ and vn+1mσ as well, since ²nσ and
tnσ depend on these coefficients, see Eqs. (A.32) and (A.33).
Note: the mapping of the CB onto the Wilson chain does not change electron-hole
symmetry (as it is a unitary transformation). The Wilson chain, given in Eq. (A.22),
consists only of hopping matrix elements tnσ and onsite energies ²nσ. Thus an electron-
hole symmetric hybridization ∆σ(²) implies that all onsite energies along the Wilson chain
vanish, ²nσ = 0 ∀n ∈ N0. More rigorously the reasoning goes as follows: for an electron-
hole symmetric hybridization [∆σ(²) = ∆σ(−²)] the relations ζ+nσ = −ζ−nσ and γ+nσ = γ−nσ
are valid, thus ²0σ = 0 [Eq. (A.28)]. This results in u1mσ = −v1mσ what leads to ²1σ = 0
[Eq. (A.32)]. From Eqs. (A.34) and (A.35) one realizes that this leads to u2mσ = −v2mσ
which results in ²2σ = 0 etc. .
We shall make a final remark here about the numerical solution of the above mentioned
equations: since the band energies are exponentially decaying in the course of the iteration
one has to use reliable numerical routines (i.e. arbitrary-precision Fortran routines [69]) to
solve for the coefficients (unmσ, vnmσ) and matrix elements (tnσ, ²nσ).
A.3 Iterative numerical diagonalization
When we rename the impurity operator dσ ≡ f−1σ the AM takes a particular compact
form




















[see Eq. (A.14)], the
kinetic energy (∝ tnσ) [see Eq. (A.33)] and the onsite energy (∝ ²nσ) [see Eq. (A.32)] of
the CB, written in form of the Wilson chain. Note that there is no possibility of a spin-flip
event along the chain. The Hamiltonian (A.36) is valid for an arbitrary energy- and spin-
dependent hybridization function ∆σ(²), it is therefore a generalization of the one obtained
by Krishna-murthy et al. [see Eq. (2.14) of [31]]. For the particular case considered by








(1− Λ−2n−1)(1− Λ−2n−3) (A.37)
and ²nσ = 0 ∀n ∈ N0.
The obtained ’chain-Hamiltonian’, depicted in Fig. A.2, can be solved by iterative
diagonalization. In the limit of an infinite long Wilson chain the AM is recovered,
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t0 t1 tN−1 tNt−1




IterationImp 0. 1. 2. N.
energy
resolution
∼∆1/2 ∼Λ0 ∼Λ−1/2 ∼Λ−(N−1)/2
t2
Figure A.2: The Wilson chain can be iteratively diagonalized, since only neighboring sites
are coupled with each other. One proceeds by first diagonalizing HN , the Hamiltonian that
describes the system consisting of the impurity and the first N sites of the Wilson chain,
then setting upHN+1 [via Eq. (A.40)] by couplingHN to the (N+1)-th site of the chain and
restarting the diagonalization procedure. Along the chain the energy resolution increases
since smaller and smaller energies (∼ Λ−(N−1)/2 in the N -th iteration) are coupled to HN .
The tN ’s are the exponentially decaying tunneling matrix elements and the ²N the onsite
























Indeed, Eq.(A.39) coincides with the formula found by Krishna-murthy et al. [Eq.(2.18)
of [31]] for ∆σ(²) = ∆.



















The latter equation defines a transformation R that (i) relates effective Hamiltonians on
successive lower energy scales with each other and (ii) couples only neighboring sites along
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the (Wilson) chain (HN+1 = R[HN ]).
8
Note that the energy resolution in the N -th iteration is of order ∼ Λ−(N−1)/2, see also
Fig. A.2. The rescaling factor Λ(N−1)/2 in Eq. (A.39) ensures that HˆN contains numbers
that are ∼ O(1), i.e. numerically “good” numbers. HˆN is an effective Hamiltonian that cap-
tures the physics at a temperature kBT/D ∼ Λ−(N−1)/2. Lower temperatures are reached
when one proceeds along the Wilson chain.
In the course of the iteration one solves the Schro¨dinger equation iteratively, i.e. one com-
putes the eigenstates and corresponding eigenenergies of HˆN . The exponential decay of
the matrix elements tNσ and ²Nσ is crucial for the success of the iteration scheme (A.40).







































Here each entry represents a (truncated) matrix which is written in the basis where HˆN is
diagonal, HˆdN .
Since the Hilbert space is growing exponentially fast when one proceeds along the chain a
truncation is necessary. Thus, one only keeps the lowest lying eigenstates of HˆN (typically
∼ 1000) in each iteration. This is achieved by diagonalizing HˆN , HˆN → HˆdN , sorting it
w.r.t. increasing eigenenergies and finally truncating it.
The NRG-iteration for the KM is identical to the one for the AM (with identical ²nσ
and tnσ). The only thing that needs to be adjusted is the initial Hamiltonian Hˆ0. For the
KM the coupling between the impurity and the zeroth site of the Wilson chain is ∼ J
(the Kondo coupling) (and not ∼ √∆ as for the AM).
A.4 Results of the iterative diagonalization
As explained above, before the Hamiltonian HˆN is coupled to the next site of the chain,
it is diagonalized, HˆdN |Ψn〉N = ENn |Ψn〉N . The knowledge of the n-th eigenstate |Ψn〉N (in
the N -th iteration) and its corresponding eigenenergy ENn enables us to calculate physical
quantities at a scale ωN ∼ Λ−(N−1)/2D. Additionally, the calculation of an expectation
value of an operator Oˆ requires the knowledge of the corresponding matrix elements (in
the basis of HˆdN ; see Section 4.1) of this operator.
The calculation of dynamic quantities (see also Section 4.1), such as the spectral
function Aσ(ω), defined as Aσ(ω) = − 1pi=
[GRσ (ω)], with the retarded Green’s function






, requires even more tricks. The spectral function obtained
8For constant hybridization one obtains from Eq. (A.37): tNσ → Λ−N/2 for N →∞.
106 A. Derivation of the NRG-equations
in the N -th iteration ANσ (ω) takes the following form in Lehmann representation [74]













∣∣2 δ (ω − (ENn − ENm)) . (A.41)
Two problems arise from the way Eq. (A.41) is written: (i) what is the ’optimal’ way of
replacing the δ-functions in Eq. (A.41)? An important question since one is interested in
computing the continuous spectral function Aσ(ω, T ) (see Appendix B.1). (ii) How should
one mix the matrix elements in the spectral function ANσ (ω, T ) to obtain the best possible
spectral function of the system Aσ(ω, T )? We comment on this issue in Appendix B.2.
Appendix B
How to obtain continuous dynamic
functions
It was pointed out in Section 4.1 that dynamic quantities, such as the spectral function
A(ω, T ) [see Eq. (4.5)], can be written as a sum of δ-functions; the spectral function corre-
sponding to the N -th NRG-iteration, for instance, can be found in Eq. (A.41). Figure B.1
shows the eigenspectrum of the N -th iteration (horizontal lines) with possible transitions
(indicated by the arrows), i.e. non zero matrix elements
N
〈Ψn| d†σ |Ψm〉N , for (a) T = 0 and
(b) T 6= 0. Note that for T 6= 0 transitions between excited states are possible.
Since the typical energy scale in the N -th iteration is ωN , A
N(ω, T ) contains mostly
transitions at this energy scale, i.e. AN(ω, T ) ∼ A(ωN , T ). Information about bigger
(smaller) energies in A(ω, T ) are obtained at an earlier (later) stage of the iteration pro-
cedure.
Our final goal, namely to obtain a continuous spectral function A(ω, T ) (ω ∈ [−D;D]),
is achieved when the following two problems are resolved: (i) δ-functions appearing in
AN(ω, T ), see Eq. (A.41), have been broadened properly and (ii) spectral functions AN of





Task (i) will be resolved in Section B.1, task (ii) in Section B.2.
B.1 The broadening of the δ-functions
The broadening of the δ-functions by gaussians or lorentzians suggests itself, as the iden-
tities δ(c − ²) = limσ→0 1σ√2pie−(c−²)
2/(2σ2) or δ(c − ²) = limσ→0 1pi σ(c−²)2+σ2 [76] hold, re-
spectively. It turns out, however, that dynamic quantities (such as the spectral function)
are very sensitive to the properties of the corresponding broadening-functions. Based on
some properties of the spectral function, such as (i) the height of the spectral function
at the Fermi energy A(ω = 0, T = 0) (Friedel-sum-rule), (ii) the accuracy of the relation
n(T = 0) =
∫ 0
−∞ dωA(ω, T = 0) [the (thermodynamically computed) occupation n(T = 0)
is known with high precision] and (iii) the width of the atomic resonances (which is Γ),







Figure B.1: Possible transitions that contribute to AN(ω, T = 0) (a) and AN(ω, T 6= 0)
(b). Here all energies are measured w.r.t. the ground state energy of the N -th iteration.
Note the following: (i) for finite temperatures the possibility of transitions between excited
states exists and (ii) an additional energy scale T comes into play. Therefore one should
stop the NRG-iteration once the energy resolution ∼ Λ−(N−1)/2 is comparable to T . The
dashed lines in (a) and (b) mark the cutoff in the energy spectrum which arises from the
truncation of highly excited states. Figure taken from [75].
one can decide which broadening-function is preferable.
It turns out that it is favorable to replace the appearing δ-functions by gaussians rather
than lorentzians. This is because gaussians, in contrast to lorentzians, decay exponentially
fast. Sakai et al. [77] showed that a gaussian adopted to the logarithmic grid used in the
NRG-scheme, i.e. a logarithmic gaussian, has even better properties than the ’usual’ gaus-
sian has. Fig. B.2 shows a comparison between both functions: the logarithmic gaussian
is not symmetric around its center, in contrast to the ’usual’ gaussian. It can be inferred
from Fig. B.2 that logarithmic gaussians suppress low energies even more than ’usual’
gaussians do. Since these energies are resolved at later iterations this suppression makes
them preferable w.r.t. ’usual’ gaussians.









with positive energies ² and c [for negative energies Eq. (B.1) has to be adjusted corre-
spondingly]. In typical NRG-calculations we use σ ≈ 0.6.
To improve our intuition of the gaussian and the logarithmic gaussian we compute their
width here: at energies c ± σ√2 the ’usual’ gaussian has decayed to 1/e of its maximal
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Figure B.2: Logarithmic gaussian [solid; see Eq. (B.1)] vs. ’usual’ gaussian (dashed) for
c = 2 and σ = 0.6. The logarithmic gaussian is not symmetric around its center c; it has
comparably more weight at higher energies than a ’usual’ gaussian does. Note that the
width of the logarithmic gaussian (see text) scales with its center, whereas the width of
the gaussian is determined by σ only.
value, its width is thus ∼ σ. A logarithmic gaussians, however, decays to 1/e of its maximal
value at energies c± δc, with δc = c (e±σ − 1). This implies that its widths scales with the
value of its center c.
B.2 How to combine information from different iter-
ations
To illustrate problem (ii) we use the spectral function A(ω) as a showcase. A good summary
about this topic is given in an article of Bulla et al. [75].
One way to obtain a continuous spectral function A(ω) is to analyze the sum of the N -







∣∣2 δ(ω− (ENn −EN0 )) at a frequency ω¯N
which is typical for the N -th iteration, say ω¯N = c ωN (typically c ≈ 2; ωN = Λ−(N−1)/2).
In this scheme, the spectral function of the N -th iteration is replaced by the averaged value
at frequency ω¯N , A
N(ω) → A¯N(ω¯N). One chooses c such that it corresponds to a state
with an energy that lies roughly in the middle of the N -th cluster (by cluster we mean the
set of all possible transitions included in the N -th iteration). Rather big (small) values of
c are better described at an earlier (later) stage of the iteration. The continuous spectral
function A(ω) is finally obtained by connecting the ’averaged’ points (ω¯N ; A¯
N(ω¯N)). In this
approach one does not have to worry about the issue of over-counting the matrix elements
of the spectral function since consecutive intervals are evaluated separately. This issue is
relevant for the procedure outlined below.
The second possibility to evaluate A(ω, T ) is to first combine information of the relevant
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matrix elements from neighboring clusters, say the N -th and (N + 2)-th cluster (to avoid
even/odd oscillations), and finally to broaden the combined spectrum. This procedure was
suggested by Bulla et al. [75]. As shown in Fig. B.3, one combines the matrix elements
of the N -th (which contains all relevant matrix elements of previous clusters) and the
(N + 2)-th cluster such that one finally obtains a mixed cluster that includes information
of both original clusters. To do so one embarks the following strategy: those energies of
the N -th cluster that are not contained in the (N + 2)-th cluster are just copied in the
mixed cluster. Correspondingly energies of the (N +2)-th cluster that are not contained in
the N -th cluster are copied in the mixed cluster. For this sake relevant energies ωN+2min , ω
N
min
and ωN+2max (see Fig. B.3) have to be identified. Formally, matrix elements with energies
² > ωN+2max or ² < ω
N
min are copied in the mixed cluster.
The energy region where theN -th and (N+2)-th cluster overlap is combined with appropri-
ate weighting of the contributions stemming from the two initial regions. Double-counting
of matrix elements is avoided by introducing a weighting function whose weight increases
(or decreases) linearly between 0 and 1 (or 1 and 0) for ωNmin ≤ ² ≤ ωN+2max , as shown in
Fig. B.3. As the (N +2)-th cluster describes smaller energies better than the N -th cluster
does, it is appropriate that the weighting function of the (N+2)-th cluster has its maximum
weight at ωNmin (the contrary holds for the N -th cluster). After completing this procedure
a set of all relevant (properly weighted) matrix elements (still at discrete energies) for the
(N + 2)-th iteration is obtained.
The spectral function A(ω, T ) is finally obtained by broadening all δ-functions of the final
cluster. In this approach, every δ-peak is broadened which has the substantial advantage
w.r.t. the first procedure that the parameter c does not have to be chosen in this scheme.
This approach, introduced for finite temperature calculations first, works very well in the
T = 0 limit, too. To summarize: in contrast to the previous approach, here one broadens
the full (combined) spectrum and one does not average over a cluster.
Below we want to comment on some technical details of the broadening procedure.
As the logarithmic gaussian is restricted to positive (or negative) energies (cf. Fig. E.1)
it is important to introduce a broadening scheme that interpolates between negative and
positive energies. In the finite temperature broadening scheme suggested by Bulla et al. [75]
a lorentzian is used for broadening the δ-functions at energies |²| < 4T . For |²| > 4T the
δ-functions are broadened by the logarithmic gaussians introduced in Eq. (B.1).1 Therefore










σ2 , |²| > 4T, σ = 0.3.
Finally we want to show a plot of the matrix elements of neighboring clusters. In the his-
togram Fig. B.4 matrix elements of the N -th and (N +2)-th cluster are plotted versus the
typical energy of the N -th cluster Λ−(N−1)/2D. It can be nicely inferred from this figure that
the (N + 2)-th cluster contains excitations at smaller energies than the N -th cluster. For
1Note that the logarithmic gaussians are restricted to positive (negative) frequencies for c > 0 (c < 0).









Figure B.3: The initial cluster contains information about all (even) iterations up to the
N -th iteration. The combination of this cluster with the (N + 2)-th cluster, schematically
depicted, results in a cluster that contains all relevant information up to the (N + 2)-th
iteration. The vertical lines correspond to relevant matrix elements (obtained via NRG)
that one needs to combine to achieve a continuous spectral function. Relevant energies in
this scheme are: the biggest energy of a non-vanishing matrix element of the (N + 2)-th
iteration ωN+2max and the corresponding smallest energies of the N -th and (N+2)-th iteration
ωNmin and ω
N+2
min . The linear weighting functions ensure that the obtained spectral function
does not suffer from double counting of involved matrix elements.
this particular example, Fig. B.4 reveals that there are just a few nonzero matrix elements
within each cluster. Additional to this, one realizes that the absolute value of the matrix
elements decreases in the course of the iteration. This histogram is an important tool to
find out which of the above mentioned two procedures of combing the matrix elements is
better suited to obtain a smooth dynamical function.
Given the individual clusters contain many nonzero matrix elements, the procedure sug-
gested by Bulla at al. [75] is preferable. For only a few matrix elements within each
cluster (as shown in Fig. B.4), however, the first suggested method turns out to be more
successful [78].












Figure B.4: Matrix elements of the Kubo operator (see Appendix F) in the case of a
calculation done for one level coupled to two leads (two channels) (as used in [7]). The
odd channel decouples in this particular example. Therefore there are only a few nonzero
matrix elements of this operator left. Note that the procedure suggested in Fig. B.3 is not
successful here, since the different clusters contain only a few nonzero matrix elements.
Here, the evaluation of a continuous function according to the first described procedure is
more successful.
Appendix C
Symmetries in the NRG-scheme
The most time-consuming steps of the NRG-iteration are the iterative numerical diago-
nalizations of (truncated) Hamiltonians HˆN of size (NN ×NN) and the following unitary
transformations of all relevant operators. Since both processes scale like N 3N it is crucial to
identify symmetries of the problem which enables us to divide the full Hilbert space into
smaller subspaces. This ensures that the model one is interested in can be solved with suf-
ficient precision (set by the value of NN) while keeping the computational time tolerable.
Especially when one studies more complicated models, such as two channel models, the
use of symmetries is essential.
An additional reason why one should use the symmetries of a model is the following:
as mentioned in Appendix A, the Hilbert space along the Wilson chain is growing expo-
nentially fast. To circumvent this problem a truncation scheme (a pure energy criterion) is
introduced where only the lowest lying eigenstates of the system are kept. This truncation
scheme, however, might introduce ’artificial perturbations’ in the NRG-iteration. For in-
stance, if one does not use the full spin symmetry (present in absence of a magnetic field;
for details see below), one can introduce an ’artificial magnetic field’ during the truncation
process by dividing spin multiplets. One can get rid of these ’artificial perturbations’ by
implementing the corresponding symmetry.
Neither the impurity part Hˆd nor the chain part of the NRG-iteration (A.40) creates
or annihilates an electron. The total charge of a system that contains the impurity and





















= 0 follows that HˆN has to be diagonal in QN ; therefore the
full Hilbert space of the N -th iteration can be decomposed into subspaces sorted w.r.t. all
possible charge quantum-numbers QN . Thus it is convenient to add a charge label to an
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arbitrary state of the N -th iteration |Ψ〉
N
= |Ψ;QN〉N .
Even though one is tempted to introduce also a total spin symmetry S, we do not
implement this symmetry, as it is broken in presence of a finite magnetic field B (which
is often used in our studies). If one would, however, want to use this symmetry, one has
to compute Clebsch-Gordan coefficients to be able to use reduced matrix elements.1 In















= 0. Note that this symmetry is broken if the possibility of a
spin-flip event along the chain exists or if an additional magnetic field in x or y direction is
present. Given this symmetry exists, the Hilbert space of the N -th iteration can be further
decomposed. In this case the states are labeled by their total charge and the z-component
of the total spin |Ψ〉
N
= |Ψ;QN , SzN〉N .
In case of two-level impurities, as studied e.g. in [27], one might introduce additional
symmetries such as a ’symmetric’ and an ’antisymmetric’ charge quantum number, QˆsN and
QˆasN , respectively, given the system can be separated into a symmetric and an antisymmetric
subsystem. When these conditions are met, it is convenient to write an arbitrary state as
|Ψ〉
N
= |Ψ;QsN , QasN , SzN〉N .
1 For B = 0 the eigenstates of HˆN are eigenstates of the operators QˆN , (Sˆ2N ) and SˆzN . In absence of a
magnetic field one can label the eigenstates of HˆN with |Ψ;QN , SN ,msN 〉N .
Appendix D
The density matrix Numerical
Renormalization Group (DM-NRG)
The traditional NRG-scheme inherits only one energy scale (corresponding to the effective
temperature of the N -th iteration ∼ Λ−N/2). In cases where different energy scales are
involved serious problems arise, as outlined in Ref. [4]. If a finite magnetic field is present,
for instance, the energy scale ωmagn ∼ gµBB is a relevant energy scale as well. A cure of this
problem was invented by Hofstetter [4], who proposed a generalization of the traditional
NRG-method.
As a magnetic field (with characteristic energy ωmagn) affects the spectral function
A(ω, T ) on all frequencies ω, it was shown in Ref. [4] that one has to distinguish carefully
between the two scales ω and ωmagn. For B 6= 0 the expectation value of an operator can
not be calculated by ’just’ combining the matrix elements as suggested in Appendix B.
The scheme one should use instead is Hofstetter’s ’DM-NRG’ procedure [4].
The fundamental new idea within this approach is that any expectation value is calculated
by considering the density matrix ρ which contains information of the full system.
Indeed, as shown in [4], this more sophisticated treatment has only consequences (in par-
ticular on ’high-energy’ features) when more than one energy scale is relevant - else the
’DM-NRG’-method coincides with the traditional method on all energy scales.
In presence of a magnetic field one would naively expect the following: at high energies
a tiny perturbation (e.g. a small magnetic field) does not affect the spectrum at first
glance. However, this small perturbation might break the spin symmetry of the ground
state leading to a finite polarization of the impurity and therefore result in a remarkable
effect at high energies. As shown in Fig. D.1, a finite magnetic field (due to a finite spin-
polarization in the leads) results in a systematic redistribution of spectral weight from the
lower to the upper atomic level. The ’traditional’ NRG-scheme (lower panel in Fig. D.1)
is not capable of this effect.
Hofstetter [4] realized that in such a scenario it is crucial to start with the correct
ground state (which is the one in presence of a magnetic field), the real many-body ground
state of the system, to observe the behavior anticipated above. Therefore the DM-NRG-
method consists of two stages:
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First the usual NRG-procedure is run until the strong coupling fixed point is reached, say













−EN∗m /(kBTN∗ ), is constructed. Here EN
∗
m are the eigenenergies of the eigen-
states |m〉
N∗ of HˆN∗ . ρˆ fully describes the physical state of the system. In particular, the
(retarded) equilibrium Green’s function takes the form





In the DM-NRG-scheme one uses Eq. (D.2) instead of Eq. (4.7) to compute A(ω, T ) [related
to GRσ via Eq. (4.5)], i.e. the spectral function is evaluated by using the correct reduced
density matrix ρˆred. As shown in [4] the reduced density matrix is obtained by splitting
the Wilson chain into a smaller cluster of length N (N < N∗) and an environmental part
which contains the remaining degrees of freedom.
In practice, one has to store all unitary transformations (up to the N∗-th iteration)
that lead to the real ground state, evaluate the density matrix at this iteration, and then
evaluate the expectation value given in Eq. (D.2) backwards (i.e. ∀N ∈ N0, N < N∗).
In the course of this ’backwards-iteration’ the reduced density matrices are obtained by
tracing out the environmental degrees of freedom. Consequently one deals with a triple
sum at every iteration step N (N < N∗) and finally obtains the spectral function of the
N -th iteration as









〈m| d†σ |j〉N N〈i| d†σ |j〉Nρredim,Nδ(ω − (ENi − ENj )). (D.3)
Since we only keep the matrix elements of d†, we wrote the last expression in the corre-
sponding form. It is worthwhile mentioning that in the DM-NRG-approach transitions
between excited states are allowed which are forbidden in ’traditional’ zero-temperature
NRG-calculations. Thus, both terms in Eq. (D.3) contribute at positive and negative
frequencies to ANσ (ω, TN∗).


















ρredim,Nδ(ω − (ENi − ENj )), (D.4)
in the framework of the DM-NRG-method.
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Figure D.1: Spectral function A(ω, T = 0) of a QD coupled of polarized leads with varying
leads polarization P [15] once computed with the DM-NRG (top) and for comparison with
the usual NRG-method (bottom). As discussed in [15], finite P has similar effects as an
applied magnetic field, leading to a systematic shift (indicated by the arrow in the upper
plot) of spectral weight to the upper atomic level. The spectral functions computed via the
DM-NRG nicely show this behavior while those computed with the ’conventional’ NRG-
method are not capable of this shift. For small energies, both methods are essentially
identical.
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Appendix E
Kramers-Kronig (KK) relation
The KK-relations [79] establish a relation between the real and the imaginary part of a
causal function1 κ(ω) = < [κ(ω)] + i= [κ(ω)], ω ∈ {−∞,∞},






ω′ − ω dω
′, (E.1)






ω′ − ω dω
′, (E.2)
where P ∫∞−∞ =(<)[κ(ω′)]ω′−ω dω′ = lim²→0 [∫ −²−∞ =(<)κ(ω′)ω′−ω dω′ + ∫∞² =(<)[κ(ω′)]ω′−ω dω′] denotes the prin-
cipal value of the corresponding integrals. In cases when one is interested in both, real
and imaginary part of a causal function, it suffices to compute only one of them. The
corresponding conjugated part can be obtained from relation (E.1) or (E.2), respectively.
However, the computation of the principal value (with high precision) makes the KK-
transformation a nontrivial numerical task.
We follow an idea of Bulla [5] for performing the KK-transformation here. In the course
of NRG the imaginary part of an arbitrary causal function, say = [κ(ω)], is given (before
broadening) as a sum of matrix elements αn at energies pn, = [κ(ω)] =
∑
n αnδ(ω − pn).2
Since the integration is a linear operation, there are obviously two possibilities for the
KK-transformation of = [κ(ω)]: (i) one first sums up the broadened δ-functions (leading
to a continuous function) and afterwards performs the KK-transformation, < [κ(ω)] =
[
∑
n αnδ(ω − pn)]KK or (ii) one performs the KK-transformation of all δ-functions before
summing them up, < [κ(ω)] =∑n αn [δ(ω − pn)]KK .
Since typical functions of our interest, like = [GR(ω)], reveal sharp features around the
Fermi energy (Kondo resonance) it is much harder to obtain the KK-transformed following
approach (i). For this reasons we follow the second approach.
Let us consider the causal function = [κ1(ω)] = δ(ω − pn), a single delta function at







z−ω′ , z ∈ C
1Such as the retarded Green’s function GR(ω).
2Note: = [GR(ω)] ∼∑n ∣∣〈n| d† |0〉∣∣2 δ(ω − pn), i.e. a sum of δ-functions.
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and η → 0+, is easily obtained by analytic continuation. We know from Appendix B that
the broadening of the δ-peak works best when one replaces them by logarithmic gaussians










, centered at the positive energy pn (analogously for
pn < 0) with b ≈ 0.6. It is convenient to write the logarithmic gaussian as a function f



































z − ω′ . (E.3)
By means of the definitions x′ ≡ ω′
pn
, x ≡ ω
pn
and δ′ ≡ η
pn
we can therefore compute both
the real and the imaginary part of κ1(z)

















































The functions that describe the real and the imaginary part of κ1(z), namely g(x) and
h(x), cf. Eqs. (E.4) and (E.5) have to be determined for sufficiently small δ′, chosen such
that the integrals in Eqs. (E.4) and (E.5) have converged (typically δ′ ≈ 0.01). Note that
the required convergence makes an adjustment of δ′ necessary when the value of b in the
logarithmic gaussian is changed. The big advantage of this treatment is that one has to
compute (numerically) the function g(x) for any given b, with an accordingly adjusted δ′,
only once. Consequently we store the function g(x) for the most relevant values of b on
the hard disk.
Finally we remark on an anomaly: although the logarithmic gaussians are confined to
positive or negative frequencies, their KK-transformed, obtained from g(x), see Eq. (E.4),
are not restricted to those intervals, see Fig. E.1.
3Note: for x ≤ 0 Eq. (E.6) is not defined, thus we define f(x) = 0 ∀x ≤ 0.
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Figure E.1: KK-transformation of the logarithmic gaussian, Eq. (E.6), f(x) (for b = 0.50)
for the case of pn > 0 and pn < 0. g(x), defined in Eq. (E.4), is shown for both cases as
well (with δ′ = 0.001). In contrast to f(x), its KK-transformed, g(x), is finite for positive
and negative energies.
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Appendix F
Kubo formalism
The linear conductance through an interacting region can be calculated for an arbitrary
impurity contacted to a left and a right lead within the Kubo formalism [6]. In contrast to
the formula developed by Meir and Wingreen [80], where the conductance G through an
interacting region is related to =[GR], the condition of proportional coupling (ΓL ∝ ΓR) is
not required for the Kubo approach. In particular, in multi-level QDs with a relative sign
in the tunneling matrix elements between the different levels, the condition of proportional
coupling is not met, see e.g. the s = −1 case in [27].
Since the conductance is calculated in a nonlocal way within the Kubo formalism,
one really has to perform a ’two-channel’ calculation (which means that the system size
increases by a factor of 16 in each step of the NRG-iteration) when one uses this approach.
The Kubo formalism allows one to relate the linear conductance with the current-
current correlator, see Izumida et al. [6]. Obviously the operator Kˆ∗ = ˆ˙NL − ˆ˙NR =
i








kσRckσR [with Fermi operators
ckσL (ckσR) of the left (right) lead], is of particular interest within this formalism. Since only
the tunneling part of Hˆ does not commute with NˆL−NˆR, one obtains Kˆ∗ = i~ [Hˆ`d, NˆL−NˆR].
As shown in Section 3.1, it is often convenient to work in the symmetric/antisymmetric
basis described by the Fermi operators αskσ and αakσ [as defined in Eq. (3.6)]. In this basis
Kˆ∗ has the form
NˆL − NˆR =
∑
k,σ






We illustrate this procedure by looking at the case of a two level, two channel problem
with a relative minus sign in one tunneling matrix element, as studied in Ref. [27]. In




1σαskσ + h.c.) +
V˜2(d
†
2σαakσ + h.c.) (diσ are the Fermi operators of the impurity level i, i = {1, 2}, and
V˜i =
√
2Vi are the corresponding tunneling matrix elements), which finally leads to





1σαakσ − α†akσd1σ) + V˜2(d†2σαskσ − α†skσd2σ)]. (F.2)
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Note, even though the operator ˆ˙NL− ˆ˙NR is purely imaginary, we can use real matrices to
compute Eq. (F.2).
F.1 Derivation of the Kubo formula
When a small bias voltage is applied across a QD, a current is driven through the system.
Here we compute the linear conductanceG through an interacting QD which is connected to
leads of chemical potentials µL = eV/2 and µR = −eV/2, respectively (shown in Fig. F.1).
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Figure F.1: The leads connected to the QD have different chemical potentials which drives
a current through the QD. An overall potential difference of magnitude V is applied on the
QD. Note that V has to be sufficiently small to justify the use of linear response theory.
Hˆeq) and an additional perturbation, Hˆsys = Hˆeq + Hˆ′, Hˆ′ = −NLµL − NRµR. Since we
consider the perturbation Hˆ′ to be small, we use first order perturbation theory in Hˆ ′
(linear response theory) to compute G. The introduction of a linear response tensor σ,
〈N˙α〉 =
∑












[σLL(ω) + σRR(ω)− σLR(ω)− σRL(ω)] . (F.3)
To compute σαβ, we first compute 〈N˙α(t)〉 for arbitrary times (see [40], Appendix B)1 and
then take the expectation value 〈N˙α(t = 0)〉. The steady state conductance is thus related
to











1 In linear response theory, the change ∆A(t) of an observable A due to a (time dependent) perturbation
V (t) = BF (t) is given as 〈∆A(t)〉 = 1i~ tr
∫ t
−∞[B, ρeq]A(t − t′)F (t′)dt′. Here we are interested in a time-
independent perturbation, an applied bias voltage.

























e−βHˆeq denotes the density matrix of the unperturbed Hamiltonian. The cyclic
property of the trace allows us to write the frequency-dependent conductivity σαβ(ω), the




































Hˆeq)e− i~ Hˆeqt[Nβ, ρeq]e i~ HˆeqtN˙α
+e−
i































We rewrite the terms tr{(−i~ Hˆeq)[Nβ, ρeq]N˙α(t)} = − i~tr{ρeqN˙β(t)HˆeqNβ−ρeqHˆeqNβN˙α(t)}
and tr{N˙α(t)[Nβ, ρeq]( i~Hˆeq)} = i~tr{ρeqN˙α(t)NβHˆeq − ρeqNβHˆeqN˙β(t)} in Eq. (F.7) and



































































. Note that the complex causal function Kαβ(ω) =
K ′αβ(ω)+ iK
′′
αβ(ω) is obtained by averaging over the unperturbed system. When one inserts











〈n| ρeqN˙β |m〉 〈m| e i~ HˆeqtN˙αe−i~ Hˆeqt |n〉 (F.10)




































e−βEn − e−βEm) (Em − En + ~ω)− i~δ
(Em − En + ~ω)2 + (~δ)2 〈n| N˙β |m〉 〈m| N˙α |n〉 .





] 〈n| N˙β |m〉 〈m| N˙α |n〉 ~ω−(En−Em)(~ω−(En−Em))2+(~δ)2







〈n| N˙β |m〉 〈m| N˙α |n〉 −~δ(~ω−(En−Em))2+(~δ)2 (with δ → 0+)
resulting in3







〈n| N˙β |m〉 〈m| N˙α |n〉 1~ω − (²n − ²m) (F.11)







〈n| N˙β |m〉 〈m| N˙α |n〉 δ(~ω − (²n − ²m)). (F.12)
Obviously the functions K ′αβ(ω) and K
′′
αβ(ω) have the following symmetries: K
′
αβ(ω) =
K ′αβ(−ω) and K ′′αβ(ω) = −K ′′αβ(−ω)4 implying
K ′αβ(0) 6= 0 (F.13)
K ′′αβ(0) = 0. (F.14)
Even though we can only compute K ′′αβ(ω), but not K
′
αβ(ω) within the framework of NRG,








~ (~ω−(En−Em))t−δt = ~ i(Em−En+~ω)+δ~(Em−En+~ω)2+(~δ)2
3 piδ(α) = lima→0 aα2+a2




αβ(ω) = pi 〈0| [N˙α, N˙β ] |0〉, with the ground




= 0 (trivially for α = β; in the case α 6= β the
conservation of charge, N˙ = 0, with N = NL + NR, yields N˙α = −N˙β confirming the assertion). The
accuracy of the numerics can be checked, since
∫
G′′(ω)dω should give an exact zero; the numerical value
we obtain is ∼ 10−4, i.e. it is in excellent agreement with this sum-rule.
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ω′ − ω dω
′, (F.15)








ω′ − ω dω
′, (F.16)





K ′αβ(ω)−K ′αβ(0) + iK ′′αβ(ω)
)
(F.17)










Thus, the frequency dependent conductance [7] is, substituting (F.9) in (F.3), G(ω) ∼
K(ω)−K(0)
ω

























] ∣∣∣〈n|(−Kˆ) |m〉∣∣∣2 δ(~ω − (En − Em)) (F.21)











The operator Kˆ = ~
i
Kˆ∗, used in Eqs. (F.20) and (F.22), was defined in the introduction of
this Appendix (remember Kˆ∗ ∼ [Hˆ`d, NˆL − NˆR]). Phase and absolute value of the linear




















128 F. Kubo formalism
The (numerical) strategy we use is the following: after we implement the operator Kˆ, which
allows us to determine W(ω) [see Eq. (F.20)], we take its KK-transformed, [W(ω)]KK ,
which determines G′′(ω), see Eq. (F.22).
When one is only interested in theDC conductanceG the delicate limitG = limω→0G(ω)
has to be computed. Due to the properties of the real and the imaginary part of Kαβ [cf.
Eqs. (F.13) and (F.14); K ′αβ is an even whereasK
′′
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Die vorliegende Arbeit umfasst eine Reihe theoretischer Studien, die sich mit verschiedenen
Aspekten von Quantenpunkten bescha¨ftigen.
Kleine Quantenpunkte mit grossen Niveauabsta¨nden lassen sich sehr gut mit Hilfe des
nach P.W. Anderson benannten Sto¨rstellenmodelles beschreiben. Da wir in der vorliegen-
den Arbeit in erster Linie dieses Modell benutzen, erwarten wir, dass unsere Vorhersagen
experimentell nachweisbar sind.5 Es sei hier bemerkt, dass sich alle Parameter der oben
beschriebenen Quantenpunkte durch externe Gatterspannungen experimentell einstellen
lassen.
In besonderer Weise interessieren wir uns fu¨r den Temperaturbereich, unterhalb dessen
ein lokaler Elektronenspin (im Quantenpunkt) stark mit den ihn umgebenden Leitungse-
lektronen (in den Zuleitungen) wechselwirkt. Dieser Temperaturbereich wird durch die
sogenannte Kondo Temperatur TK festgelegt (d.h. T < TK). Zur exakten Berechnung
verschiedener Transporteigenschaften von Quantenpunkten fu¨r Temperaturen T < TK be-
nutzen wir die von Wilson entwickelte numerische Renormierungsgruppenmethode [1].
Der vorliegenden Dissertation stellen wir eine allgemeine Einleitung zur Physik von
Quantenpunkten, mit besonderer Betonung auf den Kondo Effekt in Quantenpunkten,
voran. Daru¨ber hinaus beinhaltet der erste Teil eine Einfu¨hrung in die von uns verwendete
numerische Renormierungsgruppenmethode.
Der zweite Teil dieser Arbeit, der Hauptteil, ist in die folgenden verschiedenen Studien
aufgeteilt:
(i) Wir analysieren die Eigenschaften eines ’Kondo’ Quantenpunktes, der an spinpolar-
isierte Zuleitungen gekoppelt ist. Es stellt sich heraus, dass die Spin-Polarisierung der
Zuleitungen zu einer Aufspaltung und einer Unterdru¨ckung der Kondo Resonanz fu¨hrt.
Wir erweitern unsere Studien auf den Fall eines Quantenpunktes, der an Zuleitungen mit
einer beliebigen Zustandsdichte koppelt. Fu¨r diesen Fall untersuchen wir die Gatterspan-
nungsabha¨ngigkeit der Kondo Resonanz.
(ii) Wir untersuchen das Fu¨llungsverhalten eines spinlosen Anderson Modells das zwei
lokale Niveaus besitzt als Funktion der Gatterspannung. Wir identifizeren Parameterbere-
iche, in denen sich die beiden betrachteten Niveaus nicht monoton fu¨llen, wenn sie rela-
tiv zur Fermi-Energie der Zuleitungen abgesenkt werden. Fu¨r asymmetrisch gekoppelte
Niveaus finden wir sogar eine Besetzungsinversion, d.h. fu¨r einen bestimmten Gatterspan-
nungsbereich ist das energetisch ho¨her liegende Niveau sta¨rker besetzt als das energetisch
5Die theoretische Studie in Kapitel 5.1 wurde bereits experimentell nachgewiesen, siehe [55].
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niedriger liegende Niveau. Das gefundene Verhalten erkla¨ren wir mit Hilfe eines selbstkon-
sistenten Hartree Ansatzes.
(iii) Wir berechnen den frequenzabha¨ngigen Leitwert eines Quantenpunktes im Kondo
Regime unter Benutzung der Kubo Formel. Wir leiten eine analytische Formel ab, die eine
Beziehung zwischen dem frequenzabha¨ngigen Leitwert und der (lokalen) Gleichgewichts-
Spektralfunktion herstellt. Das Fluktuations-Dissipations Theorem gestattet es uns, eine
Beziehung zwischen Stromrauschen und der (lokalen) Gleichgewichts-Spektralfunktion auf-
zustellen.
(iv) Emissionsexperimente in selbstorganisierten Quantenpunkten [2] motivierten uns, op-
tische U¨berga¨nge zwischen ’Kondo’ und ’Nicht-Kondo’ Zusta¨nden zu untersuchen. Zu
diesem Zwecke verallgemeinern wir das u¨blicherweise verwendete Anderson Modell. Wir
finden, dass sich sowohl das Emissions- als auch das Absorptionsspektrum durch eine
Analogie mit dem ’X-ray edge’ Problem erkla¨ren lassen.
Der dritte Teil dieser Arbeit entha¨lt Herleitungen, die fu¨r das Versta¨ndis der vorliegen-
den Arbeit von grosser Bedeutung sind.
Der vierte Teil dieser Dissertation entha¨lt sonstige Informationen.
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