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Abstract: Pansharpening is the process of merging the spectral resolution of a multi-band
remote-sensing image with the spatial resolution of a co-registered single-band panchromatic
observation of the same scene. Conceived and contextualized over 30 years ago, panharpening
methods have progressively become more and more sophisticated, but simultaneously they have
started producing fewer and fewer reproducible results. Their recent proliferation is most likely due to
the lack of standardized assessment procedures and especially to the use of non-reproducible results
for benchmarking. In this paper, we focus on the reproducibility of results and propose a modified
version of the popular additive wavelet luminance proportional (AWLP) method, which exhibits all
the features necessary to become the ideal benchmark for pansharpening: high performance, fast
algorithm, absence of any manual optimization, reproducible results for any dataset and landscape,
thanks to: (i) spatial analysis filter matching the modulation transfer function (MTF) of the instrument;
(ii) spectral transformation implicitly accounting for the spectral responsivity functions (SRF) of the
multispectral scanner; (iii) multiplicative detail-injection model with correction of the path-radiance
term introduced by the atmosphere. The revisited AWLP has been comparatively evaluated with
some of the high performing methods in the literature, on three different datasets from different
instruments, with both full-scale and reduced-scale assessments, and achieves the first place, on
average, in the ranking of methods providing reproducible results.
Keywords: A-Trous Wavelet Transform (ATWT); Additive Wavelet Luminance Proportional (AWLP);
atmospheric path-radiance; Modulation Transfer Function (MTF); Multiresolution Analysis (MRA);
multispectral pansharpening; reproducibility of results; Spectral Responsivity Function (SRF)
1. Scenario and Motivations
For several decades, satellite systems for Earth observation (EO) have acquired a huge number of
images of crucial importance for many human tasks. These data are used for visual interpretation or
as intermediate products for subsequent processing and information extraction. The growing needs of
very high resolution products have pushed towards the design of high performance acquisition devices.
Nevertheless, due to physical constraints on the number of photons per pixel per band and the sensor
noise, both photon and electronic, that determines the signal to noise ratio (SNR), very fine spatial
and spectral resolutions cannot be achieved through a unique instrument [1]. Thus, image fusion
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techniques represent a viable solution to overcome this issue by fusing higher spatial resolution
broad-spectrum images with lower spatial resolution multichannel data.
The word pansharpening usually refers to the process of the enhancement of the spatial resolution
of a multispectral (MS) image exploiting an almost simultaneously acquired panchromatic (Pan)
image with higher spatial resolution. Thus, pansharpening methods leverage on the complementary
resolutions of the MS and Pan images to synthesize a fused product with the same spectral resolution of
the MS image and the same spatial resolution of the Pan data [1,2]. Generally speaking, pansharpening
increases the spatial resolution of the MS image paying it by the introduction of spectral distortion.
Thus, it is often useful for visual or automated analysis tasks. Whenever a Pan image is not available,
but we have MS and hyperspectral (HS) bands with different resolutions, e.g., for Sentinel-2 [3],
the sharpening can be synthesized from the available higher spatial resolution MS/HS bands by
following the so-called hypersharpening paradigm [4,5].
New achievements in pansharpening often exploit the concept of super-resolution [6]. In spite
of their mathematical elegance, many of these methods exhibit little increments in performance with
respect to the state-of-the-art [7,8] obtained by strongly increasing the computational cost [9] and
requiring a heavy parameter tuning phase. Super-resolution, or, generally speaking, optimization based
variational methods, either model-based [10,11] or not [12], usually suffer from higher computational
burden with respect to traditional approaches. For instance, image fusion techniques based on
deep learning architectures require huge amount of images in order to train the underlying model,
thus leading to a high computational burden requiring special hardware architectures (i.e., GPUs)
to train the networks for the specific task. Furthermore, the performance of methods based on
super-resolution is often linked to an optimization (often dataset-dependent) of the parameters or a
proper selection of a training set as for deep learning-based approaches. Thus, the comparison with
these methods, referred to as variational optimization-based (VO) [8], despite their high performance,
is considered out-of-the-scope of this paper due to their limited reproducibility, meaning with this
term that, even starting from the same code, two distinct users can get different synthetic products
fusing the same data.
After a first generation of methods, unconstrained from objective quality evaluation issues [13],
the current second generation of pansharpening methods, established ten years later [2], relies upon
approaches all based on the same steps: (i) the MS bands are superimposed, i.e., interpolated and
co-registered, to the Pan image, (ii) the spatial details are extracted from the Pan, and (iii) they are
injected into the original MS image according to a proper injection model. The detail extraction
can be spectral-based, originally known as component substitution (CS), or spatial-based, generating
methods into the multi-resolution analysis (MRA) class [14]. The Pan image is usually preliminarily
histogram-matched equalizing (using a linear model) the mean and the standard deviation of its low-pass
spatial version to those of the spectral component that shall be replaced: the intensity component,
for CS, the MS band that shall be sharpened, for MRA [15–17].
The injection model rules the combination of the MS image with the spatial details extracted from
the Pan image. Two widespread models are:
• the projective model, which is derived from the Gram-Schmidt (GS) orthogonalization procedure,
representing the basis of many state-of-the-art pansharpening approaches like the GS spectral
sharpening [18], the context-based decision (CBD) [19], and the regression-based injection
model [20]. This model can be either global, as for GS, or local [21], as for CBD [19];
• the multiplicative (or contrast-based) model. High-pass modulation (HPM), Brovey transform
(BT) [1], smoothing filter-based intensity modulation (SFIM) [22], and the spectral distortion
minimizing (SDM) injection model [23] are all based on this injection model. This model is
inherently local since the injection gain changes pixel by pixel. Furthermore, it is at the basis of
the raw data fusion of physically heterogeneous data, such as MS and synthetic aperture radar
(SAR) images [24,25].
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Focusing on the multiplicative injection model, in SFIM [22], the first interpretation of this model
in terms of the radiative transfer model ruling the acquisition of an MS image from a real-world scene
has been provided [26]. A low spatial-resolution spectral reflectance, previously estimated from the MS
bands and a low-pass spatial resolution version of the Pan image, is sharpened through multiplication
by a high spatial resolution solar irradiance represented by the Pan image. Thus, in the last few years,
the atmospheric path radiance of the MS band [27] has been considered by some authors [28,29].
Following the radiative transfer model [26], the atmospheric path-radiance that appears as haze in a
true color image should be estimated and subtracted from each band before the spatial modulation
is performed. Recently, the haze-corrected versions of contrast-based CS and MRA pansharpening
methods have been derived, even testing many methods for the estimation of the path radiances of the
MS bands [30]. Both image-based and model-based methods have been considered to this aim. It has
been proven that image-based haze-estimation approaches can reach the same fusion performance of
the theoretical modeling of atmosphere and of an exhaustive search performed at degraded spatial
scale [29].
In this paper, the most popular hybrid, i.e., CS followed by MRA, pansharpening method,
namely the additive wavelet luminance proportional (AWLP) method [31], has been revisited and
optimized by following the same criteria used for individually optimizing CS and MRA fusion
methods [2] and exploiting the haze correction for the multiplicative injection model peculiar of AWLP.
The result is an extremely fast and high performing method capable of providing totally reproducible
results without manual adjustments, thanks to optimizations implicitly embedded into its flowchart.
A comparative assessment with the baseline AWLP and with the most powerful methods taken from
the Pansharpening Toolbox [32] on IKONOS, QuickBird, and WorldView-2 datasets, highlights that
the revised AWLP represents the epitome of the second-generation methods and exhibits all the
favorable characteristics for routine processing of large image datasets as well as for a fair and accurate
benchmarking of newly developed pansharpening methods.
The remaining of this paper is organized as follows. Section 2 concisely illustrates the spectral
and spatial models of the imaging instruments and the radiative transfer model of imaging through
the atmosphere. In Section 3, CS, MRA and hybrid methods, focusing on AWLP, are reviewed.
An instrument-optimized, haze-corrected version of AWLP is proposed in Section 4. The procedures for
the assessment of pansharpened images, both at full resolution and at reduced resolution, are reviewed
in Section 5. Section 6 is devoted to the experimental results and comparisons on datasets from three
different satellite instruments. Finally, conclusions are drawn in Section 7.
2. Instrument and Acquisition Modeling
In this section, the MS imaging instrument and the acquisition model of the Earth’s surface
through the atmosphere will be briefly reviewed in order to motivate the adjustments and optimization
performed over time on the second-generation of pansharpening methods [1,29].
2.1. Overview of Sensor Model
Before entering into the details of the spatial and spectral models of the sensors used for
pansharpening, an overview of the sensor’s acquisition model is given in Figure 1 [27,33]. The radiance
at the top of atmosphere (TOA) that reaches the sensor is converted in digital numbers (DNs).
In particular, the spatial response of the instrument is modeled through the modulation transfer
function (MTF), see Section 2.1.1. Thus, the spatial at-sensor radiance is converted into a continuous,
time-varying optical signal. Then, the charged coupled devices (CCDs) convert it into a continuous
time-varying electronic signal that can be processed by the analog/digital converter (ADC) for a
sampling in time and a quantization into discrete DNs representing the image pixels.
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Figure 1. Overview of the sensor’s acquisition model.
2.1.1. Spatial Response of Instrument
The spatial resolution characteristics of an MS scanner (MSS) are described by the modulation
transfer functions (MTF) of the imaging devices [19,34]. The MTF is the response of the system in the
domain of spatial frequencies, defined as the modulus of the Fourier transform of the impulse response
along the spatial along-track and across-tack coordinates. Ideally, the MTF would depend only on the
optical system; in practice, it is influenced also by the finite sampling of the light detecting device and
especially by the motion of the satellite along the flight direction. The point spread functions (PSF) of
the detector is a thin separable boxcar along- and across-track, while the along-track PSF is a much
wider boxcar along-track only (motion blur). Depending on the mass of the satellite, vibrations of
the system due to the cooling equipment introduce a further PSF. The overall effect is that the ideal
MTF of optics is anisotropically shrunk, as shown on the left side of Figure 2. The Fourier transform
of the motion-blur PSF is a one-dimensional sinc function and is especially visible in the true MTF,
shown on the right of Figure 2. In principle, there is a different MTF for each spectral channel because
the response of the optics depends on the wavelength: the MTF is slightly shrunk as the wavelength
increases. Since the MTF is the pre-filter, or anti-aliasing filter, before the imaged light is sampled
by the electronics, the characteristics of resolutions of the discrete image depend on the width of the
MTF, or better, on the amplitude of the MTF at the Nyquist frequency (half the sampling frequency).
A low value of MTF at Nyquist generates a smooth image, whereas a high value of MTF produces
a sharp image, with possible geometric impairments, because after sampling the Fourier spectrum
of the image, folded around the Nyquist frequency, appears as an aliasing distortion. Since the MTF
is normalized in [0, 1], typical values of MTF at Nyquist are around 0.25, lower along-track, greater
across-track [1]. A graphical representation of typical MTFs is depicted in Figure 3.
(a) Ideal (b) True
Figure 2. Spatial frequency response of (a) ideal and (b) true multispectral (MS) scanners. The
ideal modulation transfer function (MTF) depends only on the optics. The true MTF considers also
along-track motion and vibrations of the satellite as well as finite sampling of detectors.
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Figure 3. MTFs typically used to model real sensors. These are Gaussian-shaped with magnitudes
of 0.1, 0.2, and 0.3 at Nyquist frequency. The dashed line represents the spectrum of the Pan image,
whose high-frequency content is selected by each high-pass filters designed starting from the knowledge
of the sensors’ MTFs. The dotted vertical line marks the Nyquist frequency of MS, one fourth of the
Nyquist frequency of Pan, which is half the sampling frequency of Pan (equal to one in normalized plots).
2.1.2. Spectral Response of Instrument
The spectral response of a typical MS scanner (MSS) may be embodied by a family of plots of
normalized response against wavelength, one for each spectral channel of the instrument, including
the broadband panchromatic channel (Pan). Figure 4 portrays the spectral responsivity functions for
three traditional MSSs having blue (B), green (G), red (R), near infra-red (NIR), and Pan channels,
and for a new-generation MSS, having four more spectral bands, approximately interleaved with the
traditional B, G, R and NIR bands, namely the leftmost violet band, suitable for studies on coastal
pollution (C), a narrow band in the yellow (Y) wavelengths, in the gap between G and R, another
narrowband in [700–730] nm, which captures the response of vegetation on the so-called red edge (RE),
and an outermost NIR band (NIR2), spanning the interval [850–1050] nm and hence almost completely
disjoint from the traditional [750–900] nm NIR band (NIR1).
A typical feature of earlier very high resolution (VHR) MSS, like IKONOS and QuickBird, is the
bandwidth of Pan, totally encompassing the four MS bands, apart from a reduced response in the
blue wavelengths to limit the amount of atmospheric scattering collected by the broadband channel.
In more recent instruments (GeoEye-1 and the WorldView-2 to -4 satellite constellation), the overlap
between Pan and NIR is much lower and the bandwidth of Pan never exceeds 800 nm. The spectral
relationships between MS an Pan are crucial for pansharpening and have motivated the spectral
responses of more recent instruments compared to earlier ones [1].
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(a) IKONOS (b) QuickBird
(c) GeoEye-1 (d) WorldView-2
Figure 4. Spectral responsivity functions of MS scanners: (a) IKONOS, (b) QuickBird, (c) GeoEye-1
(4-bands MS + Pan); (d) WorldView-2 (8-bands MS + Pan).
2.2. The Radiative Transfer Model and the Path Radiance
The radiative transfer model [26,27] describes how solar radiation propagates and it is modified
prior to sensing by an optical system. The top-of-atmosphere (TOA) spectral radiance, L(λ), is the sum
of three main components [27]:
L(λ) = LU(λ) + LD(λ) + LP(λ) (1)
where LU(λ) is the unscattered surface-reflected radiation, LD(λ) is the down-scattered
surface-reflected skylight, and LP(λ) is the upward-scattered radiance, also called path-radiance.
This latter is one of the major components of the atmospheric spectral distortion. It is driven by
the Rayleigh scattering that has a λ−4 dependence on wavelength.
Equation (1) is a balance of the spectral radiance that holds for each λ. The three terms have
to be integrated considering the relative spectral responses of the sensor, see Figure 4, to yield the
corresponding quantity measured by the instrument.
Pansharpening, which produces high spatial resolution MS images having the same format as the
original MS product [15], does not require atmospheric corrections except for multiplicative injection
models [22]. In this case, the improvements of haze-corrected approaches have been demonstrated,
see, e.g., [29,30]. The haze correction requires the estimation of the path-radiance for all the bands. The path
radiance estimation can be done by either image-based approaches or based on atmospheric models.
Image-based methods [35,36] relies upon statistical approaches. The goal is to estimate the
path radiance without requiring acquisition parameters and making assumptions on atmospheric
constituents. In order to apply image-based methods to estimate the path-radiance values, a series of
assumptions is made:
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1. the scene is small enough to consider the path radiance homogeneous; this assumption reasonably
holds for an image of few squared Kilometers under a clear atmosphere, i.e. without precipitation
and clouds;
2. the scene is large enough to be a statistically consistent sample; in this case, the minimum number
of pixels, not the size in squared Kilometers is crucial; in this sense VHR/EHR sensors having
small pixels are favored to achieve a finer resolution;
3. the scene contains shadowed pixels, in which the direct solar irradiance is masked by some
obstacle; this assumption may not hold for ice-covered, desert, and rural regions and high sun
elevation;
4. the diffuse irradiance at the surface is negligible with respect to the direct solar irradiance; again,
this assumption requires that the atmosphere is clear, with little aerosols and/or water vapor [37].
Under these assumptions that are reasonably verified in the practice, the path radiance is the
minimum of the spectral radiance for each spectral band [27,29,35]. In practice, the minimum is often
replaced with a low percentile (e.g., the 1-percentile) of the image histogram for a spectral band.
This strategy ensures robustness to small diffuse irradiance and to photon and thermal instrument
noises [38]. If the scene does not contain at least one pure shadow pixel, the above-mentioned method
can lead to errors. A possibility is to assume that at least one pixel in the scenario is blackbody-like [35].
This assumption is unlikely for all wavelengths but can hold for the blue band. Thus, once the
path-radiance of the blue (B) channel is known, the other path radiances for the visible bands can be
derived having a look at the intercept of the scatterplot of green versus the blue minus its estimated
path radiance and the red versus the green minus its estimated path radiance. Due to the uncorrelation
between the visible bands and the NIR band, the NIR path radiance cannot be calculated using the
scatterplot approach. Thus, a reasonable physical approximation is to put it to zero [29].
Modeling the atmosphere is another possibility to estimate the path radiances. Starting with
radiometric calibrated data, the radiative transfer model requires many parameters to be set, see, e.g.,
the acquisition date, the local time, the area coordinates, and possibly the kind of landscape for setting
aerosols (advected [39,40] or local). Furthermore, the content of water vapor can be inferred from
the presence of cirrus clouds in the visible bands [41,42]. The Fu-Liou-Gu (FLG) model [43] gets the
path radiances for the MS scanner of Landsat 8 OLI. It has been found in [30] that the modeled path
radiance is well approximated by 95% of the 1-percentile of B, 65% of the 1-percentile of G, 45% of the
1-percentile of R, and 5% of the 1-percentile of NIR.
3. A Review of Pansharpening Methods
The second-generation pansharpening methods can be divided into CS, MRA, and hybrid
methods [14]. The unique difference between CS and MRA is the way to extract the Pan details,
which strongly characterizes the fused images [2,44]. Hybrid methods are the cascade of a CS and an
MRA, either CS followed by MRA or, more seldom, MRA followed by CS [15]. The notation used in
this paper will be firstly illustrated. Then, a brief review of CS and MRA introduces hybrid methods
focusing on AWLP.
3.1. Notation
The math notation is as follows. Vectors are in bold lowercase (e.g., x) with the i-th element
denoted as xi. 2-D and 3-D arrays are indicated in bold uppercase (e.g., X). An MS image
M = {Mk}k=1,...,N is a 3-D array composed by N bands indexed by the subscript k. Hence, Mk
denotes the k-th spectral band of M. The Pan image is indicated as P. The MS pansharpened image
and the upsampled MS image are indicated as M̂k and M˜k, respectively. Matrix product and ratio are
intended as element-wise operations.
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3.2. CS
The component substitution (CS) family relies upon the concept of a forward transformation of
the MS data in order to separate the spatial component from the spectral components. A substitution
of the Pan image can be safely done in this new domain getting the spatial enhanced MS product after
the backward transformation. When a linear transformation with a unique component substitution is
adopted, this process can be summarized, leading to the fast implementations of CS methods, by the
following fusion rule for each k = 1, . . . , N [1,2]:
M̂k = M˜k + Gk ·
(
P(IL) − IL
)
, (2)
where k indicates the spectral band, G = [G1, . . . , Gk, . . . , GN ] are the injection gains that could be pixel-
and band-dependent, while IL, often called intensity component, is as follows
IL =
N
∑
i=1
wi · M˜i, (3)
where w = [w1, . . . ,wi, . . . ,wN ] are spectral weights optimally estimated by exploiting the multivariate
regression framework using an MS spectral band and a low-pass spatial resolution version of the Pan
image, PL [18]. Finally, P
(IL) is P histogram-matched to IL, i.e.,
P(IL) , (P− µP) · σIL
σPL
+ µIL (4)
where µ and σ indicates the mean and the standard deviation operators, respectively [15]. It is worth
remarking that CS methods are robust with respect to aliasing and spatial misalignments [45].
Regarding the injection gains in Equation (2), different rules are proposed in the literature.
Spatially uniform gains for each band k = 1, . . . , N, {gk}k=1,...,N , are calculated as follows [18]:
gk =
cov(M˜k, IL)
var(IL)
, (5)
where cov (·, ·) and var (·) are the covariance and the variance operators, respectively. Instead, the
multiplicative (or contrast-based) injection rule is based on the definition of space-varying injection
gains for each band k = 1, . . . , N, G, as
Gk =
M˜k
IL
. (6)
In this latter case, the fusion rule for each band k = 1, . . . , N becomes
M̂k = M˜k +
M˜k
IL
· (P(IL) − IL) = M˜k · P
(IL)
IL
. (7)
We wish to highlight that the multiplicative injection model is perhaps the sole means to merge
heterogeneous dataset, like optical and synthetic aperture radar (SAR) data [25].
3.3. MRA
The multi-resolution analysis (MRA) approaches are based on the injection of the high-pass spatial
details of the Pan image into the upsampled MS image [14]. The general MRA fusion rule for each
k = 1, . . . , N is as follows:
M̂k = M˜k + Gk ·
(
P(M˜k) − P(M˜k)L
)
, (8)
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where the Pan image is preliminarily histogram-matched to the upsampled k-th MS band [15]
P(M˜k) , (P− µP) ·
σM˜k
σPL
+ µM˜k
(9)
and P(M˜k)L is the low-pass filtered version of P
(M˜k).
It is worth pointing out that the different MRA approaches are uniquely characterized by (i) the
low-pass filter to get the PL image, (ii) the presence or absence of a decimator/interpolator pair [14],
and (iii) the set of injection coefficients that, again, can be either spatially uniform, {gk}k=1,...,N ,
or space-varying, {Gk}k=1,...,N . Moreover, MRA methods are robust with respect to temporal
misalignments [46].
The multiplicative version of MRA methods, for each k = 1, . . . , N, is as follows
M̂k = M˜k +
M˜k
P(M˜k)L
·
(
P(M˜k) − P(M˜k)L
)
= M˜k · P
(M˜k)
P(M˜k)L
. (10)
Equation (10) accommodates the high-pass modulation (HPM) [1], the smoothing filter-based
intensity modulation (SFIM) [22], and the spectral distortion minimizing (SDM) technique [23] that
differ from one another by the spatial filtering exploited to get PL.
3.4. Hybrid Methods
In the literature, hybrid methods are also presented. In this case, the spectral transformation of
CS methods is cascaded with MRA to extract the spatial details. This leads to the so-called hybrid
methods [47,48]. The most widespread hybrid approach using a multiplicative injection model is the
AWLP [31]. The fusion rule for each k = 1, . . . , N is as follows:
M̂k = M˜k +
M˜k
IL
·
(
P(IL) − P(IL)L
)
, (11)
in which the low-pass filter is a separable 5×5 B3 spline kernel. Note that Equation (11) cannot be
written as a product, unlike what happens to Equations (7) and (10).
According to a recent study [14], hybrid methods are equivalent either to spectral or to
spatial methods, depending on whether the detail that is injected is P(IL) − IL or P(M˜k) − P(M˜k)L .
Thus, the AWLP is equivalent to an MRA method and its histogram matching should be Equation (9)
instead of Equation (4).
The correct histogram matching was introduced in [15] and found to be beneficial for performance:
M̂k = M˜k +
M˜k
IL
·
(
P(M˜k) − P(M˜k)L
)
. (12)
In Section 4, the improved AWLP Equation (12) will be further enhanced by means of a haze
correction, analogously to what has been done for pure CS and MRA methods [29,30]. To do so,
the minimum mean square error (MMSE) intensity component [18] is calculated differently from the
original publication [31].
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4. AWLP Pansharpening with Haze Correction
Let us start recalling some recent achievements with regards to the haze correction of
multiplicative-based CS methods [29]. Given the particularization of the general CS Equation (2)
to the injection coefficients Equation (7), i.e.,
M̂k = M˜k +
M˜k
ÎL
·
(
P(ÎL) − ÎL
)
= M˜k · P
(ÎL)
ÎL
, (13)
we have that the haze-corrected version of Equation (13) is
M̂k =
M˜k − Hk
ÎL − Hp
·
(
P(ÎL) − Hp
)
+ Hk
= M˜k +
M˜k − Hk
ÎL − Hp
·
(
P(ÎL) − ÎL
) (14)
where Hk denotes the constant haze value for the k-th MS band, P
(ÎL) is given by Equation (4), ÎL is
the MMSE intensity [18], and Hp is the haze both of the MMSE intensity and of Pan:
Hp =
N
∑
k=1
ŵk · Hk. (15)
This correction was derived in [29] from the interpretation of the multiplicative pansharpening in
terms of the radiative transfer model Equation (1). It is worth remarking that, in order to have ÎL as
close as possible to P(
ÎL)
L , the weights, ŵ, must be estimated via linear multivariate regression [18].
Under this hypothesis, we can obtain the haze-corrected version of the AWLP method starting
from Equations (12) and (14):
M̂k = M˜k +
M˜k − Hk
ÎL − Hp
·
(
P(M˜k) − P(M˜k)L
)
. (16)
It is worth remarking that the proposed approach is optimized on both sensor and atmosphere.
Indeed, the spatial response of the sensor is taken into account by the low-pass filter applied to
P¯(M˜k), which is designed to match the MTF of the MS sensor (i.e., imposing a Gaussian shape filter
matched with the MS sensor’s MTF by fixing the gain at Nyquist frequency to 0.3). Instead, the
spectral response is implicitly considered when the weights to calculate the intensity component ÎL
are estimated according to the linear model in Equation (3). Finally, the atmospheric optimization is
performed by considering the path radiance in the proposed haze-corrected AWLP method.
The image-based dark-object subtraction (DOS) method [35] is exploited for estimating the haze
(atmospheric path-radiance) for each MS spectral band. Under the assumption that dark pixels exist
within an image and have zero reflectance (or 1% reflectance), the radiance obtained by such dark
pixels is mainly due to atmospheric path radiance [35]. Thus, the estimation of the coefficient Hk for
the k-th spectral band is performed by calculating the minimum of the k-th MS spectral band [28].
Thus, Equation (16) requires no parametric adjustments to find the values of haze.
5. Assessment Protocols and Indices
The assessment of pansharpening products is surely a critical issue [34]. Two validation
procedures are often applied. The first one is the so-called validation at reduced scale [49]. It relies
upon the reduction, through spatial filters, of the spatial resolution of both the MS and the Pan images
aiming of exploiting the original MS image as reference [49]. In order to compare the fused product
with the reference image, multidimensional indexes are used. In particular, the relative dimensionless
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global error in synthesis, ERGAS [1,34], the spectral angle mapper (SAM) [2], and the multispectral
extension of the universal image quality index, generally called Q2n (Q4 for four bands and Q8 in the
case of eight-band products) [50,51] are used in this work.
Despite of its accuracy (thanks to the presence of a reference image), the above-mentioned
procedure is based on an implicit assumption of “invariance among scale” that could not be valid.
For this reason, several protocols at full resolution, i.e., validating the fused products coming from the
fusion of the original MS and PAN images, have been proposed in the literature [52–57]. In this work,
the hybrid quality with no reference index (HQNR) [58] is selected. It consists of two indexes measuring
the spatial distortion, DS, borrowed by the one used in the QNR index [59], and the spectral distortion,
D(K)λ , borrowed by the one of Khan’s protocol [60]. The HQNR is obtained by combining both the
distortion indexes as follows:
HQNR ,
(
1− D(K)λ
)α · (1− DS)β . (17)
where α and β are two coefficients that weight the spectral and the spatial contributions, respectively.
Both the coefficients are set to 1. The two distortion indexes D(K)λ and DS range from 0 to 1, thus even
the HQNR can assume a value in the set [0, 1]. Its ideal value is 1.
6. Experimental Results
The goal of this section is to perform a comprehensive and fair evaluation of the revisited
AWLP pansharpening method, namely AWLP-H. Experiments have been carried out on real datasets
acquired by three different satellite instruments over different landscapes. Evaluations are at degraded
scale for all datasets and also at full scale for the 8-bands WorldView-2 dataset, more challenging
and up-to-date, due to the higher number of bands and the presence of an upgradable operating
constellation of satellites (WorldView-2/-3/-4, so far).
6.1. Datasets
1. Toulouse dataset: An IKONOS image composed by 512×512 MS pixels and 2048×2048 panchromatic
pixels has been acquired over the urban area of Toulouse, France, in June 2000. The MS sensor
acquires four spectral bands in the visible and near-infrared (VNIR) spectrum range (i.e., blue,
green, red, and near-infrared). The spatial sampling interval (SSI) is 4 m for the MS bands and
1 m for the Pan channel (the scale ratio R is equal to 4). The format of the data is spectral radiance
rescaled to digital numbers (DNs) with 11-bits wordlength. A true color representation of the
dataset is given in Figure 5l.
2. Trento dataset: A QuickBird image composed by 256×256 MS pixels and 1024×1024 Pan pixels has
been acquired over the outskirts of Trento, in Italy. The MS sensor acquires four spectral bands
in the VNIR spectrum range (i.e., blue, green, red, and near-infrared). The SSI is 2.8 m for MS
and 0.7 m for the Pan channel (R = 4). The data format is spectral radiance rescaled to DNs with
11-bits resolution. A true color representation of the dataset is given in Figure 6l.
3. Rio dataset: A WorldView-2 image composed by 512×512 MS pixels and 2048×2048 Pan pixels
has been acquired over the urban area of Rio De Janeiro, in Brazil. The MS instrument acquires
eight spectral bands in the VNIR spectrum range (i.e., coastal, blue, green, yellow, red, red edge,
NIR1 and NIR2). The SSI is 2 m for MS and 0.5 m for the Pan channel (R = 4). The data format
is spectral radiance rescaled to 11-bit DNs. A true color representation of the dataset is given in
Figure 7l.
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Figure 5. Panchromatic and true-color compositions of 256×256 detail of 4 m degraded-scale
pansharpened IKONOS Toulouse for the following methods: (a): Pan; (b): EXP; (c): GS;
(d): GSA; (e): BDSD; (f): MTF-GLP-CBD; (g): AWLP-Otazu; (h): AWLP-Toolbox; (i): OBT-H;
(j): MTF-GLP-HPM-H; (k): AWLP-H; (l): GT.
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Figure 6. Panchromatic and true-color compositions of 256×256 2.8 m degraded-scale pansharpened
QuickBird Trento for the following methods: (a): Pan; (b): EXP; (c): GS; (d): GSA; (e): BDSD;
(f): MTF-GLP-CBD; (g): AWLP-Otazu; (h): AWLP-Toolbox; (i): OBT-H; (j): MTF-GLP-HPM-H;
(k): AWLP-H; (l): GT.
6.2. Methods
The benchmarks consist of several CS and MRA methods, mostly taken from the MS
Pansharpening Toolbox [32]. The haze corrected versions of pure CS and MRA methods are taken
from [29].
1. EXP: the MS image interpolation using a polynomial kernel with 23 coefficients (EXP) [61];
2. GS: Gram-Schmidt spectral sharpening [62] (Toolbox implementation [2]);
3. GSA: GS with adaptive calculation of intensity [18] (Toolbox implementation [2]);
4. BDSD: Band-dependent spatial detail [63] (Toolbox implementation [2]);
5. MTF-GLP-CBD: MRA-based method with MTF-shaped analysis filters [19] with amplitude at
Nyquist 0.25, generalized Laplacian pyramid decomposition and detail injection model based on
projection (Toolbox implementation [2]);
6. AWLP-Otazu: original implementation by X. Otazu et al. [31] (see Equation (11));
7. AWLP-Toolbox: Toolbox implementation [2] of AWLP following the guidelines of [15]
(see Equation (12));
8. OBT-H: optimized Brovey transform with regression-based intensity component and contrast-based
detail injection model with haze correction [29] (see Equation (14));
9. MTF-GLP-HPM-H: MRA-based method with MTF filters, GLP analysis, and contrast-based detail
injection model with haze correction [29];
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10. AWLP-H: AWLP-Toolbox with haze correction (see Equation (16)).
Furthermore, GT is the ground-truth (reference) image, only available for the reduced resolution
test cases. It is worth remarking that the MTF-GLP-CBD, the BDSD, and the MTF-GLP-HPM-H
methods exploit the knowledge of the sensor’s MTF. Instead, the other approaches in the benchmark do
not use this a prior information. This can be considered as a further classification of the pansharpening
approaches [64].
6.3. Fusion Simulations
A series of simulations at reduced scale has been performed. Tables 1–3 show the quantitative
assessment for the three datasets. The best performance for all the quality metrics is shared by the
proposed AWLP-H and by MTF-GLP-HPM-H. Not surprisingly, because the two methods only differ
by the denominator of the injection gain: ÎL−Hp, for the former, P(M˜k)L −Hp, for the latter. In particular,
a significant reduction in the SAM index can be observed with respect to the plain AWLP, which
clamps the angle error of the interpolated image (EXP). This is further corroborated by the qualitative
analysis of the pansharpened products in Figures 5–7. While the spectral distortions of some products
are noticeable, see, e.g., GS in Figure 5c and AWLP-Otazu in Figure 5g, the improved versions, GSA in
Figure 5d and AWLP-H in Figure 5h, are much more similar to the GT (Figure 5l).
When the comparison is moved towards a more vegetated scenario, the Trento dataset, all methods
except the haze-corrected versions, OBT-H, MTG-GLP-HPM-H and the proposed AWLP-H, suffer from
a noticeable over-enhancement of vegetation due to textures of Pan injected into the B band [30],
see the band analysis provided in Table 4 where the Q-indexes of the blue band are high only for the
haze-corrected methods. It is easy to note that rural areas are better represented by haze-corrected
approaches, see the close-ups in Figure 8. Indeed, without any correction, the texture of the canopies,
which are clear visible in the Pan image, are included in the pansharpened products as blueish texture
due to the fact that the blue band is the one that exhibits the biggest path radiance in the visible
spectrum. For the remaining areas (i.e., the urban ones), all the approaches get good performance. It is
noteworthy that on this dataset, AWLP-H produces the best scores.
Same considerations apply to the visual assessment of the Rio dataset in Figure 7. In this case,
however, the limited amount of vegetated area and the small overlap of Pan with the NIR1 band
make the synthesis accuracy of vegetation less evident. The numerical values of the scores still
highlight the superiority of the haze-corrected methods, in general, and of AWLP-H over its baseline,
in particular, AWLP-Otazu.
Finally, the computational analysis has been performed on the degraded-resolution QuickBird
Trento dataset, see Table 5. In particular, the computational times of the pansharpening algorithms
have been calculated together with their increments with respect to the fastest method (i.e., the GS).
It is clear to see that the proposed AWLP-H approach is faster than the other AWLPs with a strong
reduction of the computational times. This assessment at reduced resolution demonstrates that the
proposed approach is both fast and high performing.
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Table 1. Degraded-resolution IKONOS Toulouse dataset: cumulative distortion and quality indexes.
Best results in boldface; second best in italic.
SAM ERGAS Q4
EXP 4.8403 5.8793 0.5185
GS 4.2603 4.1908 0.8082
GSA 3.0211 2.5860 0.9324
BDSD 2.7998 2.4674 0.9307
MTF-GLP-CBD 3.0159 2.5660 0.9332
AWLP-Otazu 4.8403 3.2624 0.8970
AWLP-Toolbox 3.6653 2.8281 0.9320
OBT-H 2.7713 2.4578 0.9350
MTF-GLP-HPM-H 2.7428 2.3884 0.9380
AWLP-H 2.7556 2.4330 0.9360
GT 0 0 1
Table 2. Degraded-resolution QuickBird Trento dataset: cumulative distortion and quality indexes.
Best results in boldface; second best in italic.
SAM ERGAS Q4
EXP 4.3152 4.6769 0.7600
GS 5.2356 4.1871 0.7994
GSA 4.6799 3.3997 0.8573
BDSD 4.3415 3.1802 0.8742
MTF-GLP-CBD 4.4858 3.1825 0.8690
AWLP-Otazu 4.3152 3.2195 0.8562
AWLP-Toolbox 3.9893 3.0819 0.8800
OBT-H 3.3547 2.8671 0.9086
MTF-GLP-HPM-H 3.3207 2.7351 0.9147
AWLP-H 3.3030 2.7162 0.9148
GT 0 0 1
Table 3. Degraded-resolution WorldView-2 Rio dataset: cumulative distortion and quality indexes.
Best results in boldface; second best in italic.
SAM ERGAS Q8
EXP 5.0695 6.3837 0.7245
GS 5.0822 4.1997 0.8607
GSA 4.3747 3.3158 0.9153
BDSD 4.8990 3.6592 0.8974
MTF-GLP-CBD 4.3274 3.2779 0.9198
AWLP-Otazu 5.0695 3.4988 0.9059
AWLP-Toolbox 4.6716 3.5206 0.9154
OBT-H 4.0205 3.1933 0.9215
MTF-GLP-HPM-H 3.9895 3.1504 0.9241
AWLP-H 4.0022 3.1602 0.9243
GT 0 0 1
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Table 4. Degraded-resolution QuickBird Trento dataset: Q-indexes for each spectral band, where B1,
B2, B3, and B4 are the blue, the green, the red, and the NIR bands, respectively. The Qave column
represents the averaged values. Best results in boldface; second best in italic.
QB1 QB2 QB3 QB4 Qave
EXP 0.7883 0.7810 0.7906 0.7454 0.7764
GS 0.7836 0.8382 0.8235 0.8469 0.8231
GSA 0.8138 0.8652 0.8542 0.9077 0.8602
BDSD 0.8492 0.8864 0.8745 0.9211 0.8828
MTF-GLP-CBD 0.8296 0.8785 0.8649 0.9154 0.8721
AWLP-Otazu 0.7544 0.8832 0.9141 0.9334 0.8713
AWLP-Toolbox 0.8422 0.8654 0.9112 0.9318 0.8877
OBT-H 0.8982 0.9249 0.9184 0.9268 0.9171
MTF-GLP-HPM-H 0.9032 0.9305 0.9238 0.9352 0.9232
AWLP-H 0.9039 0.9308 0.9238 0.9349 0.9233
GT 1 1 1 1 1
(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
Figure 7. Panchromatic and true-color compositions of 256×256 detail of 2 m degraded-scale
pansharpened WorldView-2 Rio for the following methods: (a): Pan; (b): EXP; (c): GS;
(d): GSA; (e): BDSD; (f): MTF-GLP-CBD; (g): AWLP-Otazu; (h): AWLP-Toolbox; (i): OBT-H;
(j): MTF-GLP-HPM-H; (k): AWLP-H; (l): GT.
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Figure 8. Panchromatic and true-color close-ups of the 2.8 m degraded-scale pansharpened QuickBird
Trento for the following methods: (a): Pan; (b): EXP; (c): GS; (d): GSA; (e): BDSD; (f): MTF-GLP-CBD;
(g): AWLP-Otazu; (h): AWLP-Toolbox; (i): OBT-H; (j): MTF-GLP-HPM-H; (k): AWLP-H; (l): GT.
An experiment of fusion at full scale has been carried out on the Rio dataset only. In fact,
while IKONOS and QuickBird represent the past of VHR satellite MS scanners and may be of interest
nowadays only for the historical series of data that have been collected, the three-satellites WorldView
constellation is the present and near future of VHR spectral imaging from space. Numerical scores
according to the HQNR index and its spectral and spatial components are reported in Table 6 for
all the methods considered, with the obvious exception of GT. The benefits of the path-radiance
correction are evident in term of decrements in both spectral and spatial distortions, as measured
according to the spectral and spatial distortion indices, D(K)λ and DS, respectively. HQNR detects
an improvement of the haze-corrected versions that are based on MRA, as substantially also a
hybrid method like AWLP behaves. All pure CS-based methods, GS, GSA, BDSD and OBT-H,
suffer from a spectral distortion almost twice that of MRA-based methods. This is presumably
due to the slight local misregistration between interpolated MS and Pan [44], which is negligible
in tests at degraded scale, where residual shifts are reduced by the spatial scale ratio: CS methods
shift the fusion product towards Pan, thereby introducing a spatial mismatch with the original MS,
which is the reference for the measurement of full-scale spectral quality, according to Wald’s protocol.
While the most spatially accurate method is BDSD, followed by AWLP-H and MTF-GLP-HPM-H,
the cumulative global index HQNR ranks AWLP-H, closely followed by MTF-GLP-HPM-H, as the
most performing methods among those compared at full scale. Figure 9 shows the full-scale fusion
products for all the nine methods considered. In the absence of a GT, the textured vegetation
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produced by GS, GSA, and AWLP-Otazu can appear as an asset, while AWLP-H is realistically
less textured. There is no perceivable color distortion of GS over GSA and of AWLP-Otazu over
AWLP-H. All methods seem to comparably perform. This behavior stresses the crucial concept that
without statistical indices, but only with visual assessments, there would not have been progresses in
pansharpening over the last twenty years (i.e., the time interval between GS and AWLP-H).
Table 5. Execution times of the pansharpening algorithms for the degraded-resolution QuickBird
Trento dataset, run over an Intel(R) Core(TM) i7-7700HQ @2.80 GHz processor. The increments with
respect to the fastest approach (i.e., GS) are also reported.
Method Time [s] Increment with Respect to GS
GS 0.04 0%
GSA 0.10 150%
BDSD 0.11 175%
MTF-GLP-CBD 0.09 125%
OBT-H 0.04 0%
MTF-GLP-HPM-H 0.18 350%
AWLP-Otazu 0.23 475%
AWLP-Toolbox 0.26 550%
AWLP-H 0.11 175%
Table 6. Full-scale Khan’s spectral distortion index, QNR spatial distortion index and cumulative score
HQNR calculated on the 2048×2048 pansharpened WorldView-2 Rio image in Figure 9. Best results in
boldface; second best in italic.
Dλ(K) DS HQNR
EXP 0.0316 0.1963 0.7783
GS 0.0638 0.0908 0.8512
GSA 0.0321 0.1113 0.8601
BDSD 0.0401 0.0584 0.9039
MTF-GLP-CBD 0.0134 0.0955 0.8924
AWLP-Otazu 0.0224 0.0943 0.8854
AWLP-Toolbox 0.0227 0.0898 0.8896
OBT-H 0.0323 0.0895 0.8811
MTF-GLP-HPM-H 0.0154 0.0750 0.9107
AWLP-H 0.0145 0.0744 0.9122
6.4. Discussion
Before the closing section, we wish to discuss quality issues relating MS images before and after
pansharpening fusion. The quality of the original MS (and Pan) images can be described in terms
of spectral, spatial (or geometric), and radiometric (or SNR) quality. Spectral quality is related to
the SRFs of the instrument (see Figure 4) and is generally higher when the MS channels are narrow
and little overlapped. In this sense, an HS image generally has greater spectral quality than an MS
image. Spatial quality is related to the MTFs of the individual channels; the higher the MTF value at
Nyquist, the higher the spatial sharpness and the geometrical accuracy of details. Radiometric quality
is uniquely related to the photon and electronic noise of the instrument [65] and is usually measured
as SNR. Spatial and radiometric quality issues apply also to the panchromatic channel.
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Figure 9. True-color compositions of 512×512 details of 0.5 m full-scale pansharpened WorldView-2
Rio for the following methods: (a): GS; (b): GSA; (c): BDSD; (d): MTF-GLP-CBD; (e): AWLP-Otazu;
(f): AWLP-Toolbox; (g): OBT-H; (h): MTF-GLP-HPM-H; (i): AWLP-H.
Upon these premises, we wish to draw some guidelines to ensure that the pansharpened image
has spectral, spatial, and radiometric qualities comparable with those of the original MS and Pan
datasets. The check of the consistency property of Wald’s protocol ensures that the spectral quality
of the pansharpened product is comparable with that of the original MS data. In other words, if a
fusion method does not mix the low-pass frequency components of the MS image with those of Pan,
the spectral quality is retained. The spatial quality (MTF) of the fusion product is arguably the MTF
of enhancing Pan. So, if the MTF of the original MS is, say, 0.3 and the MTF of Pan is 0.2, then the
MTF of the pansharpened product will be much closer to 0.2 than to 0.3. This explains why in fusion
simulations at degraded scale, the MTF-like filter used to degrade the Pan image is taken equal to the
widest of the MTFs of the original MS bands. Eventually, the radiometric quality would imply that the
SNR of the pansharpened MS bands is not lower than that of the original MS bands. This is possible
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only if the Pan image has SNR greater than that of the MS bands. This issue has motivated the use of
the time delay integration (TDI) technique, especially for Pan; more recently, and to a lower extent,
also for MS, to ensure that the SNR of Pan is always greater than that of MS channels.
7. Conclusions
In this study, we pointed out the need for a fast and high performing pansharpening method
providing reproducible results on any dataset of any size. Such a method, on one side, should expedite
routine fusion of large datasets (e.g., Google Earth), on the other side, should become an essential
tool for a fair benchmarking of newly developed methods. Starting from a popular hybrid method
developed in 2005, a series of modifications has been introduced to achieve an implicit optimization
towards the spectral and spatial responses of the imaging instrument and towards the radiative transfer
through the atmosphere.
The spectral response is captured by a multivariate regression of the interpolated MS bands
providing an intensity component that is least squares-matched to a low-pass version of the Pan image.
The spatial response is accounted by using Gaussian-like analysis filters matched with the MTF of the
MS channels that is a solution widely established in the literature. Eventually, the imaging mechanism
through the atmosphere is exploited through a correction in the multiplicative detail-injection model of
MS path-radiance terms, estimated by means of the dark-object image-based method, as the minimum
values attained over each spectral band. In fact, estimation and correction of path-radiances are
relevant to get high performance from pansharpening methods relied upon spatial modulation.
The proposed AWLP with haze-correction, referred to as AWLP-H, is fast and comparable, from a
computational point of view, with classical methods (see, e.g., the GS). Nevertheless, AWLP-H achieves
the best performance among the most powerful methods of the Pansharpening Toolbox [2] in a
fair and reproducible assessment, carried out both at reduced and at full scale, on three different
datasets from as many instruments. The procedure does not need any adjustments for WorldView
data, i.e., where some MS bands do not overlap with the Pan channel.
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