This paper studies numerical integration (or cubature) over the unit sphere S 2 ⊂ R 3 for functions in arbitrary Sobolev spaces H s (S 2 ), s > 1. We discuss sequences (Q m(n) ) n∈N of cubature rules, where (i) the rule Q m(n) uses m(n) points and is assumed to integrate exactly all (spherical) polynomials of degree ≤ n, and (ii) the sequence (Q m(n) ) satisfies a certain local regularity property. This local regularity property is automatically satisfied if each Q m(n) has positive weights. It is shown that for functions in the unit ball of the Sobolev space H s (S 2 ), s > 1, the worstcase cubature error has the order of convergence O(n −s ), a result previously known only for the particular case s = 3/2. The crucial step in the extension to general s > 1 is a novel representation of
Introduction
In this paper we study numerical integration on the unit sphere S 
for continuous functions f on the sphere S
2
, where the points x j , j = 1, . . . , m, and the weights w j , j = 1, . . . , m, satisfy the condition
, w j ∈ R, j = 1, . . . , m.
The cubature rule Q m f , given by (1) , is an approximation of the integral
of the continuous function f over the unit sphere S
. Here dω(x) is surface measure on S 2 , and S 2 dω(x) = 4π.
We also assume that the cubature rule Q m integrates exactly all (spherical) polynomials of degree less than or equal to n, that is, m = m(n) and
where P n is the space of all spherical polynomials of degree at most n (that is, P n is the restriction to S 2 of all polynomials on R 3 of degree at most n).
For such a cubature rule, the worst-case (cubature) error in a Hilbert space H of continuous functions on S In this paper we investigate the following question: Given a sequence of cubature rules (Q m(n) ) n∈N , where Q m(n) is given by (1) and satisfies (2) and (3), how fast does the worst-case error in H s tend to zero as n goes to infinity?
Assuming that the sequence of cubature rules also satisfies a certain local regularity property (the property (R) in Section 4), we show that the worstcase error in H
This result is an extension of a result in [4] , where we showed that the worst-case error in H 3/2 of a sequence of cubature rules (Q m(n) ), with the properties mentioned above, is of order O(n −3/2 ). The key to the extension to general s > 1 is a novel representation of the tail of the infinite series ( +
P (t) (see Lemma 7) . In [4] we proved an equivalent representation by exploiting the classical Christoffel-Darboux formula. That proof in [4] does not extend in an obvious way to general s > 1. For the general situation we have used our previous knowledge to conjecture an appropriate generalization of the representation of the tail of the series, which we then verify in the proof of Lemma 7.
That the order O(n −s
) of the worst-case error is optimal follows from a matching lower bound on the worst-case error: In [3] we showed that the worst-case cubature error of any m-point cubature rule has a lower bound of the order
). For a sequence (Q m(n) ) of cubature rules Q m(n) with the properties discussed above and the additional property that ) which coincides with the lower bound, hence making both order optimal.
Examples of sequences of cubature rules that satisfy the assumptions under which our result is valid were discussed in [4] (see also the literature quoted in [4] , and the publications [1, 6, 8, 12] ), and the examples will not be repeated here. We just mention that from a result of Reimer [10] all sequences of cubature rules with positive weights and with the exactness property (3) automatically have the local regularity property (R), and possess therefore the order of convergence O(n
) denote the space of square-integrable functions on S
2
, that is, the set of measurable functions f on S 2 for which
It is well known that L 2 is a Hilbert space with the inner product
On the unit sphere S
be a complete orthonormal set (with respect to (·, ·) L 2 ) of (real) spherical harmonics of exact degree . The addition theorem (see [2, 7, 9] ),
where x · y denotes the Euclidean inner product in R
3
, links the spherical harmonics of exact degree to the Legendre polynomial P of degree . The union of the sets (4) for all ∈ N 0 is a complete orthonormal system in the Hilbert space L 2 . Thus a function f ∈ L 2 can be expanded, in the L 2 -sense, into its Fourier (or Laplace) series (with respect to the spherical harmonics)
After these preparations, we can introduce the Sobolev spaces H 
, and (iii) the reproducing property 
where we have used the addition theorem (5) we refer the reader to [2, 7, 9] .
3 The worst-case error in a reproducing kernel Hilbert space setting
Let H be a reproducing kernel Hilbert space of continuous functions on S 2 , with inner product (·, ·), norm · , and reproducing kernel K. We also assume that H can be embedded into C(S 2 ), that is, there exists a constant c such that sup x∈S 2 |f (x)| ≤ c f for all functions f ∈ H. The worst-case error in H of a cubature rule
and w 1 , . . . , w m ∈ R, is given by
Because point evaluation and the integral I are bounded linear functionals on the reproducing kernel Hilbert space H, we obtain, as in [4] ,
where we have used the reproducing property of K.
Estimate of the worst-case error of cubature in H s
Now we discuss the (sequence of) worst-case errors E s (Q m(n) ) of an infinite sequence of cubature rules (Q m(n) ) for the particular Hilbert space H s , s > 1, starting from the formula (7) with K replaced by K s . The expression can be simplified on recalling that Q m(n) satisfies (3) , that is, that Q m(n) integrates exactly polynomials in P n , since for ≤ n we have with m = m(n)
where we used
(because constant functions are integrated exactly). Observing also that
we obtain from (6) to (10) a simplified representation for the worst-case error,
, where m = m(n), and
For brevity we will from now on always write m instead of m(n) for the number of points of the cubature rule Q m(n) without further mentioning, unless m = m(n) occurs as the index of the rule itself.
Before we can present the main result of this paper, Theorem 5, we need some more terminology.
Definition 1 For each point x∈ S

, let S(x, r) denote the (closed) spherical cap with axis x and angular radius r, that is,
S(x, r) := y∈ S 2 cos −1 (x · y) ≤ r .
The surface area of S(x, r) is denoted by |S(x, r)|.
The following lemma and its corollary below were proved in [4] , following ideas from [11] . 
In particular, for r = π, (12) 
As in [4] , we shall require our sequence of cubature rules to have a certain regularity property. , such that for all n ≥ 1 the points x j and the weights
We observe that for a sequence of cubature rules (Q m(n) ) with the property (R), each Q m(n) satisfies the assumptions of Lemma 2 with the angular radius r 0 = Theorem 5 was proved in [4] for the specific case of s = 3/2. The proof of the general result makes use of the two lemmas and the corollary below. The second lemma (Lemma 11) is rather easy to verify and has been proved in [4] . The first lemma (Lemma 7) is far from trivial; its proof and that of the following corollary will be given in Section 5.
In the next two lemmas and the corollary P (α,β) denotes the Jacobi polynomial of indices α, β > −1 and of degree (see [13, Chapter II, 2.4, and Chapter IV]). The Jacobi polynomials of (fixed) indices α, β > −1 satisfy the orthogonality relation
The particular Jacobi polynomial P (1, 0) has the following properties:
.
The first lemma yields a different representation of the kernel K (n+1) s
(defined in (11) ). This representation is a key ingredient to the proof of Theorem 5. , where x · y= cos θ with 0 < θ < π,
Lemma 7 For s > 1 and n ≥ 0, we have pointwise for all t, with −1 ≤
t < 1, 1 2π ∞ =n+1 + 1 2 −2s+1 P (t) = − 2 2s−2 π (n + 1) (2n + 1) 2s P (1,0) n (t) + 2 2s−2 π (n + 1) (2n + 1) 2s − (n + 1) (2n + 3) 2s P n (t) 1 − t + 2 2s−2 π 1 1 − t ∞ =n+1 1 (2 + 1) 2s−1 − ( + 1) (2 + 3) 2s − (2 − 1) 2s P (
t). (16)
Remark 8 For the proof in [4] of a lemma equivalent to Lemma 7 for the special case s = 3/2 we exploited a closed form expression for a closely related sum, namely
where
Remark 10 The first term on the right-hand side of (16) is a polynomial of degree n, and (18) and (19) in Corollary 9 show that for fixed t ∈ (−1, 1) it is of exactly the order O(n −2s+1/2
). As we want to prove that
), this term as it stands is not of good enough order. However, its order is improved by the application of the double cubature sum in
because the Jacobi polynomial P 
The proof of Lemma 11 was given in [4] .
Proof of Theorem 5
The argumentation follows closely the proof of the corresponding theorem for the special case s = 3/2 in [4] .
In order to apply Lemma 11, we rewrite (20), using (11) and (16), as
where for x, y∈ S
Application of Lemma 11 in (21) yields
The first term is obviously of the desired order O(n
−2s
). We split the remainder as follows:
and where for i = 1, . . . , m
In words, for each i ∈ {1, . . . , m} we divide the sphere S 
which has a singularity at θ = 0 and θ = π. We therefore split each hemisphere H ± i further, into a small spherical cap S(± x i , c 1 n ) around the pole and a remainder. Thus we obtain
Note that the constant c 1 is the fixed positive constant c 1 from the property (R).
To deal with D ± , we do not use the estimate (25), but estimate the supremum of (22) (see also (11) ) directly, to obtain
Applying the estimates |P (t)| ≤ 1 for all t ∈ [−1, 1] and
This yields
Due to the property (R), (13) , and
we obtain 
with a positive constant c s that depends on s and on the constants c 0 and c 1 from the property (R).
Finally, we estimate R ± by using the estimate for k n given by (25), to obtain
where θ ]. Analogously to Reimer [10] , we define
Thus g ± i (θ) sums up the absolute values of the weights w j whose points x j satisfy cos 
The function f is continuous, monotonically decreasing and also of bounded variation. Therefore we can rewrite the inner sum in (28) as a RiemannStieltjes integral (see [5, Chapter X]), m j=1,
where we have used integration by parts.
The estimate (14) in Corollary 3 yields an estimate of g
Thus we obtain from (28), using (29), (30), and (13),
] we get
with a positive constant c s that depends on s and the positive constants c 0 and c 1 from the property (R).
The combination of (23), (24), (26), (27), and (31) yields the desired estimate
, with a positive constant c s which depends on s > 1 and the positive constants c 0 and c 1 from the regularity property (R). 2
Proof of Lemma 7 and Corollary 9
Proof of Lemma 7 We prove that for all t ∈ [−1, 1] pointwise 1 2π
after which (16) follows on division by (1 − t).
We observe that all the series in (32), both on the left-hand and on the right-hand side, are absolutely and uniformly convergent on [− 
All equalities in (33) are valid uniformly on [−1, 1]. Now we combine the three series in the last line of (33) and determine the coefficients of P , > n. (1 − t) P
(1,0) n (t) = P n (t) − P n+1 (t), t ∈ [−1, 1], which can also be easily verified with the help of Rodrigues' formula (see [13, (4 
We estimate 
