In this paper, we present the best possible parameters α i , β i (i = 1, 2, 3) and α 4 , β 4 ∈ (1/2, 1) such that the double inequalities
Introduction
The classical arithmetic-geometric mean AG(a, b) of two positive numbers a and b is defined by starting with a 0 = a, b 0 = b and then iterating a n+1 = A(a n , b n ), b n+1 = G(a n , b n ) (1.1)
for n ∈ N until two sequences {a n } and {b n } converge to the same number, where A(a, b) = (a + b)/2 and G(a, b) = √ ab are arithmetic and geometric means, respectively. The well-known Gauss identity [2] shows that AG(1, r)K( 1 − r 2 ) = π 2 (1.2)
for r ∈ (0, 1), where K(r) = π/2 0 (1 − r 2 sin 2 t) −1/2 dt (r ∈ [0, 1)) is the complete elliptic integral of the first kind. By use of the homogeneity of (1.1) and (1. Let r ∈ (0, 1) and r ′ = √ 1 − r 2 , then the complete elliptic integral of the second kind is given by E(r) = π/2 0 (1 − r 2 sin 2 t) 1/2 dt. We clearly see that K(r) is strictly increasing from (0, 1) onto (π/2, +∞) and E(r) is strictly decreasing from (0, 1) onto (1, π/2). Moreover, K(r) and E(r) satisfy the following Landen identities and derivatives formulas (see [2, Appendix E, p 
.474-475])
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Two special values K( √ 2/2) and E √ 2/2 will be used later, which can be expressed as (see [ 4) which is called a Arithmetric-Geometric type mean. We denote the pairs of means {X, Y} the generating means of the Arithmetric-Geometric type mean defined in (1.4). It is well known that the elliptic elliptic integrals K(r) and E(r) and the Gaussian arithmetic-geometric mean AG(a, b) have many applications in mathematics, physics, mechanics, and engineering [4, 8, 12, 9, 14, 13] . Recently, the Arithmetric-Geometric mean has been the subject of intensive research. The double inequalities
The left inequality of (1.5) was first proposed by Carlson and Vuorinen [6] and also was proved by different methods in [17, 15, 20] . Vamanamurthy and Vuorinen [18] proved that AG(a, b) < (π/2)L(a, b) for all a, b > 0 with a = b. The second inequality of (1.5) was proved by Borwein [3] and Yang [20] . Very recently, Ding and Zhao [7] showed that
are the best possible lower and upper generalized logarithmic mean bounds, respectively. In [11] , Kühnau refined the double inequality (1.6) and obtained the improved upper bound π(1 − r 2 /9)/[2 log(4/r)]. Qiu and Vamanamurthy [16] presented the new lower and upper bounds for AG(1, r) with r ∈ (0, 1), which are 4π/[(9 − r 2 ) log(4/r)] and (9 − r 2 )π/[18.192 log(4/r)], respectively.
Alzer and Qiu [1] proved that the double inequality
holds for all a, b > 0 with a = b if and only if λ 3/4 and µ 2/π. Chu and Wang [5] proved that the double inequality 8) for all a, b > 0 with a = b if and only if p 1/2, q 1, where
is the pth Gini mean of a and b. In [22] , Yang et al. proved that inequalities
hold for all p ∈ (1/2, 1) and a, b > 0 with a = b, where
the Stolarsky mean [21] of a and b. Very recently, optimal bounds for AG A,Q (a, b) by several convex combinations of their generating means were established. Explicitly, Wang et al. [19] presented the best possible parameters α i , β i (i = 1, 2, 3) such that the double inequalities
hold for all a, b > 0 with a = b, where Q(a, b) = (a 2 + b 2 )/2 is the quadratic mean of a and b. Let C(a, b) = (a 2 + b 2 )/(a + b) is the contraharmonic mean, then it is easy to verify that the function 
Motivated by inequality (1.10) and the results of [19] , it is natural to ask what are the best possible parameters α i , β i (i = 1, 2, 3) and α 4 , β 4 ∈ (1/2, 1) such that the double inequalities
,
hold for all a, b > 0 with a = b The main purpose of this paper is to answer this question.
Lemmas
In order to prove the desired theorem, we need several lemmas which we present this section.
.
is strictly monotone, then the monotonicity in the conclusion is also strict.
Proof. Parts (1)- (4) follow from [2, Exercise 3.43 (11) and (46), Theorem 3.21 (1) and (7)].
It follows from Lemma 2.2 (1) and (2) that [E(r) − r ′2 K(r)]/r 2 and 1/ r ′1/2 K(r) 2 are strictly increasing
is strictly increasing on (0, 1). Therefore, Lemma 2.3 follows immediately from Lemma 2.1 and the limiting values f(0
Proof. Let g 1 (r) = log π/2 − log K(r) and g 2 (r) = log √ 1 − r 2 , then we clearly see that
It follows from Lemma 2.2 (3) and (2.2) that g ′ 1 (r)/g ′ 2 (r) is strictly increasing on (0, 1). Therefore, Lemma 2.4 follows from Lemma 2.1 and the limiting values g(0 + ) = 1/2 and g(
Lemma 2.2 (4) and (2.3) lead to the conclusion that h ′ 1 (r)/h ′ 2 (r) is strictly increasing on (0, √ 2/2). Therefore, Lemma 2.5 follows easily from Lemma 2.1 and the limiting values h(0 + ) = 1/2 and h( √ 2/2 − ) = δ 3 .
Lemma 2.6. The inequality
holds for r ∈ (0, 1).
Proof. In order to prove this lemma, it suffices to show the inequality
holds for r ∈ (0, 1). Let µ(r) = [2K(r)/π − 1]/r 2 , µ 1 (r) = 2K(r)/π − 1 and µ 2 (r) = r 2 , then we clearly see that
Taking the derivative of µ 1 (r) and µ 2 (r) yieds
It follows from (2.6) and Lemma 2.2 (1) together with the monotonicity of r ′ = √ 1 − r 2 that µ ′ 1 (r)/µ ′ 2 (r) is strictly increasing on (0, 1). This conjunction with (2.5) and Lemma 2.1 implies that µ(r) is strictly increasing on (0, 1).
Therefore, the desired inequality (2.4) follows from µ(0 + ) = 1/4 and the monotonicity of µ(r).
Proof. Let η 1 (r) = π/[2K(r)] + r 2 /4 − 1 and η 2 (r) = r 4 , then it is easy to see that η 1 (0) = η 2 (0) = 0, η(r) = η 1 (r)/η 2 (r) and
where η 11 (r) = r 2 r ′2 K 2 (r) − π[E(r) − r ′2 K(r)] and η 22 (r) = 8r 4 r ′2 K 2 (r).
Observe that η 11 (0) = η 22 (0) = 0. Taking the derivative of η 11 (r) and η 22 (r) yields
where
An easy computation leads to
for r ∈ (0, √ 2/2). It follows from [10, Corollary 2.7] that 2E(r)/π > 1 − r 2 /4 − r 4 /8 for r ∈ (0, √ 2/2). This can be rewritten as
for r ∈ (0, √ 2/2). Lemma 2.6 and (2.11) lead to the conclusion that
for r ∈ (0, √ 2/2). This conjunction with (2.10) implies that ζ 1 (r) is strictly increasing on (0, √ 2/2). Since ζ 2 (r) can be rewritten as E(r) − K(r) + 2r ′2 K(r), we conclude easily from Lemma 2.2 (2) and (4) that ζ 2 (r) is strictly decreasing on (0, √ 2/2). Moreover, it follows easily from (2.9) that ζ 1 (r) > 0 and ζ 2 (r) > 0 for r ∈ (0, √ 2/2). This conjunction with (2.8) together with the monotonicity of ζ 1 (r) and ζ 2 (r) implies that η ′ 11 /(r)η ′ 22 (r) is strictly decreasing on (0, √ 2/2). Therefore, Lemma 2.4 follows immediately from (2.7) and Lemma 2.1 together with the limiting values η(0 + ) = −5/64 and η( √ 2/2 − ) = −7/2 + 2π/K( √ 2/2).
Note that −7/2 + 2π/K( √ 2/2) = −0.111148 < −7/64, then the following corollary follows directly from Lemma 2.7.
Corollary 2.8. The double inequality
holds for r ∈ (0, √ 2/2).
Lemma 2.9. Let δ
which is defined as in [10, Lemma 2.8] , then the following statements are true:
(1) Φ δ 4 (r) > 1 − r 2 /4 holds for r ∈ (0, 33/50);
is strictly decreasing on (33/50, √ 2/2).
Proof.
(1) In order to prove that Φ δ 4 (r) > 1 − r 2 /4 for r ∈ (0, 33/50), by squaring both sides of the inequality and simplifying, it suffices to show
holds for r ∈ (0, 33/50). The difference of both sides squares of (2.12) leads to It follows from (2.14) and (2.15) that ν(r) > 0 for r ∈ (0, 33/50). This conjunction with (2.13) completes the proof of Lemma 2.9 (1).
(2) It suffices to determine the sign of the derivate of K(r)/ √ r. An easy computation yields
It follows from Lemma 2.2 (1) and the monotonicity of E(r) that ξ(r) is strictly increasing on (0, √ 2/2). As a consequence, we obtain ξ(r) < ξ(
for r ∈ (0, √ 2/2). Therefore, we conclude from (2.16) and (2.17) that K(r)/ √ r is strictly decreasing on (0, √ 2/2).
for r ∈ (0, √ 2/2). It follows from (2.18) and (2.19) that ω 1 (r) − ω 2 (r) and 1/ω 1 (r) + 1/ω 2 (r) are strictly increasing on r ∈ (0, √ 2/2). Moreover, the monotonicity property of composite function leads to the conculsion that (1 − 2r 2 
for r ∈ (33/50, √ 2/2). Therefore, Lemma 2.9 (3) follows directly from (2.20).
Main results
Theorem 3.1. The double inequality
holds for all a, b > 0 with a = b if and only if α 1 δ 1 = 0.5216 · · · and β 1 1/2.
Proof. Since Q(a, b), C(a, b) and AG(a, b) are symmetric and homogeneous of degree 1, without loss of generality, we may assume that a > b > 0. Let r = (a − b)/ 2(a 2 + b 2 ) ∈ (0, √ 2/2), then we clearly see from (1. 2) and (1.3) together with the definition of Q(a, b) and C(a, b) that
It follows from (3.1) and (3.2) that
where f(r) is defined as in Lemma 2.3. Therefore, Theorem 3.1 follows easily from (3.3) and Lemma 2.3 .
Theorem 3.2. The double inequality
holds for all a, b > 0 with a = b if and only if α 2 1/2 and β 2 δ 2 = 0.4784 · · · .
Proof. Without loss of generality, we assume that a > b > 0. Let r = (a − b)/ 2(a 2 + b 2 ) ∈ (0, √ 2/2), then from (3.1) and (3.2) we clearly see that
where g(r) is defined as in Lemma 2.4. Therefore, Theorem 3.2 follows directly from (3.4) and Lemma 2.4.
Theorem 3.3. The double inequality
holds for all a, b > 0 with a = b if and only if α 3 1/2 and β 3 δ 3 = 0.5646 · · · .
Proof. In order to prove the double inequality in Theorem 3.3, it suffices to find α 3 and β 3 such that
holds for all a, b > 0 with a = b.
Without loss of generality, we assume that a > b > 0. Let r = (a − b)/ 2(a 2 + b 2 ) ∈ (0, √ 2/2), then (3.1) and (3.2) lead to 6) where h(r) is defined as in Lemma 2.5. Therefore, Theorem 3.3 follows directly from (3.5), (3.6) and Lemma 2.5.
Theorem 3.4. Let α 4 , β 4 ∈ (1/2, 1), then the double inequality 
where Φ λ (r) is defined as in Lemma 2.9.
It is easy to be verified that C pa 2 + (1 − p)b 2 , pb 2 + (1 − p)a 2 is continuous and strictly increasing on [1/2, 1] with respect to p for fixed a, b > 0 with a = b.
We divide the proof into three cases.
for r ∈ (0, √ 2/2). It follows from Corollary 2.8 and (3.8) that
follows from (3.7) and (3.9).
Case 2. p 2 = (δ 4 + 2)/4. Then from Corollary 2.8 and Lemma 2.9 (1) we clearly see that
for r ∈ (0, 33/50). Furthermore, it follows from Lemma 2.9 (2) and (3) that K(r)Φ δ 4 (r) = K(r)/ √ r · √ rΦ δ 4 (r) is strictly decreasing on (33/50, √ 2/2). As a consequence,
for r ∈ (0, 33/50). It follows from (3.11) that
, (3.10) and (3.12).
On the one hand, if r → 0, then making use of Taylor series yields
Equations (3.7) and (3.13) lead to the conclusion that there exists small enough τ 1 ∈ (0, √ 2/2) such that
On the other hand, it follows from
is strictly decreasing on (1/2, 1) with respect to p. This implies that
Equations (3.7) and (3.14) lead to the conclusion that there exists small enough τ 2 ∈ (0, √ 2/2) such that 
Applications
In this section, we will present new bounds for the complete elliptic integrals K(r) and E(r) on (0, √ 2/2). Theorem 4.1 follows from Theorem 3.1, 3.2, 3.3 and 3.4 immediately. holds for all r ∈ (0, √ 2/2).
Observed that the double inequality π 2 4 < E(r)K(r) < π 2 4 √ r ′ (4.1)
for 0 < r < 1 was presented in [2] . It follows easily from (4.1) that
for r ∈ (0, 1). The following theorem is derived from Theorem 4.1 and (4.2) immediately. holds for all r ∈ (0, √ 2/2).
