Abstract
Indexing of visual media based on content analysis has now moved beyond using individual concept detectors and there is now a focus on combining concepts by post-processing the outputs of individual concept detection. Due to the limitations and availability of training corpora which are usually sparsely and imprecisely labeled with concept groundtruth, training-based refinement methods for semantic indexing of visual media suffer in correctly capturing relationships between concepts, including co-occurrence and ontological relationships. In contrast to training-dependent methods which dominate this field, this paper presents a training-free refinement (TFR) algorithm for enhancing semantic indexing of visual media based purely on concept detection results, making the refinement of initial concept detections based on semantic enhancement, practical and flexible. This is achieved using what can be called multi-semantics, factoring in semantics from multiple sources. In the case of this paper, global and temporal neighbourhood information inferred from the original concept detections in terms of weighted non-negative matrix
The approaches taken by various participants in this activity were mostly 126 based around combining multiple individual detectors by well known fusion 127 schemes, including sum, product and geometric mean and while it represents 128 an interesting exploration, the feasibility of indexing visual media, at index- TV news video [8, 6] , the concept graph is learned from the training set.
147
Though adaptation is considered to handle changes between training and 148 test data, the migration of concept alinement to testing sets also depends on the affinity of two data sets, which is not always the case and can reduce the performance of indexing user-generated media, for example. Moreover, 151 incomplete or imprecise annotations on training sets will further degrade the 152 performance of these methods which rely highly on inter-concept correlation-153 s learned from training labels. The proposed TRF method in this paper is 154 indeed a refinement methods but tries to tackle the above challenges. Our TFR method is thus motivated based on the following:
204
• Reliability: Detection results for at least some concepts should be ac-205 curate enough to be exploited as reliable cues for a refinement process.
206
• Correlation: Instead of occurring in isolation, concepts usually co-207 occur or occur mutually exclusively among the same samples.
208
• Compactness: Since concept occurrences are not fully independent, 209 detection results can be projected to a compact semantic space.
210
• Re-Occurrence: Concepts will frequently occur across semantically in order to identify a number of nearest neighbours of the target sample s i .
236
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The propagation algorithm is then applied to infer labels iteratively based 237 on neighbours connected to each sample. 
Factorizing Detection Results
243
In GR, the task of detection factorization is to modify the N × M matrix 
266
We define the following cost function and solve for L and R by optimizing 267 the weighted least square form: 
To solve the factorization problem, we use a multiplicative method [11] which has the advantage of re-scaling the learning rate instead of optimization with a fixed and sufficient small rate. 
where r t and r t+1 stand for r values in two successive iterations. For function F defined in Eqn.
(1), we construct G as
where r t is the current update of optimization for Eqn.
(1). Denoting D(·)
as a diagonal matrix with elements from a vector on the diagonal, K(r t ) in
Eqn. (4) is defined as
where D w = D(w) and the division is performed in an element-wise manner. 
where
The combination of Eqn. (6) and (7) achieves the update rule
Similarly, each elements in matrix L can be updated by 
where D is the universal set of disjoint concepts of v which contains all 
313
By employing an ontology we assign each element in W as
of v j have higher detection confidences, it is less likely that v j exists in sample 316 s i . In this case, the weight for concept v j needs to be larger, otherwise the 317 weight is lowered by ontology relationships using the multi-class margin. 
321
For this purpose, we expand function F (r) in the form of
where I is d × d identity matrix and C(L) is only relevant to L. According
323
to Eqn. (4) and (12), we need to prove
Substituting Eqn. (5) into (13), this is equal to proving that D(
We define a rescaling matrix as
So far, we can conclude that D(
hence G(r, r t ) is an auxiliary of F (r). This guarantees effectiveness using the 
Temporal Neighbourhood-Based Propagation
331
As shown in Fig. 1(c) , temporal neighbourhood-based propagation further Fig. 1(c 
where c 
Graph Propagation
355
For implementing graph propagation, the NP procedure localizes k nearest 
Experiments and Discussion
We assessed the performance of the TFR approach on two heterogenous curacy and multi-class margin. The same ontology is also applied to TFR.
417
Note that the ontology is not a pre-requisite to TFR as shown in Section 5.2 418 in which TFR can still achieve a comparable result to the state-of-the-art 419 without an ontology and training step. To be fair, the Random Walk is 420 performed in the same training-free manner, which means the concept co- achieves the best refinement in both extreme cases.
444
The best of the overall improvements of different approaches are shown in C ′ hence will be less likely to disruptively affect the neighbourhood-based 504 propagation.
505
As described in Section 4.1, reliable detection results can be selected by 506 thresholding the original confidences for refining low-accuracy counterparts.
507
The threshold indeed decides the number of trustworthy elements in C which 508 can be used for context-based refinements. The number of reliable elements
509
(depicted as density in C) and their correlation with the threshold is depicted 510 in Table 2 , for which the improvement is judged using the intermediate re- 
514
On the contrary, at a given detection accuracy level (fixed µ 1 ), the improve- Table 2 , if the original concept detection performance 521 improves (i.e., larger µ 1 ), a higher threshold can be assigned accordingly 522 in order to achieve better overall semantic enhancement. This is because 523 28 increasing the threshold will induce fewer misclassified concepts which are regarded as reliable, when the original detections are more accurate.
525
The impact of selected latent features is shown in Fig. 5 reconstructed with lower-rank dimensions, as introduced in Section 3.
537
The ontological weighting algorithm described in Section 4.2 was ap- According to the above results, our TRF algorithm has many advantages.
554
First, the approach is data-efficient and easy to implement. It can obtain 555 significant detection enhancement even if there is no prior knowledge such 556 as an ontology structure or distributions learned from extra training data.
557
Second, the approach is shown to be effective in significantly improving detec- 
567
The complexity of TFR is linear to the size of concept lexicon. This can be 568 easily scaled up to much larger concept lexicon and is more promising com-569 pared to learning models such as multi-label training whose complexity is 570 quadratic to the number of concepts.
571
Recall that d ≤ min{N, M } and the number of concepts M in the lexi-
572
con is usually much smaller than the number of instances in the corpus N .
573
Hence the computational complexity can be simplified as O(iter · N 
