Abstract-As an integrity of numbers of equipments and links, the system-level vulnerability assessment for the intentional electromagnetic interferences (IEMI) involves massive activities, such as analysis, computation and tests. The uncertainties of the systems and environments will influence the assessment results.
INTRODUCTION
It has been realized that the intentional electromagnetic interferences (1EM!) and the high-power electromagnetic environments (HPE) can cause the electric and electronic system upsets or even broken down [1] [2] . In order to avoid the possible catastrophic consequences, it's better that the electromagnetic vulnerability of the system is assessed, and find the risk and weak nodes as early as possible.
Several works have addressed this subject. International Electrotechnique Committee (1EC) has published the special standard, IEC 61000-5-9, mainly to recommend the test procedure in assessment [3] . H. Garbe etc. discussed the Risk assessment procedure based on Fault Tree Analysis (FTA) and Event Tree Analysis (E TA) [4] . Congguang Mao introduced Bayesian networks (BN) theorem and built the system-level assessment framework [5] [6] . All these methodologies indicate that the quantitative description of the system effects involving a great deal of parameters with uncertainty. In order to guarantee and promote the accuracy of assessment, the sources of uncertainty have to be found out and limited. However, there are not many documents discussing this topic up to now. This paper devotes to analyze the sources of uncertainty and primarily examine their adverse effects on the assessment results. The rest of paper is organized as following: in Section II, the structure function of the system vulnerability is presented firstly and the uncertainty sources are categorized.
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The uncertainty from the data processing is analyzed in Section III, and those from the data acquisition in Section IV. The suggestions on how to limit the uncertainty are presented in Section V, followed by the summary of Section VI.
II. UNCERTAINTY SOURCES OF ASSESSMENT
The objective of the vulnerability assessment in essence is to quantitatively describe the electromagnetic effects of systems. However, because of the complexity of the integrity of the great numbers of the equipments, links, coupling paths and the effect modes and uncertainty of the parameters, the system-level effects behave the statistical characteristics. So the probability theory is chosen to describe the system vulnerability, but not the deterministic mathematical or physical quantity.
On the other hand, considering the interdependency of the equipments, the interactions of systems and electromagnetic environments need also the tools of the system engineering, such as the FTA and ETA. However, in the structure function of FTA, many parameters are implicitly contained in the formulation, which makes it difficult to analyze the parameter uncertainty. So the assessment methodology based on BN is promoted to overcoming the shortcomings. FT A and ETA are good at modeling the layered organization of systems. Compared with this, BN is better at the analysis of the causal relationships, which can also absorb the advantages of the former.
A.
System Vulnerability Characterization with BN
Firstly, the causal relationship is definite that the system effects are caused by the electromagnetic interferences. According to multiplication formula of the probability theory, this dependency is described by
where V denotes the system; P(1EMI ) is the probability of the 1EM! event; P(V I lEMI ) is the system failure probability on the condition of 1EM! event happening; and Pv(v,IEMI ) is the joint probability of the two events. This formulation can also be regarded as the probabilistic representation of the radiated effects of systems.
978-1-4799-6616-5/15/$3l.00 ©2015 European UnionMoreover, this relationship can be extended into one causal scenario: the electromagnetic environment, lEMl, induces the responses; if the electromagnetic stress on the interfaces of susceptible components, Stress, higher than thresholds of the components, Strength, the components will fail; further the failure of components results in the system fault. This series of events can be expressed similar to Eq. l.
where P(Stress Il EMl) denotes the event of environment inducing electromagnetic stress, so can be looked as the factor of the coupling path; P(V I Component) indicates the weak elements cause the breakdown of the whole system; finally the meaning of the symbol PcCStrengh,Stress)is similar to Eq.I, however, its formulation need be discussed in more details.
Usually the probability values in BN model is discrete, while in vulnerability assessment the fitting distribution functions are continuous, which can be seen in the next sections. Using the stress-strength interference (SSI) theory in the reliability engineering as reference, this joint probability (3) where (x) and g(y) are relatively the probability density distributions (pdf) of the strength and stress with the effect
The Eq. 2 shows that the assessment core is to determine the susceptible components, which are not only the results of the electromagnetic environment and coupling, but also the cause of system fault. So it is more helpful than Eq.l to diagnose the weak elements of the system and reduce the test cost, since not all the components could be damaged by the 1EM!. The typical scenario of effects can be depicted by the BN model, see 
Categorization of Uncertainty Sources
Eq.2 contains five elements and each of them determined by numbers of parameters:
• environment: incident angle, waveform, polarization, frequency, etc; • system: function, organization, links, structure, etc.
The uncertainty of each parameter is involved in the marginal, conditional and joint probabilities of Eq. 2 and Eq.3. The statistical techniques of the principal factor analysis (PFA) [9] and polynomial chaos [10] may be helpful to investigate the parameter uncertainty and determine the probability functions. From the aspect of assessment, the uncertainty can be divided into two major categories: one is from the data processing and the other from the original data acquisition. The former is embodied in the model coefficients and the choice of the probability distribution functions. And the latter is reflected in the computation and tests. They will be discussed one by one in the following portions.
III. UCERTAINTY FROM DATA FUSION
The assessment result is the fusion of massive data from all kinds of approaches. During the data processing, different judges and choice of probabilistic functions will directly induce the uncertainty of the conclusion, since some of them depend on experts' experiences and are of subjectivity.
A. Weight Uncertainty of System Model
In BN model the probability values of some nodes are assigned by the experts, such as P(1EMl) , P(Stress Il EMl) and P(V I Component) . All the probabilities fall in the range of [0,1]. The weights will reflect the severity degree of the event and the larger of the value indicates the more important of the event. Thus, "0" means impossible event and "1" denotes the necessary event.
The threat degree of one kind of electromagnetic environment, P(1EMl), can be determined based on the frequency band, waveform, distance from the victims and intensity [4] . Besides the incident wave, the importance of the coupling path, P(Stress Il EMl), depends also on the parameters of the receivers: the electric length, shielding or not, location inside the cavity, etc .. This is the description style in BN of the coupling mechanism, which is governed by Maxwell's equations in physics. Similarly, the factor, P(V I Component) , characterizes the dependent degree of the component with system, which is determined by the system function and organization.
All of three probabilities have one critical value, 0.5. If the values below 0.5 indicated the factor is not significant, and on the contrary, those greater than 0.5 should be paid attention to, the assessment committee should reach an agreement whether they are important or not. Once the experts' tendency suggestion is made certain, the uncertainty will limited within small intervals. In practice the suggestions can be examined by local qualitative tests.
B. Fitting Uncertainty of Probability Distribution Functions
In Eq.3 the probability density functions, (x) and g(y) , are obtained by fitting the original strength and stress data. After the samples are given, they will be processed statistically:
Firstly, the data will be sorted; then the analytical distribution functions are applied to the samples to calculate the statistics; thirdly the statistics are compared with the significant level, which is called the goodness-of-fitting test; finally the most appreciate probabilistic function is chosen to represent the features of the stress or strength.
During the process, almost only the mathematical simplicity is concerned and all the functions passed the test may be selected and substituted into Eq.3. The difference between functions will produce uncertainty in the system failure probability.
Here one practical example is taken to illuminate this question. The current damage thresholds (Strength) of DC/DC converter is tested and 35 samples are collected [7] . By the Kolmogorov-Smirnov (K-S) test technique of significance level a = 0.05 , numbers of functions pass the test, such as Normal, Johnson SB and Weibull and so on. On the other hand, The EMP responses (Stress) at the short terminal of one overhead transmission line are computed [8] . The 180 samples of the current peaks are statistically processed with the same method, and Normal, Cauchy, Gen. Extreme Value etc. pass the test. The original data are displayed in Fig.2 .
Fig. 2. Original data of Stress and Strength
Given the distribution functions: Strength of Normal (,u=26.78, 0=4.84), and Stress of Normal(,u=41.42, 0=15.44), the failure probability of component calculate with Eq.3 is 0.815, while with Weibull (a=6.01, ,8=28.56) as the strength distribution, the result is 0.8l3 (see Fig. 3 ). So the uncertainty is (0.815-0.8l3)/ 0.815=0.24%.
I.
UCERTAINTY FROM DATA ACQUISITION
The other class of uncertainty is drawn in during the data acquisition. Because of the large scale and complexity of the system-level vulnerability, the test and computation techniques will be comprehensively applied in order to obtain enough data for the assessment. Every method has its advantages and limits. The uncertainty is mainly produced by the latter.
Measurement Uncertainty in Testing
The measurement uncertainty in all the tests is inevitable. This means that every measured data has one interval where the value fall in some probability. All the intervals can draw two curves on both side of the strength data.
Also the two curves form the credit intervals of the cumulative distribution function (CDF), which can be reproduced by the interval evaluation technique. For the Normal distribution of strength in Fig.2 , the parameters intervals of the 95% confidence level are relatively J1 E [25.12, 28.45] ,0=4.84.
The curves of measurement uncertainty is displayed in Fig.4 . If the stress distribution remains invariant, the failure probabilities relatively are 0.838 and 0.787, so the uncertainty is( 0.838-0.787)/ 0.815=6.26%.
B. Parameters Uncertainty in Computation
The numerical computation is well appreciate to simulate the interactions of the system and the electromagnetic wave. The prerequisite for computation is that all the parameters involved in the numerical model are well known. However, it is difficult to make known all the details of the practical structure and environment. So some of them has to be estimated. For instance, the stress in Fig.2 is calculated with the terminal short. Actually it is the most conservative estimation since the induced current reach the maximum when the terminal impedance is zero. As we know, the device at the interface is of some impedance itself, so it should be greater than zero. This will reduce all the stress samples, then change the probability distribution function, and finally lead to the uncertainty of the component failure probability. Take 50 Q as an example, which is usually the characteristic impedance of transmission lines, the stress is recalculated and shown in Fig. 5 .
Fixed the strength Normal(36.90, 13.91) and similarly calculated with Eq.3 the failure probability is 0.752. Then the uncertainty is (0.815-0.752)/ 0.815=7.73%. Actually this uncertainty might be greater than this, if the impedance continues to increase. Or even if the impedance was high enough, there could exist no effects on the components. 
II. COMPARISON AND DISCUSSION
All the uncertainty sources, listed in Table I , indicate that the uncertainty from the data acquisition are more dominant than the data processing. The former require the definite parameters and standard test methods, which depends on the physical study of the system effects. This means the activities of tests and computations are more crucial and costly for assessment. Whereas, the latter could be minimized if the experts' advices or choices reached an agreement and the sample sizes were increased. 
III. SUMMARY
For the complex interactions of the systems and electromagnetic environments, the vulnerability assessment has to deal with the massive uncertain data. Since it is the inherent feature of the evaluation work, the objective of the uncertainty analysis is not to absolutely remove it, but to find effective methods to limit it. The analysis and comparison indicates that the unknown parameters could cause the greatest uncertainty. So in order to promote the reliability of assessment results, the emphasis should be put on the data acquisition, i.e. the study of the interaction physics. The more narrow confidence intervals of the parameters, the more precise of the assessment. 
