Some types of compactness in the ideal context are defined and relations between ideal exhaustiveness and equicontinuity of measures are investigated. As applications, some versions of limit theorems involving ideal pointwise convergence of measure sequences and some weak compactness results related to integral functionals are presented.
in the literature particularly in convergence of functions (see [4, 8, 13, 28, 31] ) and convergence of measures and integrals (see [7, 8, 9, 10, 11, 12] ). Note that, in general, ideal convergence is strictly weaker than ordinary convergence (see [30, 31] ).
In this paper we firstly introduce compactness in the context of ideals and we present some comparison results about several new features of compactness in metric spaces.
Successively we focus our attention on limit theorems for measures with respect to the ideal convergence. Under suitable hypotheses it is possible to prove some versions of limit theorems even if we require the simple ideal setwise convergence of the involved measure sequence (see e.g. [9, 10, 11, 12] ). Within this framework new results are established and some classical results in the literature are reproved under strictly weaker hypotheses. The main tools are the notions of ideal (α)-convergence and ideal exhaustiveness previously introduced and studied for function sequences in [13] (see also [27, 29] ). Recently, some other versions of limit theorems for measures were proved in [3, 9, 10, 11, 12] with respect to this kind of convergence.
Weak convergence in measure spaces is characterized and some fundamental properties of various kinds of ideal compactness for suitable sets of measures are investigated. As an application we study the convergence in L ∞ (λ), for λ being a regular measure.
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Preliminaries
We begin with introducing the fundamental properties of ideals (see also [16, 17, 18, 22, 30, 31, 32] ).
Definitions 2.1.
(a) Let Y = ∅ be any set. A family I ⊂ P(Y ) is called an ideal of Y iff A ∪ B ∈ I whenever A, B ∈ I and for each A ∈ I and B ⊂ A we get B ∈ I.
(b) An ideal I of Y is said to be non-trivial iff I = ∅ and Y / ∈ I. A non-trivial ideal I is called admissible iff it contains all singletons.
(c) An admissible ideal I of N is said to be a P -ideal iff for any sequence (A j ) j in I there are sets B j ⊂ N, j ∈ N, such that the symmetric difference A j ∆B j is finite for all j ∈ N and ∞ j=1 B j ∈ I.
Several properties of P -ideals are investigated, for instance, in [26] .
From now on we denote by X a Banach space, I an admissible ideal of N and F = F(I) = {N \ A : A ∈ I} its dual filter.
We now recall the norm and weak ideal convergence in the context of Banach spaces. For recent developments and studies about these concepts, see also [5, 14, 15, 34] .
Definitions 2.2.
(a) A sequence (x n ) n in X is called norm I-convergent to x ∈ X iff for all ε > 0, {n ∈ N: x n − x > ε} ∈ I, where · denotes the norm of X. We then write I − lim n x n = x.
(b) A sequence (x n ) n in X is called norm I-Cauchy iff for each ε > 0 there exists q ∈ N such that {n ∈ N: x n − x q > ε} ∈ I.
(c) A sequence (x n ) n is called weakly-I-convergent iff the sequence (x * (x n )) n is I-convergent for every x * ∈ X * (the dual space of X). A sequence (x n ) n is said to be weakly-I-Cauchy iff the sequence (x * (x n )) n is I-Cauchy for every x * ∈ X * .
(d) If (x j ) j is any sequence in X, then we define I −
provided the limit on the right hand side exists.
Note that, since X is complete, a sequence is norm (weakly-)I-convergent iff it is norm (weakly-)I-Cauchy (see also [16, 17, 18, 22] ).
A finite}, then I f in is a P -ideal of N and I f in -convergence coincides with the ordinary convergence (see also [13, 31] ).
(ii) Let A ⊂ N. The asymptotic density of A is defined as
. . , n}) n (provided that this limit exists), where card denotes the cardinality of the set in brackets. If [13, 30, 31] ).
We now recall another kind of convergence in the context of ideals and some fundamental properties (see [30, 31, 32] ). Definition 2.4. A sequence (x n ) n in X I * -converges to x ∈ X iff there exists A ∈ F(I) with lim
Proposition 2.5. The following results hold (see for instance [9, 10, 11, 12, 30, 31] ).
(a) If lim n x n = x then I − lim n x n = x. Moreover, if X = R and (x n ) n is a monotone sequence in R, then the converse is also true.
(b) If (x n ) n is a sequence in R with I − lim n x n = x ∈ R, then there exists a subsequence (x nq ) q of (x n ) n , such that lim
(c) The I * -convergence of sequences implies always the I-convergence to the same limit. Moreover, if (x n ) n is a sequence in X, I-convergent to x ∈ X, and I is a P -ideal, then (x n ) n I * -converges to x. (d) Let (x i,j ) i,j be a double sequence in X, I be any P -ideal, F = F(I) be its dual filter, and let us suppose that I − lim i x i,j = x j for every j ∈ N. Then there exists B 0 ∈ F such that lim h∈B0 x h,j = x j for all j ∈ N.
Compactness notions in the ideal context
We now introduce the concept of sequential closure and some kinds of compactness. We will say that P -ideals have good properties, since many situations in the context of P -ideals are very similar to the corresponding classical ones.
Definitions 3.1.
(a) For F ⊂ X and u ∈ X, we say that u is in the I-closure of F iff there is a sequence (x n ) n of points of F such that I − lim n x n = u. We denote the I-closure of F by F I .
(b) A point u ∈ X is called an I-limit point of F ⊂ X iff there is a sequence (x n ) n in F \ {u} such that I − lim n x n = u.
(c) A subset F ⊂ X is said to be I-sequentially compact iff every sequence (x n ) n in F contains an I-convergent subsequence (x n k ) k with I − lim k x n k ∈ F .
(d) A set F ⊂ X is called I-Fréchet compact iff every infinite subset of F has an I-limit point.
We now prove the equivalence between ideal and classical sequential compactness. Proposition 3.2. Given a subset F of X, we get that F is I-sequentially compact if and only if it is sequentially compact.
Proof. If F is I-sequentially compact, then from every sequence (x n ) n in F it is possible to extract a subsequence (x n k ) k such that the limit I − lim k x n k exists in X, say x. By Proposition 2.5 (b) there exists a sub-subsequence (x n kq ) q of (x n k ) k such that x = lim q x n kq . Hence F is sequentially compact.
The converse implication is straightforward.
We now give the following compactness results. Proposition 3.3. Any I-closed subset of an I-sequentially compact subset of X is I-sequentially compact.
Proof. Let K be an I-sequentially compact set and A ⊂ K be I-closed. Let (x n ) n be any sequence in A. Then it is also in K and it admits an I-
Proposition 3.4. For a P -ideal I, any I-sequentially compact subset K ⊂ X is I-closed.
Proof. Let K be I-sequentially compact. Let u ∈ K I . Then there is a sequence (x n ) n in K, which is I-convergent to u. Since I is a P -ideal, it is also I * -convergent to u, namely there is a subsequence (
and thus I − lim j z j = u. Hence we must have u = u 1 and so u ∈ K. Thus
Corollary 3.5. If I is a P -ideal, then any I-sequentially compact subset of X is closed in X.
Proposition 3.6. Let I be a P -ideal. A subset K of X is I-sequentially compact iff it is I-Fréchet compact.
Proof. "⇒" Let K be I-sequentially compact and let A be an infinite subset of K. Choose a sequence (x n ) n of distinct points from A. This sequence has an I-convergent subsequence (
Moreover, since I is a P -ideal, then (y k ) k is also I * -convergent, and so it has a subsequence (z j ) j := (y kj ) j with lim
and hence u is an I-limit point of A. Thus K is I-Fréchet compact.
"⇐" Conversely, let us suppose that K is I-Fréchet compact. Let (x n ) n be a sequence in K. Note that, if there exists x ∈ K such that x n = x for infinitely many n's, then clearly x forms a constant subsequence, which is obviously I-convergent. So without loss of generality we can assume that (x n ) n consists of distinct points only (the proof is the same if infinitely many distinct terms are each repeated only finitely many times).
Let now B := {x n : n ∈ N}. Then, since B is an infinite subset of K, it has an I-limit point u ∈ K. Consequently there exists a sequence in B \ {u},
and evidently u ∈ B, the ordinary closure of B. Since X is Hausdorff, then u ∈ B n I and so u ∈ B n for every n, where B n := {x k : k ≥ n}. Thus u ∈ n B n . We can now easily construct a subsequence (z k ) k of (x n ) n which is I-convergent to u.
We now recall the Eberlein-Šmulian theorem (see also [33] ).
Theorem 3.7. Let A be a subset of a normed space. Then the following are equivalent: a) A is relatively weakly compact; b) A is relatively weakly sequentially compact; c) A is relatively weakly Fréchet compact; d) A is relatively weakly countably compact.
We now give a sufficient condition to get ideal uniform convergence of function sequences on all compact sets of a metric space (Z, d), which will be useful in the sequel (see also [2] ). We recall the notions of equicontinuity and ideal exhaustiveness for sequences of functions (see also [2, 13] ).
Definitions 3.8.
(a) Let (Z, d) be a metric space. We say that a sequence of functions f n : Z → R, n ∈ N, is equicontinuous on Z iff for every z ∈ Z and ε > 0 there exists a δ > 0 with |f n (y) − f n (z)| < ε whenever n ∈ N and y ∈ Z with d(y, z) < δ.
(b) A function sequence f n : Z → R, n ∈ N, is said to be I-exhaustive on Z iff for every z ∈ Z and ε > 0 there are a δ > 0 and a set C ∈ I with |f n (y) − f n (z)| < ε whenever n ∈ N \ C and y ∈ Z with d(y, z) < δ.
Remark 3.9. It is easy to see that every equicontinuous function sequence (f n ) n is I-exhaustive too. Note that it is an essential generalization. Indeed, let I be any fixed admissible ideal, choose H ∈ I, H = ∅, and let us define f n : R → R by setting f n (0) = 0 for all n ∈ N, f n (x) = 0 for any x ∈ R and n ∈ N \ H, f n (x) = 1 for every x = 0 and n ∈ H. Obviously, for each y, z ∈ R and n ∈ H we get f n (y) − f n (z) = 0 and thus (f n ) n is I-exhaustive on R. However (f n ) n is not equicontinuous on R, since for z = 0 and ε = 1 we have that for every δ > 0 there are y ∈ R with 0 < |y| < δ and n ∈ N with f n (y) = 1 = ε: of course, it is enough to take any y = 0 and any n ∈ H.
The next result holds for any admissible ideal and extends [4, Proposition 5] .
Proposition 3.10. Let (Z, d) be a metric space, f n : Z → R, n ∈ N, be I-exhaustive on Z and I-pointwise convergent to a function f : Z → R. Then f is continuous and (f n ) n I-converges uniformly to f on every compact subset of Z.
Proof. We proceed similarly as in the proof of [4, Proposition 5] . We begin with proving continuity of f . Pick z ∈ Z and ε > 0, and let δ > 0 and C ∈ I satisfy condition of I-exhaustiveness. Choose arbitrarily y ∈ Z with d(y, z) < δ. Then, by I-exhaustiveness, |f n (y) − f n (z)| < ε/3 for all n ∈ N \ C. Moreover, thanks to I-pointwise convergence, there is a set C 0 ∈ I with
that is continuity of f at z. The continuity of f follows by arbitrariness of z ∈ Z.
We now prove uniform I-convergence on compact subsets of Z. Let K ⊂ Z be any compact set, and choose arbitrarily ε > 0 and x ∈ K. Since (f n ) n is I-exhaustive on Z and f is continuous at x, in correspondence with ε and x there exist N x ∈ I and an open ball B x ⊂ Z centered at x, with
for each n ∈ N \ N x and z ∈ B x . Let us consider the family {B x : x ∈ K}. Since K is compact, there is a finite subfamily {B x1 , B x2 , . . ., B xp }, covering K. Since (f n ) n I-converges pointwise to f , then in correspondence with ε and
Pick arbitrarily z ∈ K: there is j ∈ {1, 2, . . . , p} with z ∈ B xj . Then, from (1) and (2), for each n ∈ N \ N we get
This ends the proof.
Exhaustiveness in measure spaces and applications
We introduce the main properties of measure spaces. We begin with the notions of s-boundedness and σ-additivity. For a related literature see also [10, 11, 12, 24, 25, 23, 35, 36] .
Definitions 4.1. Let G be any infinite set and Σ ⊂ P(G) be a σ-algebra.
(a) A finitely additive measure µ : Σ → R is called I − s−bounded iff for every disjoint sequence (H n ) n in Σ we have I − lim n ( µ (H n )) = 0, where µ denotes the variation of µ (see [25] ). The finitely additive measures µ j : Σ → R, j ∈ N, are called uniformly
We denote by ba(Σ) the space of all real-valued finitely additive measures on Σ, and by ca(Σ) the space consisting of all real-valued σ-additive measures on Σ endowed with the variation norm.
Observe that, if I = I f in , then the given definitions coincide with the well known ones of (uniform) s-boundedness and (uniform) σ-additivity respectively.
Note that, in all next definitions and results, λ is a fixed non-negative finitely additive measure.
For A, B ∈ Σ the (pseudo)-λ-distance between A and B is defined by d λ (A, B) := λ(A∆B), where ∆ denotes the symmetric difference.
We now give the concepts of equicontinuity and ideal exhaustiveness of measures, which are close related each other, and introduce the regular measures.
Observe that µ is λ-absolutely continuous iff µ is λ-continuous at ∅.
Note that A is uniformly λ-absolutely continuous iff it is equi-λ-continuous at ∅.
(c) We say that a sequence (µ n ) n in ba(Σ) is I-exhaustive at E ∈ Σ iff for each ε > 0 there are a δ > 0 and a set A ∈ I such that for every F ∈ Σ with d λ (E, F ) < δ and for all n ∈ N \ A, we have: |µ n (E) − µ n (F )| < ε. We say that (µ n ) n is I-exhaustive on Σ iff it is I-exhaustive at E, for every E ∈ Σ.
(d) We say that a sequence (µ n ) n in ba(Σ) is uniformly-I-exhaustive on Σ iff for each ε > 0 there exist a δ > 0 and a set A ∈ I such that for every E, F ∈ Σ with d λ (E, F ) < δ and for all n ∈ N \ A, we have |µ n (E) − µ n (F )| < ε.
If I = I f in , then the (uniformly)-I f in -exhaustive measure sequences are simply called (uniformly) exhaustive.
(e) If G is a topological space and Σ is the σ-algebra of all its Borel sets, then a measure λ : Σ → R is said to be regular on Σ iff for all B ∈ Σ and ε > 0 there exists a compact set Q ⊂ B such that λ (B \ Q) < ε (where the symbol · denotes the variation).
We now define continuous convergence of a measure sequence in the ideal context, which will be useful in the sequel (see also [13, 27, 29] ). Definition 4.3. We say that (µ n ) n (Iα)-converges to µ at H ∈ Σ iff for every sequence (H n ) n in Σ with I−lim
We say that (µ n ) n (Iα)-converges to µ on Σ iff it (Iα)-converges to µ at every H ∈ Σ.
If I = I f in , then (I f in α)-convergence of (µ n ) n to µ is simply called (α)-convergence of (µ n ) n to µ.
We now give a result about weak compactness and boundedness properties for subsets of countably additive measures in the context of ideal convergence, when we deal with a P -ideal. Using Proposition 3.2, Theorem 3.7, Proposition 2.5 (which yields the equivalence between (uniform) σ-additivity and (uniform) I − σ−additivity) and [23, Theorem VII.13], we get: Theorem 4.4. Let K be a subset of ca(Σ). Then the following are equivalent: a) K is relatively weakly compact. b) K is relatively weakly I-sequentially compact. c) K is bounded and uniformly σ-additive. d) K is bounded and uniformly I − σ−additive. e) K is bounded and there is a non-negative measure λ ∈ ca(Σ) such that K is equi-λ-continuous. Our next step is to prove, in the ideal setting, some convergence theorems, concerning in particular some results of existence and some good properties of the limit measure. To prove this, we deal with the tool of (uniform) ideal exhaustiveness, which allows us to assume that our involved ideal is simply a P -ideal. Some other kinds of limit theorems, like Nikodým convergence of Schur-type theorems were proved in [10] in some context different from ideal exhaustiveness, but requiring as hypothesis some additional properties of the limit measure and some further properties of filters (or dually of the corresponding ideals).
In general the simple I-pointwise convergence of a sequence of σ-additive measures (even non-negative) is not sufficient to get uniform s-boundedness (and a fortiori uniform σ-additivity). Indeed, as soon as I is an admissible ideal different from I fin , we have the following: Example 4.5. Let I = I fin be any admissible ideal, H := {h 1 < . . . < h s < h s+1 < . . .} be an infinite set belonging to I and such that N \ H is infinite.
Since
seen that the m i 's are σ-additive positive bounded measures. Indeed, given i ∈ N and any disjoint sequence (C j ) j of subsets of N, the entity m i (C j ) can be different from zero (and in this case is equal to 1) at most for one index j, because for all s ∈ N we get that m i ({s}) = 0 if and only if i = h s . For every j ∈ N set C j := {j}. Then we get 1 ≥ sup i∈N m i (C j ) ≥ m hj (C j ) = 1 (see also [ 
11, Remark 2.7]).
We now prove a result about the existence of the limit measure on a whole σ-algebra under the hypotheses of its existence on a suitable subclass and uniform ideal exhaustiveness. Lemma 4.6. Assume that there exists a countable dense subset B = {F j : j ∈ N} of (Σ, d λ ). Let (µ n ) n be a sequence in ba(Σ) with I − lim n µ n (F j ) =: µ(F j ), for all j ∈ N, for some set function µ : B → R, and let the family (µ n ) n be uniformly I-exhaustive. Then µ admits an extension µ 0 ∈ ba(Σ) with
Proof. Fix arbitrarily ε > 0. From uniform I-exhaustiveness we can find a δ > 0 and a C ∈ I such that
for every E, F ∈ Σ and n ∈ N \ C.
Let E ∈ Σ and choose F j ∈ B such that d λ (E, F j ) < δ. By virtue of the Cauchy condition (see also [16, 17, 18, 22] ), in correspondence with ε and F j there is a set C * j ∈ I with
whenever k, n ∈ N \ C * j . From (4) and (5) we get
Thanks to the Cauchy criterion, this proves that the map µ 0 in (3) is well-defined. It is easy to check that µ 0 ∈ ba(Σ).
We now prove the following technical lemma.
Lemma 4.7. Let I − lim n µ n (F j ) = µ(F j ) for each j ∈ N, where µ n , µ, F j 's are as in Lemma 4.6. Then there exists an element M ∈ F = F(I), such that lim n∈M µ n (F j ) = µ(F j ) for all j ∈ N, provided that I is a P -ideal.
Proof. By assumption, for each j ∈ N we get I −lim n µ n (F j ) = µ(F j ). Since I is a P -ideal, by Proposition 2.5 (c), we have I * − lim n µ n (F j ) = µ(F j ). Thus for every j ∈ N there exists M j ∈ F such that lim
as I is a P -ideal, in correspondence with the sequence (M j ) j there exists a sequence (M j ) j of subsets of N such that the set M j ∆M j is finite for all j ∈ N and
getting the assertion.
This result is a sufficient condition for σ-additivity of the limit measure.
Lemma 4.8. Let (Σ, d λ ) be separable, and B = {F j : j ∈ N} be as in Lemma 4.6. If (µ n ) n is a uniformly I-exhaustive sequence in ca(Σ) and
, and an extension µ 0 of µ, defined on Σ, such that lim
for all E ∈ Σ, provided that I is a P -ideal. Moreover, µ 0 ∈ ca(Σ).
Proof. Let F be the dual filter associated with I. By uniform I-exhaustiveness, for all j ∈ N there are a δ j > 0 and a set N j ∈ F such that |µ n (E) − µ n (F )| ≤ 1/j for every E, F ∈ Σ with d λ (E, F ) < δ j and for all n ∈ N j . Since I is a P -ideal, in correspondence with the sequence (N j ) j there is a sequence (N j ) j of subsets of N such that the set N j ∆N j is finite for all j ∈ N and ∩ j N j ∈ F. Put N := ∩ j N j and W j := N \N j for all j: observe that W j ⊂ N j \N j is finite for every j ∈ N. So, the set N has the property that: for all j ∈ N there are a δ j > 0 and a finite set W j ⊂ N with |µ n (E)−µ n (F )| ≤ 1/j for every E, F ∈ Σ with d λ (E, F ) < δ j and for all n ∈ N \ W j . This means that the sequence (µ n ) n∈N is uniformly I fin -exhaustive. Let now B = {F j : j ∈ N} be as in the hypothesis, M be as in the proof of Lemma 4.7 and set L := M ∩ N . Note that L ∈ F, the sequence (µ n ) n∈L is uniformly I fin -exhaustive, and lim n∈L µ n (F j ) = µ(F j ) for all j ∈ N, by virtue of Lemma 4.7. So, the first part of the assertion follows from this and Lemma 4.6 used with (µ n ) n∈L and I = I fin . From the first part and the classical Nikodým convergence theorem for measures (see [25, 23] ) it follows that µ 0 ∈ ca(Σ).
The following result is a characterization of weak convergence of countably additive measures and weak convergence in L 1 in terms of pointwise convergence under the hypothesis of ideal exhaustiveness, and extends [23, Theorem VII.11 and Corollary].
Theorem 4.9. Let (Σ, d λ ) be separable. If a sequence (µ n ) n in ca(Σ) weakly-I-converges to µ ∈ ca(Σ), then for each E ∈ Σ, µ(E) = I − lim n µ n (E).
Conversely, if (µ n ) n is a sequence in ca(Σ) such that there is a set function µ : Σ → R such that µ(E) = I − lim n µ n (E) for all E ∈ Σ, I is a P -ideal and the sequence (µ n ) n is uniformly I-exhaustive, then µ ∈ ca(Σ) and (µ n ) n weakly-I-converges to µ in ca(Σ).
Moreover, if η ∈ ca (Σ) and f n : G → R, n ∈ N, is a sequence of functions in L 1 (η) with the property that the measure sequence µ n (E) := E f n dη, n ∈ N, E ∈ Σ, is uniformly I-exhaustive, then (f n ) n weakly-I-converges to f in L 1 (η) if and only if
Proof. Since the functional ν → ν(E) belongs to ca(Σ) * (the dual of ca(Σ)) for every E ∈ Σ, then the first part is straightforward.
Suppose now that (µ n ) n is a sequence in ca(Σ) such that µ(E) = I − lim n µ n (E) exists in R for each E ∈ Σ. Then by Lemma 4.8, since the sequence (µ n ) n is uniformly I-exhaustive, µ ∈ ca(Σ) and there is an element M ∈ F(I) such that lim n∈M µ n (E) = µ(E) for all E ∈ Σ. Write the set (µ n ) n∈M as (ν k ) k∈N .
Then we have lim k ν k (E) = µ(E) for all E ∈ Σ. Now, by the classical Nikodým boundedness theorem, the ν k 's are uniformly bounded, and so sup k ν k (G) < +∞, where the symbol · denotes the variation. Hence the series
2 k is absolutely convergent in the Banach space ca(Σ) with η as its sum. Then, by the Radon-Nikodým theorem, for each k ∈ N there is a function
(see also [23] ). Similarly, we get the existence of f ∈ L 1 (η) such that
Now, proceeding analogously as in [23, Theorem VII.11] , one can show that (f k ) k weakly converges to f in L 1 (η), which in turn implies that (ν k ) k weakly converges to µ in ca(Σ). But this implies that the sequence (µ n ) n weakly-I * -converges and so weakly-I-converges to µ in ca(Σ). Thus the first part is proved.
To get the sufficient part of the last statement of the theorem, proceeding similarly as above, we obtain the existence of an element M ∈ F(I) with lim n∈M µ n (E) = µ(E) in the usual sense for each E ∈ Σ, and hence the weak convergence in L 1 (η) in the ordinary sense of the subsequence (f n ) n∈M to f . Thus the sequence (f n ) n∈N weakly-I-converges to f in L 1 (η). The necessary part of the last statement is straightforward.
Remark 4.10. Theorem 4.9 is a sufficient condition for countable additivity of the I-limit measure of a sequence of σ-additive measures, under the hypothesis of ideal pointwise convergence and the further condition of ideal exhaustiveness. In [11, Theorems 2.5 and 2.6], σ-additivity of the limit measure was used as an hypothesis, in order to prove some limit theorems for an I-pointwise convergent sequence of positive measures. Note that, as Example 4.5 shows, in general the ideal setwise convergence of a sequence of σ-additive measures is not enough to get uniform σ-additivity.
As a consequence of Theorem 4.9, we prove the following result, which extends [23, Theorem VII.12].
Corollary 4.11. Under the same notations as in Theorem 4.9, let (Σ, d λ ) be separable, (µ n ) n be a uniformly I-exhaustive family and I be a P -ideal. Then a sequence (µ n ) n is weakly-I-Cauchy in ca(Σ) if and only if it is weakly-Iconvergent in ca(Σ).
Moreover, if η ∈ ca(Σ) is positive, f n : G → R, n ∈ N, is a function sequence in L 1 (η) and the sequence µ n (E) := E f n dη, n ∈ N, E ∈ Σ, is uniformly I-exhaustive, then (f n ) n is weakly-I-Cauchy in L 1 (η) if and only if it is weakly-I-convergent in L 1 (η).
Proof. Let (µ n ) n be a weakly-I-Cauchy sequence in ca(Σ). Since each element E ∈ Σ determines the member ν → ν(E) of ca(Σ) * , the sequence (µ n (E)) n is I-Cauchy in R for each E ∈ Σ. Then (see also [16, 17, 18, 22] ) for every E ∈ Σ, (µ n (E)) n is I-convergent to a real number, say µ(E). So, a set function µ : Σ → R is defined. By Lemma 4.8, µ ∈ ca(Σ). Thus, the sequence (µ n ) n is weakly-I-convergent in ca(Σ). The converse implication of the first part is obvious.
The last assertion is a consequence of the first, by setting µ n (E) := E f n dη, n ∈ N, E ∈ Σ, taking into account the Radon-Nikodým theorem (see also (6) ) and since L 1 (η) is a closed subspace of ca(Σ) for every positive measure η ∈ ca(Σ) (see also [23] ).
We now give a result on the existence of the ideal limit measure without requiring ideal exhaustiveness.
Theorem 4.12. Let A be an algebra of sets generating Σ and suppose that (µ n ) n is a uniformly σ-additive sequence with the property that I − lim n µ n (E) exists for each E ∈ A. Then I − lim n µ n (E) exists for all E ∈ Σ.
Proof. Let Λ := {E ∈ Σ : I − lim n µ n (E) exists in R}. By hypothesis, A ⊂ Λ. If we show that Λ is a monotone class, then we will get Λ = A, and the result will be proved.
Let (E m ) m be a monotone sequence of elements of Λ with lim
in the set-theoretic sense. Since (µ n ) n is uniformly σ-additive, then µ n (E) = lim m µ n (E m ) uniformly in n. Let now ε > 0 be given. Then an integer m can be found, such that
for all n ∈ N. Since I − lim n µ n (E m ) exists, so the sequence (µ n (E m )) n is I-Cauchy, and thus there exists an element C ∈ I such that
whenever p, q ∈ C. From (7) and (8) it follows that for all p, q ∈ C we get:
So the sequence (µ n (E)) n is I-Cauchy, and thus I-convergent. This ends the proof.
Finally we turn to a limit theorem, which yields continuity of the limit of a setwise ideal convergent sequence of measures. Note that this result holds for any admissible ideal. Theorem 4.13. Assume that µ n : Σ → R, n ∈ N, is pointwise I-convergent
Proof. Choose arbitrarily ε > 0. Then there exist δ > 0 and A 1 ∈ I with
for any H ∈ Σ, with d λ (H, H 0 ) < δ and for every n ∈ N \ A 1 .
Fix now H ∈ Σ, with d λ (H, H 0 ) < δ. There exists A 2 ∈ I with
for every n ∈ N \ A 2 . Note that
. Then by (9) and (10) we get:
From this the assertion follows.
We now give some further results related with I-exhaustiveness of measures, in connection with ideal (α)-convergence. Theorem 4.14. Under the same notations as above, let H 0 ∈ Σ, and µ, µ n :
Proof. Assume that I − lim n µ n (H 0 ) = µ(H 0 ). Choose arbitrarily ε > 0. By I-exhaustiveness of (µ n ) n at H 0 , there are δ > 0 and N 1 ∈ I with the property that
whenever n ∈ N\N 1 and |λ(H)−λ(H 0 )| < δ, where λ is the measure associated with I-exhaustiveness. By I-convergence of (µ n (H 0 )) n to µ(H 0 ) there exists an element N 2 ∈ I such that
for any n ∈ N \ N 2 . As I − lim
with d λ (H n , H 0 ) < δ whenever n ∈ N \ N 3 . From this, (11) and (12) it follows that for each n ∈ N \ (N 1 ∪ N 2 ∪ N 3 ) we get:
One can ask whether the converse of Theorem 4.14 holds. To this aim, suppose that there exists a partition of the type N = (a) Note that the ideal I fin satisfies condition (13): indeed it is enough to take ∆ k = {k} for all k ∈ N. Moreover, if for every k ∈ N the set ∆ k in (13) is infinite, then the ideal I associated to the ∆ k 's is not a P -ideal (see also [31, Example 3.1 (g)]).
(b) Let I be as in (13) , and (A j ) j be any sequence of subsets of N, with A j ∈ I for all j ∈ N. We claim that there exists a disjoint sequence (B j ) j in I, with B j ⊂ A j for every j ∈ N and ∞ j=1 B j ∈ I. Indeed, first of all observe that there exists an infinite subset
There is a nonempty finite set Q 1 ⊂ P 1 , with the property that the set
is infinite. There exists a nonempty finite set Q 2 ⊂ P 2 \ Q 1 , such that the set B 2 = k∈Q2 (A 2 ∩ ∆ k ) belongs to I. At the j-th step, we consider P j ⊂ N with We now prove the converse of Theorem 4.14 under the hypothesis that the ideal involved satisfies (13).
Theorem 4.16. Let I be as in (13) , H 0 ∈ Σ, and µ, µ n :
Proof. First of all, note that (Iα)-convergence of (µ n ) n to µ at H 0 implies that I − lim n µ n (H 0 ) = µ(H 0 ): indeed, in the definition of (Iα)-convergence, it is enough to consider the sequence (H n ) n , defined by setting H n := H 0 for each n ∈ N. Now we prove that (µ n ) n is I-exhaustive at H 0 . For each k ∈ N, set
If (µ n ) n is not I-exhaustive at H 0 , then there is ε > 0 such that to every k ∈ N and A ∈ I there correspond an element H ∈ V k and an integer n ∈ N \ A with |µ n (H) − µ n (H 0 )| ≥ ε. Let us consider A = ∅: so there are n
We now proceed by transfinite induction. 
In this case, set A As L := {n ∈ N : |µ n (H n ) − µ n (H 0 )| ≥ ε} ⊃ ∞ k=1 B k , then L does not belong to I, and so {n ∈ N : |µ n (H n ) − µ(H 0 )| ≥ ε/2} does not belong to I, getting to a contradiction with (Iα)-convergence to µ at H 0 . Thus the theorem is completely proved.
In Lemma 4.6 we dealt with some convergence results, related with weak Cauchy conditions. In this setting, as an application of ideal exhaustiveness, we will give a result involving integral-type operators, which extends [1, Lemma 2.3] to the ideal setting with respect to any admissible ideal. Proposition 4.17. Let (G, Σ, λ) be a measure space, assume that λ is regular and (G, d) is a complete metric space. Let (µ l ) l be a uniformly I-exhaustive sequence of countably additive λ-continuous measures. Suppose that there exist a set C 0 ∈ I and a positive constant M with µ l (G) ≤ M for all l ∈ N \ C 0 , and that the sequence (µ l (A)) l is weakly I-Cauchy for all A ∈ Σ. Let g ∈ L ∞ (λ) and assume that (s n ) n is a sequence of simple functions, I-exhaustive on G and I-convergent pointwise to g on G.
Then the sequence Proof. Fix arbitrarily ε > 0. As the sequence (µ l ) l is uniformly I-exhaustive, there are a δ > 0 and a set C ∈ I such that, if λ(A) < δ and l ∈ N \ C, then µ l (A) < ε. Without loss of generality we can suppose that C ⊃ C 0 .
By regularity of λ, there is a set A ∈ Σ such that G \ A is compact and λ(A) < δ. By Proposition 3.10, the sequence (s n ) n I-converges uniformly to g on G \ A, and so there exists a set C ∈ I with |s n (t) − g(t)| ≤ ε whenever t ∈ G \ A and n ∈ C. Let n 0 = min(N \ C). Since (µ l (A)) l is weakly I-Cauchy for all A ∈ Σ, there is C * ∈ I, without loss of generality C * ⊃ C, such that for all i, j ∈ N \ C * we get From this the assertion follows.
Remark 4.18. Observe that the thesis of Proposition 4.17 can be interpreted as a weak I-Cauchy-type condition in the space L ∞ (λ): indeed we know from the classical literature that, by virtue of the Riesz representation theorem, the dual of L ∞ (λ) is isomorphic to the space of all countable additive λ-continuous measures, and the integral is a functional which realizes such an isomorphism (see [1, 24, 25, 23, 35, 36] ). The topics and the tools about Proposition 4.17 are related also with some properties of precompactness of sets of measures and uniform integrability (see also [1, 24, 25, 23, 35, 36] ).
Open Problem: Find analogues of Theorem 4.16 for other classes of ideals or more generally for any admissible ideal I.
