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En este primer capítulo se explica el marco en el que se desarrolla el trabajo y la 
motivación del mismo. Asimismo se detallan los objetivos que se pretenden alcanzar y 
las posibles aplicaciones de los logros alcanzados. 
 




1.1. Contexto del proyecto 
1.1.1. Los conceptos de Smart Room y Visión Activa 
Este proyecto se desarrolla en torno a la Smart Room (o sala inteligente) emplazada 
en el departamento de Teoría de Señal y Comunicaciones (TSC) del Campus Nord de 
la UPC. Se entiende por sala inteligente un emplazamiento físico dotado de múltiples 
sensores, actuadores y tecnologías de reconocimiento gracias a las cuales se puede 
detectar y entender qué actividades tienen lugar en ella. 
Gracias a este conocimiento que la Smart Room tiene de su entorno, se la puede 
configurar de manera que preste unos servicios afines a él. Por ejemplo, si situamos la 
sala inteligente en un ámbito doméstico, podríamos hacer que al llegar a casa 
reconozca al usuario que interactúa con ella y diga si queremos que lea el correo 
electrónico de esta persona. En cambio, si la sala la ubicamos en un contexto escolar, 
podríamos configurarla para que cuando detecte que un alumno tiene una duda (por 
ejemplo si ha levantado la mano) la sala sea capaz de avisar al profesor o de 
responder. 
En el entorno de la universidad, la Smart Room tiene tres objetivos enmarcados en el 
ámbito de la investigación:  
1. Captura de datos reales para desarrollo y test de algoritmos de análisis 
offline. 
2. Desarrollo de algoritmos de análisis multicámara y multimicrófono en tiempo 
real1, para el reconocimiento y seguimiento de personas, objetos, eventos 
acústicos, etc. 
3. Integración de algoritmos de análisis en tiempo real en un entorno de 
demostración de las tecnologías para presentar los posibles servicios y 
usos de una Smart Room.  
Este trabajo se sitúa aquí, en la Smart Room como plataforma de investigación y 
desarrollo de nuevas tecnologias. En este proyecto se pretende realizar un sistema de 
control de cámaras activas pan-tilt-zoom (PTZ), automático y manual, en tiempo real y 
                                               
1
 Un entorno de trabajo en tiempo real es muy exigente: los algoritmos deben reaccionar con 
baja latencia y a medida que le van llegando los datos (no tienen una visión global de lo que 
está sucediendo). De ahí que algunos algoritmos desarrollados en un entorno de no tiempo real 
puedan no funcionar en un entorno que trabaje en tiempo real. 




en el entorno de una sala inteligente. El sistema que aquí se desarrolla es un sistema 
de visión activa, llamado así por la capacidad de interacción que presenta con su 
entorno mediante la alteración de su punto de vista (en vez de observarlo 
pasivamente). 
En términos generales los sistemas de visión activa se componen de tres partes bien 
diferenciadas. En la primera se realiza la adquisición de datos tomando muestras del 
mundo real. Seguidamente tenemos el sistema de procesado de la señal donde se 
tratan los datos anteriores para extraer de ellos la información que se precise. Y 
finalmente tenemos el sistema de actuación que se encarga de la toma de decisiones 
y de controlar los actuadores en base a la información anterior. 
Este último bloque puede modificar y/o alterar los datos aparentes adquiridos del 
mundo real que se tenía antes de actuar y, por lo tanto, la adquisición de datos variaría 
confeccionando un sistema retroalimentado. En nuestro caso, tenemos las cámaras  
PTZ con las que estudiamos un entorno (mundo real), realizamos un procesado de los 
datos adquiridos y, con ellos, decidimos que debemos mover las cámaras. Al realizar 
esta última acción las cámaras observarán que el entorno percibido ha sido modificado 
y, por lo tanto, los datos adquiridos ahora serán, en general, distintos de los primeros. 
1.1.2. Procesado multivista 
De las líneas de investigación desarrolladas en torno a la Smart Room, en este 
proyecto hay que prestar una mayor atención a aquella que se encarga del procesado 
multivista. El procesado multivista es aquel tratamiento que se realiza conjuntamente 
sobre imágenes adquiridas de múltiples cámaras para generar información en 3D de 
ellas.  
Para poder cumplir con su cometido se necesita que las imágenes de entrada 
(capturadas desde diferentes cámaras o vistas) se acompañen de la siguiente 
información: 
- Óptico-espacial: Referencia de la posición y orientación de las imágenes 
respecto a un origen de coordenadas, y de la distorsión óptica de las mismas. 
Figura 1.- Diagrama de bloques de las partes de un sistema. 




Esta información generalmente se obtiene mediante la calibración de las 
cámaras. 
- Temporal: El instante de tiempo en que han sido tomadas las imágenes. 
Generalmente se resuelve mediante una marca temporal o timestamp.  
 
1.1.3. Introducción a las cámaras PTZ 
Las cámaras que se pretenden controlar en este proyecto son conocidas como 
cámaras activas PTZ. Su principal característica es que presentan tres grados de 
libertad: son móviles en giro (Pan) e inclinación (Tilt) y, además, existe la posibilidad 




Imagen 1 + Calibración cámara 1 + timestamp1
Imagen 2 + Calibración cámara 2 + timestamp2
Imagen 3 + Calibración cámara 3 + timestamp3









Figura 2.- Esquema del procesado multivista. 




Estas cámaras suelen estar presentes en cualquier ámbito relacionado con la vídeo 
vigilancia en estos dos modos de funcionamiento: 
1. Movimiento mediante periféricos: la cámara permanece normalmente 
parada y con el uso de un joystick o unos cursores se cambia su estado en 
reposo para apuntar al lugar deseado. El movimiento de la cámara suele 
ser puntual y precisa de personal encargado de controlar la zona a vigilar, 
del movimiento de la cámara y del análisis de la situación. 
2. Movimiento predefinido: se establece una secuencia de posiciones PTZ 
determinadas y la cámara va a ellas durante un tiempo indefinido o hasta 
que se pase a un control manual como el descrito anteriormente. En esta 
ocasión el movimiento es continuo pero el personal de seguridad sólo debe 
preocuparse del análisis de la situación. 
En ambos modos se puede configurar la cámara para que detecte el movimiento 
dentro de un área de monitorización. Entonces, si se detecta cualquier anomalía se 
envía una señal de alarma de manera automática. En este proyecto se desarrollará un 
software de control de las cámaras PTZ, que a su vez se puede controlar de las 
siguientes dos maneras: 
1. Manualmente: se desarrollará una plataforma en forma de interfaz gráfica 
mediante la que podremos controlar las cámaras manualmente pero sin 
periféricos específicos, sólo con el ratón del ordenador. 
2. Automáticamente: apoyándonos en un software existente en la Smart Room 
las cámaras se moverán automáticamente allí donde haya actividad. 
Nótese que este modo no es exactamente el de la función de alarma 
descrita antes porque las cámaras en sí mismas no son las que detectan el 
movimiento. 
 
 Movimiento de Tilt 
 Movimiento de Pan 
Figura 3.- Cámara PTZ y sus movimientos de Pan y Tilt. 




1.2. Motivación y objetivos del proyecto 
El objetivo final de este proyecto es el de realizar un sistema de control de múltiples 
cámaras activas PTZ en tiempo real. Es importante remarcar que este proyecto se 
desarrolla en el entorno determinado de la Smart Room y que los resultados deben 
integrarse en ella. En concreto, este sistema debe funcionar conjuntamente con los  
sistemas de demostración de tecnologías y de grabación de datos ya existentes y que 
se explicarán en el siguiente capítulo. A continuación se detallan los objetivos 
parciales que permitirán alcanzar el objetivo final: 
1. Estudiar y analizar el control automático de una cámara PTZ. 
Con este primer objetivo se estudiarán las especificaciones de la cámara para conocer 
sus limitaciones en el control automático. Además, este sistema de control de la 
cámara PTZ se diseñará para permitir un procesado multivista con las imágenes que 
se obtengan de esta cámara. En concreto se tratará la información temporal de las 
imágenes. 
2. Realizar un sistema de control multicámara en tiempo real con cámaras 
activas PTZ. 
Con la finalidad de mejorar la etapa de adquisición de datos de la sala, se ampliará el 
sistema de control automático anterior para que funcione con múltiples cámaras PTZ. 
Para ello, se indicará una posición XYZ genérica a la que deben apuntar y cada 
cámara deberá realizar una conversión de esta posición a sus coordenadas PTZ 
específicas. Con esta solución aportaremos al procesado multivista las imágenes de 
un mismo punto adquiridas desde diferentes posiciones. Además, se deberán instalar 
varias cámaras en la Smart Room.  
3. Integrar el sistema de control multicámara en el entorno de demostración 
de las tecnologías de la Smart Room. 
Cómo veremos más adelante, la Smart Room del departamento TSC dispone de un 
sistema de demostración en el que, entre otros logros, consigue seguir a las personas 
y decirnos su posición XYZ dentro de la sala. Nuestro objetivo es realizar una 
comunicación entre este sistema de seguimiento y el sistema de control de las 
múltiples cámaras PTZ, de manera que éstas sigan a las personas y aporten un 
sistema de adquisición diferente del existente en la Smart Room con cámaras fijas. 




El cumplimiento de este objetivo ofrecerá valor añadido dentro del entorno de 
demostración, permitiendo conectar nuevos sistemas (como por ejemplo el sistema de 
detección de caras) que precisan imágenes con mayor detalle. 
4. Integrar el sistema de control multicámara en el sistema de grabación de la 
Smart Room. 
Uno de los objetivos de la Smart Room es el de poder generar una base de datos con 
datos reales. Para ello Albert Gil en su proyecto final de carrera [1] desarrolló un 
sistema de grabación según el entorno hardware que la Smart Room ofrecía entonces. 
Ahora, al instalar cuatro cámaras PTZ, este sistema de grabación se tiene que ajustar 
para que, aparte de grabar las imágenes de las cámaras, sea posible mover las 
cámaras activas PTZ de una manera sencilla e intuitiva para el usuario mientras se 
graba una escena. 
1.3. Aplicaciones del proyecto 
Las cámaras fijas instaladas en la Smart Room se tuvieron que dotar de lentes de gran 
ángulo de visión para poder cubrir prácticamente todos los rincones de la sala. Sin 
embargo, las imágenes que se obtienen están distorsionadas y se pierden detalles. 
Por lo contrario, con las cámaras activas se plantea otra estrategia: si queremos cubrir 
toda la escena podemos ayudarnos de su movilidad y no hace falta que presenten un 
ángulo de visión muy elevado. Este planteamiento permite que las imágenes 
adquiridas por las cámaras PTZ presenten mayor detalle. 
Antes de realizar este proyecto, se había dispuesto una cámara apuntando a la puerta 
de la Smart Room con la que se efectuaba un reconocimiento facial de las personas. 
Éste se hacía sólo en el momento en el que las personas entraban en la sala, sin 
importar el tiempo que éstas anduviesen dentro de la misma y, por lo tanto, el 
reconocimiento se realizaba en un instante temporal único. Una vez finalizado el 
proyecto, con el control absoluto de esta movilidad, se podrán adquirir imágenes con 
mayor detalle de la persona mientras permanece dentro de la sala y, por lo tanto, 
aumentará la robustez de su reconocimiento. 
En resumen, el sistema que se diseña pretende aportar un valor añadido al sistema de 
adquisición ya existente en la sala, proporcionando más imágenes y más detalle de lo 
que está sucediendo dentro de ella para que las tecnologías existentes obtengan 
resultados más fiables (reconocimiento facial de personas de manera continua, 
reconocimiento de gestos, reconocimiento de objetos, etc.). Además, debido a la 




naturaleza móvil de estas nuevas imágenes, pueden aparecer nuevos retos para las 
tecnologías de procesado de la Smart Room y estimular su desarrollo.  
1.4. Estructura del proyecto  
Este proyecto se ha estructurado en los siguientes capítulos: 
· Capítulo 1: Introducción 
En este primer capítulo se ha explicado el marco en el que se desarrolla el 
trabajo y la motivación del mismo. Asimismo se detallan los objetivos que 
se pretenden alcanzar y las posibles aplicaciones de los logros alcanzados. 
· Capítulo 2: Entorno de desarrollo 
Explica las herramientas disponibles de antemano para el desarrollo de 
este proyecto. Destacar que no sólo se ha hecho uso de estas 
herramientas sino que, además, se han modificado y ampliado para poder 
integrar el sistema de control automático de las cámaras PTZ en ellas.  
· Capítulo 3: Estudio del control de una cámara 
En este capítulo se expone la base del control de una cámara activa PTZ. 
Además, se explican varias pruebas que se han realizado sobre la librería 
que permite el control de la cámara para analizar cómo se comporta. 
· Capítulo 4: Sistema de control automático multicámara 
El cuarto capítulo analiza las diferentes maneras que tenemos de realizar el 
control de múltiples cámaras. Asimismo, se detalla la solución final 
implementada que permite que todas las cámaras apunten a una misma 
posición. 
· Capítulo 5: Integración del sistema de control multicámara en la Smart Room 
Se explica cómo se incorpora el sistema de control automático de múltiples 
cámaras PTZ  en la Smart Room tanto en el entorno de demostración y 
servicios en tiempo real como en el sistema de grabación. 
· Capítulo 6: Resultados, conclusiones y líneas de trabajo futuras 
En el último capítulo se presentan los resultados obtenidos a lo largo del 
proyecto. Asimismo, se revisan los objetivos planteados inicialmente para 
determinar su cumplimiento y sus aportaciones. Finalmente se presentan 




Entorno de desarrollo 
En este capítulo se explican las herramientas disponibles de antemano para el 
desarrollo del proyecto. El detalle que se da de este entorno queda justificado por la 
necesidad de comprender el funcionamiento de los sistemas implantados en la Smart 
Room donde hay que integrar los resultados de este proyecto.  
 





En este capítulo se explican de una manera más o menos extensa las diferentes 
herramientas disponibles para desarrollar el proyecto. Su extensión aquí queda 
justificada debido a los objetivos de este proyecto, en concreto, el de integrar el 
sistema de control automático multicámara tanto con el sistema de demostraciones de 
tecnologías de la Smart Room como con el sistema de grabación de la misma. 
De esta manera a lo largo de este proyecto no sólo se hará uso de estas herramientas, 
sino que se añaden funcionalidades y se modifican convirtiéndolas, así, en el punto de 
partida del proyecto. Además, el entorno de software i hardware de la Smart Room no 
es simple y para explicar el trabajo hecho durante la elaboración de este proyecto es 
necesario describirlo detalladamente. 
2.2. La Smart Room de la UPC 
La sala inteligente de la UPC fue construida en 2004 para el proyecto CHIL 
(Computers in the Human Interaction Loop) en el que la UPC ha colaborado con 
instituciones de otros 15 países europeos y Estados Unidos. Uno de los objetivos de 
CHIL consistió en crear una sala que, usando tecnologías de reconocimiento, 
ofreciese unos servicios a los usuarios de un sistema computacional mediante una 
interfaz de una forma más humana. En otras palabras: que la interacción persona-
máquina se convirtiese, en la mayor medida posible, en una interacción persona-
persona dejando así la máquina en un segundo plano. 
Figura 4.- En la izquierda podemos observar el paradigma actual de los trabajos en grupo 
(todos alrededor del ordenador). En la derecha se aprecian unos estudiantes trabajando 
en grupo de una manera más natural, dejando al ordenador en un segundo plano. 





Siguiendo el concepto de una sala de reuniones, esta Smart Room fue construida en 
un espacio adyacente al laboratorio de televisión de la universidad (D5-006, Campus 
Nord) y presenta las siguientes características de hardware: 
- Pared movible que permite la unión entre la Smart Room y el laboratorio de 
televisión. 
- 7 cámaras fijas: una en cada esquina, dos en los laterales y una cenital.  
- 4 cámaras móviles PTZ. 
- 1 array de 64 micrófonos. 
- 6 clústers de 4 micrófonos. 
- 4 micrófonos de sobremesa con sendos micrófonos de solapa (close-talking). 
 
Figura 5.- Esquema de la Smart Room de la UPC
2
. 
Además, la sala inteligente dispone del soporte informático y electrónico capaz de 
gestionar el hardware descrito con anterioridad y el flujo de información que se obtiene 
de él. Concretamente se dispone de varios PCs que procesan la información de video 
(etiquetados como host Vx) y la de audio (etiquetados como host Sx). Estos PCs no 
tienen que ser muy potentes, de manera que, cuando las tecnologías desarrolladas en 
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 Las 4 cámaras PTZ que aparecen en el esquema se han instalado a lo largo de este proyecto 
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la Smart Room hayan evolucionado lo suficiente para salir al mercado, las 
prestaciones de hardware no sean un impedimento.  
Así, por el momento, cada máquina de vídeo está dotada de una tarjeta de captura 
(Osprey3) con la que podemos obtener las imágenes de una cámara. Actualmente se 
está trabajando para renovar algún equipo de manera que se puedan instalar dos 
tarjetas de captura en un PC y, así, se puedan conectar dos cámaras. Los equipos de 
captura están dispuestos en un rack situado en el laboratorio contiguo a la sala. 
2.3. Las cámaras activas PTZ: SONY EVI-D70P 
2.3.1. Especificaciones 
Las cámaras escogidas para la realización del proyecto y que han sido instaladas en la 
Smart Room se corresponden al modelo EVI-D70P de Sony. Su elección se debe a su 
precio ajustado en comparación con otras cámaras y a que, además, son las mismas 
que otros colaboradores del proyecto CHIL utilizaban. 
 De las especificaciones que nos facilita el fabricante podemos destacar las siguientes: 
 Movimiento de la cámara: 
o Pan: de -170 grados a +170 grados 
o Tilt: de -30 grados a 90 grados 
o Zoom óptico de 18x con la posibilidad de combinarlo con un zoom 
digital de 12x 
 Velocidad de la cámara elevada: 
o Pan: máxima velocidad horizontal de 100 grados por segundo 
o Tilt: máxima velocidad vertical de 90 grados por segundo 
 Control de la cámara a través del ordenador mediante el uso de comandos 
ViSCA. Esta característica permite, además, un control remoto de la cámara 
desde grandes distancias. 
 Posibilidad de voltear la imagen de la cámara, lo que permite su montaje en el 
techo. 
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 Las tarjetas de vídeo Osprey representan el estándar de mercado para los proveedores de 
contenidos audiovisuales por Internet o Intranet. Su función es la de realizar un algoritmo de 
codificación y descodificación (códec) de la información audiovisual en tiempo real. Todas las 
tarjetas de captura Osprey realizan su función mediante hardware que es mucho más eficaz y 
no impacta sobre la CPU del ordenador. 





 El sensor HAD CCD de la cámara proporciona 768x576 píxeles de los cuales 
son efectivos, aproximadamente, 440000. Con esto se permite la captura de 
imágenes de la definición estándar en formato entrelazado.  
Sobre los comandos ViSCA (Video System Control Architecture) comentar que es un 
protocolo de control del equipo diseñado por Sony para permitir el control sincronizado 
de hasta siete dispositivos de una misma red. Se puede utilizar este protocolo en 
cualquier equipo con un puerto serie. 
2.3.2. La librería EVILib 
Existe la posibilidad de controlar la cámara mediante el uso de los comandos ViSCA, 
lo que supone un control a muy bajo nivel de programación. Sin embargo, el 
desarrollador de software Mickael Pic del National Institute of Advanced Industrial 
Science and Technology (AIST) de Japón, implementó en 2004 la librería open source 
EVILib que funciona en un entorno Linux [2].  
EVILib incluye las características y las funciones básicas comunes para toda la gama 
de cámaras EVI-D. Asimismo incorpora diferentes instrucciones específicas de cada 
modelo de cámara. El conjunto de estas funciones implementadas en C nos permite 
una comunicación con la cámara sencilla vía la interfaz serie RS-232. 
La decisión de aprovechar esta librería fue tomada con anterioridad a este proyecto, 
concretamente se decidió en el trabajo “Calibración Automática de una cámara pan-tilt-
zoom” de Natalia Gutiérrez [3]. En él se modificó parte del código de EVILib para 
conseguir un control total de la cámara y un uso más sencillo de éste. Además se 
Figura 6.- Esquema de la comunicación entre el usuario y la cámara a 
través de la librería EVILib. 




desarrolló un CLI4 (Command Line Interface) con el objetivo de relacionar las órdenes 
del usuario con las instrucciones dirigidas a la cámara. Así, en este proyecto, el control 
de la cámara PTZ parte de esta modificación de la librería EVILib efectuada por 
Natalia Gutiérrez. 
2.4. ImagePlus 
ImagePlus es la nueva librería desarrollada por el Grupo de Procesado de Imagen y 
Video del TSC para el tratamiento y el procesado de imágenes. Este proyecto se inició 
hace cerca de tres años y actualmente es la plataforma de desarrollo e investigación 
principal del grupo. Además se está realizando una documentación muy precisa sobre 
la API5 (Application Programming Interface) de donde se pueden extraer las siguientes 
características principales de ImagePlus: 
- Desarrollado íntegramente en C++ 
- Es multiplataforma: Linux / Windows (MinGW) / MacOSX (darwin) 
- Compatible con procesadores de 64 bits 
- Estructura modular para facilitar el desarrollo de la librería 
- Sistema de compilación configurable basado en SCons  
- Protocolos de documentación de la librería 
- Abierta a librerías externas como Boost C++ 
- Programación genérica gracias al uso de Templates para los tipos básicos de 
datos y las clases genéricas para el procesado 
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 CLI: Command Line Interface. Es un programa informático que actúa como interfaz de usuario 
para comunicar al usuario con el sistema operativo mediante una ventana que espera órdenes 
escritas, los interpreta y los entrega al sistema operativo para su ejecución. La respuesta del 
sistema operativo se muestra al usuario en la misma ventana. Se interactúa con la información 
de la manera más sencilla posible, sin gráficas, sólo el texto crudo. 
5
 API: Application Programming Interface. Es el conjunto de funciones y métodos que ofrece 
una librería para ser utilizado por otro software como una capa de abstracción. Uno de los 
principales propósitos de una API consiste en proporcionar un conjunto de funciones de uso 
general, de esta forma, los programadores se benefician de las ventajas de la API haciendo 
uso de su funcionalidad, evitándose el trabajo de programar todo desde el principio. 





2.5. Tecnología Smart Flow 
El control de una Smart Room implica el reto de la gestión y el tratamiento de flujos 
audiovisuales en tiempo real. Una de las posibles soluciones consiste en usar 
servidores de alta capacidad computacional. Sin embargo existen varias razones que 
hacen de esta una solución inviable como por ejemplo su precio elevado y la 
imposibilidad de realizar la adquisición de datos a través de sensores.  
Por otro lado, existe la solución alternativa de dividir la carga de la captura, la gestión y 
el tratamiento de datos en diferentes equipos informáticos que puedan encargarse de 
su procesado en tiempo real. Con este objetivo el National Institute of Standards and 
Technology (NIST) de Estados Unidos de América desarrolló Smart Flow [4]. Esta 
tecnología define una arquitectura de transporte flujos de datos audiovisuales con una 
baja latencia. Asimismo, permite la ejecución distribuida de diferentes aplicaciones en 
distintos computadores dentro de una Red de Área Local (LAN) de manera que se 
pueden intercambiar gran cantidad de datos estructurados entre ellos, implementando 
las diferentes etapas de un sistema de procesado de vídeo multicámara distribuido.  
En la arquitectura que define Smart Flow, estas aplicaciones o algoritmos se conocen 
con el nombre de clients (o clientes), los computadores que forman la red son los 
servers (o servidores) y las estructuras de datos que se intercambian entre ellos flows 
(o flujos). La configuración de los diferentes elementos (servidores, clientes y flows) se 
hace mediante lo que se denominan mapas de Smart Flow. 
Smart Flow permite la gestión de esta arquitectura mediante la siguiente interfaz 
gráfica: 
1. Ventana principal: 
La ventana principal permite el dialogo 
entre el usuario y el programa para 
cargar los ficheros de configuración de 
los clientes, de los servidores y del 
mapa. Asimismo también permite 




Figura 7.- Ventana principal de Smart Flow. 




2. Ventana de configuración: 
Aquí el usuario puede añadir, editar y eliminar tanto los clientes de su mapa, como los 
servidores donde se ejecutarán cada uno de ellos. 
3. Ventana del mapa de aplicación (mapa de Smart Flow): 
En este mapa aparecen los clients representados mediante unos cuadros que pueden 
ser amarillos si están habilitados pero no arrancados, o azules si se están ejecutando. 
En la parte inferior de cada cliente aparece la siguiente información: 
- nombre del cliente 
- grupo de clientes al que pertenece (campo no usado, siempre default) 
- máquina o host donde se ejecutará 
Asimismo, en la figura 9 puede apreciarse cómo se conectan los clientes entre sí 
mediante unas líneas (los flows) que pueden aparecer de color azul oscuro si no se 
está ejecutando el cliente que lo precede (no hay flujo) o azul claro en el caso 
contrario. 
Figura 8.- Ventana de configuración. A la izquierda la pestaña de los clientes añadidos. A 
la derecha los servidores donde ejecutaremos los clientes. 
Figura 9.- A la izquierda un mapa de Smart Flow con un cliente arrancado en el servidor v2. 
A la derecha la ventana de configuración de un cliente. 





4. Ventana de logs: 
Para facilitar la monitorización de la ejecución de los clients, Smart Flow nos permite 
visualizar la salida estándar de cada cliente a través de esta ventana. 
 
Figura 10.- Ventana de la salida estándar de Smart Flow. 
5. (opcional) Ventana de visualización de video: 
En el caso que en nuestro mapa tengamos configurado algún flow que transmita video 
(ya sea proveniente de la capturadora de una cámara o leyendo de disco), Smart Flow 
nos da la posibilidad de visualizar estas imágenes haciendo doble clic en la misma 
línea que representa el flow. 
 
Figura 11.- Flow de vídeo ejecutándose en tiempo real. 
2.6. Sistema de mensajería KSC 
En el marco del proyecto europeo CHIL surgió la necesidad de confeccionar un 
sistema de mensajería asíncrona para que diferentes módulos se pudieran comunicar. 
Por ello Keni Bernardin, investigador de la Universidad de Karlsruhe, propuso un 




sistema de comunicaciones por sockets sencillo, rápido de programar y funcional. 
Debido a ello el sistema KSC (Keni Socket Communication) no tardó en implantarse 
dentro del proyecto CHIL y, en concreto, dentro de la Smart Room. De esta manera el 
software evolucionó en un par de versiones y se amplió su desarrollo en diferentes 
lenguajes de programación (Java, C++, Python). 
En resumen, el sistema KSC es una utilidad desarrollada puntualmente para el 
proyecto de investigación que confecciona un mecanismo de paso de mensajes donde 
existe un servidor y varios clientes. El servidor es único y su finalidad es la de controlar 
el registro de los clientes, averiguar a qué mensajes se suscriben los clientes y 
reenviar la información de dichos mensajes únicamente a los clientes suscritos. Los 
clientes, sin embargo, se dividen en dos grupos: los escritores de mensajes y los 
lectores. De los del primer tipo sólo puede existir uno para un determinado tipo de 
mensaje, mientras que de lectores pueden haber tantos como se requieran. 
Los clientes escritores cuando generan el mensaje a enviar no conocen qué clientes 
son los que quieren recibirlo y, por lo tanto, lo envían al servidor cuya función es la de 
esperar peticiones de suscripción y establecer la comunicación entre el escritor-lector 
mediante el reenvío de mensajes.  
 




















































Si el lector quiere profundizar más en el funcionamiento del sistema KSC en el anexo 
A están detallas mis experiencias con el servidor de KSC y con los clientes lectores y 
escritores. 
2.7. Sistema de demostraciones de tecnologías actual de la Smart Room 
Uno de los objetivos de la Smart Room es el de generar un entorno adecuado para 
poder mostrar el funcionamiento de las tecnologías desarrolladas durante las 
investigaciones. En la UPC este entorno de demostración trabaja tanto con 
tecnologías de vídeo como de audio en el exigente ambiente del tiempo real. Sin 
embargo, a efectos de este proyecto, la integración del sistema de control automático 
multicámara debe hacerse a nivel de vídeo, por lo que centraré la explicación del 
sistema de demostraciones en esta vertiente. 
El sistema de adquisición que actualmente existe en la Smart Room utiliza cinco 
cámaras fijas de las siete disponibles en la sala (las cuatro de las esquinas más la 
cenital). Sobre las imágenes que se capturan de estas cámaras se realiza un 
procesado multivista de señal en tiempo real con el que se hace un seguimiento de las 
personas que se encuentran en la sala. De este procesado, además, se puede extraer 
la posición XYZ del objeto que se sigue, su velocidad, el tipo de objeto detectado 
(persona u objeto), identificación, la orientación del objeto y cada una de estas 
detecciones con su nivel de confianza pertinente. Finalmente estos datos se utilizan 
como entrada del sistema de actuación, como por ejemplo la reconstrucción en 3D de 
los/las objetos/personas detectados/as. 
Ahora, con este proyecto se incorpora un sistema de actuación paralelo al anterior: el 
movimiento automático de las cámaras activas PTZ que aporta un valor añadido al 
sistema de adquisición previo.  
El buen funcionamiento del sistema de cámaras móviles PTZ pasa por conocer la 
posición XYZ que se extrae del procesado de las imágenes adquiridas de las cámaras 
fijas. Para facilitar el acceso a esta información, este bloque de procesado envía un 
mensaje a través del sistema KSC al sistema de actuación cuyo contenido se 
corresponde a una estructura de datos con toda la información que se ha numerado 
anteriormente. Este mensaje se recibe en un módulo llamado Lógica central o Central 
Logic. En éste se analizan los mensajes, se toman algunas decisiones y se generan 
nuevos mensajes más específicos para cada uno de los actuadores. 




Si el lector quiere profundizar más sobre el funcionamiento del sistema de adquisición 
de datos mediante las cámaras fijas de la Smart Room así como del procesado que 
realiza, puede encontrar más información en el anexo B. 
2.8. Sistema de grabación actual 
2.8.1. Descripción y origen 
Otro objetivo de la Smart Room, quizás el más importante, es el de poder capturar 
secuencias de vídeo con datos reales. Para ello Albert Gil, durante la elaboración de 
su proyecto final de carrera titulado “Sistema de gestió de vídeo off-line per a una 
Smart Room” [1], desarrolló el sistema que se utiliza actualmente para grabar estos 
datos en el entorno de la Smart Room. A continuación se hace un breve resumen del 
funcionamiento de esta herramienta, pues va a ser ampliada para soportar 
grabaciones con cámaras activas PTZ. 
El sistema de grabación no se basa en una única y compleja aplicación, sino que se 
diseñó en varias aplicaciones más pequeñas cada una de las cuales implementan 
diferentes funcionalidades. De manera abstracta podemos decir que la herramienta de 
grabación consta de los siguientes subsistemas: 
Figura 13.- Incorporación del sistema de control de cámaras móviles al sistema de 
adquisición de datos actual de la Smart Room.  






Figura 14.- Stack funcional de software del sistema de grabación 
De todos ellos haremos especial énfasis en: 
- Sistema de grabación: 
· Capture client: es el cliente encargado de capturar las imágenes de las 
cámaras y asignar una marca temporal (o timestamp) a cada una de 
ellas. Recibe como parámetro un fichero de configuración (configFile) y 
los ficheros de calibración de las cámaras (calibrationFile). 
· Write video client: guarda (escribe) las imágenes en el disco duro y 
genera toda la estructura de directorios de grabación en el caso en que 
no exista. Recibe como parámetro el fichero configFile y el nombre de la 
cámara que realiza la grabación (camName). 
- Sistema de sincronismo: 
· Post process recording client: este cliente post procesa las imágenes 
guardadas con la finalidad de alinearlas temporalmente y asegurar el 
sincronismo. Así, el output del sistema general es una grabación 
sincronizada con timestamps e imágenes relacionadas. También recibe 
como parámetro el fichero configFile. 
- Ficheros de configuración: 
· Aunque en la mayoría de los clientes sólo hacen falta unos pocos 
parámetros, se ha seguido la estrategia de utilizar un único fichero para 
facilitar la configuración desde Smart Flow. De esta manera, además, 
en caso de necesitar modificar la configuración de los clientes 
únicamente se deberá acceder a este fichero y retocar lo que nos 
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Finalmente está el sistema de gestión de ficheros que genera la librería RecordingLib 
escrita en C++. Esta librería nos permite la gestión de clientes de Smart Flow y la 
configuración automática del fichero de configuración (o mapa de Smart Flow) y de los 
ficheros de aplicación (que contienen los servidores y los clientes que se utilizan). 
Estos dos ficheros, aunque presentan la extensión .rc se corresponden a descriptores 
en formato XML6 y el estudio de sus campos y propiedades se han incorporado en los 
métodos de la RecordingLib para poderlos generar. 
2.8.2. La RecordingGUI 
La RecordingGUI es la interfaz gráfica específica del sistema de grabación y su 
objetivo es automatizar y simplificar al máximo la realización de todas las tareas 
correspondientes a éste. Sus principales funcionalidades son: 
- Automatizar el sistema de calibración de las cámaras. 
- Realizar y almacenar grabaciones multicámara sincronizadas. 
- Añadir los metadatos de las grabaciones en la base de datos. 
- Comprobar el sincronismo de la red de la Smart Room. 
- Comprobar el estado de las calibraciones de las cámaras. 
- Crear ficheros de configuración de Smart Flow. 
- Controlar la ejecución de clientes de Smart Flow. 
La RecordingGUI fue desarrollada utilizando Qt7 y está organizada en las siguientes 
tres pestañas: 
1. Main (figura 15): Pestaña principal que permite controlar la ejecución de los 
clientes y se visualizan los resultados de cada uno de ellos. 
 
                                               
6
 XML: Extensible Markup Language. es un metalenguaje extensible de etiquetas desarrollado 
por el World Wide Web Consortium (W3C). No es realmente un lenguaje en particular, sino una 
manera de definir lenguajes para diferentes necesidades. Tiene un papel muy importante en la 
actualidad ya que permite la compatibilidad entre sistemas para compartir la información de 
una manera segura, fiable y fácil. 
7
 Qt es una biblioteca multiplataforma para desarrollar Interfaces Gráficas de Usuario (GUI de 
sus siglas en inglés) y también para el desarrollo de programas sin interfaz gráfica como 
herramientas de la consola y servidores. Como ventajas destacadas para este proyecto se 
puede decir que Qt utiliza el lenguaje de programación C++ de forma nativa (facilitando la 
integración del sistema de grabación con Image Plus), funciona en todas las principales 
plataformas y tiene un amplio apoyo y documentación. 






Figura 15.- Captura de la ventana principal de la recordingGUI. Las tres pestañas se 
pueden observar en la parte superior de la interfaz. 
 
Figura 16.- Ventana de configuración del sistema de grabación. 




2. Configuration (figura 16): En esta pestaña se pueden configurar los 
parámetros de las cámaras (nombre, ficheros de calibración, host donde 
está conectada cada cámara, etc.). 
3. Advanced (figura 17): Pestaña de configuración avanzada donde se pueden 
elegir, entre otras cosas, qué clientes se quieren usar para la grabación.  
Una descripción más detallada del funcionamiento y las características de la 
RecordingGUI y del sistema de grabación se puede encontrar en el proyecto de Albert 
Gil [1]. 
 







Estudio del control de una cámara 
En este capítulo se expone la base del control de una cámara activa PTZ. Asimismo 
se realizan varias pruebas de la librería EVILib para analizar cómo se comporta la 
cámara. 
 





El objetivo que se pretende alcanzar a lo largo de este capítulo es el de estudiar cómo 
se comportan la cámara PTZ y la librería EVILib que permite su control. Para ello se 
describirán diversas pruebas realizadas para analizar ciertos aspectos de las cámaras 
PTZ. Para cada prueba se recogen los resultados, se analizan para concretar si existe 
algún comportamiento de la cámara que pueda ocasionar alguna dificultad en su 
control y, en caso afirmativo, se busca la  manera de contrarrestar estas dificultades.  
En estas pruebas se hará especial énfasis en los dos comandos que utilizaremos de la 
librería EVILIB, estos son: 
- Comando Pan_TiltDrive: utilizado para mover los motores de Pan y Tilt a la 
posición que se desee. A partir de ahora lo llamaremos comando move. 
- Comando Pan_TiltPosInq: utilizado para conocer la posición actual de los 
motores de Pan y Tilt de la cámara. A partir de ahora nos referiremos a él como 
el comando where.  
A continuación se explicará el diseño del módulo que realiza el control de una cámara. 
Y finalmente se especifican las dificultades que han aparecido durante la confección 
de este módulo. 
Veremos que la solución del control de la cámara pone en evidencia una limitación en 
la precisión temporal de las posiciones PTZ. Para corregirla mínimamente se ha 
decidido crear un módulo que guardará información de los movimientos realizados por 
la cámara para poder estimar las posiciones intermedias necesarias. 
3.2. Simulaciones del control de la cámara y análisis de resultados 
3.2.1. Sensibilidad del movimiento de la cámara 
Esta primera prueba consiste en determinar el menor cambio en la medida del 
movimiento de los valores de Pan y Tilt. Para ello se ha realizado el siguiente 
algoritmo de prueba: 
1. Se mueve la cámara a una posición origen y se guarda la imagen. 
2. Movemos la cámara un cierto incremento de ángulo y guardamos la 
imagen. 




3. Realizamos la correlación entre las dos imágenes capturadas para analizar 
si existe o no diferencia alguna. 
4. Hasta que no encontremos diferencia entre el origen y el movimiento 
relativo de la cámara realizamos el mismo experimento para un incremento 
de ángulo más restrictivo.  
Para hacer más fácil el análisis de las correlaciones en la posición inicial de la cámara 
se ha enfocado, con un zoom muy elevado, una cruz negra, así cualquier variación en 
la imagen será fácilmente perceptible. De esta manera, si por ejemplo movemos la 
cámara un grado en la componente de Pan obtenemos: 
 
Figura 18.- A la izquierda la imagen original y a la izquierda la imagen movida un grado 
en Pan. 
Aunque a simple vista la diferencia entre ambas imágenes es considerable, realizamos 
la correlación para saber en qué punto las dos imágenes son más parecidas. En la 
figura 19 se puede observar como el resultado es el esperado: aparece un máximo a 
la derecha del origen de la función de correlación. De esta manera, cuando giramos y 
desplazamos la imagen hacia la derecha es cuando las dos imágenes de arriba se 
parecen más coincidiendo, así, con el movimiento realizado por la cámara. 
La misma prueba se ha realizado para los incrementos de 0,1 grados y 0,01 grados 
tanto para un movimiento de Pan como de Tilt. En todas las pruebas se obtienen los 
mismos resultados tanto para una componente como para la otra: en el incremento de 
0,1 grados existe una pequeña diferencia entre ambas imágenes, pero el pico del 
origen de la correlación no permite observar un resultado tan claro como el mostrado 
en la figura 19. 





Figura 19.- Correlación entre la imagen original y la imagen de un movimiento relativo de 
un grado en Pan de la cámara. 
Para el siguiente incremento, el de 0,01 grados, visualmente es imposible determinar 
diferencia alguna. Por esta razón se ha decidido preguntar a la cámara su posición 
después de moverla este incremento y ella misma responde que no se ha movido en 
absoluto. De esta manera podemos determinar que la sensibilidad tanto para el 
movimiento en Pan como para el movimiento en Tilt es de 0,1 grados. Para observar 
cómo es la correlación entre las imágenes originales con las imágenes después de 
moverlas se presenta la figura 20. 
 
Figura 20.- Correlación entre las imágenes originales y su movimiento de 0,01 grados en 
Pan (izquierda) y en Tilt (derecha). 




3.2.2. Repetitividad o precisión del movimiento de la cámara 
El objetivo de esta prueba consiste en determinar la fidelidad del movimiento de la 
cámara bajo idénticas condiciones experimentales. De esta manera, si la cámara 
presentase una buena precisión, por más que la movamos de una manera totalmente 
aleatoria, siempre podremos volver al punto de partida sin ningún error en la posición 
anterior. Para ello se ha realizado el siguiente test: 
1. Mover la cámara a una posición inicial y grabar una imagen en esta 
ubicación. 
2. Mover la cámara desde la posición inicial hasta uno de los valores extremos 
de Pan y Tilt (por ejemplo arriba a la derecha) a la velocidad deseada. 
3. Ir de este extremo al otro (siguiendo el ejemplo: abajo a la izquierda). 
4. Volver a la posición inicial. 
5. Capturar la imagen final después de este barrido. 
6. Cambiar la velocidad del motor y volver al punto 2 hasta que se hayan 
probado todas las velocidades. 
7. Comparar las imágenes finales derivadas de los diferentes barridos con la 
imagen tomada al inicio del test. 
Realizando el algoritmo descrito obtenemos las siguientes imágenes: 
Figura 21.- Imagen antes de realizar la prueba (izquierda) y después (derecha). 




Podemos observar que las imágenes a simple vista son idénticas, sin embargo, para 
asegurar esta hipótesis se ha realizado la correlación entre ellas para calcular el 
desplazamiento que asegura la máxima semejanza entre las imágenes.  
Como cabía esperar esta posición se corresponde al punto (0, 0), es decir que el punto 
en el que la imagen original se parece más a la final lo obtenemos con un 
desplazamiento relativo de cero píxeles en cada dirección. Este comportamiento 
aparece para todas las pruebas realizadas a diferentes velocidades y la conclusión 
que se extrae es que la cámara presenta una precisión excelente. 
3.2.3. Movimiento descrito por la cámara 
En este apartado se estudia cómo se mueve la cámara desde que se le envía la orden 
de movimiento hasta que alcanza el objetivo o, lo que es lo mismo, se estudia el 
comportamiento del comando move. Por lo general la cámara deberá trabajar a una 
alta velocidad y los movimientos que realizará serán pequeños incrementos de Pan y 
Tilt, no obstante, se ha querido realizar un estudio más genérico. 
De esta manera se ha estudiado el movimiento descrito por la cámara para 
incrementos pequeños (5 grados), medianos (20 grados) y grandes (40 grados) y 
todos ellos para diferentes velocidades y con varias repeticiones. Para ello se ha 
diseñado la siguiente prueba:  
1. Partimos de una posición inicial de la cámara. 
2. Indicamos a la cámara que se mueva el incremento deseado con respecto 
esta posición inicial. 
Figura 22.- Correlación entre las imágenes anteriores. 




3. Mientras se mueve (y hasta que no alcanza el objetivo) vamos preguntando 
a la cámara dónde se encuentra y almacenamos la posición.  
4. Una vez alcanzada la posición final (es decir la posición inicial más el 
incremento en cuestión) volvemos al punto de partida siguiendo el mismo 
algoritmo y finalizando así la primera repetición (ida y vuelta). 
A continuación se presentan los resultados de efectuar el mismo incremento para una 
misma velocidad pero con diferentes repeticiones: 
Figura 23.- Movimiento en Pan descrito por la cámara a velocidad máxima para un 
incremento de 5 grados. 
Se puede observar que el movimiento descrito por la cámara siempre es el mismo 
independientemente del número de repeticiones que se realicen. Tal y como se 
muestra en la figura 24 algo parecido sucede para el movimiento del valor del Tilt, 
aunque se presenta un pequeño desajuste en la primera repetición queda patente que 
la curva descrita por el movimiento es, prácticamente, la misma.  
Estos resultados se siguen sucediendo para cualquier tipo de incremento del ángulo, 
indicando así que la cámara siempre presenta un comportamiento muy similar para 
cada repetición. Por esta razón y por presentar unas gráficas más entendibles y 
sencillas, a partir de este momento se mostrarán los resultados con una única 
repetición8. 
                                               
8
 Aún mostrando una única repetición, las pruebas para diferentes incrementos y a diferentes 
velocidades de la cámara se han realizado, siempre, con tres repeticiones obteniendo iguales 





















Seguidamente se comparan los resultados para los diferentes tipos de incrementos 
para una misma repetición y velocidad: 
 
Figura 25.- Movimiento en Pan descrito por la cámara para varios incrementos de grados 




































Figura 24.- Movimiento en Tilt descrito por la cámara para un incremento de 5 grados a 
velocidad máxima. 





Figura 26.- Movimiento en Tilt descrito por la cámara para varios incrementos de grados 
realizado a velocidad máxima. 
Como se observa en las figuras 25 y 26 el movimiento que describe una cámara móvil 
PTZ tanto para el movimiento de Pan como para el de Tilt presenta tres zonas bien 
diferenciadas: 
- Zona de aceleración: es la zona establecida desde que la cámara recibe la 
orden de moverse hasta que se mueve a velocidad relativamente constante. 
- Zona lineal: aquella en la que la cámara se mueve a un ratio grados por 
segundo prácticamente constante. 
- Zona de desaceleración: cuando la cámara reduce su velocidad antes de 
alcanzar la posición requerida. 
Haciendo zoom de una de las gráficas anteriores, las regiones quedan bien 
delimitadas tal y como se muestra en la figura 27. En esta misma figura también se 
puede apreciar que para un mismo punto de partida (cámara en reposo) y una misma 
velocidad del motor el tiempo que la cámara está en la zona de aceleración no 
depende de los ángulos que vayamos a recorrer. Luego, si los recorridos son medios 
(alrededor de 20 grados) o largos (cerca de los 40 grados), la cámara mantiene una 
velocidad más o menos constante, mientras que para recorridos cortos la cámara no 


























Figura 27.- Regiones descritas en el movimiento de la cámara. 
Finalmente hacemos la comparativa de los movimientos descritos según la velocidad 
de actuación.  
 
Figura 28.- Movimiento descrito por la cámara según la variable Pan a diferentes 
velocidades para un mismo incremento de ángulo. 
Regiones del movimiento descrito de la cámara para diferentes 
incrementos a velocidad máxima
Grados
Segundos















Comparación del movimiento de la cámara descrito para un 
incremento de 5 grados en Pan según la velocidad de actuación
Grados
Segundos





Figura 29.- Movimiento descrito por la cámara según la variable Tilt a diferentes 
velocidades para un mismo incremento de ángulo. 
Como se observa para un mismo incremento todos los movimientos de la cámara se 
asemejan bastante con la diferencia obvia de la velocidad. Para poder establecer una 
mejor comparativa haremos un zoom igual que antes para intentar visualizar las tres 
zonas: 
 















Comparación del movimiento de la cámara descrito para un 

















Comparación del movimiento de la cámara descrito para un 
incremento de 5 grados en Pan según la velocidad de actuación (II)
Grados
Segundos





Figura 31.- Zoom de la comparación del movimiento descrito en Tilt por la cámara para 
diferentes velocidades. 
En estas dos gráficas (30 y 31) se muestra lo que cabía esperar: a mayor velocidad 
más ángulos por segundo se recorren y, por consiguiente, mayor es la pendiente que 
describe. Además se puede ver que dadas las condiciones iniciales de reposo la 
cámara consigue su velocidad máxima casi en el mismo instante de tiempo para un 
mismo recorrido.  
3.2.4. Estudio de la frecuencia de consultas de la posición de la cámara (query 
rate) 
Este estudio sirve para estimar el tiempo que sucede entre dos actualizaciones de la 
posición de la cámara a medida que ésta se va moviendo o, lo que es lo mismo, se 
estudia el comportamiento del comando where de la EVILib. Para ello se ha realizado 
un algoritmo con el siguiente comportamiento: 
1. Se escogen una posición origen, una posición final y una velocidad de 
actuación.  
2. Se realizan varios barridos (repeticiones) en la componente deseada desde 
el origen hasta el destino a la velocidad v escogida 
3. Después de lanzar la orden de movimiento y mientras la cámara no alcance 
el destino propuesto, se le va preguntando dónde está y se va guardando la 














Comparación del movimiento de la cámara descrito para un 
incremento de 5 grados en Tilt según la velocidad de actuación (II)
Grados
Segundos




Se ha realizado esta prueba con cinco repeticiones para tres velocidades diferentes: la 
velocidad máxima (17), una velocidad media (10) y una velocidad baja (5). Para cada 
una de estas velocidades y repeticiones se ha movido la cámara para diferentes 
recorridos: pequeños (5 grados), pequeños-medianos (50 grados), largos-medianos 
(100 grados) y largos (180 grados)9. En cada ocasión se ha calculado el tiempo medio 
que sucedía entre respuesta y respuesta obtenida de la cámara y con éste se ha 
computado el valor medio de las preguntas que se pueden hacer por segundo a la 
cámara (query rate). 
Los resultados obtenidos se recogen en la siguiente tabla para los valores de Pan: 
Y para el movimiento de Tilt: 
                                               
9
 El movimiento largo (180 grados) no se puede realizar en el movimiento correspondiente al 
Tilt debido a que no se puede alcanzar dicha distancia. 
Movimiento 
(grados)
Repetición 1 Repetición 2 Repetición 3 Repetición 4 Repetición 5 Media Varianza
5 9,201388 9,324652 9,151774 9,151062 9,201388 9,21 5,02E-03
50 11,726807 8,915314 8,927520 8,927263 8,927385 9,48 1,57E+00
100 15,990127 16,020786 16,066128 16,271689 16,538657 16,18 5,28E-02
180 8,927491 9,521129 14,989098 14,555595 8,927491 11,38 9,65E+00
5 16,390779 15,913779 16,083860 16,083883 16,040819 16,10 3,08E-02
50 8,927499 8,927479 8,927462 8,931459 8,927594 8,93 3,12E-06
100 16,034085 16,145450 16,149835 16,335994 15,952243 16,12 2,09E-02
180 16,160030 10,788279 9,601326 9,279812 8,927559 10,95 8,97E+00
5 8,932254 8,924782 8,927512 8,928668 8,927522 8,93 7,31E-06
50 12,790829 9,377441 8,983968 8,915408 8,917230 9,80 2,84E+00
100 15,966431 11,251404 8,927488 8,927489 9,774790 10,97 8,70E+00




(*) Todos estos resultados están expresados en preguntas por segundo o qps  (queries per second )
Movimiento 
(grados)
Repetición 1 Repetición 2 Repetición 3 Repetición 4 Repetición 5 Media Varianza
5 15,664528 15,542794 15,871641 15,829735 15,829474 15,75 1,94E-02
50 8,927948 8,927888 8,927817 8,927877 8,927848 8,93 2,40E-09
100 8,927884 8,989026 9,353016 9,531278 9,531294 9,27 8,48E-02
5 15,746803 16,171166 15,664721 15,956246 16,482045 16,00 1,10E-01
50 15,807992 15,864544 16,440134 16,499584 16,395670 16,20 1,13E-01
100 8,927815 8,932415 8,927850 8,928785 8,927855 8,93 3,93E-06
5 15,623756 15,763995 15,649444 15,759266 15,848739 15,73 8,47E-03
50 15,852632 16,121372 11,145671 8,920886 8,918563 12,19 1,28E+01




(*) Todos estos resultados están expresados en preguntas por segundo o qps  (queries per second )
Tabla 1.- Resultados del algoritmo aplicado para el movimiento en Pan. 
Tabla 2.- Resultados del algoritmo aplicado para el movimiento en Tilt. 






De estos resultados podemos extraer las siguientes conclusiones comunes: 
1. La varianza para un mismo recorrido y una misma velocidad pero en 
diferentes repeticiones es, en general, muy pequeña. Esto nos indica que 
bajo estas condiciones los resultados obtenidos en cada repetición son muy 
parecidos y se asemejan a la media aritmética. Sin embargo, esto no se 
cumple para la velocidad más lenta de la prueba realizada ni para un 
recorrido largo.  
2. Una variación en la longitud del recorrido es suficiente para que el query 
rate medio varíe. En otras palabras: para una misma velocidad no se 
presenta el mismo query rate para un recorrido corto que para un recorrido 
largo.  
3. Mantener el recorrido y variando la velocidad tampoco garantiza un valor de 
query rate constante, aunque parece que para movimientos más largos la 
velocidad no influye tanto en dicho valor. 
No obstante, en la práctica, las conclusiones más importantes que se pueden extraer 
de estas dos tablas son: 
1. El query rate no es constante 
2. El query rate es sensiblemente menor que el frame rate de video habitual 
(sobre los 25fps) 
3.2.5. Características específicas de la EVILib 
i) Relación entre el ángulo real y el ángulo EVILib: 
Durante la realización de estas pruebas se pudo observar que cuando se le indicaba a 
la cámara que girase N grados, ésta no llegaba nunca a alcanzar físicamente este 
valor. Sin embargo, al consultar la posición de la cámara la respuesta era la posición N 
grados.  
Las especificaciones de la cámara indican que el máximo y mínimo teóricos del 
movimiento de Pan son, respectivamente, +170 grados y -170 grados y en el caso del 




movimiento del Tilt -90 grados y +30 grados. No obstante en la práctica estos valores 
son ligeramente superiores, por ejemplo para la cámara usada en este estudio: 
 
Tabla 3.- Resultados teóricos y prácticos del fondo de escala para una cámara concreta. 
Para contrarrestar este desajuste del fondo de escala supondremos que la relación 
entre estos ángulos es lineal así que debemos calcular el factor de corrección para 
cada componente y aplicárselo al movimiento que queríamos realizar de la siguiente 
manera: 
𝑃𝑜𝑠𝑖𝑐𝑖ó𝑛 𝐸𝑉𝐼𝐿𝑖𝑏 = 𝑃𝑜𝑠𝑖𝑐𝑖ó𝑛𝑒𝑠𝑐𝑎𝑙𝑎  𝑟𝑒𝑎𝑙  = 𝑃𝑜𝑠𝑖𝑐𝑖ó𝑛𝑒𝑠𝑐𝑎𝑙𝑎  𝑡𝑒ó𝑟𝑖𝑐𝑎  ·  𝐹𝐸 
Donde: 




Siguiendo el ejemplo de la cámara PTZ1: 
𝐹𝐸𝑃𝐴𝑁 =  
187,85° −  −187,85° 
170° −  −170° 
= 1,105 
𝐹𝐸𝑇𝐼𝐿𝑇 =  
30,75° −  −89,85° 
30° −  −90° 
= 1,005 
Y por lo tanto, si queremos que la cámara apunte a 90° en Pan a través de la 
instrucción de EVILib deberemos decirle a la cámara que se mueva: 
𝑃𝑜𝑠𝑖𝑐𝑖ó𝑛 𝐸𝑉𝐼𝐿𝑖𝑏 = 𝑃𝑜𝑠𝑖𝑐𝑖ó𝑛𝑒𝑠𝑐𝑎𝑙𝑎  𝑟𝑒𝑎𝑙 = 90° · 1,105 = 99,45° 
ii) Recibiendo los comandos de movimiento: 
Durante estas pruebas del comportamiento de la cámara y de la librería EVILib se 
descubrió que, de vez en cuando, aparecía un problema con la rutina encargada de 
mover la cámara en las coordenadas Pan y Tilt. Concretamente se dedujo que el error 
se producía cuando se usaba la variable EVILIB_WAIT_COMP cuyo objetivo es 
esperar al cumplimiento de un comando antes de enviar otro. Así la conclusión que se 




puede extraer es que la cámara no recibe bien las instrucciones mientras se está 
moviendo y espera una nueva instrucción (la que genera el error).  
Para solventar este problema, que  como se ha comentado era más bien aleatorio, se 
decidió pasar a utilizar la variable EVILIB_NO_WAIT_COMP que no espera la 
finalización de un movimiento para ir recibiendo comandos. Entonces, para asegurar 
que la PTZ alcanza las posiciones que le decimos lo que haremos será monitorizar la 
ubicación de la cámara dentro de un bucle de espera activa. Por lo tanto el 
procedimiento que seguiremos para mover las coordenadas PTZ de la cámara será 
del tipo: 
3.3. Sistema de control automático de una cámara 
3.3.1. Descripción general del sistema 
Como ya se avanzaba en el apartado 1.1.2 una de las investigaciones más 
desarrolladas en torno a la Smart Room está relacionada con el procesado multivista. 
Según lo explicado para poder realizar este tipo de análisis se necesita la siguiente 
información de una imagen: 
- Óptico-espacial: La calibración de la cámara con que ha sido capturada la 
imagen que nos dará información de la posición, la orientación en que ha sido 
tomada, así como la distorsión óptica. 
- Temporal: La marca temporal o timestamp de cuándo ha sido capturada la 
imagen. 
Hasta antes de este proyecto la captura de imágenes se realizaba con cámaras fijas 
de manera que para conocer la posición desde dónde eran tomadas bastaba con 
calibrar las cámaras una sola vez. Sin embargo, con las cámaras activas la calibración 
es dinámica y depende de la posición PTZ donde estaba la cámara en el momento de 
la captura. Por tanto, para poder realizar el procesado multivista con las imágenes 
obtenidas de una cámara activa, se necesita la marca temporal de cada imagen y una 
posición PTZ para esa misma marca temporal. 
Mover cámara a la posición_objetivo (sin espera a finalizar); 
Inicialización de la posición_actual; 
Mientras( posición_actual ≠ posición_objetivo ): 
Actualizar posición_actual; 
 




3.3.2. Módulo de control de la cámara 
Este es el módulo principal de nuestro sistema de control automático ya que se 
encarga de gestionar el puerto serie para comunicar a la cámara qué movimiento debe 
realizar y para obtener de ella cualquier tipo de información necesaria. Este bloque 
presenta las siguientes características: 
Nombre: ptz_control 
Entradas: posición PTZ a la que apuntar (PTZValues struct) 
Salidas: historial de posiciones PTZ (PTZValues struct) 
Parámetros: [velocidad de Pan y Tilt, velocidad de Zoom] 
Por razones que se discutirán en el apartado 3.3.5, el control de la cámara se resuelve 
de la siguiente manera: 
- Toda comunicación de entrada y salida con la cámara a través del puerto RS-
232 debe estar integrada en un mismo hilo de ejecución o thread10. 
- Otro thread se encargará de obtener las peticiones de movimiento de un flow 
de entrada y las almacenará en una cola o buffer de movimientos objetivos. 
El uso de threads es necesario debido a que la lectura del flow de entrada es 
bloqueante11. Por esta razón si tuviéramos todo integrado en un mismo hilo de 
ejecución no podríamos obtener información de la cámara hasta que se recibiese una 
nueva petición de movimiento por el flow de entrada, un comportamiento que no 
interesa. 
Así, en la cola de movimientos se irán almacenando las posiciones objetivo de la 
cámara. Paralelamente, en el thread de control de la cámara si hay algún movimiento 
que hacer se toma el último elemento de la cola, se lanza la instrucción de mover la 
cámara y se elimina el elemento leído de la cola. Cuando la cámara empiece a 
moverse, y mientras no haya otro movimiento a realizar, se va monitorizando la 
                                               
10
 En programación secuencial un thread es la tarea que realiza un programa y que se 
corresponde a una sucesión de instrucciones una detrás de la otra. Un programa, sin embargo, 
puede ejecutar múltiples threads que compartirán los recursos de la plataforma donde se estén 
ejecutando. 
11
 En términos informáticos que una instrucción sea bloqueante significa que no se ejecutarán 
las siguientes líneas del código programado hasta que no se dé la condición que desbloquee la 
instrucción. En nuestro caso, “la lectura del flow de entrada es bloqueante” significa que el 
código posterior a la instrucción de lectura del flow no se ejecutará hasta que recibamos 
información por él (condición de desbloqueo). 




posición de la cámara por el puerto serie y se envía dicha información por el flow de 
salida con el timestamp correspondiente.  
El valor de la salida de este módulo no es únicamente la posición PTZ de la cámara 
sino que se corresponde a la estructura PTZValues que alberga la siguiente 
información: 
Timestamp: marca temporal que indica el momento en el que se ha tomado la 
posición de la cámara. 
<PTZ>: posición de la cámara en la posición actual. 
<Origin PTZ>: posición origen de la cámara antes de realizar el movimiento 
actual. 
<Target PTZ>: posición destino a la que se intenta llegar. 
Velocidad del motor de Pan y Tilt. 
Velocidad del motor de Zoom. 
Figura 32.- Esquema del funcionamiento del módulo de control de la cámara. 
La justificación de la estructura PTValues se debe a lo comentado en el apartado 
3.2.4: la diferencia existente entre el frame-rate de grabación de las imágenes y el 
query-rate de actualización de las posiciones PTZ por parte de la cámara. Esta 
limitación de la cámara provoca que imágenes visualmente diferentes presenten una 
misma posición. Para corregir este desajuste la solución que se ha pensado para un 


















De esta manera, para facilitar la interpolación de posiciones PTZ se guardan la 
posición PTZ desde donde empieza el movimiento de la cámara y la posición final 
teórica donde finaliza su movimiento (posición objetivo). Así, con las tres posiciones 
(origen, actual y final) se puede hacer el cálculo de una posición PTZ intermedia más 
fidedigna a la posición real de la cámara. 
En la figura 33 se observa que entre dos actualizaciones de la posición de la cámara 
se capturan tres imágenes que visualmente son distintas. A priori, si no se hace ningún 
arreglo, a estas dos imágenes se les adjudicará la misma posición PTZ (flechas 
azules), error que queda evidenciado visualmente. No obstante, con el sistema de 
interpolación podemos añadir una posición PTZ ficticia entre las dos posiciones que 
nos indica la cámara y adjudicar esta posición a la segunda imagen (flechas rojas). 
3.3.3. Módulo de escritura del historial de posiciones PTZ 
Este módulo es el encargado de generar un fichero de texto con los valores de la 
estructura PTZValues que le van llegando del bloque anterior y presenta las siguientes 
características: 
Nombre: writePTZData 
Entradas: historial de posiciones PTZ (PTZValues struct) 
Salidas: este cliente no presenta ningún flow de salida  
Parámetros: [path donde guardar el fichero del historial de PTZ] 
El output de este módulo se corresponde al fichero llamado ptz.seq localizado en el 








































Figura 33.- Esquema de la técnica de interpolación de las posiciones PTZ. 




los campos de la clase PTZValues que le van llegando por el flow de entrada. Un 
ejemplo de este fichero con cuatro entradas es el siguiente: 
 
Mediante este diseño cualquiera que quiera realizar un módulo con la interpolación de 
las posiciones dispone de toda la información necesaria. Asimismo, para facilitar el 
manejo del fichero se ha desarrollado una clase llamada PTZFileOperations que 
contiene de manera compacta las funciones básicas de gestión de ficheros como las 
de abrir, cerrar, escribir y leer.  
3.3.4. Sistema completo del control automático de una cámara activa PTZ 
Para alcanzar los objetivos que deseamos y por ciertas dificultades existentes en la 
librería EVILib que se detallan en el siguiente apartado, el sistema de control 
automático de una cámara activa PTZ completo estará formado por dos sistemas 
independientes: 
1. Sistema de control automático: este sistema descrito en el apartado 3.3.2 
será el encargado de mover las cámaras a la posición deseada y de 
guardar en el fichero ptz.seq el historial de los movimientos realizados junto 
con el instante de tiempo en que ha sido realizado tal movimiento. 
2. Sistema de captura de imágenes: este segundo sistema se encargará de 
capturar las imágenes a través de la tarjeta de captura Osprey, almacenará 
las imágenes y generará el fichero seq.index donde aparece el timestamp 
en el que han sido capturadas cada imagen junto con su nombre. 
Con el primer sistema guardamos la información necesaria para realizar la calibración 
de la cámara PTZ. Con el segundo obtenemos las imágenes junto con la marca 
temporal que indica cuándo han sido capturadas. Finalmente, para poder unificar toda 
la información, es decir, para poder decir que una imagen ha sido grabada en un 
instante concreto y en una posición PTZ concreta, tenemos que relacionar las dos 
1243498458,7038 -83,0597 -9,9750 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 17 7
1243498458,9278 -83,0597 -9,9750 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 17 7
1243498459,5439 -80,0874 -10,4250 0,0000 -83,0597 -9,9750 0,0000 -1,4453 -11,8704 0,0000 17 7
1243498459,7439 -66,4643 -10,9500 0,0000 -83,0597 -9,9750 0,0000 -1,4453 -11,8704 0,0000 17 7
Timestamp <PTZ> <Origin PTZ> <Target PTZ> PT and Z 
velocity
Figura 34.- Ejemplo del fichero a la salida del módulo writePTZData. 




marcas temporales de los dos sistemas siendo, en un caso ideal, idénticas. Un 
esquema de lo explicado se representa en la figura 35.  
Además, la independencia entre el control de la cámara y la captura de las imágenes 
queda plasmada por la independencia de sus conexiones físicas. De esta manera el 
control del movimiento de la cámara se realizará a través del puerto serie RS-232, 
mientras que la captura de imágenes se hará a través del cable S-Video que sale de la 
cámara y con la tarjeta de captura Osprey existente en el ordenador. Así puede que el 
movimiento de la cámara PTZ se controle desde un host mientras que la captura de 
imágenes se realice en otro, dependiendo de las conexiones físicas de los cables de 
las cámaras. 
 
Figura 35.- Esquema del funcionamiento del sistema completo del control de una cámara 
PTZ y la información que podemos obtener de él. 
3.3.5. Dificultades detectadas durante el diseño del cliente 
Antes de hallar la solución final presentada en el apartado anterior se han desechado 
varios diseños debido a ciertas dificultades que se exponen a continuación. 
· El query rate es menor que el rate de frames per second: 
En una primera instancia, para asegurar que las imágenes capturadas y el historial de 
las posiciones PTZ presentasen la misma marca temporal, se pensó en gestionar los 
threads de la siguiente manera:  
- El primer thread debe recoger las posiciones PTZ de entrada y mover la 
cámara hacia este objetivo. 
Sistema de control automático
Timestamp
control
<PTZ> <Origin PTZ> <Target PTZ>
PT and Z 
velocity
ptz.seq










- El segundo thread debe leer la posición de la PTZ, capturar la imagen y marcar 
ambos datos con el mismo timestamp. 
En la figura 36 se ejemplifica el esquema de configuración. Como ya se ha adelantado 
en el apartado 3.2.4 la lectura de la posición presenta un ritmo de refresco (query rate) 
mucho menor que el de vídeo (fps). De esta manera el query rate forma un cuello de 
botella y limita la frecuencia a la que se refrescan los flows de salida, lo que explica el 
comportamiento que sucedió de la cámara: ésta se movía pero el flow de vídeo 
tardaba en refrescarse. 
 
Figura 36.- Esquema del control de la cámara que nos permitió descubrir la imposibilidad 
de integrar la captura de imágenes con el control de la cámara. 
· La librería EVILib no es multithread: 
La manera de sortear la diferencia de “rates” anterior pasó por dividir la captura de 
imágenes de la lectura de la posición controlando estos dos aspectos en threads 
distintos. Sin embargo, para mantener la misma marca temporal el envío del flow de 
video y el de PTZValues se debía realizar desde el mismo hilo de ejecución. 
De esta manera se generaron unas variables PTZ globales que modificaban su valor a 
través del thread que leía las posiciones de la cámara a la velocidad del query rate. 
Entonces el otro thread al capturar las imágenes lee dichas variables globales (todo al 
rate de fps) y envía dos flows uno de vídeo y el otro de PTZValues para escribir el 
historial con el mismo timestamp. Cabe comentar, por eso, que como los rates de 
ambos threads son distintos es posible que imágenes visualmente diferentes les 

















modificadas aún por la tardía respuesta de la cámara a la pregunta dónde está. El 
esquema de la configuración queda representado en la figura 37. 
Tras implementar este diseño aparecen ciertas incongruencias entre los dos threads 
que se comunican con la cámara: las posiciones globales no se modifican. Después 
de examinar este hecho se concluye que la librería EVILib no soporta 
comportamientos multithreads y, por lo tanto, existe una incompatibilidad en el intento 
de controlar el mismo puerto serie desde dos hilos de ejecución distintos. 
 

























Sistema de control automático 
multicámara 
Este cuarto capítulo analiza las diferentes maneras que tenemos de realizar el control 
de múltiples cámaras. Asimismo se detalla la solución final implementada que permite 
que todas las cámaras apunten a una misma posición. 
 





A lo largo de este apartado se pretende ampliar el sistema de control del apartado 
anterior para que pueda controlar automáticamente múltiples cámaras. Sabemos que 
los comandos utilizados para el control de las cámaras EVI-D70P sólo entienden de 
coordenadas (pan, tilt, zoom), pero nos interesa que todas las cámaras apunten a un 
mismo punto (x, y, z) para poder realizar un procesado multivista con las imágenes 
capturadas. De esta manera, como cada cámara está instalada en un punto físico 
distinto, los valores PTZ objetivo serán diferentes para cada una de ellas. Existen dos 
tipos de diseño para este sistema: 
1. El sistema de control automático multicámara recibe la posición PTZ 
específica a la que se tiene que mover cada cámara en cuestión.  
2. El sistema de control automático multicámara recibe como input una 
posición 3D y cada cámara la convierte en un valor PTZ al que moverse. 
En el primer caso nos encontramos con un diseño muy sencillo ya que sólo debemos 
mover cada cámara a la posición que se especifica. No obstante el usuario que quiera 
utilizar este sistema se encontrará con la dificultad de encontrar la posición PTZ a la 
que cada cámara debe moverse para que todas apunten al mismo punto. Es por esta 
razón que nos hemos decantado por la segunda opción.  
En concreto el input de nuestro sistema será una posición 3D dado en coordenadas 
cartesianas XYZ. Esta posición XYZ es una posición dentro de la sala con respecto al 
punto que se ha decidido origen de la Smart Room12. Seguidamente cada cámara 
realizará la conversión pertinente entre el punto XYZ a los valores PTZ que se 
corresponda en cada caso para que cada cámara apunte a este punto XYZ. Así el 
usuario que quiera utilizar el sistema de control automático multicámara sólo deberá 
indicar a qué posición XYZ quiere apuntar (tarea más intuitiva) y el sistema hará el 
resto del trabajo. En verdad la conversión se realiza entre un punto XYZ y los valores 
de Pan y Tilt correspondientes debido a que para el Zoom no se ha hallado ninguna 
relación directa durante el tiempo en el que se ha desarrollado este proyecto. 
                                               
12
 El origen de la Smart Room de la UPC es el punto que mirando a la ventana queda en la 
esquina inferior derecha, tal y como se muestra en la figura 5. 




4.2. Métodos de conversión 
Dentro del marco de la Smart Room diferenciamos tres maneras de proceder a la 
conversión de coordenadas: 
1. Método aproximado o grid:  
Consiste en formar una rejilla o grid de la Smart Room dividiéndola en cubos 
o en paralelepípedos rectos que tendrán asignados una posición PTZ 
concreta determinada previamente. De esta manera, para una posición XYZ 
concreta sólo habría que precisar qué parte de la sala la contiene y mover la 
cámara a la PTZ correspondiente.  
Ventajas:  a) sencillo de implementar. 
b) estabilidad de la cámara y sus imágenes: la cámara se 
mantendría quieta para pequeños cambios de XYZ y, por 
lo tanto, se podrían obtener imágenes menos movidas. 
Desventajas:  a) método no genérico: la conversión es específica para 
cada Smart Room. 
b) poca resolución de movimientos: la cámara se mueve 
a posiciones concretas. 
 
Figura 38.- Representación 3D de la Smart Room. Aquí se puede ver cómo se ha ido 
dividiendo la sala en varios paralelepípedos (en color rosa) que determinan, cada uno de 
ellos, un valor PTZ predeterminado que apunta al centro de cada figura (representado 
por el punto rosa). El paralelepípedo de color rojo representaría la posición PTZ utilizada. 




2. Método de optimización recursiva: 
En esta ocasión partimos de una posición XYZ conocida (el objetivo donde 
queremos apuntar la cámara) y la matriz de calibración que convierte 
posiciones XYZ en píxeles de la imagen y que a su vez depende de PTZ. El 
primer paso consiste en calcular una matriz concreta con unos valores PTZ 
“aleatorios”, seguidamente multiplicamos dicha matriz por los píxeles 
desconocidos y miramos a qué distancia están de la posición central (píxeles 
(0, 0)). A partir de aquí vamos variando los valores de PTZ “aleatorios” para 
que esta distancia sea mínima.  
Ventajas: a) método preciso. 
   b) método genérico. 
Desventajas:  a) complejidad a la hora de implementar: la matriz de 
calibración aún está en desarrollo y no se sabe con 
certeza su fiabilidad.  
b) velocidad de conversión lenta: un algoritmo de esta 
naturaleza (prueba y error) no suele recomendarse en un 
entorno de trabajo en tiempo real. 
3. Método trigonométrico: 
Lo que se intenta hacer en esta ocasión es realizar la conversión aplicando 
las leyes trigonométricas que puedan existir entre un punto XYZ y las 
coordenadas PTZ. Es un término medio entre los dos métodos anteriores: 
Ventajas:  a) complejidad media. 
b) conversión genérica. 
c) velocidad de conversión rápida: ideal para trabajar en 
tiempo real. 
d) conversión dinámica: las posiciones varían para cada 
valor de XYZ. 
Desventajas: a) poca estabilidad de la cámara: las imágenes estarán 
más movidas que en el primer método. No obstante son 
lo suficientemente buenas para poder trabajar con ellas a 
posteriori. 
 b) el modelo de cámara considerado es muy simple: no 
se contemplan aspectos como la distorsión de la imagen 




ni la diferencia que hay entre el centro óptico y el centro 
de rotación de los motores. 
De los tres métodos que se han adelantado anteriormente se ha implementado el 
trigonométrico por su sencillez y su velocidad. 
4.3. Conversión trigonométrica 
4.3.1. Modelo de cámara 
Para poder realizar la conversión de coordenadas se ha partido de un modelo de 
cámara PTZ formado por los siguientes parámetros: 
1. Punto de rotación motora de la cámara. Formulamos la hipótesis optimista 
de que el eje de rotación del movimiento en Pan se corta con el eje de 
rotación del movimiento en Tilt en este punto. El valor de este punto será 
una posición XYZ relativa al origen de coordenadas de la Smart Room. 
Figura 39.- Situación del punto de rotación motora de la cámara considerado. 
2. Matriz de rotación de los ejes de coordenadas de la cámara con respecto a 
los ejes de coordenadas de la Smart Room. Para una cámara móvil esta 
matriz es dinámica y cambia sus valores en función de su posición PTZ, sin 
embargo en nuestro modelo sólo precisaremos de la matriz para PTZ igual 
a (0, 0, 0). 
Eje de rotación 
del Pan
Eje de rotación 
del Tilt
Punto de rotación 
motora
Eje de rotación 
del Tilt
Eje de rotación 
del Pan
Punto de rotación 
motora





Figura 40.- Ejes de coordenadas de la cámara aplicados sobre el punto de rotación 
motora. 
4.3.2. Obtención de los parámetros de calibración 
Actualmente se están realizando diferentes trabajos de investigación en el ámbito de la 
calibración de las cámaras PTZ para obtener, entre otros parámetros, los descritos 
antes. Para no frenar la evolución de este proyecto se han usado unos parámetros 
aproximados: 
Punto de rotación motora de la cámara  
Manualmente, de una manera aproximada, se han medido los puntos de rotación 
motora de cada cámara respecto al origen de la sala. Según los nombres de las 
cámaras descritos en la figura 41 tenemos: 
 
Tabla 4.- Puntos de rotación de los motores de las cuatro cámaras PTZ. 
Matriz de rotación de la cámara 
Se ha supuesto una matriz de rotación ideal que se ha calculado buscando la 
relación existente entre los ejes de coordenadas de la cámara con respecto a los 
ejes de coordenadas de la Smart Room. De esta manera, si sobreponemos los dos 
ejes de coordenadas sobre las cuatro cámaras obtenemos las siguientes 
situaciones: 
Cámara Punto de rotación motora
PTZ 1 (140, 800, 2360) mm
PTZ 2 (3815, 810, 2360) mm
PTZ 3 (3815, 4455, 2365) mm
PTZ 4 (140, 4460, 2350) mm





Figura 41.- Esquema de la Smart Room con los ejes de coordenadas de la sala 
superpuestos a los ejes de coordenadas propios de cada cámara. 
En esta imagen aparecen, en rojo los ejes de coordenadas propios de cada cámara 
y en azul los ejes de coordenadas de la Smart Room trasladados a cada cámara. 
En todos los casos el eje de coordenadas Y de la cámara coincide con el eje Z de la 
Smart Room y se corresponde a un vector, según la imagen, saliente del papel.  
Se puede observar que los ejes de coordenadas de las cámaras instaladas sobre la 
misma pared presentan la misma orientación y, por lo tanto al considerar un caso 
ideal, presentan la misma matriz de rotación. Así debemos realizar dos cambios de 
coordenadas a partir de las siguientes bases: 
𝐵𝐶 = 𝐸𝑗𝑒𝑠 𝑑𝑒 𝑐𝑜𝑜𝑟𝑑𝑒𝑛𝑎𝑑𝑎𝑠 𝑑𝑒 𝑙𝑎 𝑆𝑚𝑎𝑟𝑡 𝑅𝑜𝑜𝑚 = 𝐵𝑎𝑠𝑒 𝑐𝑎𝑛ó𝑛𝑖𝑐𝑎 =
=    1, 0, 0 ,  0, 1, 0 ,  0, 0, 1   
𝐵𝑃𝑇𝑍1 = 𝐵𝑎𝑠𝑒 𝑑𝑒 𝑙𝑎 𝑐á𝑚𝑎𝑟𝑎 𝑃𝑇𝑍1 𝑒𝑥𝑝𝑟𝑒𝑠𝑎𝑑𝑎 𝑒𝑛 𝑓𝑢𝑛𝑐𝑖ó𝑛 𝑑𝑒 𝑙𝑎 𝑏𝑎𝑠𝑒 𝑐𝑎𝑛ó𝑛𝑖𝑐𝑎 = 
=    0, 1, 0 ,  0, 0, 1 ,  1, 0, 0   
𝐵𝑃𝑇𝑍2 = 𝐵𝑎𝑠𝑒 𝑑𝑒 𝑙𝑎 𝑐á𝑚𝑎𝑟𝑎 𝑃𝑇𝑍2 𝑒𝑥𝑝𝑟𝑒𝑠𝑎𝑑𝑎 𝑒𝑛 𝑓𝑢𝑛𝑐𝑖ó𝑛 𝑑𝑒 𝑙𝑎 𝑏𝑎𝑠𝑒 𝑐𝑎𝑛ó𝑛𝑖𝑐𝑎 = 
=    0,−1, 0 ,  0, 0, 1 ,  −1, 0, 0   
























𝑀𝐵𝐶→ 𝐵𝑃𝑇𝑍 1 = 𝑀𝑎𝑡𝑟𝑖𝑧 𝑑𝑒 𝑟𝑜𝑡𝑎𝑐𝑖ó𝑛 𝑑𝑒 𝑙𝑎𝑠 𝑐á𝑚𝑎𝑟𝑎𝑠 𝑃𝑇𝑍1 𝑦 𝑃𝑇𝑍4 =   𝑀𝐵𝑃𝑇𝑍 1→ 𝐵𝐶 
−1











𝑀𝐵𝐶→ 𝐵𝑃𝑇𝑍 2 = 𝑀𝑎𝑡𝑟𝑖𝑧 𝑑𝑒 𝑟𝑜𝑡𝑎𝑐𝑖ó𝑛 𝑑𝑒 𝑙𝑎𝑠 𝑐á𝑚𝑎𝑟𝑎𝑠 𝑃𝑇𝑍2 𝑦 𝑃𝑇𝑍3 =   𝑀𝐵𝑃𝑇𝑍 2→ 𝐵𝐶 
−1











Estos parámetros de calibración son aproximados y no contemplan posibles errores, 
como el hecho que las cámaras estén ligeramente giradas. No obstante los resultados 
obtenidos son buenos y, aunque presentan ciertas características que evidencian las 
aproximaciones, nos permiten decir que el sistema funciona correctamente. En otras 
palabras, aunque no se haya utilizado un sistema de calibración muy preciso los 
resultados obtenidos afirman que la base teórica del sistema es correcta. 
El mejorar el cálculo de estos parámetros de calibración necesarios para el control 
automático de las cámaras PTZ abre una línea futura de este proyecto. Actualmente 
Natalia Gutiérrez está aplicando la investigación realizada en su proyecto final de 
carrera con este fin [3]. 
4.3.3. Conversión XYZ a PTZ 
La conversión de coordenadas se consigue en los siguientes tres pasos: 
1. Convertir las coordenadas del punto XYZ según los ejes de la Smart Room  
a los ejes de la cámara (XYZWORLD  XYZCAMERA). 
2. Conversión de coordenadas cartesianas a coordenadas esféricas. 
3. Establecer la relación entre coordenadas esféricas y las coordenadas PTZ. 
La peculiaridad de este esquema es que la conversión XYZ a PTZ se realiza de una 
manera genérica con respecto a los ejes propios de la cámara. Teniendo en cuenta 
que estos ejes son iguales para cada una de las cuatro cámaras PTZ de la Smart 
Room, el esquema de conversión será válido para cada una de ellas.  
i) Conversión de un punto de la Smart Room a un punto de la cámara: 
El objetivo de este primer paso es realizar un cambio de origen de coordenadas del 
punto que queremos apuntar con la cámara. Partimos de la siguiente información: 











𝐵1 = 𝐵𝑎𝑠𝑒 𝑜 𝑐𝑜𝑜𝑟𝑑𝑒𝑛𝑎𝑑𝑎𝑠 𝑑𝑒 𝑙𝑎 𝑆𝑚𝑎𝑟𝑡 𝑅𝑜𝑜𝑚 =    1, 0, 0 ,  0, 1, 0 ,  0, 0, 1    
𝐵2 = 𝐵𝑎𝑠𝑒 𝑜 𝑐𝑜𝑜𝑟𝑑𝑒𝑛𝑎𝑑𝑎𝑠 𝑑𝑒 𝑙𝑎 𝑐á𝑚𝑎𝑟𝑎 
𝑋𝐵𝑖
      = 𝑃𝑢𝑛𝑡𝑜 𝑎𝑙 𝑞𝑢𝑒 𝑞𝑢𝑒𝑟𝑒𝑚𝑜𝑠 𝑎𝑝𝑢𝑛𝑡𝑎𝑟 𝑐𝑜𝑛 𝑐𝑜𝑜𝑟𝑑𝑒𝑛𝑎𝑑𝑎𝑠 𝑒𝑛 𝑙𝑎 𝑏𝑎𝑠𝑒 𝐵𝑖 =   𝑋,𝑌,𝑍 𝐵𝑖  
𝑃𝑀𝐵𝑖
           = 𝑃𝑢𝑛𝑡𝑜 𝑑𝑒 𝑟𝑜𝑡𝑎𝑐𝑖ó𝑛 𝑚𝑜𝑡𝑜𝑟𝑎 𝑑𝑒 𝑙𝑎 𝑐á𝑚𝑎𝑟𝑎 𝑒𝑛 𝑙𝑎 𝑏𝑎𝑠𝑒 𝐵𝑖 =   𝑋𝑀 ,𝑌𝑀 ,𝑍𝑀 𝐵𝑖  
𝑀𝐵1→ 𝐵2 = 𝑀𝑎𝑡𝑟𝑖𝑧 𝑑𝑒 𝑐𝑎𝑚𝑏𝑖𝑜 𝑑𝑒 𝑏𝑎𝑠𝑒 𝑑𝑒 𝐵1 𝑎 𝐵2 = 𝑀𝑎𝑡𝑟𝑖𝑧 𝑑𝑒 𝑟𝑜𝑡𝑎𝑐𝑖ó𝑛
=    𝑎, 𝑏, 𝑐 ,  𝑑, 𝑒, 𝑓 ,  𝑔, 𝑕, 𝑖   
De esta manera la conversión de un punto 𝑋𝐵1
        a 𝑋𝐵2
        vendrá determinada por la 
siguiente ecuación: 
𝑋𝐵2
       =  𝑀𝐵1→ 𝐵2 ·  𝑋𝐵1
       + 𝑀𝐵1→ 𝐵2 ·  𝑃𝑀𝐵1
           =  𝑀𝐵1→ 𝐵2 ·  𝑋𝐵1
       +  𝑃𝑀𝐵2
























Esta última expresión será válida para todas las cámaras aplicando, en cada caso, la 
matriz de rotación y el punto de rotación motora pertinentes. 
ii) Conversión a coordenadas esféricas: 
Una vez obtenido el punto 𝑋𝐵2
        debemos convertir sus componentes a coordenadas 
esféricas con vistas a buscar una relación entre éstas y las coordenadas PTZ que nos 
interesan. Para ello, en primer lugar recordaremos qué parámetros definen las 







𝑟 =   𝑥2 + 𝑦2 +  𝑧2 




−1   𝑥2 +  𝑦2 𝑧           𝑠𝑖  𝑧 > 0
𝜋 2                                           𝑠𝑖  𝑧 = 0
𝜋 + tan−1   𝑥2 +  𝑦2 𝑧   𝑠𝑖  𝑧 < 0
  
𝜑 =   (
tan−1 𝑦 𝑥                  𝑠𝑖  𝑥 > 0
𝜋 2) · 𝑠𝑖𝑔𝑛(𝑦)          𝑠𝑖  𝑥 = 0
𝜋 +  tan−1 𝑦 𝑥        𝑠𝑖  𝑥 < 0
  
Figura 42.- Representación de las coordenadas esféricas y su relación con las 
coordenadas cartesianas. 




Sin embargo, recordemos que los ejes de las cámaras son distintos que los ejes 
definidos en la imagen anterior. Por eso, si tomamos, ahora, los ejes de coordenadas 
de una cámara PTZ obtendríamos las siguientes coordenadas esféricas sobre ellos: 
Sobre esta figura podemos concluir que la relación entre los valores de Pan y Tilt que 
nos interesan y las coordenadas esféricas aplicadas sobre los ejes de coordenadas de 
la cámara no es inmediata y, por lo tanto, necesitamos establecer algún tipo de 
relación entre ambos casos.  
iii) Estableciendo la relación entre coordenadas esféricas y las coordenadas PTZ: 
Para aclarar la relación entre los dos sistemas de coordenadas, a continuación se 
solapa sobre la figura anterior la imagen de los ángulos que nos permitirán obtener el 












Figura 43.- Coordenadas esféricas aplicadas sobre los ejes de coordenadas 
cartesianas de una cámara 




Según esta figura se establecen las siguientes relaciones: 
𝑃 =  −𝑠𝑖𝑔𝑛 𝑥 ·  𝜃1 · 𝐹𝐸𝑃𝐴𝑁  
𝑇 =  −𝑠𝑖𝑔𝑛 𝑦 · (90 − 𝜃2) · 𝐹𝐸𝑇𝐼𝐿𝑇  
Donde:  
𝜃1 = 𝜃 𝑥,𝑦, 𝑧  𝑐𝑢𝑎𝑛𝑑𝑜 𝑠𝑒 𝑝𝑟𝑜𝑦𝑒𝑐𝑡𝑎 𝑒𝑙 𝑝𝑢𝑛𝑡𝑜  𝑥,𝑦, 𝑧  𝑠𝑜𝑏𝑟𝑒 𝑒𝑙 𝑝𝑙𝑎𝑛𝑜 𝑋𝑍
=  𝜃 𝑥,𝑦, 𝑧  𝑐𝑢𝑎𝑛𝑑𝑜  𝑥 =  𝑋𝐵2 ;  𝑦 = 0;  𝑧 =  𝑍𝐵2  
𝜃2 = 𝜃 𝑥,𝑦, 𝑧  𝑐𝑢𝑎𝑛𝑑𝑜 𝑐𝑜𝑛𝑠𝑖𝑑𝑒𝑟𝑎𝑚𝑜𝑠 𝑒𝑙 𝑒𝑗𝑒 𝑌 𝑑𝑒 𝑙𝑎 𝑐á𝑚𝑎𝑟𝑎 𝑐𝑜𝑚𝑜 𝑒𝑙 𝑒𝑗𝑒 𝑍 𝑑𝑒 𝑙𝑎  
𝑐𝑜𝑛𝑣𝑒𝑟𝑠𝑖ó𝑛 𝑎 𝑒𝑠𝑓é𝑟𝑖𝑐𝑎𝑠 𝑛𝑜𝑟𝑚𝑎𝑙 =  𝜃 𝑥,𝑦, 𝑧   𝑐𝑢𝑎𝑛𝑑𝑜  𝑥 =  𝑍𝐵2 ;  𝑦 = 𝑋𝐵2 ;  𝑧 =  𝑌𝐵2   
𝐹𝐸 = 𝐹𝑎𝑐𝑡𝑜𝑟 𝑑𝑒 𝑒𝑠𝑐𝑎𝑙𝑎 𝑞𝑢𝑒 𝑠𝑢𝑟𝑔𝑒 𝑑𝑒𝑙 𝑒𝑠𝑡𝑢𝑑𝑖𝑜 𝑑𝑒 𝑙𝑎 𝑟𝑒𝑙𝑎𝑐𝑖ó𝑛 𝑒𝑛𝑡𝑟𝑒 𝑙𝑜𝑠 á𝑛𝑔𝑢𝑙𝑜𝑠 𝑟𝑒𝑎𝑙𝑒𝑠 𝑦  
𝑙𝑜𝑠 á𝑛𝑔𝑢𝑙𝑜𝑠 𝑑𝑒 𝐸𝑉𝐼𝐿𝑖𝑏 (𝑎𝑝𝑎𝑟𝑡𝑎𝑑𝑜 3.2.4) 
Y donde las funciones signo de las coordenadas X e Y se han determinado para 










Figura 44.- Relación entre los diferentes sistemas de coordenadas. En negro el sistema 
de coordenadas esféricas real. En naranja el sistema de coordenadas esféricas que 
necesitamos. 




4.4. Módulo de conversión de coordenadas 
Las conversiones explicadas en el apartado anterior están implementadas en un 
cliente de Smart Flow que presenta las siguientes características: 
Nombre: XYZ_to_PTZ 
Entradas: posiciones XYZ objetivo (estructura de la librería ImagePlus 
Point3D) 
Salidas: posición PTZ a la que apuntar (PTZValues struct) 
Parámetros: [calibFilePath] 
El parámetro calibFilePath es un string que indica la localización del fichero de 
calibración de la cámara PTZ. De este fichero se extraerán los valores necesarios para 






Integración del sistema de control 
multicámara en la Smart Room 
A lo largo de este capítulo se explica cómo se ha incorporado el sistema de control 
automático de múltiples cámaras PTZ  en la Smart Room tanto en el entorno de 
trabajo en tiempo real como en el sistema de grabación. 
 




5.1. Integración al sistema de demostración de tecnologías en tiempo real 
5.1.1. Nuevo entorno de demostración de tecnologías en tiempo real 
En este primer apartado se explica cómo se han fusionado el sistema de demostración 
de tecnologías utilizado actualmente en la Smart Room con el sistema de control 
automático. Para ello se han generado los ficheros de Smart Flow necesarios para que 
aparezcan los dos sistemas de una manera conjunta facilitando su arranque. Además, 
aprovechando la ocasión de renovación del sistema de demostración, se ha añadido 
también un nuevo sistema de detección de caras realizado por el estudiante Edison 
Cristófani cuya explicación se recoge en la memoria de su proyecto final de carrera 
titulado “Video-based face recognition using multiple face orientations" [5].  
De esta manera el nuevo entorno de demostración de tecnologías de la Smart Room 
presenta el aspecto de la figura 45. En ella se pueden apreciar los tres sistemas 
mencionados: 
1. Sistema de seguimiento: Es el entorno de demostración de tecnologías 
antiguo. Del tratamiento y análisis de las imágenes obtenidas a través de 
las cámaras fijas de la Smart Room se obtienen las posiciones XYZ de las 
personas que van entrando en ella y se envían mensajes con sus 
posiciones (en tiempo real) a través del sistema de mensajería KSC.  
2. Sistema de control automático multicámara PTZ: Es el sistema resultante 
de este proyecto y está dividido en dos fases. Primeramente existe una fase 
de comunicación entre este sistema y el de seguimiento donde se recogen 
los mensajes KSC, se extrae de ellos las posiciones XYZ objetivo y las 
envía a través de un flow a la fase de control. La segunda fase se 
corresponde al sistema de control propiamente dicho: para cada cámara se 
realiza la conversión de coordenadas según lo explicado en el apartado 4.3 
y envía las posiciones PTZ correspondientes al módulo encargado del 
control de las cámaras descrito en el apartado 3.3 a través de la conexión 
física del puerto serie RS-232. En la figura 45 las cámaras PTZ1 a PTZ4  
presentan esta conexión física a través de las máquinas v1 a v4  
respectivamente. Este conjunto permite que las cámaras PTZ apunten a las 
personas. 




3. Sistema de reconocimiento facial: Al mover las cámaras a través del puerto 
serie mencionado, las imágenes se van actualizando de manera que, por lo 
general, siempre aparecerá alguna persona en ellas. De esta manera, y 
aprovechando que las imágenes obtenidas son lo suficientemente buenas, 
podemos encadenar a la salida de las cámaras un detector e identificador 
de caras. Nótese en la figura 45 que dichas imágenes se obtienen a través 
de las máquinas v6 y v7 debido a que son PCs más modernos y pueden 
soportar dos tarjetas de captura Osprey y, por lo tanto, se pueden conectar 
dos cámaras a ellas a través del cable S-Video. 
Figura 45.- Nuevo entorno oficial de la demostración de tecnologías en la Smart Room. 




5.1.2. Fase de comunicación  
Según lo explicado en el apartado 4.1 para que el sistema de control multicámara 
funcione correctamente precisa de una posición 3D en coordenadas cartesianas XYZ. 
Paralelamente, como ya se ha avanzado en el apartado 2.7, gracias al sistema de 
seguimiento que existe en la actual demo de la Smart Room podemos obtener, entre 
otra información, la posición XYZ de una persona (en tiempo real) mediante un 
mensaje del KSC. 
A lo largo del proyecto se ha podido observar que el sistema de control automático de 
las cámaras activas PTZ se ha diseñado de una manera modular para un mayor 
entendimiento y para facilitar su mejora y desarrollo en el caso de que en un futuro se 
quiera modificar alguna de sus partes. Todos estos módulos se comunican entre sí a 
través de los flows de Smart Flow así que para poder integrar los dos sistemas 
debemos añadir un nuevo bloque que se encargue de la comunicación entre el 
sistema de demostración antiguo y el sistema de control multicámara. Este bloque o 
fase de comunicación está formado por los siguientes dos módulos: 
1. Central Logic: módulo encargado de recibir el mensaje de KSC del sistema 
de seguimiento. Una vez recibido extrae la información deseada del 
mensaje y genera otro mensaje KSC específico para el sistema de control 
multicámara. No presenta ni entradas, ni salidas, ni precisa de ningún 
parámetro para funcionar. 
2. Módulo KSC a Smart Flow: el objetivo de este cliente es el de recibir el 
mensaje específico referido al control de las cámaras PTZ, extraer el valor 
del punto XYZ objetivo y mandarlo a través de un flow de Smart Flow a la 
fase de control de las cámaras. Este módulo presenta la siguiente 
estructura: 
Entradas: este cliente no presenta ningún flow de entrada  
Salidas: posiciones XYZ objetivo (estructura de ImagePlus Point3D) 
Parámetros: [KSCName_suffix] 
El parámetro KSCName_suffix es un entero necesario para resolver el 
problema del registro de los clientes (como se indica en el anexo A cada 
cliente debe realizar el registro con un nombre distinto para el buen 
funcionamiento del sistema KSC). De esta manera cada cámara que tenga 
el módulo KSC_to_SF presentará un valor de KSCName_suffix distinto. 




Según la imagen 13 aparecida en el capítulo 2, el bloque “Lógica central” sería la 
Central Logic que recibe la “información general” del sistema de procesado 
correspondiente (en nuestro caso del sistema de seguimiento) y la traduce en la 
“información específica 2”. Esta información que recibirá el módulo KSC a Smart Flow 
se incluye en un nuevo mensaje KSC llamado PTZTracker13 que, aparte de la posición 
XYZ objetivo a la que queremos apuntar, contiene un campo que indica la 
identificación de la posición. De esta manera, en un futuro, se podrán hacer grupos de 
cámaras con este sistema de control automático multicámara. Por ejemplo si en la 
Smart Room se detectan más de una persona, se podría hacer que algunas cámaras 
PTZ apuntasen a la posición identificada por una de ellas y las cámaras restantes a la 
otra. 
5.2. Integración al sistema de grabación de la Smart Room 
5.2.1. La nueva recordingGUI 
La inclusión del sistema de control automático multicámara PTZ en el sistema actual 
de grabación de la Smart Room pasa por una fase de rediseño de la Interfaz Gráfica 
de Usuario realizada por Albert Gil [1]. Aprovechando la ocasión se han modificado 
aspectos existentes en la recordingGUI antigua para hacerla más funcional y sencilla 
de cara al usuario. A continuación se describen los cambios realizados con respecto la 
versión anterior. 
i) Pestaña Main 
Esta es la primera pestaña de las cuatro en las que se organiza la recordingGUI. Es en 
la que menos cambios se han realizado, concretamente sólo se ha añadido la opción 
de “admin configuration” con la que se podrá acceder a los privilegios de administrador 
del sistema de grabación. En todo lo demás sirve y funciona de la misma manera que 





                                               
13
 Si el lector se ha leído el anexo A lo que hace el módulo KSC_to_SF es registrarse en el 
servidor de KSC con el localName ptzTracker_KSCName_suffix y suscribirse a los mensajes 
PTZTracker. Seguidamente, cuando obtenemos el mensaje extraemos la posición a la que 
debemos dirigir las cámaras y generamos un Point3D que enviamos a través de un flow. 




ii) Pestaña PTZ control 
Esta pestaña es totalmente nueva y permite añadir la funcionalidad de controlar 
automáticamente las múltiples cámaras PTZ de la Smart Room. Tal y como se 
muestra en la figura 47 dentro de esta pestaña existen los cinco grupos siguientes: 
1. XY Control: es la ventana que permite la variación de la posición XY donde 
queremos que apunten las cámaras. Para facilitar su control el usuario sólo 
debe clickar en el esquema que se ha insertado de la Smart Room y un 
punto azul indicará dónde están apuntando las cámaras utilizadas. 
2. Z Control: una barra vertical permite modificar la variable Z donde debe 
apuntar la cámara. Su valor por defecto es 1600mm. 
Figura 46.- Captura de la pestaña principal de la nueva GUI de grabación. 




3. XYZ Info: muestra la información de los valores actuales de la posición XYZ 
referente a la Smart Room. Por esta razón el valor mínimo se corresponde 
al punto (0, 0, 0) y el máximo a (4030, 5270, 2500) mm. La posición XYZ no 
puede modificarse a través de esta ventana. 
4. Camera Features: actualmente muestra la información de la primera 
cámara de la lista que se está utilizando para la grabación. Su inclusión en 
esta pestaña radica en una posible mejora de futuro de este sistema de 
grabación. 
5. Individual PTZ Control: ventana actualmente inoperativa. La idea de futuro 
es que, seleccionada una cámara, aparezca el vídeo que se captura y se 
pueda controlar (individualmente) su movimiento mediante unas flechas a 
modo joystick. 
Figura 47.- Captura de la pestaña de control de las cámaras PTZ. 




iii) Pestaña Recording Parameters 
Aquí se configuran todos los parámetros que se precisan para la grabación que se 
vaya a realizar. Se corresponde a la pestaña Configuration de la interfaz antigua con 
los siguientes cambios: 
1. Se ha añadido un cuadro de chequeo para indicar si la cámara en cuestión 
se trata de una cámara PTZ o no. 
2. Se han movido parámetros de grabación que antes estaban en otra 
pestaña a ésta. En concreto se trata del recuadro “Others”. 
3. Se han añadido los parámetros que precisa el sistema de control 
automático para funcionar correctamente: la velocidad de Pan, Tilt y Zoom y 
si se quiere grabar el fichero ptz.seq en modo ptz o xyz.  
Todos los demás parámetros que se han descrito en los diferentes módulos del 
sistema de control multicámara y que no aparecen en esta pestaña se han resuelto 
internamente en el sistema de grabación. En concreto el path donde se guardará el 
archivo ptz.seq y el identificador del módulo KSC descrito en el apartado 5.1.2. 
Figura 48.- Captura de la pestaña Recording Parameters de la GUI de grabación. 




iv) Pestaña Admin Configuration 
Última pestaña que sólo aparece cuando la opción de “Admin Configuration” de la 
pestaña Main está activada. Aquí se puede elegir qué clientes se van a utilizar durante 
la grabación.  
Esta pestaña está formada por dos bloques: Recording clients y Smart Flow clients. El 
primero muestra todos los clientes que se ejecutan en una grabación que no precise el 
entorno de Smart Flow, que será la opción más utilizada por la mayoria de usuarios. El 
segundo bloque indica los clientes (tanto los de grabación como los de control de las 
cámaras PTZ) que sí precisan Smart Flow para funcionar. Estos clientes sólo se 
ejecutan cuando la opción Smart Flow mode de la pestaña Main está seleccionada y, 
en general, sólo se utilizará como herramienta de debug. 
  
Figura 49.- Captura de la pestaña Admin Configuration de la GUI de grabación. 




5.2.2. Funcionamiento del recording system 
A continuación se explica cómo funciona el sistema de grabación en un entorno de 
trabajo sin Smart Flow. Como ya se ha adelantado, éste será, en general, el modo de 
funcionamiento que se utilizará para las grabaciones dentro de la Smart Room debido 
a su sencillez. La configuración de todos los parámetros de la grabación debe 
realizarse de la misma manera que se hacía en la versión previa cuya información se 
puede encontrar en [1]. Se recuerda que para empezar la grabación usando el sistema 
de control automático de las cámaras PTZ el usuario debe marcar, al menos, un 
cuadro de chequeo PTZ en la pestaña Recording Parameters, en caso contrario el 
sistema de grabación actuará exactamente igual a la versión anterior. 
Después de activar ese cuadro sólo hay que pulsar el botón de Start dentro de la 
pestaña Main. Al hacerlo se iniciará un asistente que guiará al usuario a través de los 
diferentes pasos que hay que seguir para realizar una grabación completa según el 
siguiente esquema: 
Figura 50.- Diagrama de los bloques que conforman el sistema de grabación sin el uso 
de Smart Flow. 
Podemos observar que cuando se inicia la captura y la escritura de las imágenes 
(bloque record) el usuario podrá parar la grabación en el momento que desee 
pulsando el botón Stop. Asimismo, en este modo de trabajo, se inicia el sistema de 
control automático de las cámaras PTZ a través de un nuevo módulo ptz_total_control 
cuyo funcionamiento explicaremos en el apartado 5.2.3. De esta manera, con los 
sistemas de grabación y de control funcionando, si el usuario ha indicado que hay 
alguna cámara PTZ deberá dirigirse a la pestaña PTZ Control y modificar los valores 
XYZ donde quiera que la/las cámara/s apunte/n. Tanto al hacer click sobre el mapa 
(modificando el valor de X e Y) como cuando se modifica el valor de la Z se enviará un 
mensaje KSC que propiciará la actuación del sistema de control automático 













Cuando el usuario haya parado la grabación el sistema de grabación seguirá 
funcionando como en la versión anterior. Primero se le preguntará si quiere transferirla 
al directorio final que él haya decidido. Al hacerlo se crearán los mismos subdirectorios 
que se creaban antes con la diferencia que, ahora, aparecerá además el fichero 
ptz.seq en el mismo nivel que lo hacían seq.index y seq.ini. 
Por lo que respecta al modo de funcionamiento del Recording System con el uso de 
Smart Flow se ha considerado que está demasiado lejos del tema que atañe a este 
proyecto y sólo añadiría complejidad al texto. No obstante es un modo utilizado 
durante el desarrollo del sistema de grabación y por ello se ha añadido una breve 
explicación en el Anexo C. 
5.2.3. Sistema de control automático multicámara PTZ sin Smart Flow 
i) Descripción general del módulo 
Se ha generado un nuevo cliente dedicado al sistema de grabación para que realice 
todo el sistema de control automático multicámara (sin usar el entorno de Smart Flow). 
Sus características son las siguientes: 
Nombre: ptz_total_control 
Entradas: No usa Smart Flow 
Salidas: No usa Smart Flow 
Parámetros: es una unión de todos los parámetros usados individualmente 
por cada módulo descrito anteriormente. 
 · KSC_id: identificador de KSC 
 · calibFilePath: fichero de calibración de la cámara 
 · PT_vel: velocidad de Pan y Tilt a la que se moverá la cámara 
 · Z_vel: velocidad de Zoom a la que se moverá la cámara 
 · write_path: directorio donde se escribirá el fichero ptz.seq 
De todos estos parámetros de los únicos que el usuario debe preocuparse es del 
fichero de calibración (a indicar en la columna Calibration File), de las velocidades de 
la cámara, del directorio final donde quiere guardar la grabación y del modo de 
escritura. Todos estos parámetros se configuran en la pestaña Recording Parameters. 
ii) Descripción de la solución final 
La solución adoptada para este cliente es muy parecida a la del módulo ptz_control. 
Existen dos threads que se ejecutan en paralelo y cumplen las siguientes funciones: 




- Thread 1: se encarga de almacenar los movimientos entrantes dónde tienen 
que apuntar las cámaras PTZ. Para ello se suscribe a los mensajes KSC de  
PTZTracker explicados con anterioridad. Cuando recibe uno, extrae los valores 
XYZ y realiza la conversión de coordenadas. Finalmente guarda el valor PTZ 
en una cola de movimientos. 
- Thread 2: se encarga del movimiento de las cámaras y de generar el fichero 
ptz.seq. 
En resumen, el primer thread es una unión de los módulos KSC_to_SF, XYZ_to_PTZ y 
el primer thread del ptz_control, pero sin confeccionar nada de la librería de Smart 
Flow. Por otro lado, el segundo hilo de ejecución es una unión del segundo thread del 





Resultados, conclusiones y líneas 
de trabajo futuras 
En el último capítulo se presentan los resultados obtenidos a lo largo del proyecto. 
Asimismo, se revisan los objetivos planteados inicialmente para determinar su 
cumplimiento y sus aportaciones. Finalmente se presentan unas pautas de hacia 
dónde encaminar este trabajo en un futuro. 
 





6.1.1. Análisis de las especificaciones de la cámara EVI-D70P de Sony y la 
librería EVILib 
De las pruebas realizadas en el apartado 3.2 de este proyecto para conocer el 
comportamiento de la cámara EVI-D70P de Sony podemos destacar: 
- La sensibilidad del movimiento de Pan y de Tilt se establece en los 0,1 grados. 
- La cámara presenta una muy buena precisión o repetitividad en el movimiento. 
- El movimiento descrito por la cámara presenta tres fases: una de aceleración, 
una lineal y otra de desaceleración. La curva del movimiento se conserva para 
cualquier repetición del mismo. 
- Para una misma velocidad v se presenta una misma aceleración 
independientemente del ángulo recorrido, siempre y cuando se pueda alcanzar 
dicha velocidad en este espacio. 
- El tiempo de respuesta para conocer la posición PTZ actual de la cámara 
(query rate) presenta un valor siempre inferior a los 25fps (frame rate de vídeo 
habitual). Además, este ratio no es constante. 
- Las cámaras y la librería EVILib no presentan el mismo fondo de escala: el 
ángulo al que indicamos que se mueva la cámara a través de las instrucciones 
de la librería EVILib no coincide con el ángulo real al que se mueve la cámara. 
Es necesario aplicar un factor corrector. 
- La variable EVILIB_WAIT_COMP, usada para esperar la finalización de un 
comando antes de enviar otro, genera errores. Hay que hacer uso de la 
variable EVILIB_NO_WAIT_COMP. 
- La librería EVILib no es multithread. 
Del conjunto de estos resultados podemos concluir que el control del movimiento es 
suficientemente preciso y robusto para las aplicaciones con las que trabajaremos con 
esta cámara. No obstante, la frecuencia del comando que nos permite conocer la 
posición de la cámara en cada instante es muy lenta en comparación con el “rate” 
habitual de la captura de imágenes. Este último comportamiento de la cámara, junto 
con el hecho de que la librería EVILib no soporte multithreading, condiciona de manera 
directa el diseño del sistema de control automático de la cámara.  




6.1.2. Análisis de la sincronización entre la captura de video y el control de la 
cámara 
Como se ha explicado en el apartado 3.3.4 de este proyecto, el sistema completo del 
control de una cámara activa PTZ está formado por dos sistemas independientes: el 
de captura de imágenes y el de control propiamente dicho. Según este diseño, del 
primer sistema obtendremos las imágenes con el timestamp que indica cuando han 
sido capturadas, mientras que del segundo conseguiremos la posición de la cámara 
con el timestamp que indica cuando ha estado en esta posición. Cabe considerar que, 
para poder garantizar la posibilidad de realizar un procesado multivista con este 
esquema, se debe asegurar que el timestamp es una buena estrategia a seguir para 
unificar toda la información.  
Por esta razón, a continuación se analiza la diferencia que pueda existir entre el 
timestamp obtenido a partir del sistema de control automático de una cámara y el 
timestamp obtenido del sistema de captura de imágenes. Para ello se ha realizado el 
siguiente estudio: 
1. Realizamos una grabación de una cámara PTZ haciéndola mover a varias 
posiciones conocidas. 
2. De las imágenes obtenidas, buscamos los momentos en que no se percibe 
ningún movimiento entre la imagen anterior y la actual (momento en que 
podemos asegurar que la cámara está quieta). 
3. Con el nombre de la imagen buscamos en el fichero seq.index (resultado 
del sistema de captura14) cual es el timestamp asociado a ella. 
4. En el historial de PTZ, el fichero ptz.seq (resultado del sistema de control 
del movimiento de la cámara), buscamos el momento en que la cámara ha 
alcanzado la posición conocida y observamos el timestamp anterior (último 
timestamp en que la cámara aún estaba en movimiento) y el timestamp de 
esta posición (primer timestamp que indica que la cámara está quieta). 
5. Comparamos las tres marcas temporales y sacamos una conclusión. 
Para generalizar un poco más el estudio, realizamos la prueba en el otro sentido: es 
decir, partimos de la cámara en reposo y miramos los tres timestamps cuando aparece 
la transición cámara quieta a cámara en movimiento. 
                                               
14
 Más información en el apartado 3.3.4. 




Figura 51.- Esquema del estudio que se realiza para analizar los diferentes Timestamps. 
Partimos, pues, de la siguiente secuencia dividida ya en las acciones a analizar:  
Tabla 5.- Secuencia grabada para realizar el estudio dividida en las diferentes acciones 
donde la cámara está en el estado de reposo. 
En esta secuencia tenemos doce situaciones en que la cámara está totalmente 
parada. Aunque el inicio de cada acción parece muy concreto, escoger una única 
imagen para determinar que la cámara está parada es algo confuso debido a que las 
cámaras PTZ tienen un sistema de autoenfoque que provoca un “movimiento” de la 
imagen algo desconcertante. No obstante, tomaremos las imágenes indicadas como 
inicio y final de cada acción. Por lo tanto, tomando como referencia la segunda fila 
(primera situación “Pizarra1”), visualmente podemos asegurar que la cámara está 
quiera entre las imágenes 106 y 156. Buscando en el fichero seq.index extraemos la 
información de los timestamps asociados a éstas que se corresponden a las columnas 



























Sistema de captura 
de imágenes
Sistema de control 
de la cámara
Acción Imagen inicio de la acción Imagen final de la acción Timestamp inicio (TSc 1 ) Timestamp final (TSc 2 )
Origen 0 82 1252594216,145 1252594219,465
Pizarra 1 106 156 1252594220,465 1252594222,465
Origen 181 229 1252594223,465 1252594225,465
Pizarra 2 285 304 1252594227,665 1252594228,465
Pizarra 1 355 377 1252594230,505 1252594231,426
Origen 403 453 1252594232,466 1252594234,466
Puerta 493 527 1252594236,066 1252594237,426
Pizarra 1 563 601 1252594238,866 1252594240,386
Pizarra 2 653 676 1252594242,466 1252594243,386
Origen 730 750 1252594245,626 1252594246,426
Pizarra 1 775 825 1252594247,426 1252594249,426
Origen 850 960 1252594250,426 1252594255,149
Valores expresados en segundos.




Si a continuación hacemos la misma división para el historial de posiciones PTZ según 
lo explicado anteriormente, obtenemos la siguiente tabla: 
Siguiendo el ejemplo anterior, tomamos el fichero ptz.seq y buscamos las entradas 
donde el campo <PTZ actual> se repite y coincide con la posición de la “Pizarra1”. 
Esto nos asegura que la cámara está quieta en la primera de las entradas y 
observamos el timestamp asociado a esta entrada (correspondiente a TSq2) y 
tomamos, también, el timestamp de la entrada anterior donde la cámara aún estaba en 
movimiento (que se corresponde a TSq1). En otras palabras, en el momento TSq2 se 
puede asegurar que la cámara está parada y en TSq1 se puede asegurar que la 
cámara está en movimiento. No obstante, la cámara puede haberse parado entre los 
dos instantes de tiempo. 
Para obtener los valores TSq3 y TSq4 hacemos algo similar: observamos cuál es la 
última entrada que presenta el mismo valor de <PTZ actual> y tomamos su timestamp 
y el de la entrada siguiente (donde la cámara ya estará en movimiento). Una vez más 
la figura 51 puede ayudar a la interpretación de estos valores. 
Ahora, si juntamos los resultados según las dos transiciones explicadas nos 
aparecerán las siguientes tablas. La tabla 7 contiene la información de los timestamps 
que se obtienen en la transición cámara en movimiento a cámara en reposo, mientras 
que la tabla 8 recoge la otra transición. 
 
Tabla 6.- Tabla con los Timestamps antes de hacer las transiciones. 
Acción
Ultimo Timestamp  cámara 
en movimiento (TSq 1 )
Primer Timestamp  cámara 
quieta  (TSq 2 )
Último Timestamp  cámara 
quieta  (TSq 3 )
Primer Timestamp  cámara 
en movimiento  (TSq 4 )
Origen - 1252594216,479 1252594219,299 1252594219,539
Pizarra 1 1252594220,439 1252594220,499 1252594222,299 1252594222,540
Origen 1252594223,440 1252594223,500 1252594225,299 1252594225,539
Pizarra 2 1252594227,639 1252594227,699 1252594228,299 1252594228,539
Pizarra 1 1252594230,459 1252594230,519 1252594231,299 1252594231,539
Origen 1252594232,439 1252594232,499 1252594234,299 1252594234,539
Puerta 1252594236,039 1252594236,099 1252594237,259 1252594237,499
Pizarra 1 1252594238,819 1252594238,879 1252594240,260 1252594240,500
Pizarra 2 1252594242,420 1252594242,480 1252594243,260 1252594243,500
Origen 1252594245,600 1252594245,660 1252594246,260 1252594246,500
Pizarra 1 1252594247,400 1252594247,460 1252594249,260 1252594249,500
Origen 1252594250,400 1252594250,460 1252594255,020 -
Valores expresados en segundos.




Siguiendo con el ejemplo, la marca temporal TSc1 asociada a la primera imagen en 
movimiento se encuentra entre las marcas temporales TSq1 y TSq2 donde la cámara 
se ha parado. Si hacemos lo propio para ambas transiciones podemos observar como 
todas las acciones presentan la marca temporal del sistema de captura de imágenes 
entre las marcas temporales que marcan la transición en el historial de posiciones 
PTZ. De esta manera podemos asegurar que existe una relación muy estrecha y 
coherente entre los timestamps de ambos sistemas aunque éstos trabajen de manera 
independiente. 
Tabla 8.- Resultados para la transición cámara en movimiento a cámara en reposo. 




Ultimo Timestamp  cámara 
en movimiento (TSq 1 )
Primer Timestamp  cámara 
quieta  (TSq 2 )
TSc 1  - TSq 1 TSq 2 - TSc 1
Origen 1252594216,145 - 1252594216,479 - 0,334
Pizarra 1 1252594220,465 1252594220,439 1252594220,499 0,026 0,034
Origen 1252594223,465 1252594223,440 1252594223,500 0,025 0,035
Pizarra 2 1252594227,665 1252594227,639 1252594227,699 0,026 0,034
Pizarra 1 1252594230,505 1252594230,459 1252594230,519 0,046 0,014
Origen 1252594232,466 1252594232,439 1252594232,499 0,027 0,033
Puerta 1252594236,066 1252594236,039 1252594236,099 0,027 0,033
Pizarra 1 1252594238,866 1252594238,819 1252594238,879 0,047 0,013
Pizarra 2 1252594242,466 1252594242,420 1252594242,480 0,046 0,014
Origen 1252594245,626 1252594245,600 1252594245,660 0,026 0,034
Pizarra 1 1252594247,426 1252594247,400 1252594247,460 0,026 0,034
Origen 1252594250,426 1252594250,400 1252594250,460 0,026 0,034
Transición movimiento-reposo




Último Timestamp  cámara 
quieta  (TSq 3 )
Primer Timestamp  cámara 
en movimiento  (TSq 4 )
TSc 2  - TSq 3 TSq 4 - TSc 2
Origen 1252594219,465 1252594219,299 1252594219,539 0,166 0,074
Pizarra 1 1252594222,465 1252594222,299 1252594222,540 0,166 0,075
Origen 1252594225,465 1252594225,299 1252594225,539 0,166 0,074
Pizarra 2 1252594228,465 1252594228,299 1252594228,539 0,166 0,074
Pizarra 1 1252594231,426 1252594231,299 1252594231,539 0,127 0,113
Origen 1252594234,466 1252594234,299 1252594234,539 0,167 0,073
Puerta 1252594237,426 1252594237,259 1252594237,499 0,167 0,073
Pizarra 1 1252594240,386 1252594240,260 1252594240,500 0,126 0,114
Pizarra 2 1252594243,386 1252594243,260 1252594243,500 0,126 0,114
Origen 1252594246,426 1252594246,260 1252594246,500 0,166 0,074
Pizarra 1 1252594249,426 1252594249,260 1252594249,500 0,166 0,074
Origen 1252594255,149 1252594255,020 - 0,129 -
Transición reposo-movimiento
Valores expresados en segundos.




Esto implica que en un futuro se podrá aprovechar la información de estos timestamps 
para el procesado multivista sin miedo a que las marcas temporales no se 
correspondan a la imagen en cuestión. Asimismo, analizando la distancia entre las tres 
marcas temporales, no se puede llegar a otra conclusión más que no existe ningún 
delay fijo entre ambos sistemas. 
6.1.3. Resultados del control automático multicámara 
Para poder extraer unos resultados numéricos del sistema de control automático 
multicámara, lo óptimo sería presentar la correlación existente entre las imágenes que 
se obtienen de este sistema con las imágenes que apuntan exactamente donde 
queremos apuntar (ground-truth). No obstante, no se puede realizar esta prueba ya 
que el sistema depende mucho de una calibración de las cámaras PTZ de la que aún 
no disponemos. 
Sin embargo, para comprobar que el sistema funciona correctamente, se ha realizado 
un estudio cualitativo utilizando los parámetros de calibración explicados en el 
apartado 4.3.2. Para esta prueba se ha diseñado el siguiente esquema para el control 
de las cámaras formado por los siguientes módulos: 
El segundo y tercer bloque están explicados en los apartados 4.4 y 3.3.2 y se 
encargan, respectivamente, de la transformación de coordenadas XYZ a las 
coordenadas PTZ específicas de cada cámara y de su movimiento. El bloque ptz_flow 
se ha diseñado única y exclusivamente para esta prueba y su misión es leer unas 
posiciones XYZ de un fichero y enviarlas a través de un flow. Para este estudio 
cualitativo, el fichero mencionado contiene las posiciones de puntos concretos e 
inmóviles que se han medido en la Smart Room, como por ejemplo: las esquinas de 
las dos pizarras, el marco de la puerta principal de entrada y el propio origen de la 
sala.  
Los resultados obtenidos se pueden apreciar en la figura 53. Estas imágenes han sido 
capturadas de los flows de video de cada una de las cuatro cámaras PTZ que se han 
Figura 52.- Sistema de simulación para el análisis de los resultados obtenidos por el 
bloque XYZ_to_PTZ. 




instalado en la Smart Room durante el desarrollo del proyecto. Como ya se ha 
introducido en el apartado 4.3.2, los resultados son satisfactorios aunque evidencian 
que la calibración es algo mala ya que alguna cámara no marca el punto que debería. 
 
Figura 53.- Imágenes tomadas por cada cámara después de moverlas para que apunten a 
la esquina superior izquierda de la pizarra. 
En la figura 54 se muestran más resultados. Al comparar ambos resultados podemos 
ver que una misma cámara presenta un error muy similar en los dos casos. Por 
ejemplo, en la cámara PTZ2 se puede observar que el punto que debería aparecer en 
el centro de la imagen siempre está más arriba y más a la derecha de lo que debería. 
Algo parecido pasa sobre la cámara PTZ3. Esta consistencia en los resultados de una 










Figura 54.- Imágenes capturadas de las cuatro cámaras PTZ después de moverlas para 
que apunten a la esquina superior izquierda de la puerta. 
6.1.4. Resultados del nuevo entorno de demostración de tecnologías 
El nuevo entorno de demostración de tecnologías de reconocimiento que existe ahora 
en la Smart Room, y que se explica con más detalle en el apartado 5.1 de este 
proyecto, es la unión de los tres sistemas que siguen: 
1. Sistema de seguimiento: Este sistema ya existía antes de realizar este 
proyecto. Confecciona un sistema de detección y seguimiento de personas 
dentro de la Smart Room y nos proporciona sus posiciones XYZ. Es el input 
de nuestro sistema. 
2. Sistema de control automático multicámara PTZ: Es el sistema resultante 
de este proyecto. Se comunica con el sistema anterior para obtener las 
posiciones XYZ de la primera persona que entra en la Smart Room, y 
coordina las cuatro cámaras PTZ instaladas en la sala para que se muevan 








RS-232. Su efecto queda reflejado en las imágenes que se van capturando 
a través de la conexión física S-Video que estarán centradas en la posición 
XYZ correspondiente. 
3. Sistema de reconocimiento facial: La posición XYZ a la que se tienen que 
mover las cámaras es la posición donde el primer sistema ha detectado una 
persona. Así, las imágenes que se capturarán de las cámaras PTZ 
encuadrarán, en general, a una persona de manera que se añade un 
sistema de reconocimiento facial para que identifique a esta persona. Cabe 
considerar que este sistema es fruto del estudiante Edison Cristófani [5]. 
La integración de estos tres sistemas nos proporciona un sistema de reconocimiento 
facial continuo. A continuación se presentan varias imágenes de una secuencia del 
funcionamiento del nuevo entorno de demostración: 
 
Figura 55.- Secuencia obtenida del entorno de demostración de tecnologías formado por 
la unión del sistema de seguimiento de personas, del sistema de control automático de 
múltiples cámaras PTZ y del sistema de  reconocimiento facial. 




Estas imágenes se han obtenido de una cámara PTZ. Podemos observar cómo la 
cámara va moviéndose acorde con la persona, fruto de la unión del sistema de 
seguimiento de personas con el sistema de control de múltiples cámaras PTZ que aquí 
se ha diseñado. Además, se puede apreciar cómo este seguimiento de las personas 
permite que el reconocimiento facial se pueda realizar de manera continua. 
6.1.5. Resultados del nuevo sistema de grabación 
El sistema de grabación resultante de este proyecto, explicado con mayor detalle  en 
el apartado 5.2, permite realizar un control manual de las cámaras activas PTZ. Para 
ello se ha añadido una nueva pestaña a la interfaz del sistema en la que aparece un 
mapa de la Smart Room. De esta manera, el usuario que precise grabar una escena 
con las cámaras PTZ sólo debe hacer clic sobre el mapa y se enviará un mensaje al 
sistema de control multicámara PTZ con la posición XYZ que se haya especificado. 
A continuación se presentan algunas imágenes obtenidas con el sistema de grabación: 
 
 
Figura 56.- Resultado de una grabación con el nuevo sistema (I) 




             
 
Figura 57.- Resultado de una grabación con el nuevo sistema (II) 
             
 
Figura 58.- Resultado de una grabación con el nuevo sistema (III) 
De la interfaz gráfica del sistema de grabación, en las figuras 56, 57 y 58, sólo se 
muestra el mapa de la Smart Room. En él podemos observar un punto azul que nos 
indica la posición XY a la que queremos mover la cámara. Además, a la derecha del 




mapa, aparece una barra deslizadora con la que indicamos la altura Z que se desea. 
En las dos primeras figuras, 56 y 57, se muestra el resultado del sistema de grabación 
cuando variamos la posición XY. Podemos apreciar cómo se coordinan las dos 
cámaras activas para apuntar a la posición deseada. En la figura 58 se presenta el 
resultado de variar la altura Z, concretamente reducimos este valor. 
6.2. Conclusiones y contribuciones 
Este trabajo se centra en el control automático de las cámaras activas PTZ en tiempo 
real en el entorno de la Smart Room. Para ello, en el primer capítulo se ha detallado la 
lista de objetivos parciales que se comentan a continuación: 
1. Estudiar y analizar el control automático de una cámara PTZ. 
Se ha realizado el estudio individual de las especificaciones de la cámara EVI-D70P y 
de la librería EVILib que permite su control. De los resultados de este estudio, 
comentados en el apartado 6.1.1, se concluye que el diseño del sistema de control 
automático de una cámara PTZ se debe confeccionar mediante dos sistemas 
independientes: uno que se encargue de la captura de imágenes y otro del movimiento 
de la cámara. 
Esta independencia dificulta la orientación del sistema de control automático de la 
cámara hacia un procesado multivista. La solución que aquí se presenta es la de 
unificar la información necesaria (imagen + posición + timestamp) relacionando los 
timestamps de ambos sistemas. Esta relación entre las marcas temporales del sistema 
de captura de imágenes con la marca temporal de la posición PTZ que se le atribuye 
es posible tal y como queda reflejado en el apartado 6.1.2. 
2. Realizar un sistema de control multicámara en tiempo real con cámaras 
activas PTZ. 
Se ha encontrado una relación entre una posición genérica XYZ a la que deben 
apuntar las cámaras con su valor de Pan y Tilt específicos. Queda pendiente el control 
de la variable del Zoom debido a que la relación que pueda existir entre una posición 
PTZ con los valores de zoom con los que trabaja la EVILib no es sencilla de 
establecer. Se ha preferido cumplir con éxito los objetivos de integración del sistema 
de control automático tanto en el entorno de las demostraciones de tecnologías en 
tiempo real como en el sistema de grabación de la Smart Room. 




3. Integrar el sistema de control multicámara en el entorno de demostración 
de las tecnologías de la Smart Room. 
El logro de este objetivo ha propiciado un nuevo entorno oficial de demostración de 
tecnologías en tiempo real en la Smart Room. En este entorno se integra el sistema 
antiguo de seguimiento de personas con el sistema desarrollado a lo largo de este 
proyecto. Esta integración nos permite añadir un nuevo sistema, externo a este 
proyecto, con el que se reconocen caras y se identifican personas a través de ellas. 
Puede encontrarse una explicación más detallada del funcionamiento de este entorno 
en el apartado 5.1.1. 
4. Integrar el sistema de control multicámara en el sistema de grabación de la 
Smart Room. 
Se ha logrado añadir el sistema de control multicámara PTZ al sistema de grabación 
realizado por Albert Gil [1]. En concreto, entre otros ajustes, se ha añadido una 
pestaña  (PTZ Control) en la que aparece un mapa de la Smart Room. A través de 
este mapa podemos elegir la posición a la que queremos que apunten las cámaras 
con un simple clic. Este control manual sólo tendrá efecto en caso que indiquemos al 
sistema de grabación que hay, al menos, una cámara PTZ conectada. En caso 
contrario, el funcionamiento del sistema será exactamente el mismo al que había 
anteriormente.  
El cumplimiento de este último objetivo abre nuevas líneas de investigación dentro del 
grupo de Procesado de Imagen y Vídeo, como por ejemplo: 
· procesar imágenes de background dinámico. 
· mejorar los sistemas de reconocimiento facial de la Smart Room.  
· realizar sistemas de reconocimiento de objetos. 
6.3. Líneas de trabajo futuras 
El trabajo futuro sobre este proyecto debe encaminarse hacia: 
1. Estudiar y añadir el control automático del parámetro zoom de la cámara. 
Como se ha comentado, no existe tal control sobre este parámetro y conseguir este 
propósito aportaría algo más de detalle a las imágenes, permitiendo así reconocer 
objetos o aumentar la fiabilidad en el reconocimiento de personas. 




2. Aplicar métodos de calibración más robustos para obtener unos parámetros 
más reales de las cámaras. 
Actualmente Natalia Gutiérrez [3] ya está trabajando en esta línea para aportar una 
matriz de rotación de los ejes de las cámaras con respecto a los ejes de la Smart 
Room. No obstante, se debería buscar y confeccionar un método que nos permita 
conocer el punto de rotación motora de las variables Pan y Tilt.  
3. Realizar una predicción del movimiento de la persona que se está 
siguiendo. 
Actualmente el sistema de control automático de las cámaras PTZ en el entorno de 
demostración de tecnologías en tiempo real aprovecha el output del sistema de 
seguimiento realizado mediante las cámaras fijas de la Smart Room. Éste último 
presenta un rate de salida del orden de una posición por segundo lo que propicia un 
cierto retraso entre la posición real de la persona y la posición de la cámara. La 
manera de corregir este desfase temporal sería hacer una predicción de hacia dónde 
hay que mover la cámara. 
4. Realizar un módulo que permita el control automático de cámaras por 
grupos. 
Este sistema mueve todas las cámaras a un mismo punto XYZ de la Smart Room. Sin 
embargo, una idea interesante para el futuro sería confeccionar un módulo que 
gestione los puntos XYZ de un grupo de cámaras. De esta manera se podría seguir a 
una persona con las cuatro cámaras cuando el nivel de confianza de su identificación 
sea bajo, pero seguirla con una única cámara cuando dicho nivel ha aumentado y 
poder dedicar las otras tres a seguir a una segunda persona. 
5. Realizar un módulo que implemente la interpolación de las posiciones PTZ 
y que unifique la información necesaria para poder realizar un procesado 
multivista. 
Tal y como se ha expuesto en los apartados 6.1.1 y 6.1.2, el sistema de control del 
movimiento y el sistema de captura de imágenes se han tenido que realizar de una 
manera independiente. Cada uno de estos sistemas obtiene la información necesaria 
para poder realizar un procesado multivista y, con los resultados presentados en el 
apartado 6.1.2, se ha asegurado que se puede establecer una relación entre los 
timestamps de los dos sistemas que permite la unificación de esta información. 
No obstante, esta información la obtienen a diferentes “rates”: el sistema de control lo 
hace a un query rate, mientras que el sistema de captura lo hace a un frame rate 




superior. Así, entre dos queries existen, en general, varios frames por lo que 
estaríamos asociando una misma posición PTZ a varias imágenes distintas 
visualmente. Si no arreglamos este desajuste, se efectuará un procesado multivista 
erróneo. 
La solución a este problema pasa por realizar un módulo que interpole nuevas 
posiciones PTZ entre las ya existentes y les añada marcas temporales. Para cumplir 
con éxito este objetivo, este módulo puede apoyarse en la información contenida en la 
estructura PTZValues. Después de esto habrán tantas posiciones PTZ como 
imágenes, por lo que sólo restará realizar un post-procesado que alinee los 
timestamps del sistema de control (tanto los reales como los interpolados) con los del 
sistema de captura. De esta manera la información estará totalmente unificada.  
6. Mejorar la Interfaz Gráfica de Usuario del sistema de grabación y el propio 
sistema. 
Una de las dificultades que aparecen con el nuevo sistema de grabación es la 
imposibilidad de realizar un ajuste preciso de las variables Pan y Tilt de cada cámara. 
Esto es debido a que no hay la posibilidad de mostrar el vídeo que se va capturando 
con la cámara y, por lo tanto, dicho ajuste es complicado de realizar. Sería interesante 
buscar una manera de poder visualizar en la GUI el vídeo proveniente de la cámara 
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Anexo A: Profundizando en el sistema KSC 
Para entender un poco más el funcionamiento de cada uno de los elementos que 
conforman el sistema KSC explicaré mis experiencias con ellos. Para arrancar el 
servidor y ponerlo a la escucha de peticiones sólo debemos ir al host donde queramos 
lanzar el servidor y ejecutar la siguiente línea de comandos: 
>$ KSCenter port 
Donde port es el número de puerto por donde queremos establecer la comunicación 
entre sockets. Si todo es correcto nos aparecerá el siguiente mensaje: 
>$ KSC started. Listening for request on port port 
Con el servidor arrancado ahora sólo nos falta configurar los clientes según nuestras 
necesidades. Dicha configuración es muy similar para ambos clientes y queda 
resumido en la siguiente tabla: 
 Cliente escritor Cliente lector 
Sign in (local name)   
Set Sync (params)   
Subscribe (message name)   
Send message (message name)   
Receive message (message)   
Tabla 9.- Configuración de los clientes escritor y lector del sistema KSC. 
Todo cliente lo primero que debe hacer es registrarse con un local name que debe de 
ser distinto para todos. Este matiz es muy importante tenerlo en cuenta porque sino, 
más adelante, aparecerán errores cuando queramos arrancar los clientes (sólo nos 
dejaría arrancar uno y en los siguientes nos emergerá un mensaje de error). A partir 
de aquí los escritores no tendrán más que enviar mensajes cuando quieran con la 
siguiente información: message name (o identificador del mensaje), el tipo de 
información que se quiera enviar y el tamaño correspondiente a dicha información. 
Por otro lado, los clientes lectores deberán establecer los parámetros de 





enviarán la petición de suscripción al servidor de un tipo de mensajes concretos 
(Message name) para, finalmente, esperar a recibir el mensaje. Una vez obtengamos 





Anexo B: Profundizando en el sistema de seguimiento 
Para un mejor entendimiento partiremos del siguiente mapa de Smart Flow con el que 
se consigue un sistema de seguimiento en tiempo real: 
Primeramente se capturan las imágenes provenientes de cinco cámaras fijas de la 
Smart Room (de las siete disponibles), las cuatro de las esquinas junto con la cenital. 
Sobre estas imágenes se aplica un foreground segmentation: se extraen los elementos 
de primer plano. Para ello se realiza una comparación entre los primeros frames que 
sólo contienen el fondo de la sala o background con las imágenes actuales. El 
resultado de este análisis realizado sobre cada una de las cámaras se envía a un 
cliente que comprueba el sincronismo entre los flows de entrada y avisa si no lo están. 
Finalmente todo este sistema finaliza con el cliente demoTracker que se encarga de 
realizar el seguimiento en 3D propiamente dicho.  
Pese a los dos flows de salida que presenta este cliente, la información que nos 
interesa para conseguir nuestros propósitos está hard-coded. Concretamente se trata 
de una estructura de datos llamada ObjectTracking que se rellena con la información 















Figura 59.- Esquema del mapa de Smart Flow del sistema de seguimiento que conforma 





dirección, tipo de objeto detectado (persona, objeto, evento acústico), números de 





Anexo C: Recording system con Smart Flow 
Este modo de funcionamiento combina las interfaces gráficas de grabación y de Smart 
Flow. Para ello lo primero que debe hacer el usuario es ir a la pestaña Main, desplegar 
los controles avanzados (Advanced controls), seleccionar la casilla Smart Flow mode y 
pulsar el botón SF config.  
Lo que hará el sistema de grabación será generar los siguientes archivos: 
1. sf__cfg.rc: fichero de configuración de los clientes y servidores que se 
usarán en Smart Flow para hacer la grabación. 
2. sf__map.rc: mapa de Smart Flow con los clientes que nos permitirán hacer 
la grabación con los flows debidamente conectados. 
3. sf__cfg.xml: fichero XML de configuración que servirá como parámetro en 
varios clientes (configFile). 
A continuación el usuario debe arrancar la GUI de Smart Flow, abrir estos ficheros y 
arrancar los servidores15. Una vez realizado este paso se debe proceder de la misma 
manera que se ha descrito en el apartado anterior.  
 
 
                                               
15
 Estas operaciones se explican con más detalle en el Proyecto Final de Carrera de Albert Gil 
[1]. 
