Introduction {#Sec1}
============

Generalised linear models (GLMs) are widely used for exploratory data analysis. In observational studies, model selection procedures are commonly applied in order to find a parsimonious combination of predictors to explain some phenomenon of interest (Miller [@CR24]; Quinn and Keough [@CR29]). Such exploratory searches for the best-fitting model are also used in experimental studies, because an experimental treatment might show unforeseen interactions with other factors or covariates. Automated procedures of model simplification, however, often make us forget that this constitutes a case of multiple hypotheses testing that will lead to high rates of type I errors (Zhang [@CR41]; Whittingham et al. [@CR39]; Mundry and Nunn [@CR26]) as well as biased effect size estimates (Burnham and Anderson [@CR5]; Lukacs et al. [@CR23]).

The issue of multiple hypotheses testing is most problematic in cases where data on a large number of explanatory variables are collected to explain some phenomenon of interest, but a priori information on which predictors (and essentially, if any) influence the response is not available. For instance, a bird\'s attractiveness in a choice test may be unrelated to each of 20 song characteristics we measured simply because variation in song might have evolved to signal individual identity but not individual quality (Tibbetts and Dale [@CR36]). In this case, the commonly used significance threshold of *α* = 0.05 would imply that, irrespective of sample size, we would in the majority of cases end up with a reduced model that includes 'significant' effects. Note that the obviously high number of 20 predictors is quickly reached when interactions are included in the full model from which one starts with simplification. Similar, though less extreme, situations might arise even in experimental studies, when the experimental treatment effect is tested in combination with a number of different covariates and/or in interaction with them. So whenever we recognise that there is a problem of multiple hypotheses testing, we need a reference against which to compare our findings. We need to know how often complex models will lead to 'significant' minimal models by chance alone, i.e. when all null hypotheses are actually true. In the present paper, we aim to establish how this baseline rate of type I errors depends on the number of predictors including interactions (*k*) in the initial full model and on sample size (*N*). As we show in a literature survey below, researchers tend to focus their attention to the outcome of the selection process, namely the minimal model, while the details of full model fitting, like the number of interactions examined, often do not even get reported in publications. Hence, there clearly seems to be a lack of awareness of this problem in the empirical research literature.

The widespread use of model simplification and the presentation of minimal rather than full models (see literature survey below) also imply that researchers tend to selectively focus their attention on significant effects, while non-significant effects are often discarded, i.e. fixed to zero during model simplification. As a consequence of this selection process, the obtained parameter estimates for the 'significant' effects will tend to be biased upwards (away from the null hypothesis). This is true for predictors that are truly of zero effect, but it also applies to predictors of small effect (Lukacs et al. [@CR23]). The subsequent difficulty to reproduce initially significant findings that arose from multiple testing has been termed the 'winner\'s curse' for whole large-scale association studies, where large numbers of tests are conducted (Zöllner and Pritchard [@CR42]; Ioannidis et al. [@CR19]). A similar trend that affect sizes tend to decay in replication studies has also been observed in studies in the field of behavioural ecology (Jennions and Møller [@CR20]).

The point of overestimated effect sizes among 'significant' parameter estimates has been made by Burnham and Anderson ([@CR5]) as an argument to favour information-theoretic (IT) approaches over null-hypothesis testing. IT approaches allow a ranking of models according to their support by the data. Even though this permits multi-model inference, confidence sets of IT-selected models are also defined based on thresholds. We argue that any threshold criterion leading to the selective interpretation of some relationships from a pool of investigated ones will face the same problem (see also Ioannidis [@CR18]). Burnham and Anderson ([@CR5]) also emphasise that standard errors in linear models are conditional on the model structure and criticise stepwise selection procedures for their failure to incorporate model structure uncertainty into estimates of precision, i.e. the standard errors (see also Chatfield [@CR6]). So one can argue that the very use of model simplification illustrates that there is uncertainty about which set of predictors will be influential, and this uncertainty is not reflected any more by the standard errors of the minimal model.

Throughout the paper, we define type I errors as finding a significant predictor, when actually all null hypotheses of no effect are true. Although we focus on type I errors, we do not want to promote binary thinking in a significant/non-significant dichotomy (Stephens et al. [@CR34]; Garamszegi et al. [@CR13]). However, since the distinction in significant and non-significant effects is still common, we want to emphasise that threshold-based interpretation has consequences for the distribution of effect size estimates. While, on average, individual effect size estimates are correct, the selective interpretation of only some (i.e. the most significant findings) will lead to an upward bias in effect size estimates. We argue that if full models were reported more frequently, this would also reduce publication bias, since non-significant parameter estimates would get presented as well (Anderson et al. [@CR2]).

Literature survey {#Sec2}
=================

Fitting GLMs with more than one predictor is common practice in the study of ecology, evolution and behaviour. A survey of the September 2007 issues of *The American Naturalist*, *Animal Behaviour*, *Ecology*, *Evolution* and *Proceedings of the Royal Society Series B* showed that 28 out of 50 empirical studies (56%) use GLMs with two or more explanatory variables. These models were often used to test multiple hypotheses simultaneously, even though it seemed impossible to draw a clear line between 'hypothesis testing' and 'controlling for confounding variables\'. Six out of 28 studies (21%) fitted quite large models with six to 17 explanatory variables, and three out of these six studies presented models where the sample size was less than three times the number of explanatory variables (*N*/*k* \< 3). Additional to these main effects, interactions were fitted in 80% of the studies using GLMs. Multiple hypotheses testing was not limited to observational studies; experimental studies often considered various treatment-by-covariate interactions besides the treatment main effect (six out of 11 experimental studies in our survey).

A common approach was to use model simplification based on the significance of individual predictors (backward elimination starting with the least significant predictor; Derksen and Keselman [@CR8]; Whittingham et al. [@CR39]). This was done in all models (*N* = 16) with more than five predictors (including interactions) in our survey, except for one study that used forward selection of predictors. Problematically, model simplification tends to disguise the multiple-testing problem. It was often hard to reconstruct the initial size of the full model before simplification (e.g. whether all or only some two- or three-way interactions were included) and hence the number of parameters that were actually estimated.

Simulation {#Sec3}
==========

To examine how the frequency of type I errors increases with the number of predictors, we generated random data where a single dependent variable was to be explained by several two-level factors (and their interactions). Data for the dependent variable was drawn from a standard normal distribution (*μ* = 0 and *σ* = 1). The explanatory variables were simulated such that they were balanced and uncorrelated with each other to the extent maximally allowed by a given sample size. Predictor levels were coded −0.5 and 0.5, respectively, to ensure that main effects were interpretable even in the presence of interactions (Aiken and West [@CR1]; Schielzeth [@CR32]). We generated the design matrix first and then sampled response data completely independently of the design matrix. Independent sampling ensured that there was no correlation between predictors and response in the population, i.e. all null hypotheses of no effect were true and all effects were zero by definition. We then fitted linear models to the data and screened the resulting analysis of variance (ANOVA) tables for significant predictors at *α* = 0.05.

We generated datasets with two different sample sizes (*N* = 50 and *N* = 200) and one to six variables, and ran the simulations once with only main effects and once including all two-way interactions besides the main effects. The sample size of 200 was chosen so that there were sufficient data for even the largest model to be fitted (with up to *k* = 21 predictors, namely six factors and their 15 two-way interactions). In contrast, with *N* = 50 we wanted to examine how the type I error rate changes when the initial full model is over-fitted. Different statistics text books vary widely in their advice regarding desirable *N*/*k* ratios (e.g. Crawley [@CR7] recommends *N* \> 3*k*, while Field [@CR10] suggests N ≥ (50 + 8*k*)), and partly for this lack of consensus, researchers may be unaware of the dangers involved in over-fitting the initial full model (see also Chatfield [@CR6]). Hence, with our examples, we do not want to imply that fitting large models to low sample sizes is appropriate, but rather we wanted to explore the effect of over-fitting on type I error rates.

Backward model simplification was automated using the convenient and widely used step function in R2.8.1 (Venables and Ripley [@CR37]; Crawley [@CR7]). This function removes predictors one at a time and chooses models based on their Akaike information criterion (AIC) values, but retains main effects when they are involved in interactions. In our simulation, where every predictor takes 1*df*, this AIC-based simplification is equivalent to always removing the least significant term if removal does not impair model fit. We are not primarily interested in comparing different model selection algorithms, which has been done in previous publications (e.g. Mundry and Nunn [@CR26]). Using other model selection procedures might slightly alter the precise values, but would not change the general picture as long as some fixed criterion is used to decide whether or not to include a predictor. We implemented our simulation in R 2.8.0 (R Development Core Team [@CR30]) and ran 5,000 simulations for all factor combinations.

In a first step, we applied no model simplification, but rather searched the full model *t*-table for whether it contained a significant effect (*P* \< 0.05). Not very surprisingly, the probability of finding at least one significant predictor in a GLM (i.e. the rate of type I errors) depends primarily on the number of parameters estimated in the model (Fig. [1a](#Fig1){ref-type="fig"}). With larger sample sizes (*N* = 200), the realised type I error rate is very close to what would be expected from the number of tests applied *α*\' = 1 − (1 − *α*)^*k*^ (grey lines in Fig. [1](#Fig1){ref-type="fig"}). Hence, there is hardly any difference compared to conducting *k* independent univariate test. With smaller sample sizes (*N* = 50) the increase in type I errors is slightly less pronounced than expected from the above formula. This is because there are fewer degrees of freedom for the error when testing individual predictors in a multiple-predictor model rather than individually. Quite intuitively, the loss of degrees of freedom for the error becomes relatively more important the lower the sample sizes. Fig. 1Simulated proportion of models containing at least one significant predictor, despite all null hypotheses being true (type I error rate). **a** Results without model simplification, **b** results with model simplification. The *grey zone* shows the zone of *α* = 0.05. *Grey lines* show the expected number of false-positives from a set of independent tests: *α\'* = 1 − (1 − *α*)^*k*^, where *k* is the number of tests applied

In a second step, we applied model simplification and screened the *t*-table of the minimal model (sometimes called the 'best model') for whether it contained a significant effect (*p* \< 0.05). In this case, the increase of type I errors with the number of predictors turns out to be slightly steeper than expected from *α*\' = 1 − (1 − *α*)^*k*^ (Fig. [1b](#Fig1){ref-type="fig"}). Thus, model simplification slightly increases the type I error rate, but the difference is small for large sample sizes (*N* = 200 in our simulation). Hence, for large datasets, type I error rates will not depend much on whether model simplification is carried out or whether full model tables are screened for the most significant effects. This also implies that if one applies model simplification to increase the confidence in 'important' estimates, there actually is not much to be gained from model simplification for large datasets. Although simplified models tend to have smaller standard errors, the effect is marginal for large *N*/*k* ratios. With small sample sizes, in contrast, the type I error rate after model simplification is noticeably higher than expected. In Fig. [1b](#Fig1){ref-type="fig"} this effect becomes apparent with four predictors (*N*/*k* ratio of 12.5), but it is most pronounced for very low *N*/*k*.

In order to illustrate the source of type I error inflation, we sampled point estimates and standard errors from the full model for significant and non-significant predictors. The set of 'significant' effects is what is likely to be presented and discussed in a publication. Standard errors are only marginally smaller for significant predictors compared to those for non-significant predictors (Fig. [2a](#Fig2){ref-type="fig"}), while point estimates were substantially larger (on average more than three times as large) for significant predictors (Fig. [2b](#Fig2){ref-type="fig"}). This shows the cause of type I error inflation: It is almost entirely due to an overestimation of effect sizes among significant effects rather than differences in the size of the standard errors. Fig. 2(**a**) Standard errors and (**b**) point estimates for significant (*white symbols*) and non-significant parameters (*black symbols*). One significant (when available) and one non-significant predictor were sampled from each full model. Means and 95% confidence intervals are shown from 5,000 simulation runs. Sample sizes was *N* = 200 for each dataset

Type I, type II errors and effect sizes {#Sec4}
=======================================

High rates of type I errors are typically countered by making the threshold criteria more stringent (e.g. Bonferroni correction, false-discovery rate) or by applying full model tests. However, such corrections have repeatedly been criticised for promoting type II errors, for being overly conservative or for representing a biologically insensible global null hypothesis (e.g. Perneger [@CR28]; Anderson et al. [@CR2]; Nakagawa [@CR27]). Hence, whether or not such corrections are sensible to apply clearly depends on the type of research question. Sometimes we are confronted with situations where the dependent variable will most likely be affected by each of the predictors we measured: For example, singing activity in a bird will likely depend on sex, age, date, time, temperature, wind, rain and food availability. In such situations, very stringent model simplification criteria would only promote conducting type II errors (Perneger [@CR28]; Anderson et al. [@CR2]; Nakagawa [@CR27]). In contrast, there will be other situations, like the example on song traits versus attractiveness introduced above, where it actually seems quite possible that the dependent variable is not affected by any of the predictors measured (see also Mundry [@CR25]). So how can we safely reject the global null hypothesis in those latter cases, where all null hypotheses may be true even for a single reason (e.g. song does not signal individual quality)? Below, we want to give a guideline to judge, whether an effect of a predictor is actually stronger than expected by chance given the number of predictors that were tested.

Note that independent of any type I versus type II error discussion, there is a remaining issue with multiple testing and effect size estimation. Even if effects are indeed true and hence findings do not constitute type I errors, effect sizes are often overestimated if their true effects are small, but the sample size is too low to reliably detect small effects with high confidence (Zöllner and Pritchard [@CR42]; Ioannidis [@CR18]). This is particularly problematic for typical studies in behavioural ecology, where effect sizes are often small and sample sizes low (Jennions and Møller [@CR21]). This is another aspect of the winner\'s curse that even if the claimed effects are true, effect size estimates based on selection from a larger set of candidate effects might give misleadingly high effect sizes (Göring et al. [@CR14]; Ioannidis [@CR18]). Replication with independent datasets would evidently be a desirable strategy (Dochtermann and Jenkins [@CR9]), but, unfortunately, independent replication is relatively rare in behavioural ecology (Kelly [@CR22]). Intriguingly, if meta-analyses are conducted on related studies they show exactly the expected trend of diminishing effect sizes (Jennions and Møller [@CR20]).

Examination of the full model {#Sec5}
=============================

To safeguard against type I errors, the full model can be tested against a null model (with an intercept only) using a likelihood ratio test. This approach is particularly advisable if one considers the whole model as one complex biological hypothesis (e.g. song characteristics affect a bird\'s attractiveness in a complex way that is not known before data inspection). This procedure effectively keeps the type I error rate at the nominal level (Fig. [3a](#Fig3){ref-type="fig"}). Applying a full model test before looking at individual predictors is somewhat analogous to an ANOVA test for multi-level factors before applying post hoc tests to pinpoint the differences. However, this approach clearly introduces a dichotomous decision, since it is based on a significance threshold. Furthermore, full model tests do not clarify, which effects are 'true' and which are type I errors, since the full model will not only become significant with one strong, but also with several weak effects. Therefore, the full model test can only give an indication for whether or not the observed sum of effects is likely to arise by sampling variation alone. Fig. 3Simulated proportion of models containing at least one significant predictor, despite all null hypotheses being true (type I error rate) after (**a**) global model tests, (**b**) *P* value adjustments. The x-axis shows the number of predictors in the full model (including two-way interactions), hence representing one to six explanatory variables and their two-way interactions. The *grey zone* shows the zone of *α* = 0.05

Once the significance of the full model has been established, one may want to proceed with model simplification to narrow down the significant predictors. Many statisticians advice using model simplification, because parameter estimates from the full model may be unreliable (large standard errors) due to the many parameters that are estimated simultaneously. However, one should keep in mind that the standard errors (as well as point estimates) are conditional on the model structure (Burnham and Anderson [@CR5]). Hence, standard errors of estimates will become smaller after model reduction (although with large *N*/*k* ratios the difference is only marginal), but these may actually be too small since they do not yet account for the uncertainty about the model structure. It is for this reason that we advocate presenting the estimates and standard errors from the full model rather than from the reduced model. In any case, testing the reduced model against a null model (as opposed to testing the full model against a null model) will be misleading, since this applies the test after the significant predictors have been singled out. Even though this is probably the most widespread way of presenting results, it is uninformative as to whether the global null hypothesis can be rejected.

In some cases it is clear a priori that one of the factors is highly influential (e.g. age might be known to influence attractiveness, while the effect of song traits is questionable). We might want to control for this factor rather than testing it. In this case, full model tests will always become significant when tested against a null model. Therefore, the full model should be tested against a model containing only the predictor with known influence. When a significant result shows that there is more than the known effect, further examination of the other predictors can be applied (Blanchet et al. [@CR4]).

Our literature survey shows that only two out of 28 studies presented full model tests, and in many of the other studies it was not even clear whether the full model included all or only some of the interactions. Hence, we would like to promote paying greater attention to full models. Presenting a full model has several advantages: (1) The full model test shows whether the global null hypothesis can be safely rejected. (2) The full model often is the best representation of the range of hypotheses initially considered by the investigator. Only rarely one measures predictors under the assumption that it will not affect the dependent variable. (3) Full model tables present all parameter estimates and hence many tests of hypotheses, which reduces publication bias and helps the meta-analytic study of small effects.

*P* value adjustment {#Sec6}
====================

The second approach is to control table-wide type I error rates by using sequential Bonferroni correction (Holm [@CR16]; Hochberg [@CR15]; Rice [@CR31]; Wright [@CR40]) or false-discovery rate (FDR) control (Benjamini and Hochberg [@CR3]; Storey and Tibshirani [@CR35]). The latter tends to be less conservative and therefore gives a better balance between type I and type II errors (Verhoeven et al. [@CR38]). However, the use of Bonferroni versus FDR does not make much of a difference for our simulation, since we were interested in the proportion of models that contained at least one type I error and in both cases, the strictest test is against *α*/*k*. Therefore, and because of its widespread use, we will focus on Bonferroni adjustments in our analyses.

In a model with initially six factors and their 15 two-way interactions (hence 21 predictors) the smallest *P* value in the table should be below 0.05/21 = 0.0024. When this is applied to the full model (before model reduction) the table-wide type I error rate is effectively 5% (Fig. [3b](#Fig3){ref-type="fig"}). In sharp contrast, after model reduction, the same strict *α*-level of 0.0024, in our example, will still produce approximately 12% type I errors if sample sizes and *N*/*k* ratios are low (here *N* = 50, *N*/*k* = 2.4; Fig. [3b](#Fig3){ref-type="fig"}). To better illustrate the shape of this relationship between *N* and *k* and the type I error rate, we include an extra simulation for *N =* 30 in Fig. [3b](#Fig3){ref-type="fig"}. The problem accelerates rapidly with the degree of over-fitting: minimal models derived from six explanatory variables and their 15 interactions fitted to *N =* 30 data points will yield as extreme *P* values as would only be found when conducting 286 independent tests (*P* \< 0.05/286 = 0.00017 in 5% of the cases). Although this example is certainly extreme (*N*/*k* = 1.43), it illustrates that model simplification on complex models with insufficient sample size is highly misleading. Our simulations show that the disproportionate increase in type I errors is not a simple function of the *N*/*k* ratio, but, as a rule of thumb, the effect becomes strong if *N* \< 3*k*.

The advantage of Bonferroni-type corrections is that it can be applied by the reader if the number of predictors in the full model is known and if exact *P* values are given. However, in our literature review it was often difficult to reconstruct the size of the full model that is required for an independent evaluation (see also Mundry [@CR25]). Moreover, eight studies (29%) did not report exact *P* values in their minimal models that would have allowed for later *P* value adjustment. Finally, with model simplification and insufficient sample sizes (*N* \< 3*k*), type I errors are still inflated even after Bonferroni correction (Fig. [3b](#Fig3){ref-type="fig"}).

Conservatism and publication bias {#Sec7}
=================================

As we show above, type I errors can be reduced by either full-model tests or by Bonferroni correction, but this does not solve the problem of biased effect sizes due to selective interpretation. Effect sizes of significant effects will remain biased, and they will become even more biased when we focus all our attention on those estimates that 'survive' even a Bonferroni correction. So will the present paper that essentially calls for more statistical conservatism lead to even greater publication bias? For the following reason, we do not think so. There are three types of studies competing for publication space: (1) studies that claim positive evidence and that withstand statistical rigour, (2) studies that claim positive evidence but not quite convincingly so, and (3) comprehensive descriptive studies that make no claims of positive evidence. Publication bias arises when editors and referees prefer the first two kinds of studies over the third. Now, with increasing statistical conservatism, studies of the second type might be less favoured, giving more publication space to comprehensive exploratory and descriptive studies. Moreover, with our call for presenting full model tables, non-significant findings might also get published more often alongside with significant ones.

Correlated predictors {#Sec8}
=====================

In this paper, we so far have assumed that the different explanatory variables are not correlated with each other. In real datasets, however, predictors are often correlated and this will lead to unstable parameter estimates. Since parameter estimates are conditional on the model (Burnham and Anderson [@CR5]; Lukacs et al. [@CR23]), estimates for a particular predictor might change signs depending on whether or not a correlated predictor is included. Some of those situations are avoidable (Schielzeth [@CR32]), but if they are not, these predictors need special consideration. We recommend to remove highly correlated predictors wherever possible (and to include only one of them or a major axis combination of both). If this is not possible, it is worth assessing the change in estimates when either one of them or both of them are included in a model. Such exploration can be reported in a publication and will clarify the dependence of the estimates on a specific model structure. However, even if predictors are correlated, full model estimates are often appropriate (Freckleton [@CR11]).

Information-theoretic approaches and model averaging {#Sec9}
====================================================

We have outlined so far, why we think the evaluation of full models is often appropriate. This is especially true for the alternative of drawing inferences from the full model versus a 'best model' after model simplification. Similar criticism against best model inferences has been brought forward by proponents of the IT approach, which focuses on multi-model inferences instead of relying on a single best model (Burnham and Anderson [@CR5]; Lukacs et al. [@CR23]). IT approaches allow the comparison of non-nested models, which is, of course, a big advantage. Most model selection procedures in the field of behavioural ecology, however, focus on models that are nested within a global model and this is also the focus of our paper. Using information criteria such as AIC, it is possible to combine estimates from different nested models to one estimate for each predictor (Burnham and Anderson [@CR5]). IT-based model averaging allows the estimation of confidence intervals that incorporate model estimates of the sampling variance for each model and of the model selection uncertainty. Lukacs et al. ([@CR23]) have demonstrated that model averaging yields unbiased point estimate, but unfortunately they did not consider estimates from the full model. It would be fruitful to study whether the confidence intervals estimates are closer to the nominal level (i.e. 95% confidence intervals should include the true value in 95% of all cases) when based on model averaging rather than on full models.

Three questions to consider before analysis {#Sec10}
===========================================

Research questions vary in so many aspects that it seems impossible to give advice that would equally apply to all situations. Nevertheless, there are three questions that one might want to critically examine in order to arrive at the best solution for a given situation: Is there a need to test the global null hypothesis? Is it possible that the dependent variable could be unaffected by all the predictors studied? Sometimes, the global null hypothesis is biologically irrelevant (Perneger [@CR28]), and the aim of analysis might only be to rank the various predictors in terms of the variance they explain. Hence, considering that there is also a type II error, the greatest possible statistical conservatism might not always be the best choice (Nakagawa [@CR27]). However, note that the global null hypothesis should not be rejected prematurely with reference to the literature, as the literature necessarily contains a very large number of type I errors as well (Ioannidis [@CR17]).How much prior information is there on the given study system? So is the analysis still largely exploratory, or is there a clear focus on one or a few predictors? If your original interest is in only one specific predictor, say an experimental treatment, do you want to also consider treatment by covariate interactions? If so, a targeted Bonferroni correction might be sensible. Also, one should keep in mind that when the focus is shifted from a main effect to an interaction, it is often also required to alter the model structure with regard to random effects (see Schielzeth and Forstmeier [@CR33]), because misspecified random effects pose an additional risk of inflated type I errors.How large is the sample size? It is very important to stay with the number of predictors in the full model (including interactions) at least below *N*/3 (preferentially much lower). Otherwise, one should exclude a priori the least interesting or biologically least likely interactions. Note that such decisions cannot be made after examining the data.In case of explorative data analysis in a study system without clear a priori predictions, we suggest using full model tests or *P* value adjustments as guidelines to evaluate if a significant effect might arise by sampling variation in a given set of predictors tested. Being realistic about the possibility to find overestimated effect sizes among a number of predictors tested might help planning promising follow-up studies (Ioannidis [@CR18]). In any case, we suggest reporting all effects along with their standard errors, since this has the greatest value for the scientific community. In our view, effects that are estimated because they are connected to hypotheses of interest should not be removed because of being non-significant. While non-significance usually suggests a small effect size, even the sign of a non-significant effect might be of interest and the width of the confidence interval indicates an upper limit of the effect.

Conclusions {#Sec11}
===========

With the present paper, we hope to increase the awareness that elegant looking minimal models may be just as loaded with problems of multiple hypotheses testing as the long tables that normally evoke a call for Bonferroni correction. Furthermore, we think that, in many cases, full models provide a better substrate for an independent evaluation by the reader. It is important to know from which full model the minimal model was derived, how many factors and interactions it contained, and one has to make sure that the initial full model was not over-fitted. As a consequence we recommend that publications should always provide (1) information on the structure of the full model and (2) either the test statistic of the full model and/or preferentially all parameter estimates (with their standard errors) of the full model.
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