I. INTRODUCTION
The resonant tunneling diode ͑RTD͒ is now among the most studied quantum devices both at the theoretical and experimental level. [1] [2] [3] [4] An accurate simulation of such a device, a prototype of a one-dimensional quantum device, is of primary importance to develop reliable design tools. The RTD structure is treated as an open system and is generally partitioned into two large reservoirs and an active region. The reservoirs model the exchange of electrons with the external electrical circuit. The active region consists in a single quantum well, bounded by barriers. All important physical effects such as tunneling or scattering, take place in this small region. The calculations should therefore be performed only within the short device domain. This implies the derivation of realistic boundary conditions ͑BC͒ modeling the continuous injection of electrons at the interface. In addition, the current flow through the device is mainly due to electrons having the resonant energies of the double barriers. Therefore, even in the ballistic regime, the RTD simulation entails several problems arising from the existence of resonances, the important Coulomb effects, and the interaction of particles with reservoirs. A reliable simulation thus requires:
͑1͒ the design of some BCs at reservoir-active region interfaces and an accurate discretization of these BCs ͑2͒ the detection of resonances that determine the I -V characteristics ͑3͒ an accurate and numerically ''cheap'' treatment of the Coulomb interaction.
Indeed, these three items contribute to the high nonlinearity of the device operation, which makes the simulation a delicate task. Three equivalent approaches are proposed to model an RTD: the Wigner equation, 5, 6 the nonequilibrium Green function theory, [7] [8] [9] and the Schrödinger equation approach. 10, 11 The latter approach is adopted in this work:
electrons are assumed to be in a mixed state whose statistics are determined by the chemical potential of the access zones ͑treated as reservoirs͒. Each state is determined by solving a collisionless Schrödinger equation with open boundary conditions. The electrostatic interaction is taken into account at the Hartree level. The self-consistent effects can be also introduced in a less precise way using the Thomas-Fermi approximation. [12] [13] [14] Many theoretical approaches have been proposed to incorporate particle scattering in quantum transport simulation. [15] [16] [17] [18] The inelastic scattering can be addressed at various levels of sophistication. The electronphonon interaction is often treated within the single electron approximation and a truncation of self-consistent Born expansion. [17] [18] [19] Stationary scattering models have successfully predicted the collision dominated regime 20, 21 but do not handle the collisionless regime. A related approach is based on the Pauli master equation. 22, 23 The ballistic approach, compared to models including collisions, provides fast simulation tools and quite realistic results. The peak location is predicted quite precisely and the shape of the I -V characteristics is comparable with that of a real device. The main drawback of the ballistic approach is the overestimation of the peak-to-valley ratio because the valley current is dominated by scattering effects.
The outline of the paper is as follows: Sec. II is devoted to the introduction of the mathematical model both in the stationary and time-dependent cases. Special attention is given to boundary conditions. In Sec. III, the numerical methods are presented. They deal with the discretization of the BCs, the automatic detection of resonances in the stationary case, and the Coulomb coupling. In Sec. IV, the numerical results for an GaAs-AlGaAs type structure both in the stationary case (I -V curves͒ and in the transient regime between two stationary states are presented.
II. THE MODEL

A. The stationary regime
The double-barrier heterostructure 24 extends over in the interval ͓a,b͔ ͑Fig. 1͒ and the transport is assumed to be one a͒ Electronic mail: pinaud@mip.ups-tsle.fr dimensional ͑the wave functions in the parallel directions to the barriers are plane waves͒. The contacts a and b are linked to electron reservoirs at thermal equilibrium, injecting electrons with some given profiles g a (p), pу0, g b ( p), pр0, where p is the momentum of the injected electron ͑typically, the profiles g a and g b correspond to Fermi-Dirac statistics͒. The region ͓a,b͔ contains the double barriers, the eventual spacers ͑region I on Fig. 1͒ , and a small part of highly doped access regions where electroneutrality occurs ͑region II on Fig. 1͒ . At negative times, the electrostatic potential is assumed to be constant in the leads, equal to V a Ϫ at the source contact a and V b Ϫ at the drain contact b. The electronelectron interaction at Hartree level is taken into account by solving a Poisson equation in ͓a,b͔.
For the electrons injected at xϭa with momentum p у0, the wave function p satisfies a stationary effectivemass Schrödinger equation with open boundary conditions. These boundary conditions are obtained by explicitly solving the Schrödinger equation in the reservoirs and by assuming the continuity of the wave function and its derivative at the interfaces. Thanks to these BCs, the problem is solved in the bounded domain ͓a,b͔ 25 and not on an infinite domain:
where ប is the reduced Planck constant, m is the effective mass of the electron, assumed to be constant along the device, and V Ϫ is the total electrostatic potential in the device. In the same way, electrons injected at xϭb with momentum pр0 are represented by the wave function p satisfying the Poisson equation,
ͱ␣ is the complex square root of the real number ␣ having a positive real part (␣у0) or positive imaginary part (␣ р0). Since it is assumed that V Ϫ ϭV a Ϫ for xϽa and V b Ϫ for xϾb, then for pϾ0, the waves functions are plane waves,
and for pϽ0
where r p and t p are not prescribed coefficients but deduced from the solution. The transmission coefficients can be computed as
where (a) ϩ ϭmax(a,0). Since the electrons are assumed to be in a mixed state, the electronic density is
where g(p)ϭg a (p) for pϾ0, g(p)ϭg b (b) for pϽ0, and g a , g b are the statistics of the electrons injected at xϭa and xϭb, respectively; typically, g a and g b are Fermi-Dirac statistics. The electrostatic potential V Ϫ is split into two parts:
where V e Ϫ is the external potential ͑including double barriers, applied voltage͒ and V s Ϫ is the selfconsistent potential satisfying
where is the dielectric constant, and n D the doping density. The one dimensional Fermi statistics is given by
where k b is the Boltzmann constant, T the temperature, and E F the Fermi level. The current is defined by where J denotes the imaginary part. By using the boundary conditions of Eqs. ͑1͒, ͑2͒ and ͑5͒, ͑6͒, J reads
The time-dependent model is now presented.
B. The time-dependent regime
After the stationary regime is computed, the external potentials are switched at time tϭ0 to V a ϩ and V b ϩ ͑without loss of generality, it is assumed that V a Ϫ ϭV a ϩ ). Hence, the external potential changes accordingly from V e Ϫ to V e ϩ . It can also be assumed that the electrostatic interaction takes place in the device ͓a,b͔, while the electrostatic potential remains stationary at the contacts. Therefore, the total electrostatic potential is
where the density n(t,x) is defined by
and the wave functions p are solutions of
and p Ϫ are the stationary wave functions associated with the potential V Ϫ ͓solutions of Eqs. ͑1͒ and ͑2͔͒. As in the stationary case, the single-electron wave function p satisfies nonhomogeneous open boundary conditions 26 -28 modeling the interaction with the reservoirs. They read:
with
III. NUMERICAL METHODS
A. Position of the problem
The space-charge effects imply that the system of equations ͑1͒-͑2͒-͑7͒-͑8͒ is highly nonlinear. Indeed, the Wentzel-Kramers-Brillouin approximation indicates that the density n depends exponentially on the self-consistent potential V s Ϫ . Subsequently, the natural iterating algorithm given by
fails to converge for any initial guess. Typically, an oscillating regime is observed: a high density generates a high potential, which decreases the density and therefore the potential. Then, this low potential increases the density and so on.
A possible solution is to use a relaxation algorithm which reads
The convergence toward a solution is very slow because of the small size of the parameter ␣ ͑typically Ͻ0.05͒. Thus, to accelerate the convergence rate, a self-consistent scheme inspired from the one introduced by Gummel 29 for steady state transistor calculation is used.
Another difficulty lies in the computation of the electronic density n. Indeed, the current is mainly generated by the transmitted electrons, that is to say electrons that are in the resonant states of the double barriers. If the barriers are wide or high, the resonant peaks are sharp and their widths are very small ͑see Fig. 7͒ . Therefore, to take the resonant states into account, the mesh size in the momentum variable p must be very small. This implies solving a huge number of Schrödinger equations and thus prohibitively increasing the numerical cost. The proposed solution is based on an adaptive mesh size, using the logarithmic derivative of the transmission coefficient. The mesh will be refined only at the resonance regions, which results in a reduction of the computational cost.
B. The stationary regime
The linear equations
The system ͑1͒ is solved just like any ordinary differential equation of the first order on a function u p using a Runge-Kutta algorithm with boundary conditions បu p
Ј(b)
The negative momentum case is treated analogously.
The Gummel method
In classical transport models, the Fermi-Dirac statistics are approximated by the Boltzmann statistics, and the expression of carrier concentrations yields an exponential dependence on the electrostatic potential. Hence, the exponential behavior is explicitly included in the definition of the electronic density, which can be written n(V) ϭexp(V/V ref ) f (V). Integrating this fact in the Poisson equation ͑8͒ leads to a modified Schrödinger-Poisson system solved with the following algorithm:
, the Gummel method reads:
This nonlinear equation is solved using a Newton algorithm, and the convergence toward a solution is much faster than the relaxation algorithm. The potential reference V ref is adjusted to decrease the number of iterations. The linear version of the Gummel method is obtained by a Taylor expansion of Eq. ͑18͒, that is,
͑19͒
The adaptive momentum mesh size method
The main task, to obtain a fine mesh only at the resonance regions, is done by detecting the transmission peaks. One way to detect these resonant energies is to use the logarithmic derivative of the transmission coefficient. It reads ͑for the positive momentum case͒ d log T dp
where R denotes the real part. The logarithmic derivative is necessary because the resonances are too thin to be detected by the usual derivative. Typically, the transmission coefficient profile corresponding to a resonant energy is, without logarithmic scaling, a vertical line. Hence, when ͉d log T/dp͉ is less than a given threshold, the mesh size is large, whereas if ͉d log T/dp͉ is above this threshold, the mesh size is refined.
C. The time-dependent regime
To discretize Eq. ͑15͒, a finite difference CrankNicholson scheme is used. With uniform grid points x j ϭ j⌬x(0р jрJ), t n ϭn⌬t and the approximation j n Ϸ(x j ,t n ), this scheme reads
The boundary conditions ͑16͒-͑17͒ are discretized following the scheme of Ref. 28 , i.e., (nу1):
where P n is the Legendre polynomial of order n. This discretization has the advantage of preserving the unconditional stability of the Crank-Nicholson scheme. The evolution of the self-consistent potential V s ͑the sign ϩ is dropped͒ is computed using a classical scheme for nonlinear Schrödinger equations which reads
where V * nϩ1 is the solution of the discretized Poisson equation at time t nϩ1 .
IV. RESULTS
A. Parameters
The barriers, separated by a 5 nm quantum well, are 5 nm wide and 0.3 eV high. Two zones are distinguished: the first is the double-barrier zone ͑region I on Fig. 1͒, 35 nm wide, including a spacer layer of 10 nm doped at 5ϫ10 15 
cm
Ϫ3 on each side. The second zone ͑region II on Fig. 1͒ corresponds to the access zones, each 50 nm long, doped at 10 18 cm Ϫ3 , placed adjacent to the first zone. The boundary conditions are applied at the edge of the second zone. The effective mass is constant in the whole device and equal to 0.067m e . The relative permittivity r is 11.44. For numerical computation, the wave functions are parametrized by the wave vector kϭ p/ប rather than with the momentum p. The Gummel and relaxation algorithms are stopped when the relative error on the potential between two iterations is less than a predefined threshold. 
B. Effectiveness of the methods
In the absence of polarization ͑i.e., V a Ϫ ϭV b Ϫ ϭ0 V͒, it is observed that the Gummel algorithm converges in the stationary case with zero as an initial guess for the selfconsistent potential. In this case, the obtained potential is used to initialize the algorithm when the applied bias is not zero.
If a uniform grid used for momentum is precise enough to collect the resonances, there are around 2500 Schrödinger equations to solve. The adaptive mesh size algorithm decreases this number to around 400 for a light bias ͑less than 0.1 V͒ and to around 800 for a higher bias. The latter number is higher because a second well appears in front of the first barrier. Therefore the time cost is divided approximately by a factor of 6 for the first case and by a factor of 3 for the second case. Of course, if the barriers are thinner, the resonance peaks are wider and the improvement of the method is not as important. As far as the Gummel method ͑GM͒ is concerned, it is very efficient compared to the relaxation algorithm ͑RA͒ ͑see Fig. 2͒ . Indeed, the threshold is reached in a few iterations with the GM, even if the prescribed precision is very high. Moreover, the RA needs a large number of iterations to converge up to a precision of 0.001. It can also be noted than the GM is slightly faster than the linear GM.
C. The stationary regime
Figures 3, 4, and 5 represent the density and the total potential for an applied bias of 0.1, 0.2, and 0.22 V, respectively. A bias of 0.2 V is associated with the current peak value and 0.22 V with the valley value. The spatial size step used for this computation is 0.27 nm, that is, a grid of 500 points. This latter number can be decreased to 200 if the bias is less than around 1.5 V. Up to this value of bias, the spatial mesh size must be refined because the electron wave length becomes smaller. Not all the wave functions have a significant contribution. In particular, the wave functions of the large energies weakly modify the electronic density. Indeed, these wave functions correspond to the occupation of high energy states, and the magnitude of these high energies may be estimated by the maximum occupied energy levels. The chosen maximal energy is around the Fermi level plus a few times k b T. This gives a domain of integration for the density from 0 to k max ϭͱk Fermi 2 ϩ7 * 2m eff k b T/ប 2 . The threshold of the adaptive size step method is 1200 Å, the minimal size step is 5ϫ10 Ϫ5 Å Ϫ1 and the maximal 10 Ϫ3 Å Ϫ1 . In the regions where the total potential is zero, the electronic density is given by the donor density. This regime is called electroneutrality and precisely shows up on Figs. 3, 4 , and 5 at the domain of the first spacers ͑region II͒. Figure 6 shows the I -V curves at 77 and 300 K for the nonlinear case, and at 300 K for the linear case. The self- consistent potential pushes the peak to approximately 0.2 V, whereas the linear peak is about 0.15 V. This result is consistent with the decay of the density in the well observed in Fig. 5 . It can be remarked that the ballistic approach is no longer valid in the valley. Indeed, in the valley the current is mainly due to the collisions process, to the electrons scattered down from their injected energy into the resonance. Therefore the peak-to-valley ratio is not as important as for a model with collisions. Figure 7 represents the logarithm of transmission coefficient for two applied biases. The sharpness of the resonance peaks can be clearly observed.
D. The time-dependent regime
The structure is the same as for the stationary model. The distance d 0 ͑see Fig. 1͒ is set to 10 nm, while retaining the same number of grid points as in the stationary model ͑500 points͒. Thus, the spatial size step becomes 0.11 nm. The main difficulty is the change of resonant energies when a bias is applied. Indeed, Fig. 7 clearly shows the shift of the peaks for two different biases. The chosen solution is to combine the momentum mesh corresponding to the initial bias with that of the final bias.
The size of the time step is set at 1 fs. A higher step size for time evolution would introduce strong reflections at the boundaries. Parallel computation using the message passing interface ͑MPI͒ is well suited to solve this kind of problem. Indeed, each processor solves a fixed quantity of Schrödinger equations independently and the results are collected by a single processor to compute the density and the Poisson potential. This method is not necessary for the stationary model because the time spent calculating is minimal. Figures 8 and 9 represent the time evolution of the density and the current density for a shift of 0.
The current density exhibits an oscillatory behavior, while the electronic density seemingly does not. In fact, both quantities oscillate, but the amplitude of the oscillations is visible on the current and not on the density. Indeed, if the potential is lightly perturbated ͑for example a small shift of the applied bias͒, a first order perturbation analysis shows that the wave function is corrected with an oscillating term. Therefore, interferences are generated and the density and the current oscillate. In our case, the magnitude of the density is of order of the doping density. As the doping is very high, the magnitude of the oscillations is negligible compared to the high value of the electronic density. The situation is different for the current density. Indeed, the order of the final current is given by the difference between the two high values of the currents injected at each side of the device. Hence, the result of this difference between two high numbers has a very weak amplitude compared to that of Figure 10 represents the evolution of the density at the middle of the well for two shifts, 0.1 and 0.06 V. Figure 11 shows the evolution of the spatial average of the current for three different shifts, 0.02, 0.06, and 0.1 V.
The current becomes almost homogeneous in space at approximately 300 fs ͑Figs. 9-11͒, while the density reaches its final value at approximately 5000 fs ͑Figs. 8 -10͒. The results are similar for different biases ͑Fig. 11͒. The main difference is the amplitude of the transition oscillations which increases with the bias. Of course, for thinner barriers the stationary solution is reached in a shorter period.
V. CONCLUSION
A model for ballistic transport in nanostructures, both in stationary and transient regime, has been presented. Simulations giving realistic results were performed with a nonprohibitive time cost. The last section shows that the adaptive mesh size method is very efficient and strongly reduces the numerical cost. The Gummel method really provides better results than the relaxation algorithm. For the time dependent regime, the major problem is the smallness of the time step which implies a high number of iterations. A possible solution is to filter the oscillations that appear at the boundaries to increase the time step. Another improvement would be based on an adaptive integration over the momentum for the computation of the density in the transient regime. Indeed, as the potential varies in time, the energy position of resonances moves which requires a remeshing of the energy axis. In the present work, this idea was not developed and a static refined mesh determined by the positions of the initial and final resonances was used instead. This approach is, of course, not optimal. It induces an extra numerical cost which should be removed by the dynamical remeshing of the energy axis.
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