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Abstract Structural reliability analysis is concerned with
estimation of the probability of a critical event taking place,
described by P(g(X) ≤ 0) for some n-dimensional random
variable X and some real-valued function g. In many ap-
plications the function g is practically unknown, as function
evaluation involves time consuming numerical simulation or
some other form of experiment that is expensive to perform.
The problem we address in this paper is how to optimally
design experiments, in a Bayesian decision theoretic fash-
ion, when the goal is to estimate the probability P(g(X)≤ 0)
using a minimal amount of resources. As opposed to exist-
ing methods that have been proposed for this purpose, we
consider a general structural reliability model given in hier-
archical form. We therefore introduce a general formulation
of the experimental design problem, where we distinguish
between the uncertainty related to the random variable X
and any additional epistemic uncertainty that we want to re-
duce through experimentation. The effectiveness of a design
strategy is evaluated through a measure of residual uncer-
tainty, and efficient approximation of this quantity is crucial
if we want to apply algorithms that search for an optimal
strategy. The method we propose is based on importance
sampling combined with the unscented transform for epis-
temic uncertainty propagation. We implement this for the
myopic (one-step look ahead) alternative, and demonstrate
the effectiveness through a series of numerical experiments.
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1 Introduction
In order to ensure sufficient reliability of engineered sys-
tems, such as buildings, ships, offshore structures, aircraft
or technological products, uncertainties with respect to the
system’s capabilities and the system’s environment must be
accounted for. In probabilistic structural reliability analysis,
this is achieved through a probabilistic model of the system
and its environment. A primary objective with such a model
is to estimate the probability that the system will fail (e.g.
collapse, sink, crash or explode). 1
A probabilistic structural reliability model is commonly
defined through a performance function (also called a limit-
state function) g(X) depending on some random variable X.
Here, g(X)< 0 corresponds to system failure, and g(X)≥ 0
corresponds to the system functioning. Typically, X contains
the parameters describing a particular structure, such as the
geometry, dimensions and material properties. These quanti-
ties may be random, but can be influenced by the designer of
the structure. For example, the designer may choose to use
a more expensive, but more durable material in order to im-
prove the structural properties of the system. In addition, X
contains the (random) parameters that characterize the sys-
tems environment, such as wind speed, wave height etc., and
parameters describing how well the model fits reality (model
uncertainties). Given X and the function g(·), the probability
of failure is defined as the probability P(g(X)< 0). Modern
1 This is rarely interpreted as a frequentist probability. As the model
is not the real world, it is common to design models such that the failure
probability can be interpreted as a conservative estimate, or as a con-
sistent measure of robustness for comparison with other ’acceptable’
systems.
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engineering requirements for safe design and operation of
such systems are usually given as an upper bound on this
probability (Madsen et al., 2006).
Hence, for many practical applications, the failure prob-
ability computation is an important task. This is often chal-
lenging for complex systems, as a computationally feasible
stochastic model of the complete system and its environment
is not available. In our modelling framework, this comes in
the form of additional epistemic uncertainties, i.e. uncertain-
ties due to limited data or knowledge that in principle can
be reduced by gathering more information. These epistemic
uncertainties usually come in one of the two forms:
1. The function g(·) or the distribution of X depends on
parameters that we do not know the value of.
2. Evaluating g(x) at some single realization x of X is ex-
pensive in terms of money and/or time.
The last part comes from the complex physical nature of fail-
ure mechanisms, where experiments are needed to evaluate
the function g(x). This includes numerical computer simu-
lations and physical experiments in a laboratory, which are
both time consuming and expensive. Hence, due to the lim-
ited number of experiments that can be performed in prac-
tice, any method for estimating P(g(X)< 0) that relies on a
large number of evaluations of g(·) is practically infeasible.
This problem is usually solved by replacing the performance
function g(·) with a computationally cheap surrogate model
or emulator 2, constructed from a small set of experiments.
When the surrogate model is a stochastic process (viewed
as a distribution over functions), we can quantify the added
epistemic uncertainty that comes from this simplification.
We will assume that epistemic uncertainty is introduced
to a structural reliability model, and that there is a way to re-
duce this uncertainty by performing experiments. The prob-
lem we address in this paper, is how to optimally estimate
P(g(X) < 0) using as little resources as possible. In partic-
ular, we want to find an optimal strategy for the scenario
where we can perform experiments sequentially, i.e. where
each experiment may depend on the preceding ones. The
scenario where g(·) is replaced by a surrogate model cre-
ated from a finite set of observations {g(xi)}ni=1 has already
been studied extensively (Bect et al., 2012; Echard et al.,
2011; Bichon et al., 2008; Sun et al., 2017; Jian et al., 2017;
Perrin, 2016; Schueremans and Gemert, 2005). The most
common approach is to approximate g(·) using a Gaussian
process, and make use of the convenient fact that a surro-
gate model given by the posterior predictive distribution of
the Gaussian process has a closed form solution. However,
structural reliability models are often hierarchical, and the
2 The word emulator is often used for a surrogate model that can in-
terpolate between noiseless observations coming from a deterministic
computer simulation.
reason why g(·) is expensive comes from one or more ex-
pensive sub-components 3. An example is shown in Figure
1, where g(x) = g(y1(x),y2(x)). Assume here that x ∈ Rm,
then the index set of the Gaussian process approximation
of g(x) is m-dimensional. Naturally, the number of experi-
ments needed is highly dependent on m. If g(x) is expensive,
then this must be because one (or more) of the functions,
y1(x), y2(x) or g(y1,y2) is expensive. Very often, the effec-
tive domains4 of these functions have dimensionality much
smaller than m, so fitting a Gaussian process to observations
of g(x) is not very efficient. There is also some practical in-
convenience here, which is that some of the expensive sub-
components (for instance load models) may be applicable
in different structural reliability models, so there is a poten-
tial for re-use if we create a surrogate model for, say y1(x),
instead of g(x).
x
g
x
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g
Single layer model Hierarchical model
Fig. 1 Left: Single layer model. Right: Example of an hierarchical (2
layer) model where g(x) = g(y1(x),y2(x)).
In this paper we will work with hierarchical models as
the one illustrated in Figure 1, where we assume that some
of the intermediate variables are stochastic processes with
epistemic (potentially reducible) uncertainty. Note that this
also covers case where we just introduce additional epis-
temic variables into the model. Actually, in the approxi-
mate numerical solution we propose in this paper, these
two problems become equivalent. Moreover, as Gaussian-
ity generally is lost in the hierarchical setting, we will only
make assumptions on existence of second order moments of
the stochastic processes used as surrogates. We will present
a general formulation of the problem of finding an opti-
mal strategy for performing experiments based on Bell-
man’s principle of optimality, and discuss some alternative
routes for solving such problems. For the myopic (one step
look-ahead) strategy, we propose an efficient numerical pro-
3 For instance, g(x) is often a function of a structures capacity and
the effect of loads acting on the structure, where each of which are
determined from separate types of experiments.
4 If for instance y1(x) : Rm→ R depends only on x1, . . . ,xn for n≤
m, the effective domain of y1 is n-dimensional.
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cedure, based on finite dimensional approximation of the
stochastic processes and uncertainty propagation using the
unscented transform.
The structure of the remaining part of the paper is as
follows: Through Section 2 and Section 3 we develop the
Bayesian optimal experimental design problem for a gen-
eral structural reliability model. We introduce a framework
for separation of aleatory and epistemic uncertainties using
conditional expectations, from which we can express any
type of experiment associated with a structural reliability
problem. For the purpose of estimating a failure probability,
we consider three alternative optimization objectives, and in
Section 3 we discuss how the experimental design problem
may be tackled using dynamic programming and the myopic
approximation. Optimization problems of this form will in-
volve evaluation of a measure of residual uncertainty, and
in Section 4 we present an approach for approximating this
quantity. We implement this in Section 5 to develop an ef-
ficient numerical procedure for myopic scenario, which we
illustrate through a series of examples in Section 6. Finally,
our concluding remarks are given in Section 7, and some
supporting material used throughout the paper is included in
the Appendices.
2 Problem formulation
Given a probabilistic surrogate of a structural reliability
model, we are interested in how to optimally improve the
model for failure probability estimation, given a fixed ex-
perimental budget. More generally, given a structural relia-
bility model with epistemic uncertainty (e.g. as introduced
when using a surrogate), and a set of possible experiments
than can be performed, we want to select the experiments
in an optimal manner. The choice of experiment is called a
decision, d ∈ D where D is a space of feasible decisions.
Note that this set may include different kinds of decisions,
such as performing computer experiments, lab experiments
or performing physical measurements in the field.
In the following subsections we present a rigorous for-
mulation of the Bayesian optimal experimental design prob-
lem for structural reliability analysis. Here we will need a
way to express uncertainty about the performance function
used in structural reliability models, and a way to model
uncertainty about future outcomes of potential experiments
that can be made. For this purpose we will define a model
(ξ ,δ ), where
– ξ is a stochastic representation of the performance func-
tion g(x) evaluated at some fixed input x.
– δ (d) is a predictive model of experimental outcomes
given a decision d. In other words, δ models the data
generating process of potential experiments.
We will consistently write X as a random variable with val-
ues in Rm, and let x be a deterministic realization. ξ and
δ are stochastic processes, indexed over inputs x and deci-
sions d respectively. In structural reliability analysis, we are
interested in the random variable g(X), and likewise we will
consider ξ (X), but now where ξ (x) is also random for any
fixed x. As the purpose of performing experiments will be to
provide information about ξ , note that ξ and δ are generally
not independent.
A detailed description of how (ξ ,δ ) is constructed is
provided in the following subsections.
2.1 Structural reliability analysis
Let X ⊆ Rm, and let X be a random variable on the prob-
ability space (Ω ,F ,P) with values in X and g : X→ R a
measurable function. We call g the performance function or
limit state, with the associated failure set
Fg = {x ∈ X | g(x)≤ 0}.
In structural reliability analysis, we are interested in esti-
mating the failure probability, which we here denote α¯ . It is
defined as
α¯(g) = P(Fg) = E [1(g(X)≤ 0)] , (1)
where E [·] denotes the expectation with respect to P and
1(·) is the indicator function.
In most real-world cases it is difficult to derive an analyt-
ical expression for the failure probability. To overcome this,
several approximation and simulation methods have been
suggested, see e.g. Madsen et al. (2006) or Huang et al.
(2017). Two traditional methods are the first- and second-
order reliability method (FORM/SORM), where the failure
boundary is approximated at a specific point using a Tay-
lor expansion up to the first and second order respectively.
Different sampling procedures have also been developed,
which often make use of intermediate results obtained from
FORM/SORM. Other relevant techniques involve the con-
struction of environmental contours and the estimation of
buffered failure probabilities as in (Dahl and Huseby, 2019).
In this paper, our focus is different from these methods in
the sense that we are mainly interested in how to estimate
the failure probability as well as possible, given a limited
experimental budget. To do so, we need to separate between
different kinds of uncertainty in our model.
2.2 Separating epistemic and aleatory uncertainties
Ideally, the uncertainty related to the random variable g(X)
in (1) is aleatory, in the sense that that it relates to in-
herent variability of the physical phenomenon that is be-
ing modelled, but in reality we must also include epistemic
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uncertainty due to lack of information or knowledge. For
instance, assume that g(x,e) depends on the aleatory vari-
able x and some fixed but unknown parameter e. Assume
further that X is the aleatory random variable representing
variability in x, E is the epistemic random variable repre-
senting our belief about e, and that X and E are indepen-
dent with laws Px and Pe. It is then relevant to view the
failure probability as a random quantity with epistemic un-
certainty, α(E) =
∫
1(g(x,E)≤ 0)Px(dx). For engineering
applications, one would then typically be interested in some
specified upper percentile values of α(E), i.e. ensuring that
the epistemic uncertainty is under control.
In the following, we will assume that we have a per-
formance function ξ (·) that depends on a strictly aleatory
random variable X, and some other random quantity with
epistemic uncertainty. We will need to formulate this with
a bit of generality, in order to cover the different ways epis-
temic uncertainty can be introduced in a structural reliability
model.
As in Section 2.1 we will work with (Ω ,F ,P) as the
global probability space, capturing all forms of uncertainty.
We then let A and E be two sub σ -algebras representing
respectively aleatory and epistemic information, and we as-
sume that X is A -measurable. Furthermore, for any X ∈ X
we assume that ξ (X) is E -measurable. That is, ξ :X×Ω →
R is a stochastic process indexed by X∈X (this is also called
a random field), and ξ (X) is a real-valued random variable.
We will write ξ (·) instead of g(·)whenever epistemic uncer-
tainty has been introduced, as for instance in the canonical
case where a deterministic performance function g(·) is ap-
proximated with a probabilistic surrogate ξ (·).
We can now define the failure probability with epistemic
uncertainty as the E -measurable random variable
α(ξ ) = E [1(ξ (X)≤ 0) | E ] . (2)
Note that (2) coincides with (1) in the case where the perfor-
mance function is not affected by epistemic uncertainty, and
in general as α¯(ξ ) = E [α(ξ )] because
E [α(ξ )] = E [E [1(ξ (X)≤ 0)] | E ]
= E [1(ξ (X)≤ 0)]
= α¯(ξ ),
(3)
where the second equality uses the double expectation prop-
erty.
In the following we will just write α or α¯ without the
dependency on ξ when there is no risk of confusion.
Example 1 Assume ξ is a deterministic function of the
aleatory random variable X and epistemic random vari-
able E, both defined on (Ω ,F ,P). Then A = σ(X) and
E =σ(E), i.e., the σ -algebras generated by the random vari-
ables X and E respectively.
Note that the converse of Example 1 also holds true, as we
can always view ξ as a deterministic function applied to two
random variables X and E. That is, where ξ (x,e) is a deter-
ministic function for x and e fixed, and we can write the
stochastic process ξ (x,ω) as ξ (x,E). It is sometimes useful
to think of ξ in this way. In particular, the numerical approx-
imation we propose later in this paper is based on obtaining
a finite dimensional approximation of E.
Example 2 Let g be given as in the hierarchical model in
Figure 1, and X a random variable defined on some mea-
sure space (Ωx,Fx,Px). Assume that y1 and y2 are expen-
sive to evaluate, so we replace them with surrogate models
in the form of two stochastic processes y˜1 and y˜2 defined on
another measure space (Ωy,Fy,Py). Note that we assume
that both y˜1 and y˜2 are defined on the same measure space.
Then, the measure space for the experimental design prob-
lem is given by (Ω ,F ,P) = (Ωx×Ωy,Fx⊗Fy,Px×Py),
A =Fx and E =Fy (up to isomorphism), and we would
write ξ (x) = g(y˜1(x), y˜2(x)).
2.3 Decisions, outcomes and experiments
We are interested in the case where the epistemic uncertainty
in α can be reduced by running experiments. For instance,
in Example 1 the epistemic variable E could be a fixed but
unknown parameter, and maybe additional measurements
could be performed to reduce the uncertainty in E. Or in
Example 2, additional experiments could be performed to
infer the values of y1 or y2 at some given input x′, in order
to reduce uncertainty in the surrogate models y˜1 and y˜2.
These are examples of possible decisions we could make
to reduce epistemic uncertainty. We will let D denote the set
of all possible decisions, and O the set of all possible out-
comes. For any decision d ∈ D, the corresponding outcome
is uncertain a priori, and in order to evaluate the potential
impact of a decision we will need to specify (possibly sub-
jectively) a distribution representing the possible outcomes.
We will let δ (d) denote the random outcome of a decision
d ∈ D with values in O. For any realization o ∈ O of δ (d),
we will refer to the pair (d,o) as an experiment.
In our modelling framework, we will assume that ξ (x)
as defined in Section 2.2 is provided together with (Ω ,F ,P)
and the sub σ -algebrasA and E , and that a decision process
δ (d) is given where δ (d) is E -measurable for any d ∈D. Ta-
ble 1 gives an overview of the notation we have introduced
so far, in order to define the problem of optimal experimen-
tal design for structural reliability analysis.
Example 3 Continuing from Example 2, assume that noise
perturbed observations of y1 can be made. Let d(x) =
{observe y1(x)}, and define D as the union of such events
for all x. If we assume that observations come with additive
noise, o(x) = y1(x)+ε(x), for some specified noise process
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Table 1 Overview of the framework for the optimal experimental design problem for structural reliability analysis
Symbol Description Type
X Parameters describing structure and environment Rm-valued random variable
x Deterministic realization of X values in Rm
g(x) Performance function of structure real-valued
Fg Failure set of g(·) subset of Rm
α¯(g) The failure probability, P(Fg) values in [0,1]
ξ (x) Stochastic approximation of g(·) real-valued stochastic process
α(ξ ) The failure probability with epistemic uncertainty values in [0,1]
d Decision contained in set of decisions D
o Outcome of experiment contained in set of outcomes O
(d,o) Summary of an experiment contained in D×O
δ (d) Model of experiment outcomes O-valued stochastic process
E Parameters for epistemic uncertainty, independent of X random variable
A Aleatory information σ -algebra
E Epistemic information σ -algebra
(ξ ,δ ) The model (R×O)-valued
ε , then we can let δ (d(x)) = y˜1(x)+ε(x). In a similar fash-
ion, D and δ (d) could be extended to include observations
of y2 as well.
We will note that the noise-free alternative to Example 3, i.e.
the case where ε ≡ 0, is a common scenario when dealing
with deterministic computer simulations. Another related
scenario that is also of relevance here, is that of muiltifidelity
modelling (Fernandez et al., 2017), in which case inaccurate
estimates of y1(x) could be available at the same time, but at
a lower cost.
2.4 Sequential model updating
Now, having defined a random variable X and the two pro-
cesses {ξ (x)}x∈X and {δ (d)}d∈D, we want to perform a se-
quence of experiments, (d0,o0),(d1,o1), . . . , and update ξ
and δ accordingly.
We let Ik := {(d0,o0), . . . ,(dk−1,ok−1)} denote the in-
formation or history up to the k-th experiment, and define
Ek as the σ -algebra generated by E and Ik. Hence, Ek is all
the information regarding epistemic quantities that is avail-
able after k experiments. We introduce the notation Pk(·) and
Ek [·] to denote the conditional distribution P(· | Ek) and con-
ditional expectation E [· | Ek] given the updated information
Ek. For convenience we define I0 = /0, so that we can use
the index k = 0 with these definitions for the scenario before
any experiment has been made. We will write ξk and δk as
the updated processes ξ |Ik and δ |Ik corresponding to Pk. Per
definition,
(ξk+1,δk+1) = (ξk,δk) | dk,ok = (ξ0,δ0) | Ik,dk,ok.
In the following example, we show how this sequential up-
date can be done via Bayes’ theorem.
Example 4 Let k ∈ N. Assume (ξ ,δ ) admits a joint prob-
ability density at any finite subset of X×D with respect to
Pk, which we write pk(ξ ,δ ) for short. E.g. pk(ξ ) means
Pk
((
ξ (x(1)), . . . ,ξ (x(n))
)
=
(
ξ (1), . . . ,ξ (n)
))
for some x(1), . . . ,x(n) ∈ X and ξ (1), . . . ,ξ (n) ∈ R. Then
pk(ξ ) = p0(ξk), pk(δ ) = p0(δk), and the update of the prob-
abilities is done by using Bayes’ theorem:
pk+1(ξ ) = pk(ξ |dk,ok) = pk(ok|ξ ,dk)pk(ξ )pk(ok|dk) ,
pk+1(δ ) = pk(δ |dk,ok) = pk(ok|dk,δ )pk(δ )pk(ok|dk) ,
(4)
where pk(·|·) is the relevant density with respect to Pk.
Example 5 For a specific problem there will typically be
simpler ways of updating the model than the generic for-
mulation given in the previous example. Continuing again
from Example 2 and Example 3, assume δ (d) = δ (x, y˜1, y˜2)
corresponds to observing y˜1(x) + ε1(x) or y˜2(x) + ε2(x).
Then y˜1 and y˜2 can be updated directly, and we let ξ |Ik =
g(y˜1|Ik, y˜2|Ik) and δ |Ik = δ (x, y˜1|Ik, y˜2|Ik).
In fact, if y˜1 and y˜2 and the noise terms ε1 and ε2 are all
Gaussian processes, then y˜1|Ik and y˜2|Ik are also Gaussian
and closed form representations are available (see Appendix
A). Note that in this case the model update could include
updating the Gaussian process hyperparameters as well.
2.5 Optimization objective
Following the formulation of Bect et al. (2012, 2019), a
strategy for uncertainty reduction starts with a measure of
residual uncertainty for the quantity of interest after k ex-
periments. This is a functional
Hk =H (Pk) (5)
of the conditional distribution Pk. In this paper we will con-
sider three specific alternatives for Hk.
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Assume k experiments have been performed, resulting in
the updated probabilistic model (ξk,δk). The updated failure
probability according to (2) can then be defined as
αk = α(ξk) = Ek [1(ξ (X)≤ 0)] , α¯k = E [αk] . (6)
As we are interested in reducing uncertainty in α , a
natural optimization objective is to minimize Var(αk) =
E
[
(αk− α¯k)2
]
. However, computation of Var(αk) can be
problematic in practice. Most of the proposed methods for
design of experiments in (non-hierarchical) structural reli-
ability models therefore make use of alternative heuristic
optimization objectives. That is, some alternative function
Hk(·) that is easier to compute than Var(αk), and where the
design that minimizes Hk(·) hopefully also performs well
with respect to Var(αk).
Bect et al. (2012) present a few such criteria, some of
which will also be considered in this paper. Let
pk(X) = Pk(ξ (X)≤ 0),
γk(X) = pk(X)(1− pk(X)).
(7)
Observe that
Var(1(ξk(x)≤ 0)) = E
[
(1(ξk(x)≤ 0))2
]−
E [1(ξk(x)≤ 0)]2
= E [(1(ξk(x)≤ 0))]− pk(x)2
= pk(x)− pk(x)2
= γk(x),
(8)
and also that γk(x)/2 is the probability that two i.i.d. samples
from ξk(x) have the same sign. Hence, γk provides a measure
of how accurate ξk(x) is around the critical value ξk = 0. We
will introduce two measures of residual uncertainty based
on taking the expectation of γk with respect the distribution
of X, which we denote PX. In total, we will consider the
following three alternatives for Hk:
H1,k = Ek
[
(α− α¯)2] ,
H2,k =
∫
X
γk dPX = E [γk] ,
H3,k =
(∫
X
√
γk dPX
)2
= E [
√
γk]2 .
(9)
Here H2,k and H3,k can also be motivated by realizing that
they serve as upper bounds on H1,k. In fact, H1,k ≤ H3,k ≤
H2,k (see Proposition 3 in (Bect et al., 2012)).
For optimal design of experiments we will consider loss
functions given by the above measures of residual uncer-
tainty, potentially in combination with an additional penalty
term that represents the cost of performing a given experi-
ment. In the Bayesian decision-theoretic framework, given
such a loss function depending on a policy for selecting
experiments pi , we can evaluate the policy by looking n-
steps ahead. For instance, a relevant loss function for mini-
mizing uncertainty in α after n additional experiments, fol-
lowing after the current experiment k, could be given as
Jk(pi) = Ek
[
H1,k+n
]
where Ek+n corresponds to following
the policy pi . The additional notation introduced with respect
to the measure of residual uncertainty and sequential model
updating is summarized in Table 2.
3 Modelling information and experimental design
In this section, we introduce the experimental design frame-
work and explain how the development of information
is modelled in this context. In the following, let k =
0,1, . . . ,K − 1 be the experiment index which keeps track
of the number of performed experiments.
3.1 The dynamic programming formulation
Huan and Marzouk (2016) introduce a general framework
for sequential optimal experimental design: Let the state5 of
the system after experiment k−1 be denoted by sk. The input
(decided by the experimental designers) to experiment k is
denoted by dk. We want to determine a policy
pi := (pi0,pi1, . . . ,piK−1)
where dk = pik(sk). That is, given the current state of the
system, the policy is a function which tells the experimental
designer the input to the next experiment.
From each experiment, we get observations ok. These
observations may include measurement noise and modelling
errors. Associated to each experiment, we have a stage re-
ward Rk(sk,ok,dk). The stage reward reflects the cost of do-
ing the experiment (measured in e.g. money or time) plus
any additional benefits or penalties of doing the experiment
(measured in the same unit). Furthermore, we have a termi-
nal reward RK(sK) only depending on the final state of the
system.
In order to model the development of the system of ex-
periments, we have the system dynamics:
sk+1 =F (sk,dk,ok)
where F (·) is some function specifying the transition from
a current state to a new state based on the performed exper-
iment.
5 In (Huan and Marzouk, 2016) the state is written as sk =
(s(b)k ,s
(p)
k ), where s
(b)
k denotes the uncertainty state and s
(p)
k denotes
the physical state that describes any additional deterministic decision-
relevant variables. Herein we will not write sk specifically in this form.
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Table 2 Overview of the framework for the optimal experimental design problem for structural reliability analysis with sequential model updating
Symbol Description Type
Ik Information up to k’th experiment sequence of decisions and outcomes
Ek Information given ξ and Ik σ -algebra
Pk Conditional probability given ξk values in [0,1]
ξk Update of ξ given Ik stochastic process indexed by k
δk Update of δ given Ik stochastic process indexed by k
Hk =H (Pk) Measure of residual uncertainty functional from space of probability distributions to R
αk Updated epistemic failure probability values in [0,1]
α¯k Updated expected failure probability values in [0,1]
The optimal experimental design problem can then be
formulated as follows:
Maximize
Eo0,...,oK−1
[
K−1
∑
k=0
Rk(sk,ok,pik(sk))+RK(sK)
]
such that
sk+1 =F (sk,dk,ok),
(10)
and the maximization is done over all policies pi that
do not look into the future. That is, when deciding pol-
icy pik, only what is know up to experiment k − 1 can
be used. Another way of saying this is that the policy pi
should be adapted to the filtration generated by the pro-
cesses {sk},{ok} and {dk}. Note that the optimization prob-
lem is over the whole experimental design period and is
based on that there is an initial number K of experiments
that are to be performed. The experimental design policy is
chosen in order to maximize the total reward of all of the
experiments, as opposed to simply doing what is optimal in
the next experiment (without taking the future experiments
into account).
To adapt this framework to the experimental design
problem for structural reliability analysis, we write
sk = (ξk,δk, Ik),
dk = pik(sk),
ok = δk(dk),
(11)
and where the dynamics sk+1 =F (sk,dk,ok) is given by up-
dating ξk, δk and Ik with respect to the experiment (dk,ok)
as described in subsection 2.4.
Remark 1 Note that the expectation in (10) is with respect
to future outcomes o0, . . . ,oK−1 which a priori are uncertain,
and where each outcome ok depends on the previous out-
comes o0, . . . ,ok−1. An equivalent formulation can be given
in terms of conditional expectations. Let each reward be de-
fined by backwards induction:
Rk = max
d
Ek [Rk+1|dk = d] , k = K−1, . . . ,0,
where RK = RK(sk) only depends on the final state of the
system. Then, the policy defined by selecting for each k the
decision
d∗k = argmax
d∈D
Ek [Rk+1|dk = d]
= argmax
d∈D
Ek [maxEk+1 · · ·EKRK |dk = d]
is optimal. This corresponds with the formulation used by
Bect et al. (2012).
Problem (10) is a dynamic programming problem.
Though theoretically optimal, such problems are known for
suffering form the so-called curse of dimensionality. That
is, the number of possible sequences of design and obser-
vation realizations grow exponentially with the dimension
of the state space. According to Defourny et al. (2011), the
curse of dimensionality implies that dynamic programming
can only be solved numerically for state spaces embedded
in Rd with d ≤ 10. Therefore, such problems can often only
be solved approximately via approximate dynamic program-
ming, see Huan and Marzouk (2016). Note also that this type
of formulation is based on a Markovianity assumption, i.e.,
that there is no memory in the dynamics of the system. This
assumption is necessary in order to perform the simplifica-
tion to only having dependency on the current state of the
system in Remark 1. If the system is not Markovian, in the
sense that the decision at any time depends not only on the
current state of the system, but also on some of the previ-
ous states of the system, we cannot solve the experimental
design problem by backwards induction. The reason for this
is that the Bellman equation, which backwards induction is
based on, does not hold in this case. In such cases, the ex-
perimental design problem can for instance be solved via the
maximum principle, see e.g. Dahl et al. (2016) for an exam-
ple of systems with memory in continuous time.
Remark 2 An alternative solution method to dynamic pro-
gramming for problem (10) is to use a scenario tree based
approach, see Defourny et al. (2011). Scenario tree based ap-
proaches are not sensitive to curse of dimensionality based
on the state space, but based on the number of experiments.
Hence, a scenario based approach can be attempted when-
ever there are few experiments (less than or equal 10), but
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potentially a large dimensional state space (greater than 10).
If the number of experiments is large (greater than 10), but
the state space dimension is small (less than or equal 10),
dynamic programming is a viable solution method. If both
the state space dimension and the number of experiments is
large, one can try approximate dynamic programming (see
Huan and Marzouk (2016)) or a myopic formulation as an
alternative to the dynamic programming one. In Section 3.2,
we consider such a myopic formulation.
Note that problem (10) is maximization problem of a
reward, but can trivially be transformed to a minimization
problem with some loss function Lk =−Rk instead. For the
application considered in this paper, we are interested in
minimization problems associated with the residual uncer-
tainty described in Section 2.5.
Example 6 Let λ (dk) denote the cost of decision dk. A rele-
vant set of loss functions could then be: Lk(sk,dk, ok) = 0 for
k < K and LK = HK ·∑k<K λ (dk), where HK = H1,k,H2,k or
H3,k as described in Section 2.5. Or, letting Lk(sk,dk,ok) =
ηkλ (dk)Hk for k < K where η is some discount factor,
η ∈ (0,1), would produce a similar but more greedy policy.
Another relevant alternative is to define LK = ∑k<k∗ λ (dk)
as the sum of costs up to the iteration k∗ where some target
level, Hk < H∗ for k > k∗, has been reached.
3.2 The myopic formulation
As mentioned in Section 3.1, the dynamic programming for-
mulation of the optimal experimental design problem for
structural reliability analysis suffers from the curse of di-
mensionality. An approximation to the dynamic program-
ming formulation which mends this problem, is the myopic
formulation. This corresponds to truncating the dynamic
programming sum in (10) and only looking at one time-step
ahead at the time. Due to the truncation, the myopic formu-
lation is not theoretically optimal, but it is computationally
feasible even for large systems since it does not suffer from
the curse of dimensionality.
In this section, we define the the myopic optimal deci-
sion d ∈ D at step k as the minimizer of the following func-
tion
Ji,k(d) = λ (d)Ek,d
[
Hi,k+1
]
for i = 1,2,or 3. (12)
Here Hi,k are the measures of residual uncertainty defined
in Section 2.5, and Ek,d represents the conditional expec-
tation with respect to Ek with dk = d. Hence, Ek,d
[
Hi,k+1
]
represents how desirable decision d is for reducing the ex-
pected remaining uncertainty in α at experiment k+ 1, if
the next experiment is performed with input d. We let λ (d)
be a deterministic function representing the cost associated
with decision d, and we will refer to a function Ji,k(d) as
the acquisition function for myopic design. Other ways of
introducing additional rewards or penalties associated with
an experiment are of course also possible. In fact, there is
no particular reason why we write (12) as a product of cost
and the measure of residual uncertainty, besides emphasiz-
ing that Ji,k(d) should be a function of these two terms.
Note that this is greedy strategy. At each time step, we
choose the input for the next experiment which is optimal
given that we only look one step ahead. This is in contrast to
the experimental design model in Section 3.1 which chooses
the optimal policy based on the whole experimental design
phase. The greedy strategy is not theoretically optimal, as it
essentially corresponds to truncating the sum in the dynamic
programming formulation (10). However, due to this trunca-
tion, the greedy approach does not suffer from the curse of
dimensionality. Hence, it is more tractable from a computa-
tional point of view.
4 Approximating the measure of residual uncertainty
Assume k experiments have been performed, resulting in the
updated probabilistic model (ξk,δk). A simple method for
estimating the measures of residual uncertainty described in
Section 2.5, is by a double-loop Monte Carlo simulation: Let
N1,N2 ∈ N and let h(k)i, j = 1
(
ξk, j(xi)≤ 0
)
, where x1, . . . ,xN1
are N1 i.i.d. samples of X and ξk,1(xi), . . .ξk,N2(xi) are N2
i.i.d. performance functions sampled from ξk and evaluated
at each xi. Then H1,k can be obtained as the sample variance
of the N2 samples of the form αˆk, j = 1N1 ∑i h
(k)
i, j . Similarly,
H2,k and H3,k can be estimated from pˆk(xi) = 1N2 ∑ j h
(k)
i, j .
This approach is problematic for several reasons. First
of all, αˆk, j is an unbiased estimator of the failure probabil-
ity αk, j = α(ξk, j) corresponding to the deterministic perfor-
mance function ξk, j. When αk, j is small, the variance of this
estimator is var(αˆk, j) = αk, j(1−αk, j)/N1 ≈ αk, j/N1. If we
want to achieve an accuracy, of say
√
var(αˆk, j) < 0.1αk, j,
and αk, j = 10−m, then the number of samples required
would be approximately N1 = 10m+2. The failure probabili-
ties considered in structural reliability analysis can typically
be in the range from 10−6 to 10−2.
When N1 is large, it can also be a practical challenge to
obtain the samples ξk, j(x1), . . . ,ξk, j(xN1) simultaneously for
a fixed j. Moreover, the total number of samples needed to
evaluate the measures of residual uncertainty Hi,k is N1N2,
and we are interested in optimization over Hi,k that will re-
quire multiple simulations of this kind.
In this section we present a procedure for efficient ap-
proximation of the measures of residual uncertainty. We will
start by introducing a finite dimensional approximation of
ξk(x), given as a deterministic function ξˆk(x,E) depending
on x and a finite dimensional Ek-measurable random vari-
able E. Then, in Section 4.2 we consider how the mean and
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variance, E [ f (E)] and var( f (E)), can be approximated for
any Ek-measurable function f (e) using the unscented trans-
form. In Section 4.3 and Section 4.4 we present an impor-
tance sampling scheme for the case where f (e) is defined
in terms of an expectation over X. Finally, in Section 4.5
we consider the case where f (e) = α(ξˆk(X,e)), which pro-
vides the approximations αˆk = f (E) and Hˆ1,k = var( f (E)),
and where approximations of H2,k and H3,k are obtained in a
similar manner.
In summary, this kind of approximation which we will
refer to as UT-MCIS from now on, makes use of the un-
scented transform (UT) for epistemic uncertainty propa-
gation and Monte Carlo simulation with importance sam-
pling (MCIS) for aleatory uncertainty propagation. The mo-
tivation behind this specific setup is that a technique such
as MCIS is needed to obtain low variance estimates of
α(ξˆk(X,e)), which will typically be a small number. The
sampling scheme we propose is also designed to be effi-
cient in the case where subsequent estimates corresponding
to perturbations of α(ξˆk(X,e)) are needed, which is rele-
vant for estimation of e.g. α(ξˆk+1(X,e)) or α(ξˆk(X,e′)) for
some e′ 6= e if α(ξˆk(X,e)) has already been estimated. As
for epistemic uncertainty propagation, when α(ξˆk(x,E)) is
viewed as an Ek-measurable random variable, the UT alter-
native which is both simpler and more efficient seems like a
viable alternative, in particular for the purpose of optimiza-
tion with respect to future decisions.
4.1 The finite-dimensional approximation of ξk
In our framework, we have defined ξk as a Ek-measurable
stochastic process indexed by x ∈ X (often called a random
field), and we view ξk as a distribution over some (gener-
ally infinite-dimensional) space of functions. The special
case where ξk = ξk(x,E) for some finite dimensional Ek-
measurable random variable E can be very useful for simula-
tion. That is, if samples e j of E can be generated efficiently,
then random functions ξk, j(x) = ξk(x,e j) can be sampled
as well. As long as ξk is square integrable, such a represen-
tation of ξk is always available from the Karhunen-Loe´ve
transform:
ξk(x)−E [ξk(x)] =
∞
∑
i=1
Eiφi(x),
where the functions φi are deterministic and Ei are uncor-
related random variables with zero mean. The canonical or-
dering of the terms Eiφi(x) also provides a suitable method
for approximating ξk(x), by truncating the sum at some fi-
nite i = M, and we could then let E = (E1, . . . ,EM) (see for
instance Wang (2008)).
But obtaining the Karhunen-Loe´ve transform can also be
challenging. Because of this, we present an extremely sim-
ple approximation, that just relies on computation of the first
two moments of ξk. We let E be a 1-dimensional random
variable with E [E] = 0 and E
[
E2
]
= 1, and define
ξˆk(x) = E [ξk(x)]+E
√
var(ξk(x)). (13)
This is indeed a very crude approximation, as essentially we
assume that the values of ξk at any set of inputs x are fully
correlated. But for probabilistic surrogates used in structural
reliability models this is actually not that unreasonable, and
as it turns out, for the examples we consider in Section 6 it
seems sufficient.
x
k(x
)
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Fig. 2 Illustration of the finite dimensional approximation (13).
Remark 3 Note that to update the approximate model ξˆk(x)
in (13) given some new experiment (dk,ok), we only need
to update the mean and variance functions. This is in line
with the numerically efficient Bayes linear approach (Gold-
stein and Wooff, 2007), where random variables are spec-
ified only through the first two moments, and where the
Bayesian updating given some experiment corresponds to
computation of an adjusted mean and covariance. An appli-
cation of the Bayes linear theory to sequential optimal de-
sign of experiments can be found in (Jones et al., 2018).
We note also that in the case where Gaussian pro-
cesses are used as surrogate models, the classical and linear
Bayesian approaches are computationally equivalent. More-
over, in the following section we will introduce the un-
scented transform for approximation of the updated/adjusted
moments, and as a consequence the complete prior probabil-
ity specification of E becomes less relevant.
In the case where we are dealing with a hierarchical
model, it might not be convenient to compute E [ξk(x)] and
var(ξk(x)). If ξk(x) = g(Yk(x)) where Yk(x) is a stochastic
process with values in Rn for any x ∈ X, we would instead
approximate Yk with
Yˆk = E [Yk]+LE, (14)
where E is n-dimensional with E [E] = 0, E[EET ] =
I, and the matrix L satisfies LLT = (Yk − E [Yk])(Yk −
E [Yk])T . The approximation of ξk is then obtained as
ξˆk(x) = g(Yˆk(x)). The same goes for the scenario with
more than two layers in the hierarchy, for instance ξk(x) =
g(Zk(Yk(x))), where we would approximate both Zk(y)
and Yk(x). In any case, we end up with finite dimensional
random variable E, and we can define the approximation
ξˆk(x,E).
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4.2 The unscented transform for epistemic uncertainty
propagation
The unscented transform (UT) is a very efficient method for
approximating the mean and covariance of a random vari-
able after nonlinear transformation. UT is commonly ap-
plied in the context of Kalman filtering, and it is based on
the general idea that it is easier to approximate a probabil-
ity distribution than an arbitrary nonlinear transformation
(Uhlmann, 1995; Julier and Uhlmann, 2004). Intuitively,
given any finite-dimensional random variable E we may de-
fine a set of weighted sigma-points {(vi,ei)}, such that if
{(vi,ei)} was considered as a discrete probability distribu-
tion, then its mean and covariance would coincide with E.
For any nonlinear transformation Y = f (E), if E was dis-
crete we could compute the mean and covariance of Y ex-
actly. The UT approximation is the result of such computa-
tion, where we make use of a small set of weighted points
{(vi,ei)}.
Specifically, let E be a finite dimensional random vari-
able with mean µ and covariance matrix Σ. A set of
sigma-points for E is a set of weighted samples {(v1,e1),
. . . ,(vn,en)} such that
µ=
n
∑
i=1
viei,
Σ =
n
∑
i=1
vi(ei−µ)(ei−µ)T .
(15)
If y = f (e) is any (generally nonlinear) transformation, the
UT approximation of the mean and covariance of Y = f (E)
are then obtained as
Ê[Y] =
n
∑
i=1
viyi,
Ĉov[Y] =
n
∑
i=1
vi(yi− Ê[Y])(yi− Ê[Y])T ,
(16)
where yi = f (ei).
Naturally, the selection of appropriate sigma-points is
essential for UT to be successful. It is important to note
that, although we may view the sigma-points as weighted
samples, vi and ei are fixed or given by some deterministic
procedure. Moreover, the definition of sigma-points given
in (15) does not require that the weights are nonnegative
and sum to one. Although this conflicts with the intuition
of approximating E with a discrete random variable, the un-
scented transform still makes sense as a procedure for ap-
proximating statistics after nonlinear transformation.
Since the introduction of UT to Kalman filters in the
1990’s, many different alternatives for sigma-point selec-
tion have been proposed (Menegaz et al., 2015). These are
mostly focus on applications where E follows a multivari-
ate Gaussian distribution, but we do not see this as a re-
striction since we will assume that E can be represented as
a transformation E = T −1(U) of a multivariate Gaussian
variable U . For the applications considered in this paper,
we will let {(vi,ui)} denote a set of sigma-points that are ap-
propriate for the multivariate standard normal U ∼N (0, I)
where dim(U) = dim(E). If T is the corresponding iso-
probabilistic transformation, i.e. T (E)∼N (0, I) (see Ap-
pendix B.1), we will use {(vi,T −1(ui))} as a set of sigma-
points for E. Equivalently, we could also view this as taking
the UT approximation ofU under a different transformation
given by f ◦T . For the numerical examples we present in
this paper, we have made use of the the method developed
by Merwe (2004), which produces a set of n= 2 ·dim(E)+1
points ei with corresponding weights6. Determining sigma-
points with this procedure is quite straightforward, and the
details are given in Appendix C. We note again that for any
structural reliability model, as long as we do not change di-
mensionality of E, determining the sigma-points is a one-
time computation, and any subsequent UT approximation of
Y = f (E), for some nonlinear transformation f (·), is com-
putationally very efficient.
Remark 4 Note that it is not necessary that the sigma points
used in the approximation of the mean and covariance in
(16) are the same. In fact, the method presented in Appendix
C makes use of two different sets of weights for these ap-
proximations. As this is not of any relevance for the remain-
ing part of this paper, we will keep writing {vi,ei} as a single
set of sigma-points to simplify the notation.
4.3 Generating samples in X
In order to estimate the measures of residual uncertainty,
we will need a set of samples of X. We will generate a
finite set of 3-tuples {(xi,wi, ηˆi)}, where {(xi,wi)} are
weighted samples in X suitable for obtaining importance
sampling estimates of failure probabilities, and ηˆi is a
number describing how influential a given sample (xi,wi)
is expected to be in such an estimate. In other words, {xi}
should be constructed to ’cover the relevant regions in X’,
and for estimation we will only make use of a subset of
{(xi,wi)}. The relevant subset will be determined from the
measure of insignificance |ηˆi|, where we will only consider
samples (xi,wi) where |ηˆi| is below some threshold. We
start by describing how the weighted samples {(xi,wi)} are
generated.
Importance sampling
The general idea behind importance sampling is that if we
6 Other alternatives for sigma-point selection could also be applied,
potentially with better performance. The method by Merwe (2004) de-
pends on a set of parameters, and it could also be relevant to refine or
learn the appropriate parameter values as in (Turner and Rasmussen,
2010). However, in our current implementation we have only consid-
ered the fixed set of sigma-points given in Appendix C.
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select some random variable Q ≥ 0 with law PQ, such that
EPX [Q] = 1 andQ 6= 0 PX-almost surely, then
EPX [ f (X)] = EPQ [ f (X)/Q], (17)
for anyA -measurable function f (x). This is often useful for
estimation, for instance when sampling from PX is difficult,
and in the case where we can find a Q such that estimates
with respect to the right hand side of (17) are better (have
lower variance) than estimating EPX [ f (X)] directly.
In the case where X admits a probability density pX, we
can let qX be any density function such that qX(x)> 0 when-
ever pX(x) > 0. Let x1, . . . ,xN be i.i.d. samples generated
according to qX, and define wi = pX(xi)/qX(xi). The im-
portance sampling estimate of EPX [ f (X)] with respect to the
proposal density qX is then obtained as
EPX [ f (X)] = EPQ
[
f (X)
pX(X)
qX(X)
]
≈ 1
N
N
∑
i=1
f (xi)wi.
(18)
We now assume that the stochastic limit state can be writ-
ten as ξk(x,E) for some finite-dimensional random variable
E, and for any deterministic performance function ξk(x,e)
we will write αk(e) = α(ξk(X,e)) as the corresponding fail-
ure probability. An importance sampling estimate of αk(e)
is then given by (18) with f (x) = 1(ξk(x,e)≤ 0), that is
αˆk(e) =
1
N
N
∑
i=1
1(ξk(xi,e)≤ 0)wi. (19)
In order to obtain a good estimate of αk(e), we would
like the proposal distribution qX to produce samples such
that there is an even balance between the samples where
ξk(x,e) ≤ 0 and ξk(x,e) > 0, where at the same time pX is
as large as possible. One way to achieve this is to generate
samples in the vicinity of points on the surface ξk(x,e) = 0
with (locally) maximal density. A point with this property
is called a design point7 or most probable failure point in
the structural reliability literature. We will let qX represent
a mixture of distributions, centered around different design
points that are appropriate for different values of e. The full
details are given in Appendix B, where we also describe
a simpler alternative than can be used in the case where
design point searching is difficult or not appropriate.
The measure of insignificance |ηi|
Assume {(xi,wi)} is a set of samples capable of providing a
satisfactory estimate of αk(e), and we now want to estimate
αk(e′) for some new value e′. If we know that the sign of
ξk(xi,e) and ξk(xi,e′) will coincide for many of the samples
7 The most common definition of a design point is that it is the point
on the limit state surface with maximal density after transformation to
the standard normal space. See Appendix B.1
xi, then the estimate of αk(e′) can be obtained more effi-
ciently by not computing all the terms in the sum (19). This
is typically the case when e and e′ are both sampled from E.
It is also true in the case where we want to estimate αk+1(e′)
given some new experiment (dk,ok), if we assume that up-
dating with respect to (dk,ok) has local effect (i.e. there are
always regions in X where ξk+1(x)≈ ξk(x)), or if the exper-
iment is carried out to reduce the uncertainty in the level set
ξk = 0 (which is what we intend to do).
In other words, we consider some perturbation of the
performance function ξk(x,e), and we are interested in
identifying the samples xi where 1(ξk(xi,e)≤ 0) does not
change under the perturbation. For this purpose we define
the function
η(x,ξ ) = E [ξ (x)]/
√
var(ξ (x)), (20)
and let ηi = η(xi,ξk) be defined with respect to the relevant
process ξk. Here ηi describes how uncertain ξk(xi) is around
the critical value ξk = 0, in the sense that if |ηi| is small
(close to zero) then ξk(xi) > 0 and ξk(xi) ≤ 0 may both be
probable outcomes. Conversely, if |ηi| is large then either
P(ξk(xi) ≤ 0) ≈ 0 or P(ξk(xi) ≤ 0) ≈ 1, and the input xi is
insignificant as it is unnecessary to keep track of changes
in 1(ξk(xi)≤ 0). We will use ηi to prune the sample set
{(xi,wi)}, by only considering the samples where |ηi| is be-
low a given threshold τ . Although this is an intuitive idea,
we may also justify the definition of η and selection of a
threshold τ more formally by making use of the following
proposition.
Proposition 41 Given any process ξ (x), let η(x) = η(x,ξ )
be defined as in (20) and let τ >
√
2. Assume ξ (1) and ξ (2)
are two i.i.d. random samples from ξ (x). Then,
P
(
1
(
ξ (1) ≤ 0
)
6= 1
(
ξ (2) ≤ 0
) ∣∣∣ |η | ≥ τ)
≤ 2
τ2
(
1− 1
τ2
)
.
(21)
Proof Let p = P(ξ (x) ≤ 0) and γ(p) = p(1 − p) for
short (note also that this is (7) for ξ = ξk), and ob-
serve that P
(
1
(
ξ (1) ≤ 0
)
6= 1
(
ξ (2) ≤ 0
))
= 2γ(p). As-
sume first that η > 0. Then E[ξ ] > 0 and by Chebyshev’s
one-sided inequality we get
η = τ ⇒ p≤ var(ξ (x))
(var(ξ (x))+E[ξ (x)]2)
≤ 1
τ2
,
and as τ >
√
2 we also get p≤ 1/2. Since γ(p) is increasing
for p ∈ [0,1/2], we must have γ(p)≤ γ(1/τ2).
Conversely, if−τ = η < 0 then p≥ 1−1/τ2 ≥ 1/2, and
as γ(p) is decreasing for p ∈ [1/2,1] we have that γ(p) ≤
γ(1−1/τ2) = γ(1/τ2). Hence, combining both cases we get
|η |= τ ⇒ γ(p)≤ γ(1/τ2), and (21) is proved by observing
that γ(1/(τ+ ε)2)≤ γ(1/τ2) for any ε > 0. uunionsq
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Although Proposition 41 holds in general, tighter (and prob-
ably more realistic) bounds can be obtained by making as-
sumptions on the form of ξ (x). For instance, in the case
where ξ (x) is Gaussian we obtain
P
(
1
(
ξ (1) ≤ 0
)
6= 1
(
ξ (2) ≤ 0
) ∣∣∣ |η | ≥ τ)
≤ 2Φ(τ)Φ(−τ),
(22)
where Φ(·) is the standard normal CDF.
We will make use of ηˆi obtained as the UT approxima-
tion of ηi. That is, ηˆi is in general obtained from the finite-
dimensional approximation described in Section 4.1, com-
bined with the UT approximation (16) with Y = ξˆk(x,E).
4.4 Importance sampling estimates with pruning
Let {(xi,wi, ηˆi) | i ∈I }, I = {1, . . . ,N0} be a set of sam-
ples generated as described in Section 4.3. Given some fixed
threshold τ > 0, we define the subset of pruned samples as
the ones corresponding to the index set Iτ = {i ∈I | ηˆi <
τ}, and define I¯τ =I \Iτ . If f (x) is someA -measurable
function where we know a priori the value of fi = f (xi) for
all i ∈ I¯τ , then we can immediately compute
h¯ =
1
N0
∑
i∈I¯τ
fiwi, (23)
and the importance sampling estimate of the expectation of
f (X) becomes
Ê[ f (X)] = h¯+
1
N0
∑
i∈Iτ
f (xi)wi. (24)
If we let
sh¯ =
1
N0
∑
i∈I¯τ
(
fiwi− Ê[ f (X)]
)2
, (25)
then an unbiased estimate of the sample variance is given as
v̂ar(Ê[ f (X)]) =
sh¯
N0−1
+
1
N0(N0−1) ∑i∈Iτ
(
f (xi)wi− Ê[ f (X)]
)2
,
(26)
which shows the general idea with this pruning, namely that
low variance estimates of E[ f (X)] can be obtained with a
small number of evaluations f (xi), assuming that the subset
Iτ is small compared to I (and that the assumed values fi
are correct).
One drawback with this procedure is that we do not
have control over the number of pruned samples, which still
might be very large. In order to set an upper bound on the
number of evaluations f (xi), we let I nτ ⊆ Iτ contain the
first n elements of Iτ (or some other subset, as long as the
elements of {xi | i ∈ I nτ } remain independent). An impor-
tance sampling estimate of E[ f (X)] using only samples from
I nτ is given as
Ê[ f (X)] = h¯+ r¯, r¯ =
Nτ
nN0
∑
i∈I nτ
f (xi)wi, (27)
where Nτ = |Iτ |, and we may estimate the sample variance
as
v̂ar(Ê[ f (X)]) =
1
N0−1 (sh¯− h¯
2)
+
Nτ
nN0−Nτ
(
−r¯2+ Nτ
nN0
∑
i∈I nτ
( f (xi)wi)2
)
.
(28)
Obtaining consistency results is easy under the ideal as-
sumption that n(N0−Nτ)/Nτ is an integer, and the formulas
in (27)-(28) comes as a consequence of the following result.
Proposition 42 Assume n(N0−Nτ)/Nτ ∈ N. Then (27) is
an unbiased estimate of E[ f (X)] and (28) is an unbiased es-
timate of the sample variance.
Proof Let I¯ nτ be a set of n(N0−Nτ)/Nτ elements selected
uniformly random from I¯τ and define I n = I nτ ∪ I¯ nτ .
Then {xi | i ∈I n} is a set of size |I n|= nN0/Nτ , contain-
ing i.i.d. samples from the proposal distribution with density
q(x). To show consistency we replace each sample xi with
i.i.d. random variables Xi distributed according to q. We then
define µˆ = µˆ1+ µˆ2 where
µˆ1 =
1
|I | ∑i∈I
1(η(Xi ≥ τ)) f (Xi)w(Xi),
µˆ2 =
1
|I n| ∑i∈I n
1(η(Xi < τ)) f (Xi)w(Xi),
and where w(x) = p(x)/q(x), and we can observe that µˆ =
Ê[ f (X)] when Xi = xi.
To show that Ê[ f (X)] is unbiased it is enough
to observe that Eq[µˆ] = Eq[1(η(X≥ τ)) f (X)w(X)] +
Eq[1(η(X < τ)) f (X)w(X)] = Eq[ f (X)w(X)] = E[ f (X)].
As for the variance, we first observe that var(µˆ) =
var(µˆ1)+var(µˆ2) where
var(µˆ1) = var(1(η(X≥ τ)) f (X)w(X))/|I | and var(µˆ2) =
var(1(η(X < τ)) f (X)w(X))/|I n|. Replacing var(µˆ1) and
var(µˆ2) with unbiased sample variances using the samples
Xi = xi we obtain
v̂ar(µˆ1) =
1
|I |(|I |−1) ∑i∈I
(
1(η(xi ≥ τ)) f (xi)w(xi)− h¯
)2
=
1
|I |−1
(
−h¯2+ 1|I | ∑i∈I
(1(η(xi ≥ τ)) f (xi)w(xi))2
)
=
1
|I |−1 (−h¯
2+ sh¯),
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and similarly
v̂ar(µˆ2) =
1
|I n|−1
(
−r¯2+ 1|I n| ∑i∈I nτ
( f (xi)w(xi))2
)
,
where we have used that h¯ and r¯ are unbiased estimates of
Eq[µˆ1] and Eq[µˆ2] respectively. The expression in (28) is
then obtained as v̂ar(µˆ1)+ v̂ar(µˆ2) using that |I |= N0 and
|I n|= nN0/Nτ . uunionsq
4.5 The UT-MCIS approximation of H1,k, H2,k and H3,k
Using the tools introduced in the preceding subsections, we
now present how the measures of residual uncertainty, H1,k,
H2,k and H3,k, can be approximated using Monte Carlo simu-
lation with importance sampling (MCIS) combined with the
unscented transform (UT) for epistemic uncertainty propa-
gation.
We first let ξˆk(x,E) be the finite-dimensional approxi-
mation introduced in Section 4.1, with the corresponding
failure probability αˆk(E) = α(ξˆk(x,E)). We then let
{(xi,wi, ηˆi) | i ∈ I }, I = {1, . . . ,N0} be a set of samples
generated as described in Section 4.3, where ηˆi is obtained
using the UT approximation of ξˆk(xi,E). We will make use
of importance sampling estimates as introduced in Section
4.4, where Iτ = {i ∈I | ηˆi < τ}, and estimation is based
on a small subset {(xi,wi, ηˆi) | i ∈ I nτ } where I nτ ⊂ Iτ
and |I nτ |= n < Nτ = |Iτ |.
ApproximatingH1,k
Let fi = 1(ηˆi ≤ 0) for i ∈ I¯τ and compute h¯1 as in (23).
We will let {(v j,e j) | j = 1, . . . ,M} denote the set of sigma-
points as introduced in Section 4.2.
For any fixed e j, the corresponding importance sampling
estimate of the failure probability αˆk(e j) is obtained as
αˆ jk = h¯1+
Nτ
nN0
∑
i∈I nτ
1
(
ξˆk(xi,e j)≤ 0
)
wi, (29)
and we let Hˆ1,k be given by the UT approximation
Ê[αˆk] =
M
∑
j=1
v jαˆ jk ,
Hˆ1,k = v̂ar[αˆk] =
M
∑
j=1
v j(αˆ jk − Ê[αˆk])2.
(30)
ApproximatingH2,k andH3,k
Both H2,k and H3,k are defined through the function γk(x),
which represents the uncertainty in the sign of ξk(x). We
will approximate γk(xi) with the following function
γˆ ik =Φ(ηˆi)Φ(−ηˆi), (31)
where Φ(·) is the standard normal CDF. There are two ways
of interpreting this approximation. First of all, γˆk,i corre-
sponds to the case where ξˆk(xi,E) is Gaussian, which may or
may not be an appropriate assumption. Alternatively, we can
think of γk(x) as a measure of uncertainty in 1(ξk(x)≤ 0),
and any γ(x) ∝−|η(x)|=−|E[ξk(x)]|/
√
var(ξk(x)) is rea-
sonable. In this scenario it is natural to consider γ =
s(η)s(−η) for some sigmoid function s(·), and the function
Φ(·) in (31) is one such alternative.
For a single approximation of H2,k or H3,k it is really
not necessary to split the importance sampling estimate as
in (23)-(27), but we will present it in this form as it will
be convenient when we consider strategies for optimization.
Given γˆ ik as in (31), we approximate H2,k and H3,k by
Hˆ2,k = h¯2+
Nτ
nN0
∑
i∈I nτ
γˆ ikwi,
Hˆ3,k =
(
h¯3+
Nτ
nN0
∑
i∈I nτ
√
γˆ ikwi
)2
,
(32)
where we let h¯2 = h¯3 = 0. Alternatively, if the intention is to
use H2,k and H3,k as upper bounds on H1,k, we could let h¯2 =
1
N0
Φ(τ)Φ(−τ)∑wi, h¯2 = 1N0
√
Φ(τ)Φ(−τ) ∑wi where the
sums are over i ∈ I¯τ .
5 Numerical procedure for myopic optimization
In the myopic scenario, the optimal decision dk at each time
step k is found by solving the following optimization prob-
lem
dk = argmin
d∈D
Ji,k(d) for i = 1,2,or 3, (33)
where Ji,k(d) is the relevant acquisition function as defined
in (12). We propose a procedure where we make use of a
UT-MCIS approximation of Ji,k(d) to find an approximate
solution to (33). This will build on the approximation of Hi,k
introduced in Section 4, but where we now also make use
of the predictive model δ to approximate expectations with
respect to future values of Hi,k+1.
In Section 5.1 and Section 5.2 we present how the UT-
MCIS approximation of Ji,k(d) is obtained, and in Section
5.3 we propose a criterion for determining when the se-
quence of experiments should be stopped. The final algo-
rithm is summarized in Section 5.4
5.1 The probabilistic model (ξˆk, δˆk)
Starting with some probabilistic model (ξk,δk), recall that
ξk represents uncertainty about the performance of the sys-
tem under consideration, and δk represents uncertainty with
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respect to outcomes of certain decisions. We have already
discusses how to obtain a finite-dimensional approximation
of ξk, and likewise, this will also be needed for δk.
Assuming δk is square integrable, we will make use
of the same type of finite-dimensional approximation as
the one introduced for ξk in Section 4.1. In this way, we
end up with two finite-dimensional Ek-measurable random
variables Eξ and Eδ , which in turn determine the approx-
imations ξˆk(x,Eξ ) and δˆk(d,Eδ ), where both ξˆk(x,e) and
δˆk(d,e) are deterministic functions for e fixed. Here Eξ and
Eδ are generally not independent.
Remark 5 Note that if δ (d) is a function of some of the un-
certain sub-components of ξ , then we might already have a
finite-dimensional approximation of δ available.
Consider for instance the model in Example 3 and the
discussion in the end of Section 4.1. In this case, ξˆ is ob-
tained as a function of the finite-dimensional approxima-
tion yˆ1(x,E) of a sub-component y˜1(x), and δ (d) is given
as δ (d(x)) = y˜1(x)+ ε(x). Hence, all we need is to find a
finite-dimensional representation of the noise ε(x). But ob-
servational noise such as ε(x) is often described as a func-
tion of x and some 1-dimensional random variable, in which
case no additional approximation will be needed.
We will let (ξˆk, δˆk) denote the finite-dimensional
approximation of (ξk,δk) corresponding to a finite-
dimensional random variable E = (Eξ ,Eδ ), and where
(ξˆ0, δˆ0) is the initial model that is used as input for deter-
mining the first decision d1.
Remark 6 In the canonical case where a surrogate y˜(x) is
used to represent some unknown function y(x), an initial set
of experiments is often performed to establish y˜(x) before
any sequential strategy is started. For instance, in the case
where evaluation of y(x) means running deterministic com-
puter code, it is normal to set up a space-filling initial design
using e.g. Latin Hypercube Sampling.
When y˜(x) is a Gaussian process model as described in
Appendix A, specific mean and covariance functions may
also be selected based on knowledge or assumptions about
the phenomenon that is being modelled by y(x). For esti-
mation of failure probabilities it is also convenient to make
use of conservative prior mean values. That is, prior to any
experiment y˜(x) will correspond to a value associated with
poor structural performance (small ξ ), such that α(ξ ) will
be biased towards higher failure probabilities in the absence
of experimental evidence. This reasonable from a safety per-
spective, and also numerically as larger failure probabilities
are easier to estimate.
5.2 Acquisition function approximation
To find an approximate solution to the optimization problem
(33), we will replace the acquisition function Ji,k(d) with an
approximation Jˆi,k(d). Recall that Ji,k(d) as defined in (12)
is a function of Ek,d
[
Hi,k+1
]
, where Ek,d is the conditional
expectation with respect to Ek with dk = d. In Section 4 we
introduced an approximation Hi,k, and we will make use of
the same idea to approximate Ek,d
[
Hi,k+1
]
.
Assume k experiments have been performed, giving rise
to the model (ξk,δk) and the approximation (ξˆk, δˆk). If we
consider the k-th decision dk = d, then Hi,k+1 is a priori
a δk(d)-measurable random variable. That is, Hi,k+1 is a
function of δk(d), and we are interested in the expecta-
tion Ek,d
[
Hi,k+1
]
= E
[
Hi,k+1(δk(d))
]
. To approximate this
quantity, we can make use of (ξˆk, δˆk) in the place of (ξk,δk),
in which case Hi,k+1 becomes a function of E and we can
approximate its expectation using UT.
The approximate acquisition functions are then given as
Jˆi,k(d) = λ (d)Êk,d [Hˆi,k+1], (34)
where Êk,d [Hˆi,k+1] is obtained as follows:
Generating samples of ξˆk+1
Let {(vξj ,eξj ) | j = 1, . . . ,Mξ} and {(vδm,eδm) | m =
1, . . . ,Mδ} denote sigma-points as introduced in Section 4.2
for Eξ and Eδ respectively. We then let {(xi,wi, ηˆi) | i∈I },
I = {1, . . . ,N0} be a set of samples generated as described
in Section 4.3, where ηˆi is obtained using the UT approxi-
mation of ξˆk(xi,Eξ ). As for the approximation of Hi,k dis-
cussed in Section 4.5, we letIτ = {(xi,wi, ηˆi) |ηˆi < τ} and
define the subset I nτ ⊆Iτ of size n.
The approximations of Ek,d
[
Hi,k+1
]
for i = 1,2 and 3
will all be based on samples of ξˆk+1 of the form
ξˆm,i, jk+1 = ξˆk+1(x,e
ξ
j ,d,e
δ
m), (35)
where ξˆk+1(x,e
ξ
j ,d,e
δ
m) is the finite-dimensional approx-
imation of ξk|dk = d,ok = δˆ (eδm) evaluated at (x,eξj ).
The scalar ξˆm,i, jk+1 is computed for all j = 1, . . . ,M
ξ ,
m = 1, . . . ,Mδ and i =∈ I nτ . As in Section 4.5 we set
h¯2 = h¯3 = 0 and compute h¯1 as in (23) with fi = 1(ηˆi ≤ 0)
for i /∈Iτ .
The UT-MCIS approximation of Ek,d
[
H1,k+1
]
The approximation Êk,d [Hˆ1,k+1] is just a weighted sum of the
terms in (35), but for clarity we present it in the following
three steps
MCIS of α(ξˆk+1) :
αˆm, jk+1 = h¯1+
Nτ
nN0
∑
i∈I nτ
1
(
ξˆm,i, jk+1 ≤ 0
)
wi, (36)
UT of H1,k+1 :
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Hˆm1,k+1 =
Mξ
∑
j=1
vξj (αˆ
m, j
k+1)
2−
(
Mξ
∑
j=1
vξj αˆ
m, j
k+1
)2
, (37)
UT of Ek,d
[
H1,k+1
]
:
Êk,d [Hˆ1,k+1] =
Mδ
∑
m=1
vδmHˆ
m
1,k+1. (38)
The UT-MCIS approximation of Ek,d
[
H2,k+1
]
and
Ek,d
[
H3,k+1
]
The weighted sums that gives the approximations of
Ek,d
[
H2,k+1
]
and Ek,d
[
H3,k+1
]
can be obtained as follows
UT of E[ξˆk+1(xi)] : µˆ
i,m
k+1 =
Mξ
∑
j=1
vξj ξˆ
m,i, j
k+1 , (39)
UT of var[ξˆk+1(xi)] :
(σˆ i,mk+1)
2 =
Mξ
∑
j=1
vξj (ξˆ
m,i, j
k+1 − µˆ i,mk+1)2, (40)
Using Φ to approximate γˆk+1(ξi) :
γˆ i,mk+1 =Φ(ηˆ
i,m
k+1)Φ(−ηˆ i,mk+1), ηˆ i,mk+1 = µˆ i,mk+1/σˆ i,mk+1 (41)
MCIS of H2,k+1 :
Hˆm2,k+1 = h¯2+
Nτ
nN0
∑
i∈I nτ
γˆ i,mk+1wi, (42)
MCIS of H3,k+1 :√
Hˆm3,k+1 = h¯3+
Nτ
nN0
∑
i∈I nτ
√
γˆ i,mk+1wi, (43)
(44)
and where Êk,d [Hˆ2,k+1] and Êk,d [Hˆ3,k+1] are obtained with
the same formula as for Êk,d [Hˆ1,k+1] in (38).
Remark 7 The number of model updates and function eval-
uations needed to generate the set {ξˆm,i, jk+1 } are Mδ and
nMξMδ . We can view this as a discretization of the system
dynamics, where there are only Mδ possible future scenarios
corresponding to the decision dk = d, which are given by the
model updates ξk→ ξk+1(eδm) = ξk|dk = d,ok = δˆk(eδm). The
samples in (35) are the ones needed for approximating the
measure of residual uncertainty corresponding to ξk+1(eδm)
for each m = 1, . . . ,Mδ .
Moreover, although the approximations Êk,d [Hˆi,k+1] are
presented as weighted sums of the nMξMδ terms ξˆm,i, jk+1 , this
can also be obtained from a sequence of nested loops for a
more memory efficient implementation. See for instance the
schematic illustration in Figure 3 below.
5.3 Stopping criterion
For design strategies that make use of heuristic acquisition
functions, it can be challenging to determine an appropriate
stopping criterion. Here, we have considered the approxima-
tion Hˆ1,k which has a natural interpretation. Hence, even if
we make use of a criteria such as Hˆ2,k or Hˆ3,k to determine
the next optimal decision, it makes sense to use Hˆ1,k as an
indicator of when the potential uncertainty reduction from
future experiments is diminishing.
We will let Ê[αˆk] and Hˆ1,k be given as in (30), and define
Vˆk =
√
Hˆ1,k
Ê[αˆk]
. (45)
Then Vˆk is the UT-MCIS approximation of the coefficient of
variation of the failure probability αk with respect to epis-
temic uncertainty. We will let Vˆk ≤Vmax for some threshold
Vmax serve as a criterion for stopping the myopic iteration
procedure, in the case where a predefined maximum num-
ber of iterations Kmax has not already been reached.
Remark 8 The coefficient of variation is often used as a nu-
merical criterion for convergence in Monte Carlo simula-
tion. In structural reliability analysis, a coefficient of varia-
tion below 0.05 is often used as an acceptable level for fail-
ure probability estimation.
Note also that the criterion Vˆk ≤ Vmax for arbitrary
Vmax ≥ 0 implicitly assumes that the epistemic uncertainty
can be reduced to zero in the limit. If this is not the case,
one might instead consider stopping when Vˆk is no longer
decreasing. A different stopping criterion is also considered
in Section 6.4.
5.4 Algorithm
The complete procedure for myopic optimization is summa-
rized in Algorithm 1. Note that for simplicity the number
of MCIS samples N0 and n are specified as input, but one
may also consider deciding these using (27) and (28). Using
a standard technique in Monte Carlo simulation, one could
keep increasing N0 and n until the coefficient of variation
(std/mean) of the relevant estimator is sufficiently small.
6 Numerical experiments
Here we present a few numerical experiments using the al-
gorithm for myopic optimal design presented in Section 5.4.
Four experiments are presented, each with it’s own objec-
tive:
1) Section 6.1: A toy example in 1d for conceptual illustra-
tion of the sequential design procedure.
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(ξˆk, δˆk)
ξˆk+1|ok = δˆk(d,eδ1 )
ξˆk+1|ok = δˆk(d,eδMδ )
1,...,M
δ
ξˆk+1(e
ξ
1 )
ξˆk+1(e
ξ
Mξ
)
ξˆk+1(e
ξ
1 )
ξˆk+1(e
ξ
Mξ
)
1,...,M
ξ
Hˆ1,k+1(eδMδ )
1,...,M
ξ
Hˆ1,k+1(eδ1 )
Êk,d [Hˆ1,k+1]
Fig. 3 Illustration of how Êk,d [Hˆ1,k+1] is obtained using UT over epistemic uncertainties. Here Hˆ1,k+1(eδm) for m = 1, . . . ,Mξ is obtained from the
MCIS estimates of α(ξˆk+1(e
ξ
j )).
Algorithm 1: Myopic optimization
input: Model and sigma-points: (ξˆ0, δˆ0) and {(vξj ,eξj )},
{(vδj ,eδj )}.
Number of samples for UT-MCIS and threshold:
N0,n ∈ N and τ > 0,
Max number of iterations and convergence criteria:
Kmax and Vmax.
for k = 0 to Kmax−1 do
(1) Generate samples {(xi,wi, ηˆi)} as described in Section
4.3 and compute h¯1 = 1N0 ∑|ηˆi|≥τ 1(ηˆi ≤ 0)wi.
(2) Compute Vˆk as in (45)
if Vˆk >Vmax then
(3) Compute the set {ξˆm,i, jk+1 } as in (35) and define the
function Jˆi,k(d) as in (34)
(for i = 1, 2, or 3 depending on the acquisition
function of choice)
(4) Find the optimal decision: dk = argmind∈D Jˆi,k(d)
(5) Make decision dk and obtain (dk,ok)
(6) Update model (ξˆk+1, δˆk+1) = (ξˆk, δˆk)|(dk,ok)
else
Break. Convergence has been reached before Kmax
iterations.
2) Section 6.2: A hierarchical model with multiple ’expen-
sive’ sub-components.
3) Section 6.3: A non-hierarchical benchmark problem for
comparison against alternative strategies.
4) Section 6.4 - A model that is more in resemblance of
a realistic application in structural reliability analysis,
where we introduce different types of decisions by con-
sidering both probabilistic function approximation and
Bayesian inference of model parameters through mea-
surements with noise.
All numerical experiments have been performed using Al-
gorithm 1 with the parameters τ = 3, N0 = 104, n = 103 and
Vmax = 0.05. The probabilistic surrogate models used in the
examples are all Gaussian process (GP) models with Mate´rn
5/2 covariance. A short summary of the relevant Gaussian
process theory is given in Appendix A.
6.1 Example 1: Illustrative 1d example
To illustrate the myopic procedure, we present a simple 1d
example similar to the one given in (Bect et al., 2012), where
we aim to emulate the limit state function
g(x) = 1− ((0.4x−0.3)2+ exp(−11.534|x|1.95)
+ exp(−5(x−0.8)2)). (46)
We assume that g(x) can be evaluated at any x ∈ R with-
out error, but that function evaluations are expensive. We
will let ξ (x) be the probabilistic surrogate in the form of a
Gaussian process, where we use a prior mean µ(x) = −0.5
together with a Mate´rn 5/2 covariance function with fixed
kernel variance σ2c = 0.1 and length scale l = 0.5.
We assume that X follows Normal distribution with
mean µX = −0.5 and standard deviation σX = 0.2, and
our goal is to estimate α(g) = P(g(X) ≤ 0) using only a
small number of evaluations of g(·). The set of decisions is
therefore D = ∪x{evaluate g(x)} with respective outcomes
o(x) = g(x), and a predictive model for outcomes given as
δ (x) = ξ (x).
Using a large number of samples of g(X) we estimate
α(g)≈ 0.0234, and we will consider this as the ’true’ failure
probability for comparison.
We initiate ξ by evaluating g(x) at x = µX . For subse-
quent function evaluations, we minimize the expected vari-
ance in the failure probability. I.e. we minimize the acquisi-
tion function J1,k given in (12) with λ ≡ 1. For comparison
we also evaluate J2,k and J3,k, and in this example it seems
that all three acquisition functions would perform equally
well. Figure 4 shows ξk and the corresponding three acqui-
sition functions for the first few experiments, and Figure 5
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Fig. 4 (Example 1) The top row shows the true limit state function g(x), the probability density of X , and the mean ± 2 standard deviations of
the GP ξk for k = 0,1 and 3. The samples indicated with × on the x-axis are used in the importance sampling estimates of J1,k,J2,k and J3,k that
are shown in the bottom row.
shows how α(ξk) evolves before converging after k = 3 it-
erations.
6.2 Example 2: A 3 layer hierarchical model with 7D input
In this example we consider the structural reliability bench-
mark problem given as problem RP38 in (Rozsas and
Slobbe, 2019). Here, x=(x1, . . . ,x7)∈X=R7, and the limit
state function g(x) can be written in terms of intermediate
variables as follows:
y1(x) =
x1x32
2c4x33
, y2(x) =
x24
c2
,
y3(x) =−4x5x6x27+ x4(x6+4x5+2x6x7),
y4(x) = x4x5(x4+ x6+2x6x7),
(47)
z1(y) =
c4y1y2
c3
, (48)
g(y,z1) = 1− c2c3z1+ c4y1y3c1y4 , (49)
where c1,c2,c3 and c4 are constants:
c1 = 15.59 ·104, c2 = 6 ·104, c3 = 2 ·105,
c4 = 1 ·106.
(50)
Figure 6 shows a graphical representation of how g(x)
depends on the intermediate variables z1,y1,y3 and y4. We
will assume that the functions y2(x) and z1(y) will require
probabilistic surrogates, where y2(x) and z1(y) can be eval-
uated without error for any input x and y. We will also as-
sume that there is no difference in the cost associated with
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Fig. 5 (Example 1) Top: Mean ± 2 standard deviations of αk after k
iterations, as computed using the approximation described in Section
4. Bottom: The distribution of αk at the final iteration k = 3, estimated
from a double-loop Monte Carlo (i.e. by sampling from α(ξk) without
any approximation).
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Fig. 7 (Example 2) The top row shows the GP models y˜2 and z˜1 with respect to Pk for k = 10. The number above each observations is the iteration
index k, and convergence was obtained after 2 evaluations of y2 and 8 evaluations of z1. The final acquisition functions are shown in the bottom
row.
evaluating y2 or z1, and our goal is to estimate the failure
probability α(g) while keeping the total number of function
evaluations of y2(x) and z1(y) as small as possible. Note that
the effective domain of y2 is 1-dimensional and the effective
domain of z1 is 2-dimensional. Hence, using surrogates for
y2 and z1 should be much more efficient than building a sin-
gle surrogate for g using samples g(xi).
x
y2y1 y3 y4
z1
g
Fig. 6 (Example 2) Hierarchical representation of g(x). We assume
that the intermediate variables y2(x) and z1(y) are expensive to evalu-
ate.
As for the random variable X = (X1, . . . ,X7), we as-
sume that all Xi’s are independent and normally distributed,
Xi∼N (µi,σi), with means µ1 = 350, µ2 = 50.8, µ3 = 3.81,
µ4 = 173, µ5 = 9.38, µ6 = 33.1, µ7 = 0.036, and standard
deviation σi = 0.1µi. The ’true’ failure probability we aim
to estimate is α(g)≈ 8.1 ·10−3.
Assuming y2 and z1 are expensive to evaluate, we intro-
duce two Mate´rn 5/2 GP surrogates, y˜2 and z˜1. The initial
kernel parameters are (σ2c = 0.03, l = 20) and (σ2c = 2, l =
[0.5,0.5]) for y˜2 and z˜1 respectively. These parameters may
be updated by maximum likelihood estimation, but not until
a few observations (resp. 2 and 5) have been made. We know
that large values of y2 or z1 will result in poor structural per-
formance (small g(x)), so we initiate the GP models with
conservative prior means of µ(x)= 1 for y˜2 and µ(y)= 5 for
z˜1. Both models are initially updated with one observation
each, y˜2(µ4) = y02 and z˜1(y
0
1,y
0
2) = z
0
1 for y
0
1 = y1(µ1,µ2,µ3),
y02 = y2(µ4) and z
0
1 = z1(y
0
1,y
0
2).
In this example, we would then define ξ (x) =
g(y1, z˜1, y˜2,y3,y4). With respect to z˜1, there is a set of
possible decision for uncertainty reduction, namely D =
∪y1,y2{evaluate z1(y1,y2)}, with a corresponding set of ob-
servations O = ∪y1,y2{z1(y1,y2)}, and a predictive model
δ (y1,y2)= z˜1(y1,y2). Similarly, we obtain a set of decisions,
outcomes and a predictive model for y˜2, and we can update
D,O and δ (d) accordingly.
Convergence was reached at iteration k = 10, after 2 ad-
ditional evaluations of y2 and 8 additional evaluations of z1.
Figure 7 shows the updated surrogate models, y˜2|Ik and z˜1|Ik
for k= 10, and Figure 8 shows how α(ξk) evolves with each
iteration. At each iteration, the next experiment was decided
by minimizing the acquisition function J3,k with respect to
updating each of the two surrogate models.
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Fig. 8 (Example 2) Top: Mean ± 2 standard deviations of αk after k
iterations, as computed using the approximation described in Section
4. Bottom: The distribution of αk at the final iteration k= 10, estimated
from a double-loop Monte Carlo (i.e. by sampling from α(ξk) without
any approximation).
6.3 Example 3: The 4 branch system
Here we consider the ’four branch system’, a classical 2D
benchmark problem given by the limit state
g(x) = min

3+0.1(x1− x2)2− (x1+ x2)
√
2;
3+0.1(x1− x2)2+(x1+ x2)
√
2;
(x1− x2)+6
√
2;
(x2− x1)+6
√
2
 , (51)
and where x1 and x2 are independent standard normal vari-
ables. In this example we will not write (51) as an hierar-
chical model, in order to compare our method with other
alternatives that are tailored to to non-hierarchical setting.
We therefore let ξ (x) be a Gaussian process surrogate of
g(x), constructed from observations (xi,g(xi)). For the ini-
tial ’conservative’ Gaussian process we select a prior mean
of −1, a Mate´rn 5/2 kernel with parameters of (σc = 1, l =
3), and condition on the initial observation (0,g(0)).
Table 3 (Example 3) Table 2 from Echard et al. (2011), where we
have appended the method from this paper (UT-MCIS) in the bottom
row. The reported failure probabilities ( p̂ f ) are the estimated mean ±
2 standard deviations of α(ξk) for k = 35 (stopped at Vˆk ≤ 0.1), k = 48
(stopped at Vˆk ≤ 0.05), and k = 65 (stopped at Vˆk ≤ 0.025).
Method Ncall p̂ f ×103
Monte Carlo 106 4.416
AK-MCS+U 126 4.416
AK-MCS+EFF 124 4.412
Directional Sampling (DS) 52 4.5
DS + Response Surface 1745 5.0
DS + Spline 145 2.4
DS + Neural Network 165 4.1
Importance Sampling (IS) 1469 4.9
DS + Response Surface 1375 4.5
IS + Spline 428 4.5
IS + Neural Network 52 5.7
UT-MCIS (Vmax = 2.5%) 65 (4.347−4.444)
UT-MCIS (Vmax = 5%) 48 (4.288−4.470)
UT-MCIS (Vmax = 10%) 35 (4.163−4.547)
According to Huang et al. (2017), the method called
AK-MCS developed by Echard et al. (2011) is considered
a typical and mature approach, and should therefore be a
suitable candidate for comparison. In addition, Echard et al.
(2011) also provide the results from using a number of other
alternatives proposed in Schueremans and Gemert (2005).
Table 3 gives a summary of the results from Echard et al.
(2011), together with the those obtained using the approach
presented in this paper. Our results in Table 3 are obtained
using Algorithm 1 with three different stopping criteria,
Vmax = 0.1, Vmax = 0.05 and Vmax = 0.025. Instead of point
estimates we provide prediction intervals, which in this ex-
ample contain the ’true’ failure probability obtained with
Monte Carlo in each scenario. From a practical perspec-
tive, even the estimates obtained using only 35 evaluations
(Vmax = 0.1) of (51) seems acceptable. If we were to use
the mean + 2 standard deviations as a conservative estimate,
the relative error with respect to the ’true’ failure probabil-
ity is still less than 3 %. After an additional 30 iterations,
this number drops to 0.65 %. Hence, our approach performs
well with respect to the alternatives considered in (Echard
et al., 2011; Schueremans and Gemert, 2005). It should also
be noted that the Directional Sampling alternative in Table
3 is a method that is especially suitable for the specific ’ra-
dial’ type of limit state surfaces as considered here, and a
this level of performance is not expected in general.
Optimization was performed using the approximate ac-
quisition function Jˆ3,k, and Figure 9 shows how the sequence
of observations are located with respect to the failure set
g = 0. The resulting sequence of failure probabilities after
each iteration is illustrated in Figure 10.
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Fig. 9 (Example 3) The limit state (51) together with the expected
failure surface E[ξ65] and the 65 observations collected before conver-
gence at Vˆ65 < 0.025. The proposal distribution qX used for importance
sampling is a mixture of Gaussian random variables centered at the
four design points (×) as described in Appendix B. The pruned sam-
ples shown in the figure are mostly located around E[ξ65] = 0 and in
other regions where the level set ξ65 = 0 is uncertain.
6.4 Example 4: Corroded pipeline example
To give an example of a scenario where there are different
types of experiments, we consider a probabilistic model
which is recommended for engineering assessment of
offshore pipelines with corrosion (DNV GL, 2017). The
failure mode under consideration is where a pipeline bursts,
when the pipeline’s ability to withstand the high internal
pressure has been reduced as a consequence of corrosion.
The structural reliability model
Figure 11 shows a graphical representation of the structural
reliability model. Here, a steel pipeline is characterised by
the outer diameter (D [mm]), the wall thickness (t [mm]) and
the ultimate tensile strength (s [MPa]). In this example we
let D = 800, t ∼N (µ = 20,cov = 0.03), and s ∼N (µ =
545,cov = 0.06), where cov is the coefficient of variation
(standard deviation / mean).
The pipeline contains a rectangular shaped defect with
a given depth (d [mm]) and length (l [mm]), where l ∼
N (µ = 200,σ2 = 1.49) and where d will be inferred from
observations.
Given a pipeline (D, t,s) with a defect (d, l), we can
determine the pipeline’s pressure resistance capacity (the
maximum differential pressure the pipeline can withstand
before bursting). We let pFE [MPa] denote the capacity com-
ing from a Finite Element simulation of the physical phe-
nomenon.
From the theoretical capacity pFE, we model the true
pipeline capacity as pc = Xm · pFE, where Xm is the model
discrepancy, Xm ∼N (µm,σ2m). For simplicity we have as-
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Fig. 10 (Example 3) Top: Mean ± 2 standard deviations of αk after k
iterations, as computed using the approximation described in Section
4. Bottom: The distribution of αk at the final iteration k= 65, estimated
from a double-loop Monte Carlo (i.e. by sampling from α(ξk) without
any approximation).
sumed that Xm does not depend on the type of pipeline and
defect, and we will also assume that σm = 0.1, where only
the mean µm will be inferred from observations of the form
pc/pFE.
Finally, the pressure load (in MPa) is modelled as
a Gumbel distribution with mean 15.75 and standard
deviation 0.4725. The limit state representing the transition
to failure is then given as g = pc− pd .
Different types of decisions
We consider the following three types of decisions
1. Defect measurement: We assume that unbiased mea-
surements of the relative depth d/t can be obtained.
The measurements come with additive Gaussian noise,
ε ∼ N (0,σ2d/t), and we will assume that three types
of inspection are available, corresponding to σd/t =
0.02,0.04 and 0.08.
2. Computer experiment: Evaluate pFE at some determin-
istic input (D, t,s,d, l).
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Fig. 11 (Example 4) Graphical representation of the corroded pipeline
structural reliability model. The shaded nodes d, pFE and µm have asso-
ciated epistemic uncertainty that can be reduced through experiments.
3. Lab experiment: Obtain one observation of Xm.
In order to generate synthetic data for this experiment,
we assume that the true defect depth is d = 0.3t = 6 mm
and that µm = 1.0. Instead of running a full Finite Element
simulation to obtain pFE, we will make use of the simplified
capacity equation in (DNV GL, 2017), in which case
pFE = 1.05
2ts
D− t
1−d/t
1− d/tQ
, Q =
√
1+0.31
l2
Dt
.
Results
To define the initial model ξ0 we need a prior specifica-
tion over the epistemic quantities d, µm and pFE. We let d
be a priori normal with mean 0.5 and standard deviation
0.15, and µm normal with mean 1.0 and standard devia-
tion 0.1. Consequently, the posteriors of d and µm (and also
Xm) given any number of observations are all normal. The
function pFE is replaced by a GP surrogate with prior mean
µ =−10 and σc = 10, l = [1,1,1,1]Mate´rn 5/2 parameters,
which we initiate using a single observations at the expected
value of the input.
We assume that the computer experiments are cheap
compared to the lab experiments, and that the direct mea-
surements of d/t is most expensive. To reflect these varying
costs, we specify the acquisition function
Jˆi,k(d) = c(d)
Êk,d [Hˆi,k+1]
Hˆi,k
, (52)
where c(d) is the cost of a given decision. (Note that in (52)
the variable d refers to a decision, but for the remaining part
of this example d will only refer to the defect depth). In (52)
we have normalized the expected future measure of residual
uncertainty with the current, which gives an estimate of the
expected improvement given a certain decision. The numer-
ical values representing difference in costs is given by c = 1
for computer experiments, c = 1.1 for lab experiments, and
c = 1.11,1.12,1.13 for measurements of d/t with accuracy
σd/t = 0.08,0.04 and 0.02 respectively.
In structural reliability analysis, the objective is not al-
ways to obtain an estimate of the failure probability that is
as accurate as possible. A relevant problem in practice is
to determine whether a structure satisfies some prescribed
target reliability level αtarget . In this example, we aim to ei-
ther confirm that the failure probability is less than the target
αtarget = 10−3 (in which case we can continue operations
as normal), or to detect with confidence that the target is
exceeded (and we have to intervene). For this purpose we
intend to stop the iterative procedure if the difference be-
tween the expected and target failure probability is at least
4 standard deviations. In addition to the standard stopping
criterion for convergence (45), we therefore introduce the
stopping criterion
Ê[αˆk]+4
√
Hˆ1,k < αtarget , or Ê[αˆk]−4
√
Hˆ1,k > αtarget .
(53)
Figure 12 shows how the UT-MCIS approximation of the
failure probability evolves throughout 100 iterations. We
have made use of i = 3 in (52) as we found the correspond-
ing acquisition surface for pFE smoother than the alternative
i = 1, and hence easier to minimize numerically. The stop-
ping criterion (53) is reached after k = 25 iterations, and
Figure 13 shows the corresponding posteriors of the relative
defect depth d/t and the model discrepancy Xm.
Throughout the examples in this paper we have initiated
GP surrogate models using a single observation at the ex-
pected input. A different approach that is often found in
practical applications is to initiate the GP surrogate with a
space-filling design. A very common alternative is to make
use of a Latin Hypercube sample (LHS), of size no more
than 10 × the input dimension (although the appropriate
number of samples naturally depends on how nonlinear the
response is expected to be).
Table 4 shows a summary of the results from running
this example with and without an initial design consisting
of 10 LHS samples. For this example it does not seem to
make any significant difference, but we see why the stopping
criterion (53) is useful, as on average we can conclude that
the failure probability is below the target value after around
30-40 iterations.
We leave this numerical experiment with an important
remark, which is that specifying an appropriate cost in (52)
can be difficult. If for instance the cost related to a measure-
ment of d/t is set very high, then the decision to measure
d/t will never be taken. In this example, it is not possible
to reach the stopping criterion given in (53) without at least
one such measurement, and hence, the myopic strategy will
keep requesting measurements of Xm and evaluations of pFE
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Fig. 12 (Example 4) Top: Mean ± 4 standard deviations of αk after k
iterations, as computed using the approximation described in Section
4. The stopping criterion (53) is reached after 25 iterations. Bottom:
The acquisition functions (52) for each type of experiment during the
first 50 iterations.
Table 4 (Example 4) Averages over 100 runs, using 1 versus 10 initial
observations of pFE.
Initial Stop at cov of αk Number of observations
design target (Vˆk) pFE Xm d/t
E[X] Yes 1.39 23 + 1 10 2No 0.63 46 + 1 47 7
LHS 10 Yes 1.37 12 + 10 8 2No 0.90 45 + 10 48 7
indefinitely, accumulating a potentially infinite cost. This
is indeed a drawback of the myopic strategy, which could
be alleviated by looking multiple steps ahead, and at least
through a full dynamic programming implementation.
7 Concluding remarks
We have presented a general formulation of the Bayesian op-
timal experimental design problem for structural reliability
analysis, based on separation of the aleatory uncertainty or
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Fig. 13 (Example 4) The posterior distributions of d/t and Xm when
the stopping criterion (53) is reached at k = 25.
randomness associated with a given structure, and the epis-
temic uncertainty that we wish to reduce through experi-
mentation. The effectiveness of a design strategy is evalu-
ated through a measure of residual uncertainty, and efficient
approximation of this quantity is crucial if we want to ap-
ply algorithms that search for an optimal strategy. Our pro-
posed approach makes us of a pruned importance sampling
scheme for subsequent estimation of (typically small) fail-
ure probabilities for a given epistemic realization, combined
with the unscented transform epistemic uncertainty prop-
agation. In our numerical experiments, we made use of a
rather naive implementation of the unscented transform, in
the sense that the number of sigma-points is very low, and
that these are determined a priori with a deterministic proce-
dure. Since the alternative by Merwe and Wan (2003) pro-
duced satisfactory results in all of our numerical examples,
no further consideration was made with respect to alterna-
tive methods for sigma-point selection. From applications
to Kalman filtering, it has been observed that this version of
the unscented transform has a tendency to over-estimate the
variance, which is something we notice also in our experi-
ments.
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For the application we consider in this paper, we empha-
size that the unscented transform is used as a proxy for the
measure of residual uncertainty to be used in optimization,
as a numerically efficient alternative that should be propor-
tional to the true objective. Hence, we view the unscented
transform as a tool to find the best decision or strategy,
where we get the possibility of exploring many decisions
approximately rather than a few exactly. Once an optimal
strategy is found, we estimate the corresponding measure
of residual uncertainty using a pure Monte Carlo alternative
which is exact in the limit. We note that for global optimiza-
tion of acquisition functions, we have used a combination
of random sampling and gradient based local optimization.
With this procedure, an optimization objective given by H3,k
(and also H2,k) is generally more suitable than H1,k, as it is
less susceptible to noise coming from Monte Carlo estima-
tion (see for instance Figure 7). On the other hand, H1,k has
a natural interpretation (the variance of the failure probabil-
ity), and is therefore a better measure for evaluating conver-
gence, or for early stopping as discussed in Section 6.4.
Although we focus on the estimation of a failure prob-
ability in this paper, many of the main ideas should also
be applicable for other estimation objectives using models
where a hierarchical structure can be utilized. For instance,
when αk is some other quantity of interest depending on the
random variable g(X), not necessarily given by an indicator
function as in (1). For the applications considered in this pa-
per, we have assumed that an isoprobabilistic transformation
of X to a standard normal variable is available, which is of-
ten the case in structural reliability models. We make use of
this assumption only to apply some well known techniques
for failure probability estimation, but note that other alter-
natives, for instance the one presented in Appendix B.3, can
be used instead.
There are several ways to improve the methodology
presented in this paper. For instance, other alternatives of
the unscented transform could be applied, see for instance
Menegaz et al. (2015), or the parameters determining the set
of sigma-points used in this paper could be optimized as in
(Turner and Rasmussen, 2010).
As seen in Section 6.4, the myopic, one-step look ahead
strategy, can make it impossible to reach the stopping cri-
terion of the algorithm. As mentioned, a way to avoid this
problem is by looking at the whole dynamic programming
formulation (10). However, this formulation suffers from the
curse of dimensionality. Since the myopic formulation cor-
responds to truncating the sum in the dynamic programming
formulation (10) to only one term, it is of interest to study
methods where more terms of the sum are included (multi-
step look ahead). How much better do the estimations get
by including an extra term, and how much does the compu-
tation time increase? Is it possible to determine an optimal
choice of truncation where we weigh accuracy and computa-
tion time against one another? Different ways of finding ap-
proximate solutions to the complete dynamic programming
problem has been the focus of much research within areas
such as operations research, optimal control and reinforce-
ment learning, and trying out some of these alternatives is
certainly interesting avenue for further research.
Another interesting topic worth investigating is how the
numerical examples in this paper compare to the case where
we estimate the buffered failure probability instead of the
classical failure probability. Buffered failure probabilities
were introduced by Rockfellar and Royset Rockafellar and
Royset (2010) as an alternative to classical failure proba-
bilities in order to take into account the tail distribution of
the performance function. See Dahl and Huseby Dahl and
Huseby (2019) for an application of this concept to struc-
tural reliability analysis.
One may also discuss whether using heuristic optimiza-
tion objectives chosen to approximate the variance is rea-
sonable. By essentially focusing on minimizing the variance
of the failure probability, we say that all deviations from
the true value is equally bad. In reality, overestimating the
failure probability can be costly, but is not nearly as prob-
lematic as underestimating the failure probability. Because
of this, the variance may not be the most appropriate mea-
sure of risk. It would be interesting to also derive heuristic
optimization objectives based on approximating other risk
measures.
These questions are of interest, but beyond the scope of
the current paper, and the topics are left for future research.
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Appendices
A Gaussian process surrogate models
Here we briefly review the Gaussian process (GP) surrogate
model in its canonical form, for Bayesian nonparametric
function estimation. For a broader overview of the relevant
theory see e.g. Rasmussen and Williams (2006). For applica-
tions related to uncertainty quantification (UQ) dealing with
deterministic computer simulations, Kennedy and O’Hagan
(2001) is a classical reference.
Let f : X → R denote a function that we want
to estimate, and assume that a set of k observations
(x1,y1), . . . ,(xk,yk) have been made. For instance, evaluat-
ing f (x) could correspond to running a deterministic (and
time consuming) computer simulation, in which case noise-
less observations, yi = f (xi), can be obtained. Alternatively,
f (xi) could correspond to some physical experiment, re-
sulting in a noise perturbed observation yi. A GP surrogate
model ξ of f is a tool to make inference about the value of
f (x∗) for any new input x∗ ∈ X, conditioned on the set of
observations (x1,y1), . . . ,(xk,yk).
A Gaussian process ξ indexed by some set X is de-
fined by the property that for any finite subset {x1, . . . ,xN}
of X, (ξ (x1), . . .ξ (xN)) is an N-dimensional Gaussian ran-
dom variable. We will view ξ as a Gaussian distribution over
real-valued functions defined on X (such as f (x)). Here X
can be arbitrary but typically X is a subset of Rn. The GP
ξ is uniquely defined by its mean function µ(x) = E[ξ (x)]
and covariance function c(x,x′) = E[(ξ (x)−µ(x))(ξ (x′)−
µ(x′))]. Hence, any function µ : X→ R paired with a posi-
tive semidefinite function c :X×X→R defines a GP, which
we will denote ξ ∼ GP(µ,c).
Let X = (x1, . . . ,xk), Y = (y1, . . . ,yk) denote the obser-
vations and assume that yi comes with additive Gaussian
noise, yi = f (xi)+εi where εi are i.i.d. zero-mean Gaussian
with common variance σ2. In this scenario, the conditional
process ξ |X ,Y is still a Gaussian process. In particular, if
X∗ = (x∗1, . . . ,x
∗
m) contains m new input locations in X, then
the distribution of ξ∗ = ξ (X∗) = (ξ (x∗1), . . . ,ξ (x
∗
m)) given
the observations X ,Y is Gaussian with the following mean
E[ξ∗|X ,Y ] = µ(X∗)
+ c(X∗,X)[c(X ,X)+σ2Im]−1(Y −µ(X)),
(54)
and covariance
Cov(ξ∗|X ,Y ) = c(X∗,X∗)
− c(X∗,X)[c(X ,X)+σ2Im]−1c(X∗,X)T .
(55)
Here µ(X∗) and µ(X) are vectors with elements µ(x∗i )
and µ(xi) respectively, Im is the m × m identity ma-
trix, and c(X∗,X∗), c(X∗,X) and c(X ,X) have ele-
ments c(X∗,X∗)i, j = c(x∗i ,x∗j), c(X∗,X)i, j = c(x∗i ,x j) and
c(X ,X)i, j = c(xi,x j).
For the scenario where observations are noiseless, yi =
f (xi), the distribution of ξ∗|X ,Y is obtained with σ = 0 in
(54)-(55).
To define a GP prior ξ ∼ GP(µ,c) over functions
f : X → R, we need to specify the mean and covariance
function. These are generally given as µ(x|θ) and c(x,x′|θ),
conditioned on some parameter θ . An appropriate value for
θ is usually found through maximum likelihood estima-
tion or cross validation using the set of observations X ,Y .
A fully Bayesian approach could also be pursued, where
the posterior calculations typically involve Markov chain
Monte Carlo as the formulation in (54)-(55) is not suffi-
cient. In the numerical experiments presented in this pa-
per, we have made use of a constant mean function and a
Mate´rn 5/2 covariance function using plug-in hyperparam-
eters θ = (σc, l1, . . . , ln) determined from maximum likeli-
hood estimation. The Mate´rn 5/2 covariance function for
x,x′ ∈ Rn is defined as
c(x,x′) = σ2c (1+
√
5r+
5
3
r2)e−
√
5r,
r =
√
n
∑
i=1
(
xi− x′i
li
)2
.
(56)
B The sampling distribution qX
Here we present some further details on how the set of sam-
ples {xi,wi} in Section 4.3 can be generated. We start by
reviewing some classical techniques from structural relia-
bility analysis that are based on finding ’important’ regions
in X. The sampling distribution qX used in this paper is then
defined in Section B.2. It is based on the assumption that
X can be transformed to a standard multivariate Gaussian
variable U , and that qU can be constructed by solving a set
of constrained optimization problems in U -space. For the
scenario where these assumptions do not hold, we present
an alternative approach in Section B.3, which is based on a
naive exploration of the X-space. Although this will require
evaluation of a larger set of samples of X, no optimization is
required and numerical implementation is straightforward.
B.1 Local approximations in SRA
In Section 4 we briefly discussed the challenges with es-
timation of the failure probability α¯(g) in (1). A different
alternative often used in structural reliability analysis, is to
approximate the performance function g(x) with a function
gˆ where α¯(gˆ) can be computed analytically. In this scenario,
it is convenient to transform X to a standard normal variable
U . We will let
X T−→U ∼ N(0, I) (57)
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denote an isoprobabilistic transformation, where U =
T (X) is multivariate standard Gaussian with dim(U) =
dim(X). Note that for any univariate random variable
X with CDF F(X), a transformation of this type avail-
able as T (X) = Φ−1(F(X)). The generalization to mul-
tivariate X is the Rosenblatt transformation, where Ui =
Φ−1(Fi(Xi|X1, . . . ,Xi−1)). In structural reliability prob-
lems, it is often natural to define X in terms of the marginal
distributions and a copula, in which case the isoprobabilistic
transformation (57) can be simplified. A common alterna-
tive is to use a Gaussian copula, where (57) can be obtained
using the Nataf transformation (Lebrun and Dutfoy, 2009).
In the following we let g(u) denote the function g(·) ap-
plied to x = T −1(u). Methods such as FORM (First Order
Reliability Method) and SORM (Second Order Reliability
Method) make use of local approximations in the form of a
linear or quadratic surface fitted to g(u∗) at a certain point
u∗ ∈ Rn. This point u∗ is often called the design point or
most probable point (MPP), and it is defined as
u∗ = argmin
u∈Rn
{‖u‖ | g(u)≤ 0}. (58)
Observe that if gˆ(u) is the first-order Taylor approximation
of g(u) at u∗, i.e. gˆ(u) = g(u∗) +∇ug(u∗)(u− u∗), then
α¯(gˆ) =Φ(−‖u∗‖), and this is an upper bound on the failure
probability if the failure set is convex in U -space.
In Section 4.3 we discussed the importance sampling es-
timate of the failure probability given some proposal distri-
bution q. A natural candidate is to let q be a distribution cen-
tered around the design point, u∗ inU -space or x∗ =T (u∗)
in X-space. The alternative where the estimation is per-
formed in U -space with qU (u) = φ(u+ u∗) is often used
in practice. For a more detailed discussion around this kind
of sampling, the local approximations and structural reliabil-
ity analysis in more general, see for instance Madsen et al.
(2006) or Huang et al. (2017).
The constrained optimization problem (58) plays an im-
portant role in structural reliability analysis. Although any
general-purpose algorithm can be used, customized algo-
rithms that take advantage of the special form of the ob-
jective function are recommended. Various alternatives have
been developed for this purpose, see for instance Gong and
Yi (2011) and the references therein. For the applications in
this paper we have made use of the iHL-RF method from
Zhang and Der Kiureghian (1995).
B.2 The design point mixture
We observe first that a solution to (58) is not necessarily
unique, and also that multiple local minima may exists when
the performance function is nonlinear. Most algorithms de-
signed to solve (58) numerically start with some initial guess
u0, and take iterative steps until a minimum is obtained. To
reduce the risk of overestimating ‖u∗‖, multiple restarts with
different (possibly randomized) initial guesses u0 is often
applied.
Given a finite-dimensional approximation of a perfor-
mance function ξˆ (x,E), we want to find a proposal distribu-
tion q that is appropriate for a range of different realizations
e of E. In particular, if {(v j,e j) | j = 1, . . . ,M} is the set
of sigma-points for E as introduced in Section 4.2, we want
a set of samples from q to be applicable for estimation of
α(ξˆ (x,e j)) for any 1≤ j ≤M.
For any e j, we will let u∗1, j, . . . ,u
∗
N, j denote N design
points in U -space corresponding to ξˆ (x,e j), obtained us-
ing randomized initialization. (Note that for methods such
as iHL-RF, it is also reasonable to use u∗i, j as an initial guess
in the search for u∗i, j+1). We then define Q as the equal-
weighted Gaussian mixture of the NM random variables
Qi, j = Ui, j + u∗i, j, where Ui, j are i.i.d. standard multivari-
ate Gaussian. Sampling fromQ is then straightforward, and
importance sampling estimates can be obtained in the U -
space using pU (u) = φ(u) and qU (u) = 1NM ∑i, j φ(u−u∗i, j),
where φ is the multivariate standard normal density.
B.3 A simple alternative
The sampling strategy presented in Section 4.3 is based on
1) generating a set of samples that should ”cover relevant lo-
cations” in the input spaceX, and 2) prune the set of samples
using a threshold on the measure of insignificance (20).
The ”relevant locations” in the first step is typically
somewhere in the ”tail” of the distribution of X, where also
the (uncertain) performance function ξˆk(x) may be close to
zero. In Section B.2 we made use of importance sampling
around design points, which is a common technique in struc-
tural reliability analysis. As a simple alternative, we can let q
be any distribution from which it is easy to generate samples
covering the effective support of pX (i.e. a bounded domain
where X lies with probability ≈ 1). For instance, assuming
U is n-dimensional standard normal (e.g. U = T (X) if the
isoprobabilistic transformation is still applicable), we could
let q be a uniform density on the hypercube [−b,b] where
b = Φ−1(1− pmin) for some absolute lower bound on the
failure probability pmin.
Because the initial set of N samples from q will be re-
duced to a fixed number of n samples after the pruning step,
this is a viable alternative. However, in order to obtain sim-
ilar importance sampling variances (see (28)) as with the
method in Section B.2, the initial number of samples N (and
hence the number of evaluations of the pruning criterion
η(x)) will have to be larger.
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C Selecting sigma-points for the unscented transform
Here we briefly review the method for sigma-point selection
by Merwe (2004) and present the sigma-points used for the
numerical experiments in Section 6.
According to Labbe (2014), research and industry have
mostly settled on the version published in (Merwe, 2004).
Here, the sigma-points are given as a function of the mean
and covariance matrix of the input variable, together with
three real-valued parameters α,β and κ . In the case where
U is a standardized n-dimensional random variable with
E[U ] = 0 and E[U 2] = I, we obtain 2n+ 1 points ui are
as follows
u0 = 0,
ui = α
√
n+κνi,
ui+n =−ui,
for i = 1, . . . ,n where νi = (0, . . . ,1, . . . ,0) is the standard
unit vector inRn. Two different sets of weights are used with
this procedure, one for the mean and one for the covariance
in (16). We denote these vmi and v
c
i respectively, and they are
given as
vm0 = 1−
n
α2(n+κ)
, vc0 = v
m
0 +1−α2+β ,
vmi = v
c
i =
1
2α2(n+κ)
for i = 1, . . . ,2n.
For Gaussian distributions, it is often recommended to
set β = 2, κ = 3− n and let α ∈ (0,1]. In the numerical
examples presented in this paper we have used this set of
parameters with α = 0.9.
