This paper presents a hierarchical Bayes circumplex model for ordinal ratings data. The circumplex model was proposed to represent the circular ordering of items in psychological testing by imposing inequalities on the correlations of the items. We provide a specification of the circumplex, propose identifying constraints and conjugate priors for the angular parameters, and accommodate theory-driven constraints in the form of inequalities. We investigate the performance of the proposed MCMC algorithm and apply the model to the analysis of value priorities data obtained from a representative sample of Dutch citizens.
Introduction
A classical finding in psychometrics is that similarity judgments of different colors can be represented in a two-dimensional space in the form of Newton's color circle (Shepard, 1962a (Shepard, , 1962b . Based on this work, similar circular representations proved useful for describing variations among experiences or judgments in a wide range of psychological and related disciplines. For example, affective states are commonly depicted by a circular structure based on the dimensions of valence and arousal (Russell & Carroll, 1999) . Numerous other applications can be found in personality and social psychology (Lippe, 1995; Plutchik & Conte, 1997) . The circular ordering of the responses implies that the elements of the corresponding correlation matrix follow a so-called circumplex structure with correlations first decreasing but then increasing as one moves from the main diagonal. Guttman (1954) and Anderson (1960) suggested stochastic processes on the perimeter of the circle that produce positive correlations obeying the circumplex structure with, respectively, moving average and Markov properties. Models that allow for negative correlations were developed by Cudeck (1986) and by Wiggins, Steiger, and Gaelick (1981) . Browne (1992) proposed an extension of Anderson's (1960) model that allows for negative correlations.
We extend the work by Browne (1992) as follows. First, we introduce a Bayesian specification of the circumplex for ratings data and present identifying constraints and conjugate priors for the angular parameters. Second, we specify inequality constraints on blocks of variables in the circumplex as defined by psychological theories. Third, we accommodate idiosyncratic response-scale usage by persons (see, e.g., Rossi, Gilula, & Allenby, 2001 ) that, if not accounted for, may substantially distort the derived circumplex. Since surveys are often burdened with item nonresponse, we also capitalize on the Markov Chain Monte Carlo (MCMC) estimation algorithm to impute missing values. As a result, our approach facilitates powerful tests of We wish to thank Michael Browne and two anonymous reviewers for their comments. The data for this study were collected as part of the project AIR2-CT94-1066, sponsored by the European Commission.
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The next section describes the proposed model and discusses estimation and inference issues. In section 3, the model is fitted to value ratings collected in The Netherlands, and it is investigated whether the underlying data structure is consistent with the prominent circumplex value theory of Bilsky (1987, 1990) . Section 4 summarizes the paper.
Model
Subject i responds W i,j to item j on an rating scale with H ordered categories. Such scales are very common in psychology and other social science applications. We assume that the observed response is driven by a latent variable Y i,j falling between two cutpoints:
. . , H,
where the cutpoints {c i,k } may vary from person to person. We consider it important to estimate person-specific cutpoints, since response scale bias has been reported to be highly idiosyncratic (Rossi et al., 2001) . 
where f is the density of Y i,j . Browne (1992) proposed using trigonometric series to model the circumplex correlations between items and developed a corresponding factor analytical model. We similarly specify a random effects model for the latent response variable Y i,j to describe individual differences for person i and item j :
Y i,j = µ j + φ i + α i sin(θ j ) + β i cos(θ j ) + i,j for i = 1, . . . , n and j = 1, . . . , J ; θ 1 = 0; and 0 ≤ θ j < 2π.
The mean, latent response for item j is µ j ; φ i is a subject-specific random effect that captures scale-usage effects, and α i sin(θ j ) + β i cos(θ j ) is a subject by item interaction term that provides circumplex correlations. The error terms, { i,j }, are mutually independent, normally distributed random error terms with zero mean, and item-specific variances: var ( i,j ) = σ 2 j . The model can be viewed as a three-factor model where φ i , α i , and β i are subject-specific factor scores. The first factor score φ i is a random effect that takes into account subject-specific scale-usage effects. These effects are artifacts of the measurement system and usually do not have substantive, field-dependent implications: they reflect that subjects use systematically different parts of the ordinal measurement scale. Respondents with a positive φ i tend to use the upper end of the rating scale, and respondents with a negative φ i tend to use the lower end. We will see in the application that ignoring scale-usage effects can severely distort the estimated circumplex.
The other two factor scores α i and β i are individual-level random coefficients that have substantive meaning for the psychological phenomenon under investigation: they represent bipolar latent constructs. Their item-specific loadings, sin(θ j ) and cos(θ j ), are constrained to the unit circle; thus, they are expressed in polar coordinates. With the appropriate assumptions about these random effects and the constrained loadings, interitem correlations, after adjusting for scale-usage bias, have a circumplex structure.
We assume that the random effects, (φ i , α i , β i ), are mutually independent and normally distributed with zero means and the following variances: var (φ i ) = λ 2 ; var (α i ) = τ 2 a ; and var (β i ) = τ 2 b . Circumplex correlations are obtained when τ a = τ b = τ . If these variances are unequal, then one can reparametrize the subject by item interactions as α i τ a sin(θ j ) + β i τ b cos(θ j ) were α i and β j are factor scores with mean 0 and variance 1. Then the loadings τ a sin(θ j ) and τ b cos(θ j ) are constrained to the ellipse. In the empirical application, we will compare the circumplex model to this more general one.
After integrating out the random effects, the variance and covariances of the latent variables for circumplex correlations (τ a = τ b = τ ) for the items conditional on the angles are
This covariance is a special case of Browne's (1992) approximation using first-order, trigonometric polynomials. In the classical analysis of random-effects models, the variances and covariances in equations (3) and (4) determine the error covariance matrix in the log-likelihood function. In Bayesian inference, the random effects (φ i , α i , β i ) are frequently treated as unknown parameters that are estimable: they are not just nuisance parameters.
Identifiability
The part of the circumplex correlation function that depends on item angles, τ 2 cos(θ j − θ k ) from equation (4), depends only on the differences in the angles so that the origin is arbitrary. Thus, we fix θ 1 to 0, but this alone does not identify the model, which can be seen as follows. Define another set of angles as ψ 1 = 0 and ψ j = 2π − θ j for j ≥ 2. Because sin(2π − θ ) = − sin(θ ) and cos(2π − θ ) = cos(θ ), the likelihoods L [α, β, θ ] and L [−α, β, ψ] are equal. Consequently, in addition to establishing the origin with θ 1 = 0, we also need to establish the "positive" directions for the angles.
The positive direction is implicitly identified when using block constraints, as defined in the next section, where blocks of angles are consecutively ordered. Without block constraints, we identify the positive directions by imposing the condition that one of the remaining angles, say θ 2 , is between 0 and π . In theory, one can choose any angle, other than θ 1 , to constrain the model. In practice, if the item selected, say item 2, has an angle close to zero (high positive correlation with item 1), then the model is "nearly" unidentified, which can be seen by defining ψ j = 2π − θ j + 2θ 2 for j > 1. Then cos(ψ j − ψ k ) = cos(θ j − θ k ) for j and k > 1, and cos(ψ j − 0) = cos(θ j − 2θ 2 ) ≈ cos(θ j ) if θ 2 is close to zero. Thus, we recommend selecting an item for the 0 to π constraint that does not have a large positive correlation with item 1.
We selected the cosine function in the covariance terms to represent the circumplex, but other functions (see Browne, 1992) could be used as well. A function satisfies the circumplex properties for correlations if it is even, continuous, monotonically decreasing on (0, π), monotonically increasing on (π, 2π ) with maxima of 1 at 0 and 2π , and a minimum of −1 at π . We choose the cosine without loss of generality, however, since the angles and trigonometric function are simultaneously unidentified for a finite set of items. If another function f has the circumplex properties, then it is possible to define a new set of angles φ such that (φ, f ) and (θ, cos) result in the same covariances and likelihoods for a finite set of items. However, strictly speaking, the invariance only holds with respect to the likelihood. For the posterior distributions of the parameters for the two models defined through (φ, f ) and (θ, cos) to be equivalent, the prior for θ would have to transformed into an equivalent prior for φ. In practice, since the prior specification is often chosen as a compromise between realism and convenience, the transformed prior for φ would rarely match a preferred direct specification of it. For example, an uninformative prior for θ may not result in an uninformative prior for φ. 
Block Constraints on the Angles
Substantive theory often postulates that subsets of angles in the circumplex, characterizing the items in a certain domain, are less than or greater than other subsets of angles in other domains, thus imposing blocks of constraints on the directions {θ j }. In psychological theories on personality and value priorities, such domains, consisting of groups of substantively homogeneous items, are often distinguished. Suppose that there are K blocks of constraints, and let B k be the set of indices for the kth block. We are interested in specifying prior constraints on the order of these blocks of angles. Without loss of generality we assume the blocks are ordered from 1, . . . , K with θ 1 = 0 belonging to the first block.
Expressing the block constraints is fairly straightforward, except for the fact that angles in the first block can be on both sides of the origin. For blocks 2 to K, define the minimum and maximum angles:
The "minimum" and "maximum" angles for the first block require some care because angles in the first block can be on both sides of the zero value:
That is, B 1 is the smallest angle in the first block that is larger than the angles in the Kth block. If no angle satisfies this requirement, it is defined to be 2π . B 1 is the largest angle in the first block that is smaller than the angles in the second block. With this nonstandard definition of "minimum" and "maximum" for the first block, we obtain the ordering
These constraints are additional to θ 1 = 0. In the presence of block constraints, one does not need to constrain the angle of an item to be between 0 and π in order to establish the positive direction: it is implicit in the blocking structure.
Distributions
Introducing matrix notation simplifies defining the circumplex model in equation (2) and its distributions. The n × J matrix for the latent scores {y i,j } (subject i and item j ) from the cutpoint model is The n × J matrix of error terms is
The item specific J -vectors for means and angles are
The J × 2 factor loading matrix is represented as
The J × J diagonal matrix of error variances is
Factor scores and scale-usage effects are collected into n-vectors:
With these definitions, equation (2) becomes
where 1 K is a K vector of ones. We use the bracket notation "[•]" of Gelfand and Smith (1990) to designate a distribution or density for a random variable. The argument in the brackets identifies the distribution; for example, [X] and [Y |X] are the distributions of X and Y given X, respectively. The model and analysis require four distributions: uniform, normal, inverted gamma, and univariate extended Von Mises. The densities for the first three, standard distributions are displayed below to establish notation:
The density for the extended Von Mises distribution is where
is the indicator function, and C is a subset of [0, 2π ). Q does not need to be symmetric or positive definite because the range of ξ is finite. Figure 1 graphs the extended Von Mises distribu-
If Q is a matrix of zeros the density is uniform. If d = (sin(θ), cos(θ)) , then the mode of the distribution isθ . We will restrict our attention to quadratic forms because the likelihood function for the angles takes this expression, and the extended Von Mises is the natural conjugate prior distribution for the angles.
The error terms of the latent variables are mutually independent and normally distributed:
where 0 J is a J vector of zeros.
The random effects are also mutually independent and normally distributed:
where I n is the n × n identity matrix. Given the latent variables and cutpoints, the distribution of the response for subject i is
The prior distribution for the cutpoints is conditionally uniform:
That is, given c i,k−1 and c i,k+1 , the conditional distribution of c i,k is uniform:
The mean latent scores have a normal prior:
and the error and random effects variances have inverted gamma distributions:
The prior distribution for the angles is extended Von Mises:
with d 0 = (0, 1) , Q 0 = 0.2I 2 where I 2 is the 2 × 2 identity matrix. This prior distribution is fairly flat on [0, 2π ).
Markov Chain Monte Carlo Estimation
A primary goal of Bayesian inference is to compute the posterior distribution of the unknown parameters given the data. The posterior distribution quantifies the uncertainty about unknown parameters after observing the data. The posterior mean is the Bayes estimator under squared-error loss, and the posterior standard deviation is a measure of uncertainty about the parameter. For sufficiently large samples and well-behaved models, posterior distributions are approximately normal, and there is approximately 95% probability that the true parameter is within ± two posterior standard deviations of the posterior mean. For non-Bayesians, the posterior mean is the point estimator, and the posterior standard deviation roughly resembles the standard error for the point estimator. Estimation of the model is accomplished via MCMC (see Gelfand & Smith, 1990) . The Appendix gives details for the application to the circumplex model. After an initial transition period, the random deviates from MCMC can be treated as random draws from the posterior distribution and used to numerically approximate posterior statistics of the parameters. For example, the posterior mean is approximated by the average of the random draws.
The accuracy of these numerical approximations can be ascertained by the root mean squared simulation error (RMSSE). The RMSSE is the standard deviation of the MCMC approximation to the posterior mean and accounts for the autocorrelation in the Markov chain. The RMSSE tends to decrease as one uses more iterations in MCMC. In comparison, the theoretical posterior standard deviation does not depend on the estimation algorithm, and it tends to decrease as sample sizes increase. It is important to differentiate between the posterior standard deviation and the RMSSE. The first quantifies the posterior uncertainty about a parameter, while the latter quantifies the accuracy of the numerical algorithm in approximating the posterior mean. We will report the RMSSE to give an indication of the accuracy of the numerical approximations from the MCMC algorithm.
Brier Scores
Brier (1950) proposed a squared error loss statistic that compares predictive probabilities and random outcomes (see Gordon & Lenk, 1991 , 1992 . Let {z i } be n uncertain events where z i = 1 if the event occurs and z i = 0 otherwise. The Brier score is BS = n
where p i is the predictive probability for z i . Suppose that one uses m different predictive probabilities {q j }. The Brier score can be decomposed into two components, called "calibration" and "refinement":
where n j is the number of times that q j is used, andq j is the relative frequency of event j given that one predicted it would happen with probability q j . The first term of the decomposition is calibration and is related to bias. The calibration measure is zero when the predictive probability and conditional relative frequencies are equal. Clearly, calibration alone does not imply an accurate forecasting system. For instance, a system is well-calibrated if it always reports the base rates for events; however, base rates may not be very informative. The second measure, refinement, is similar to variance, and measures the propensity of the prediction system to use values close to zero or one: in a well-calibrated system, forecasts closer to zero or one are more useful than forecasts in the middle of the unit interval. DeGroot and Feinberg (1982) showed that if two systems are well-calibrated and if system A is more refined than system B, then B's forecasts are equivalent to passing A's forecasts through a noisy filter.
Our fit measure is based on a modified Brier score. Instead of using the predictive probabilities given the data in the computation, we compute the predictive probabilities given the parameters and the data, and use these to compute a Brier score on each iteration of the Markov chain:
where N is the total number of observations; z i,j,k = 1 if person i responded k to variable j , and 0 otherwise; and δ i,j = 1 if the variable is observed and 0 if it is missing. That is, missing observations are excluded from the Brier score. The {BS (m) } are then used in computing posterior means and standard deviations. This approach extends the Brier score to include calibration, refinement, and uncertainty in the predictive probabilities.
Model Test on Synthetic Data
Before presenting the results of an empirical application of the model, we discuss the results of a synthetic data analysis mimicking 16 variables measured on a seven point ordinal scale in a sample of 100 persons. The angles θ j were randomly generated under the constraints of four blocks with four angles in each block. Each item independently had a 7% probability of deletion. We estimated circumplex models with the correct constraints on the angles, with unconstrained angles, and with incorrect constraints, assigning variable 3 to block 3 and variable 11 to block 1. The incorrect constraints constitute a mild violation of the true model.
For each set of constraints, we ran 5, independent MCMC chains where each chain had 20,000 iterations. The initial burn-in period for each chain consisted of 10,000 iterations, and every tenth, subsequent iteration was used for estimation resulting in 1000 iterations per chain for estimation. The main reason for thinning the chains was to conserve memory. Starting values for the parameters were generated from the prior distributions, which were fairly noninformative. Convergence was checked with the potential scale reduction factor (PSRF) (Gelman & Rubin, 1992) . The maximum univariate PSRFs for the angles were 1.006 without constraints, 1.003 with correct constraints, and 1.007 with incorrect constraints. The multivariate PSRFs (Brooks & Gelman, 1998) were 1.017 without constraints, 1.011 with correct constraints, and 1.021 with incorrect constraints. Brooks and Gelman (1998) conclude that PSRFs close to one indicate that the MCMC simulations are close to the posterior distribution. The average and maximum autocorrelations of lag one for the angles were 0.30 and 0.44 without constraints, 0.29 and 0.43 with correct constraints, and 0.31 and 0.48 with incorrect constraints. Autocorrelations of higher lags rapidly decreased. These statistics along with plots of the random draws versus iterations indicated convergence of the chain.
Although the posterior mean of the log-likelihood is a flawed measure for Bayesian model selection, it is sometimes computed because of its similarity to the log-likelihood statistic in TABLE 1. Estimated directions for the synthetic data. The constraints given to the program were either: no constraints ("None"), the right constraints ("Good"), or the wrong constraints ("Bad"). The true constraints sequentially assign four items to four blocks. The "Bad" constraints incorrectly assume that item 3 belongs to block 3 and item 11 to block 1. maximum likelihood estimation. For the simulation, the posterior means of the log-likelihood for the model without constraints and correct constraints were nearly identical: −715.84 and −715.50. For the incorrectly constrained model, it was much smaller: −956.39. Moreover, the Brier scores were also nearly the same for the unconstrained and correctly constrained models: 0.01618 and 0.01617, and much larger, 0.02065, for the incorrectly constrained model. The algorithm was able to recover accurately the grand means µ j , error standard deviations σ j , and random effects standard deviations λ and τ , and all of the angles, except for items 3 and 11 with incorrectly specified blocks, as judged by their posterior means and posterior standard deviations. The RMSSEs for the posterior means of the angles ranged between 0.00133 and 0.00209 for the unconstrained model, 0.00126 and 0.00182 for the correct constraints, and 0.00133 and 0.00206 for the incorrect constraints.
With incorrectly specified constraints, item 3 was incorrectly assigned to block 3 instead of block 1. Its estimated angle, 2.340, is the minimum angle in block 3 (between 2.312 for item 8 and 3.542 for item 9), which results from trying to recover the observed covariance structure. Similarly, item 11 was incorrectly assigned to block 1. Its estimated angle, 5.971, is the largest estimated angle and close to 0 on the circle. It is slightly larger than the estimated angle for item 15, which has the maximum true angle 6.132.
The differences between the models with various sets of constraints are reflected in the posterior means and standard deviations of the angles in Table 1 . The posterior standard deviations with correct constraints tends to be slightly smaller than the posterior standard deviations without constraints. The information in the constraints leads to sharper estimators. This effect is stronger with smaller sample sizes (indicated by simulations not reported here). Generally, the posterior standard deviation with incorrect constraints are larger than the other two conditions, though not uniformly. For example, the posterior standard deviation for the incorrectly assigned item 11 is smaller than that without constraints and with the correct constraints. Apparently, the algorithm is trying its best to keep item 11 as close as possible to block 3 while still maintaining the incorrect assignment to block 1. Overall, the correct constraints reduce the posterior uncertainty about the angles. As one would anticipate, other simulations indicated that the amount of reduction depends on the number of observations with the greatest impact for very small samples. With large samples, the difference between the unconstrained and correctly constrained estimates are very small. Not surprisingly, incorrect constraints can result in inconsistent estimators.
Application to Schwartz Value Ratings

Schwartz Value Theory
Building on work by Rokeach (1973) , Bilsky (1987, 1990 ) provided a detailed psychological theory of value content and structure. Values are defined as beliefs that pertain (Rokeach, 1973) , mass media usage (Rokeach & Ball-Rokeach, 1989) , charity contributions (Manner & Miller, 1978) , socially responsible behavior (Anderson & Cunningham, 1972) , ecological behavior (Ellen, 1994) , and innovativeness .
Schwartz and his collaborators postulate a comprehensive typology of the content and structure of domains of values. They distinguish ten value domains, summarized in Table 2 , that are organized along two bipolar dimensions. The first dimension is defined as "openness to change versus conservation," and opposes values of self-direction and stimulation to those of security, conformity, and tradition. The second dimension is called "self-enhancement versus self-transcendence" and opposes values of universalism and benevolence to those of hedonism, power, and achievement. The universal structure of values was investigated by Schwartz in a number of studies conducted in different countries. Smallest space analysis (Guttman, 1968) of the correlation matrices provided qualitative support for the postulates of the theory (Schwartz & Sagiv, 1995) . From those studies, it is apparent that the theory borrows strength from ideas of circumplex representations. However, the circumplex model, although popular in psychology as a model for the representation of attitudes (e.g., Plutchik & Conte, 1997), has not been directly applied to the analysis of values, nor has Schwartz theory been subjected to statistical testing. Here we set out to examine more rigorously the validity of Schwartz's value system by investigating the constraints that the theory imposes on the hypothesized circumplex structure.
Sample and Data
The data used here are part of a larger data set that was collected for the European Commission. A sample was drawn randomly from the household consumer panel of a market research agency in The Netherlands. This panel is representative of the Dutch population with respect to a large number of socio-demographic characteristics. For data collection, mail questionnaires were sent out to households in The Netherlands. The questionnaires included the Schwartz values measurement instrument, assessing 44 value priorities on 9-point scales. Before collecting the data extensive pretests were conducted. After sending reminders, the overall response was around 70% (for more details on data collection, see Ter Hofstede, . The sample size was 157 for a total of 6698 observations with 3% missing.
Results
We analyzed the Dutch value priority data with seven models derived from equation (2). The first model has random scale-usage effects only and zeros-out the circumplex structure (α i = β i = 0 ). We estimated four different circumplex models (τ a = τ b = τ ). Model 2 is an unconstrained circumplex without scale-usage effects (φ i = 0). Models 3 to 5 are circumplex models with scaleusage effects. Model 3 has value domain constraints, and Model 4 has value dimension constraints (see Table 2 ). The latter is a weaker set of constraints as compared to the former. Model 5 is an unconstrained circumplex model. Model 6 is a two-factor, elliptical model (τ a = τ b ) that has a more general correlation structure than the circumplex. It also has random scale-usage effects. Model 7 allows for an unconstrained error covariance (cov( i,j , i,j ) = σ j,j ) among items and removes the random scale-usage effects and circumplex (φ i = α i = β i = 0). The likelihood function of a model with full error covariance and random scale-usage or circumplex factors is not identified.
All models were estimated using 200,000 draws, with a burn-in of 100,000. After burnin, every 10th iteration was used in the computations for a total of 10,000 draws. We ran five independent chains to evaluate convergence, resulting in a total of one million iterations. The multivariate PSRFs for the angles ranged between 1.002 for the model with dominan constraints to 1.004 for the model without scale-usage effects. The first autocorrelation coefficients for all angles for all models were less than 0.6, with most of the angles having much lower values. These statistics, along with plots of the iterations, indicated that the chains had converged and mixed fairly well. Table 3 displays the fit statistics. The fit statistics indicate that the circumplex models (Models 3, 4, and 5) with scale-usage effects fit better than the circumplex model without scale-usage effects (Model 2) and the model with scale-usage and without the circumplex structure (Model 1). Model 6 relaxes the constraint that the standard deviations for α and β are equal, thus adding one parameter. Its Brier score is the same as that for circumplex Model 5, but its mean likelihood is slightly better than the other circumplex models. The two random effects standard deviations for Model 6 are τ α = 0.22 and τ β = 0.29. The difference, 0.07, has a posterior standard deviation of 0.03. We take this as support, though not conclusive, that the circumplex model with one common factor variance holds. Model 7 is the most general model, but did not perform best: it has a very large number of parameters relative to the sample size. These fits provide evidence that Schartz's value scales conform to the circumplex once scale-usage effects are properly handled. Apparently, the proposed approach of dealing with the response scale bias is both effective and important. For the circumplex models with different constraints the Brier scores are comparatively close. However, the fit deteriorates slightly as domain constraints are imposed. Thus, the value priority data seem to violate Schwartz's theory of value domains to a certain extent, although judged by the differences in fit between those models, the violations appear to be minor. Table 4 reports the posterior means and posterior standard deviations of the estimated circumplex angles for Models 3, 4, and 5, the circumplex models with scale-usage random effects and domain constraints (Full), dimension constraints (Partial), and no constraints (None), respectively. The RMSSEs are small in all cases: they were less that 0.002 for the "Full" and "Partial" and less than 0.003 for "None" models. Some of the posterior distributions for the angles are bimodal because the support of the distribution spans zero. For example, if there are constraints, angles in the first block can be less than zero. In these cases, we compute the posterior means and standard deviations by "unrolling the circle" in post-processing the MCMC draws. If the posterior distribution of θ j is bimodal and if more than half of the posterior distribution is between 0 and π , we recode MCMC draws θ (g) j for the gth iteration that are between π and 2π as θ (g) j − 2π . Similarly, if more than half of the distribution is between π and 2π , we recode draws that are between 0 and π as 2π + θ (g) j . This recoding does not change the circumplex variances and covariances and is only used in approximating the posterior means and standard deviations. Ignoring the bimodal distributions results in nonsensical posterior means and standard deviations: if the posterior distribution is concentrated on both sides of 0, then the posterior mean will be around π , a region of zero probability.
When comparing the models with the domain (Full) and the dimension (Partial) constraints, it is apparent that only a few value angles, using the more general dimension constraints, differ from the more exact ordering, using domain constraints. The violations to the constraints misplace the angles in neighboring value domains within the value dimensions (Table 4) . Most of the violations using no constraints, compared to the domain and dimension constraints, occur for angles near zero or 2π .
The posterior standard deviations indicate the uncertainty about the angles. Based on their posterior means and standard deviations, the posterior distribution of the angles from the three models are similar, with the exceptions of angles for conservation. Even here, though, the differences are more apparent than real if one keeps in mind that 0.1 radian is very close to 2π on the circle. In comparing posterior standard deviations, estimators using domain constraints are more precise than using dimension constraints, which are, in turn, more precise than those without constraints. Figure 2 provides a graphical display of the posterior means for each of the three circumplex models with random intercepts as well as of the model with fixed intercept. The radii of the vectors for angles in the four dimensions have been jittered so that the points do not overlap. Inspection of Figure 2 reveals that, although the unconstrained circumplex does fit the data marginally better, the differences in the locations of the values on the circumplex are minor. To reveal their correspondence, Figure 3 presents scatter plots of the angles for the four circumplex models. Figure 3(a) plots the angles from the unconstrained circumplex models with and without scale-usage effects and reinforces the observation that scale-usage effects are needed. Figures 3(b) and 3(c) plot the constrained models against the unconstrained one with scale-usage effects. The points in the top left-hand corners are due to values in the conservation dimension overlapping with those of self-transcendence in the unconstrained model. Finally, Figure 3 (d) plots the domain and dimension constrained models. These plots indicate that the circumplex structures are quite similar: the estimated angles are virtually on a straight line. Because of the few and minor violations of the dimension and domain constraints, we are inclined to conclude that the Schwartz value theory holds fairly well in The Netherlands sample, even though the model fit criterion points toward the unconstrained model.
Individual differences in the value judgments are depicted in Figure 4 . This figure is based on the domain constraints and displays average interaction effects. The averages are over the cosines or sines of the angles in the same value domain for fixed values of α and β:
where card(B k ) is the cardinality of B k . Figure 4 contains four curves with α and β equal to ±1. The figure illustrates that a person who has high values for self-transcendence has low values for self-enhancement and moderate values for openness-to-change and conservation. Likewise, a person with high values for openness-to-change has low values for conservation. Similar patterns can be observed for the other two value dimensions.
Conclusion
Models for covariance structures are popular in the social sciences for assessing latent psychological constructs from proxy variables that are intended to represent the psychological domains in question. Whereas the exploratory factor analysis model has been used frequently since 1960, confirmatory factor models (Jöreskog, 1974) became popular in the 1970s for applications where prior theory guided the identification of the underlying latent variable structure. However, because of their linear form, these broad modeling frameworks can include only a subset of relevant models for covariance structures. One of the significant exceptions, which is not included in the confirmatory factor modeling framework, is the class of circumplex models (Guttman, 1954; Browne, 1992) which imposes nonlinear constraints on the correlation matrix. These constraints are derived from the ordering of the proxy variables on the circumplex and, thus, avoid the need to achieve simple structure through either rotation or identifying constraints. In our Bayesian formulation of circumplex models for rating scales, we explicitly account for idiosyncratic response scale-usage by using an individual level cutpoint approach that assumes that respondents map an underlying latent trait onto the response scale and by a random effects specification that allows for differential scale-usage tendencies. In the synthetic data application, we demonstrated that the individual-level cutpoints can be recovered well even when the sample size is small, while the empirical application showed that failure to accommodate response scale usage seriously distorts the recovered circumplex structure. A potential drawback of our Bayesian approach, however, is that as yet standard software is not available and that it requires more computer time than maximum likelihood methods.
The circumplex model has been of much appeal to social science researchers because of its implied properties for the correlation structure of the measured items. Our approach yields a tractable representation that deals with different sources of person-specific heterogeneity. Moreover, the Bayesian formulation of the model and the proposed MCMC algorithm allow us to impose inequality constraints on the circumplex that are derived from substantive theory. In the synthetic data analysis and empirical application we showed how to investigate the validity of these constraints. We believe that these contributions will facilitate rigorous tests and further increase the popularity of circumplex models for the analysis of psychological constructs in the social sciences. 
A.2. Full Conditional for Y i,j for Missing W i,j
The model easily accommodates missing data assuming missing at random (MAR). If W i,j is missing, then Y i,j is normal:
That is, one does not know which cutpoints y i,j would have fallen between.
A.3. Full Conditional for Cutpoints c i
Given c i,k−1 , c i,k+1 , and the latent variables Y i , the cutpoint c i,k is uniformly distributed. Define y k = max{y i,j : w i,j = k} and y k+1 = min{y i,j :
where C j is the constraint set for θ j , and C = J j =2 C j . Because the prior distributions for the angles are independent, the full conditionals depend on each other only through the constraints. Thus, generating from the full conditionals involves generating from univariate distributions, which we do by using the inverse cumulative distribution transform of a uniform random deviate.
Our experience has been that once the random coefficients and angles are in the vicinity of their true values, generating directly from the full conditionals works very well. However, the algorithm can get "stuck," because the random coefficients (X matrix in the posterior density) limit the range of values attainable for the angles and visa versa. Thus, given one set of parameters, draws from the other set may not visit high probability areas of the parameter space.
Therefore, we pursue a hybrid sampling strategy and, in addition to generating the angles from their full conditional distributions directly, we include several methods for generating the candidate angles and random coefficients in a Metropolis step at every iteration of the sampler. First, we use a random walk to generate the angles where the jump distribution is a finite mixture of L uniform distributions where the endpoints depend on the current angle and the constraints. Figure 5 (a) graphs the density of a typical mixture of uniforms, centered at zero, for the error distribution. It puts large mass around zero, which implies that most candidates' values, ψ j , will be close to the current value, θ j , and it allows large jumps with relatively low probability. Figure 5 (b) graphs the jump distribution given the current θ j is 2.5 and the block constraints imply that 0.5 < ψ j < 2.8. With probability p l , the candidate value, ψ j , for θ j is generated from a uniform that is proportional to χ (θ j ∈ C j )U (ψ j |θ j − u l , θ j + u l ) where u l is a prespecified positive constant, and C j are the constraints on θ j given the other values of θ . Once we have candidate values for the angles, we generate candidate values for the random coefficients α and β. The candidate values for the angles and random coefficients are jointly accepted or rejected. Because the acceptance rate, when all of the angles are simultaneously generated, is low, we also generate and test each angle separately.
The constraints on the angles result in relatively complex expressions, though easy to compute, for the acceptance probabilities. Without loss of generality, suppose θ 1 = 0 is in the first block B 1 , and there are K blocks. The indicies b 1 , . . . , b K will give the last angle that belongs to the blocks:
The blocks follow the order in section 2.2.
Candidate values ψ 2 , . . . , ψ M for the angles are generated sequentially. We will use the definitions of the minimum and maximum angles, (B k , B k ), from section 2.2. where it is to be understood that these minimum and maximum angles change as current values of θ m are replaced by the candidates ψ m as the candidates are generated. Define "∨" as the maximum operator, and "∧" as the minimum operator. The random walk is a mixture of L uniform distributions: in Figure 5 (a) the endpoints for component l are ±u l with mixture probability p l . For angles in the first block, the jump distributions are
If the candidate value ψ m in the first block is negative, then it is recoded as 2π + ψ m . For angles in blocks k = 2 to K, the uniform random walk has density: . In addition to generating all angles at once according to the random walk Metropolis, we generated them one by one. In the model without block constraints, mixing is improved if one of the uniform distributions in the mixture allows for reflections such as χ (C j )U (ψ j |π − θ j − u l , π + θ j + u l ) for j = 2 and χ (C j )U (ψ j |2π − θ j − u l , 2π + θ j + u l ) for j > 2. The rational for the reflection is that the random walk chain has to progress from a region of high probability, through a region of low probability, to arrive at another area of high probability. For example, suppose that the current value of the angle is 0.2, so cos(.2) is close to one and sin(.2) is close to zero. Angles close to 2π − .2 result in similar values for the sine, cosine, and covariances among Y variables. However, for a random walk to reach 2π − .2, it has to pass through regions around π where the sines, cosines, and covariances are very different. If .2 is a highly probable value for the angle, the random walk will not reach the other side of the circle because of the low probability region that intervenes. In the same vein, we included another Metropolis step where the possible candidate values θ N are determined from cos(θ N ) = ± cos(θ ) for the current θ . Lastly, we included random phase shifts in the algorithm, by adding a small random amount to each angle, which slightly rotates the entire configuration and helps to escape from regions of low probability.
Our experience has been that these additional random walk Metropolis steps explore the parameter space more rapidly than generating angles from their full conditional distributions only. However, once the chain is in a high probability region, the additional Metropolis steps have very low acceptance rates, especially those that are designed to jump to other sectors of the circle. Then generating from the full conditionals is more efficient because none of the random deviates are rejected. Although the Metropolis steps have very low acceptance rates, they seem to be very important in mixing the chain: these large jumps are very seldom needed, but are essential in probing different regions of the circumplex and in establishing in the burn-in period the global configuration of angles that are consistent with the observed covariances when the model does not have order constraints.
Another concern is using the iterations to estimate the posterior mean and standard deviation of the angles. If an angle is close to 0 or 2π , then its posterior distribution will often be bimodal, and the posterior mean, which will be around π , is not a valid estimator. In this situation, we recode the iterations. If the majority of iterations are between 0 and π , then we recode θ between π and 2π as 2π − θ . Similarly, if the majority of iterations are between π and 2π , then we recode θ between 0 and π as 2π + θ . This recoding also needs to be performed across chains when multiple chains are run to verify convergence. For example, if the true angle is 0 (or 2π ), then some of the chains may have more iterations between 0 and π , while other chains will have iterations between π and 2π . If the recoding was performed within each chain without regard for the other chains, the PSRF convergence statistics would incorrectly signal that the chains had not converged because some of posterior means would be close to zero while others would be close to 2π . This false negative is a consequence of the support being a circle. Consistently recoding the iterations across chains is required for the convergence statistics to give a true reading.
