We consider the problem of stabilization to zero of semilinear normal parabolic equations connected with the 3D Helmholtz system with periodic boundary conditions and arbitrary initial datum. This problem was previously studied in [14] . As it was recently revealed, the control function suggested in that work contains a term impeding transference the stabilization construction on the 3D Helmholtz system. The main concern of this article is to prove that this term is not necessary for the stabilization result, and therefore the control function can be changed by a proper way.
Introduction
This work is connected with construction of nonlocal stabilization of solutions for equations of hydrodynamic type by feedback control 1 . There exists extensive literature on the local stabilization of Navier-Stokes system in a small neighborhood of a stationary point (see for example, [1] , [2] , [9] , [10] , [18] , [19] as well as literature listed in the review [12] ) but construction of its * The research of the first author was supported by the Ministry of Education and Science of the Russian Federation (grant 14.Z50.31.0037). The second author was supported by RFBR grants 15-01-03576 and 15-01-08023. This paper has been accepted for publication in SCIENCE CHINA Mathematics. 1 the term "nonlocal" means that the distance between steady-state solution and initial condition of stabilized solution can be of arbitrary magnitude nonlocal analog is in the initial stage yet. Note that for some equations of fluid dynamics there are certain nonlocal stabilization results: for Burgers equation, where exact formula of its solution was used (see [17] ), and for Euler equations (see [3] , [4] ), where the construction is based on such properties of its solutions which Navier-Stokes system does not possess. We have to note also that nonlocal exact controllability of the Navier-Stokes system by distributed control supported in a sub domain of the spatial domain where this system is defined has been proved in [5] for 2D case and in [11] for 3D case. Since settings of exact controllability and stabilization problems are related in some sense, this gives us the hope that nonlocal stabilization problem can be solved, because settings of exact controllability and stabilization problems are related in some sense.
Let discuss the setting of nonlocal stabilization problem near zero for 3D Navier-Stokes system with periodic boundary conditions written in abstract form:
Here v(t, x) is its (unknown) solution, v 0 ∈ V 1 (T 3 ) 2 is a given initial datum, N j=1 δ(t − t j )u j (x) is unknown impulse feedback control where δ(t − t j ) is Dirac δ function at t j and t j , u j are defined with v(t j , ·). We assume that u j (x) ∈ V 1 (T 3 ) and suppu j ⊂ D where a given sub domain D ⊂ T 3 does not depend on j.
Formulation of stabilization problem for (1.1) is as follows:
Given v 0 find control N j=1 δ(t − t j )u j (x) such that v(t, ·) 1 ≤ ce −t , as t → ∞ with c = c( v 0 1 )
where · 1 is the norm of the space V 1 (T 3 ). It is very important that here we have to look for solution v of problem (1.1), (1.2) in the class of smooth enough functions where uniqueness theorem for 3D Navier-Stokes equations has been proved, because stabilization problem can be considered for dynamical systems only. Recall that millennium problem for 3D Navier-Stokes equations is to prove just in such function class the existence of solution for boundary value problem connected with 3D Navier-Stokes system, and this problem is not solved yet. Thus, there is some connection between millennium problem and problem (1.1),(1.2), and progress in solution of the last one can be useful to understand the difficulties connected with the first problem better.
For solution of problem (1.1),(1.2) it is more convenient to go over Navier-Stokes equation (1.1) for fluid velocity v to Helmholtz equation for curl v: this allows to go over phase space V 1 to the more convenient phase space V 0 . Further, to solve local stabilization problem all authors begin with studying its main linear part. In the case of non local stabilization we also do the same. But if in local case the main part is linearization of stabilization problem, in nonlocal case this is so-called nonlocal stabilization problem by starting control for normal parabolic equation (NPE) generated from three-dimensional Helmholtz system. 3 Theory of such problems was first constructed for NPE associated with the differentiated Burgers equation (see [8] , [13] ), and after that for NPE associated with Helmholtz system in [14] , [15] . The purpose of this article is the further development of this theory.
The non-local stabilization problem of NPE by starting control is formulated as follows:
Given fixed 0 < a j < b j < 2π, j = 1, 2, 3, and divergence-free initial condition y 0 (x) of NPE associated with the 3D Helmholtz system with periodic boundary conditions 4 , find a divergence free control u 0 (x), supported on
This problem was solved in [14] , [15] . Namely, it was proved, that the NPE with arbitrary initial condition y 0 can be stabilized by starting control in the form u 0 (x) = F y 0 − λu(x), (1.4) where F y 0 is a certain feedback control with feedback operator F , constructed by some technic of local stabilization theory (see, for example, [9] , [10] ), λ > 0 is a constant depending on y 0 , and u is a universal function, depending only on the given parallelepiped [
which contains the support of u as well as support of the whole control u 0 . The proof of the stabilisation result is bazed on the following estimate:
5)
3 Let us explain why here we use starting control for stabilization. It is established in local stabilization theory (see, for instance [9] , [10] , [12] and references therein) that one can construct impulse and distributed (i.e. realized by external forces) controls by means of some set of starting controls. Moreover, when equations of hydrodynamics type are defined on a domain G, but not on a torus, one can construct the control defined on the boundary ∂G with help of a set of starting ones. Recall that usually a boundary control is the most natural from physical point of view. We believe that in nonlocal stabilization theory situation will be similar, and therefore the approach of stabilization by starting control proposed here will be the first step in construction of general control theory. 4 In other words independent variables x = (x1, x2, x3) run through 3D torus
where S(t, x; u) is the solution of the Stokes equation with initial condition u, and β > 0 is some constant.
The proof of estimate (1.5) is very complicated and was made in [8] , [13] , [14] .
Our future goal is to develop nonlocal stabilization theory such that it can be applied for the 3D Helmholtz system. The first attempts to realize this plan were immediately shown that the term F y 0 from control function (1.4), used in [14] , [15] , does not allow to transfer stabilization construction on the 3D Helmholtz system. The aim of this work is to prove nonlocal stabilization of NPE by starting control that does not contain the term F y 0 .
In section 2 we remind the definitions and some facts concerning NPE associated with 3D Helmholtz system. Section 3 is devoted to the proof of the main stabilization result for NPE, with help of starting control (1.4) with omitted term F y 0 .
Semilinear parabolic equation of normal type
In this section we recall the definition and basic properties of normal parabolic equations corresponding to 3D Helmholtz system with periodic boundary conditions: the explisit formula for their solution, the theorem on the existence and uniqueness of solution for normal parabolic equations and the structure of their dynamics. These results have been obtained in [6] - [7] . We begin with formulation of Navier-Stokes equations that are basic in the theory of viscous incompressible fluid.
Navier-Stokes equations
Let us consider 3D Navier-Stokes system
is the velocity vector field of fluid flow, ∇p is the gradient of pressure, ∆ is the Laplace
Periodic boundary conditions (2.2) mean that Navier-Stokes eqautions (2.1) and initial conditions (2.3) are defined on torus
For each m ∈ Z + = {j ∈ Z : j ≥ 0} we define the space
where H m (T 3 ) is the Sobolev space of functions belonging to L 2 (T 3 ) together with their derivatives up to the order m.
It is well-known, that the non-linear term
Therefore, multiplying (2.1) scalarly by v in L 2 (T 3 ), integrating by parts by x, and then integrating by t, we obtain the well-known energy estimate
5)
which allows to prove the existence of weak solution for (2.1)-(2.3). But, as is well-known, scalar multiplication of (2.1) by v in V 1 (T 3 ) does not result into an analog of estimate (2.5). Nevertheless, expression of such kind will be important for us when they will be written in equivalent form with help of solutions of Helmholtz system.
Helmholtz equations
Using problem (2.1)-(2.3) for fluid velocity v, let us derive the similar problem for the curl of velocity
It is well-known from vector analysis, that
is the vector product of ω and v, and
. Substituting (2.7) into (2.1) and applying curl operator to both sides of the obtained equation, taking into account (2.6), (2.8) and formula curl ∇F = 0, we obtain the Helmholtz equations
with initial conditions
and periodic boundary conditions.
Derivation of Normal Parabolic Equations (NPE)
Using decomposition into Fourier series
, and the well-known formula curl curl v = −∆v, if div v = 0, we see that inverse operator to curl is well-defined on space V m and is given by the formula
Using formulas curlv = ω, divv = 0 one can get by straightforward calculations that ω 2
. Therefore, operator curl : V 1 → V 0 realizes isomorphism of the spaces, and it is a unitary operator. Thus, a sphere in V 1 for (2.1)-(2.3) is equivalent to a sphere in V 0 for the problem (2.9)-(2.10).
Let us denote the non-linear term in Helmholtz system by B:
where v can be expressed in terms of ω using (2.12). Multiplying (2.13) scalarly by ω = (ω 1 , ω 2 , ω 3 ) and integrating by parts, we get expression
that, generally speaking, is not zero. Hence, energy estimate for solutions of 3-D Helmholtz system is not fulfilled. In other words, operator B allows decomposition
In general, both terms in (2.15) are not equal to zero. Since the presence of B n , and not of B τ , prevents the fulfillments of the energy estimate, it is plausible that the term B n by itself generates the possible singularities in the solution. Therefore, there is reason to omit the B τ term in Helmholtz system and study first the equations (2.9) with non-linear operator B(ω) replaced with B n (ω). 5 The obtained equations will be called the normal parabolic equations (NPE).
Let us derive the NPE corresponding to (2.9)-(2.10). Since summand (v, ∇)ω in (2.13) is tangential to vector ω, the normal part of operator B is defined by the summand (ω, ∇)v. We shall seek it in the form Φ(ω)ω, where Φ is the unknown functional, which can be found from equation
(2.16)
According to (2.16),
Thus, we arrive at the following system of normal parabolic equations corresponding to Helmholtz equations (2.9):
where Φ is the functional defined in (2.17) Further we study problem (2.18), (2.19) with initial condition (2.10).
Explicit formula for solution of NPE
In this subsection we remind the explicit formula for NPE solution.
Lemma 2.1. Let S(t, x; ω 0 ) be the solution of the following Stokes system with periodic boundary conditions:
22)
i.e. S(t, x; ω 0 ) = z(t, x). 6 Then the solution of problem (2.18) with periodic boundary conditions and initial condition (2.10) has the form
One can see the proof of this Lemma in [6] , [7] . 6 Note that because of periodic boundary conditions the Stokes system should not contain the pressure term ∇p
Properties of the functional Φ(u)
Let us now study some properties of the functional Φ(u), defined in (2.17).
For every s ∈ R the Sobolev space H s (T 3 ) is defined as the space of periodic real distributions with finite norm
whereẑ(k) are the Fourier coefficients of function z. Note, that everywhere below we will be considering only functions z withẑ(0) = 0. We shall need the following space:
(2.25)
, satisfies the following estimate:
Proof. According to Sobolev's embedding theorem,
, therefore, using definition (2.17) and interpolation inequality v 3 1/2 ≤ v 2 0 v 3/2 , we get estimate (2.26): Proof. The solution S(t, ·; y 0 ) of (2.20)-(2.22) can be represented as S(t, ·; y 0 ) = k =0ŷ 0 (k) · e i(k,·) · e −|k| 2 t , 7 Here and below we use for brevity notation S(t; y0) instead of S(t, ·; y0).
whereŷ 0 (k) are the Fourier coefficients of function y 0 . Therefore, according to definition (2.24) and (2.26),
(2.28) For every t > 0 let us consider the following extremal problem:
(2.29)
Substituting (2.29) into (2.28), we arrive at (2.27).
According to Lemma 2.3, the functional in the left hand side of (2.27) is well-defined for y 0 ∈ V −β (T 3 ) with β < 1/2. In particular, Lemma 2.3 and explicit formula (2.23) show, that the solution of problem (2.18), (2.19), (2.10) is well-defined for any initial data y 0 ∈ V 0 and is infinitely differentiable for every x ∈ T 3 and t ∈ (0, T ), where T depends on the choice of y 0 .
In the following two sections we justify our choice of V 0 as the phase space of the corresponding dynamical system.
Unique solvability of NPE
Let Q T = (0, T ) × T 3 , T > 0 or T = ∞. The following space of solutions for NPE will be used:
We look for solutions ω(t, x; ω 0 ) satisfying One can see the proof of these Theorems in [7] . Below we will use the following specification of existence theorem formulated above for small initial conditions.
Proof. In virtue of explicit formula (2.23) and Lemma 2.3,
where c 1 is the constant from estimate (2.27). So, taking in (2.31) ω 0 0 = r 0 = 1 2c 1 , we get the bound (2.30) with c 0 = 1 c 1 .
Structure of dynamical flow for NPE
We will use V 0 (T 3 ) ≡ V 0 as the phase space for problem (2.18),(2.19), (2.10). 
We introduce the following function on sphere Σ: 
lying on the same side relative to hypersurface Γ(B + ) as the origin 0 of V 0 , and the set V 0 Here Φ is the functional defined in (2.17), y 0 (x) ∈ V 0 (T 3 ) is an arbitrary given initial datum and u 0 (x)
Our goal is to find for every given y 0 (x) ∈ V 0 (T 3 ) a control u 0 ∈ V 0 (T 3 ) satisfying (3.4) such that there exists unique solution y(t, x; y 0 +u 0 ) of (3.1)-(3.3) and this solution satisfies the estimate
with a certain α > 1. By Definition 2.1 of the set of stability M − inclusion y 0 ∈ M − implies estimate (3.5) with u 0 = 0. Therefore the formulated problem is reach of content only if y 0 ∈ V 0 \ M − = M + ∪ M g . Note, that without loss of generality, the last inclusion can be changed for y 0 ∈ V 1/2 \ M − . Indeed, in virtue of explicit formula (2.23) the solution y 0 (t, ·; y 0 ) of NPE belongs to C ∞ (T 3 ) for arbitrary small t > 0. Hence, if y 0 ∈ V 0 , we can shift on small t, take y(t, ·; y 0 ) as initial condition and apply the stabilization construction to it.
The following main theorem holds: The main steps of this theorem's proof are indicated below.
Formulation of the main preliminary result
To rewrite condition (3.4) in more convenient form, let us first perform the change of variables in (3.1)-(3.3):
and denotẽ 
Below we consider stabilization problem (3.1)-(3.3), (3.5) with condition (3.7) instead of (3.4).
We look for a starting control u 0 (x) in a form
where the constant λ > 0 will be defined later and the main component u(x) is defined as follows. For given ρ 1 , ρ 2 , ρ 3 ∈ (0, π) we choose p ∈ N such that
and denote by χ π p (α) the characteristic function of interval (− π p , π p ):
(3.10)
Then we set
Proposition 3.1. The vector field u(x) defined in (3.9)-(3.12) possesses the following properties:
Proof. For each j = 1, 2, 3 function w(x 1 , x 2 , x 3 ) defined in (3.12) and ∂ j w equal to zero at x j = ±π. That is why using notations χ π p (x) = χ π p (x 1 )χ π p (x 2 )χ π p (x 3 ), w(px) = w(px 1 , px 2 , px 3 ) we get curl(χ π p (x)(w(px), 0, 0)) = pχ π p (x)(0, ∂ 3 w(px), −∂ 2 w(px)) ∈ (H 1 (T 3 )) 3 (3.14)
u(x) = p 2 χ π p (x)(−∂ 22 w(px) − ∂ 33 w(px), ∂ 12 w(px), ∂ 13 w(px)) ∈ (H 0 (T 3 )) 3 (3.15) Applying to vector field (3.15) operator div and performing direct calculations in the space of distributions we get that div u(x) = 0. Hence, u(x) ∈ V 0 (T 3 ). The other relations in (3.13) are evident.
Let consider the boundary value problem for the system of three heat equations
with periodic boundary condition. (Since by Proposition 3.1 div u(x) = 0 we get that div S(t, x; u) = 0 for t > 0, and therefore system (3.16) in fact is equal to the Stokes system.)
The following theorem is true:
For each ρ := π/p ∈ (0, π) the function u(x) defined in (3.11) by a natural number p satisfying (3.9) and characteristic function (3.10), satisfies the estimate:
The proof of Theorem 3.2 was given in [14] . This theorem is the most complicated part of Theorem's 3.1 proof.
Remark 3.1. Actually, estimate (3.17) in [14] was proved not for the function u(x), defined in (3.11), but for the functionũ(x), defined in the same formula (3.11). But, dividing both parts of (3.17) forũ(x) on ũ 3 , applying formula (3.11), expressing u(x) viaũ(x), to the left hand side of the resulting inequality and denoting β/ ũ 3 as β, we get that estimate (3.17) is true for u(x) as well, with a different constant β. Everywhere below we use estimate (3.17) for function u(x), defined in (3.11), i.e. we hold u := u V 0 (T 3 ) = 1.
3.3
Proof of the stabilization result: the first step
In this subsection we begin to prove Theorem 3.1 using Theorem 3.2. We take control (3.8) as a desired one where vector-function u(x) is defined in (3.11), (3.12), and λ ≫ 1 is a parameter.
In fact, to prove the stabilization result, it is enough to show that at some instant t 0 the solution y(t, x; y 0 +u 0 ) of the stabilization problem (3.1), (3.2), (3.3) belongs to a small enough neighborhood of zero. This is implied by Lemma 2.4. So, to prove the desired result we need to show, that for every T > 0 we can choose parameter λ in such way that the function
for each t ∈ (0, T ) is bounded from below by a positive constant independent of t, and that is why the solution y(t, x; y 0 − λu) of the stabilization problem Then for every T > 0 there exists λ ≫ 1, such that for every t ∈ (0, T ) the following estimate holds:
20)
where β is the constant from (3.17).
Proof. According to Theorem 3.2, Ψ(S(t, ·; u)) ≥ 3βe −18t , β > 0. In virtue of well-known estimate for pseudo-differential operators (see [16] ), Sobolev embedding theorem and definition (3.19) we get
According to (3.21)-(3.23),
By the same way, using (3.21)-(3.23) and
Let us show, that for small enough t 0 > 0
where the last equality is the definition of the constant A t 0 , depending on t 0 . Indeed, for a fixed small enough t 0 > 0
(3.27) Next, since function f t 0 (y) = ye −2y 2 t 0 , y ∈ R + reaches its maximum at 
imply, that for all t ∈ (t 0 , T )
Therefore, choosing for every T > 0
we get the bound (3.20) for all t ∈ (t 0 , T ). Now let us show, that for small enough t 0 this relation also holds for t ∈ (0, t 0 ).
Using the maximum principle for a heat equation, we obtain
Therefore, according to (3.25 ) and (3.29), we get that ∀t ∈ (0, t 0 )
.
The last estimate implies, that if
then −Ψ(S(t, y 0 − λu)) > 2βλ 3 e −18t ∀t ∈ (0, t 0 ). Finally, taking λ > λ 0 := max{λ 01 , λ 02 }, where λ 01 and λ 02 were defined in (3.30) and (3.32) correspondingly, we get that the estimate (3.20) is true for all t ∈ (0, T ). where β is the positive constant from Theorem 3.17.
Proof. Below we shall use notation · = · V 0 . Since u = 1, we have
for λ > 7 y 0 . Therefore, 2 > u − y 0 λ 3 . Applying this inequality to the right hand side of (3.20) and dividing both parts be λ 3 u − y 0 λ 3 , we get that −Ψ(S(t, ·; y 0 − λu)) y 0 − λu 3 > βe −18t , ∀t ∈ (0, T ), (3.36) Similarly to estimate (3.27),
(3.37) Dividing −Ψ(S(t, ·; y 0 − λu)) by S(t, y 0 − λu) 3 , taking into account (3.36) and (3.37), we obtain −Ψ(S(t, ·; y 0 − λu)) S(t, y 0 − λu) 3 > −Ψ(S(t, ·; y 0 − λu)) y 0 − λu 3 e −3t > βe −15t , ∀t ∈ (0, T ).
This completes the proof of (3.33).
Proof of the stabilization result: the second step
This section completes the proof of Theorem 3.1. First, let us prove the following:
is the control function defined in (3.11)-(3.12). Then for every T > 0 there exists such λ 0 = λ( y 0 V 1/2 , T ), that for every λ > λ 0 y(t, x; v) satisfies the following inequality:
, ∀t ∈ (0, T ), (3.38) where β it the positive constant from Theorem 3.17.
Proof. Multiplying equation (3.1) by y(t, x; v) scalarly in V 0 and taking into account definitions (2.17), (3.19) of functionals Φ and Ψ, we get after simple transformation:
where y x = (∂ x 1 y, ∂ x 2 y, ∂ x 3 y, ). Dividing this equality on y(t, v) 3 , we obtain that ∂ t y(t, v) y(t, v) 2 + y x (t, v) 2 y(t, v) 3 = Ψ(y(t, v)) y(t, v) 3 .
Let us introduce notation z(t) = 1/ y(t, v) . Then the last equality can be rewritten as
Let us transform the right side of (3.39). In virtue of explicit formula (2. Proof. According to Theorem 3.3, for every T > 0 we can choose λ 0 in such a way, that for every λ > λ 0 the solution y(t, x; y 0 − λu) of the problem (2.18), (2.19) with initial condition y 0 − λu satisfies the estimate
, ∀t ∈ (0, T ).
Taking into account this bound, we should find T satisfying
≤ r 0 .
Denoting e −T =: x and changing r 0 for 1 2c 1 , we reduce the problem to finding the roots from (0, 1) of the following equation:
F (x) := βx 16 + 32c 1 x − β = 0.
Since F (0) = −β < 0, F (1) = 32c 1 > 0 and F ′ (x) > 0 for x ∈ (0, 1), this equation has a unique solution x 0 ∈ (0, 1). Therefore, for T = ln 1
x 0 we get that y(T, ·; v) ∈ B r 0 with r 0 = 1 c 1 . The completion of Theorem 3.1 proof. Let T be the instant calculated in Corollary 3.1, and λ 0 := λ 0 ( y 0 V 1 /2 , T ) be the function from formulation of Theorem 3.3. By this Theorem for each λ > λ 0 the solution y(t, x; y 0 −λu) of problem (2.18), (2.19) with initial condition y 0 − λu satisfies estimate (3.38). Hence by Corollary 3.1 y(T, ·; y 0 − λu) 0 ≤ r 0 , where r 0 is the radius of the ball from Lemma 2.4. By this lemma the solution y(t, x; y 0 − λu) tends to zero exponentially as T < t → ∞. This completes the justification of the stabilization construction.
