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ABSTRACT 
ABSTRACT 
Computational electrocardiogram (ECG) analysis is one of the most crucial topics in 
cardiovascular research domain especially in identifying the abnormalities of heart 
conditions through cardiac arrhythmia symptom. Each symptom consists of its own 
unique characteristic and the complexity to characterize various types of 
abnormalities is one of the big challenges in this study. Hence, the difficulties in 
identifying an early stage of heart diseases symptom due to random behaviour and 
rare appearance in time series has proven a challenge to create the solution towards 
the detection of the symptom. Previous studies have tried to solve this issue and 
some of them achieved the discrimination with a high degree of accuracy. However, 
the accuracies never reach 100%. Hence, the complexity in identifying the disease is 
huge. In addition, no research has achieved it in a long duration time frame, e.g. 12 
hours, of ECG data.  Therefore, this dissertation tries to deal with that problem 
constructively. In this dissertation, an efficient, quick and highly sensitive 
computational intelligence to accurately detect abnormalities of a heart condition 
based on Arrhythmia symptom is proposed. The proposed mechanism consists of 
two primary components, namely an efficient Arrhythmia detection using 
autocorrelation and statistical approach, and hybrid mechanism to detect Paroxysmal 
stage of Atrial fibrillation using adaptive threshold-based algorithm with Artificial 
Neural.  There are two main concerns for each study. For the first study, the 
detection of heart condition abnormalities should be simple and with the capability to 
detect abnormalities regardless of the symptom’s origin. Next, for the second study, 
the focus is more on the design of a very sensitive mechanism to detect the 
abnormalities at early stage namely the Paroxysmal stage of the Atrial Fibrillation. 
How to deal with the complexity of the disease behavior at an early stage and the 
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visual representation of the outcome to classify the disease are the two of main 
concerns in this study.  
 In the first study, an Efficient Arrhythmia Detection Using Autocorrelation 
and Statistical Approach is proposed. This study proposes an autocorrelation method 
with K-Nearest Neighbor (KNN) classifier method to accurately and robustly detect 
14 types of Arrhythmia symptom regardless of the origin of the symptom in a long 
hour data. Moreover, variability analysis based on periodic autocorrelation result is 
proposed and used for the classification procedure. 1 minute and 12 hours duration 
data are chosen to compare and signify the most suitable time duration to detect the 
Arrhythmia symptom. As a result of the proposed method performance evaluation, it 
is revealed that the accuracy of 95.5% in discriminating Arrhythmia from Normal 
Sinus data is achieved. Furthermore, it is confirmed that by utilizing the 
autocorrelation result in long hour data can help generalize the abnormalities’ 
characteristic of heart condition like Arrhythmia symptom. It is concluded that the 
proposed method can be useful to diagnose abnormalities of a heart condition at any 
stage. 
 Secondly, the Hybrid Mechanism to Detect Paroxysmal Stage of Atrial 
Fibrillation using Adaptive Threshold-based Algorithm with Artificial Neural 
Network is proposed. In this study, a new mechanism called “Door-to-Door” 
algorithm is introduced to accurately and quickly detect the significant peaks of heart 
cycle in 12 hours ECG data and to discriminate obvious Preliminary stage of Atrial 
Fibrillation rhythms from Normal Sinus rhythms. In addition, a quantitative method 
using Artificial Neural Network (ANN), which discriminates unobvious Paroxysmal 
stage of Atrial Fibrillation rhythms from Normal Sinus rhythms is investigated. As a 
result of Door-to-Door algorithm performance evaluation, it is revealed that the 
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Door-to-Door algorithm achieves the accuracy of 100% in detecting the significant 
peaks of heart cycle in 17 Normal Sinus ECG data. Furthermore, it is verified that the 
ANN-based method achieves the accuracy of 100% in discriminating the Paroxysmal 
stage of 15 Atrial Fibrillation data from 17 Normal Sinus data. Therefore, it is 
confirmed that the computational time to perform the proposed mechanism is less 
than the half of the previous study. 
 As concretely presented in this study, the proposed mechanism not only 
accurately detects the abnormalities of the heart condition based on Arrhythmia 
symptom but also reduces the complexity in identifying the symptom with small and 
simple parameter. Consequently, it is concluded that this research can contribute to 
the medical field as one of the best technologies in diagnosing abnormalities of heart 
condition as early stage as Paroxysmal stage of Atrial fibrillation. 
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    CHAPTER 1 
 
CHAPTER 
1 INTRODUCTION 
 
This chapter presents an overview of the research in this thesis. Firstly, it describes 
the background of the research area and the motivation in detail.  Next, the research 
problems are explained as well as the research objectives. Finally, the research 
contribution of this thesis is summarized. 
 
1.1 Motivation 
 
Heart disease has been the leading global cause of death around the world for the last 
15 years. In 2016, over 15.6 millions out of 56.9 millions deaths were observed as 
heart disease deaths [1]. It is anticipated that the number will continue to grow. The 
World Health Organization (WHO) has reported that the biggest killer diseases in the 
world are Ischemic heart disease and stroke [1] as shown in Figure 1.1. Heart 
disease, which is also known as the Heart and Blood Vessel disease, is defined as a 
range of problematic conditions that affects the heart. It includes various types of 
diseases such as coronary heart disease, strokes, rheumatic heart disease, 
cardiomyopathy, and other heart diseases. 
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Figure 1.1: Global health estimation 2016 
 
The impact of heart disease to the world population is undeniable. A drastic 
lifestyle change in the society, the increment of smokers and obesity, the 
urbanization in the country, the westernization of diet and post-infectious illnesses 
have all contributed to this issue [1]. Moreover, the lack of government support in 
providing screening, prevention and treatment service together with the lack of 
health workforce are still roots to the growth of illnesses around the world, 
particularly in developing countries [1]. Therefore, a new holistic solution is needed 
to fix the issue rather than relying solely on the conventional ways of treating 
diseases at hospitals. It is very important to understand and identify the real 
constraints of the current problems before designing the right solution. The insight on 
how the world deals with the heart disease should be taken into consideration. The 
details will be discussed next. 
 With the growth of heart disease cases around the world, plenty of treatments 
with high quality like cardiopulmonary resuscitation (CPR), high-tech surgeries like 
Angioplasty, stents or even heart bypass surgery are offered in hospitals. In reality, 
diagnosing or detecting heart disease is a crucial task for cardiologists. Different 
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diseases consist of different symptoms and each heart disease requires different 
treatment. Some of diseases can be cured only at the early stage. The urgency of 
giving effective treatment at a different stage of disease requires the expertise and the 
availability of cardiologists to accurately analyse the symptoms and properly decide 
the treatments. However, the small number of cardiologists availability to the large 
number of patients who need the detection procedures and the treatments cause 
longer time to completion. As a result, the cost for treatment will increase when the 
doctors are unable to detect the symptoms as early as they are supposed to be.  
 With the continuous trend of high medical cost and high demand for the 
treatment around the world, an alternative solution to improve the condition should 
be provided. One of the possible ways is to develop a mechanism that can detect 
symptoms of disease at the early stage, and thus, a better treatment could be given as 
soon as the disease is identified. As a result, the cost for the treatment could be lower 
and more affordable to everyone.   
 Conventionally, the most common way to measure heart condition is to use 
the index of BPM, which is the count of heart beat per minute. Measuring heartbeats 
per minute indicates how fast or slow the heart is beating up. Normally, the heart 
beats 60 to 90 times per minute and it varies from one person to another. The second 
most common way is based on photoplethysmography (PPG). It uses a light-based 
technology and it measures blood flow rate controlled by the heart’s pumping action. 
PPG uses the electrical signals derived from reflected light due to changes in the 
blood flow during heart activities. However, the significant findings provided by 
both methods are very limited and insufficient to describe the details of a heart 
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condition. Therefore, electrocardiogram (ECG) examination is widely used in order 
to measure heart condition.  
The ECG data is a record of the heart’s electrical activities described as 
wave-forms in chronological order and it shows the depolarization and repolarization 
processes in the myocardial cells. In a normal heart cycle, ECG consists of five 
different characteristic wave-forms and each wave includes a peak, which is a spike 
or a dip. ECG contains a larger number of cardiovascular specifics. Hence, it plays a 
significant role in guiding clinical diagnoses of heart diseases and their symptoms. 
This examination includes two important steps. The first step is the recording of the 
heart activities on the chest. The second step is a deep cardiac behaviour analysis to 
the collected data by cardiologists. This procedure takes a day or more depending on 
the heart condition. In addition, the procedure itself is very complicated, time 
consuming, and thus, only experts in the medical field are capable of doing such a 
task.  
 With the emergence of echocardiography technology, the accessibility to the 
subclinical results has gone through to the new whole level [1]. The availability of 
the technology and the portability feature have become the stronger point in utilizing 
it for further use. Yet, the lack of standard echocardiography criteria to diagnose the 
result and the practicalities of delivering echocardiographic screening program have 
become the drawbacks [1]. Nevertheless, as previously mentioned, one of the biggest 
issues in dealing with this matter is the limited availability of medical officers. 
Therefore, the utilization of the current technology can help to reduce the burden of 
limitation in solving the issue. 
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There are plenty of advanced technologies available for diagnosing heart 
condition. One of the most suitable technologies for medical diagnosis is machine 
learning approach. Machine learning has the capability to imitate the human brain 
and performs specific tasks precisely. This can provide a huge positive impact in 
analysing hidden pattern of biomedical data. Moreover, the mechanisms itself may 
provide an insight about the patient’s condition and the symptom which are not 
literally evident. Consequently, better diagnosis will lead to better treatment. 
Therefore, to strengthen up the solution to deal with the heart disease diagnosis 
constructively, a mechanism using computational intelligence for heart disease 
diagnosis (CIHDD) is needed. In lieu of that, this thesis proposes an efficient, quick 
and highly sensitive mechanism to accurately detect abnormalities of heart condition 
based on Arrhythmia symptom. 
 Computational intelligence is a branch of computer science that studies 
adaptive mechanisms to enable or facilitate intelligent behaviour in complex and 
changing environments. It utilizes data mining and machine learning approaches to 
solve specific problems based on a large dataset. By definition, data mining is also 
known as “knowledge discovery in database” which is a process of discovering 
hidden or complex pattern in a large dataset. By utilizing the capability of machine 
learning, statistics and database system, raw data can be transformed into 
comprehensible structure for further use. Conventionally, data mining approach has 
several stages such as data selection, pre-processing, transformation, data mining and 
interpretation. The examples of data mining approach are decision tree learning, K-
Nearest neighbours, association rule learning, artificial neural networks, deep 
learning, inductive logic programming, support vector machines, clustering, 
Bayesian networks, genetic algorithms, rule-based machine learning and so forth. 
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Data mining approach is commonly used for specific tasks such as anomaly 
detection, association rule learning, clustering, classification, regression and 
summarization [2]. 
 In computational intelligence study for diagnosing heart disease, mainly 
clustering, classification and anomaly detection of biomedical data are considered. 
The study focuses on how to develop the most suitable intelligent mechanism to 
classify disease and non-disease data based on hidden pattern in biomedical data.  
The accuracy of detection, the complexity of the method and how fast it performs to 
produce the result are the most important discussion topics in this area. 
Computational intelligence for heart disease prediction and detection has many 
benefits.  
In general, computational intelligence methods have the capability to 
discover hidden pattern in a large dataset. It extracts useful information from the 
dataset using advanced search techniques and algorithms to discover patterns and 
correlation among the data. In computational heart disease diagnosis context, the 
capability to understand complex biomedical data may help doctors give new 
insights about their patients’ conditions. There is the potential that doctors overlook 
some important information with a complex behaviour existing in ECG data. 
Therefore, intelligent mechanisms are necessary to handle this situation. The 
existence of computational based diagnosis is not to replace or replicate a doctor’s 
duty but to work as a supporting tool, providing new insights on the symptoms and 
assisting in decision making. In short, utilising data mining approach helps doctors in 
providing better perspectives on the patient’s heart condition in various points of 
view. Subsequently, it assists doctors to make better and more accurate decisions in 
diagnosis.  
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Moreover, this study tries to improve healthcare quality and patient 
outcomes. This method also benefits the end user in various ways particularly in 
providing a better preliminary diagnosis technology enable to diagnose heart 
conditions without relying too much on the doctor. Nonetheless, there are some 
challenges in identifying heart disease symptoms computationally using biomedical 
data to model and detect the heart disease accurately. In the next section, they will be 
discussed. 
 
1.1.1 Issues 
 
 To design and create an early abnormalities detection model and mechanism 
for heart disease come with a lot of challenges. They are; 
 
1) The decision on which disease symptom for computational modelling of heart 
disease symptom detection is to be used.  
There are various kinds of illnesses under these categories. In general, heart disease 
or cardiovascular disease includes a series of conditions that affect the structures or 
functions of the heart such as coronary artery disease, heart attack, abnormal rhythms 
or also known as arrhythmias, heart failure and vascular disease. Each disease 
consists of very complex behaviours and it is not easy to characterize the entire 
symptoms, and then, it is necessary to detect them effectively by using an 
autonomous mechanism like a computer based approach. To do that, it is important 
to well understand the heart diseases including their characteristics in order to 
propose a right mechanism.  
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 Deciding the most suitable heart disease symptom as the target is the most 
important because it influences how far the proposed mechanism will provide a good 
impact to the issue. The sensitivity of the mechanism to detect the symptom can lead 
to the early disease detection for a better treatment. 
  Stroke, for example, is a disease where the best and effective treatments can 
be given only at the first stage of the symptom. At this point, stroke disease can be 
treated permanently. However, the symptom itself rarely appears in time series 
domain of cardiac electrogram. Generally, including this case, it is difficult to detect 
diseases at early stages since it is invisible to the normal human’s eyes and miss 
detection by sophisticated medical devices occurs stochastically. The lack of 
significant evidence or information may result in inaccurate treatments by doctors. 
In this study, the focus is the detection of heart condition abnormalities based 
on arrhythmia symptom. The detection mechanism will have a strong sensitivity in 
identifying the earlier stage of the disease. In general,a heart condition abnormality 
also known as arrhythmia is defined as the heart beating too fast, too slow or 
irregularly. Detecting abnormalities is a crucial point in this study since arrhythmia 
symptom can lead to more critical heart disease such as stroke or heart attack. 
Moreover, the preliminary sign of stroke can be identified only at the early stage of 
Atrial Fibrillation. Atrial Fibrillation is described as a symptom of heart disease in 
which the heart activity irregularly behaves in random period of time. It consists of 
three stages, which are Paroxysmal stage, persistent stage and permanent stage. The 
symptom of Atrial Fibrillation falls under Arrhythmia group. 
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 A recent study has shown that Atrial Fibrillation is often overlooked after 
interventional therapies when the standard strategy for treatment evaluation is used 
[3]. Since stroke, which is the second top killer around the world [1], is initiated by 
Arrhythmia symptom which is the early stage of Atrial Fibrillation, the early 
detection is vital to prevent the interconnecting diseases.  
Therefore, there are two important points that need to be highlighted here. 
Firstly, this study mainly focuses on detecting abnormalities of heart condition based 
on Arrhythmia symptom. This is because the abnormalities are the gateway to the 
other chronic heart disease. Secondly, the detection of preliminary stage of Atrial 
Fibrillation with enough sensitivity is also focused on in this study. This is because 
stroke disease can be identified at the early stage of Atrial Fibrillation. In addition, 
this study proposes the most suitable attribute to accurately detect Arrhythmia 
symptoms. For that, the effectiveness of developing very high sensitivity to detect 
abnormalities can be proven. 
 
2) The complexity in designing computational model with biomedical data 
In general, biomedical data consists of distinctive features that are different from 
other types of data in different disciplines. Technically, biomedical data has 
possibilities of being affected by several resource of uncertainty such as 
measurement error, missing data or error in coding. In the context of identifying 
Arrhythmia symptom, for instance, the mixing of signal noise and disease symptoms 
in biomedical data may increase the complexity in detecting Arrhythmia symptom 
itself. As a result, it will affect the overall detection performance.  
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 The variability of individual or the unique patient characteristics from one to 
another is the second biggest challenge with biomedical data. Due to the uniqueness 
of individual characteristics, the difficulty to set a specific standard to detect a 
disease by using computational approach is challenging. As a result, additional 
information is required to aid the computational approach to detect the disease 
accurately. Additional information such as weight, gender, treatment information, 
time duration of having the disease are prospect to boost the detection performance. 
Moreover, detecting the heart disease based on each symptom comes with a set of 
difficulties.  
 As mentioned previously, the heart disease consists of various characteristics 
and each characteristic is unique in its own way. To define those characteristics 
individually is challenging since there is no specific guideline to follow in 
computational approach. There are many existing related works focusing on using 
different kinds of attribute to detect the same disease. However, the performance like 
detection accuracy fluctuates from one work to another, and the complexity of the 
mechanism itself increases with the usage of different techniques. 
 One of the best approaches to develop a computational intelligence 
mechanism with high accuracy is to have a good training model. A training model 
here refers to the knowledge that is extracted from the raw data in a large dataset and 
is used as a reference to classify the disease. The larger the number of dataset is, the 
better the accuracy can be achieved. However, biomedical data is costly and limited 
in number. There may be researchers or outsiders who misuse the biomedical data 
for different purposes if it is publicly shared. Therefore, development of a good and 
balance disease model for the identification and detection is a big issue.  
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 As the conclusion, a good computational model with minimal attribute but 
high accuracy to detect Arrhythmia symptom is needed. However, the lack of data 
availability to support the model as well as the lack of specific guidelines to identify 
the disease has been the disadvantage for this research area. Still, there are various 
data mining techniques introduced so far for heart disease detection. For that, this 
study will try to investigate the possibility behind this theory. 
 
3) The implementation of the model for high accuracy detection rate 
Machine learning model is well known as one of the most common tools used to 
diagnose heart disease symptom. This is due to the advancement of the algorithm and 
current technology to process numerous patterns of data and then find the precise 
correlation between each of them. However, finding the right implementation 
mechanism for the well-designed model is a challenging task. The non-linear of high 
dimensionality properties in the medical dataset has made it difficult to determine the 
most suitable implementation mechanism for disease detection. Moreover, there is no 
specific machine learning considered as the best machine learning for all dataset as it 
is depended on the problem and characteristic of the data. Therefore, it is important 
to identify what is the best implementation mechanism for the proposed 
computational model to detect an early abnormalities symptom in ECG data with 
high accuracy rate. This is one of the main concerns in this study.  
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4) The Model Output for disease classification 
Most learning technique output machines are different in many ways. It is important 
to understand what the most suitable output is to represent or visualize the solution 
based on well-defined problem. Neural network for instance, the output generated by 
it is hard to interpret because it is a black box approach. Therefore, in this study, 
several models will be utilized to deal with the complexity of the dataset to detect 
disease symptom in long time duration. 
 
Conclusion 
As conclusion, the effectiveness of designing autonomous heart disease detection 
comes with a huge computational cost and high complexity. Selecting the right 
number of attributes which carry significant values in biology perspective while 
using suitable data mining approach to classify the disease may lead to high accuracy 
in disease detection and increase the significant value in the computational finding. 
Therefore, every aspect must be considered in order to create the most balanced 
formula for computational mechanism of the abnormalities of heart disease detection. 
It is highlighted in yellow in Table 1.1. The balanced heart disease computational 
modelling is also shown in Figure 1.2. 
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Table 1.1: Challenge in designing autonomous heart disease detection mechanism 
 
 
 
Figure 1.2: Ideal computational modelling for heart disease detection 
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1.1.2 Research question 
 
Based on the problem statement mentioned above, several issues related to the design 
of an effective computational model with the right number of attribute must be 
solved. Moreover, in order to achieve high sensitivity in detecting abnormal heart 
condition but less complexity during the procedure, the effectiveness of utilization of 
machine learning output will be proposed. Hence, three research questions are 
addressed here: 
1) Is it possible that the minimal number of attributes used in data mining 
approach may influence the detection rate in detecting abnormalities of heart 
condition? 
2) How can the utilization of machine learning output  assisst in improving 
the sensitivity and accuracy in detecting the early stage of Atrial Fibrillation? 
3) What is the most suitable machine learning approach to deal with different 
scales of dataset, different numbers of attributes and different time duration 
of ECG data to detect abnormalities of heart condition? 
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1.1.3 Research Goals  
 
The key contribution of this thesis is proposing an efficient, quick and highly 
sensitive mechanism to accurately detect abnormalities of heart condition 
based on Arrhythmia symptom. To serve the entire research question here, 
this study is done to provide constructive evidence to the issue. For that, the 
research goals of this study are described below: 
 To construct an effective and simple computational model based on 
the ECG segment to detect abnormalities of heart condition regardless 
the origin of the symptom. 
 To clarify the effectiveness of the proposed computational model 
based on minimal number of attributes used to detect abnormal heart 
disease symptom through statistical and data mining approach. 
 To clarify the most effective data mining approach used to deal with 
the ECG data with abnormalities symptom based on different scale of 
dataset and difference time duration. 
 To clarify the effectiveness of utilizing the neural network output to 
improve the accuracy of detecting early stage of heart disease 
symptom. 
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1.1.4 Database for Evaluation 
All the ECG data in this study are recorded at the Arrhythmia Laboratory, Beth Israel 
Hospital. The recorded data which are then downloaded to the Physionet [4] website 
acts as an open research resource, providing a large number of recorded 
physiological data to users worldwide. It has over 90,000 recordings of over 4 
terabytes of digitized physiologic signals and time series, organized in over 80 
databases. Three different types of databases which are “MIT-BIH Normal Sinus”, 
“MIT-BIH Atrial Fibrillation” and “MIT-Arrhythmia” are utilized in order to 
evaluate the performance of the proposed work. All selected databases are recorded 
under proper condition without putting any stress or pressure towards patients. The 
detailed descriptions about the database are shown below: 
1) MIT-BIH Normal Sinus Database 
MIT-BIH Normal Sinus database includes 18 long-term ECG recordings of human 
subjects. No significant arrhythmias are found. The subjects are 5 men (aged 26 to 
45) and 13 women (aged 20 to 50).  
2) MIT-BIH Atrial Fibrillation Database 
MIT-BIH Atrial Fibrillation database includes 25 long-term ECG recordings of 
human subjects with atrial fibrillation and mostly Paroxysmal stage of Atrial 
Fibrillation. It includes two ECG signals with 12-bit resolution over a range of ±10 
millivolts. The original analog recordings were made at Boston's Beth Israel using 
ambulatory ECG recorders with a typical recording bandwidth of approximately 0.1 
Hz to 40 Hz. These ECG data contain the rhythm annotation type such as (AFIB 
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(atrial fibrillation), (AFL (atrial flutter), (J (AV junctional rhythm), and (N (used to 
indicate all other rhythms).   
3) MIT-BIH Arrhythmia Database 
The MIT-BIH Arrhythmia Database contains 48 and a half-hours excerpts of two-
channels ambulatory ECG recordings obtained from 47 subjects studied by the BIH 
Arrhythmia Laboratory between 1975 and 1979. Twenty-three recordings are chosen 
at random from a set of 4000 24-hour ambulatory ECG recordings collected from a 
mixed population of inpatients (about 60%) and outpatients (about 40%) at Boston's 
Beth Israel Hospital; the remaining 25 recordings are selected from the same set to 
include less common but clinically significant arrhythmias that are not well 
represented in small random samples. The recordings are digitized with 11-bit 
resolution over a 10mV range. The subjects are 25 men aged 32 to 89 years and 22 
women aged 23 to 89 years.   
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1.1.5 Knowledge discovery with Computational Intelligence for heart disease 
detection 
 
Time series data analyses are the most conventional method used in diagnosing heart 
condition. Examining the whole time series of data is needed to accurately review the 
heart status. However, identifying abnormalities based on time series domain is 
complex and also time consuming especially for long hour duration data.  
Some symptoms are overlooked or detected wrongly due to the human error 
or weak appearance in the disease symptom itself. Therefore, it is important to 
introduce different contexts in analysing heart condition. To ensure the development 
of the proposed method, which works accordingly and has the capability to overcome 
such a shortcoming, a knowledge discovery in databases (KDD) method [5] is used 
for this study. 
KDD is an interdisciplinary area utilizing data mining approach to extract 
useful information from raw data and exploring unknown patterns of a large dataset. 
The core of this framework does not only focus on utilizing data mining approach 
but also involve in the understanding, preparation and interpretation of the data. The 
analysis of time series data for knowledge discovery is performed in its own unique 
way and it requires a specific application to accomplish such a task. Moreover, in 
this method, the key information of interest is concentrating on a particular time 
series region in ECG data, known as abnormal heart events and not just continuous 
behaviour in time series data only. 
  
19 
 
 
There are huge potentials for analysing such large volume of biomedical data 
at a specific segment or event to discover new knowledge. Shadabi and Sharma [6] 
showed the success stories utilizing this model constructively. From the literature 
perspective, the evidence shows that KDD application has been applied to many 
domains of medicine in different contexts. From the expert knowledge based 
application [7-12], KDD application based on previous study [13, 14] to KDD 
application to support in decision making [15]. 
Next, the overview of KDD framework is explained. Conventionally, KDD 
framework includes six stages [16], which are: 
1) Domain and data understanding: General characteristic of the data will be 
analysed in detail. It will involve in finding any relevant knowledge for proposed 
developing system. 
2) Data selection:  Process of determining the most suitable source of data interest in 
target dataset is done properly here. 
3) Data pre-processing: Once the most suitable source of data of interest is decided, 
the process of ensuring quality of data in the best condition is conducted on the target 
dataset. Procedures such as Dimension Reduction (Feature selection and Sampling), 
Data cleansing (Removal of Noise or outliers and handling missing values) and data 
transformation (Attribute Extraction) are implemented. 
4) Data transformation and reduction: In this phase, the process of checking if the 
data format is suitable for running data mining algorithm is done properly. 
5) Data mining:  In this phase, selecting the proper data mining technique to search 
hidden pattern is done.  After that, the process of employing selected algorithm for 
further analysis is executed. 
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6) Knowledge interpretation: In the last stage of KDD, the process of evaluation, 
assessment and interpretation of the knowledge inferred from the models is 
conducted. 
 
1.2 Contribution and dissertation organization 
 
The key contribution of this thesis is the proposal of an efficient, quickly and 
highly sensitive mechanism to accurately detect abnormalities of heart condition 
based on Arrhythmia symptom. In this study, new mechanisms which accurately 
detect abnormalities of heart condition based on statistical and data mining approach 
is proposed. Arrhythmia symptom is mainly selected as a reference to represent the 
abnormalities of heart condition. Arrhythmia symptom consists of more than 10 
types of symptoms and each symptom has its own unique characteristics. To ensure 
the sensitivity of the proposed mechanism is addressed accurately, an early stage of 
Atrial Fibrillation database is selected with 12 hours duration period to evaluate the 
proposed mechanism.  
As a conclusion, the main contributions of this dissertation can be 
summarized as follows: 
 Proposal of a constructive framework to detect abnormalities of heart 
condition regardless the origin of the symptom based on Arrhythmia 
symptom by using statistical and data mining approach.  
 Proposal of simple computational modelling to detect Arrhythmia 
symptom based on two parameters. 
 Proposal of a constructive framework to detect an early stage of Atrial 
Fibrillation by using custom algorithm and neural network approach. 
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 Proposal of simple and accurate algorithm to detect healthy heart 
condition for long hour duration ECG data. 
 Proposal of quantitative classification procedure to classify an early 
stage of Atrial Fibrillation symptom based on error output in neural 
network. 
 Proposal of simple computational modelling to detect an early stage 
of Atrial Fibrillation symptom based on 5 parameters. 
 
The organization of this thesis is graphically illustrated in Figure 1.3 and is 
described as follow: 
 
Figure 1.3: Overview of the study 
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Chapter 1: Introduction. The background and the motivation of this research were 
described in detail in this chapter. The challenges and shortcoming in dealing with 
the conventional method and the reason why the computational intelligence is needed 
were also explained in this chapter. Next, an introduction to Knowledge Based 
Discovery model was discussed in detail for development of the computational 
intelligent mechanism for this study. Finally, the primary contributions of this 
research were also concretely summarized in this chapter. 
 
Chapter 2: Background knowledge (Principle).  The background knowledge of the 
current research in the ECG data and heart disease is discussed here. The ECG 
segment, the heart disease and the non-disease symptom are covered in this chapter. 
 
Chapter 3: Related Works. This chapter presented some works related to this study 
based on three perspectives. The first is the detection mechanism and their 
performance in detecting Arrhythmia symptom. The second is the impact of heart 
disease detection based on the number of attributes and the third is the accuracy of 
detecting Atrial Fibrillation symptom. 
 
Chapter 4: An Efficient Arrhythmia Detection Using Autocorrelation and Statistical 
Approach. This chapter proposes an autocorrelation method with K-Nearest 
Neighbour (KNN) classifier method to accurately and robustly detect 14 types of 
Arrhythmia symptoms regardless of the origin of the symptoms in a long hour data. 
Moreover, variability analysis based on periodic autocorrelation result is proposed 
and used for the classification procedure. 1 minute and 12 hours duration data are 
chosen to compare and signify the most suitable time duration to detect Arrhythmia 
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symptom. In addition, the effectiveness of the proposed method in comparison with 
other methods is discussed. Moreover, complete result can be seen in this chapter. 
 
Chapter 5: Hybrid Mechanism to Detect Paroxysmal Stage of Atrial Fibrillation 
using Adaptive Threshold-based Algorithm with Artificial Neural Network. In this 
chapter, a new mechanism called “Door-to-Door” algorithm is introduced to 
accurately and quickly detect significant peaks of heart cycle in 12 hours of ECG 
data and to discriminate obvious Preliminary stage of Atrial Fibrillation rhythms 
from Normal Sinus rhythms. In addition, a quantitative method using Artificial 
Neural Network (ANN), which discriminates unobvious Paroxysmal stage of Atrial 
Fibrillation rhythms from Normal Sinus rhythms is investigated. The effectiveness of 
the proposed method with the detail evidence are provided and discussed in this 
chapter. 
 
Chapter 6: Discussion. This chapter discusses the work investigated and the solution 
proposed in this dissertation, and the significance of each result is summarized in 
detail. In addition to that, the difficulty and challenge in detecting the symptom is 
discussed. 
 
Chapter 7: Summary. This chapter summarizes and concludes the dissertation, 
stating the benefits, limitations and difficulties. Finally, the research direction for 
possible future works is suggested. 
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    CHAPTER 2 
 
2 BACKGROUND KNOWLEDGE 
 
In this chapter, the background knowledge of this study is discussed in detail. It 
includes the general knowledge of the principle of electrocardiogram, the ECG 
segment, the heart disease and the non-disease symptom. The details are discussed in 
the next section. 
 
2.1 Principle of Electrocardiogram 
 
Electrocardiography is considered the most conventional procedure to measure heart 
condition. It records the heart’s electrical activities in time domain to check the 
abnormalities that may exist. It also provides information of the patient’s heart rate 
and rhythm and shows if there is enlargement in the heart due to diseases such as 
high blood pressure (hypertension) or evidence of a previous heart attack 
(myocardial infarction). Once all the analysis is done, a proper treatment can be 
made accordingly based on the findings. A typical ECG waveform periodically 
consists of 5 main waves; P, Q, R, S and T waves. The P wave represents the 
depolarization of the right and left atria. The P, Q, R and the S waves depict the 
activation of the right and left ventricles, while the T wave shows the repolarization 
of the ventricular. It is indispensable to detect periodic heart cycle in order to identify 
any disease inside the heart. In this study, three types of symptoms are mainly 
focused on which are Normal Sinus, Arrhythmia and early stage of Atrial Fibrillation. 
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2.1.1 Normal Sinus Rhythm 
 
Sinus rhythm is the set of heart’s normal regular rhythms by the heart’s natural 
pacemaker called sinoatrial node. Normal cardiac impulses start at the right atrium 
wall and are transmitted to the atria, then down to the ventricles. Additionally, it is a 
reflection of normally functioning conduction system in the body. This electrical 
current is following the normal conduction pathway without interference from other 
bodily system or disease processes [17]. The Normal Sinus signal pattern can be seen 
in Figure 2.1. 
 
 
Figure 2.1: ECG data with Normal Sinus symptoms 
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2.1.2 Arrhythmia 
 
Arrhythmia refers to any irregular change from the normal sequence of electrical 
impulses of the heart, that is to say, the electrical impulses could be too fast, too 
slowly or erratic. If the heartbeat is too fast, it is called tachycardia, while the 
heartbeat is too slow, it is called bradycardia. Arrhythmia consists of more than 10 
various types of abnormality symptoms. For each symptom, it consists of it`s own 
unique identification characterization. One example of Arrhythmia signal pattern can 
be seen in Figure 2.2. 
 
 
Figure 2.2: ECG data with Arrhythmia symptoms 
 
  
27 
 
 
2.1.3 Atrial Fibrillation Rhythm 
 
Atrial Fibrillation rhythm is a situation where many different impulses rapidly fire at 
once, causing an unstable rhythm in the atria. Due to these unstable electrical 
impulses, the atria cannot contract or squeeze blood effectively into the vertical. 
Atrial fibrillation is the most common irregular heart rhythm that starts in the atria 
area. One example of Arrhythmia signal pattern can be seen in Figure 2.3. 
 
 
Figure 2.3: Normal Sinus Rhythm pattern (left) and Premature Atrial Fibrillation 
Rhythm pattern (right) with P, Q, R, S and T peaks 
 
2.1.4 P, Q, R, S, T Wave Morphology 
 
A normal ECG signal is considered as a periodic signal. This electrical signal of the 
heart consists of a sequence waves, conventionally labelled as P, Q, R, S and T. Each 
wave basically has a peak (hereafter P, Q, R, S or T peak), which is a spike or a dip. 
This sequence constitutes the sinus waveform of the heart signal. In the P, Q, R, S 
and T wave morphology, the process of depolarization and repolarization of the atrial 
and the ventricular occur. It represents a series periodical waves which start with the 
P wave and then followed by the QRS complex and T wave.  
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 The first deflection is the P wave which is associated with the right and the left 
atrial depolarization. The second wave is the QRS complex. The first deflection in 
the complex with the negative wave is called the Q wave. Followed by R wave, it is 
represented as the first positive deflection in the complex. Next, the S wave is 
represented in a negative deflection after the R wave. The T wave represents 
ventricular repolarization. A normal ECG signal is considered as a periodic signal. 
However, it is regularly irregular wave if there is a sign of a heart problem. 
 
Figure 2.4: P, Q, R, S, T morphology 
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    CHAPTER 3 
 
3 RELATED WORK 
 
In this chapter an extensive literature review is done to get a clear overview of the 
available solution in this study. For that purpose, in the next section, the list of 
related works with data mining approach and database will be shown and discussed. 
 
3.1 Literature Review Overview 
 
In this section, an extensive review based on three factors is considered.  
 The detection mechanism and the performance of detecting Arrhythmia 
symptom.  
 The accuracy of Atrial Fibrillation symptom detection.  
 The impact of heart disease detection based on the number of attributes.  
 
3.1.1 Arrhythmia symptom detection mechanism and its performance 
 
 Uday Maji et al. [18] proposed an ECG signal analysis by using Variational 
Mode Decomposition (VMD). This method is used to characterize atrial and 
ventricular Arrhythmia simultaneously and independently from each heart cycle 
segment. VMD is a non-recursive signal decomposition method proposed by 
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Dragomiretskiy et al. [19]. It is able to decompose the input signal into the desired 
number of mode N.  
 The experimental result revealed that the Arrhythmia detection accuracy of 
99.1% and 99.8% at ventricular segment and at atrial segment, respectively, has been 
achieved. However, this method relies on two class multi-stage classifications. The 
two stage classifications are based on ventricular segment and atrial segment. The 
complexities in the classification process has become the main disadvantage for this 
study because it requires to separate the ECG segment into two parts for further step 
in abnormalities analysis. Therefore, this characterization of abnormalities under 
Arrhythmia symptom is less efficient and may consume more computational cost to 
reach the purpose.  
 Rekha Rajagopal et al. [20] reviewed the performance of five different types 
of unsupervised dimensionality reduction (DR) techniques in classifying cardiac 
Arrhythmias. DR technique is a method representing high-dimensional data in lower-
dimensional spaces. Since interpretation of high-dimensional data remains a difficult 
task, DR technique is considered as one of the best alternative solutions to overcome 
the issue. In this study, they include principal component analysis (PCA), 
probabilistic Neural Networks (PNN) classifier, fast independent component analysis 
(fastICA) with tangential, kurtosis and Gaussian contrast function, Kernel PCA 
(KPCA) with polynomial kernel, hierarchical nonlinear PCA (hNLPCA) and 
principal polynomial analysis (PPA) for comparative study.  
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 The overall result demonstrates that the combination of PNN classifier and 
fastICA DR technique with tangential contrast function shows a high accuracy of 
99.3% to classify Arrhythmia. However, most of these approaches requires a huge 
amount of time even for low dimensional mapping. Moreover, they are complex in 
terms of implementation. The procedure involves an R peak detection using Pan 
Tompkins algorithm, segmentation and feature extraction, dimensionality reduction 
using three linear dimensionality reduction techniques with dimensions from 1 to 10 
before using probabilistic classifier for classifications. Therefore, it is expected that 
the number of parameters should be minimal. 
 Likewise, Chia et al. [21] proposed hybrid adaptive feature selection 
mechanism for detection of Arrhythmia in ECG data. A combination of k-mean 
clustering and support vector machine was introduced and tested with more than 
100,000 samples of Arrhythmia symptoms. The accuracy of 98.92% was achieved to 
detect Arrhythmia. However, the proposed method relies on three feature extraction 
processes, which are screening feature sample, partitioning the right sample and 
balancing the number of samples, before the classification in order to maintain a high 
detection rate.  
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3.1.2 Detection of Atrial Fibrillation 
 
In this section, the comparison of four existing works in detecting Atrial Fibrillation 
symptom is made. Felix et al. [22] proposed an automatic multiscale-based peak 
detection algorithm in noisy periodic and quasi-periodic ECG signals. The 
achievement of this study is that the accuracy of R peak detection is 100% for 200 
seconds of the ECG data. However, there is sceptism that the proposed algorithm can 
be applied to long hours ECG data as long hour ECG data may trigger miss detection 
to the ECG segment if there is no proposal to overcome or deal with such event. 
In general, there are many ways to detect peaks for signal processing such as 
the use of wavelet transform [23]-[28], artificial neural network [29], [30], nonlinear 
filtering [31], linear prediction analysis [32], hidden Markov models [33], 
momentum [34] and window-threshold techniques [35]-[38]. The disadvantage with 
most of the existing peak detection algorithms is that different algorithms require 
different parameters to detect peaks. Therefore, these methods cannot be easily 
combined to achieve a high performance. Furthermore, the issue of signal noise is 
one of the biggest challenges. 
 Shadnaz et al. [39] proposed an automatic detection of Atrial Fibrillation 
using stationary wavelet transform and support vector machine. The proposed 
method achieved a sensitivity of 97.0% and specificity of 97.1% without relying on 
the detection of P peak, R peak and heartbeat. However, this method induces a 
computational complexity. During ECG feature extraction stage, data with a different 
frequency band requires a different stationary wavelet transform process. Moreover, 
the proposed method does not dynamically choose the most effective wavelet scale 
for noise reduction, resulting in less flexibility in implementation. 
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 Likewise Andrius et al. [40] designed a low-complexity method to detect 
Atrial Fibrillation by observing the irregularity of R to R interval and associating this 
value with the increase of heart rate. The proposed method achieved a sensitivity of 
97.1% and specificity of 98.3 %. The proposed method relies on several processes 
which are data pre-processing, R to R interval irregularity analysis, bigamy 
suppression analysis, signal fusion and detection analysis. There are two drawbacks 
in this method. Firstly, it has not been fully automated to analyse the ECG data. 
Secondly, this method is impractical because it requires a lot of time to analyse a 
long duration of ECG data. 
 Sujit et al. [41] reviewed several techniques for detecting Atrial Fibrillation 
from Non-Episodic ECG data. Several features have been defined to describe the 
behavior of Atrial Fibrillation by focusing on P wave, QRS waves cycle and R to R 
interval. However, most of the reviewed techniques do not focus on the data 
distribution model of Normal Sinus heart cycle to distinguish early stage of Atrial 
Fibrillation. Since the early stage of Atrial Fibrillation symptom has similarities in 
rhythm to Normal Sinus symptom. Therefore, a constructive data distribution model 
for Normal Sinus is required to classify the diseases. This data distribution model is 
basically regarded as a series of P, Q, R, S and T values in ECG data. 
 Some of the techniques to detect Atrial Fibrillation are K-nearest neighbour 
(KNN) [42], [43], Bayer Optimal classier [42], Artificial Neural Network (ANN) 
[42], [44], [45], Linear Discrimination Analysis [41] and Empirical Detector [46]. 
However, there exist a few drawbacks. It needs to define too many ECG parameters 
such as P,Q,R,S,T wave segment, the  time difference between each wave, age, 
gender, blood type and so on to characterize Atrial Fibrillation, resulting in the 
increase of computational complexity. Although some methods [42], [43] attempted 
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to overcome this issue by reducing the number of parameters in characterizing the 
Atrial Fibrillation, the relation of the trade-off between the computational complexity 
and the classification performance has not been solved. 
In this study, to overcome all the listed issues above, a suitable mechanism 
with a computational intelligence approach for heart disease diagnosis is proposed. 
The details of the proposed mechanism will be explained in the chapter 4 and chapter 
5. 
3.1.3 Comparison of data mining approach based on number of attribute used 
in classification. 
In this section, 29 related works is provided in Table 3.1 to support the evidence on 
how the number of attributes can influence the accuracy of heart disease detection. 
Based on 29 related works, the most minimal number of attributes used to detect a 
heart disease is 6 and the highest number of attributes is 17. The most minimal 
number of attributes used has achieved 99.2%, 96.5%, and 88.3% accuracy with 
genetic decision tree, genetic Naïve Bayes and classification via clustering. On the 
other hand, the highest number of attributes used for detecting the disease only 
achieved 55.23%, 52% and 45.67% accuracy with Naïve Bayes, Decision Tree and 
KNN. 
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The comparisons of computational approaches to detect heart disease with 
different number of attributes are shown in Table 3.1. 
Table 3.1: Computational approaches to detect heart disease with different number of 
attributes 
Author, Year Technique No. of Attributes Accuracy (%) 
Resul et al. [47],2009 Neural Network 13 89.01 
 
Anbarasi et al.[48],2010 
Genetic with Decision Tree  
 
6 
99.2 
Genetic with Naïve Bayes 96.5 
Genetic with Classification 
via Clustering 
88.3 
 
Rajkumar et al.[49],2009 
Naïve Bayes  
17 
52.33 
Decision Tree 52 
KNN 45.67 
 
Kumari et al.[50],2011 
Decision Tree  
14 
 
79.05 
Artificial Neural Network 80.06 
Support Vector 84.12 
RIPPER 81.08 
Sundar,et al.[51],2018 WAC 15 84 
Naïve Bayes 78 
Chaitrali et al. [52],2012 Artificial Neural Network 13 99.25 
15 99.9 
 
John, et. al [53],2012 
Naïve Bayes  
14 
85.18 
Multilayer 78.88 
J48 85.18 
KNN 85.55 
Shouman et al. [54],2012 K-Nearest Neighbour 13 97.4 
 
Nidhi et al. [55],2012 
Naïve Bayes 15 90.74 
13 94.44 
6 96.5 
Decision Trees 15 99.62 
13 96.66 
6 99.2 
Neural Network 15 96.5 
13 99.2 
6 88.3 
 
Pethalakshmi et al. [56],2012 
Fuzzy Decision Tree  
13 
90.06 
Fuzzy Naïve Bayes 89.62 
Fuzzy Neural Network 91.09 
Fuzzy K-means 99.49 
 
Abhishek et al.[57],2013 
J48  
15 
95.56 
J48 94.85 
Naïve Bayes 92.42 
 
Chitra et al [58],2013 
Artificial Neural Network 14 85 
K-Means Clustering 88 
Fuzzy C Means Clustering 92 
 
Dessai [59],2013 
PNN  
 
14 
94.6 
Decision Tree 84.2 
Naïve Bayes 84 
BNN 84.6 
 
Patel el al.[60],2013 
Decision Tree  
14 
99.2 
Naïve Bayes 96.5 
Classification Clustering 88.3 
Vikas and Pal [61],2013 CART Classification 11 84.49 
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Methaila et al. [62],2014 
Naïve Bayes  
15 
96.53 
Decision Tree 99.2 
Classification via 
Clustering 
88.3 
Wisaeng [63],2014 K-Nearest Neighbor 14 93 
8 90 
Waghulde et al.[64],2014 Neural Network & Genetic 
Algorithm 
13 98 
 
Rupali et al. [65],2014 
Classification using Naïve 
Bayes 
14 78 
Classification using 
Laplace Smoothing 
86 
Venkatalakshmi et al. 
[66],2014 
Naïve Bayes 13 85.03 
Decision Tree 84.01 
 
Jarad [67],2015 
Naïve Bayes 14 85.03 
Decision Tree 52 
KNN 45.67 
D`Souza [68],2015 ANN 14 79.38 
K-Mean Clustering 63.299 
Baiju and Janet [69],2015 Naïve Bayesian 
classification Technique 
13 81 
 
Adbar et al. [70],2015 
C 5.0  
14 
93.02 
NN 89.4 
SVM 86.05 
KNN 80.23 
Kaur and Kaut [71],2015 SVM Classifier with 
Genetic Algorithm 
12 95 
Swati et al. [72],2015 Naïve Bayes 13 84 
KNN 76 
Patel et al. [73],2016 J48 13 56.76 
Rajalakshmi et al.[74],2016 K-Means clustering 14 93.89 
WAC 92.84 
Suganya et al. [75],2016 CART Classifier 14 83 
Karthikeyan et al. [76],2017 Deep Belief Network 16 90 
Wadhawan [77],2017 K-Means Using Apriori 
Algorithm 
7 74 
 
Different data mining methods have their strengths and weaknesses in dealing with 
biomedical data.  There is huge concern in this domain for more robust algorithm 
which can minimise the noise in the dataset because the dataset may consist various 
types of redundancy and noise. In order to determine the right method to deal with 
the problem, it is important to compare major data mining capability so that the best 
proposed method is used to solve the main issue. Therefore, the comparison table for 
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major machine learning algorithm is prepared to give a new insight on these matters 
[77]. Table 3.2 provides the detail of major machine learning algorithm based on five 
criteria. 
Table 3.2: Comparison major machine learning based on 5 criteria 
Technique Outlier Over fitting and 
under fitting 
Parametric Accuracy Execution on 
technique 
Support Vector 
Machine 
It can handle 
outlier properly 
Perform better 
than over fitting 
and under 
fitting 
Non parametric 
model 
Higher than 
other parametric 
model 
Depend upon 
dataset used, 
generally quite 
slow NLP 
operation 
Decision Tree Outlier does not 
critical role in 
interoperation 
of dataset by 
decision tree. 
It suffer over 
fitting and 
under fitting 
Non parametric 
model 
Accuracy 
depend on the 
dataset, hybrid 
technique used  
with decision 
tree have higher 
accuracy than 
SVM 
Require less 
time than other 
parametric 
model if not 
suffering from 
over fitting 
where hybrid 
technique need 
higher 
execution than 
decision tree 
Naïve Bayes It is less pruned 
to outlier 
It does not 
suffer over 
fitting and 
under fitting 
It is parametric 
model 
High with 
limited dataset 
Low with 
limited dataset 
Artificial It is pruned to It is more It is parametric Higher than Execution time 
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Neural Network outlier pruned to over 
fitting than 
support vector 
machine 
model other parametric 
model 
depend upon 
number of layer 
declared and 
number of 
epochs need for 
testing 
Linear 
regression 
model 
It is less pruned 
to outlier 
because it 
strong 
probabilistic 
background 
It does not 
suffer from 
under fitting 
and over fitting 
It is parametric 
model 
Higher for 
linear dataset 
Require less 
execution time 
than other 
model. 
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CHAPTER 4 
 
4 AN EFFICIENT ARRHYTHMIA DETECTION USING 
AUTOCORRELATION AND STATISTICAL APPROACH 
 
This chapter will explain in detail about an efficient Arrhythmia detection using 
Autocorrelation and Statistical Approach. As mention in the introduction section that 
the overall focus of this study is to design computational intelligence mechanism to 
detect abnormalities of heart condition accurately. The focus was divided into two 
sub objectives. First is to propose mechanisms which have the capability to detect 
abnormalities of heart symptom regardless the origin of the symptom in ECG data. 
Second is to propose mechanisms which strongly have the sensitivity in detecting 
abnormalities of heart condition as early stage as Paroxysmal stage of Atrial 
Fibrillation.  
For this chapter, the first objective will be served first. However, to design a 
very high accuracy mechanism to detect abnormalities of heart condition regardless 
the origin of the symptom in ECG segment, there are two factors influential has been 
identified in the literature review in chapter 3. One of them is the number of 
attributes used to classify the heart disease. Based on the literature review has proven 
that most of the existing work need to rely on more than 5 attributes to achieve good 
accuracy in disease classification. However, there is a trade-off between complexity 
of classification procedure and the number of attributes used for classification.  
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Therefore, in this chapter, the first research question will be answered in 
detail with strong evidence. The first research question is addressed here. The 
research questions whether there are some influential factors toward the accuracy of 
detection if the minimal number of attributes is used. Moreover, one of the concerns 
is this study is to reduce the complexity in detecting the abnormalities of heart 
condition computationally. Therefore, the detail of this study will be explained in the 
next section. 
 
4.1 First Proposal: Detection of Arrhythmia Symptoms Using Autocorrelation 
and KNN Classifier 
 
In this section, an autocorrelation-based approach with KNN classifier is proposed to 
classify the Arrhythmia from Normal Sinus. Autocorrelation is a statistical method 
that can measure internal correlation within a time series domain. It is defined based 
on the concept of time lag. Performing autocorrelation of a time series data is 
beneficial especially to identify signal stationary condition, measure variability level 
of continuous data or even indicate quantitative relation of some previous data points 
occurring with a time lag. Conventionally, ECG data is a time series data and it 
provides very useful information of heart condition. There are various types of heart 
disease symptoms and the characteristic differs from one symptom to another.  
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However, there is a common characteristic shared among heart disease 
symptoms, which is inconsistent irregularity in shape that appears in time series 
domain. In this study, a quantitative analysis is proposed to numerically characterize 
the two symptoms. Variability analysis based on the first autocorrelation periodic 
cyclic result is introduced. Two parameters, which come from the first periodic slope 
of autocorrelation result, will be used for analysis. Based on the two parameters, a 
classification procedure to discriminate the two different groups of data will be 
performed by using KNN classifier. KNN is a common classification method used in 
pattern recognition. Without relying on any specific segment in ECG cycle to 
classify the disease accurately, an autocorrelation function can simplify the detection 
mechanism by relying on variability behaviour of large group data from two 
symptoms only. The details of procedure for autocorrelation, KNN and the analysis 
will be stated in Section. 4.1.1 and 4.1.2. 
 
4.1.1 Autocorrelation Coefficient 
 
Autocorrelation also known as “serial correlation” or “lagged correlation” is a 
statistical method that measures dependency of variables arranged in time. There are 
three tools for assessing the autocorrelation of a time series data which are time 
series plot, the lagged scatterplot and the autocorrelation function. In this study, 
autocorrelation function will be used to measure variability level of long hour serial 
correlation of ECG data. The ECG data with 12 hours duration time frame is 
proposed to evaluate the correlation of Arrhythmia disease with time via 
autocorrelation function. It is assumed that time can influence the characteristic of 
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Arrhythmia. A 12 hours duration of ECG data compared to a short duration of ECG 
data can have an impact on the result. Here in this section, an autocorrelation 
coefficient function will be explained in detail. 
 
Let yi (i=1, n) be a time series data at the data point i, and let α be the average value 
of all the data. 
The autocorrelation function at lag k is defined as: 
   
∑               
   
   
∑        
 
   
 
As the autocorrelation function shows, rk describes the correlation between 
the two data which are located with the lag k each other. The score ranges from -1.0 
(perfect negative relation) to +1.0 (perfect positive relation). If there is no correlation 
between the two variables, the score is zero.   
Next, the procedure to classify the two symptoms is mentioned below shown 
in Figure 4.1. 
(1) Perform an autocorrelation to 65 ECG data with 12 hours duration and describe 
the score with lag k as the autocorrelation result.  
(2) Investigate the first periodic slope segment in autocorrelation result based on two 
parameters. The two parameters are: 
 (a) Peak values of the first periodic slope.  
 (b) Time length of the first periodic slope as shown in Figure 4.2. 
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Figure 4.1: Proposed automatic mechanism to detect Arrhythmia symptom 
 
 
Figure 4.2: Two important parameters for classification at the first periodic slope 
 
Figure 4.3 represent 2 second segment of Normal Sinus autocorrelation result 
and Figure 4.4 represent 2 second segment of Arrhythmia autocorrelation result in 1 
minute duration. For Figure 4.5, it represent 2 second segment of Normal Sinus 
autocorrelation result in 12 hours duration while Figure 4.6 represent Arrhythmia 
autocorrelation result with the same duration. In these figures, the horizontal axis 
indicates the time lag of time series data while the vertical axis indicates the 
autocorrelation score of serial correlation output. Note that the first periodic slope 
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peak value of autocorrelation result for Normal Sinus is much lower than the one for 
Arrhythmia.  
 
 
Figure 4.3: Example of 2 second segment in 1 minute autocorrelation result with 
Normal Sinus symptoms 
 
 
Figure 4.4: Example of 2 second segment in 1 minutes autocorrelation result with 
Arrhythmia symptoms 
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Figure 4.5: Example of 2 second segment in 12 hours autocorrelation result with 
Normal Sinus symptoms 
 
 
Figure 4.6: Example of 2 second segment in 12 hours autocorrelation result with 
Arrhythmia symptoms 
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4.1.2 Discrimination of Arrhythmia from Normal Sinus with supervised 
machine learning classifier 
 
In this research, the values of significant first peak and time length of each first 
periodic slope in autocorrelation result are investigated in detail. KNN classifier is 
introduced to discriminate Arrhythmia symptoms from Normal Sinus. KNN is an 
instance-based learning method which keeps all available cases and classifies new 
cases based on a similarity measurement using distance function. KNN is a non-
parametric approach and performs very fast. Also it makes no assumption about the 
data distribution before classification. As a result, the flexibility of KNN's decision 
boundary is a huge advantage compared to other approaches which rely on linear, 
elliptic or parabolic decision boundaries to classify specific group of data. Therefore, 
this method has been chosen for this study to classify the Arrhythmia symptoms from 
Normal Sinus. 
 
4.2 Performance Evaluation 
 
In this section, the performance of the proposed method to discriminate Arrhythmia 
symptoms from Normal Sinus symptom is evaluated. In the following subsections, 
the database used for the evaluation experiment and the analytical results are 
discussed. 
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4.2.1 Arrhythmia Database for Evaluation 
 
Two types of database were introduced in this study, which are “MIT-BIH 
Arrhythmia” and “MIT-BIH Normal Sinus”. They have been provided by Physionet 
[4]. Physionet is an open source database which provided a large number of recorded 
physiological data and the related open-source software. 48 records from MIT-BIH 
Arrhythmia and 17 records from MIT-BIH Normal Sinus were selected to evaluate 
the performance of the proposed mechanism. MIT-BIH Arrhythmia includes 14 
types of abnormalities as shown in Table 4.1. The sampling frequency for each 
record is 360Hz. MIT-BIH Normal Sinus consists of ECG data with healthy heart 
condition. The sampling frequency for each record is 129 Hz. The amplitude range of 
typical ECG signal is from -5 mV to 5 mV. The time duration for each record is 
approximately 12 hours. 
 As mention in Section 4.1, the autocorrelation was performed for all the ECG 
data; MIT-BIH Arrhythmia and MIT-BIH Normal Sinus, selected from the above 
mentioned database. The input parameters for KNN classifier were the 
autocorrelation score and the time length of the first periodic slope for each ECG 
data. Since there are various types of Arrhythmia symptoms covered in this research, 
the effectiveness of the proposed mechanism was evaluated based on the capability 
to detect the symptom regardless the origin and classifying accuracy. 
  
48 
 
 
Table 4.1: Detail of information for MIT-BIH Arrhythmia database 
 
MIT-BIH Arrhythmias Database Detail information 
Heartbeat Type Total 
Normal rhythm 74607 
Left bundle branch block 8069 
Right bundle branch block 7250 
Atrial premature contraction 2514 
Premature ventricular contraction 7127 
Paced beat 7020 
Aberrated atrial premature beat 150 
Ventricular flutter wave 472 
Fusion of ventricular and normal beat 802 
Non-conducted P-wave  
( Blocked APC) 
193 
Nodal (Junctional) escape beat 229 
Fusion of paced and normal beat 986 
Ventricular escape beat 106 
Nodal (Junctional) escape beat 83 
Atrial escape beat 16 
Unclassified beat 35 
Total 109655 
 
4.2.2 Result of Experiment 
 
Quantitative analyses were performed to evaluate the proposed method. To 
demonstrate the performance improvement with the proposed Arrhythmia detection 
mechanism, the performance evaluation was divided into two sections: (1) Accuracy, 
sensitivity and specificity of the proposed method to discriminated Arrhythmia from 
Normal Sinus, (2) Statistical analysis of the proposed approach. 
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4.2.3 Accuracy, Sensitivity and Specificity Evaluation  
 
To evaluate the classification performances of the proposed mechanism, “Accuracy”, 
“Sensitivity” and “Specificity” were selected as the evaluation metrics. The 
sensitivity and specificity are considered as the best paired performance metrics to 
evaluate the classification accuracy of heart disease [78]. The true positive rate of 
sensitivity represents the proportion of actual positives correctly identified as 
Arrhythmia data as having the Arrhythmia [79] .On the other hand, the true negative 
rate of specificity represents the proportion of actual negatives correctly identified as 
Normal Sinus and not having the Arrhythmia condition [79]. Accuracy rate represent 
the overall ratio of the proposed method to differentiate Normal Sinus and 
Arrhythmia correctly.  
 
The discrimination accuracy, sensitivity and specificity are defined as follows: 
Sensitivity = True positives / (True positive + False negative) 
Specificity = True negatives / (True negative + False positives) 
Accuracy = (True negatives + True positive)/ (True negatives + True 
positive+ False negative + False positive) 
where, 
True positive: The number of Arrhythmia data correctly identified as 
Arrhythmia data. 
False negative: The number of Arrhythmia data incorrectly identified as 
Normal Sinus data. 
False positive: The number of Normal Sinus data incorrectly identified as 
Arrhythmia data. 
50 
 
 
True negative: The number of Normal Sinus data correctly identified as 
Normal Sinus data. 
 
 Figure 4.8 and Figure 4.9 represent the distribution of the peak value and the 
time length of the first periodic slope with 66 patients’ data with 1 minute and 12 
hours duration, respectively. The result in Figure 4.8 shows that the Arrhythmia data 
and Normal Sinus data are not well discriminated. On the other hand, the result in 
Figure 4.9 shows that almost all the Arrhythmia data is scattered without overlapping 
the Normal Sinus data. Only three Arrhythmia data are overlapped with the region of 
Normal Sinus data. In order to classify these two symptoms computationally, a KNN 
classifier was used.  
 
 
Figure 4.7: Distribution of autocorrelation result based on first periodic slope peak 
value with time length for 1 minute data 
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Figure 4.8: Distribution of autocorrelation result based on first periodic slope peak 
value with time length for 12 hours data 
 
In this evaluation, to classify Arrhythmia from Normal Sinus, KNN is used. 
83.3% sensitivity of Arrhythmia detection and 55.5% specificity of Normal Sinus 
detection were achieved for 1 minute’s duration data. However, 97.9% sensitivity of 
Arrhythmia detection and 88.8 % specificity of Normal Sinus detection were 
achieved for 12 hours duration data as shown in Table 4.2. The higher rate of 
Arrhythmia detection was achieved even all 14 various types of symptoms were 
normalized into a series of correlation using autocorrelation. It is confirmed that the 
peak value and the time length of the first periodic slope in the autocorrelation result 
for 12 hours duration data are effective parameters to classify Arrhythmia from 
Normal Sinus with high detection accuracy. 
Table 4.2: Sensitivity, Specificity and Accuracy of Arrhythmia and Normal Sinus 
symptom detection using KNN with the proposed method 
Performance of proposed method  
(Fine KNN + Autocorrelation) 
 1 minute 12 hours 
Accuracy 72.7% 95.5% 
Sensitivity 83.3% 97.9% 
Specificity 55.5% 88.8% 
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In order to compare the KNN classifier used here with others in the proposed 
method, other 17 types of supervised machine learning classifiers were selected and 
evaluated. Table 4.3 represent the performance comparison using 17 type of 
classifier using same dataset with 1 minute duration while Table 4.4 is focusing on 
the performance comparison using 17 type of classifier with 12 hours duration. 
Figure 4.9 and Figure 4.10 represent the overall performance of 1 minute and 12 
hours data based on 17 various types of classifier in histogram plot. The evaluation 
metrics for the performance comparison are accuracy, sensitivity and specificity.  
 
Table 4.3: Performance comparison using 17 types of classifiers using the same 
dataset with 1 minute duration 
Overall performance of 17 various classifier 
Classifier Name                           Accuracy (%) Sensitivity (%) Specificity (%) 
Linear SVM 78.8 89.5 50 
Quadratic SVM 75.8 85.4 55.5 
Cubic SVM 80.3 91.6 72.2 
Fine Gaussian SVM 78.8 77.0 55.5 
Medium Gaussian SVM 75.8 85.4 50 
Coarse Gaussian SVM 72.7 100 0 
Fine KNN (Proposed method) 72.7 83.3 55.5 
Medium KNN 81.8 89.5 61.1 
Coarse KNN 72.7 100 0 
Cosine KNN 74.2 83.3 50 
Cubic KNN 83.3 89.5 66.6 
Weighted KNN 78.8 87.5 55.5 
Linear Discrimination 78.8 91.6 44.4 
Quadratic Discrimination 81.8 83.3 77.7 
Complex Tree 80.3 81.25 77.7 
Medium Tree 80.3 81.25 77.7 
Simple Tree 78.8 83.3 66.6 
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Table 4.4: Performance comparison using 17 types of classifiers using the same 
dataset with 12 hours duration 
Overall performance of 17 various classifier 
Classifier Name                             Accuracy (%) Sensitivity (%) Specificity (%) 
Linear SVM 86.4 91.6 83.3 
Quadratic SVM 86.4 91.6 83.3 
Cubic SVM 87.9 89.5 83.3 
Fine Gaussian SVM 87.9 97.9 61.1 
Medium Gaussian SVM 86.4 91.6 83.3 
Coarse Gaussian SVM 72.7 100 0 
Fine KNN (Proposed method) 95.5 97.9 88.8 
Medium KNN 86.4 93.7 77.7 
Coarse KNN 72.7 100 0 
Cosine KNN 68.2 83.3 33.3 
Cubic KNN 86.4 93.7 77.7 
Weighted KNN 95.5 97.9 88.8 
Linear Discrimination 87.9 93.7 83.3 
Quadratic Discrimination 83.3 87.5 83.3 
Complex Tree 89.4 95.8 72.2 
Medium Tree 89.4 95.8 72.2 
Simple Tree 89.4 95.8 72.2 
 
 
Figure 4.9: Sensitivity, Specificity and Accuracy detection rate of Arrhythmia and 
Normal Sinus symptoms for 1 minute’s duration based on 17 various type of 
classifier 
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Figure 4.10: Sensitivity, Specificity and Accuracy detection rate of Arrhythmia and 
Normal Sinus symptoms for 12 hours duration based on 17 various type of 
classifier 
 
4.3 Discussion 
 
To complete this study, an analytical result and discussion was conducted. Based on 
the result with 12 hours duration data, the distributions pattern of the first periodic 
slope peak value with the time length are very identical for both symptoms. 
Correlation coefficient peak value of the first periodic slope in Arrhythmia shows 
higher score tendency compared to Normal Sinus. Although correlation is 
conventionally being interpret based on the score size of the relationship, but it is 
very important to understand the influential factor affecting the size of the score 
before interpreting it.  
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First, the nature of raw data itself and second is the implementation 
mechanism of autocorrelation method towards the data. Based on related finding 
have shown that there are 6 factors that can influence the correlation coefficient score 
[80]. For this study, there are three factors are correlated with the finding especially 
on why autocorrelation score for the first periodic slope are much higher with 
Arrhythmia compared to Normal Sinus. Those factors are amount of variability in the 
dataset [80][81], the size of the sample [80-82] and the characteristic of the sample 
data itself [80-83]. 
 Typically, Normal Sinus and Arrhythmia are difference in shape and time. 
Normal Sinus conditions are more stable and consistent. In Arrhythmia, the 
symptoms are irregular heartbeat in time series. The heart may beat too fast, too 
slowly, too early, or irregularly. It was assumed that the amounts of variability in 
Normal Sinus are much lower compared to Arrhythmia.  
Although Normal Sinus data may include some noise due to unexpected 
patient behaviour or miss conducted procedure during ECG recording but those 
events are small compared to the nature of Arrhythmia symptom itself. Hence, the 
presence of an outlier in a dataset can only influencing the correlation score based on 
the two factors [80].  First, the location of the outlier itself and second, the size of the 
sample is small enough. In this experiment, each record consists of approximately 
more than 700,000 data point. Even if there is a small group of outliers included in 
Normal Sinus data, the overall autocorrelation score will not be affected by it.  
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In this study, it is confirmed that the time length of the data is considered as 
the biggest influential factor towards the overall classification performance. Due to 
fact that Arrhythmia randomly appear in time series domain, longer duration is 
required to accurately detect the disease. In summary, the longer the ECG data is 
used, the more explicit the behaviour of the data can be seen. For that, high accuracy 
of detecting Arrhythmia can be achieved.  
 To compare the discrimination performance of the proposed method, Table 
4.5 shows the result of sensitivity and specificity of related studies with the same 
focus with this research using the same database. Most of the related works are 
focusing on specific segment in ECG data to classify the symptom. Without relying 
on any specific feature like the proposed method, the possibilities to discriminate 
Arrhythmia from Normal Sinus can be done accurately. Best of our knowledge, there 
is no existing work has proposed as simple method as this study to detect and classify 
arrhythmia with high accuracy. It is revealed that the proposed mechanism has 
overcome the other studies in term of simplicity of the mechanism to identify 
Arrhythmia and abnormalities symptoms regardless the origin of the symptom, and 
the proposed approach to classify the two symptoms with high accuracy. 
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Table 4.5: Overall performance evaluation result comparing this research with other 
studies 
Ventricular Arrhythmia analysis 
Method Sensitivity (%) Specificity (%) 
Parham et al. [84] 99.5 99.66 
Yun-Chi et al. [85] 98.28 - 
Shing et al. [86] 98.75 99 
Yun-Chi Yeh et al. [87] 98.28 - 
Joo S. Lim [88] 99.02 96.67 
Uday Maji et al.[89] 99.3 99.2 
Atrial Arrhythmia analysis 
Jinseok Lee et al. [90] 94.7 94.4 
Uday Maji et al.[89] 99.8 98.4 
Arrhythmia analysis at both segment 
Proposed method 97.9 88.8 
 
 
4.4 Conclusion 
 
In this study, a novel approach, which statistically detects abnormalities of heart 
condition based on Arrhythmia symptoms using autocorrelation functions and KNN 
classifier, was proposed. A variability analysis based on periodic cycle in 
autocorrelation result was done. It is based on two parameters at first periodic slope 
of autocorrelation result. In order to discriminate the two symptoms, KNN classifier 
was used. The effectiveness of the proposed method was evaluated based on 3 
performance evaluations metric which are accuracy, sensitivity and specificity. From 
the result, the overall accuracy was 95.5% with sensitivity of detecting Arrhythmia 
was 97.5% and the specificity of detecting Normal Sinus was 88.8%.   
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The comparison approach between this research and other studies shows that 
the proposed mechanism are robust, flexible and less complexity in detecting 
abnormalities symptoms like Arrhythmia. In this study, 17 different type of 
supervised machine learning classifier was used to compare with the proposed 
classifier. It is proven that fine KNN has outperforms the others classifier for 12-hour 
duration segment. 14 types of symptoms had cover in this study and there is no 
dependency towards any specific characteristic and feature segment in ECG data to 
identify each Arrhythmia symptom. It is justified the robustness of the proposed 
method in discriminating abnormalities of heart condition. It is confirmed based on 
this study that the time length of data is consider the biggest influential factor 
towards overall classification performance. Therefore, the longer time duration of 
ECG data is used, the higher accuracy the classifier can be achieved. It is concluded 
that this research finding can contribute to the medical field to identify Arrhythmia 
symptom with less complexity procedure in long hour duration.   
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CHAPTER 5 
 
5 HYBRID MECHANISM TO DETECT PAROXYSMAL STAGE OF 
ATRIAL FIBRILLATION USING ADAPTIVE THRESHOLD-BASED 
ALGORITHM WITH ARTIFICIAL NEURAL NETWORK  
 
This chapter will describe the detail of Hybrid Mechanism to Detect Paroxysmal 
Stage of Atrial Fibrillation using Adaptive Threshold-based Algorithm with Artificial 
Neural Network. Automatic detection of heart cycle abnormalities in a long duration 
of ECG data is a crucial technique for diagnosing an early stage of heart diseases. 
The necessities to detect an early stage of heart disease are important due to the fact 
that it can leads to more chronic illness like Stroke. Concretely, Paroxysmal stage of 
Atrial Fibrillation rhythms (ParAF) must be discriminated from Normal Sinus 
rhythms (NS) since it is the first stage of Stroke symptom. The both of waveforms in 
ECG data are very similar, and thus it is difficult to completely detect the 
Paroxysmal stage of Atrial Fibrillation rhythms. Previous studies have tried to solve 
this issue and some of them achieved the discrimination with a high degree of 
accuracy. However, the accuracies of them do not reach 100%. In addition, no 
research has achieved it in a long duration, e.g. 12 hours, of ECG data.   
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 In the fourth chapter, the first research question was address and answered in 
detail. The number of attributes used to detect abnormalities of heart condition based 
on Arrhythmia symptom can be less than 5 attributes but still maintain high 
accuracy. Moreover, the number of attributes used for that study relying on 2 
attributes only. This attribute was taken from autocorrelation result. Although the 
accuracy is high but the time used to auto-correlate the ECG data takes too long. As a 
result, the complexity procedure to classify the disease is huge. Moreover, the main 
goal of this study is to develop quick and effective intelligence computational 
mechanism in detecting heart disease symptom but the previous works in chapter 4 
doesn’t serve that purpose completely.  
To reduce the complexity in classifying the disease and to get high sensitivity 
in detecting abnormalities as earlier as early stage, therefore those issues will be 
delivered completely in this chapter. A new mechanism to tackle with these issues is 
proposed: “Door-to-Door” algorithm is introduced to accurately and quickly detect 
significant peaks of heart cycle in 12 hours of ECG data and to discriminate obvious 
Paroxysmal stage of Atrial Fibrillation rhythms from Normal Sinus rhythms. In 
addition, a quantitative method using Artificial Neural Network (ANN), which 
discriminates unobvious Paroxysmal stage of Atrial Fibrillation rhythms from 
Normal Sinus rhythms, is investigated.  In order to understand the detail of the 
proposed method, it will be explained in the next section. 
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5.1 Second Proposal: Automatic Detection of Paroxysmal Stage of Atrial 
Fibrillation Symptoms 
 
In this section, an automatic mechanism to detect Paroxysmal stage of Atrial 
Fibrillation symptoms is proposed. Door-to-Door algorithm, which is a new 
algorithm with the capability to accurately extract heart cycle in ECG data, is 
proposed in this research. This algorithm captures normal heart cycle episodes even 
in a noise environment like base line wander. “Door-to-Door” is derived from a 
continuous process of finding the right heart cycle among a series of local maximums 
in the ECG data. The word “Door” refers to the highest local maximum detected 
among a group of data for local search.  
Each “Door” represents the entrance or starting point for the deep 
investigation, which is performed to the surrounding data of the local maximum. 
Once the investigation is done to one local maximum, this “Door” will be used again 
as an exit to search for another “Door”. This process will be continued until the end 
of data. Therefore, “Door-to-Door” was named after this investigation process. The 
flowchart of the mechanism is described in Figure 5.1. 
 The five significant peaks in ECG data, which are P, Q, R, S and T peaks, are 
extracted using “Door-to-Door” algorithm and the number of detected peaks is 
counted. If the number of detected peaks is smaller than a certain threshold value 
(e.g. when a 12 hours ECG data is utilized, the threshold value is set to 46,000), the 
ECG data is regarded as an obvious Paroxysmal stage of Atrial Fibrillation rhythm or 
the advanced one. This is because it shows that the five significant peaks are not 
fully detected due to the unstable heart cycle. On the other hand, if the number of 
detected peaks is larger than the threshold value, the ECG data may be Normal Sinus 
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rhythm, but there is still the possibility that it is an unobvious Paroxysmal stage of 
Atrial Fibrillation rhythm. In this case, it must be discriminated from Normal Sinus 
rhythm. 
 In this research, therefore, the values of significant five peaks in each heart 
cycle are investigated using Artificial Neural Network (ANN). ANN outputs a 
numerical value to each heart cycle which indicates how much tendency of Atrial 
Fibrillation rhythm or Normal Sinus rhythm the heart cycle has. Based on the 
numerical values for whole heart cycles of the ECG data, the unobvious Paroxysmal 
stage of Atrial Fibrillation rhythm is detected. The details of Door-to-Door algorithm 
and ANN will be stated in Section 5.1.1 and 5.2. 
 
 
Figure 5.1: Proposed automatic mechanism to detect Paroxysmal stage of Atrial 
Fibrillation  
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5.1.1 Door-to-Door algorithm for five significant peaks detection  
 
Figure 5.2 illustrates the procedure of Door-to-Door algorithm. R peak, Q peak, P 
peak, S peak and T peak are detected in a sequential order. When R peak is searched 
for, adaptive thresholds to the neighbouring data points are introduced. Here, let D1, 
D2, D3 and D4 be the relative horizontal distances from R peak to the direction of Q 
peak, from Q peak to the direction of P peak, from R peak to the direction of S peak 
and from S peak to the direction of T peak, respectively.  
Note that the relative horizontal distance is expressed as data point unit. Q 
peak and S peak are detected as the minimum values in the range of D1 and D3, 
respectively. In the same way, P peak and T peak are detected as the maximum 
values in the range of D2 and D4, respectively. The values of D1, D2, D3 and D4 are 
determined by investigating the MIT-BIH Normal Sinus rhythm database [4]. The 
detailed procedure of each peak detection is described in the following sections. 
 
Figure 5.2: P, Q, S, T peaks detection mechanism based on R peak position 
64 
 
 
5.1.2 R Peak Detection with Adaptive Thresholds  
 
Figure 5.3: Different ECG heart cycle behaviours in Normal Sinus rhythm 
 
R peak detection is a fundamental pre-requisite for the detection of other peaks and 
its detection accuracy is crucial for diagnosing the Paroxysmal stage of Atrial 
Fibrillation. R peak detection based on an absolute threshold has a significant weak 
point. Figure 5.3 depicts two different waveforms of Normal Sinus rhythm in ECG 
data. As seen from this comparison, it is not appropriate to use the absolute threshold 
value of 2.5mV since the value of R peak fluctuates so much. In contrast, R peak 
detection by Door-to-Door algorithm relies on the adaptive thresholds to overcome 
the difficulty. 
In this study, three types of heart cycles in ECG data are considered to detect 
R peak in different ways. These three types of heart cycles correspond to normal 
rhythm scenario, irregular rhythm scenario and off-the-baseline scenario. The detail 
of each procedure to detect R peak is mentioned below. 
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(1) Detection of Local Maximum Point 
When Door-to-Door algorithm starts, it searches for the local maximum point in the 
range of successive seven data points from the beginning of ECG data. If the local 
maximum point is not detected, the considered successive seven data points are 
shifted one data point onward and the local maximum point is searched for again. 
This procedure is repeated until the local maximum point is detected. 
Let Vi denote the value of the detected local maximum point at i-th data point. 
Hereafter, the local maximum value is described as Vi for the sake of simplicity.  
 
(2) Identification of R Peak 
In this study, 6 adaptive threshold values have been introduced to accurately extract 
all heart cycles in ECG data. False Acceptance Rate (FAR) analysis has been done to 
determine the most optimal value to be used as each adaptive threshold value for this 
algorithm. 
 
(a) Normal Rhythm 
When ECG data shows a normal rhythm, the five significant peaks can easily be seen 
at the standard positions as shown in the figure on the left side of Figure 5.3. In this 
case, no abnormal waveforms such as noisy or unexpected signals are observed. 
However, there need some restrictions to Vi in order to regard the local maximum 
point as R peak. Here, three types of adaptive threshold values are introduced, which 
restrict the relative position of the local maximum point to the neighbouring data 
points. The values of five data points, Vi, Vi-2, Vi-4, Vi+2 and Vi+4, are utilized to 
identify R peak as shown in Figure 5.4. 
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Figure 5.4: R peak detection in a normal rhythm scenario 
 
When all the following conditions are fulfilled, Vi is identified as the value of R 
peak: 
(1) Vi+2 < Vi+1 < Vi  
(2) Vi-2 < Vi-1 < Vi 
(3) Vth1 ≤Vi - Vi+2  
(4) Vth2 ≤ Vi - Vi-2 
(5)  Vi+k (k=1,15) < Vi 
 
  For this research, Vth1 and Vth2 are 0.35. Vi+k (k=1,15) represents the range of data 
which is used to check if other local maximums close to the current local maximum 
exist or not. k=15 is determined by using False Acceptance Rate (FAR) analysis 
where the most optimal value to be used is selected. This process is very important to 
ensure the only the right heart cycle detection, not a noise signal. 
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(b) Irregular Rhythms 
When ECG data shows an irregular rhythm, it is difficult to identify the local 
maximum point as R peak only by comparing the value to the neighbouring data 
points. This is because the values of data points around the baseline fluctuate so 
much, and thus it is necessary to confirm that Vi is only the local maximum value 
within a certain range of data points. Therefore, in addition to the value differences 
of Vi-Vi+2 and Vi-Vi-2, Vi must be compared to the other data points values onward as 
shown in Figure 5.5  
 
When all the following conditions are fulfilled, Vi is identified as the value of R 
peak: 
(1) Vi+2 < Vi+1 < Vi  
(2) Vi-2 < Vi-1 < Vi 
(3) Vth3 ≤Vi - Vi+2 
(4) Vth4 ≤ Vi - Vi-2 
(5) Vi+k (k=1,15) < Vi 
 
  For this research, Vth3 is 0.35 and Vth4 is 0.4. Vi+k (k=1,15)  represent the range of 
data to be check for any possible of other local maximum value exist that close to the 
current local maximum value location. k=15 is determined by using False 
Acceptance Rate (FAR) analysis where the most optimal value to be used is selected. 
This process is very important to ensure the only right heart cycle is detected and not 
a noise signal. 
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Figure 5.5: R peak detection in an irregular rhythm scenario 
 
(C) Off-the-baseline Rhythms 
When the heart rhythm is off the baseline of ECG data, it is also difficult to identify 
the local maximum point as R peak only by comparing the value to the neighbouring 
data points. This is because the absolute value of Vi is meaningless due to the offset 
of the baseline. To avoid the miss-detection of R peak, the values of adjacent data 
points around the local maximum point must be carefully investigated, considering 
the offset of the baseline. Therefore, in addition to the value differences of Vi-Vi+2 
and Vi-Vi-2, it must be confirmed that Vi is the local maximum value at the centre of 
the successive seven data points and each data point value decreases from Vi to Vi-3 
and from Vi to Vi+3 as shown in Figure 5.6. 
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When all the following conditions are fulfilled, Vi is identified as the value of R 
peak: 
(1) Vi+3 <Vi+2 < Vi+1 < Vi  
(2) Vi-3 <Vi-2 < Vi-1 < Vi 
(3) Vth5 ≤Vi - Vi+2 
(4) Vth6 ≤ Vi - Vi-2 
(5)  0 < Vi+k (k=1,6)   
(6) 0 < Vi-k (k=1,6)   
 
  For this research, Vth5 and Vth6 are 0.2. Vi+k (k=1,6)  and Vi-k (k=1,6) represent the 
range of data to be check for any possible of other local maximum value exist that 
close to the current local maximum value location. k=6 is determined by using False 
Acceptance Rate (FAR) analysis where the most optimal value to be used is selected. 
This process is very important to ensure the only right heart cycle is detected and not 
a noise signal in the off-the-baseline rhythms. 
 
Figure 5.6: R peak detection in an off-the-baseline rhythm scenario 
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5.1.3 Q Peak Detection 
 
After R peak in a heart cycle is detected, Q peak detection is performed. Q peak is 
searched for in the range of D1. The data point, which has the minimum value in the 
range, is identified as Q peak as shown in Figure 5.2.  
 
5.1.4 P Peak Detection 
 
After Q peak in the heart cycle is detected, P peak detection is performed. P peak is 
searched for in the range of D2. The data point which has the maximum value in the 
range is identified as P peak as shown in Figure 5.2. 
 
5.1.5 S Peak Detection 
 
After P peak in the heart cycle is detected, S peak detection is performed. S peak is 
searched for in the range of D3. The data point which has the minimum value in the 
range is identified as S peak as shown in Figure 5.2. 
 
5.1.6 T Peak Detection 
 
After S peak in the heart cycle is detected, T peak detection is performed. T peak is 
searched for in the range of D4. The data point which has the maximum value in the 
range is identified as T peak as shown in Figure 5.2. 
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5.2 Artificial Neural Network (ANN) Classifier 
 
Artificial Neural Network (ANN) is one of the machine learning methods which 
imitate human’s way of thinking to decide the most suitable solution to an issue. In 
this research, ANN is used to classify an ECG data into unobvious Paroxysmal stage 
of Atrial Fibrillation rhythm or Normal Sinus rhythm based on the values of P, Q, R, 
S and T peaks. 
 When ANN is performed with the values of P, Q, R, S and T peaks in a heart 
cycle as an input dataset, a numerical value is output. In this research, the output 
values of 0 and 1 indicate a typical Normal Sinus rhythm and an unobvious 
Paroxysmal stage of Atrial Fibrillation rhythm, respectively. Therefore, the middle 
value of 0.5 can be the border. Note that the output value is sometimes larger than 1 
or smaller than 0 since it can be overestimated or underestimated by ANN, 
depending on the training dataset. When ANN is performed for the whole ECG data, 
the same number of output values as the heart cycles is obtained. Figure 5.7 and 
Figure 5.8 show the output values obtained from a Normal Sinus data and an 
unobvious Paroxysmal stage of Atrial Fibrillation data, respectively. In these figures, 
the horizontal axis indicates data point for each heart cycle, however, it is arranged in 
ascending order. 
 Let Nns and Naf be the number of data points that has the output value less than 
0.5 and the number of data points that has the output value more than 0.5. In Figure 
5.7, Nns/Naf is obviously larger than 1. On the other hand, Nns/Naf is much smaller 
than 1 in Figure 5.8. It revealed that the unobvious Paroxysmal stage of Atrial 
Fibrillation rhythm can clearly be discriminated from the Normal Sinus rhythm by 
using ANN. 
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Figure 5.7: ANN output values obtained from an ECG data of a Normal Sinus patient 
 
 
Figure 5.8: ANN output values obtained from an ECG data of an Atrial Fibrillation 
patient 
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5.3 Performance Evaluation 
 
In this section, the performance of the proposed mechanism to detect five significant 
peaks and to discriminate Atrial Fibrillation data from Normal Sinus data is 
evaluated. In addition, the computational time of the proposed mechanism is also 
discussed. In the following subsections, the databases utilized for the evaluation, 
ANN setup, the performance metrics and the evaluation results will be presented.  
 
5.3.1 Atrial Fibrillation Database for Evaluation 
 
In this research, two types of databases, which are “MIT-BIH Normal Sinus” and 
“MIT-BIH Atrial Fibrillation”, were utilized in order to evaluate the performance of 
the proposed mechanism. These two databases have been provided by PhysioNet [4]. 
PhysioNet is a research resource, providing a large number of recorded physiological 
data and the related open-source software. 
 17 patients’ ECG data from the Normal Sinus database and 15 patients’ ECG 
data from the Atrial Fibrillation database were selected for the evaluation. Each 
patient’s data consists of a time series ECG data for 12 hours, which is one of the 
most important criteria to select the data. Note that the 15 patients’ data from the 
Atrial Fibrillation database show the Paroxysmal stage of Atrial Fibrillation. 
Therefore, the characteristics of their ECG waveforms are quite similar to the ones of 
Normal Sinus. The proposed mechanism was performed to discriminate these 15 
Paroxysmal stage of Atrial Fibrillation data from the 17 Normal Sinus data. The 
sampling frequency of all the ECG data utilized in this evaluation is 129 Hz.  
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The amplitude range of typical ECG signals is from - 5 mV to 5 mV. For a 
routine recording, most electro cardiographers agree that visual diagnostic accuracy 
can be maintained with a high frequency specification between 50 and 100 Hz [91]. 
In this experiment, the sampling frequency of 129 Hz is acceptable for measuring the 
consecutive R-peak of electrocardiogram. A small difference in sampling frequency 
does not influence the adaptive threshold setting and the detection performance itself. 
Therefore, in this research, ECG data with sampling frequency of 129 Hz, which is 
the original data configuration provided by Physionet, was utilized.  
 
5.3.2 ANN Setup 
 
As mentioned in Section 5.1, the obvious Paroxysmal stage of Atrial Fibrillation data 
were discriminated from Normal Sinus data by counting the number of detected five 
significant peaks using Door-to-Door algorithm. After that, ANN was performed to 
discriminate the unobvious Paroxysmal stage of Atrial Fibrillation data from the 
Normal Sinus data. The input parameters to ANN were the voltage values of P, Q, R, 
S and T peaks in each heart cycle. These five values constitute a dataset for a heart 
cycle. In this experiment, a conventional two-layered neural network with a single 
output neuron was used for ANN model development. As a result of network 
training, a decision function is chosen from the family of functions represented by 
the network architecture. This function family is defined by the complexity of the 
neural network: number of hidden layers, number of neurons in these layers, and 
topology of the network.  
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The decision function is determined by choosing the appropriate weights for 
the neural network. Optimal weights usually minimize an error function for the 
particular network architecture. The error function describes the deviation of 
predicted target values from the observed or desired values. In this research, 
class/non-class classification problem the target values is 1 for class (Atrial 
Fibrillation) and 0 for non-class (Normal Sinus). The number of hidden layers is 20. 
Training of neural network is performed on variations of ECG peak value based on 
Levenberg-Marquardt algorithms by trying to minimize an error function with 60% 
of dataset is allocated from the whole dataset. To avoid over fitting and under fitting, 
cross validation is used to find an earlier point of training by providing about 5% of 
validation data from the whole dataset. Finally, 35 % dataset is allocated to provide 
an unbiased evaluation of a final model fit on the training dataset.  
As shown in Table 5.2, the data divisions for each set are stated in this table. 
The main aim of the separation into 5% validation and 35% testing is to create a 
balance prediction model between over fitting and under fitting. Since the prediction 
model may perfectly predict predefine training data, but it is very unlikely to 
perfectly predict any other data, a balance prediction model is required to support the 
case. Hence, the proposal is used to get the balance prediction model. In order to 
provide a balance prediction model, the average mean square errors of training, 
testing and validation values are used to evaluate. Mean square errors represent the 
average square difference between output and targets. The lowers values of mean 
square errors are better for prediction. The equation for Mean square errors (MSE) of 
the predictor are shown below. 
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 ̂ is a vector of   predictions, and   is the vector of observed value of the variable 
being predicted.In order to get the best ratio, a series of experiments are conducted 
where 10 different ECG datasets with 3 different ratios for testing, validation and 
training data were investigated. Moreover, 270 times of training model was tested to 
find the best ratio to be used in this research. As the result, over fitting occurred 
when mean square errors values are very low for training data compared to the others 
two, while under fitting occurred when Mean Square Error value are very high for 
testing and validation data. Here, the investigation result was described in Table 5.1. 
As seen in Table 5.1, the best ratio is the one with validation 5 %, testing 35 % and 
training 60% comparatively. 
 
Table 5.1: Average Mean Square error for training, testing and validation for 
different ratio 
Training 
dataset (%) 
Testing 
dataset (%) 
Validation 
dataset (%) 
Average 
Training 
Mean Square 
error 
Average 
Testing  Mean 
Square error 
Average 
Validation  
Mean Square 
error 
100 40 0 0.001109 0.001175 0.001222 
60 15 5 0.001660 0.001874 0.001640 
55 15 10 0.001696 0.001923 0.001983 
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Table 5.2: Data division for testing, training and validation for ANN experiment 
Validation data (5%) Testing data 
(35%) 
Training data 
(60%) 
3,094 21,662 37,135 
2,458 15,732 29,499 
2,828 19,781 33,940 
3,065 22,428 36,775 
3,204 22,428 38,445 
2,954 20,678 35,449 
2,704 18,928 32,449 
2,798 19,591 33,584 
2,827 19,791 33,927 
3,187 22,312 38,249 
3,439 24,072 41,266 
3,107 21,751 37,288 
3,251 22,754 39,007 
2,611 18,276 31,330 
2,340 16,379 28,078 
3,069 21,488 36,829 
3,543 24,804 42,521 
3,142 21,996 37,708 
2,867 20,067 34,400 
2,791 19,535 33,489 
3,289 23,023 39,467 
 
5.4 Results of Performance Evaluation  
 
The performance of Door-to-Door algorithm was evaluated in quantitative ways. The 
performance evaluation was divided into two: (1) How correctly five significant 
peaks in 12 hours ECG data of Normal Sinus is detected, (2) How correctly the 
obvious Paroxysmal stage of Atrial Fibrillation data is discriminated from the 
Normal Sinus data. 
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 To evaluate the peaks detection performance, “Sensitivity” was selected as 
the evaluation metric. It indicates how correctly each peak can be detected. The 
detection sensitivity of the five peaks (expressed as “Sensitivity”) is defined as 
follows: 
Sensitivity = True Positive / (True Positive + False Negative) 
where, 
True Positive: The number of actual peaks that are correctly detected as peaks. 
False Negative: The number of actual peaks that are not detected as peaks. 
 
 Since there were a huge number of heart cycles in a 12 hours ECG data for 17 
Normal Sinus data, 1000 heart cycles data randomly sampled from each Normal 
Sinus data were manually investigated. In other words, 1000 (heart cycles) x 5 
(peaks) x 17 (data) = 85,000 (peaks) were validated. As the result, the detection 
sensitivity of the five significant peaks for the sampled data was 100%. This 
surprising accurate sensitivity concludes that Door-to-Door algorithm works very 
well to detect heart cycles of ECG data with adaptive thresholds as shown in Table 
5.3. 
Table 5.3: The sensitivity of heart cycle detection on MIT-BIH Normal Sinus 
database with Door-to-Door algorithm 
Peak P Q R S T 
True Positive 100% 100% 100% 100% 100% 
False Negative 0% 0% 0% 0% 0% 
Sensitivity 100% 100% 100% 100% 100% 
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 In this research, it was assumed that when the number of detected peaks 
(including P, Q, R, S and T peaks) is smaller than 46,000 in a 12 hours ECG data, it 
is identified as an obvious Paroxysmal stage of Atrial Fibrillation data. Therefore, 32 
ECG data (15 Atrial Fibrillation data and 17 Normal Sinus data) were investigated if 
each data is an obvious Paroxysmal stage of Atrial Fibrillation data or not. As the 
result, 11 out of 32 ECG data were regarded as obvious Paroxysmal stage of Atrial 
Fibrillation data and actually they were correctly identified. 
At this moment, the rest of 21 ECG data have not as yet identified with either 
unobvious Paroxysmal stage of Atrial Fibrillation data or Normal Sinus data since 
the number of detected peaks was larger than 46,000. Then, subsequently, ANN was 
performed to the 21 ECG data as stated in Section 5.2. The value of Nns/Naf for each 
ECG data was obtained as the result as shown in Table 5.4. 
Table 5.4: Nns/Naf for the 21 ECG data 
ECG data number Nns/Naf 
NS16265 1048.000 
NS16272 246.075 
NS16273 1177.458 
NS16420 424.638 
NS16483 2287.536 
NS16539 808.328 
NS16773 1039.019 
NS16786 3997.143 
NS16795 276.181 
NS17453 826.896 
NS18177 437.063 
NS18184 738.845 
NS19088 138.209 
NS19090 599.195 
NS19093 1455.75 
NS19140 229.759 
NS19830 119.320 
AF04043 0.0566 
AF05261 0.153 
AF06995 0.049 
AF08455 0.091 
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As clearly seen from Table 5.4, Nns/Naf is much larger than 1 in the first 17 ECG 
data, and in the other 4 ECG data, Nns/Naf is much smaller than 1. Therefore, the 17 
ECG data and the 4 data were regarded as Normal Sinus data and unobvious 
Paroxysmal stage of Atrial Fibrillation data. As a matter of fact, these 21 ECG data 
were correctly identified. 
 To compare the discrimination performance of the proposed mechanism with 
other existing studies, “Sensitivity” and “Specificity” were selected as the evaluation 
metrics. The sensitivity and specificity are considered as the best paired performance 
metrics to evaluate the discrimination accuracy of Atrial Fibrillation from Normal 
Sinus [92]. The discrimination sensitivity of Atrial Fibrillation indicates the true 
positive rate in identifying Atrial Fibrillation. On the other hand, the discrimination 
specificity of Atrial Fibrillation indicates the true negative rate in identifying Atrial 
Fibrillation, which means the rate how correctly Normal Sinus is identified. The 
discrimination sensitivity and specificity (expressed as “Sensitivity” and 
“Specificity”, respectively) are defined as follows: 
 
Sensitivity = True positives / (True positive + False negative) 
Specificity = True negatives / (True negative + False positives) 
where, 
True positive: The number of Atrial Fibrillation data correctly identified as Atrial 
Fibrillation data. 
False negative: The number of Atrial Fibrillation data incorrectly identified as 
Normal Sinus data. 
False positive: The number of Normal Sinus data incorrectly identified as Atrial 
Fibrillation data. 
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True negative: The number of Normal Sinus data correctly identified as Normal 
Sinus data. 
 In this evaluation, to discriminate Paroxysmal stage of Atrial Fibrillation data 
from Normal Sinus data, two steps were taken, that is to say, the steps using Door-to-
Door algorithm and ANN. Based on the definitions of sensitivity and specificity for 
the discrimination performance, the overall results for both are 100%. In order to 
ensure the proposed method are the most suitable model for classification, 3 different 
classification model have been selected to compare with, which are conventional 
Support Vector Machine (SVM), Decision Tree, and K-Nearest Neighbour (KNN) 
with 5 folds cross-validation. Since all those techniques are highly effective in data 
classification, hence, this result may describe the significance of the ANN and the 
study itself. The same dataset is used to test the performance of these 3 models. 
However, ANN has shown more advantages in predicting medical outcome 
compared to the other 3 classification model. The results are shown in Table 5.5.   
 
Table 5.5: Overall performance evaluation results comparing this research with 
conventional SVM, Decision Tree and KNN using same dataset 
ECG data 
number 
SVM Accuracy 
(%) 
Proposed 
method 
Accuracy (%) 
Decision Tree 
Accuracy (%) 
KNN Accuracy 
(%) 
NS16265 99.9 100 99.9 99.9 
NS16272 96.7 100 98.0 99.4 
NS16273 99.8 100 99.9 99.9 
NS16420 99.5 100 99.8 99.8 
NS16483 99.9 100 99.9 99.9 
NS16539 100 100 100 100 
NS16773 99.8 100 99.9 99.9 
NS16786 100 100 100 100 
NS16795 98.3 100 99.2 99.4 
NS17453 99.8 100 99.9 99.9 
NS18177 99.5 100 99.7 99.7 
NS18184 99.7 100 99.8 99.9 
NS19088 96.2 100 97.5 97.1 
NS19090 99.2 100 99.8 99.8 
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NS19093 99.6 100 99.9 99.9 
NS19140 99.0 100 99.3 99.2 
NS19830 97.8 100 98.0 98.4 
AF04043 85.6 100 95.1 96.6 
AF05261 58.4 100 86.4 90.7 
AF06995 86.1 100 94.9 96.6 
AF08455 61.8 100 89.9 94.7 
 
Table 5.6 shows the results of the sensitivity and specificity of other studies 
with this research using the same database with duration more than 10 hours long. It 
is revealed that the proposed mechanism in this research outperformed the other 
studies. 
 
Table 5.6: Overall performance evaluation result comparing this research with other 
studies. The bold font shows the results re-evaluated by Larbruru et al. [93] 
Algorithm name Sensitivity (%) Specificity ( %) 
Slocum et al. [94] 62.8 77.5 
Babaeizadeh 
et al.[95] 
87.3 95.5 
Tateno et al. [96] 91.2 96.1 
Couceiro et al. [97] 93.8 96.1 
Dash et al.[98] 94.4 95.1 
Huang et al.[99] 96.1 98.1 
Sarkar et al.[100] 97.5 99 
Lee et al.[101] 98.2 97.7 
Jiang et al.[102] 98.2 97.5 
Shadnaz et al.[103] 97.0 97.1 
Zhou et al. [104] 96.9 98.3 
Carvalho et al. [105] 93.8 96.1 
Huang et al. [99] 96.1 98.1 
Lake et al. [106] 91 94 
Lian et al. [107] 95.8 96.4 
Dash et al. [108] 94.4 95.1 
Tateno & Glass [96] 94.4 97.2 
Proposed method 100 100 
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 To complete research, the computational time of detecting heart cycle was 
evaluated. The computational time of Door-to-Door algorithm implemented on a 
personal computer (with Intel® Core™ i7 2.50 GHz, 16 GB RAM, 64 bit OS) was 
approximately 15 ms for a 30 second of ECG data. To the best of our knowledge, 
few research has mentioned the computational time of heart cycle detection for a 
long duration of ECG data. One research [109] stated that the computational time to 
detect heart cycle for a 30 second of ECG data was 40ms, which is more than two 
times longer than Door-to-Door algorithm.  
The computational time of Door-to-Door algorithm for a 12 hour of ECG data 
varied from 30 seconds to 360 seconds. Even in the longest case, it takes only six 
minutes, which is clinically acceptable for diagnosis. Given this short computational 
time, the proposed mechanism can effectively be used in diagnosing a long duration 
of ECG data, especially to detect Paroxysmal stage of Atrial Fibrillation. 
 
5.5 Conclusion 
 
In this study, a novel and hybrid mechanism, which automatically detects 
Paroxysmal stage of Atrial Fibrillation symptom using Door-to-Door algorithm and 
ANN classifier, was proposed. To show the effectiveness of the proposed 
mechanism, the performance was thoroughly evaluated. The sensitivity of peaks 
detection in Normal Sinus data by Door-to-Door algorithm was 100% and the 
obvious Paroxysmal stage of Atrial Fibrillation data were perfectly discriminated 
from Normal Sinus data based on the number of detected heart cycles. By 
performing ANN, the overall unobvious Paroxysmal stage of Atrial Fibrillation data 
were discriminated from Normal Sinus data with the accuracy of 100%.  
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The comparison result between this research and other studies shows that the 
proposed mechanism outperformed in sensitivity and specificity of the discrimination 
performance. Moreover, the proposed mechanism holds strong advantages, that is to 
say, the computational cost and time are less than the other studies. It is concluded 
that this research can contribute to the medical field as one of the best technologies in 
diagnosing Paroxysmal stage of Atrial Fibrillation symptoms. 
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CHAPTER 6 
 
6 DISCUSSION 
 
6.1 Introduction 
 
This chapter will address 3 issues related to the proposed study for detail discussion. 
An analytical discussion is done in this section to answer all the addressed issue. The 
issues are shown below: 
The segmentation and analysis of the ECG data 
i. The variability analysis with autocorrelation ECG data result. 
ii. The significant point with the P, Q, R, S, T peak millivolt value focus 
for  classification  complex disease symptom 
iii. The effectiveness of using quantitative approach to discriminate 
Paroxysmal stage of Atrial Fibrillation and Normal Sinus symptom 
 
6.2 The segmentation and analysis of the ECG data  
 
The biological signal analyses involve various human body’s physiological process 
to extract relevant information to analyse specific condition of the body. This study 
was used by several interdisciplinary topics to provide cost effective diagnosis and 
treatment solution. However, these signals, in their rawest form do not provide a 
good insight and sufficient information for use to predict human’s conditions.  
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Moreover, the ECG data represented are discrete in time and they usually 
contain two types of noise inherent in the signal which are baseline and power line 
interference.  The mixing of heart symptom and noise interference may make the 
heart disease analysis more complex. However, with the advance computational 
power and the existence of complex analysis methodologies, possibilities to counter 
such issues properly are available. In this thesis, the two noble proposed methods are 
introduced to handle such issue.  The significance in the identification of heart 
condition abnormalities based on statistical approach and data mining will be 
justified in this section. In addition, the details of the first proposed work on the 
usage of variability analysis of autocorrelation result to characterize the 
abnormalities will be explained here to signify the finding, the significance of using 
P, Q, R, S and T peak millivolt value will be analysed. 
 
6.2.1 The variability analysis of Autocorrelation results from ECG data to 
detect abnormalities.  
 
The variability analysis based on autocorrelation result is proposed in this study. This 
is mainly to detect heart condition abnormalities regardless of the symptom origin. 
Arrhythmia is selected as the symptom reference for abnormalities that occurred in 
the collected ECG data. Two types of attributes are used in autocorrelation result to 
classify the two symptoms precisely. Next, KNN classifier is used to classify the 
disease based on two selected attributes taken from the autocorrelation result.  
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In order to understand the significant point of using autocorrelation result and 
having variability analysis to identify the abnormalities of a heart condition, it is 
important to explain the detail motivation for this study. First of all, this study is 
trying to design a new computational mechanism to detect the various types of heart 
condition abnormalities regardless of the origin and then representing it in the 
simplest form which is the numerical value. The representation of numerical value is 
motivated by the idea that the preliminary diagnosis of long hour data should be 
simple and easy to understand.  
Further diagnostic may require more complex analysis if the abnormalities 
symptom is detected accurately at the early stage. For that, simple representation of 
the abnormalities condition in numerical value may help reduce the complexity of 
diagnosis. The procedure may take shorter time and better view on the next possible 
treatment. It is expected in the future that if the mechanism performs well, the 
possibility of the technology to be used for the public can be realized. Therefore, 
designing computational mechanisms with high sensitivity level of detecting 
abnormalities of heart condition in the simplest form is vital. 
             Normally, abnormality identification of a heart condition can be done 
quantitatively by using heartbeat per minute. The key important information to 
measure is the measurement of the inconsistency of number of heartbeat per minute. 
This method relies on R-R intervals in the ECG data. If the duration of these 
intervals is constant, the heartbeat is regular. However, if the interval is fluctuated, 
abnormalities may occur. Nevertheless, this method comes with a series of 
challenges. First, the analysis of a heart condition based on R-R interval does not 
reflect the overall abnormalities of a heart disease symptom.  
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There are several types of symptom that may occur due to the chaotic 
behaviour of the signal and can only be seen at the interval between R-R. Moreover, 
it happens in random times in time series domain. Symptoms like Atrial fibrillation, 
Atrial Flutter, Multifocial atrial tachycardia, Wolff-Parkinson White syndrome, Long 
Q-T syndrome or much worse are Premature ventricular contractions where the 
disease symptoms overshadow the normal beats in the ECG data and are among the 
unexpected disease that occur not at the main peak of each cycle. Moreover, the 
practicality of monitoring heart disease symptom per minute each is complicated. 
The necessity to overcome such issue via early detection is compulsory. Therefore, 
the first proposed study is mainly trying to serve that issue constructively. In the first 
study, 14 types of symptom abnormalities have been covered as shown in Table 6.1. 
 
Table 6.1: Detail of information for MIT-BIH Arrhythmia database 
MIT-BIH Arrhythmias Database Detail information 
Heartbeat Type Total 
Normal rhythm 74607 
Left bundle branch block 8069 
Right bundle branch block 7250 
Atrial premature contraction 2514 
Premature ventricular contraction 7127 
Paced beat 7020 
Aberrated atrial premature beat 150 
Ventricular flutter wave 472 
Fusion of ventricular and normal beat 802 
Non-conducted P-wave  
( Blocked APC) 
193 
Nodal (Junctional) escape beat 229 
Fusion of paced and normal beat 986 
Ventricular escape beat 106 
Nodal (Junctional) escape beat 83 
Atrial escape beat 16 
Unclassified beat 35 
Total 109655 
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Based on the list, there are plenty of abnormal heart disease symptoms available in 
the data. It is important for this study, to define the right definition of abnormalities 
of a heart condition. By definition, irregularity words is synonym to variability. In 
statistics, there is a method to measure the variability behaviour to the large group of 
data. It is call autocorrelation method. By utilizing autocorrelation method, the 
representation of the variety level of the overall data can be represented 
quantitatively and precisely. 
 As stated in chapter 4, it is hypothesized that the amounts of variability in 
Normal Sinus are much lower compared to Arrhythmia. Although Normal Sinus data 
may include some noise due to the unexpected patient behaviour or miss conducted 
procedure during ECG recording, those events are small compared to the nature of 
Arrhythmia symptom itself. This statement is supported by the fact that all 
arrhythmia symptoms are grounded by one common behaviour which is the 
irregularity behaviour in time series domain. In addition to that, irregularity is 
different from one symptom to another in Arrhythmia symptom. Since this study is 
grounded by empirical study and the assumption is founded by the variability of 
arrhythmia symptom are huge compared to Normal Sinus symptom, this hypothesis 
requires testing. It is important to have the preliminary test to ensure that the overall 
long hour performance’ prediction feasible. 
 At the preliminary stage of the experiment, a very short duration of ECG data 
is selected randomly and tested with the autocorrelation function. The data consist of 
two different phenomena and are divided into two small segments for 
autocorrelation. The two phenomena are the strong fluctuation segment and the other 
one is the normal ECG symptom that behaves in time series domain as shown in 
Figure 6.1. The results of the two segments can be seen in Figure 6.2 and Figure 6.3 
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Figure 6.1: Two phenomena in ECG data with different behaviour 
 
 
Figure 6.2: First phenomena after autocorrelation 
91 
 
 
 
Figure 6.3: Second phenomena after autocorrelation 
 
The main objective of this study is to characterize the abnormalities of a heart 
condition regardless of the origin of the symptom by using autocorrelation method 
and then utilize this characterize to classify the symptom by using classifier method. 
The result shows that the difference level of tendency in two different segments can 
be seen and identified clearly. The periodic slope for the first phenomena shows very 
high autocorrelation score compared to the second phenomena. Based on the study 
cases here, it is expected that the anomalies of symptom can be done even for long 
hour data. It is shows that the signal with strong uncertainty has the strong tendency 
to produce high autocorrelation score in time series domain. As a result, the evidence 
provided by the real experiment conducted with long hour data has shown that the 
hypothesis is true.  
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The result shows that the accuracy of detection of abnormalities can be 
achieve at a very high level which is 95%. Therefore, the significance of using 
autocorrelation result to characterize the anomalies symptom of the heart is well 
justified and supported. It is critical to emphasize that the medical data analysis is 
based on hypothesis generating and not hypothesis testing as conventional in 
classical statistical analysis as the utilization of the biomedical data is mainly to find 
the correlations of each data and not the causal evidence of it.  
Moreover, the significance of using autocorrelation method to characterize 
anomalies symptom in ECG data is contributed by the point where biomedical data 
are commonly with high dimensionality characteristic. The effectiveness to extract 
the right information and not having multiple types of testing to discriminate the 
anomalies is a difficult task. However, this study has shown that the proposed 
method in anomalies detection in long duration of data is possible. 
 In addition to that, an additional experiment on 66 patient data from 
arrhythmia and Normal Sinus symptom has been conducted. This experiment has 
been tested with autocorrelation function mainly to study and identify the behaviour 
of autocorrelation result of both symptoms in different duration. In this experiment, 1 
minutes,1 hour and 12 hours duration of data are used.  In conclusion, a new insight 
has been identified and concluded from this experiment. The finding is summarize in 
Table 6.4. 
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Table 6.2: Summarization of finding 
Time vs. Symptoms Symptom 
 The mechanism/procedure to 
identify the abnormalities in 
autocorrelation is relying on the 
sample size of the data. 
 The larger the sample size, the 
stronger characteristic of 
variability appear to arrhythmia 
data compared to Normal Sinus as 
shown in Figure 4.7 and Figure 
4.8. 
 This study shows that most 
arrhythmia data consist of high 
autocorrelation score compared 
to Normal Sinus. 
 Due to the nature of the 
Arrhythmia symptoms that weak 
appearance in time series, 
therefore, few arrhythmia data 
fall into low autocorrelation 
score and share same score with 
Normal Sinus data. 
 
 
 
6.2.2 The significant point focus at P, Q, R, S, T peak millivolt value  
 
In the second study, the focus is on designing a mechanism which has the capability 
to detect heart disease abnormalities as early as the Paroxysmal stage of Atrial 
Fibrillation. The key indicator point to measure the success of the proposed 
mechanism is based on how accurate the proposed mechanism can distinguish an 
early stage of Atrial Fibrillation from Normal Sinus symptom. As mentioned in 
chapter 5, the Normal Sinus symptom and Paroxysmal stage of Atrial fibrillation 
look similar in behaviour but different in various ways. Therefore, it is very crucial 
to define suitable attribute or parameter to distinguish the two symptoms accurately. 
In this study, 5 parameters are introduced which are the P,Q, R, S, and T peak 
millivolt value. They represent the characteristics of the two symptoms based on 
periodic cyclic signal in the ECG data. For this study, 12 hours duration data is used 
to measure the sensitivity of the proposed method to detect abnormalities of a heart 
condition based on atrial fibrillation symptom.  
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 Theoretically, the ECG procedure is about recording the electrical activities 
of the heart on the chest. It will reflect the heart behaviour precisely based on the 
electrical flow of the heart. If abnormality is present, the electrical signal may show 
some disturbance like fluctuation or irregularity rhythm in the ECG data. This kind 
of event may occur at very specific segments in the ECG data in various ways. 
Selecting the right segment at the very specific event in the ECG data can help give 
new insight on the condition and the symptom. However, raw ECG data is a mix 
between heart cycle and noise. Therefore, specifying the right parameter to represent 
the disease symptom may trigger a lot of issues and discussions such as how relevant 
this parameter will signify the relationship between the parameter and the disease 
symptom itself.  The complexity in defining such relationship in computational 
approach is addressed by many researchers [110].  
By utilizing correlation coefficient method for instance to describe the 
relationship of one or more parameter with specific disease has been debating by 
many researchers around the world [1]. It is very important to emphasize here that 
the correlation can only represent the associations of the data with the other data and 
not the causal relationships. Therefore, the result represented by the computational 
approach can only be the supporting evidence in diagnosing the symptom. 
Consequently, it is a vital criterion to propose such parameters grounded by any 
relevant theory in biology to support computational evidence. Lack of support in 
biological perspective can decrease the value of the evidence provided by the 
computational approach. Hence, by only autonomous conventional method to 
diagnose the heart conditions at hospitals do not provide a new insight to tackle the 
big issue. For that, the necessity to look from different perspectives in the ECG data 
must be considered. 
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 In this study, one of the main concerns is the proposal of the right parameter 
to detect an early stage of heart condition abnormalities by using the ECG data. The 
Paroxysmal stage of Atrial Fibrillation and Atrial Fibrillation symptom is chosen as a 
study case to test and signify the findings in detail.  In this study, 5 parameters are 
introduced to present the symptom. P, Q, R, S and T peak millivolt value is used. The 
peak value of each data is extracted carefully from each heart cycle and further 
investigation is done after that. There are two main reasons to use this specific point 
in heart cycle to detect Atrial Fibrillation and abnormalities of heart condition. First, 
the empirical study is conducted mainly to find a new possible way to characterize 
the abnormalities of heart symptom by using raw ECG data. The simplification in 
representing the abnormalities in numerical ways is one of the main concerns for this 
study. It is expected that the irregularity of 5 peaks will be varied from one to another 
for the heart disease data compared to the Normal Sinus data.   
Since the ECG data consist of series of numerical value in time series 
domain, it is important to utilize this data originally and study the tendency of the 
symptoms at very specific event. It is expected that the noise included in the ECG 
data may not overshadow the real symptom. By understanding the heart symptom 
based on numerical value at very specific segment may help to justify the possibility 
of this study to go beyond hypothesis. Without relying on any filtering method 
towards the ECG data, this study is trying to see how significant the proposed five 
parameters is in distinguishing the abnormalities of a heart condition data from a 
healthy patient data. Therefore, the preliminary study is conducted and Artificial 
Neural Network is used to classify the disease and to confirm the preliminary 
hypothesis. This preliminary experiment is conducted mainly to test if the 5 peaks 
can be used as a reference to represent the two symptoms. 
96 
 
 
 In the preliminary stage of the experiment, 6 patient data is selected randomly 
from Normal Sinus database and Atrial Fibrillation database. Three patients data 
consisting of Normal Sinus symptom and another 3 patients data consisting of Atrial 
Fibrillation symptom are used. The duration of the data is 1 minutes. All the peak 
millivolt value is collected manually. By utilizing activation function in neural 
network, the possibility of classifying the two symptoms is shown in Figure 6.7. It 
has been decided in this procedure that the categorization for atrial fibrillation 
symptom must fall in value 1 and the categorization for Normal Sinus symptom 
should fall in value 0.  
 
Figure 6.4: Result of detecting Atrial Fibrillation and Normal Sinus rhythm using 
ANN 
 
 Collecting the ECG peak value manually consumes a lot of time. 
Accordingly, it is important to design a very sensitive feature extraction mechanism 
to automatically detect normal heart cycle in the ECG data.  
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 Hence, this study is proposing the Door-to-Door algorithm to serve that 
purpose. Presently, there is no existing works focusing on studying the tendency of 
millivolt value in ECG data and distinguish abnormalities of heart condition from 
healthy heart condition using artificial neural network. Based on the preliminary 
result with the short duration ECG data, the evidence provides some possibilities to 
distinguish the two symptoms. 
However, it only responds to small numbers of sample. The result may not 
represent perfectly the overall picture of the study if it is tested to a large sample 
dataset. Therefore, in chapter 5, the study is trying to prove the possibility of dealing 
with a large dataset. Based on the result of long hour data, the evidence signify the 
finding constructively. Therefore, the first reason is justified clearly here. 
 The second justification in the usage of the P,Q,R,S and T peak value is 
inspired by a few related works which provide strong evidence in justifying the atrial 
fibrillation  symptom  detection based on the P-wave characteristic [111-112]. The 
increasing detection rate performance at detecting the atrial fibrillation is proven 
when they are focusing on the P wave segment [111-112]. Since this study is trying 
to detect as early stage as Paroxysmal stage of atrial fibrillation and arrhythmia 
symptom, this information is a crucial reference to decide which parameter is 
suitable for the proposed method. Moreover, the atrial fibrillation and the atrial 
flutter are symptoms under the Arrhythmia category.  
The Atrial Fibrillation symptom and atrial flutter symptom normally consist of 
many types of P wave behaviour. It is expected that the P peak value may vary 
strongly from one to another based on these symptoms. Thus, by selecting the P peak 
value in each heart cycle, a new insight on the normal heart condition and 
abnormalities of heart symptom based on distribution of P peak value can be made.  
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 However, the significance of using the other peak value in the ECG segment 
is because of the abnormality of a heart condition based on arrhythmia symptom is 
covered from the atrial segment to the ventricular segment in the heart. This segment 
is reflected by the other peak behaviour like Q, R, S and T peak value.  
As a result, the utilization of those peaks may help detect the abnormalities of 
the heart condition in general and are highly sensitive in the detection level to detect 
atrial fibrillation regardless of the stage of the symptom. The use of artificial neural 
network may help distinguish those characteristics precisely as shown in chapter 5. 
 
6.3 Clarification of using activation function to discriminate Paroxysmal stage 
of Atrial Fibrillation and Normal Sinus symptom 
 
In the second study of this thesis, the detection of Paroxysmal stage of atrial 
fibrillation is relying on the activation function with the neural network. This method 
is used to describe the tendency between Normal Sinus and Paroxysmal stage of 
atrial fibrillation in the micro perspective. Since the similarity of behaviour between 
the two symptoms is huge and the Paroxysmal stage of the atrial fibrillation rarely 
appear in time series, the possibilities to detect this small tendency is difficult.  
 The small group of data may fall into categories of outliers’ data if the 
situation is not handled properly. Therefore, the quantification method is proposed to 
describe the tendency precisely and classify the two symptoms accurately as 
described in detail in chapter 5. Utilizing the activation functions with neural 
network may help in the visualization of the output of the neural network and 
provide a good insight on the data. Moreover, it may help give the best way to 
predict the probability of the output. Since the probability of the disease can only be 
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between range 0 and 1, even a small difference in the disease symptom can be 
described by the activation function quantitatively. Moreover, with the capability of 
nonlinear function, it may help to learn complex functional mapping from the data 
and deliver the right outcome accurately. Therefore, based on the proposed method, 
the significance of this proposed method has been described and explained here.  
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CHAPTER 7 
 
7 CONCLUSION AND FUTURE WORK 
 
7.1 Introduction 
 
This chapter concludes the dissertation and figure out open research direction for 
possible future works. 
 
7.2 Conclusion 
 
This dissertation proposed an efficient, quickly and highly sensitive computational 
intelligence to accurately detect abnormalities of a heart condition based on 
Arrhythmia symptom. The proposed mechanism consists of two primary 
components, namely the efficient Arrhythmia detection using autocorrelation and 
statistical approach, and the hybrid mechanism to detect Paroxysmal stage of Atrial 
fibrillation using adaptive threshold-based algorithm with Artificial Neural network. 
 In the first proposed mechanism, a feasibility study on the effectiveness of 
using autocorrelation function and KNN to detect heart condition abnormalities 
regardless of the origin of the symptom based on Arrhythmia symptom is presented. 
A variability analysis based on periodic cycle in autocorrelation result is done. It is 
based on two parameters at first periodic slope of autocorrelation result. In order to 
discriminate the two symptoms, KNN classifier is used. The effectiveness of the 
proposed method is evaluated based on 3 performance evaluations metric which are 
accuracy, sensitivity and specificity. From the result, the overall accuracy is 95.5% 
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with the sensitivity level of detecting Arrhythmia at 97.5% and the specificity of 
detecting Normal Sinus at 88.8%.   
 Then, the effectiveness of this study is compared with other studies. The 
comparative studies have shown that the proposed mechanisms are robust, flexible 
and less complex in detecting abnormality symptoms like Arrhythmia. In this study, 
17 different types of supervised machine learning classifiers are used to compare 
with the proposed classifier. It is proven that fine KNN has outperforms other 
classifiers for a 12 hours duration segment. 14 types of symptoms are covered in this 
study and there is no dependency towards any specific characteristic and feature 
segment in the ECG data to identify each Arrhythmia symptom. With a very minimal 
number of attribute used to characterize the abnormalities of heart condition based on 
arrhythmia symptom, it is justified of the robustness of the proposed method in 
discriminating heart condition abnormalities. 
 In addition to that, the first research question is completely answered in this 
study. The key important point to highlight here is that a small number of attribute 
can provide high detection accuracy if the attribute can represent the overall 
characteristic of the symptom and it should be proven in time. It is confirmed based 
on this study that the time length of data is consider the biggest influential factor 
towards the overall classification performance. Therefore, the longer the time 
duration of ECG data is used, the higher accuracy the classifier can be achieved.  
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 Although the effectiveness of using minimal number of attributes to detect 
arrhythmia symptom is shown here, it requires a lengthy period to complete the 
process. Therefore, a mechanism that can serve the overall objective of this study to 
design an effective, quick and highly sensitive computational intelligence approach 
to detect abnormalities of heart condition as early stage as Paroxysmal stage of atrial 
fibrillation is proposed. 
 In the second proposed mechanism, an empirical study is done to show the 
effectiveness of using a new algorithm called “Door-to-Door” algorithm and ANN to 
detect abnormalities of a heart condition as early stage as Paroxysmal stage of Atrial 
Fibrillation. The motivation of this study is to deliver completely the main objective 
of this thesis that is to design a very sensitive mechanism to detect the abnormalities 
as early the symptoms can be detected. Therefore, a novel and hybrid mechanism, 
which automatically detects an early stage of Atrial fibrillation using Door-to-Door 
algorithm and ANN classifier, is proposed.   
 First, the effectiveness of the proposed mechanism is shown in this study 
based on the sensitivity of peaks detection in Normal Sinus data by Door-to-Door 
algorithm as 100% and the obvious early stage of Atrial Fibrillation data is perfectly 
discriminated from the Normal Sinus data based on the number of detected heart 
cycles. Due to the fact that the Paroxysmal stage of the atrial fibrillation and Normal 
Sinus look similar in the ECG data and rarely appear in time, the complexity to 
identify such symptom is a crucial task. By performing ANN and quantitative 
evaluation based on the error output, the overall unobvious early stages of Atrial 
Fibrillation data are discriminated from Normal Sinus data with the accuracy of 
100%.  
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The comparison result between this research and other studies show that the 
proposed mechanism outperformed in sensitivity and specificity of the discrimination 
performance. Moreover, the proposed mechanism holds strong advantages, that is to 
say, the computational cost and time are less than the other studies. Moreover, the 
second research question is address and justified with strong evidence. Based on the 
finding, in order to determine the most suitable machine learning approach to detect 
heart disease symptom, there are two criteria that must be considered so that 
classification can be made. The first is the length of the duration of data and second 
is the size of the dataset used for classification. For the small duration of time and the 
small number of data, the decision tree is considered to be the best machine learning 
approach to classify the heart disease based on this study.  
However, it is different for long hour duration of ECG data. For long hour 
duration and large number of data, the Artificial Neural Network and K-nearest 
Neighbour is considered the best machine learning approach for that kind of 
specification to detect a heart disease. Moreover, a constructive conclusion has been 
made based on computational modelling for heart disease detection. It is represented 
in Figure 7.1 until Figure 7.4. Figure 7.1, Figure 7.2 and Figure 7.3 represent the 
impact of imbalance design in computational modelling based on 3 main components. 
They are the data mining approach, the suitability of attributes to represent disease 
symptom and the number of attributes used for classification. Figure 7.1 represents 
the impact of imbalance design for computational modelling where the model only 
focuses on the suitability of attributes to represent disease symptom and right data 
mining approach. Figure 7.2 represents the impact of imbalance design for 
computational modelling where the model only focuses on the suitability of attributes 
to represent the disease symptom and the right number of attributes. Figure 7.3 
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represents the imbalance computational modelling where the model only focuses on 
the right number of attributes and the right data mining approach. There is always a 
trade-off in achieving a balanced computational modelling while having quick, 
accurate and efficient mechanism to detect heart disease symptom. However, this 
study shows that an ideal model can be achieved as described in detail in chapter 4 
and chapter 5. The ideal models are shown in Figure 7.4. 
 
Figure 7.1: Complexity cost in computational modelling for heart disease detection 
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Figure 7.2: Accuracy issue in computational modelling for heart disease 
detection 
 
Figure 7.3: Significant issue in computational modelling for heart disease detection 
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Figure 7.4: Ideal computational modelling for heart disease detection 
Although noise filtering process in signal data is considered an important 
process in the signal processing analysis and without having such kind of procedure 
may strongly affect the accuracy of heart disease detection, this study has proven 
otherwise. It is proven that without having such kind of procedure, by relying on an 
effective computational model to detect abnormalities of heart condition and robust 
machine learning approach, such issue can be dealt with constructively. These 
empirical studies have signified the finding based on the proposed framework, 
proposed computational model and technique that detecting abnormalities of heart 
condition with high accuracy is possible.   
It is important to highlight that the result produced by the proposed method in 
this study should be interpreted and considered as an association relationship to 
determine the condition of the heart and not the causal relationship of it. Therefore, 
these studies are trying to provide a new insight and possibility in analysing the heart 
disease based on the proposed computational model to detect any abnormalities  
regardless of  the origin of the symptom and at any stage of the symptom.  
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As a summary, the overall performance and comparison of some related 
works are shown in Table 7.1. 
Table 7.1: Comparative study of computational heart disease detection 
Author Technique No. of Attributes Accuracy (%) 
Resul et al. [47],2009 Neural Network 13 89.01 
 
Anbarasi et al.[48],2010 
Genetic with Decision Tree  
 
6 
99.2 
Genetic with Naïve Bayes 96.5 
Genetic with Classification 
via Clustering 
88.3 
 
Rajkumar et al.[49],2009 
Naïve Bayes  
17 
52.33 
Decision Tree 52 
KNN 45.67 
 
Kumari et al.[50],2011 
Decision Tree  
14 
 
79.05 
Artificial Neural Network 80.06 
Support Vector 84.12 
RIPPER 81.08 
Sundar,et al.[51],2018 WAC 15 84 
Naïve Bayes 78 
Chaitrali et al. [52],2012 Artificial Neural Network 13 99.25 
15 99.9 
 
John, et. al [53],2012 
Naïve Bayes  
14 
85.18 
Multilayer 78.88 
J48 85.18 
KNN 85.55 
Shouman et al. [54],2012 K-Nearest Neighbour 13 97.4 
 
Nidhi et al. [55],2012 
Naïve Bayes 15 90.74 
13 94.44 
6 96.5 
Decision Trees 15 99.62 
13 96.66 
6 99.2 
Neural Network 15 96.5 
13 99.2 
6 88.3 
 
Pethalakshmi et al. [56],2012 
Fuzzy Decision Tree  
13 
90.06 
Fuzzy Naïve Bayes 89.62 
Fuzzy Neural Network 91.09 
Fuzzy K-means 99.49 
 
Abhishek et al.[57],2013 
J48  
15 
95.56 
J48 94.85 
Naïve Bayes 92.42 
 
Chitra et al [58],2013 
Artificial Neural Network 14 85 
K-Means Clustering 88 
Fuzzy C Means Clustering 92 
 
Dessai [59],2013 
PNN  
 
14 
94.6 
Decision Tree 84.2 
Naïve Bayes 84 
BNN 84.6 
 
Patel el al.[60],2013 
Decision Tree  
14 
99.2 
Naïve Bayes 96.5 
Classification Clustering 88.3 
Vikas and Pal [61],2013 CART Classification 11 84.49 
 Naïve Bayes  96.53 
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Methaila et al. [62],2014 Decision Tree 15 99.2 
Classification via 
Clustering 
88.3 
Wisaeng [63],2014 K-Nearest Neighbor 14 93 
8 90 
Waghulde et al.[64],2014 Neural Network & Genetic 
Algorithm 
13 98 
 
Rupali et al. [65],2014 
Classification using Naïve 
Bayes 
14 78 
Classification using 
Laplace Smoothing 
86 
Venkatalakshmi et al. 
[66],2014 
Naïve Bayes 13 85.03 
Decision Tree 84.01 
 
Jarad [67],2015 
Naïve Bayes 14 85.03 
Decision Tree 52 
KNN 45.67 
D`Souza [68],2015 ANN 14 79.38 
K-Mean Clustering 63.299 
Baiju and Janet [69],2015 Naïve Bayesian 
classification Technique 
13 81 
 
Adbar et al. [70],2015 
C 5.0  
14 
93.02 
NN 89.4 
SVM 86.05 
KNN 80.23 
Kaur and Kaut [71],2015 SVM Classifier with 
Genetic Algorithm 
12 95 
Swati et al. [72],2015 Naïve Bayes 13 84 
KNN 76 
Patel et al. [73],2016 J48 13 56.76 
Rajalakshmi et al.[74],2016 K-Means clustering 14 93.89 
WAC 92.84 
Suganya et al. [75],2016 CART Classifier 14 83 
Karthikeyan et al. [76],2017 Deep Belief Network 16 90 
Wadhawan [77],2017 K-Means Using Apriori 
Algorithm 
7 74 
1st Proposed method  Autocorrelation function 
and KNN 
2 95.5 
2nd Proposed method  ANN 5 100 
  
 As concretely presented in this dissertation, the proposed mechanism not only 
accurately detects the abnormalities of a heart condition based on Arrhythmia 
symptom but also reduces the complexity in identifying the symptom with small and 
simple parameter. The performance of this works is confirmed by using real patient 
data and the quality of the evidence is supported by theoretical approach in biology 
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for heart disease diagnosis and computational approach itself. The difficulty in 
identification of the very complex symptom like Paroxysmal stage of Atrial 
fibrillation is dealt with via activation functions in the neural network. The 
visualization of the prediction output has simplified the procedure in classifying the 
disease computationally and statistically. Therefore, it is concluded that this research 
may lead to one of the best technologies in diagnosing abnormalities of heart 
condition as early stage as Paroxysmal stage of Atrial fibrillation. 
 
7.3 Future work 
 
This section presents an open research direction for the future works. Several of them 
are the extension issues concretely discussed in this dissertation. 
 
7.3.1 The suitable Data transformation, discretization and reduction method 
for the prediction 
 
In the first proposed method model, the process of converting raw ECG data into a 
series of correlation coefficient score with autocorrelation method requires long hour 
period. In this study, each 12 hours of ECG data needs more than 5 hours long to 
complete the autocorrelation process. Although this work is trying to investigate the 
variability level of the larger group of ECG data and then classify the two different 
symptoms, the first process before classification takes too long. It is less effective in 
time for real application.  Therefore, the necessity to find the right method to 
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transform such data faster may help in providing a new perspective in analyzing 
ECG data constructively. 
 
7.3.2 Interpretability in prediction result  
 
In many related works in this domain, there are huge difficulties in understanding 
such machine learning outcome. It is suggested that it would be better if the level of 
understanding and insight provided by the model can be simpler to understand and 
interpret. The improvement in visualizing the outcome to serve different purposes in 
this study may help simplify the process in identifying or detecting complex disease 
more accurately and precisely using computational approach. Even though this study 
is trying to represent the result in the simplest way by using sigmoid function, this 
method should be tested unto various kinds of disease. This process is very important 
to measure how reliable the proposed method is on order to handle more complex 
behaviour in the heart disease. The extension of this study is one of the top priorities 
for the future work. 
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7.3.3 Prediction accuracy is low with reduced number of attribute  
 
Based on the first work of this dissertation, it is proven that the capability to utilize 
such a small number of attributes to reach very high accuracy in heart disease 
detection is possible. However, there is a trade-off of between having a certain 
amount number of attributes and complexities in the classification process. 
Therefore, a deep study on this issue is needed to find the most optimal point in 
reducing the complexities in the procedure while providing effective disease 
detection method through computational approach. 
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