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INTRODUCTION 
The purpose of this study is to present an elementary exposi­
tion of the concept of topological index for complex functions and of 
its applications to several branches of the theory of complex functions0 
There is also a short illustration of an application of the topologi­
cal index to second-order autonomous systems of differential equations. 
The fundamental concepts needed in the study are presented in 
the first chapter^ where the topological index of a continuous complex 
function is defined. The basic properties of the index which follow 
from its definition are also presented in this chaptere Most of the 
material of this part is a detailed exposition of the topological in­
dex as presented by G0 T a Whyburn [l], The index is defined in terms 
of exponential representations^ thus avoiding the use of contour in­
tegration o The concept of exponential representation is closely re­
lated to that of change of argument, A development of the topological 
index by means of the concept of change of argument can be found in 
a book by T„ Rado [2], Of these three methods of defining the topolo­
gical indeXc, the one using the concept of exponential representations 
seems to be the simplest. The first chapter ends with the proof that 
the definition of the topological index of an analytic function agrees 
with the classical definition^ which depends upon the concept of con­
tour integral. The classical definition is indeed the one which is 
found in most books on complex function theory. The textbook on 
complex analysis by L„ V 0 Ahlfors [93l contains a detailed develop-
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ment of the topological index of an analytic function with the use of 
the concept of contour integration0 
The second chapter consists of the derivations of certain 
theorems in classical complex function theory which follow from the 
properties of the topological index. Most of these theorems deal 
with the properties of the zeros of analytic functions„ A generalized 
version of Bouchers theorem is presented (theorem A-l). A proof is 
presented of the fact that an analytic function maps open sets of the 
complex plane onto open sets of the complex plane0 From this result 
follow several classical theoremss the fundamental theorem of alge­
bra and the maximum modulus principle. These as well as other appli­
cations of this type can be found in [l] 0 
The third chapter deals with the concept of topological sta­
bility. The definition of the concept of topological stability and 
an example which illustrates this definition are presented. Certain 
general results concerning topological stability are proved and the 
concept of topological equivalence of continuous functions is pre­
sented. This chapter ends with several applications of the topologi~ 
cal index to the case of a continuous complex function. 
The fourth and last chapter deals with second-order autonomous 
systems of differential equations. The main theorem states a necessary 
and sufficient condition,, in terms of the topological index3 that a 
simple singular point of a second-order autonomous system of differen­
tial equations be a saddle point. The proof of this theorem makes 
use of several theorems about autonomous systems of differential equa-=-
tions which can be found in a book by W. Hurewiez lh] . 
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An alternative method of defining the index is by means of homo­
logy and cohomology degree*, This method is not as elementary as the 
one presented. here0 Howevers it has the advantage that it can be used 
in more general situations0 Such a development of the topological 
'index is given in [2]0 
k 
CHAPTER I 
THE TOPOLOGICAL INDEX 
Let Z denote the complex plane„ This chapter will be con­
cerned with functions from certain metric spaces to Z 
A 0 Admissible exponential representations„ Throughout this 
section let X denote a connected metric space0 This section is con­
cerned with a continuous function f from X to Z such that 
f(X) f Z 0 
Definition A-l 0 Let -p e Z-f(x)0 Then e U' X' is said to be 
an admissible exponential representation of f (x)-p on X if and 
only if u is a continuous function from X to Z such that 
-= f (x)-p for x e X 0 
The function u is said to be a continuous branch of the logarithm of 
f(x)-p on X . 
Theorem A-l, Let p e Z-f (X). Suppose that there exists a 
ray pq with origin at p and contained in Z-f (X)0 The following three 
statements are trues 
(i) f(x)-p has an admissible exponential representation on X 5 
(ii) for any continuous branch u of the logarithm of 
5 
f (x)-p on X 5 and for any a 5b in X it is true that 
|lm(u(a) )~Im(u(b)) | < 2TI 5 and 
(iii) u(a) may be preassigned any value of log(f (a)-p)0 
Proof o Let a be any point of X
 0 This point will remain 
fixed throughout this argument0 Set u(a)^log|f (a)-p| + iv 9 where 
v is one of the arguments of f(a)=p„ 
Let the function u be defined by 
u(x] = log|f(x)-p| + i(v + v ) for xeX5 
where v x is the signed angle from the ray pf (a) to the ray pf (x) 
described in such a way that the sector f(a)pf(x) does not intersect 
the ray pqa It is easily seen that u is continuous on X.o This 
proves (i) and (iii)0 To prove (ii)s suppose that u is a continuous 
branch of the logarithm of f (x)-p on X» Since the ray with origin 
at p and direction pq does not intersect f(X) 5 it must be true 
that Im(u(x)) f arg (q-p) for any argument of q-p and for xeX
 0 
Let v be one value of arg(q-p)„ Then Im(u(x) ^  v + 2nn for 
o o 
any integer n„ Since u is continuous on X 5 Im(u) is also con­
tinuous on X „ The fact that X is connected implies therefore that 
(lm(u))(x) is contained in an open interval of length 2n5 which 
proves (ii)0 
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Theorem A-2 a If X is a real interval [a,b], a rays a line5 
or a plane> and if p e Z-f (X), then f(x)-p has an admissible ex­
ponential representation on X
 0 Moreover,, u is uniquely de­
termined up to an additive constant0 
Proof. First suppose that X = [a 5b] 5 a real3 closed interval,, 
Choose a partition j \ of [a,b] such that f ([x^x^] ) 
lies inside a circle not enclosing p 9 for i = 0 91, 0«.o,n-l 0 This 
can obviously be done^ since f([a,b]) is a compact set and 
peZ-f([a,b]). 
By Theorem A-l^ f(x)-p has an admissible exponential repre­
sentation eUi(x) on [x^x^+^] ^ o r e a c n i = »^ l500oc,n-l0. Again 
by theorem A-l, it is possible to set u^(x^) = uj+]_(xj_) - C o r e a c n 
i 1 g o o o £ n—1 a 
Define a function u on [a.b] as follows s 
u(x) =u.(x) if xe[x. -9x„] for some i=l„0oc,n, 
1 1-15 1 s> ) 
Each one of the functions u^ is continuous„ From this5 and from the 
definition of the function u
 9 it is seen that u is continuous on 
[a5b]o It is clear that 
eu(x) = f (xj_p f o r x e[ a^ b] 
Secondly notice that the same procedure can be applied to the 
case in which X is a ray or a line8 
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It must be shown that u is unique up to an additive constant. 
Suppose that e W ^ is another admissible exponential representation 
of f (x)-p on X, then e u ( x ^ = e w ( x ) for xeX» Thus 
eu(x)-w(x) _ 1 X e % o Since X is connected and u°w is continuous^ 
it follows that 
u(x) - w(x) = 2nki for xeX5 
where k is a fixed integer. The theorem is proved for the case in 
which X is a real interval [a,b]3 a rays or a line» 
Now let X be a plane. The plane X will be considered as 
the complex plane with cartesian coordinates (s^t) so that 
x=s + ti if xeX„ Consider the real axis t = 0. It was shown that 
f(x)-p has an admissible exponential representation on this line3 
giving a continuous branch u Q of log(f(x)-p)0 There exists9 for 
each s
 9 a continuous branch u of log(f(x)-p) on the line oJ s 
o 
s=s o It has been seen that u can be chosen so that 
o s 
o 
u (s .0) = u (s
 9 0 ) o If x = (s3t) e Xs define u(x) = u (s9t). It S O^  O 0 9 s 9 
o 
follows that 
eu(x) = f ( x ) _ p f o p x e x 0 
It is necessary to show that u is continuous on X„ To do this3 
the following lemma will be used0 
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Let R be the rectangle [s 1 5s 2] x [t t^gL Suppose that 
(i) |arg(f (x^W-argff (x2)-p)| < n for all x 1 e R ?x 2 e R3 
and 
(ii) u is continuous on the base of R5 that is, on the set 
[s^Sg] x |t^ j = B 0 The function u is then continuous on R „ 
I¥oof of the lemmao By (i)9 there exists a ray from p which 
does not intersect f(R) 0 Then^ by theorem A-l5 there exists a con­
tinuous complex function v on R such that 
@v(x) = f ( x)^ p f Q r X e R o 
Again by theorem A-l5 it is possible to choose v so that 
v(s l 5t 1) = u(s 1 < 9t 1) 0 
Suppose that s^ < s < s^Q Let q - s-s^ + Define a function 
w as follows s 
w(x) = v(x) - u(x) for x e R 0 
Now define a complex function g on the interval [05q] by 
g(r) = w(s1 + r s t j for retO^s-s,], and 
9 
gCr) = w(s9t^ +r°s+s^) for re(s-s^9q]0 
It is clear that w is continuous on since u and v are con­
tinuous on B 0 The function u is continuous on the vertical line 
through (s.t_) and (s 9t 0) f l where u agrees with u 0 Since v is 
j_ c S 
continuous on Rp v is continuous on the vertical line segment 
joining (s£,t^) and (s9tg)o It follows that g is continuous on 
[09q] o 
Since e v^ s^ =
 e
U
^
x
^ - f (x)-p for xeR^ , it is true that 
eu(x) - v(x) _ ^  f o r XeR„ Hence e g ^ is identically equal to 
1 on [O^ qlo Then it must be true that g(r) = 2nki for xe[09q] 
for some fixed integer k9 because [o9q] is connected and g is 
continuous on [o^ qlo 
From the way in which g is defined it is seen that 
g(0) = wisp t^) = v(spt^) - uCs^t^) = 0
 s 
and therefore 
g(r) = 0 for r e [o aq] 0 
Since s is an arbitrary number in [s 1 s s«] 9 it follows that 
w(x) = 0 for xeR0 
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This means that 
11 (x) = v(x) for xeRc 
The fact that y is continuous on R implies that u is continuous 
on R o The proof of the lemma is therefore complete
 0
Let Q be any rectangle with a base on the s-axiso The set Q 
is therefore compact„ Since f is continuous on Q,, f must be uniformly 
continuous on Q, It is therefore possible to partition Q by means 
of vertical and horizontal lines into a finite number of subrectangles 
so that condition (i) of the lemma holds in each of these subrectangles0 
Suppose that xeQ9 then z can be joined to the base of Q 
which is on the s~axis by means of a chain Q p
 0 * <,, of subrectangles 
of Q such that 
(a) and Q^ _-j_ have a base in common for i=25 „ 8 s n ? 
(b) Ze^j and 
(c)' has a base on the s~axis0 
Applying the lemma repeatedly to Q p o o o ^ Q ^ it follows that u is 
continuous on Q „ and hence continuous at z „ This shows that u 
is continuous on Q „ Since Q is an arbitrary rectangle having a 
base on the s=axiss it follows that u is continuous on the whole 
plane9 that is^ on X 0 The uniqueness of u up to an additive con­
stant follows as before^ since X is connected., Theorem A-2 is 
therefore completely proved0 
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Theorem A-3<, If X is a space homeomorphic to any of the 
spaces described in the hypothesis of theorem A-25 then the conclusions 
of theorem A-2 hold for X 0 
Proof o Let Y be any of the spaces described in the hypothesis 
of theorem A-25 and let h be a homeomorphism from Y on to X, „ 
Define v to be the composite function fh0 Since h is continuous 
on Y and f is continuous on X 9 it follows that v is continuous 
on Y
 0 
By hypothesis^ v(x)-p has an admissible exponential representa­
tion e U ^ on Y
 0 Thus 
> u ( x> =
 v ( x ) - p for xeY( 
(Notice that the equality v(x)-p = 0 is impossible if xeY0) This 
means that 
•=1 
3 U h (z) = f (z)-p for z£X< 
since h is one-to-one and onto0 It is known that u is continuous 
i _? _ L j" -y mi __i_—1 
1 
on Y, and that h is continuous on % a Thus uh is con 
"111*1 
tinuous on X u This implies that e is an admissible exponen-
—1 
tial representation of f (x)-p on X c The uniqueness of uh° up to 
an additive constant follows immediately from the fact that X is 
connected (for X is homeomorphic to a connected space). q oe od 0 
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B 9 .^d^jg£^an_^t€rva3^r a simple,arc. Consider now a 
continuous function f from a simple arc ab to Z 0 Let p denote 
a point of Z-f(ab). 
Definition B-l0 Let be an admissible exponential repre­
sentation of f(x)~p on ab„ ( i t has been shown that there exists at 
least one such representation0) According to theorem A-3 and A-25 the 
difference u(b)~u(a) is independent of the particular continuous 
branch u of the logarithm of f (x)-p on ab which is used to com­
pute i t o Define 
n a b(f 5p) = u(b)-u(a). 
The value
 e n^Cf^p) is said to be the index of ab with respect 
to the point p under the function f „ 
Theorem B~l„ The following three statements hold. 
(i) n^tf c,p) = nab(f=-p90)5 where the function f~p is de­
fined by 
(f=p)(x) = f (x)-p for xeabe -
Cii) If f (x)-p = ^(x)
 0 f 2(x) for xeab5 where ^ and 
fg are continuous functions from ab to Zs then 
n
. b ( f ' p ) = n a b ( f l ^ 0 ) - + nab ( f2' 0 )' 
(iii) Define h(z) = cz + d for zeZ5 where c and d are complex 
constants such that c ^ 0° then 
nab(hf,h(p)) = n a b(f,p). 
Proofo Let a function g be defined as followss 
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g(x) = f (x)~p for xeab„ 
It is clear that O^g(ab) and that g is continuous on ab, If 
gu(x) ^ g ^ admissible exponential representation of f(x)=p on 
ab„ then 
= f (x)-p = g(x) = g(x)-0 for xeab, 
It then follows that 
It is not difficult to establish (ii)9 for it has been shown 
that there exist admissible exponential representations 
e u ( x ) = f(x)-p, e u l ( x ) = f d ) , and e u 2 ( x ) = t^) 
for xeabo It follows that 
e u l ( x ) + u 2 ( x ) = £±U) . f2(x) = f(x)-p = e u ( x ) for xeab, 
This implies that u and u^ + u g differ at most by an additive 
constant9 and therefore 
(u. (b) +u 0(b)} - (u_(a) +u.(a)} = u(b)=u(a), 1 ^ 1 2 
lU 
which means that 
n a b ( f l ' 0 ) + n a b ( V 0 ) = n a b ( f ' P ) -
To prove (iii)5 observe that hf (x) -,,h(p) is impossible 
for xeab5 since h is one-to-one. Define a function k as followss 
k(x) = c for xeab
 e 
Thus5 by (i)5 it is seen that 
n a b ( h f ' h ( p ) ) = n a b ( k ° { f ^ ^ 0 ) S 
where f-p is defined as in (i)G It follows from (ii) that 
nab(hf,h(p)) = n a b(k aO) +.nab(f-p,0)„ 
It is easily seen from the definition of k that n ^ ^ O ) = 0» Then 
n
 b(hfflh(p)) = n a b(f=p 50) e 
This means9 by (i)5 that 
nab(hf,h(p)) =-nab(£,p).. . 
Statements (i)9 (ii)5 and (iii) have therefore been established,, 
The proof of theorem B-l is complete0 
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Theorem B-2a Suppose that f (a) = f (b), then the following 
three statements hold0 
^ 5ni n a b ^ p ^ i s 9X1 i n" b eS e r° I - t i s5 i f considered as a 
function of p on Z-f (ab) for a fixed f 5 continuous on Z-f (ab). 
(ii) If p and q are points of the same component of the 
set A-f(ab)
 s then 
nab ( f>P } = n a b ( f ^ } « 
(iii) If p is in the unbounded component of Z-f (ab ) 5 then 
n a b ( f * p } = 0 • 
Proof0 Let qgZ-f(ab), with q f p c Define a function g as 
follows % 
g(x) = fT^r%- for xeaba 
(Note that g(x) = 0 is impossible for xeabc) Clearly5 
g(x) o f (x) -pog(x) = p<=q for xeab„ It follows that 
(g(x) + l) • f (x)-p • (g(x)+l) = f (x)-q for xeab, 
and therefore 
(f(x)-p) « (g(x) + l) = f(x)-q for xeab 0 
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This shows in particular that g(x) = - 1 is impossible for 
xeabo By (i) and (ii) of theorem B-l5 it is seen that 
nab(f,p) + nab(g,-l) = n a b(f,q). (i) 
Let r be defined by 
r = dist (p?f(ab)) = sup ||p-f(x)| s xeabj 
It is immediately seen that r is a positive real number, since f(ab) 
is a compact subset of Z„ Suppose that q is restricted by the con­
dition 
|q~p| < r . 
It follows that g(ab)CLD where D is defined by 
D = |zs ZeZ, |z|<l| . 
The set g(ab) cannot therefore intersect the ray from (-1,0) to 0 0 
on the negative real axis. Let e v^ x^ be an admissible exponential 
representation of g(x) + 1 on ab so that 
e V ^ = g(x) + 1 for xeab 
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Since f(a) = f (b) , it follows that g(a) = g(b) . Thus 
v(a) v(b) 
e = e o 
By (ii) of theorem A-l, it is true that 
|lm(v(a))-Im(v(b))| < 2n . 
It follows that v(a) = v(b)? which implies that 
n , (g9-l) = v(b)-v(a) = 0 „ 
ab 3 
Combining this equality with equality (i), it is seen that 
n a b(f 5p) = n a b(f 5q) 
whenever q is restricted by the condition | q-p | < r «, Statement 
(i) will be proved if n^(f
 5p) can be shown to be an integral multi­
ple of 2ni„ To show that this is the case,, it is only necessary to 
use the condition f(a) = f(b), which is given in the hypothesis. 
Statement (ii) follows immediately from statement (i) and from 
the fact that every component of Z-f(ab) is a connected set. 
To prove (iii)5 observe that there exists a point q in the 
unbounded component Q of Z-f(ab) which is the origin of a ray 
lying completely in Q . It follows from'(ii) that 
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n a b ( f * p } = n a b ( f * q ) • 
The fact that n ^ (f
 9q) = 0 follows from the equality f (a) = f (b) 
and from (ii) of theorem A-ls by an argument similar to the one used 
above in verifying the equality n
 b(g 0=l) = 0 0 This completes the 
proof of theorem B-2„ 
Theorem B-30 £et h be a sense-preserving homeomorphism from 
the simple arc ab to the simple arc ed °9 then 
nab^ f* p^ = n cd^ f h C B l> p*° 
If h does not preserve sense^ then 
n a b(f s P) = -n^ffh- 1,?). 
Proof o First suppose that h is sense-preserving „ This means 
that h(a) = c (and thus h(b) = d)„ Let g be defined to be the 
-1 u(x) 
composite function fh
 y -whose domain is the arc cd„ Let e 
be an admissible exponential representation of f(x)-p on ab„ De-
-1 
fine v to be the composite function uh ° then 
v(x) _ uh"" (x) _ -1/ \ _ / \ „ , 
e = e - fn IxJ-p = glxj-p for xecd, 
(The equality g(x)»p = 0 is clearly impossible for xecd.) Since 
y is continuous on cd„ it follows that e v^ x^ is an admissible 
1 
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exponential representation of g(x)-p on cd „ Notice that 
v(d)=v(c) = uh^(d)-uh^(c) = u(b)-u(a)„ 
which means that 
=1 
since g = fh 
Secondly suppose that h does not preserve sense,, This means 
that h(a) = d (and thus h(b) = c )„ The same argument as used above 
can be applied9 obtaining 
v(d)-v(c) = uh~^ "(d J-uh^fc) = u(a)-u(b), 
which implies that 
•^l 
Theorem B4u Let w be a complex-valued function defined and 
continuous on h(ab)3 where h is a continuous function defined on 
ab0 Let peZ-w(h(ab) ) 0 Suppose further that h(a) = h(b). If 
qeh(ab)° |h(a)j
 s then there exists a closed interval cd and a 
20 
continuous function g on cd such that g(c) = g(d) = q9 g(cd) = h(ab), 
3 X 1 ( 1
 *W ^ p ^ = ncd • w g s p ^ 8
Proofo By theorems A-3 and B~3S it will suffice to prove this 
theorem for the case in which ab is a closed, real interval. Let 
qeh(ab) - f h^} ° Suppose that ceh^C |qj )
 9 so that ce(a 3b) 0 
Define d = b-a+c
 0
If e u^ x^ is an admissible exponential representation of 
wh(x)-p on ab? define 
g(x) = h(x) for xe[c 5b] $ 
g(x) = h(x-b+a) for xe(b 9d] 9 
v(x) = u(x) for xe[c 9b] 9 and 
v(x) = u(x~b+a) + u(b) - u(a) for xe(b5d] „ 
It is immediately seen that g and v are continuous on [c 9d] 9 since 
hCb) = h(a). Let xe[c0b]» then 
v(x) u(x) ,/ \ _ i \ 
e = e = whvxj-p = wglxj=p0 
Let xr(c5d]» then 
v(x) u(x°b+a)-hi(b)°u(a)_ u(x«b+a) „ , / . . \ _
 f \ e = e =e = wmx-b+aj-p - wglx J»p5 
21 
sinee5 by (i) of theorem B-2„ eii(b)-u(a) _ ^ 
It has been shown that 
e ¥ ^ = wg(x)~p for xe[c5d] 
v(x) 
which means that e is an admissible exponential representation 
of wg(x)-p on [c,d] „ 
To complete this proof5 notice that 
v(d)=v(c) = (u(d-b+a) + u(b)-u(a) )-u(c) = u(b)-u(a), 
since d-b+a = c» It follows from this equality that 
n
a b ^ h , p ) = n c d(wg,p)o qeeed0 
Theorem B~5o Let |x^5x^5 0 o»s x n j D e a subdivision of ab5 
then 
n-1 
n a b ( f ^ ) = 7- V x • 1=0 1 i+l 
Proofo Let e U ^ be an admissible exponential representa° 
tion of f (x)-p on ab „ It follows that e is an admissible 
exponential representation of f (x)-p on x . j X i + 1 for each 
i = 0„ l„ o 0 o„n-1o Hence 
n-1 n-1 
n a b(f 5p) = u(b)-u(a) = 21 (u(xi+1)-u(xi)) = 21 n x x (f,p). q.e0d« 
i=o i=o i i+l 
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Theorem B-60 
( ) 
Proof, If eU x is an admissible exponential representation 
of f(x)-p on ab5 then 
n a b(f 5p) = u(b)-u(a) = - (u(a)-u(b)) = - n b a(f,p) 0 q0e.d. 
C 0 Traversals of simple arcs and simple closed curvese 
Definition C~l0 Let T be a simple arc A function h is said 
to be a traversal of T if and only if h is a homeomorphism from 
some closed, real interval [a5b] onto T „ Let J be a simple closed 
curve. A function h is said to be a traversal of J if and only if 
h is a continuous function from a closed3 real interval [a9b] onto 
J such that h(a) ~ h(b) but h is one-to-one on (a5b) 9 
Definition C<-2., Let h and g be two traversals of a simple 
closed curve J » Therefore h and g are continuous functions 
from closed, real intervals [a^b] and [c^d] respectively onto J. 
The traversals h and g of J are said to agree in sense if and 
only if5 for any three distinct points p 9q 5 and r of J5 the order 
of the permutation of the triplet (p^q9r) which h(x) takes on as 
x moves from a to b is the same as the order of the permutation 
of the triplet (p 5q 5r) which g(x) takes on as x moves from c to 
d o 
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Theorem C-l, Let J be a simple closed carve„ Let h and 
g be two traversals of J agreeing in sense0 Let f be a continuous 
function from J to Z. If peZ-f(j), then 
n a b(fh 5p) = n c d(fg 5p), 
where [a5b] and [c^d] are the closed, real intervals associated 
with h and g respectively,, If h and g do not agree in sense, 
then 
nab(fh,p) = - n c d(fg,p). 
Proofo By theorem B-U, it is permissible to assume that 
h(a) = g(c) 0 Therefore h(a) = h(b) = g(c) = g(d). Define a function 
w from [a,b] to [c,d] as followss 
—1 
w(x) = g" h(x) for xe(a,b), 
w(a) = c, and 
w(b) = d o 
It is clear that w is a one-to-one, bicontinuous function from [a,b] 
onto [c5d] „ This means that w is a homeomorphism from [a,b] 
onto [c5d] „ Moreover, it is seen that w is sense-preserving„ By 
2k 
theorem B-3, it is immediately seen that 
Clearly 
fhw = fhh g = fg on (c,d)0 Also, 
fhwX(c) = fh(a) = fg(c) ( since h(a) = g(c)) and 
fhw = 1(d) = fh(b) = fg(d) (since h(b) = g(d)). 
It follows that 
fhw"1 = fg on [c,d] o 
Thus nab(fh,p) = ncd(fg,p) . 
Now suppose that h and g do not agree in sense. The function 
w is now defined as follows? 
w(d) a 
b 9 and 
for xe(c,d) o 
It is easily seen that w is a homeomorphism from [c,d] onto [a,b], 
but w is not sense-preserving. 
By theorem B-3, it follows that 
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It is clear that fgw" = fgg~ h = fh on (a,b). Also5 
fgw^U) = fg(d) = fh(a) (since g(d) = h(a)), and 
fgw°"1(b) = fg(c) = fh(b) (since g(c) = h(b)). 
Thus fgw"1 = fh on [a,b]. It follows that 
n
c d
( fS*p) = - n a D ( f h > p ) q.e.do 
Definition C-3« Let J be a simple closed curve. Let f be 
a continuous function from J to Z. Suppose that peZ-f(j). Then 
let A, B 5 and C be three distinct points of J and AB9 BC9 and CA 
denote the arcs of J containing just two of these points. By 
theorems B=3 and -0-19 for any traversal h of J it is true that 
n a f e(fh 5p) = + [nAfi(f5p) + n B Q(f 5p) + n Q A(f 5p)], where [a,b] is the 
closed9 real interval associated...• The value n b(fh,p) will be 
written as
 n g^cA^5P^ ^ o nly if the above equality holds with 
+ sign. 
Theorem C~2. Define f (x) = p + r e 2 n i x and f2(x) = p-hre~2Tlix 
for xe[0 9l] 9 where p is a fixed complex number and r-a positive 
real number. It is clear that both f_([0,l]) and f^(t°9l]) are the 
circle with center p and radius r, and that f and f^  are two 
traversals of this circle not agreeing in sense. Then 
n^lfpp) = 2iii9 and 
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_ _ , •. « / \ 2nix log r+2nix „ 
Proof, By hypothesis, f UJ-p = re = e for 
xe[0,l] o Hence 
n Q 1(f 1,p) = (log r + 2TI±) - (log r) = 2ni . 
Similarly, 
n^ (fg,p) = - 2ni0 q.e.d. 
Theorem C-3o Let C = ^ z: |z-p| = r| be the circle with center 
p and radius r
 0 Then all traversals of C have index +1 or -1 with 
respect to p, 
Proof o Let f (x) = p + r e 2 T l i x and f
 2 (x) = p + r e " 2 T l i x f o r 
xe[0,l]o It has been seen that f and fg are two traversals of C 
not agreeing in sense. 
If f is any traversal of C then f must agree in sense with 
f or with fg. By theorems C-l and C-2, it follows that 
n a b ( f * p ) = i 2 T l i » 
where [a,b] is the closed, real interval associated with f. q.e.d. 
Theorem C-lj.. Let f be a traversal of a simple closed curve 
J in the complex plane Z„ Let P be a point in the bounded compo­
nent of Z - J, then 
" , (f,p) = ± 2ni, 
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where [a,b] is the closed, real interval associated with f. 
Proofo Let APB be the horizontal line segment containing P 
and having only its endpoints A and B in common with J. Let A 
be the right end of APB. Next, let C be a circle with center P 
lying entirely in the bounded component of Z-J. Let U and V be 
the respective points of AP and PB lying on C. Let S and T be 
interior points of the respective upper and lower semi-circles of C 
with ends U and V. Also, let X and Y be interior points on the 
arcs of J from A to B such that P is in the unbounded components 
of the complements of the simple closed curves 
J± = AU + USV + VB + BXA? and 
J 2 = ATI + TJTV + VB + BYAo 
Let h^ and be traversals of and , respectively. 
Let [a^, b ] and [a2, b g] be the closed, real intervals associated 
with h^ and respectively. By (iii) of theorem B-2, it follows 
that 
n (hpP) = n
 b (h P) = 0 . 
al 1 1 a2 2 d 
By theorems B-2 and B-5, it is seen that 
0 =
 \ b i ( h l ' P ) = n A U ( J 5 P ) + D U S V ( ^ P ) + n V B ( ^ P ) + n B X A ( ^ p ) ^ 
°
 = n a 2 b 2 ( h 2 ^ P ) = n A U ( ^ P ) + *\MW + n V B ( ^ P ) + n B T A ( j ' P ) > 
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where j is the identity function from J onto J . 
Applying theorem B-65 it is seen that 
Hence 
n A X B ( ^ P ) + " B Y A ^ * ^ = "USV^* 1^ + V u ^ 1 ^ °r 
If it is supposed that h^ and h^ agree in sense with f in 
their common arcs (and this can of course be done), this last equation 
implies that 
n a b ^ P ^ = nUSVTU^ P^° 
By theorem C-3$ 
It then follows that n
 b(f,P) = + 2ni a q.e.d. 
Definition C-lu Let J be a simple closed curve in the complex 
plane. A traversal f of J is said to be positive (negative) if and 
only if -I* n a b( f*p) = 1 (5^ 5 n a b ^ p ^ = " 1 ^ w h e r e p i s a n y 
point of the bounded component of Z-J and [a,b] is the closed, real 
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interval associated with f . 
Definition C~£. Let f be a continuous function from a simple 
closed curve J in the complex plane to Z„ Let peZ»f (j) . The 
symbol nj(f,p) will denote the value n^{fh9p)9 where h is a posi­
tive traversal of J and [a,b] is the closed, real interval asso­
ciated with h » 
Theorem C-j?. Let J be a simple closed curve in the complex 
plane. Let f and h be two traversals of J« Then f and h agree 
in sense if and only if they are both positive or both negative. 
Proof. Let p denote a point of the bounded component of Z-J. 
Let [a,b] and [c,d] be the respective closed, real intervals asso­
ciated with f and h. 
First suppose that f and h agree in sense. It follows from 
theorem. C-l that n Jf,p) = nc^(h,p). According to theorem C-l;, it 
follows that ^ k ^ p ) = n cd^k sp) = i :-ni» Thus f and h must be 
both positive or both negative. 
Secondly suppose that f and h do not agree in sense. It 
follows from theorem C-l that na^(f,p) = - nc^(h,p). By theorem C-U, 
it is true that n^(f ,p) = + 2tiic It follows that one and only one 
of the traversals f and h can be positive, the other being 
negative. q.e.d. 
Theorem C~6C Let J be a simple closed curve in the complex 
plane. Let f be a continuous function from J to Z. Let peZ-f(j). 
Suppose that h and h 9 are two positive traversals of J and also 
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that g^ and g^  are two negative traversals of J, then 
(i) n a b(fh pp) = n c d(fh 2 i (p) , 
(ii) n u y(fg 1 5p) = n^tfg^p), and 
(iii) n a b(fh pp) = - "xy^SpP) 9 
where [a,b], [c,d], [u,v], and [x,y] are the closed, real intervals 
associated with h^, h^, g , and gg respectively0 
Proof, These are easy consequences of theorems C-l and C-5, 
Definition C°6, Let J and K be two simple closed- curves in 
"the complex plane0 Let a, b, and c be three distinct points of J 
and let x,y, and z be three distinct points of K 0 Let p and q 
be points of the bounded components of Z-J and Z-K respectively. 
The senses (a,b,c) and (x,y, z) on J and K respectively are said 
to agree if and only if n (i5p) = n (i,q), where i is the 
aoca xyzx 
identity function, (Note that by therem C-55 this definition agrees 
with definition C-2 in the case where J = K,) 
Theorem 0-7, Let J and K be two simple closed curves in 
the complex plane and suppose that K lies in the bounded component 
of Z-J. Let a,b, and c be three distinct points of J, and let x,y, 
and z be three distinct points of K, Then the senses (a,b,c) and 
(x^y,z) on J and K respectively agree if and only if there exist 
disjoint simple arcs ax, by, and cz lying, except for their endpoints, 
in the annular region between J and K , 
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Proofo (a) The condition is sufficient. Suppose that the three 
arcs described in the condition exist. Let p be a point of the bounded 
component of Z-K (and hence of the bounded component of Z-j). Then 
p is in the unbounded component of each of the complements of the simple 
closed curves 
U = ab + by + vx + xa 5 
V = be + cz + zy + yb, and 
W = ca + ax + xz + zc . 
By theorem B«2, it follows that 
n a b ( i > p ) + + n y x ( ± * p ) + n x a ( i s P ^ = °* 
n b c ( i * p ) + n c z ( i * p ) + n z y ( ± 5 p ) + n y b ( i ^ p ) = °* a n d 
n c a ( i * p ) + n a x ( i * p ) + n x z ( i ^ p ) + n z c ( i > p ) = ° * 
where i is the identity function. 
From these three equalities it is seen that 
( nab ( i«P ) + n b o ( l » p ) + n c a ( i ' p ) ) + ( n x z ( i » p ) + n z y ( l ' p ) + n y x ( i , p ) ) = ° 
which means that 
"abca^P) + nxzyx ( i' p ) = ° ' 
According to theorem C-69 this implies that 
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n abca (i,p) = n xyzx 
This, by definition C-6, means that the senses (a,b, c) and (x,y, z) on 
J and K respectively agree. 
(b) The condition is necessary. Suppose that the arcs, ax, by, 
and cz do not exist as asserted, but that the senses (a,b,c) and 
(x5y,z) on J and K respectively agree. Then there exist disjoint 
arcs ax and by lying, except for their endpoints, in the annular region 
between J and K, Now c can be joined to a point q in the set 
K - |x,yj be a simple arc cq lying, except for its endpoints, in 
the annular region between J and K and not intersecting ax or 
by . Since z cannot be so joined, the point q must be on the 
arc xy of K and not on the arc xzy of K „ It follows from the 
first part, of the proof that the senses (a,b,c) on J and (x,y,q) 
on K must agree. This is obviously impossible since (x,y,z) and 
(x,y,q) are opposite senses on K, whereas they agree with (a,b,c) on 
J, q0e,d. 
Definition C-7. Let J and K be two disjoint simple closed 
curves which constitute the boundary of a .cylinder surface D (i.e. a , 
set homeomorphic with a closed circular ring). Let a, b, and c be 
three distinct points of J, and let x,y, and z be three distinct 
points of K. The senses (a, b, c) on J and (x,y,z) on K are 
said to agree if and only if there exist three disjoint simple arcs 
ax, by, and cz lying, except for their endpoints, interior to the 
surface D „ 
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Definition C-8, Let A and B be two 2-cells with edges J 
and K respectively. Suppose that A and B lie together in the 
interior of a 2-cell E with edge C„ Two traversals f and h of 
J and K respectively are said to agree if and only if each of them 
agrees with one and the same traversal of C , 
Theorem C-8, Let E be a 2-cell| then agreement in sense for 
two simple closed curves interior to E is invariant under any homeo-
morphism on E
 0 
Proof. This follows immediately from definitions C-7 and C-8. 
Theorem C-9* Let J = xay + xby and K = xay + xcy be two 
simple closed curves on a 2-cell having an arc xay in common, then the 
following two statements hold. 
(i) If the interior of J contains the interior of K, then 
positive traversals of J and K agree in sense on xay . 
(ii) If the interiors of J and K are disjoint, then posi­
tive traversals of J and K are opposite in^sense on xay . 
.•jp. 
Proof. According to theorem C-8, it is permissible to assume 
that J and K lie in a plane. 
Statement (i) is an immediate consequence of theorem C-7. A 
circle C can be taken interior to both J and K so that there will 
exist disjoint simple arcs xk5 al, and- ym in the annular region 
between K and C, with k, 19 and m on C . Thus if yaxby is 
the sense in which J is described by a positive traversal of J, 
then yaxcy must be the sense in which K is described by a positive, 
traversal of K, for the sense (y9 a9 x) agrees in both cases with 
the sense (k,l,m) on C (by theorem C-5)» Positive traversals of J 
3k 
and K therefore agree in sense on xay , 
To prove statement (ii), it maybe assumed that yaxby is the 
sense in which J is described by a positive traversal of J0 Then 
xbycx is the sense in which L is described by the positive traversals 
of L, where L = xby + xcy. It follows that xaycx must be the sense 
in which K is described by a positive traversal of K, by the first 
part of this proof. Since xay and yax are opposite, statement (ii) 
is established. 
Definition C°9« Let h be a homeomorphism from a plane X 
onto a plane Y , Then h is said to be positive if and only if, 
for any positive traversal f of any simple closed curve in G in 
X, hf is a positive traversal of the simple closed curve h(c) in Y , 
Theorem C°>10o Let X be the complex plane (i,e, X = Z), De­
fine a function h as followss 
h(x) = cx + d for xeX , 
where c and d are complex constants such that c ^  0. Then h is 
a positive homeomorphism from X onto Z, 
Proofo It is obvious that h is a homeomorphism from X onto 
Z, 
Now suppose that C is any simple closed curve in X, Let f 
be a positive traversal of C, The set h(C) is clearly a simple 
closed curve in Z, 
By theorem B-l, it follows that 
n , (hf. hCp)) = n . (f9p) = 2n± 
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for all points p in the bounded component of X-C, where [a,b] is 
the closed, real interval associated with f
 0 Thus hf is a positive 
traversal of h(C) 0 q„e<,do 
Theorem C-ll« Let h be a positive homeomorphism from a plane 
X onto a plane Y „ Let g be a positive homeomorphism from Y onto 
a plane ¥ „ Then gh is a positive homeomorphism from X onto W„ 
Proofc Let f be a positive traversal of a simple closed curve 
C in X „ By hypothesis, hf is a positive traversal of the simple 
closed curve h(C) in Y
 0 By hypothesis, g is positive, thus ghf 
is a positive traversal of the simple closed curve gh(C) in ¥. q.e.d. 
D 0 Index invariance0 
Theorem D-l, Let f and g. be continuous functions from a 
simple arc ab into Z 0 If |g-(x)-f(x)| < |f(x)-p| for all xeab 
and f(a) = g(a) and f(b) = g(b), then 
n a b ( f ^ = nab. ( g» p ) 0 
Proofo Let e U^ X^ be an admissible exponential representation 
of f (x)-p on ab
 0 Thus 
u(x) = log |f(x)-p| + iU(x) for xeab , 
where IT is real-valued and continuous on ab „ 
For every x in ab, the circle with center at f (x)-p and 
radius |g(x)-f(x)| neither contains nor encloses the origin, and 
g(x)-p is on such a circle, since |(g(x)-p)-(f(x)-p)|=|g(x)-f(x)|. 
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Then there exists a unique, real-valued, continuous function V on ab 
such that 
loglg(x)-p| + iV(x) ( \ r. , j i ^' = glx J-p for xeab, and 
U( x) - | < V(x) < U(x) + | for xeab 
Set v(x) = log|g(x)»p| + iV(x) for xeab, so that v is 
continuous on ab „ It is clear that e v^ x^ is an admissible expo­
nential representation of g(x)-p on ab „ 
Now observe that 
u(b) - v(b) = i(U(b) - V(b)) since f(b) = g(b), and 
u(a) - v(a) = i(U(a) - V(a)) since f (a) = g(a) <, 
It follows that 
(i) n
 b(f,p) - n a b(g,p) = i[(U(b) - V(b)> - (U(a) - V(a))], and 
therefore 
where m and q are integers. Since |U(x) 
is immediately seen from (i) that 
V(x)|<» for xeab, it 
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| nab ( f' p ) " n a b ( g » p ) | • 
Then (ii) can hold only if m = q , so that 
n a b ( f * p ' = n a b ( g * p ^ 0 q»e 0do 
Theorem D°20 The conclusion of theorem D-l holds if the condi­
tions f(a) = g(a) and f(b) = g(b) are replaced by the conditions 
f (a) = f(b) and g(a) = g(b). 
Proofo Repeat the proof of theorem D-l through the definition 
of the function v
 0 If the notations of theorem D-l are kepts it 
follows that 
u(b) - v(b) = (log|f(b) - p| + iU(b)) - (log|g(b) - p| +iV(b))9and 
u(a) - v(a) = (log]f(a) - p| + iU(a)) - (iog|g(a) - p| +iV(a)). 
The hypothesis that f (b) = f (a) and g(b) = g(a) imply that 
(u(b) - v(b)) - (u(a) - v(a)) = i[(u(b) - V(b)) - (U(a)-V(a))], 
which means that 
n a b ^ p ^ " n a b * g ' p ^ = 27ii(m-q)5 
where m and q are integers. Then the argument follows in the 
same manner as in theorem D-l. 
Theorem D-3<> Let J be a simple closed curve. Let f and 
g be continuous functions from J to Z 0 If |g(z)-f (z)|<|f(z)-p| 
38 
for zeJ, then n (ff^ pf) = n a b(gh 3p) fori any traversal h of J, 
where [a,b] is the closed, real interval associated with h . 
Proofo This is obvious. Apply theorem D-2 to the functions 
fh and gh , 
Theorem D-1+
 0 Let f be a continuous function from a separa­
ble metric space X into Z such that f (X) i- Z, and let 
peZ»f(X), Let ab and cd be simple arcs in X , Suppose that 
there exists a sense-preserving homeomorphism h from ab onto cd 
such that 
(i) |f (x) - fh(x)| < |f (x')-p| for xeab, and 
(ii) f (a) = fh(a) and f(b) = fh(b). 
Then nab(f,p) = ^ (f^p) . 
Proof. It follows from theorem D-l that 
n a b(f 5p) = nab(fh,p) . 
By theorem B-3, it is true that 
n a b(fh sp) = n^tf.p) . 
From these two equalities it follows that 
nab^ f* p^ = ncd^ f* p^ * q.e.d. 
E. Traversals of region boundaries and region subdivisions. 
Definition E-l« A bounded plane region R is said to be ele­
mentary if and only if Fr(R) consists of a finite number of simple 
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closed curves Jrt,..«oJ such that J A encloses the set 
J
 n U 
. 0 + J N o The curve J Q is said to be the outer boundary of R . 
By a positive traversal of Fr(R) is meant an (n+l)-tuple h=(hQ,...,h 
where is a positive traversal of J Q and is a negative 
traversal of for each 1=1,.0o,n. 
Now let f be a continuous function from Fr(R) to Z , 
Let p be any point of Z-f(Fr(R)) . If h=(hQ9... ,h ) and 
g=(gg$o»«,gn) a r e t w o Posi"fcive traversals of Fr(R), it follows 
from theorems C-l and C-3> that 
n n 
lL na„b.(fh.,p) = ^ n , / \ 
~ i i 7— c.d. Ifg. ,ph l—o i~o i i s 
where [a.,b.] and [c.9d.] are the respective closed, real intervals i»i i* i r 3 
associated with h. and g„ for each i=0,o.,n. The sum 
i i ' * 
n 
naJx(fhk,p) thus defines a complex number which is independent 
of h „ This complex number will be denoted by n ^ (f,p)„ The 
1 
value n F r ( R ) ^ 5 P ^ i s s a i d t o 1 3 6 i n d e x o f Fr(R) with re­
spect to p under the function f „ 
Definition E-2, A subset G of Z is said to be a graph if 
and only if G is the sum of a finite set V of points of Z and a 
finite number of open arcs such that their endpoints are distinct and 
belong to V . The points of V are said to be the vertices of G 
and the arcs described above are said to be the edges of G . 
ho 
Definition E-3. Let R be an elementary region. Let 
Fr(R) = ^ 2 Ji„ where J encloses the set J +...+J . Let G 5
 o I n 1=0 
be a graph such that Fr (R) C G O R . Then G subdivides R into 
a finite number of regions R^,.,.,Rm each bounded by a simple closed 
curve C. of G . The intersection of two of the C.'s is either i i 
empty or a vertex of G or an edge of G . Let h = (h_^ , ...,h ) be 
an m-tuple of positive traversals of the simple.closed curves 
••.,C , respectively. Each edge which lies interior to R lies on 
exactly two of the curves C_qo.o„C and is therefore traversed once J
 1* 9 m 
positively and once negatively by h . Any edge of G lying on J Q 
lies on exactly one of the curves CL9..0,C and is therefore 
l v 3 m 
traversed once positively by h . Any edge of G lying on one of 
J ^ , a o ' ^ s similarly traversed once by h, but negatively. Thus h 
induces a positive traversal of Fr(R) . It is said that h is a 
positive traversal of G „ 
Theorem E-l. With the same assumptions and notations of the 
preceding definition, let f be a continuous function from G to Z„ 
m m 
Let p«Z-f(0) . Then n F r ( R )(f,p)= I " ^ ' V 1 = | % ( E J 1 ^ 1 ' 
where [a.9b.] is the closed, real interval associated with h., for i i ' i 3 
O O , iUO 
n 
Proof. By definition, ^ ( R J ^ P ) = 21 n
 d (fg.*p)> where 
g=(gia*..,g ) is the positive traversal of Fr(R) induced by h, [c.,d.] 
3 3 
la 
being the closed, real interval associated with g. for each j=0, ..^n, 
From the preceding definition and theorem B-5> it is immediately seen 
that 
n m 
n F r ( R ) ( f ^ p ) = n (fg p) = 21 n a.b. ( f V > ) o ^ e - d ' j=o j j J 1=1 1 1 
Theorem E-20 Let f be a continuous function from R to Z , 
n 
where R is an elementary region with Fr(R) = 3EL ^ ^ enclosing 
i=o 0 
the set J 1+...+J n). If peZ-f(R), then n p r( R)(f,p) = 0 0 
Proof. Let G be a graph such that Fr(R)C 6 C l , This 
graph G can be taken in such a way that the subdivision of R in­
duced by G has mesh so small that 
diam f(I,) < dist (p.f(R)) 
for every region R_^  into which R is divided by G
 0 The proof of 
this can be found in G. T 0 "Whyburn [l] . 
It follows that p is in the unbounded component of the com­
plement of each such f(R ). By theorems E-l and B-2, it is seen 
that 
m 
nFr(R) ( f> p ) = g n F r ( E i ) ( f ' p ) = 0 > 
where R_^ ,
 0 0 0 ,R^ are the subregions of R induced by G . q,e.d„ 
F„ The index of an analytic function0 The purpose of this 
section is to show that, for analytic functions, the given definition 
H2 
of the topological index agrees with the classical one, which uses the 
concept of contour integral* 
Theorem F—1« Let f be a complex function analytic on a region 
R of the complex plane Z« Let Ci be a continuously differentiable 
closed curve in R. If peZ-tf (C), then 
J 
dz, 
f(z)«-p 
C 
*Proqf» Let h be ^ tay positive traw@rsia31 of Let [a,b] bee 
the closed, real interval associated with h„ The composite function 
fh i® obviously continuous on [a,b]. According to theorem A-g* 
fh(x)—p has an admissible exponential representation on 
[a,b] • Then 
e u ( x ^ - fh(x)- p for xe[a,b] . (i) 
By hypothesis:, h f exists and is continuous on [a$b] « Since f is 
analytic on R, it follows that the function g
 s defined by 
g(x) * fh(x)- p for xe[a,b]
 $ 
has a derivative at every point of [a,b] • Moreover, 
g»(x) - f»(h(x)).h»(x) for xe[a,b]« (ii) 
It is assy to show that (i) and th® existence- of g 8 on [a^b] imply the 
existence of u f on [a,b]» By (i), it now follow© that 
e u^.u'(x) - g«(x) - f «(h(x)).h«(x) for- xe[a,b]. (iii) 
Ihua, u"(x) - e ~ u ( x \ f «(h(x)).h«(x) for xe[a,b] , 
1*3 
which shows that u 8 is continuous on [a,b] . 
The definition of contour integral implies that 
f'(z) . " f8(h(t))« h8(t) 
fiz) -
 p
 d z
 - \ -^mwrr^T d ° 
C a 
By (i) and (iii), it follows that 
C
 d Z = C e " ( t ) ' U ' ( t ^ dt = Pu'(t) dt = u(b)-u(a). )
 eu(t) j 
C a e a 
b 
(The integral / u8(t) dt obviously exists, for u 8 has been shown 
a 
to be continuous on [a,b]c) By the definition of n^(f,p), this last 
equality means that 
f 8 (z) , _ /„ N , 
^ j ^ p dz = nclf,p; . q.e.d. 
'G 
Remarko Note that this proof applies, with minor modifications, 
to the case where C is a piecewise continuously differentiable 
closed curve in E , 
G. Exampleso The purpose of this section is to illustrate 
some of the theorems of this chapter and to illustrate how to compute 
the index in special cases. 
Example Cr-1« This example refers to theorem C-l. Let J be 
the unit circle in the complex plane. Let h and g be the traversals 
of J defined by 
hh 
h(x) = e n i X for xe[-l,l], and 
g(x) = e2n±x for xe[0,l] 
Let f (z) = z n for zeZ, where n is a fixed positive integer. It 
is desired to verify that n^lfg^O) = n ^ (fh,0) . 
Observe that 
fh(x)-0 = (h(x))n = e n 7 I 1 X for xe[-l,l], and 
fg(x)-0 = (g(x))n = e 2 n n l x for xc[0,l] . 
It follows from the definition of the index that 
n ^(fh,0) = (nixi) - (-rmi) = 2nni5 and 
n Q (fg,0) = (2nni) - (0) = 2nni . 
Thus n
= 1 1(fh 90) =n 0 1(fg 90) 8 
Example G-2. This example refers to theorem D-l. Let p be 
an arbitrary complex number, and define 
f(x) = p + r e 2 n i X for xe[05l], and 
g(x) = p + jj r e 2 l l i x for xe[0,l] 
where r is a positive real number. It is obvious that peZ-f([0,l]) 
and peZ-g([0,1]). Observe now that 
|f(x)-p| = |re 2 T l l x| = r for xe[0 9l] 5 and 
|f(x)~g(x)| = (re 2 n i x(l- 3)|
 =
 ^
 f o r X e [ 0 ^ j # 
Thus |f(x)-g(x)| < |f(x)-p| for xe[0,l] . It is desired to verify 
that 
n 0 1(f 5p) = n Q 1(g 9p) . 
It is immediately seen that 
- log r + 2nix „
 r_ _ n flxj-p - e 6 for xe[05l], and 
g(x)-p = e l o g lT + 2 n i x f o r X etO,l] • 
By definition, it follows that 
n Q 1(f 9p) = (log r + 2ni) - (log r) = 2rci0 and 
n Q 1(g 9p) = (log + 2ni) - (log j-r) = 2ni 
Thus n Q (f,p) = n Q (g.p) . 
us 
CHAPTER II 
APPLICATIONS TO COMPLEX VARIABLES 
Only complex functions "will be considered in this chapter. Thus 
the expression "f is a function on a set X" means "f is a function from 
a set X to the complex plane." The complex plane will be denoted by 
Z. 
A. Properties of the index of continuous functions. 
Theorem A-l, Let f and g be continuous functions on R, 
where R is an elementary region. Suppose that 
|g(z)| < |f(z)| for zeFr(R) , 
t h e n nFr(R) ( f + g> 0 ) = nFr(R) ( f' 0 )« 
Proof. First notice that f(z) ^  0 for zeFr(R), and also 
that f(z) + g(z) ± 0 for zeFr(R). 
Let zeFr(R)- then 
f(z) + g(z) = f(z)«(l + fj^) . 
This implies that 
1 + f 0 for zeFr(R) . 
Let the function h be defined by 
h(z) = 1 + li^i for zeFr(R) . 
x v z j 
kl 
The function h is therefore continuous and does not vanish on its 
domaino By theorem B-l of Chapter I, it follows that 
nFr(S) ( f + g > 0 ) = nft(S) ( f' 0 ) + nft(B) ( h' 0 )' 
The proof will be complete if npr(R)^n.?0) can be shown to be 
equal to zero0 Let zeFr(R)5 then 
|h(z)-l| = ||{f>| < 1 , 
which means that 
h(Fr(R))C | zs|z-l| < 1 j . 
By theorem B<=2 of Chapter I9 it follows that 
n5*(R) ( h» 0 ) = 0 » 
for the ray from 0 to 0 0 on the negative real axis does not inter­
sect h(Fr(R)) o qoe.do 
Theorem A-2
 0 Let f be a function continuous on a region R 
of the complex plane0 Suppose that f(z o) exists and is not zero for 
some point Z q of R 0 If C is a sufficiently small simple closed 
curve enclosing z , then 
o' 
n-(f_f (z )) == 2ni 
u ^ o 
Proofo It is possible to write 
f(z) - f(z ) = (z-z ) 0 (f8(z ) + e(z)) for zeR« 
0 0 0 5 
U8 
where lim e(z) = 0
 0 
z=z 
o 
The hypothesis that ffl(zo) ^ 0 implies that, for all sufficiently 
small simple closed curve C enclosing Z q , it is true that 
(i) Q + C C R, where Q is the bounded component of Z-C5 
(ii) f(z)=f(z Q)^0 for zeQ + C - | Z q | , and 
(iii) |e(z)| < | |f«(z )| for zeQ + C . 
Let h be a positive traversal of C» By theorem B-l of Chapter 
I, it follows that 
n , (fh,f(z )) = n . (h,z ) + n , (eh, -f8(z )). 
ab 5 o ab 9 o ab 9 o 
where [a,b] is the closed, real interval associated with h „ Since 
h is a positive traversal of C, it follows that 
n , (h,z ) = 2ni „ 
ab
 9
 o 
By (iii) and theorem B-2 of Chapter I, it is seen that 
n . (eh, -f"(z )) = 0 . 
ab 9 o 
It then follows that 
n G ( f , f ( Z Q ) ) = nab(fh,f(z )) = 2Tii„ q.e.d. 
B g Properties of the index for analytic functions0 
Theorem B°lc Let f be a non-constant function analytic on 
a simply connected region R of the complex plane. The set of zeros 
U9 
of f cannot be uncountable since f is non~constant. Let z. de-
note the sequence of zeros of f in R, each counted as many times 
as its order indicates. If C is a continuously differentiable 
closed curve in R which does not pass through any of the zeros of 
f in R, then 
nc(f,0) = 21 nc(l,Zj.:..), 
where I denotes the identity function on C . 
Proofo Only a finite number of zeros of f can be enclosed by 
C, for otherwise f would be identically zero on R . Suppose then 
that C encloses z p 0 0 0 2 z m " ^et G be the bounded component of 
Z-C. 
It is known (see Ahlfors [3] ) that f can be represented as 
follows § 
f(z) = (z-z_ )(z-zo)0..(z»z )g(z) for zeG, 1 c m 9 
where g is analytic and never vanishes on Gc If zeG- (z_ z X 
( 1* ' m) • 
then 
f9(z) _ 1 + + 1
 + gf(z) RTT " z^ zT + gCFT 0 1 m to 
By theorem F-l of Chapter I9 it follows that 
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By the Cauchy^s integral theorem, it is seen that 
[ S i t } - " 0 -
It then follows that 
m m 
c 
By theorem B-2 of Chapter I, it is true that 
n c(l }zj = 0 for j=m + 1, m + 2 s... . 
This implies that 
n (f,0) = £ n ( l , z ) 
j 
which is the conclusion of the theorem. 
Theorem B-2, Let f be a non-constant function analytic on a 
simply connected region R of the complex plane. Let ^Pjj be the se­
quence of p-points of f in R, each counted as many times as its 
order indicates. If C is a continuously differentiable closed curve 
in R which does not pass through any of the p-points of f in R, 
then 
np(f,p) = 2. nn(l,p.) , 
- j 3 
where I denotes the identity function on C . 
Proof. According to theorem B-l of Chapter I, it is true that 
5i 
nc(f 5p) = nc(f-p,0)„ 
Observe now that ^Pjj i - s the sequence of zeros of f-p in R. 
Theorem B-l can therefore be applied to the function f-p, obtaining 
which means that 
nc(f,p) = 51 nc(l,p J, 
nc(f,p) = "21 nc(l,pj). q.e.d, 
Theorem B-3« Let, f be a non-constant function analytic on a 
simply connected region R of the complex plane. Let C be a con­
tinuously differentiable simple closed curve in R. Suppose that 
peZ-f (c). Then the value n^(f,p) is equal to the number of p-
points of f enclosed by C, each counted as many times as its order 
indicates. 
Proof. Let |Pjj- denote the sequence of p-points of f in R. 
Only a finite number of these points can be enclosed by C, for f is 
non-constant. It may be assumed that C encloses pn,...,p , where m 
1' ' m 
is some fixed integer. By theorem B-2. it follows that 
nc(f,p) = "21 n (I,p ), 
j 
where I is the identity function on C . The fact that C is simple 
and closed implies that 
nc(l,p ) = 2ni for j=l....,m. 
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By theorem B-2 of Chapter I, it is seen that 
n c(l 9pj) = 0 for j=m+l, m+2,... 
It is therefore true that 
n r(f 9p) = (2Tii) . m, 
which yields 
g^- nQ(f,p) = m. q.e0d. 
Theorem B-U. Let f be a non-constant function analytic on a 
simply connected region R of the complex plane* Let C be a con­
tinuously differentiable simple closed curve in R. Let p and q be 
points of the same component of Z-f(c). The number of p-points of f 
enclosed by C is then equal to the number of q-points of f enclosed 
by C, if each p-point of f and each q-point of f are counted as 
many times as their orders indicate,, 
Proof. By theorem B-2 of Chapter I, it is seen that 
n c(f 9p) = nc(f,q). 
This, by theorem B-U, implies the conclusion of the theorem. 
Theorem B-5o Let f be a non-constant function analytic at a 
point z of Z, and set w = f (z ). Suppose that (f-w ) has a 
^ o 3 0 0 ^ o 
zero of order n at zq. If e is a sufficiently small positive 
number, then there exists a corresponding positive number d such 
that, for all complex numbers w for which |w-wq| < d, the equation 
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f (z) = w has exactly n roots in the disk |zs | Z - Z q | < ej . 
Proofo It is known that e can be chosen so that 
(i) f is analytic on ^ zs lz~z0l < e j 3 aJ1<^ 
(ii) z is the only zero of (f-w ) on (z; |z-z I < e > . 
o o C 1 o1 — J 
Let C = J " zs | Z - Z q | = e j . The way in which e was chosen implies 
that 
w c Z - f(C) 
o 
Then there exists a disk D = | ws | W - W q | < dj such that D.f(c) = 0 , 
for f(C) is compact and w^eZ-f(c)„ Thus weD implies that w and 
W q are in the same component of Z-f(C). By hypothesis, Z q is a 
WQ-point of f of order n . This implies, by theorem B-H, the con­
clusion of the theorem. 
Theorem B-6. A non-constant analytic function f maps open 
sets of Z onto open sets of Z . 
Proof. It will suffice to prove that f maps interior points 
onto interior points. This follows immediately from theorem B-5, which 
says that the image under f of a sufficiently small disk 
i zs |z-z I < e> contains a neighborhood of w , where z is a 7 o1 J o9 o 
point of analyticity of f and w = f(z ). 
o o 
C. Some properties of analytic functions which follow from the 
properties of the topological index. 
Theorem C-l0 (Rouche"s theorem). Let f and g be two func­
tions analytic on R , where R is a region of the complex plane such 
that Fr(R) is a continuously diff erentiable simple closed curve •• 0 . 
Suppose that 
9x 
zeG implies |g(z)| < |f (z) 
then f and f+g have the same number of zeros in R, each zero being 
counted as many times as its order indicates. 
Proof. This follows immediately from theorems A-l and B-3. 
Theorem C-2 (maximum modulus principle). Let f be a non-con­
stant function analytic on a bounded open set G of the complex plane. 
continuous on Fr(G) and that |f(z)| < M for 
< M for zeG. 
e that |f(zQ)| > M for some point z Q of G . 
Let V be a neighborhood of Z Q such that VCL G. By theorem B-6, 
f(v) is open. It follows that there exists a point z^ of V such 
Suppose that f is| 
zeFr(G), then |f(z)| 
Proof. Supposj 
that 
zeG 
(i) |f(z1)| 
It is known that 
(ii) |f (w)| =j max £ |f(z)| 
for some point w of G. By hypothesis, |f (z) | < M for zeFr(G', 
This and (i) imply that w is not a point of Fr(G), and therefore 
weG. Since G is open, there exists a neighborhood U of w such 
that U C G„ By theorem B-6, f (U) is open. Then there exists a 
point Z g of U such, that 
|f(z2)l > |f(w)| , 
which is a contradiction to (ii). q.e.d, 
Theorem C~3o Let f be a non~>constant function analytic on a 
bounded open set G of the complex plane such that G„L = $
 9 where 
L = [zs |f(z)| = for some positive number k . If f is con­
tinuous on Fr(G) and if Fr(G)C L, then f (zQ) = 0 for at least 
one point Z Q of G„ 
Proof. By theorem C-2, it is true that 
(i) |f(z)| < k for zeG. 
It is known that 
|f(w)| = rain | |f(z)|: ZeG J 
for some point w of G. By (i)s it follows that weG„ Suppose 
that f (w) i- 0, then |f (w)| > 0. Since weG5 there exists a neighbor­
hood V of w such that V C G , By theorem B-6, f (v) is open. Then 
there exists a point z^ of V such that |f(z^)| < |f(w)|, which con­
tradicts the definition of w . If the assumption that f(w) ^  0 im­
plies a contradiction, it must then be true that f(w) = 0. q.e.d. 
Theorem C-Ij. (fundamental theorem of algebra). Every non-constant 
polynomial P has at least one zero. 
Proof. Let ) = W Q ^  0 for some point Z Q of Z . Define 
G = ^ zs | P ( Z ) | < | W Q | J . Since the set | ws |w| < IwQ|| is open 
and P is continuous, it follows that G = P (_ | ws |w| < |w^| j ) 
is open. Since P(z) • as z », it follows that G is bounded. 
The set G is therefore open and bounded. The conclusion of the theorem 
follows immediately from the fact that 
Fr(G)C | z § |P(z)| = |w0|J 
and from theorem C-=3<> 
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CHAPTER III 
STABILITY 
A. The concept of stability. 
Definition A-l. Let f be a continuous function from a 
topological space X to a metric space Y with metric d . A point 
p of f (x) is said to be an unstable value of f if and only if, 
for every positive real number b , there exists a continuous function 
h from X to Y such that 
(i) d(f(x),h(x)) < b for xeX, and 
(ii) h(l)CL Y- j p j . 
A point q of f(X) is said to be a stable value of f if and only 
if q is not an unstable value of f « 
Example A-l. Let R denote the real line. Let f be a con­
tinuous function from R into [0, + 0 0) such that f(0) = 0 and 
lim f(x) = + 00. Then zero is an unstable value of f, and p is 
a stable value of f for all positive real numbers p • 
Proof. It is easy to-see that zero is an unstable value of f. 
Let p be any positive real number. Set b = | > 0,* -Let g be 
a continuous function from R into [0,+ «) such that |f(x)-g(x)| < b 
for xeR. It follows that f (x) - b <" g(x) < f (x) + b for x eR. Ety-
hypothesis, this implies that 
- b < g(o) < b 
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This shows that o < g(o) < £
 9 for g is non-negative. Since 
lim f (x) = + °°, a positive real number x can be chosen in such a 
x=+°° 
way that f(x) - b > Ub „ Thus 
p < 2p = Ub < f(x) - b < g(x) , 
Then g(o) < 2 < p and g(x) > 2p > p . Since R is connected and 
g is continuous, it follows that there exists a real number y such 
that o < y < x and g(y) = p „ This means that peg(x) , Then p 
is a stable value of f , q»e.d. 
Theorem A«0L, Let f be a continuous function from a topologi^ 
cal space X to a metric space Y with metric d . Let A C X and 
define h to be the restriction to A of f , If a point p of 
h(A) is a stable value of h , then p is a stable value of f , 
Proofo Suppose that p is an unstable value of f . Thus, 
for every positive real number b
 9 there exists a continuous function 
g^ from X to Y such that 
(i) d(gb(x), f (x)) < b for xeX, and 
(ii) peY - gb(x). 
It then follows that 
(iii) d(g b(x) > h(x)) < b for xeA, and 
(iv) peY - gb(A) , 
since g^  (A) C. g^ Cx). This means, by definition, that p is an unstable 
value of h
 0 q.e.d. 
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B 0 Topological equivalence of functions 
Definition B-l. Let X^, Y^5 and be topological spaces. 
Suppose that f. is a function from X„ to Y„ for each i=l,2„ The 
^ 1 i i 9 
function f^ is said to be equivalent to the function f^  if and only 
if there exist a homeomorphism x from X^ onto and a homeomor­
phism y from Y^ onto Y^ such that 
fx(z) =y'"1f2x(z) for z eX 1 „ 
Theorem B~l, Equivalence of functions is an equivalence rela­
tione 
Proofo (a) Let f be a function from a topological space X 
to a topological space Y „ It is clear that f is equivalent to 
f, for if x is the identity function on X and if y is the iden­
tity function on Y, then 
f(z) = y°1fx(z) for zeX, 
(b) Let f^ be a function from a topological space X^ to a 
topological space Y_. for each i=l 52 0 Suppose that f^ is equivalent 
to f^o Then there exist a homeomorphism x from X^ onto X^ and 
a homeomorphism y from Y^ onto Y^ such that 
f x(z) =y~ 1f 2x(z) for z e ^ . 
It is now asserted that 
f 2 (z ) = yf.]x~1(z) for zeX^ 
which will prove that f is equivalent to f_ „ Let zeX n 9 then 
d. 1 c. 
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By hypothesis, 
f (x" 1^)) = y^fgxfx^Cz)), or 
f^iz) = j~\2(z) • 
Thus fg(z) = yf^ x""'"(z ), since y is one-to-one. 
(c) Let f be a function from a topological space X^ to a 
topological space 1^ for each i=l 52 53. Suppose that f^ is equi­
valent to and that fg is equivalent to f . Then there exist 
homeomorphisms 
x^ from X^ onto X^s 
X g from X 2 onto H 
such that 
y^ from Y^ onto Yg, and 
y 2 from Y 2 onto Y ^ 
f (z) = j^f^x^iz) for zeX^, and 
f2(z) = y 2 r o lf^x 2(z) for z eX 2 
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Let zeXp then 
f-^z) = y ^ f g X ^ z ) = 7 1"- Ly 2 C =" L i'3 X2 X 1^ z^ o r 
f^ Cz) = (y2 y^" 1 f 3(x 2 x x) (z), 
which shows that f^ is equivalent to f^, for J^f-^ is a homeomor­
phism from Y^ onto Y^, and x 2x^ is a homeomorphism from X^ onto 
o q0 e 0d . 
Theorem B-20 Let f be a continuous function from a topo­
logical space X_^  to a metric space Y_^  with metric d^ for each 
1=1,2, Suppose that f is equivalent to fg . Let x and y be 
the homeomorphisms described in the preceding definition. If y and 
y"""^  are uniformly continuous, then a point z of f^(X^) is a 
stable value of f if and only if y(z) is a stable value of .fg. 
(Notice that y(z)ef2(Xg).) 
Proof, First suppose that y(z) is a stable value of f , 
Then there exists a positive real number b such that, for any func­
tion g from X 2 to Y 2 satisfying the condition dg(fg(w),g(w) )< b 
for weXg, it is true that y(z)eg(Xg), 
By hypothesis, y is uniformly continuous. Then there exists 
a positive real number c such that 
(i) ueY^, veY l s and d (u,v) < c imply dg(y(u), y(v))<b , 
Let s be a function from X^ to Y^ such that 
(ii) d_(s(w)9 f.(w)) < c for weX. , 
1 5 1 1 
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Define t to be the composite function ysx . Clearly t is a 
function from to o Let "weX^; then it is seen from (i) and 
(ii) that 
d2(t(w), f2(w)) = d2(ysx°1U)9yf1x'"1(w))< b . 
It follows from the definition of b that y(z )eysx~"'"(X2), Since y 
is one-to-one, it is true that zesx "^(X2). This implies that there 
exists a point p in X2 such that z=sx°"*'"(p) . 
Define q=x"1(p); then qeX^  and z=s(q) , It follows that 
zes(x^ ), which shows that z is a stable value of f^ « 
The converse (i.e* that if z is a stable value of f^9 then 
y(z) is a stable value of f g) follows at once from theorem B-l. q.e.d. 
C. Case of a continuous complex function. 
Theorem C-l« Let R be an elementary region (in the complex 
plane Z) with Fr(R) = J +...+J . where J encloses the set 
F
 o n ? o 
Jn+o.o+J o Let f be a continuous function from R to Z such 1 n 
that f (!) ^ Z, Let peZ~f (Fr(a)). If ^(rJ^iP) ? 0 then p is 
a stable value of f , 
Proofo By theorem E-2 of Chapter I, n^^tfjp) f 0 implies 
that pef(ff). Let L=f (Fr(R)) j then L is compact. Since p/L, it 
follows that 
d ~ diet(p,L) « sup | |p-£(z)| szeFr(R) j > 0. 
Then |f(z)-p| > d for zeFr(R). 
Define b = |
 9 then b > 0 . Let h be a continuous function 
from R to Z such that 
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|f (z)-h(z)| < b for zeR. 
It is seen that 
|f(z)-h(z)| < b < d < |f(z)-p| for zcFr(R), 
Applying theorem D»3 to each of J0jo..jJnj it is concluded that 
n F r ( R ) ( f * p ) = nFr(R) ( h> p ) ' 
Thus n p r^(h,p) ^ 0, which implies that peh(R) , It follows that 
p is stable value o f f , q„e„d0 
Theorem C-2, Let f be a homeomorphism from an open set U 
of the complex plane onto an open set W of the complex plane. If 
pe¥, then p is a stable value of f . 
Proof. Let G be a simple closed curve in U enclosing the 
point f~^ "(p) of U and such that the bounded component of Z-C lies 
in U o Then f (c) is a simple closed curve in ¥ enclosing the 
point p of ¥ and such that the bounded component of Z-f(c) lies 
in ¥ , It is known that 
n f ( c )(l,p) = 2*i , 
where I denotes the identity function on f (c). Denote by R the 
bounded component of Z-C, It is seen that R is an elementary region 
in U such that Fr (R) = C, Thus 
" F r C R ) ^ ^ = n c ( f > p ) = ± n f ( c ) ( l * p ) = i 2 n ± * °* 
By theorem C-l, it follows that p is a stable value of f . q.e.d. 
6 3 
Theorem C°3o Let R be a region of the complex plane. Let f 
be a non»constant function analytic on R . If WQef (R), then w^ is 
a stable value of f . 
Proof o Let z Q be a point of R such that f (zQ) = Wq. There 
exists a positive real number r such that 
(i) D + C C E , and 
(ii) the equation f(z) = w has no solution for 
ze(D + C)= jz 0J 3 where 
D = ^ z t |z-Zq| < and C = £zs|z-z0( = r J „ 
It is clear that C = Fr(D), and that D is an elementary region. By 
(ii), it is true that wQeZ»f(Fr(d)). By theorem B-3 of Chapter 2, it 
follows that 
n c(f,w 0) = (2ni)m ^  0, 
where m is the order of the wQ-point z Q of f . By theorem C-l, 
it is seen that w n is a stable value of f , q.e0d. 
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CHAPTER IV 
SECOND-ORDER AUTONOMOUS SYSTEMS OF DIFFERENTIAL EQUATIONS 
This chapter will be concerned with the system 
x'(t) = P(x(t), y(t)) 
y'(t) = Q(x(t), y(t)) 
0 0
 < t < + 0 0 
Such a system, in which the independent variable t does not appear 
explicitly on the right-hand side, is said to be autonomous * The real-
valued functions P and Q are defined on some region D of the 
complex planeo 
Ao Basic definitions 
Definition A°»lo A point (x Q j )y o) of the complex plane is said 
to be a singular point of the system S if and only if p(x o>7 0) =* 0 
and Q(xo^yQ) * 0 . 
Definition A-2, A plane curve C is said to be a characteristic 
of the system S if and only if C - ^ (x(t), y(t))j te(- «%+ " ) | , 
where (x^y) is a non-constant solution of the system S
 0 
Definition A-3* Let (x0*yo) be an isolated singular point 
of the system S
 0 The point (x0*70) i s s a i ^ to be a stable singular 
point of the system S if and only if, for every positive number e, 
there exists a positive number d with the following property. If 
C = { (x(t), y(t))s te(- + ~)j i s a characteristic of the system 
S satisfying 
1 
[ ( x ( t o ) - X o ) 2 + ( y ( t o } ~ y o 
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for some real number t , then 
Definition A-lj., A singular point (x0*yQ) °^ ^ * s s a i d "to 
be simple if and only if there exist four real constants a 5 b s c, and 
d satisfying the condition ad - be ^  0 and such that if the functions 
e^ and are defined by 
P(x5y) = a(x-x ) + b(y=yQ) + e^x^y), and 
Q(x^y) * c(x-xQ) + d(y-y6) + e2(x,y) 
for (x5y)eD9 then 
K (x,y) 
11a , ^ ^ ss 0 for i - 192* 
°*
 0
 t(x»x o) 2 + (y«y o) 2] 2 
It can be shown that simple singularities are isolated« 
Difinition A-50 Let (x Q 5y Q) be a simple singularity of the 
system Let a5b,c, and d be the four real constants described in 
definition A-Iu let 1^ and 1^ be the characteristic values of the 
a b 
matrix ( ,)
 0 Then (x 9y ) is said to be a c d o9t,o 
(i) nodal point if and only if 1^ and 1 are real and of 
the same sign 
(ii) saddle point if and only if 1^ and 1^ are real and 
of opposite sign 
[(x(t) - x ) 2 + (y(t) - j)2]2 < e for te[t , + - ) . 0 0 o 
1 
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(iii) vortex point if and only if 1^ and 1^ are purely 
imaginary and 
(iv) spiral point if and only if 1^ and 1^ are complex but 
not purely imaginary. 
Note, The preceding definition is not standard,, The names 
nodal points, saddle point, etc, are motivated by the graphs of the 
characteristics of the system under consideration. The standard 
definition, however, agrees with the one given here when the system 
under consideration is S. The reader is referred to Coddington and 
Levinson [5] for geometric definitions of these concepts0 
Theorem A-l. Let (x ,y ) be a simple singularity of the 
system S . The following statements hold. 
(i) If (xQ,yQ) is a vortex point or a spiral point, then 
(xQ,yQ) is a stable singular point of S . 
(ii) If (x
 9y ) is a saddle point, then (x ,y ) is an 
0 0 ' 0 0 
unstable singular point of S . 
(iii) If (x „y ) is a nodal point, and if 1_ and 1 0 are 
o* o s 1 2 
the characteristic values of the matrix (a , ) , then (x ,y ) is a 
c d
 9
 o9 o 
stable (unstable) singular point of S if 1^ and 1^ are both 
negative (positive) « 
Proof. The proof of this theorem will not be given here. The 
reader is referred to ¥. Hurewicz [k] o 
B. The index of a simple singularity of the system S. 
It will be assumed throughout this section that (0,0) is a 
simple singular point of the system S „ The complex function P + iQ 
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wiH be denoted by F Since (0,0) ia an isolated singularity of S, 
there exists a circle C with center at (0,0) such that no other 
singularity of S is enclosed by C or contained in C» This nota­
tion shaO be kept. 
Definition B«-l» The index of the? simple singular point (0,0) 
1 
of S is defined to be the value -a-r nn(f,(0,0)) • 
Theorem B-*l« The simple singular point (0,0) of S is- a saddllie 
point if and only if its index is -£U 
Proof» The proof of this theorem will not be given here* The 
Her® P (x,y) « - x and Q(x,y) 08 — y for (x,y)ez, where Z denotes 
the? complex plane
 0 It is seen that (0,0) is a simple singular point 
of the system S^ » Iff'this case the function P is defined by 
F(x,y) • P(x,y) + iQ(x,y) • - x - iy • - (x+iy) for (x,y)e£ « 
In other words, F(z) - — z for zeZ« By theorem A~~2 of chapter II9 it is> 
seen that ^ j n c (F, (0,0)) 85 1, foir F is analytic at s=(0,0) and F ? (z)/0o 
By theorem B—1, it follows that (0,0) is not a saddle point* 
To check this result, it is only necessary to find the characteris­
tic: values of the matrix (""J!: ?)
 e They are found to be 
reader is; referred to W» Eurewicz 
BssaMple B—1» Consider the system 
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1^ = lg = - 1 , Thus (0,0) is a nodal point, 
Example B-2, Consider the system 
{ x 1 (t) = y(t) y'(t) = x(t) «= «. < t < +'00 
Here P(x,y) = y and Q(x,y) = x for (x,y)eZ, where Z denotes the 
complex plane0 It is seen that (0,0) is a simple singular point of 
the system . The function F is defined by 
F(x9y) = y + ix = i(x-iy) for (x,y)eZ 0 
In other words, F(z) = iz for zeZ, The function F is not analytic 
at any point of Z, but the value n^F, (0,0)) can be found easily. Let 
h(t) = r e 2 l U t for te[0,l] 
be a positive traversal of C, where r is the radius of C. It is 
then seen that 
Bh(t) = lre~2n±t for te[0,l] . 
Thus nc(F,(0,0)) = n0l(Fh,(0,0)) = (- 2ni) - 0 = - 2ni . 
The index of (0,0) is therefore - 1 , By theorem B-l, it 
follows that (0,0) is a saddle point. 
To check this result, it is seen that the characteristic values 
'of the matrix (° q) are 1 1 = 1 and 1 2 = - 1, Thus (0,0) is 
saddle point. 
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Example B-30 Consider the system 
x 1(t) = P(x(t), y(t)) 
y«(t) = Q(x(t), y(t)) 
- « < t < + 0 0 
where the function F = P + iQ is analytic on the complex plane Z. 
It is assumed that F is non-constant, that F(0) = 0 5 and that 
F'(0) f 0
 6 Under these assumptions it is asserted that (0,0) is 
a simple singular point of S , and that it is not a saddle point• 
To prove this, observe that (by Taylor8s theorem) it is possi­
ble to write 
P(x5y)=P(x,y J-P^Oj^PtO^Oj+y&gPtO^ 
where (u,v) is a point in the open line segment joining (0,0) and 
(x,y) Define a = DP(0,0), b = D2P(0,0), and 
e1(x,y) = ^(u^v) + 2xy ^ 2P(u,v) + y 2D 2 2P(u,v)]. It then 
follows that 
P(x,y) = ax + by + e1(x,y) . 
In a similar way it can be seen that 
Q(x5y) = cs + dy + e 2(x,y) 9 
where c = D Q(0,0), d = D2Q(0,0), and 
e2(x,y) = |[x 2D x ^(w^z) + 2xy
 2Q(w,z) + y 2D 2 2Q(w,z)] , 
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where (w,z) is a point in the open line segment joining (0,0) and 
Observe that 
a b 
c d 
D P(0,0) D2P(090) 
DQ(0,0) D2Q(0,0) = |F«(0)p ± 0 
using the Cauchy~Riemann equations, 
e. (x,y) 
It remains to be shown that lim — 
(x,y)=(0,0)
 2 2 5 
(x + y ) 
= 0 
for i = 1, 2 C This will be proved here for for the proof for 
e 2 is analogous. By changing to polar coordinates, it is seen that 
r 2 2 
e^(r cos p, r sin p) = - [cos p ^P(u,v)+2sinpcospD^
 2P(u,v)+sin pD 2 gPfc^y)] 
where x = r cos p and y = r sin p
 s 
The expression in brackets is seen to remain bounded as . r 
approaches zero and a bound can be found independent of the value of 
p, for P and Q have continuous partial derivatives of every order. It 
follows that 
lim e l ^ r C 0 S p* r s i n 
r=o ' 
0 
for any value of p , which is equivalent to the desired result. 
The point (0,0) is therefore a simple singular point of S . By-
theorem A-2 of Chapter II, it is seen that ™ n (F,(0,0)) = 1 . 
By theorem B-l, it follows that (0,0) is not a saddle point, q.e.d, 
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