Laboratory experiments and numerical simulation studies of convectively enhanced carbon dioxide dissolution  by Kneafsey, Timothy J. & Pruess, Karsten
 Kneafsey and Pruess/ Energy Procedia 00 (2010) 000–000 1 
GHGT-10 
Laboratory Experiments and Numerical Simulation Studies 
of Convectively Enhanced Carbon Dioxide Dissolution 
 
Timothy J. Kneafsey* and Karsten Pruess 
Appendix A. Lawrence Berkeley National Laboratory, Berkeley, CA, 94720, USA 
Elsevier use only: Received date here; revised date here; accepted date here 
Abstract 
Carbon dioxide (CO2) injected into a permeable rock stratum will be stored via four major 
mechanisms, 1) bulk containment of the mobile supercritical phase CO2, 2) small-scale trapping by 
capillary forces, 3) dissolution into the local brine, and 4) chemical reactions with aqueous species and 
host rock resulting in mineral precipitation. The security and permanence of CO2 storage increases 
along this pathway from containment to mineralization. After injection into the subsurface, the less-
dense free-phase CO2 will tend to rise to the top of the permeable formation and will accumulate 
beneath a confining layer (cap rock) as a result of buoyancy. Beneath the confining layer, the CO2 will 
spread out, governed by capillary, buoyant, and viscous forces, forming a relatively horizontal layer at 
some distance from the injection location. CO2 in contact with local fluids will begin to dissolve into 
the fluids. The dissolution of CO2 into the brine will result in increasing the brine density. Brine with 
increased density over less dense brine will result in a fluid dynamics instability such that the heavier 
brine containing CO2 will tend to flow downward. This will cause lighter brine without dissolved CO2 
to move upward, contacting the CO2 plume, dissolving more CO2, and then convecting downward. 
This dissolution-induced density-driven convection is a desirable process because it can significantly 
enhance the CO2 dissolution rates, thereby increasing storage security. We have performed laboratory 
visualization studies in transparent cells and quantitative CO2 absorption tests at elevated pressure to 
investigate this phenomenon. Numerical modeling of the tests was performed with results comparing 
favorably with experimental results. 
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1. Introduction 
Injection of carbon dioxide (CO2) into deep saline aquifers is a method being considered for reducing 
CO2 emissions to the atmosphere. In this method, the CO2 would be injected into a permeable, porous 
zone confined beneath a low-permeability cap rock, so that the CO2 would remain in the aquifer for an 
extended period of time. Injected CO2 will be in a supercritical state (scCO2) at the temperature and 
pressure conditions of the deep brine formations, and will have lower density than the native aqueous 
phase. Because of this density difference, the injected CO2 will tend to rise to the top of the permeable 
interval and spread out beneath the cap rock.  
 
There are four modes of CO2 storage in brine aquifers: (1) as a (mobile) separate supercritical phase; 
(2) as trapped scCO2; (3) dissolved in the aqueous phase; and (4) as solid minerals [1]. Initially, most 
of the injected CO2 will be present as free phase scCO2, but the other modes of storage become more 
important over time [1, 2]. Storage security and storage permanence increase as CO2 is trapped, then 
dissolved, and eventually chemically bound to solid phases; therefore residence times and relative 
amounts of CO2 in each of these modes are of great interest. 
 
c⃝ 011 Publ shed by Elsevier Ltd.
Energy Procedia 4 (2011) 5114–5121
www.elsevier.com/locate/procedia
doi:10.1016/j.egypro.2011.02.487
Open access under CC BY-NC-ND license.
 Kneafsey and Pruess/ Energy Procedia 00 (2010) 000–000 2 
Injected CO2 will tend to spread out under the cap rock, and at some distance from the injection well, 
there will likely be a nearly horizontal interface between a free CO2 phase above and the aqueous phase 
below. Geometric details of the interface will be affected by the properties of the porous media; for 
simplicity, we will consider the interface to be relatively flat. At the interface, CO2 will dissolve into 
the aqueous phase, and if the aqueous phase were immobile, the rate of CO2 dissolution would be 
limited by the rate at which CO2 can be removed from the interface by molecular diffusion. This 
process is slow, and the rate of CO2 dissolution will decrease with time. 
 
CO2 dissolution into brine causes its density to increase on the order of 0.1% to 1%, depending on 
pressure, temperature, and salinity [3]. This density increase induces a gravitational instability when 
denser CO2-rich aqueous fluid overlies less dense fluid. The instability can result in fluid convection at 
several scales, and this could significantly increase the rate that dissolved CO2 is transferred from the 
interface with the overlying free CO2, accelerating CO2 dissolution. We refer to this process here as 
CO2-solute-driven convection (CSC); in the literature it is also called density-driven convection (DDC) 
[4]. CSC has been studied because it is relevant for security and permanence of CO2 storage.  
 
The earliest published work on CO2 dissolution-induced density increase and its importance for CO2 
storage was by Weir and collaborators [5, 6]. Lindeberg and Wessel-Berg  considered the conditions 
under which vertical convective flow will occur in a medium subjected to both a thermal gradient and 
the presence of a CO2 dissolution-induced dense layer. Lindeberg and Bergmo [8] examined CSC and 
multiscale numerical simulation problems related to the Sleipner Vest CO2 storage project in the 
Norwegian Sector of the North Sea. Other investigators have performed stability analysis for the onset 
time for convection, the preferred wavelength for the growth of convective fingers, and growth rates 
(e.g., [9-13]).  
 
Numerical simulations have been used in the above references to partially confirm analytical stability 
theory. Using high-resolution simulations for extended time periods, Hesse et al. [11] found that the 
total CO2 dissolution rate is constant during the convection-dominated period, except for random 
fluctuations caused by the unstable nature of the underlying processes. Ennis-King et al. [14] compared 
CSC for homogeneous media with simulations for heterogeneous media featuring a random 
distribution of shale bodies in a homogeneous sand background. Laboratory studies have confirmed 
qualitative and quantitative aspects of CSC [15, 16]. 
 
In some respects, CSC is similar to convection caused by a temperature gradient. This subject has been 
extensively studied (e.g. [17]) aiding in understanding CSC. There is an important difference between 
the CSC case and thermal convection studies, however. A geothermal temperature gradient exists over 
the entire vertical range of the flow system, whereas the vertical range of the concentration gradient in 
the CO2 case is initially near zero and continuously grows with time, and the system is unconditionally 
unstable with respect to buoyant convection. 
 
The Rayleigh number (Ra) compares the rate of fluid convection (from a density increase for example) 
with the rate of diffusive transport, and indicates whether convection will occur. If the convective rate 
exceeds the rate at which the density increase is diffusively redistributed, convection will occur. 
Theoretical studies have shown that if Ra >4
2
, CSC is expected. For CSC, the Rayleigh number is 
calculated as 
Ra =
kghCo
μD      (1)
 
where k is permeability, g is the acceleration of gravity, h is the height of the fluid column,  is the 
partial derivative of density o with respect to concentration, C is the increase of CO2 concentration in 
the water at the top boundary, μ is the viscosity of water, and D is the diffusivity of CO2 in water [7]. 
Upon introduction of the CO2, the concentration gradient in the transient system will change as the CO2 
dissolves and diffuses. Initially the gradient will be very large as the length over which the gradient 
exists is nearly zero, and this length increases over time proportionally to (Dt)
1/2
. Here we use a 
nominal Ra (Ran) based on the height of the water column to provide a basis to compare tests. 
 
Pruess and Zhang [18] provide an example of results from numerical simulations of CSC on the meter-
scale with millimeter-scale spatial resolution. They show an induction phase in which dissolved CO2 
concentrations increase in a narrow band. Following this, many small convective fingers form, having 
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wavelengths comparable to layer thickness [10]. Following that, the convective fingers advance 
downward and become broader, with some fingers coalescing.  
 
Numerical studies have shown that CSC can occur and will enhance CO2 dissolution in brine aquifers 
if the conditions are favorable. In this paper we provide visual and quantitative evidence of CSC on a 
time and space scale easily accessible in the laboratory to aid in conceptual understanding of the 
process and provide data for model comparison. The visualizations also provide tangible evidence of 
CSC for non-scientists who will ultimately be among the stakeholders if large-scale carbon 
sequestration is adopted. 
 
Laboratory Tests 
To investigate CSC, we have performed laboratory visualization experiments and quantitative 
measurements under controlled conditions, and compared our results to numerical simulations. 
 
Visualization Tests 
Visualization experiments were performed in Hele-Shaw cells either with or without a porous medium 
present. The Hele-Shaw cell, a transparent cell composed of two flat glass plates sealed on the edges 
and separated using spacers, was partially filled with water containing bromocresol green, a pH-
sensitive dye. Flow in a Hele-Shaw cell is governed by the same Darcy’s law as flow in porous media, 
with permeability k=b
2
/12, where b is the cell aperture. This correspondence makes flow behavior in 
Hele-Shaw cells relevant to problems of flow in porous media. CO2 dissolving into the water lowers 
the pH, and the pH-sensitive tracer changes from green to yellow identifying the location of the 
impacted liquid. CO2 gas was introduced into the headspace at the top of the cell displacing the air that 
was initially present, and the resulting behavior of the liquid was observed and photographed. An 
example is shown in Figure 1.  
 
Upon introduction of the CO2, a fairly uniform layer of low pH liquid formed just below the gas-water 
interface indicating the presence of dissolved CO2 (Figure 2 Ran ~1.2  10
5
). Soon after, instabilities in 
the layer developed, (see arrows in Figure 2, 4 minutes). One of the locations identified by the leftmost 
arrow in Figure 2 is a low spot on the interface resulting from flaws in the glass and surface 
contamination. The low spot allowed denser CO2 to fill the region above it, and also provided a 
geometric instability for a finger to form. Soon after, many small fingers formed across the interface. 
Over time, the fingers broadened and penetrated deeper into the cell. Photographs of the cell over the 
duration of the experiment provided images yielding information on the uptake of CO2 (Figure 3) and 
demonstrating the CSC. Similar tests have been performed in a number of cells having various Ran 
(varied using different apertures and cell angles with respect to gravity) [4]. Different heterogeneities, 
cell packings, and geometries (tubes, tanks) have also been explored. 
 
Quantitative Tests 
Quantitative experiments were performed using a variety of systems with different mean grain sizes 
and shapes to provide different porosities, permeabilities, and brine salinities resulting in a range of 
CO2 saturation concentrations and relative density changes. In the experiments, the limited headspace 
over a uniformly packed saturated porous medium was evacuated, and a quantity of CO2 from an 
appropriately sized source at moderate pressure (~4 MPa) was introduced (Figure 4). Both the source 
bottle and the vessel containing the porous medium were contained within a temperature-controlled 
enclosure. The pressure decline (small in relation to the total CO2 pressure) was measured over time to 
quantify the CO2 uptake by the brine in the porous medium.  
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Figure 1. Visualization test setup using 
a Hele-Shaw cell. The cell width is 
about 25 cm, height is about 30 cm and 
the aperture of this cell is 0.7 mm. 
 
Figure 2. Processed images showing early 
system behavior. The thickening dark band at 
the gas-water interface identifies the fluid 
having a lower pH resulting from CO2 
dissolution. Arrows in the image at 4 minutes 
indicate small fingers beginning to form. Note: 
image processing and the inversion of the color 
bar are responsible for the yellow lower pH 
fluid appearing darker here. Additionally, a 
semitransparent image of the experimental setup 
overlies each image for clarity. 
 
 
Figure 5 shows the CO2 uptake by the brine for four systems each having different sands, grain sizes, 
and porosities resulting in different permeabilities and Ran, normalized by the measured porosity and 
tortuosity (estimated to be 0.6). Additionally, the CO2 uptake for purely diffusive conditions was 
computed and plotted in Figure 5 using a diffusivity of 210
-9
m
2
/s (estimated for the experiment 
conditions from Frank et al. [19]). Initially, the CO2 uptake was roughly diffusive in nature. This is 
most easily observed for the low Ran systems (Ran <75). Following an incubation period, enhanced 
absorption of CO2 was observed indicating the presence of brine convection. These data provide 
quantitative evidence of enhanced CO2 uptake due to CSC, and provide insight into the value of the 
numerical coefficient (co) in the theoretical expression for the incubation time [9, 20]. In this 
expression,  is porosity. 
tinc = coμ
2

2
D / ( )2 g2k 2[ ]     (2) 
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Figure 3. Convective fingers of increased 
density water (dark, low pH) combining and 
penetrating into the depths of the cell. 
Figure 4. Quantitative experiment setup. 
 
 
The value of co in Equation 2 has been discussed by several authors, and several ranges have been 
proposed based on the method of computation [21]. Authors using linear stability analysis have 
determined values ranging from 75 to 500. Using the definition of tinc as deviation from the diffusive 
flux, other authors have determined the value of co to be about 1150. We also use the time where the 
experimental curve deviates from the diffusive curve to define tinc. Using the three lower Ran curves in 
Figure 5 and allowing a range of times because the experimental CO2 uptake curves do not exactly 
match the computed diffusive uptake curve, we computed the co values shown in Table 1.  
 
Table 1. Computed values of co. 
Ran tinc (low to high), (s) co 
40 100,000 to 150,000 75 to 113 
75 19,000 to 25,000 48 to 62 
370 4,000 to 5,000 141 to 177 
 
Our values are significantly lower than the expected values. This is probably due to differences 
between the experimental and theoretical systems. First, in spite of careful setup, numerous instability 
points are naturally present in the experimental system, whereas the numerical system may not have 
any. These occur from minor packing differences from point to point, slight grain size gradients, and 
other set-up artifacts. In an experimental sand-water system, it is not possible to create a gas/water 
boundary that is perfectly flat, or instantaneously change the CO2 concentration/pressure, whereas in 
simulations it is possible to place the CO2 and brine in specific locations and then start the simulation. 
In the experimental system, we need to increase CO2 pressure from nearly zero to the pressure of the 
experiment. This process takes some time leading to uncertainties of when time zero occurs. 
Additionally, the physical changes upon pressurization can induce some undesired changes in the 
system. This results in the initial data collected upon system pressurization often being more difficult to 
interpret than later data. Current efforts are being made to improve the procedure to better determine 
the co value. 
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Figure 5. CO2 uptake over time for four systems with different permeabilities (different Ran).
Numerical Modeling 
Numerical modeling of many CSC cases has been performed, and the results of the simulations of one 
of the Hele-Shaw experimental systems are presented in Figure 6. In the simulated systems, CO2 
uptake was initially diffusive, and was later enhanced by fluid convection. As in the experimental 
Hele-Shaw cells, fingers of CO2-laden fluid formed and penetrated into the system and broadened as 
they penetrated deeper. Several agreements as well as differences are apparent between the numerical 
and experimental systems. At 60 minutes, both systems are clearly experiencing convection and have 
fingers of CO2-rich water with varying lengths penetrating into the region below. In the numerical 
system, the fingers are narrower and the more highly CO2 concentrated water (orange) is well 
distributed across the (flat) interface. In the experimental system, the fingers are broader, vary more in 
length, penetrate deeper into the region below, and are affected by imperfections in the gas-water 
interface. At the later time the finger lengths vary in both systems, but the finger widths appear similar. 
The major obvious difference is that in the experimental system, the fingers have already reached the 
bottom of the system. 
Discussion and Conclusions 
In our investigations, including semi-quantitative visualization tests, quantification tests, and numerical 
simulation tests, we have seen clear indications of CSC. The visualization tests, performed following 
many of the numerical simulations, clearly demonstrate the occurrence of CSC and agree reasonably 
well with the numerical simulations in the processes that occur. Disagreements between temporal and 
spatial scales in our comparison may be due to differences in the start-up of the two systems and the 
prevalence of natural instability points in the experimental system. Although these instability points are 
artifacts in our tests, they indicate that the abundance of instability points in the natural systems will 
likely enhance CSC. Our quantitative tests also agree with numerical predictions in terms of processes. 
Again, time scales are different, and our co values based on the measurements do not agree well with 
predicted values. As with the visualization tests, this could be from the presence of instabilities in the 
systems. Although in all of the systems we tried to eliminate the instabilities, it is not possible to do so. 
Our quantitative measurements show enhanced dissolution of CO2, and the time needed for the 
enhancement to initiate CSC may be less than predicted times. 
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60 minutes 
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Figure 6. Comparison of simulation (left) and experimental (right) results at 60 minutes (top row) and a 
later time (bottom row). 
 
Acknowledgements 
This study was supported by the Director, Office of Science, Office of Basic Energy Sciences, Division 
of Chemical Sciences, Geosciences, and Biosciences, of the U.S. Department of Energy under Contract 
No. DE-AC02-05CH11231. 
 
References 
1. IPCC (Intergovernmental Panel on Climate Change), Special Report on Carbon Dioxide Capture 
and Storage. 2005. 
2. Audigane, P., et al., Two-Dimensional Reactive Transport Modeling of CO2 Injection in a Saline 
Aquifer at the Sleipner Site, North Sea. American Journal of Science, 2007. 307: p. 974-1008. 
3. Garcia, J.E., Density of Aqueous Solutions of CO2. 2001, Lawrence Berkeley National Laboratory: 
Berkeley, CA. p. 10., LBNL-49023 
4. Kneafsey, T. and K. Pruess, Laboratory Flow Experiments for Visualizing Carbon Dioxide-
Induced, Density-Driven Brine Convection. Transport in Porous Media, 2010. 82(1): p. 123-139. 
5. Weir, G.J., S.P. White, and W.M. Kissling, Reservoir Storage and Containment of Greenhouse 
Gases, in Proceedings of the TOUGH Workshop ‘95, K. Pruess, Editor. 1995: Berkeley, CA. p. 233–
238. 
6. Weir, G.J., S.P. White, and W.M. Kissling, Reservoir Storage and Containment of Greenhouse 
Gases. Transport in Porous Media, 1996. 23: p. 37 - 60. 
7. Lindeberg, E. and D. Wessel-Berg, Vertical convection in an aquifer column under a gas cap of 
CO2. Energy Conversion and Management, 1997. 38(Supplemental): p. S229-S234. 
8. Lindeberg, E. and P. Bergmo, The Long-Term Fate of CO2 Injected into an Aquifer, in 
Greenhouse Gas Control Technologies, J. Gale and Y. Kaya, Editors. 2003, Elsevier Science, Ltd.: 
Amsterdam, The Netherlands. p. 489–494. 
5120 T.J. Kneafsey, K. Pruess / Energy Procedia 4 (2011) 5114–5121
 Kneafsey and Pruess/ Energy Procedia 00 (2010) 000–000 8 
9. Ennis-King, J. and L. Paterson, Rate of Dissolution due to Convective Mixing in the Underground 
Storage of Carbon Dioxide, in Greenhouse Gas Control Technologies, J. Gale and Y. Kaya, Editors. 
2003, Elsevier. p. 507–510. 
10. Ennis-King, J., I. Preston, and L. Paterson, Onset of Convection in Anisotropic Porous Media 
Subject to a Rapid Change in Boundary Conditions. Phys. of Fluids, 2005. 17: p. 084107. 
11. Hesse, M.A., H.A. Tchelepi, and J. F.M. Orr. Natural Convection During Aquifer CO2 Storage. in 
GHGT-8, 8th International Conference on Greenhouse Gas Control Technologies. 2006. Trondheim, 
Norway. 
12. Xu, X., S. Chen, and D. Zhang, Convective Stability Analysis of the Long-term Storage of Carbon 
Dioxide in Deep Saline Aquifers. Adv. Wat. Resour., 2006. 29: p. 397-407. 
13. Riaz, A., et al., Onset of convection in a gravitationally unstable diffusive boundary layer in 
porous media. J. Fluid Mech., 2006. 548: p. 87–111. 
14. Ennis-King, J., C. Green, and K. Pruess. Effect of Vertical Heterogeneity on Long-Term Migration 
of CO2 in Saline Formations. in GHGT-9, 9th International Conference on Greenhouse Gas Control 
Technologies. 2008. Washington, DC. 
15. Yang, C. and Y. Gu, Accelerated Mass Transfer of CO2 in Reservoir Brine Due to Density-Driven 
Natural Convection at High Pressures and Elevated Temperatures. Ind. Eng. Chem. Res., 2006. 45: p. 
2430–2436. 
16. Farajzadeh, R., et al., Numerical Simulation of Density-driven Natural Convection in Porous 
Media with Application for CO2 Injection Projects. Int. J. Heat Mass Transfer, 2007. 50: p. 5054–
5064. 
17. Garg, S.K. and D.R. Kassoy, 2. Convective Heat and Mass Transfer in Hydrothermal Systems, in 
Geothermal Systems: Principles and Case Histories, L. Rybach and L.J.P. Muffler, Editors. 1981, John 
Wiley and Sons: Chichester. p. 37-76. 
18. Pruess, K. and K. Zhang, Numerical Modeling Studies of the Dissolution-Diffusion-Convection 
Process During CO2 Storage in Saline Aquifers. 2008, Lawrence Berkeley National Laboratory: 
Berkeley, CA., LBNL-1243E 
19. Frank, M.J.W., J.A.M. Kuipers, and W.P.M.v. Swaaij, Diffusion coefficients and viscosities of 
CO2 +H2O, CO2+CH3OH, NH3+H2O, and NH3+CH3OH liquid mixtures. Journal of Chemical 
Engineering Data, 1996. 41: p. 297-302. 
20. Ennis-King, J. and L. Paterson, Role of Convective Mixing in the Long-Term Storage of Carbon 
Dioxide in Deep Saline Formations, in Society of Petroleum Engineers Annual Fall Technical 
Conference and Exhibition. 2003, Society of Petroleum Engineers: Denver, CO. 
21. Pau, G.S.H., et al., High-resolution simulation and characterization of density-driven flow in CO2 
storage in saline aquifers. Advances in Water Resources, 2010. 33: p. 443–455. 
 
 
 
T.J. Kneafsey, K. Pruess / Energy Procedia 4 (2011) 5114–5121 5121
