Abstract Prediction of water pipe condition through statistical modelling is an important element for the risk management strategy of water distribution systems. In this work a hierarchical nonparametric model has been used to enhance the performance of pipe condition assessment. The main aims of this work are three-fold: (1) For sparse incident data, develop an efficient approximate inference algorithm based on hierarchical beta process. (2) Apply the hierarchical beta process based method to water pipe condition assessment. (3) Interpret the outcomes in financial terms usable by the water utilities. The experimental results show superior performance of the proposed method compared to current best practice methods, leading to substantial savings on reactive repairs and maintenance, as well as improved prioritization for capital expenditure.
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Introduction
Water supply networks constitute one of the most crucial and valuable urban assets. The combination of growing populations and aging pipe networks is putting the onus on water utilities to develop advanced risk management strategies in order to maintain their distribution systems in a financially viable way. Failures of reticulation water mains (small diameter pipes) usually bear low consequences hence renewal (i.e. replacement) decisions can be made on the basis of failure history. However, failures of critical water mains (diameter above 300 mm) typically bring severe consequences due to service interruptions and negative economic and social impacts, such as flooding and traffic disruption, as illustrated in Fig. 1 . The financial and social costs of reactive repairs in such scenarios amount to more than one billion dollars annually in Australia alone, so utilities are strongly focusing on preventative repairs and renewal which carry much lower costs.
Water utilities develop risk based approaches in order (1) to avoid critical main failures by prioritizing renewal of specific assets; but also (2) to avoid replacing any pipe that is still in working condition. The service life or condition of a pipe can vary dramatically depending on localized conditions and various factors including the pipe material, age, construction methods, and soil conditions. So, the maintenance process starts by prioritizing high risk pipes, then proceeding to physically inspect these assets to confirm their actual condition, before finally deciding on whether to renew. The risk management process intends to balance the escalating costs associated with these steps, roughly increasing by one order of magnitude from shortlisting, to inspection, to preventative renewal, to reactive renewal when a pipe was not identified correctly. Clearly, the prioritization step can bring significant savings to water utilities.
The prioritization step requires a good understanding of the failure risk, and in particular a good estimate of the likelihood of failure, from which potential failure costs can usually be derived easily, based on the area serviced. The mechanisms of water pipe failure have been studied for decades, and various physical and mechanical models, involving pipe wall thickness (Ferguson et al. 1996) , material deterioration according to environmental conditions and quality of manufacturing , and hydraulic characteristics (Misiunas 2005) , have been developed to estimate the remaining pipe life. However, nonintrusive technologies for pipe condition assessment are still very limited and not cost effective because input parameters such as pipe wall thickness may rely on an inspection step. That latter step, called condition assessment, often requires excavation, the use of specialized analysis equipment, and public disruption. On the other hand, statistically based methods avoid these issues for water main failure prediction, by using historical infrastructure failure data. The probability of a pipe failure itself is a random variable dependent on a set of pipe physical attributes (e.g. age) as well as related environmental conditions (e.g. soil type). Various parametric or semi-parametric models such as the Cox model, Markov model, and Weibull model (Ibrahim et al. 2001) have been developed for water pipe failure analysis. However, parametric models are usually limited by their fixed model structure based on a priori assumptions on the data behaviour and their inability to adaptively adjust the model to the complexity of the problem.
To address these limitations, we propose the use of Bayesian nonparametric learning to predict water pipe condition. Historical water pipe data can be incorporated and the model can grow to accommodate future data as necessary. This novel modelling approach for pipe condition prediction has the potential to work effectively across many different pipe types and local conditions worldwide. Compared to traditional statistical modelling, nonparametric modelling aims to avoid assumptions on the structure of the model at the onset. Nonparametric learning has been applied successfully in various industries, for instance, to predict remission times for leukemia patients, time between explosions in coal mines and weather forecasts (Ibrahim et al. 2001) . While the general framework of nonparametric learning can be found in the literature of survival analysis and topic modelling (Chen et al. 2012) , to our knowledge the flexibility of using Bayesian nonparametric methods for pipe condition prediction has not been investigated.
Our work particularly investigated the hierarchical beta process (HBP) for the prioritization step above. The method can be used to predict the failure rate of each individual pipe more accurately by capturing specific failure patterns of different water-pipe groups. Experimental results show that nonparametric modelling outperforms previous parametric modelling for pipe condition assessment. The main aims of this work are: (1) For sparse incident data, develop an efficient approximate inference algorithm based on hierarchical beta process. (2) Apply the hierarchical beta process based method to water pipe condition assessment. (3) Interpret the outcomes in financial terms usable by the water utilities.
The paper is organized as follows. Section 2 reviews related work. Section 3 details the collected data. Section 4 presents our method with formulation and parameter inference. Experimental results are demonstrated and discussed in Sect. 5. Section 6 presents real-life application of our method, followed by experts' commentaries in Sect. 7. Section 8 describes lessons learnt from this work. The conclusion is drawn in Sect. 9.
Related work
Various parametric or semi-parametric models have been developed for water pipe failure analysis in the mechanical, civil, structural, and environmental engineering fields. Among the early work, time-dependent models were proposed to predict pipe breakage (Shamir and Howard 1979; Kettler and Goulter 1985) . Marks et al. (1987) and Andreou et al. (1987) have proposed to use Cox's proportional hazards (Cox 1972) to model the probability of failure of water mains within a certain phase. Other statistical models, such as the entropy based methods (Awumah et al. 1990) , Markov model based methods Micevski et al. 2002) , fuzzy set theory based method (Tchórzewska-Cieślak 2011), hierarchical fuzzy expert system (Fares and Zayed 2010) , Weibull model and other variants (Ibrahim et al. 2001) , have also been considered. Recently Tian et al. (2011) calculated the expectation of failure probability for each pipe with Cox model. For real world applications, Pelletier et al. (2003) applied survival analysis to three municipalities using the annual number of water pipe breaks. Rogers and Grigg (2009) developed prediction models according to industry needs by investigating two actual cases with utility professionals. Rogers (2011) also applied their models to the water distribution system in Denver, USA. These results significantly improved condition assessment, however, water utilities need to further refine prediction accuracy, as a single false negative, resulting in an unpredicted critical failure, can cost from hundreds of thousands to a few million dollars.
Nonparametric methods have now become quite popular and well accepted in practice as they offer a more flexible modelling strategy that requires fewer assumptions about model structure. Of particular interest is the beta process (BP) which provides a Bayesian nonparametric prior for statistical models that involves binary prediction results. The prior could be in a very different shape to produce different model structures. For example, by tuning the parameters in the beta distribution, we can either generate the non-informative priors or power-law behaviors. A Bernoulli process parameterized by a value drawn from a beta process provides a binary indicator over the latent space. The beta process (or beta-Bernoulli process) was first studied for survival analysis by Hjort (1990) . Then Thibaux and Jordan (2007) proposed the realization of the beta process itself, and connected it to the Indian Buffet process (Griffiths and Ghahramani 2011) . The beta process has found wide applications in the context of dictionary learning (Zhou et al. 2009 ), image interpolation (Zhou et al. 2011) , visual tracking (Wang et al. 2013) , and factor analysis ). Moreover, since there exist conjugate priors for the beta-Bernoulli process, the conditional posterior distribution is analytical, which enables a simple posterior inference combined with Gibbs Sampling. Analogous to the hierarchical Dirichlet process (Teh et al. 2006) , the hierarchical beta process (Thibaux and Jordan 2007) can be adopted to model the grouped data. The hierarchical structure reflects the dependency amongst the different groups. A dependent hierarchical beta process is further developed by Zhou et al. (2011) considering covariate dependence.
From the modelling point of view, the hierarchical beta process was proposed by Thibaux and Jordan (2007) , which is the most related work to this paper. Comparing with the work of Thibaux and Jordan (2007) , this work extends the hierarchical beta process by developing an efficient inference algorithm for sparse incident data, and it also considers both mean and concentration parameters rather than using fixed concentration during the inference process.
There are a few recent works in machine learning that deal with failure predictions, such as the Kalman filter based preventive maintenance in reliable systems (Yang 2003) , the multiple instance learning based computer system failure predication (Murray et al. 2006) , and the proportional hazard model based clinical trial analysis (Klein and Goel 1992) . Similarly, our method can be used to predict water pipe failures with the potential to be extended to other areas.
Data collection
We accessed the data from two different geographical regions, A and B from the greater Sydney area. Here region A is a highly urbanised commercial area, and region B is a lower density suburban area. For each region, two datasets are available: one contains the attributes of all water pipes in the region, and the other gathers failure records. The pipe attributes include identification number, laid date, length, material, diameter size, location, protective coating, surrounding soil type, etc. Failure records span from 1999 to 2010 and include report date, type of failure, failure location, number of customers affected and repair costs. In these regions the oldest pipes were laid before 1900, with an average age of 68 years for region A and 40 years for region B. The 12 year observation period was relatively short compared to the life cycle of water pipes, so that most (about 99 %) pipes do not fail or fail just once during the observation period, making the data sparse. The soil types were similar for all the water mains belonging to the same region.
The data covers 14,765 water pipes and 1,696 failure records for region A; respectively 17,877 and 6,672 for region B. As mentioned, we only focused on the condition assessment of critical water mains (diameter above 300 mm). Most of them are manufactured in cast iron and are cement lined (CICL). There are 1315 critical water mains in region A, and 805 in region B. For the critical water mains, there are 69 failures in region A and 56 in region B.
During the analysis, we found two factors that may significantly influence the results of pipe failure prediction. The first factor was that the failure rate of pipes does not always increase with age. Besides the known features in the dataset and public resources, many other hidden factors impact the condition of water mains, such as manufacture condition. For example, the records show that some old pipes failed less than younger pipes. The second factor was the sparseness of critical water mains breaks already noted above. To enhance the performance of pipe failure prediction, these two factors need to be carefully considered when forming our Bayesian nonparametric method based solution.
Method

Hierarchical beta process for pipe condition assessment
A beta process, B ∼ BP(c, B 0 ), is a positive random measure on a space Ω, where c, the concentration function, is a positive function over Ω, and B 0 , the base measure, is a fixed measure on Ω. If B 0 is discrete, B 0 = k q k δ w k , then B has atoms at same locations
, and each q k ∈ [0, 1]. An observation data X could be modelled by a Bernoulli process with the measure B, X ∼ BeP(B), where X = k z k δ w k , and each z k is a Bernoulli variable, z k ∼ Ber(p k ). Furthermore, when there exists a set of categories, and each data belongs to one of them, hierarchical beta process could be used to model the data. Within each category, the atoms and the associated atom usage are modelled by a beta process. Meanwhile a beta process prior is shared by all the categories. More details could be found in Thibaux and Jordan (2007) . For a water distribution system, denote π k,i as the probability of failure for a pipe in the k-th group. Consider hierarchical construction for pipe condition assessment,
(1)
Here q k and c k are the mean and concentration parameters for the k-th group, q 0 and c 0 are hyper parameters for the hierarchical beta process, z k,i = {z k,i,j | j = 1, . . . , m k,i } is the history of pipe failure, z k,i,j = 1 means the pipe failed in j -th year, otherwise z k,i,j = 0.
For hierarchical beta process, a set of {q k } are used to describe failure rates of different groups of pipes. For each pipe group, with fixed concentration parameter c k , the posterior distribution becomes:
where
Hence given q k ,
The posterior for each π k,i could be estimated after marginalizing q k .
The inference algorithm is shown in Fig. 2 . Following the work of Thibaux and Jordan (2007) , p(q k | z k,1:n k ) in (6) is approximated by a set of samples based on (3), and the concentration parameters are fixed during the inference process. However, both mean and concentration are important parameters that impact the underlying distribution (seen Fig. 3 for example). Even with the same mean, the concentration parameter could drastically vary the distribution. When the concentration value is large, the distribution highly concentrates to its mean value. When the concentration value is small, the distribution spreads over a big range and sometimes even becomes bimodal. To overcome this problem, the next section Algorithm 1.
Input: pipe failure history {z k,i,j }, k = 1, . . . , K, i = 1, . . . , n k , j = 1, . . . , m k,i ; hyper parameters c 0 and q 0 ; concentration parameters {c k }. Output: The estimation of failure probability π k,i for each pipe. considers both mean and concentration parameters during the inference, which is important for more effective pipe condition assessment.
Approximate inference for sparse incident data
For each pipe group, considering both mean and concentration, the posterior distribution becomes
Assume non-informative prior for c k and marginalize out π k,1:n k ,
It can be seen that generally the joint distribution of q k and c k is computationally expensive to estimate. On the other hand, incident data like pipe failure records are usually quite sparse within the observation period. Most items do not fail or fail just once during the observation period (i.e. j z k,i,j ≤ 1). It can be seen that under such situation the computational complexity could be greatly reduced for the inference algorithm. Denote s k,i = j z k,i,j . According to the property of Gamma function, for sparse incident data,
Using Taylor expansion, the posterior distribution could be approximated by
Hence the posterior could be approximated by a beta distribution as well
The computational complexity can be further reduced when there is sufficient number of items in the group. Usually n k 1 for each group, it can be known that
. Hence
Given both q k and c k ,
For sparse incident data, both mean and concentration parameters are considered during the process of inference. The approximate inference algorithm is presented in Fig. 4 .
Empirical results
In this experiment our HBP method was tested and compared with popular survival analysis methods, namely the Cox and Weibull models. The Cox model is usually used to model only the first time failure for each pipe, while the Weibull model can deal with multiple failures. The critical water mains are categorized into different groups according to their coating, region, and laid year. For fair comparison, the other explanatory factors act multiplicatively ) on the hazard rate in the Cox model or the priors in the Weibull model and the proposed method. Figure 5 shows the results of predicting pipe failures in two regions by different models. The test curves exhibit the average performance for the [2008] [2009] [2010] . To evaluate the prediction of pipe failures for a given year, all failure records available before that year are used as training data. The x-axis represents the cumulative percentage of inspected water pipes, and the y-axis represents the percentage of detected pipe failures. Table 1 shows performance diagnostics including sensitivity, specificity, F measure, and AUC by different methods (the first three are calculated based on the point of the ROC curve where the false positive rate is approximately equal to the false negative rate). Table 1 indicates that there is more than 10 % improvement in AUC compared to previous methods, leading to a significant economic saving on pipe condition assessment and system maintenance (details of the impact are shown in the next section).
In the proposed algorithm, a set of samples is used to approximate the posterior distribution of mean and concentration parameters. The sampling based approximation will converge to the underlying distribution when the number of samples (or iterations) becomes large enough (about 5000 in our experiment). A simulation experiment with randomly selected subsets of the data (80 % of the pipes, repeating 10 times) has also been performed. Table 2 shows the corresponding performance diagnostics by different methods using randomly selected subsets. It can be seen that the proposed approach overall outperforms the other methods for pipe failure prediction.
Statistical tests (t -test at 5 % level of significance) have been performed to compare the proposed method with the other methods (see Table 3 ). Especially, one-sided paired t -test (Japkowicz and Shah 2011 ) is used to reveal the significance of the difference between two methods. It can be seen that the improvement is statistically significant for sensitivity, specificity, and AUC.
In addition, Table 4a shows the results of nonparametric test, i.e. Friedman test (Japkowicz and Shah 2011), for the comparison of the three methods on the two regions altogether. The corresponding post hoc tests, i.e. Nemenyi tests, have also been performed for pairwise comparison (see Table 4b ). Consistent with the results of t -test, the results based on nonparametric test and followed post hoc tests also indicate that the improvement is statistically significant for the performance metrics.
Moreover, simulated data is used to evaluate the sensitivity of the approximation algorithm. In the experiment, the simulated data consists of 10 years' failure records for 1000 different items. The items are categorized into 20 groups and the overall failure rate is about 1 % per year. The failure probability of each item is estimated by the proposed algorithm. The experiment has been repeated three times. Comparing with the ground truth, the average error of failure probability estimation for each of the three simulations is 7.89 × 10 −4 , 9.51 × 10 −4 , and 9.95 × 10 −4 , respectively. It can be seen that the proposed algorithm effectively estimates the failure probability in the simulation experiment. From the prediction results shown in Fig. 5 and Table 1 , it can be seen that the HBP model achieves better performance in most cases. Compared to parametric modelling, nonparametric modelling is not limited by a fixed model structure so it is able to adjust the model complexity adaptively to the accumulation of failure data. That flexibility enables the HBP model based method to provide a robust performance of pipe failure prediction in different regions.
For the hierarchical beta process, a set of mean and concentration parameters are used to describe the failure rate of different groups of pipes. Originally, the concentration parameters are fixed in the hierarchical beta process method. Compared to previous work that only estimates the means, both mean and concentration parameters are jointly estimated in this work, which appears to be important for more effective pipe condition assessment. Figure 6 shows prediction results with and without fixed concentration parameters. It can be seen that simultaneous estimation of mean and concentration assists the proposed method by improving the accuracy of failure prediction results. Figure 7 shows the estimation of failure probabilities by the proposed method for pipes of different laid years in region B. With a fixed model structure, parametric methods like the Weibull model usually assume that the failure rate increases with pipe age, which clearly doesn't apply consistently. Such a fixed model structure can be overcome by nonparametric methods, leading to more accurate prediction results. Figure 7b shows the corresponding error between the predicted failure probability and the actual failure rate for recent three years. It can be seen that the estimation is consistent with the observed data. Moreover, sometimes there are no failures recorded in certain pipe groups, which does not necessarily mean that the water mains have never failed before, as the records could be missed or inaccurate. Compared to the beta process, the HBP allows dependencies across pipe groups, leading to smoothed estimation results for each group. The hierarchical construction also helps improve the accuracy of pipe failure prediction (see also Fig. 6 ).
Impact on real-life application
The estimated failure probability provided by our method allows a direct ranking of all pipes, hence addresses the needs of the prioritization step. Using the pipes' location, we can draw risk maps based on failure probabilities, as in Fig. 8 , which can be used to identify larger pipe sets requiring attention.
Let's now examine the practical implications of the improved prediction provided by our method (see Fig. 5 ) over the existing models currently used in the risk management process. The budget and resources allocable for pipe condition assessment are usually limited, so that each year only a small fraction of the critical water mains can be physically inspected, typically around 1 % of the whole network length. It is hence crucial that the top ranking pipes in the priority list should actually present a need for renewal, otherwise the inspection costs, will be spent to no avail. Figure 9 compares the various methods assuming only 1 % of mains can be inspected. The rate of pipe failure prediction (both mean and variance) when inspecting top 1 % of the pipes is shown in Fig. 9c . The HBP outperforms the other methods by predicting almost 25 % of the failures, which when extrapolated to the whole urban network (with capital expenditure of about one million dollars on condition assessment per year), represents a saving evaluated to several hundred thousand dollars per year, over its Weibull counterpart.
Incidentally, this improvement in prediction accuracy also decreases the number of false negatives for critical mains about to fail, hence avoiding a number of disastrous critical main failures. As the financial and community cost of one critical main break ranges from hundreds of thousands to a few million dollars, this generates estimated savings in excess of a million dollars per year, again calculated over its Weibull counterpart.
The deployment will be through a software tool or system, using historical records in the existing format used by the utility, and providing a ranking list of pipes and their likelihood of failure. This tool would be integrated into a risk management system used by the utility, where the risk of each pipe is measured by considering both the probability of pipe failure and the corresponding economic and social cost of the failure. Our partner utility company is already using such a comprehensive risk management system, which includes a tool for failure prediction based on the Weibull model. To improve the effectiveness of risk management for preventative repairs, this work aims to upgrade the failure prediction model currently used in the system with the proposed method.
Expert commentaries
In this work, the involvement of domain experts includes the following: (1) Provide pipe failure records, define various terms, and explain related features; (2) Identify useful features based on their domain experience; (3) Provide feedback on our methods and results; (4) Advise how to represent results so that they can be readily understood by the industry; (5) Evaluate the outcomes based on the industry needs; (6) Guide in-field investigation of water pipes and supply pipe samples.
The following expert commentary is provided by Mr. Dammika Vitanage, a Program Manager for Treatment and Infrastructure at Sydney Water.
All water utilities with buried water pipes are faced with the issue of finding pipes that are at high-risk of failure before they fail and result in significant service disruption to the community. In order to achieve this it is necessary to have an accurate method for remotely identifying high-risk pipes that is sufficiently robust to cope with the network variables of age, pipe material, environmental conditions and different degrees of urbanization. This is very interesting work which has the potential to have a world-wide impact in pipe condition assessment. The work presented in this paper has been developed based on a relatively small data set to test the machine learning approach. We have been sufficiently impressed by the results to fund further development of this work and have introduced the approach to our international colleagues, who have also established a collaboration project with the research team.
In order to implement the new algorithm we require it to be further tested in different locations and get a feel for its ability to cope with the extreme events such as major rain events in reactive soils which can have a significant impact on pipe stresses. Australia is a good testing ground for this kind of work.
Results from this work suggest that the nonparametric modelling approach has potential to more accurately identify high risk pipes over the existing parametric models that are currently available to the water industry. This will allow us to target our condition assessment activity so that more poor-condition pipes are found with the same level of condition assessment activity. Further it could be possible to avoid replacement of those pipes that still have a safe level of remaining service life, providing more effective use of our assets. The information can be used to target effective monitoring plans and collect the right information for future prediction.
Lessons
The evaluation criteria for domain experts on specific application can be very different from the standard performance measurements used in machine learning domain. For instance, machine learning experts usually use cutting-off point or AUC area of ROC curve to measure an approach's performance. However, in this work, only a small portion of the performance curve (see Fig. 9 ) is of interest, because the amount of pipes that can be inspected in practice is only a small percentage of the whole network. Thus, the failure predication accuracy with 1 % of the pipes inspected is the main criteria to measure different approaches' performances.
Intermediate experimental statistics are suggestive of the model design. In some sense, it helps to avoid a biased assumption and suggest appropriate modelling. For instance, from the statistics of the pipe failures in different year/age (see Fig. 7 ), we can see the assumption that failure probability increases monotonically with the age of pipe is not always true.
The visualization and presentation of the results need adapt to the domain experts' habits and technical background. To domain experts, instead of the whole performance curve, only a small portion of the curve (see Fig. 9 ) is of interest. The risk map in Figure 8 , showing the location of each pipe, is another example of such adaptation, where risk levels of individual pipes are depicted by different colours.
Categorizing the data helps to identify subsets of the whole dataset which possess very different failure patterns. It makes the modelling process simpler and more accurate for a system affected by a large variety of factors, especially when part of them are not ascertainable or measurable. Usually water main systems also exhibit that characteristic because they are deployed across large scale areas with very different environmental factors, such as traffic load, soil corrosivity, etc. In our experiment, separately modelling the failure patterns of region A and region B provides more accurate results than modelling the two regions together.
Conclusion
This work proposes the use of Bayesian nonparametric learning to predict water pipe condition from existing infrastructure data. Compared to traditional statistical modelling approaches, nonparametric modelling is not limited by a fixed model structure and it is able to adjust the model complexity adaptively according to the complexity of failure data. This work proposes the use of Bayesian nonparametric learning to predict water pipe condition from existing infrastructure data. Especially, an approximate inference algorithm has also been developed for hierarchical beta process with sparse incident data. Our experimental results exhibit that nonparametric modelling outperforms previous parametric modelling for pipe condition assessment. In practical terms, this represents major financial savings through more targeted condition assessment inspections, as well as a reduction in the number of extremely costly critical mains failures. In our future work, heterogeneous types of information (cross-region and sometimes incomplete) will be fused in nonparametric modelling for condition prediction and decision support.
