In Brief
The activity of just one sensory neuron in the brain often accurately predicts what an animal will perceive in simple tests. Pitkow et al. provide a new theory of why this happens, and offer experimental data that support their theory.
INTRODUCTION
Individual sensory neurons in the brain are often predictive of animals' choices in simple perceptual decision-making tasks. It is said that these neurons have a significant choice probability. This remarkable fact has been demonstrated in numerous tasks and brain areas, including those dedicated to sensing visual motion (Britten et al., 1996) , depth (Uka and DeAngelis, 2004; Nienborg and Cumming, 2007) , and self-motion (Gu et al., 2008; Fetsch et al., 2012; Chen et al., 2013; Liu et al., 2013) . Many of these cells have neural thresholds, which quantify sensitivity to stimulus variations, that are not much greater than psychophysical thresholds (Cohen and Newsome, 2009) . It is therefore puzzling why pooling these signals does not predict sensitivity much greater than that exhibited by behavior. Perhaps the brain merely selects a small subset of neurons to inform its decisions (Tolhurst et al., 1983; Ghose and Harrison, 2009 )-but then how could experiments so frequently encounter these extremely rare neurons that influence behavior? A proposed explanation for these puzzling observations was that response variability is correlated across neurons (Zohary et al., 1994) : even with very weak correlated noise between pairs of neurons, the total information content of a neural population may saturate to a finite value as the number of neurons increases, such that optimally pooling more responses cannot improve behavioral sensitivity. Additionally, neurons are correlated not only with each other but also with the pooled signal that presumably drives the perceptual decision, which would generate high choice probabilities.
This solution (Zohary et al., 1994) was established for a very simplified model of neural responses, correlations, and decoding. Subsequent studies relaxed some of these simplifications and found consistent results for broad correlations in neural populations tuned to a one-dimensional stimulus (Sompolinsky et al., 2001 ). However, it was suggested that diversity in the amplitude and width of neural tuning curves would change the picture (Abbott and Dayan, 1999) , and later calculations demonstrated that weak noise correlations do not limit information in heterogeneous neural populations: information continues to increase linearly with the number of neurons (Shamir and Sompolinsky, 2006; Ecker et al., 2011) . We say that such a population has ''extensive information.'' If correct, this would imply that correlated noise cannot explain the frequent occurrence of significant choice probabilities, for the following reason: in optimally decoded populations with extensive information, each neuron provides a tiny contribution, inversely proportional to the size of the neural pool, toward the perceptual decision. This prediction is at odds with observed choice probabilities and ratios of neural to psychophysical thresholds.
Perhaps the neural population contains vast amounts of information, but it is not all used in perception. There are many forms of such suboptimal decoding that misuse neural signals. We will show that suboptimal decoding could indeed explain both why behavioral thresholds are barely better than single neuron thresholds and why choice probabilities are so large and common.
A second explanation of these phenomena does not rely on suboptimal decoding but instead blames a subtle form of neural noise correlations (Moreno-Bote et al., 2014 ) that limit the information contained in a population code. These informationlimiting noise correlations cause massive redundancy between neurons, which restricts behavioral thresholds to be not much better than individual neural thresholds. We show that this explanation also predicts many neurons with high choice probabilities.
Thus both suboptimal decoding and information-limiting noise correlations could explain these two puzzling phenomena. Which is the correct explanation? We derive quantitative consequences of each hypothesis in order to understand the nature of neural population codes. We test these consequences in various brain areas that are responsive to vestibular signals and are activated during a heading discrimination task. We find that most of the data are more consistent with nearoptimal decoding of neural responses with information-limiting noise correlations.
RESULTS
During a vestibular heading discrimination task, animals were presented with a movement stimulus s: specifically, translation by a motorized platform within the horizontal plane (see Figure S1 available online). S/he must use the responses of neurons tuned to the vestibular stimulus s in order to estimate a direction of motion b s, and to discriminate whether that heading is slightly leftward or rightward of some reference heading s 0 , which was straight forward in our task. A heading estimate is generated by pooling responses r of neurons in some way. In the brain areas from which we recorded, neurons are tuned to heading, with average responses, f k (s), that are characterized by a few parameters for each neuron k, including its preferred heading s k ( Figure 1A ; Experimental Procedures).
The ability of a single neuron to discriminate between similar headings is generally greatest when the tuning curve has a steep slope f k 0 = df k /ds near the reference stimulus, such that the mean response changes substantially with small variations in heading. However, neural responses vary from trial to trial even when the stimulus is the same. Consequently, discriminability decreases for larger response variance s 2 k . We define a discrimination threshold q k for each neuron as the signal change required to exceed one standard deviation of noise,
k . An animal may estimate the stimulus more reliably than single neurons by pooling signals appropriately across a population of neurons. To understand the information content of the population, it is helpful to visualize how the vector of mean responses traces out a curve, f(s), in the N-dimensional neural response space as a function of the stimulus s ( Figure 1B ). For the fine discrimination tasks we examine here, the tested stimulus range around the reference is sufficiently narrow that the mean neural responses depend nearly linearly on the stimulus (Gu et al., 2008) , thus lying close to the tangent vector f 0 . Over such a narrow stimulus range, evidence from other systems suggests that most of the information can be extracted near-optimally by a linear decoder (Ma et al., 2006; Graf et al., 2011; Berens et al., 2012 (front, matrix boxed in red), and the remaining noise with covariance S 0 (back, matrix boxed in green). The two forms of noise have distinct structures that are apparent in the covariance matrices. The striations in both matrices reflect the heterogeneous tuning curve amplitudes.
weighting of all neural responses r in a population ( Figure 1C ), according to
This linear decoding can be viewed as a projection of the N-dimensional responses onto a single dimension defined by the weight vector w ( Figure 1B) .
Noise in the neural population generates a cloud of possible responses around the mean response. The covariance S of this high-dimensional response variability can be visualized as an ellipse centered on the mean response ( Figure 1B) . Among the many dimensions of this noise, only noise along the decoding direction w generates variability in the estimate b s; the remaining variability in the orthogonal directions has no effect on the estimate. We can define a discrimination threshold q for the decoded estimate just like we do for single neurons, as the signal change needed to exceed one standard deviation of noise in the estimate, sŝ ( Figure 1B ; Supplemental Information).
Animals can be trained to give largely unbiased reports in this task (Experimental Procedures), which means that on average the animal has an accurate estimate. Although behavior should benefit from combining information from many neurons, behavioral discrimination thresholds are not substantially better than thresholds for the best single neurons (Gu et al., 2008; Cohen and Newsome, 2009) . Is this because the responses of these neurons are correlated, such that they don't provide independent information? Or is the brain using their information poorly? We can distinguish these possibilities by looking across trials at the relationship between neural responses and perceptual reports.
This relationship is typically quantified by the ''choice probability,'' which is the probability that a neural response associated with one behavioral choice is greater than a neural response associated with the other possible choice (Britten et al., 1992) . As derived by Haefner et al. (2013) , choice probability is influenced both by the neural correlations (via the noise covariance matrix S) and by the decoding weights w (Experimental Procedures). Here, we measure the relationship between neuron and behavior by computing ''choice correlation,'' the Pearson correlation coefficient C k between the response r k of neuron k and the estimated stimulusŝ, C k = Corrðb s; r k Þ (we think ofŝ as a continuous ''choice''). This quantity has a simple, nearly affine relationship to choice probability (see Haefner et al., 2013; Experimental Procedures) , but it is conceptually simpler and mathematically more convenient. Below we extend the important results of (Haefner et al., 2013) to analyze choice correlation under conditions of information-limiting correlations, suboptimal decoding, or both.
Consequences of Suboptimal Decoding on Choice Correlations
One possible account of high choice correlations is suboptimal decoding. Perhaps the information encoded by areas representing heading is indeed extensive, growing in proportion to the number of neurons, but the downstream neural circuits fail to extract this information efficiently. This could predict psychophysical thresholds that are not vastly better than the typical single-neuron discrimination threshold. Would this mechanism also produce high choice correlations?
We examined a family of suboptimal decoders that are blind to the patterns of correlated fluctuations present in the neural population. These are decoders that are based solely on the signal strength in individual neurons, and do not take into account the correlations between neurons. For instance, one commonly used decoder of this type is known as a ''factorial decoder.'' This decoder assumes that all neurons are independent, so the probability of a population response factorizes over neurons. It thus simply weights each response according to the individual neural sensitivities. This is a maximum likelihood decoder only when the neurons are truly independent (Fö ldiá k, 1993; Sanger, 1996; Liu et al., 2013) , an assumption which is generally violated in the brain. Nonetheless, in some circumstances, the factorial decoder is nearly optimal, despite unfaithfully neglecting correlations (Wu et al., 2001) . In other circumstances, such as in the presence of tuning curve diversity and smoothly varying noise correlation coefficients (Shamir and Sompolinsky, 2006; Ecker et al., 2011) , this correlation-blind decoder is extremely suboptimal and throws away almost all of the information. More specifically, while the information in the population may be extensive, the information recovered by the factorized decoder is not. Instead, the information saturates to a finite value, producing a high behavioral threshold (Supplemental Information; also see Shamir and Sompolinsky, 2006 , for the similar population-vector decoder). In this case, instead of cancelling the large noise fluctuations shared by many neurons, the suboptimal, correlationblind decoder would preserve them and behavior would be largely driven by that irrelevant noise. Many neurons would be strongly correlated with behavior because they share the strong correlated noise that drives it ( Figure S2 ). This could explain the prevalence of high choice correlations.
To be more quantitative, we model the noise correlation coefficient matrix R in accordance with recent experimental studies (Cohen and Kohn, 2011; Liu et al., 2013) . Specifically, we assume that noise correlations are proportional to signal correlations on average, with proportionality constant c 0 , but with substantial heterogeneity around this trend ( Figure 1D ). Such noise does not limit the information content of a heterogeneously tuned population (Shamir and Sompolinsky, 2006; Ecker et al., 2011 ). Yet the resultant extensive information can be extracted only if the noise correlations are cancelled by appropriate weighting of the neurons, which is not the case for suboptimal, correlationblind decoders. In the Supplemental Information we show that the choice correlations for a correlation-blind decoder are well approximated by
where s k is the preferred stimulus of the neuron relative to the reference stimulus s 0 = 0. This relationship reflects not the individual neural sensitivities but rather the structure of the broad noise correlations that are not removed by the decoder. This remains true even when there is large heterogeneity in tuning curves, noise correlations, or correlation-blind decoder structure (Figures S3 and S4) . When correlated noise is not removed, shared fluctuations dominate the animal's resulting choice, and thus determine the choice correlation (Supplemental Information).
Suboptimal decoding could also account for a wide range of empirical observations regarding the average strength of choice correlations. According to Equation 2, choice correlations depend on the overall correlation scale given by the proportionality constant c 0 between signal and noise correlations, which is typically in the range of 0.1-0.5 (Chen et al., 2013; Liu et al., 2013) . Thus, a steeper slope in the relationship between noise and signal correlations would lead to greater choice correlations in this regime, and some empirical studies have reported results that are consistent with this prediction of suboptimal decoding (Chen et al., 2013; Liu et al., 2013) . In this situation, choice correlations are readily distinguishable from chance and do not decrease with the number of neurons or the overall information content in the population.
Consequences of Optimal Decoding on Choice Correlations
Next we consider what happens when behavior is optimal given the neural response properties. For a fine discrimination task, the optimal decoder is w f S -1 f 0 (Salinas and Abbott, 1994) , where S is the true covariance matrix of neural population responses. For this decoder, extending the result of Haefner et al. (2013) , we have found that the choice correlations take the remarkably simple form of a ratio of discrimination thresholds (Experimental Procedures),
where q k is the discrimination threshold of neuron k and q is the discrimination threshold of the optimal decoder of the population. A consequence of this relationship is that more informative neurons-those with lower thresholds-have a greater correlation with behavior, as often observed experimentally (Britten et al., 1996; Purushothaman and Bradley, 2005; Gu et al., 2008) .
We verified that Equations 2 and 3 can be used to successfully identify the decoding strategy by simulating heterogeneous populations and a decoding strategy that is chosen to be either optimal or suboptimal. Figure 2 plots the simulated choice correlations, first against the relevant neural properties ( Figure 2A ) and second against the choice correlations predicted from those properties ( Figure 2B ). The choice correlations for optimal decoding are perfectly fit by the prediction for optimal decoding (Equation 3), and not by the prediction for suboptimal decoding (Equation 2); the reverse holds approximately for choice correlations generated by suboptimal decoding. The bottom-left panel of Figure 2B also provides a direct comparison of the two predictions, since the horizontal axis indicates predicted choice correlations for the suboptimal decoder while the vertical axis gives choice correlations for the optimal decoder (which is the true decoder for that simulation). The predictions are only weakly correlated (r = 0.26, p < 0.01 Pearson correlation test), and quite clearly distinguishable.
Consequences of Information-Limiting Noise
Interestingly, noise correlations do not appear explicitly in Equation 3, because the optimal decoder has removed them to the extent possible. Nonetheless, their structure has enormous importance for both behavior and choice correlations because they determine the population threshold, q. Quantitative models of population codes have typically measured this by computing the Fisher information J, whose inverse provides a lower bound on the variance of an unbiased estimator. Since we defined the discrimination threshold q as the standard deviation of our estimator, therefore q R J -1/2 ; consequently higher information permits a lower discrimination threshold.
According to current models of population codes (Shamir and Sompolinsky, 2006; Ecker et al., 2011) , when noise correlations are greater for neurons with similar tuning curves Top and bottom rows show the choice probabilities of optimally and suboptimally decoded neural populations, plotted against predictions of correlation-blind (Equation 2) and optimal (Equation 3) decoders. In (A), simulated choice correlations are plotted against neural threshold q k and preferred stimulus s k , quantities with which they should have nonlinear relationships. In (B), the same simulated choice correlations are plotted against q/q k and ffiffiffiffiffi c 0 p jsin s k j, where a linear relationship should hold for optimal and suboptimal decoding, respectively. Green checks indicate good agreement when the prediction matches the true decoder. Note that the bottom-left panel of (B) provides a direct comparison of the two predictions in the case of hetereogeneous tuning curves, since the horizontal axis indicates choice correlations for the correlation-blind decoder while the vertical axis gives choice correlations for the optimal decoder (which is the true decoder for that simulation).
(as often observed empirically, see Cohen and Kohn, 2011) , the amount of Fisher information contained in a population is extensive, growing with the number of neurons in the population ( Figure 3 , solid cyan line). This is because when tuning curves are heterogeneous, the noise has a different structure from the signal, and thus noise and signal can be distinguished. For a population of 1,000 neurons, optimal decoding could produce a behavioral threshold roughly 30-fold (O1,000) smaller than the threshold of a typical neuron that is sensitive to the stimulus, and this is much smaller than generally observed (Cohen and Newsome, 2009 ). According to Equation 3, the choice correlations would then be correspondingly tiny, and most likely not significantly different from zero given typical measurement uncertainty. This argument rules out models in which the brain has extensive information and decodes it optimally.
However, models involving diverse neural populations might radically overestimate the amount of information in a population because they do not account for how the sensory periphery limits the information provided to a large cortical network. If information is not available at the input, then it cannot be created later by adding more neurons. Those extra cortical neurons may appear to add more signal strength, but they also inherit noise with the same structure as the signal. As a consequence, that noise is correlated in a very particular way. For the fine discrimination task that we examined, the signal is encoded in the change in the mean rate, f 0 , so the relevant informationlimiting noise covariance is proportional to f 0 f 0T , which we have described elsewhere as ''differential correlations'' (MorenoBote et al., 2014) . The total noise then has a covariance that can be modeled as
where S 0 is a covariance matrix of noise that does not limit information and ε represents the variance of the informationlimiting noise ( Figure 1E ). No matter how the population is decoded, information-limiting noise prevents the variance of any unbiased linear estimator from falling below ε. The sum of noise covariances in Equation 4 manifests as a sum of noise variances in the decoded estimate s , yielding
Thus information-limiting noise prevents the decoded information from exceeding 1/ε (Figure 3 , solid red line).
While no decoder can exceed this limit, it is of course possible to do worse. The quality of a decoder is determined by how efficiently it eliminates the noise that is not information limiting. If ε is small relative to s 2 0ŝ
, then performance will be greatly enhanced by learning decoding weights that eliminate as much noise as possible. However, if ε >> s 2 0ŝ
, there is relatively little to be gained by fine-tuning the decoding weights. This is why, in the absence of information-limiting correlations (ε = 0), a suboptimal correlation-blind decoder loses the vast majority of available information ( Figure 3 , dashed cyan curve; Supplemental Information), yet in the presence of information-limiting noise the same decoder loses only a modest fraction of the information that is available (Figure 3 , dashed red curve). This demonstrates that large population codes with limited information are redundant and exhibit considerable robustness to suboptimal decoding: a broad range of decoders may all produce similar near-optimal performance.
Despite the importance of information-limiting correlations, they are difficult to estimate directly, requiring large simultaneous recordings with many trials. There are two reasons for this. First, the information-limiting component can be very small yet have enormous effects on population information. Second, the fine details of the correlation patterns matter greatly. Extrapolating the full noise correlations from a sparse subset of pairwise correlation measurements is extremely difficult, and mistakes can radically change the estimated information content of a neural population (Moreno-Bote et al., 2014) . Fortunately, we show below that there are indirect consequences of this information-limiting noise that are observable with only single-neuron measurements: choice correlations should be observably large and should obey the predictions of optimal decoding (Equation 3).
Choice correlations are influenced by both suboptimal decoding and information-limiting noise correlations according to the weighted sum
where a = εJ is the fraction of the uncertainty in the stimulusŝ caused by the information-limiting noise (Supplemental Optimal decoding of a neural population without differential correlations yields extensive information that increases without bound as more neurons are added (solid cyan). Suboptimal, correlation-blind (cb) decoding of the same population is only able to extract a limited amount of information even with an infinite number of neurons (dashed cyan). In the presence of differential correlations with variance ε (Equation 4), however, information saturates to a finite value of 1/ε even for large populations that are decoded optimally (solid red). The suboptimal (cb) decoder does not perform much worse than the optimal decoder in this case, extracting information (dashed red) which is not much smaller than 1/ε. The second panel is a vertically expanded view of the first panel.
Information). We emphasize that the decoder producing Equation 6 is not somehow both optimal and suboptimal. Instead, it is suboptimal for all a < 1, but its choice correlations are a weighted sum of C opt k and C sub k , the choice correlations for purely noise-limited optimal decoding or purely suboptimal decoding (of any type, not just correlation blind) of a population with extensive information (ε = 0), respectively. As long as the behavioral threshold is primarily limited by noise and not by losses from suboptimal decoding, then a will be near 1. There will then be an inverse relationship between a neuron's threshold and its influence on behavior, regardless of neural correlations or the form of the decoder weights.
Suboptimal Decoders Can Produce Choice Correlations that Are Scaled Versions of Optimal Choice Correlations Surprisingly, one can identify circumstances in which the choice correlations have the same pattern as for optimal decoding, that is, C k = b C opt k , but with b > 1. This arises when behavior is driven by another, more informative, source of sensory signals besides the neural population under study. If responses of this more-sensitive population are correlated with the observed population, then the observed neurons will exhibit choice correlations. As detailed in the Supplemental Information, b >1 occurs only for suboptimal decoding, and can be explained quantitatively if the observed population is mostly ignored while the other more-sensitive population is decoded efficiently.
Intuition for this result can be gained by examining results for a pair of idealized neurons, x and y, and then generalizing to two large populations. Imagine that the behavior is determined solely by the activity of neuron x, given by x = s + n for signal s and noise n. Naturally, this decoded neuron will then be perfectly correlated with behavior. Since the neural threshold q x is the same as the behavioral threshold q, the choice correlation is accurately described by C x = 1 = q/q x . Now imagine that neuron y carries the same stimulus-related signal and the same noise on every trial, except that the noise is multiplied by a factor of 2, y = s + 2n. Even though y is not decoded, it is still perfectly correlated with behavior since it is perfectly correlated with x. Yet because its neural threshold is twice as large due to greater noise, q y = 2q x , its choice correlation will be twice as large as an optimally decoded neuron with the same threshold: C y = 1 = 2(q/q y ).
The situation for two larger populations is analogous, albeit with the relevant signal and noise being distributed among many neurons along the direction of f 0 . When population x is decoded near-optimally, its noise is correlated with behavior according to Equation 3. A second, undecoded population y can have partially overlapping information, for instance inherited from overlapping subsets of upstream neurons ( Figure 4A ). This corresponds to partially correlated information-limiting noise. Figure 4B shows how this noise corresponds to trial-totrial shifts in the hills of activity, with different variances in each population and a nontrivial covariance between them. When this covarying information-limiting noise is a larger fraction of the signal in population y compared to population x (i.e., its noise is larger in units of f 0 ), then choice correlations for neurons in population y will have a larger overall scale, but the same pattern, as choice correlations for neurons in population x ( Figure 4C ).
An important observation about this scenario is that choice correlations proportional but not equal to the optimal prediction (Equation 3) occur only with some degree of suboptimal decoding. This can be seen in Figure 4D , which shows the efficiency (color scale) of a decoder that ignores the less informative of the two populations, where efficiency is the ratio of information actually decoded to the information that could have been decoded. This efficiency depends on the relative information content in the two populations (horizontal axis) as well as on b (vertical axis), which specifies how much choice correlations are amplified in the undecoded population relative to the prediction from optimal decoding (Equation 3). Whenever the efficiency is 1 (white area of Figure 4D ), then b = 1 and the choice correlations match the optimal predictions. Conversely, whenever the choice correlations have b s 1, the efficiency is less than 1. The counterintuitive situation in which choice correlations are greater than expected (b > 1) likely arises when there are two correlated populations of neurons that carry task-related information and the population with greater noise variance is decoded suboptimally (e.g., ignored).
Inferring Decoding Quality from Neural Data
To determine whether the information in a neural population is limited by noise or by suboptimal decoding, we can use linear regression to fit the measured choice correlations against those predicted from optimal and suboptimal decoders, while carefully accounting for uncertainties in each measurement (Experimental Procedures; Minka, 1999) . We consider the two natural forms of suboptimality described above: correlation-blind decoding, and a decoder that ignores one population. These decoders generate choice correlations of the form C k = bC opt k + gC cb k (Equation 6; Supplemental Information). We fit these coefficients separately to allow for both of these forms of suboptimality. The coefficient b should reveal the fraction of behavioral variance caused by information-limiting noise in the recorded population (Supplemental Information).
To validate this approach, we simulated virtual neural populations and their virtual behavioral outputs, and used our method to try to recover the true decoder properties under realistic experimental conditions. These four model systems were (1) optimal decoding and information-limiting noise; (2) suboptimal, correlation-blind decoding of a population with extensive information; (3) suboptimal, correlation-blind decoding with informationlimiting noise; and (4) two subpopulations with correlated information-limiting noise where only the more informative subpopulation is decoded while we recorded from the other subpopulation (Experimental Procedures). For (3), we set parameters such that a = 0.9 in Equation 6, meaning that 90% of the variance of the stimulus estimate was due to information limiting correlations. We then simulated recordings from small subsets of the virtual neurons, including measurement error, and estimated choice correlations, neural thresholds, tuning curves, and their corresponding uncertainties. The thresholds and tuning data were used to predict choice correlations according to Equations 2 and 3 separately, and these predictions were combined through linear regression to find the coefficients, b and g, attached to the optimal and suboptimal choice correlations. Figure 5 shows these coefficients plotted separately ( Figure 5A ) and together ( Figure 5B) . In all four model systems, this method was able to recover the true values of both coefficients within the simulated experimental uncertainty. Figure 5C shows scatterplots of the predicted versus measured choice correlations, for three different predictors: optimal decoding (the psychophysical/neural threshold ratio, Equation 3), suboptimal correlation-blind decoding (Equation 2), and the linear combination of the two that uses best-fit weights b and g. As expected, the best predictors are the ones that match the actual decoding model ( Figures 5C  and 5D ). This demonstrates that our procedure successfully identifies whether neural activity is decoded optimally or suboptimally and can recover the fraction of behavioral variance caused by information-limiting noise.
Neural Response Properties during Vestibular Heading Discrimination Are Consistent with Near-Optimal Decoding
We now apply these theoretical insights to experimental data. In particular, we examine response properties and choice correlations of neurons recorded in multiple cortical and subcortical brain areas during a vestibular heading discrimination task (Gu et al., 2007 (Gu et al., , 2008 . Monkeys were translated forward and slightly leftward or rightward on a motorized platform, and were trained to report their perceived heading, left or right relative to straight forward, by making an eye movement to one of two targets. During this task, single neurons were recorded from the vestibular and cerebellar nuclei (VN/CN), the dorsal medial superior temporal (MSTd) area, and the ventral intraparietal (VIP) area. For each brain area, neural responses and behavioral choices were analyzed to extract choice correlations, neural thresholds, and behavioral thresholds (Experimental Procedures). In a separate stimulus condition, monkeys were translated along eight equally spaced headings in the horizontal plane during a visual fixation task, and neural responses were used to generate heading tuning curves and extract heading preferences. Measurements of pairwise noise correlations were also extracted from these data, as described previously (Gu et (B) Illustration of activity in both cortical populations as a consequence of correlated information-limiting noise. Information-limiting noise causes the neural activity in each population to fluctuate from trial to trial (greenish and purplish surfaces). As shown here, these fluctuations are visualized most readily for homogeneous neural populations with pure information-limiting noise-fluctuations that look exactly as if the stimulus itself had shifted (black curves). Over many trials, this variability has a distribution (shown above the neural activity) whose width is determined by ε and inversely related to the information content. If the information-limiting noise is identical between the two populations, then the fluctuations will have the same extent, but if the populations have at least partially distinct sources of information, then the information-limiting noise in each will be partially correlated (black ellipse, Equation 7). This example has a variance of ε xx = 1 in the green population, and a higher variance ε yy = 8 in the purple population, with covariance Ef 1 2 2 8 . For these parameters, half of the variance in the purple population copies the fluctuations in the green population, but with twice the size. (C) If only population x is decoded-and decoded optimally-then its choice correlations are given exactly by Equation 3 (green line). Choice correlations for the nondecoded population y (purple) are proportional to those optimal predictors, but with a proportionality ε xy /ε xx (Supplemental Information) that can be greater or less than 1. This analytical result (solid lines) is supported by simulations of neurons in two populations (filled symbols; Supplemental Information). (D) Contour map of the decoder efficiency, which is the fraction of the total information in the population that is actually extracted by the decoder. For a suboptimal decoder that extracts essentially all of the information J x in population x but uses none of the responses from population y, the efficiency can range from highly suboptimal (J x /J z 0) to nearly optimal (J x /J z 1) depending on the covariance structure E. For the covariance depicted in (B) and (C), this decoder achieves an efficiency of 80% (cyan dot). these data were used to test the theoretical predictions derived above.
Again we used linear regression to fit coefficients for optimal and suboptimal predictors of choice correlation to determine whether choice correlations were better predicted by optimal or suboptimal decoding. For VN/CN data obtained from four animals, the resultant regression coefficients on the suboptimal predictors were near zero, whereas those on optimal predictors were close to one ( Figures 6A and 6B) . We conclude that the information available in the vestibular and cerebellar nuclei is used near-optimally, and that behavioral performance is limited primarily by correlated noise, not suboptimal decoding. Likewise, weights for area MSTd in one monkey were consistent with optimal decoding, whereas choice correlations for MSTd in the other monkey were inconclusive. We use numbers of neurons (50) and trials (30 repetitions of each stimulus) that are comparable to those obtained in our experiments. Choice correlations are fit to predictions from optimal (Equation 3) and correlation-blind (Equation 2) decoding, and the resultant regression coefficients (b, g) are plotted separately as a pair of bars in (A) and jointly as a point in (B), indicating how much of variance in behavior can be explained by optimal or correlation-blind decoding. In particular, b = 1 when decoding is optimal, with its quality limited by noise rather than by suboptimal decoding. Four example populations and decoders are shown: optimal (black), correlation blind (red), correlation blind with information-limiting noise (blue), and an undecoded population that is correlated with an optimally decoded population. For each example, the recovered coefficients (filled circles) for the decoded populations fall within 95% confidence intervals (shaded ellipses in B) of the parameters expected for the true decoder (filled diamonds). Thus, the optimal decoder is revealed as optimal (black), and the correlation-blind decoder is revealed as clearly suboptimal for a population with extensive information (red) but nearly optimal for a population with limited information (blue). The parametric curve ða;
ffiffiffiffiffiffiffiffiffiffiffi ffi 1 À a p Þ (dashed) shows coefficients expected for models with a fraction a of total uncertainty caused by information-limiting noise. For the undecoded population, coefficients fall near the theoretical values (2,0) used in the simulation (purple), correctly implying that the population cannot account for the quality of the decoded output. . We compare AICc for five models that predict choice correlations: purely optimal decoding (opt), a correlation-blind decoder that ignores correlated noise (cb), a two-parameter fit based on a weighted sum of the opt and cb predictors (fit 2 ), a oneparameter fit using only a scaled version of the opt predictor (fit 1 ), and a null model attributing all variability to random errors (null). In each example shown here, the model with the lowest AICc (asterisk) is in fact the correct one (triangle marked ''true''). Since fit 1 is a special case of fit 2 , and opt is a special case of fit 1 , then if the best explanation of the choice correlation data is indeed the optimal predictor, then the fit 1 and fit 2 models also provide good explanations, although they are penalized for having extra parameters (black, blue). On the other hand, the undecoded population is not optimally decoded, but its choice correlations can be explained as a scaled version of the optimal choice correlations, and is thus best explained by fit 1 or fit 2 (purple).
Data from area VIP in two animals revealed near-zero coefficients for the correlation-blind predictor, but interestingly showed coefficients on the optimal predictor that were substantially greater than one ( Figures 6A and 6B ). As described above, this suggests that the information available in VIP is insufficient to account for behavioral performance. Instead, this finding is consistent with a model in which VIP is not decoded for heading discrimination but nonetheless contains information that is correlated with another area that is decoded near-optimally (see Figure 4) . This account is also consistent with recent preliminary results showing that reversible chemical inactivation of VIP does not impair heading discrimination (Klier et al., 2013) , despite the fact that VIP neurons exhibit large choice correlations (Chen et al., 2013) . Similarly, another recent study of the parietal cortex (area LIP) also reports high choice correlations, yet inactivating this region again has no discernible effect on visual motion discrimination (Yates et al., 2014) . (C) Scatterplots of measured choice correlations for individual neurons are plotted against choice correlations predicted from the optimal (opt) and correlationblind (cb) models, as well as the best-fitting linear combination of those two predictors (fit 2 ). Each plot has the initial of the monkey from whom the data was recorded. The plots are arranged in pairs of rows only for compactness. (D) The quality of these three models, plus two additional models fit 1 and null, was assessed using the AICc, as described for Figure 5 . Based on these measures of model quality, data from the heading-discrimination task are largely consistent with animals using VN/CN and MSTd information near-optimally, while neglecting less-informative responses in VIP.
As expected from optimal decoding, we found that the ratio of psychophysical to neural thresholds (Equation 3) did a reasonable job of predicting the measured choice correlations (Figure 6C, top panel) for neurons in VN/CN and MSTd. We emphasize that this prediction has no free parameters. In contrast, the prediction of suboptimal decoding (Equation 2) was poorly matched to data across all areas ( Figure 6C, middle panel) . The best linear combination of predictors using the regression weights above could provide a better explanation than either predictor alone, but the improvement over the parameter-free optimal decoding predictor was small for VN/CN in all animals and MSTd in one monkey ( Figure 6C, bottom panel) . To measure model quality, we computed the Akaike Information Criterion for the optimal model (opt), the suboptimal (correlation-blind) model (cb), and the best linear combination of those two models (fit 2 ).
For completeness, we also tested two additional models, one that fits the best scaling of the optimal predictor (fit 1 ), and a null model (null) that attributes all variation in measured C k to random chance ( Figure 6D ). According to this statistical measure, our data were strong enough to significantly differentiate between the models.
We also examined three additional neural response properties for possible deviations from optimality. First, for optimal linear computation, choice correlations should be zero for neurons with very high thresholds. A few of these uninformative neurons did have choice correlations that differed from zero by more than two standard deviations of measurement uncertainty, but no more than expected by chance (p = 0.10, t test on C k =s ck for the 19 neurons with unmeasurably large thresholds). Second, on the other end of the sensitivity spectrum, optimal computation requires that no neuron has a better threshold than the behavior. Indeed, our data, like those of a previous study (Cohen and Newsome 2009) , reveal that no neurons have a threshold lower than the animal's behavioral threshold, as long as neural thresholds are properly corrected for use of a neuron-antineuron pair (a correction that was not applied in Cohen and Newsome, 2009 ). Third, there should be no substantially negative choice correlations; if a neuron prefers one stimulus polarity (leftward or rightward heading), it should not drive behavior toward the opposite choice. Although we did observe some negative choice correlations, the associated 95% confidence intervals exclude zero from below for only 4/339 recorded cells, a proportion which is not significant (p = 0.96). All of these lines of evidence are consistent with the idea that, on this simple heading discrimination task, the brain uses the vestibular information in its neural populations near-optimally.
To summarize, our results indicate that areas MSTd and VN/CN provide redundant codes that are read out near-optimally, whereas our data suggest that information in area VIP is not used efficiently for this task. From the pattern and scale of choice correlations in VIP, we infer that VIP must be highly redundant with VN/CN, MSTd, or another unrecorded area, in which case the brain loses very little information by ignoring VIP.
DISCUSSION
The high information content in current models of neural population codes (Shamir and Sompolinsky, 2006; Ecker et al., 2011) would lead to a huge difference between neural thresholds and behavioral thresholds and immeasurably tiny choice correlations if the brain used all of that information efficiently. Since choice correlations are often not small, we consider two alternatives: either the models are incorrect with regard to the high information content of population codes, or the brain is highly suboptimal in extracting the information. Our analysis revealed that these two alternatives have distinguishable consequences, and we tested for these consequences in different brain regions involved in vestibular judgments of self-motion. Our results show that, at least for the simple discrimination task considered here, the first alternative is more likely: the brain has limited information and is able to extract it near-optimally. This is a crucial property of neural coding that must be considered in future theories and experiments.
Our results imply that the information encoded in neural populations is highly redundant and therefore robust to suboptimal decoding. The information-limiting noise correlations cannot be removed, because they look just like the signal. In their presence, there is little advantage to optimally removing all of the remaining components of correlated noise. As a result, a broad range of decoding weights can be near-optimal as long as they produce less variance than the information-limiting correlations. Interestingly, since many decoders would then produce nearly indistinguishable outputs on a trial-by-trial basis, and thus nearly indistinguishable patterns of choice probabilities (Equation 6), it may not be possible to use those choice probabilities to uniquely identify decoding weights from experimental data using the approach of Haefner et al. (2013) (Supplemental Information) .
In an early study of correlations between neural activity and behavior (Zohary et al., 1994) , the authors wrote that ''[t]he covariation of single-neuron responses and psychophysical decisions, an observation that strains credulity at first glance, is a logical consequence of weakly correlated noise within the pool of sensory neurons leading to the decision.'' Our study shows that this insight remains essentially true: correlated noise can create significant choice correlations. However, weak positive noise correlations do not always produce large choice correlations; this is only true for the model they consider with homogeneous neurons and homogeneous noise correlations. In general, the only noise correlations that lead to significant choice correlations when decoding is near-optimal are those that mimic the effect of the stimulus on population activity, i.e., informationlimiting correlations (Moreno-Bote et al., 2014) .
Despite these challenges in extracting decoding weights from neural and behavioral data, our results show that one can still fruitfully compare the patterns of choice correlations expected under different hypotheses. By analyzing choice correlations generated by optimal linear decoding, correlation-blind decoding, or a decoder using only a subset of all neurons, we are able to draw strong conclusions about information processing in the brain. Due to measurement noise in the data, it remains possible that neural processing is even better described by some other class of suboptimal decoders that we did not consider. However, we presented theoretical arguments in favor of limited information. First, if cortical populations have extensive information, then the brain would need to throw away almost all of it to explain behavioral performance. Second, since cortical populations are generally much larger than the population of peripheral sensory neurons but not much noisier, the extensive information model attributes more information to the cortex than to the sensors-and this is prohibited by the data-processing inequality. In addition to these theoretical arguments, the predictions of the limited-information model provide a good match to data. Thus we conclude that the vestibular code for heading is redundant, that the information in VN/CN is used near-optimally, and that although VIP contains robust vestibular information, it is likely not decoded efficiently for this heading discrimination task. This would predict that deactivating VIP should have little effect on the performance of the animal-which is indeed what we have recently found experimentally (Lakshminarasimhan et al., 2014) .
In this study, we evaluated whether choice correlations are consistent with optimal or suboptimal decoding. These results depend on the particular class of suboptimal decoders we considered in the extensive information case, namely the correlation-blind decoders. This class is both biologically plausible, well-established in the literature, and quite general, although not all-encompassing. As long as neurons are broadly tuned, noise correlations resemble signal correlations, and the suboptimal decoder does not remove these broad correlations, then the resultant pattern of choice correlations will be close to a sinusoidal function of the preferred direction of the neurons (Equation 2; Figure S4 ). Nonetheless, it is possible for a suboptimal decoder to produce patterns of choice correlations that differ substantially from Equation 2. Indeed, we can always concoct some combination of correlations and suboptimal decoders that would be consistent with fine details of our measurements. However, this would require unpalatable fine-tuning of the model, and thus would be rejected in favor of the simple limited-information model we offer here, which fits the data quite well.
Our results also depend on models of neural signals and neural noise. Our predictions of choice correlations under suboptimal decoding rely on the structure of noise correlations. We modeled the dominant noise correlations as proportional to signal correlations, a trend that is generally supported by data . Note that task-dependent changes in correlation amplitude (Cohen and Newsome, 2008) or increases in differential correlations (Bondy and Cumming, 2013) will not change the overall shape of choice correlations, and thus will not qualitatively alter the fact that observed choice correlations are inconsistent with decoders that ignore correlations. This remained true after doubling the time window in which signals were integrated, or equivalently increasing all neural thresholds by O2 (Supplemental Information).
In summary, we have presented a theory of how choice correlations depend on the information content of a neural population. A large cortical population that has access to only limited information from its sensors will exhibit a specific form of noise correlations that are difficult to detect yet have an enormous impact on the neural code. One consequence of these informationlimiting noise correlations is that a large class of decoders can then extract information near-optimally. Many neurons will then be correlated with behavior because they are correlated with each other. Our data provide evidence that this is the situation in the vestibular system during heading discrimination tasks. These theoretical and experimental conclusions highlight the importance of understanding the detailed structure of noise correlations, for these details fundamentally change how the brain can use and process sensory information.
EXPERIMENTAL PROCEDURES

Subjects and Apparatus
Eight rhesus monkeys (Macaca mulatta, 4-6 kg) were chronically implanted with an eye coil, a head-restraint ring, and a plastic grid of holes through which guide tubes were passed for electrophysiological recordings (Meng et al., 2005; Gu et al., 2006) . All surgical and experimental procedures were approved by the Institutional Animal Care and Use Committee at Washington University and were performed in accordance with institutional and NIH guidelines. Motion stimuli were delivered using a six-degree-of-freedom motion platform (Moog 6DOF2000E), as described previously (Gu et al., 2006) .
Vestibular Heading Discrimination Task
Animals were trained to perform a fine heading discrimination task around psychophysical threshold. During neural recordings in the discrimination task, seven logarithmically spaced headings (±6.4 , ±2.6 , ±1 , and 0 relative to straight ahead) were presented in a block of randomly interleaved trials, while animals maintained fixation on a head-fixed target at the center of the display (2 3 2 electronic window). The range and spacing of headings were chosen carefully to obtain near-maximal psychophysical sensitivity while allowing neural sensitivity to be reliably estimated for most neurons. The motion trajectory (30 cm displacement) was 2 s in duration and followed a Gaussian velocity profile (SD, 0.5 s; peak velocity, 45 cm/s), with a corresponding biphasic linear acceleration profile (±0.1G = ±0.98 ms À2 ).
At the end of each trial of the discrimination task, the fixation point disappeared, two choice targets appeared, and the monkey was trained to make a saccade to the left or right target to report his perceived heading (leftward or rightward relative to an internal standard of straight ahead). Correct choices were rewarded with a drop of water or juice. For the ambiguous straight-forward heading direction (0 ), rewards were delivered randomly on half of the trials. If fixation was broken at any time during the 2 s motion stimulus, the trial was aborted and the data were discarded. If neural isolation was lost before completion of at least 10 repetitions of the discrimination task, that neuron was excluded from quantitative analysis. In our sample, cells were held long enough to be tested with at least 20 repetitions of each distinct stimulus for 77% (75/97) of neurons in VN/CN, 95% (174/183) of neurons in MSTd, and 69% (41/59) of neurons in VIP.
Neural Recordings
We recorded extracellularly the activity of single neurons in the VN/CN, MSTd, and VIP using epoxy-coated tungsten microelectrodes (FHC, 5-7 MU impedance for VN/CN, 1-2 MU for MSTd and VIP). To target recordings to the VN and CN, we first identified the abducens nuclei bilaterally in initial experiments with each animal. We then used the location of the abducens nuclei to guide electrode penetrations into the CN and VN (Meng et al., 2005; Liu et al., 2013) . Area MSTd was located using a combination of magnetic resonance imaging (MRI) scans, stereotaxic coordinates ($15 mm lateral and $3-6 mm posterior to AP-0), white-/graymatter transitions, and physiological response properties. In some penetrations, electrodes were further advanced into the retinotopically organized area MT. Most recordings concentrated on the posterior/medial portions of MSTd, corresponding to more eccentric, lower hemifield receptive fields in the underlying area MT (Gu et al., 2006 (Gu et al., , 2007 . To localize area VIP, we first identified the medial tip of the intraparietal sulcus and then moved laterally until there was no longer directionally selective visual response in the multiunit activity. At the anterior end, visually responsive neurons gave way to purely somatosensory cells in the fundus. At the posterior end, direction-selective neurons gave way to visual cells that were not selective for motion (Chen et al., 2011) .
Computing Choice Correlations and Thresholds
Behavioral and neural thresholds for the heading task were defined as standard deviations of cumulative Gaussians fits to psychometric or neurometric functions obtained from ROC analysis (Green and Swets, 1966; Britten et al., 1992; Gu et al., 2008) . Choice probabilities (CPs) were also obtained by ROC analysis on neural responses, with balanced z-scoring across conditions (Britten et al., 1996; Kang and Maunsell, 2012) . Finally, experimental choice probabilities were converted into choice correlations according to C k = ðp= ffiffiffi 2 p ÞðCP k À 1=2Þ (Haefner et al., 2013 ; see below).
Modeling Neural Responses and Correlations
We model neuronal responses r as having bell-shaped tuning curves f(s) and variances equal to the mean. For simulations with extensive information, we constructed noise covariance matrices S with correlation coefficients R that are on average proportional to the similarity of the pair's tuning, with proportionality c 0 (Cohen and Kohn, 2011; Chen et al., 2013; Liu et al., 2013 ) (Supplemental Information).
For simulations with information-limiting correlations, we added a component to the covariance given by εf 0 f 0 T (Moreno-Bote et al., 2014) with information-limiting variance ε. For two subpopulations of neurons, we include such noise in each subpopulation separately, with correlations across them. The result is a covariance matrix of those two information-limiting components,
The Supplemental Information derives the full noise covariance for this information-limiting noise.
Linear Decoding
We model decoding as unbiased linear estimation of the stimulus from the population activity (Equation 1; Figures 1C and 1D) . The continuous estimatê s is converted into a binary behavioral choice around the reference stimulus s 0 according to sgn(ŝ-s 0 ). Properties of linear decoders, including thresholds, information content, and dependence on noise correlations, are described in the Supplemental Information.
Choice Correlation
Choice correlation C k is the Pearson correlation coefficient between the neural response and a continuous behavioral ''choice''ŝ. Under the model assumptions, the choice correlation for neuron k is given by Previous work (Haefner et al., 2013) showed that the choice probability CP k for neuron k is nearly linearly related to the quantity ðSwÞ k = ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi S kk w T Sw p , which we recognize as the choice correlation C k :
We can also directly calculate the correlation between neural response and a binary choice sgn(ŝ) instead of a continuous choiceŝ, and find it is exactly proportional to (Equation 8), Corr(sgn(ŝ),r k ) = Corr(ŝ,r k ) ffiffiffiffiffiffiffiffi ffi 2=p p z0.8 Corr(ŝ,r k ). Given the greater conceptual simplicity of choice correlation (Equation 8), and its near-equivalence to choice probability, we prefer to use it in our analyses.
Choice Correlations for Optimal Decoding
A locally optimal linear decodingŝ opt of a neural population uses the weights w opt fS À1 f 0 (Salinas and Abbott, 1994) . Substituting these weights into Equation 8, we find choice correlations given by 
Choice Correlations for Suboptimal Decoding
The factorized decoder ignores correlations, using weights w k fðf 0 k =s 2 k Þ where s 2 k = f k for Poisson neurons. In the Supplemental Information we calculate properties of this decoder and more general correlation-blind decoders, leading to Equation 2. We also calculate consequences for a second class of suboptimal decoders, namely reading out only a subpopulation. In the presence of information-limiting noise (Equation 7), this leads to C k = bC opt k where b = ε xy /ε xx ( Figure 4C ; Supplemental Information).
Fitting Model Predictions to Data
Choice correlations were fit to the optimal and suboptimal predictors, Equations 3 and 2 respectively, using Bayesian multiple linear regression with heteroscedastic errors in variables (Minka, 1999; Supplemental Information) . To assess the quality of the fits, we used the corrected Akaike Information Criterion (AICc; Burnham and Anderson, 2004) . . Preferred stimuli s k were drawn randomly from a uniform distribution over [0,2p) .
Simulations
The suboptimal correlation-blind decoder was a factorial decoder unless otherwise specified.
For simulations with finite data (Figure 5 ), 50 neurons were sampled from the simulated population. Tuning curves were re-estimated from ten responses to eight stimulus directions, as described above for real data. Simulated measurements of choice correlations were drawn from a Gaussian distributon with the true mean C k and variance given above by s 
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