Research on Shape Mapping of 3D Mesh Models based on Hidden Markov
  Random Field and EM Algorithm by Wang, Yong & Wu, Huai-yu
This work is supported by the joint research fund for UCAS and CAS institute (Y55201TY00). 
Research on Shape Mapping of 3D Mesh Models based on 
Hidden Markov Random Field and EM Algorithm 
WANG Yong
1 
  WU Huai-yu
2
 
1
 (University of Chinese Academy of Sciences, Beijing 100049, China) 
2
 (Institute of Automation, Chinese Academy of Sciences, Beijing, 100080, China) 
Abstract  How to establish the matching (or corresponding) between two different 3D shapes is a classical 
problem. This paper focused on the research on shape mapping of 3D mesh models, and proposed a shape mapping 
algorithm based on Hidden Markov Random Field and EM algorithm, as introducing a hidden state random 
variable associated with the adjacent blocks of shape matching when establishing HMRF. This algorithm provides 
a new theory and method to ensure the consistency of the edge data of adjacent blocks, and the experimental 
results show that the algorithm in this paper has a great improvement on the shape mapping of 3D mesh models. 
Keywords Shape Mapping, 3D Mesh Model, Hidden Markov Random Field, EM Algorithm 
1 Introduction 
Digital geometry processing of 3D mesh models 
has broad application prospects in the fields of 
industrial design, virtual reality, game entertainment, 
Internet, digital museum, urban planning and so on[1]. 
However the surface of 3D mesh models is usually 
bent arbitrarily, lack of continuous parameters, and 
has complex characterized details, as is quite different 
from the regular 2D image data with the uniform 
sampling, the data of 3D mesh models cannot be dealt 
with the classical orthogonal analysis tools directly. 
To meet the need of wide applications, researchers 
have proposed some processing algorithms to deal 
with 3D mesh models, such as surface reconstruction, 
mesh simplification, mesh smoothing, parametric, 
re-meshing, surface compression, mesh deformation 
and animation and so on. But these algorithms can 
only meet some specific requirements, the analysis 
and processing of 3D mesh models is still a public 
problem in the field of computer vision and computer 
graphics [2]. 
In intelligent analysis of 3D mesh data, how to 
"understand" the global and local 3D shapes is an 
important challenge for the analysis of 3D models, 
as is usually lacking in the most present methods. 
For example, in figure1, if the digital geometry 
processing framework can have global perspective 
and understand the shape globally, it can eliminate 
the interference and influence of shape analysis 
brought by rotation, translation, initial placement, 
bending deformation, different sampling rate, and 
different parameterization methods. (a1'/a2', b1'/b2') 
are the transformed models of (a1/a2, b1/b2) by the 
geometry processing framework of global 
perspective. It can be seen that the transformed 
models are much similar in their poses and shapes. 
So the difficulty of establishing the automatic 
matching between two different 3D shapes has been 
greatly reduced. 
 
 
Figure 1 Matching between two different 3D shapes 
How to establish the matching (or corresponding) 
between two different 3D shapes is a classical 
problem and has always been a hot issue [3, 4]. As is the 
prerequisite and basis for a large number of 
applications. These applications include: matching the 
shape template to multiple 3D data sets [5], shape 
blending [6], statistical shape analysis (such as 
principal component analysis), transfer texture and 
surface properties, surface classification and 
recognition, video tracking, facial animation based on 
facial expression, and so on. The shape matching can 
be realized either globally or locally. The former is 
computing and mapping the surface as a whole, while 
the latter is dividing the whole surface into blocks 
equally first of all, and then establishing the mapping 
of each block, finally putting the results of each block 
together to get the complete matching (also called 
mapping, or cross parameterization). The typical 
global methods include the iterative closest point 
method (ICP) [7] and its variants (e.g., [8,9], as are 
well-known global matching methods). However, the 
ICP algorithm is strongly dependent on the good 
initial shape, and is usually not suitable for the 
matching when the shapes are quite different. 
Therefore, many methods are relying on the user to 
manually place the identification points to guide the 
matching. For example, the work of [5] and [10], as 
are based on the template matching technology, 
establishing the shape matching (such as the human 
body model) according to the user’s specified 
identification points . In addition to the direct global 
mapping, the global matching can also be indirectly 
established, which uses a temporary parameterized 
domain as a common domain [11,12]. For example, the 
shape of the disk topology can be mapped to a 
common plane, called the planar parameterization 
[11,13,14]. In addition, there is a method called spherical 
cross parameterization, in paper [12] a double 
mapping between the 0-genus closed surfaces is 
established based on it. 
However, the biggest problems of shape 
matching only from a global point of view is that the 
geometric position of source / target curved face is 
usually different. The global solution does not take 
into account the particularity of each position, and the 
mapping (or more stringent bijective) got has a big 
twist. While the local algorithm can avoid this defect, 
as make little distortion. The local matching method 
usually first constructs an intermediate grid, and then 
computes the mapping between the intermediate grid 
and the source and the mapping between the 
intermediate grid and the target respectively. Finally, 
the two intermediate mappings are synthesized as the 
mapping between the source and the target. However, 
an important problem of local matching method is 
how to efficiently get the uniform block with high 
quality. Now there is no way to guarantee the optimal 
block, the usual method is to obtain the feasible sub 
block by some heuristic strategy. The efficiency and 
quality of the block algorithm is determined by the 
complexity of the heuristic strategy. Early methods 
such as shown in the paper [15] whose calculation 
speed is faster, but when dealing with complex surface 
their robustness is not enough. Because they use 
heuristic algorithms only in the cases that the source / 
target surface are shape similar. The methods in paper 
[6,11,16] use more sophisticated heuristic algorithms 
to ensure their robustness, but their time cost of 
computation is high. And when the number of blocks 
is large (>80), it takes a few hours of CPU time to get 
the legal blocks, as is intolerable in practical 
applications. More important, the local method also 
needs to ensure that the mapping of the neighboring 
blocks is continuous on their boundary. In paper [17] a 
method combining the global matching and partial 
matching is proposed, and a shape matching 
framework based on irregular middle domain is also 
presented, as constructs the discrete Laplace-Beltrami 
operator reflecting surface "local" parametric and 
local shape descriptors used for 3D model retrieval 
based on discrete exterior calculus method. This 
method converts the matching problem between two 
different (and complex) shapes to the matching 
problem between two similar (and simple) shapes. But 
how to ensure the edge data of adjacent blocks 
consistent is still difficult. 
From the above analysis, we can see that if the 
global matching methods are used, when the 
difference between the two shapes is very large, the 
distortion error of the matching results is usually large. 
If the local matching methods are used, efficiently and 
robustly obtaining consistent chunking is a difficult 
problem to be solved. At present, most of the methods 
used are complex, time-consuming and highly skilled 
heuristic strategies. This is a challenge of real-time 
and robustness requirements for computer vision and 
virtual reality. This paper proposes a HMRF-EM 
algorithm based on Hidden Markov Random Filed 
model and EM algorithm, as introducing a hidden 
state random variable associated with the adjacent 
  
blocks of shape matching when establishing HMRF. 
This algorithm provides a new theory and method to 
ensure the consistency of the edge data of adjacent 
blocks. Figure 2 shows the framework of the whole 
research process. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2 Architecture of research process 
2  Hidden Markov Random Filed 
The concept of Hidden Markov Random Field 
(HMRF) is derived from HMM[18], HMM is defined as 
a stochastic process that produces a Markov chain, 
and its state sequence can only be observed through 
observation sequence and cannot be obtained directly. 
Each observation sequence is assumed to be a state 
sequence of a random function. The underlying 
Markov chain changes its state according to an l×l 
transfer matrix, and Figure 3 shows its transfer 
process: 
 
Figure 3 State diagram of Hidden Markov Random Field model 
xi represents the hidden state, yi represents the 
observable output, aij represents the transition 
probability，bi represents output probability, they all 
builds the Hidden Markov Random Field model。 
The HMRF model contains a Hidden Markov 
Random Field and an Observable Random Field。The 
Hidden Random Field 𝑋 = *𝑥𝑖 , 𝑖 ∈ 𝑆+  is the 
assumption of finite state space L, and the state of X is 
not observable. But the Observable Random Field 
 𝑌 = *𝑦𝑖 , 𝑖 ∈ 𝑆+ is the random field of finite state 
space D, and each yi follows a known conditional 
probability distribution 𝑝(𝑦𝑖|𝑥𝑖) , as has the same 
function form 𝑓(𝑦𝑖; 𝜃𝑥𝑖). 
3  EM Algorithm 
The Hidden Markov Random Field in HMRF 
model is used to describe the random process of the 
edge data of adjacent blocks, whose class labels are 
calculated based on the Observable Random Field. In 
this paper, the EM algorithm is used to realize the 
class label calculation. EM algorithm is an effective 
method to solve the optimization problem of latent 
variables. Given the Hidden Markov Random Field 
𝑋 = *𝑥𝑖 , 𝑖 ∈ 𝑆+, the class label variable Z is assumed 
to maximize the probability 𝑝(𝑋, 𝑍). The equation of 
calculating the Maximum likelihood estimation of 
𝑝(𝑋, 𝑍) is as follows: 
𝑙(𝜃) = ∑ log𝑝(𝑥𝑖; 𝜃)
𝑖∈𝑆
= ∑ log ∑ 𝑝(𝑥𝑖 , 𝑧𝑖; 𝜃)
𝑧𝑖𝑖∈𝑆
    (1) 
The first step to solve the equation is to take logarithm 
of the maximum likelihood, and the second step is to 
solve the joint probability distribution function of 
each possible Z of each sample. But it is generally 
very difficult to get the value of 𝜃 directly, because 
the variable Z is a latent variable. But if the variable Z 
is determined, the equation will be easily solved. 
For each data 𝑥𝑖 belonging to variable Z, define 
𝑄𝑖 as the probability distribution function of Z (such 
as Gaussian distribution), so 𝑄𝑖 meet the following 
equation: 
∑ 𝑄𝑖(𝑍)
𝑍
= 1，𝑄𝑖(𝑍) ≥ 0             (2) 
Based on Jensen inequality, equation (1) can be 
transformed as follows: 
∑ log𝑝(𝑥𝑖; 𝜃)
𝑖∈𝑆
  = ∑ log ∑ 𝑝(𝑥𝑖 , 𝑧𝑖 ; 𝜃)
𝑍𝑖𝑖∈𝑆
                (3) 
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= ∑ log ∑ 𝑄𝑖(𝑧𝑖)
𝑝(𝑥𝑖 , 𝑧𝑖; 𝜃)
𝑄𝑖(𝑧𝑖)
𝑧𝑖∈𝑆
     (4) 
≥ ∑ ∑ 𝑄𝑖(𝑧𝑖)log
𝑝(𝑥𝑖 , 𝑧𝑖 ; 𝜃)
𝑄𝑖(𝑧𝑖)
𝑧𝑖∈𝑆
    (5) 
To solve the equation (3) based on EM algorithm, the 
first step is to initialize the parameter 𝜃, that is to 
initialize the probability distribution of Z. Then for 
each i, calculate 𝑄𝑖(𝑧𝑖) based on the equation (6) 
𝑄𝑖(𝑧𝑖) =  𝑝(𝑧𝑖|𝑥𝑖; 𝜃)                      (6) 
The next step is to solve the equation (7) 
      𝜃 ∶= arg max
𝜃
∑ ∑ 𝑄𝑖(𝑧𝑖)log
𝑝(𝑥𝑖 , 𝑧𝑖; 𝜃)
𝑄𝑖(𝑧𝑖)
𝑧𝑖∈𝑆
       (7) 
This process is cycled, until the equation（5）is 
convergent. 
4 HMRF-EM Algorithm 
The advantage of EM algorithm is that it has 
reliable global convergence and faster convergence 
speed, but the maximum likelihood equation of hidden 
Markov model usually has multiple roots, which leads 
the EM algorithm into local extremum on the initial 
parameters setting. Therefore, we propose an EM 
algorithm based on hidden state random variables
（ Hidden Markov Random Field based EM 
Algorithm, HMRF-EM） . The basic idea of the 
algorithm is to solve the parameter estimation 
problem based on incomplete data by recursive 
method. Specific steps of the algorithm are shown 
below: 
HMRF-EM Algorithm 
Input： coordination of the vector to be classified Vec，
Class number n，the probability pij of the ith 
vector belonging to the class j，covariance 
matrix of  class i  pcov[i]，mean vector of 
class i pmea[i]，the prior probability of class i 
ppior[i]. 
output：mean and covariance of class i，the class has 
the biggest prior probability and the 
probability. 
step： 
1． initialization： 
1.1 pij=0； 
1.2 pcov[i]=1； 
1.3 pmea[i]=i*2； 
1.4 ppior[i]=1/n； 
2． For（the ith vector） 
2.1  if i < the number of vectors to be classified 
2.2  then For（the jth class） 
2.2.1  if j<n 
2.2.2  then the vector probability density 
is calculated as 
𝑝 =  
|𝜎|
−1
2 𝑒𝑥𝑝 (−
1
2 (𝑥 − 𝜇𝑗)
𝑇
𝜎−1(𝑥 − 𝜇𝑖))
√2𝜋
 
2.2.3  pij=ppior[i]*p; 
2.2.4  Temp1+=ppior[j]*p; 
2.3   Estep+=log(Temp1); 
3   For（the jth class） 
3.1  if j<n 
3.2  then Temp2+= pij ; 
3.3  For（the ith vector） 
3.3.1  if i< the number of vectors to be 
classified 
3.3.2  then For（the kth vector） 
3.3.2.1  if k< the dimension of vector 
3.3.2.2  then pmea[i][k]+= 
pij*Vec[i][k]; 
3.4    ppior[i]= Temp2/Vec; 
4   return pmea[i], pcov[i],ppior[i]和 i. 
 
5 Conclusions  
This paper focused on the research on shape 
mapping of 3D mesh models, and proposed a shape 
mapping algorithm based on Hidden Markov Random 
Field and EM algorithm, as introducing a hidden state 
random variable associated with the adjacent blocks 
of shape matching when establishing HMRF. 
Although the 3D geometric data intelligent analysis is 
widely used, but there are some disadvantages in 
processing the data of local part, so how to integrate a 
variety of methods to explore a variety of modal 
image segmentation will be the next research focus 
 
Reference 
[1] Wim Sweldens and Peter Schroder. Digital geometry 
processing. In SIGGRAPH Course Notes, 2001. 
[2] Wu Huai-yu. 3D Printing: Three-Dimensional Creation 
via Intelligent Digitization, 2
nd
 edition, Publishing House 
  
of Electronic Industry, 2015. 
[3] Noam Aigerman, Roi Poranne, and Yaron Lipman. Lifted 
Bijections for Low Distortion Surface Mappings. 
SIGGRAPH, 2014. 
[4] Maks Ovsjanikov, Mirela Ben-Chen, Adrian Butscher, 
Justin Solomon, and Leonidas Guibas. Functional Maps: 
A Flexible Representation of Maps between Shapes. 
SIGGRAPH, 2012. 
[5] Brett Allen, Brian Curless, and Zoran Popovic. The space 
of human body shapes: Reconstruction and 
parameterization from range scans. SIGGRAPH, 587-594, 
2003.  
[6] Vladislav Kraevoy and Alla Sheffer. 
Cross-parameterization and compatible remeshing of 3D 
models. SIGGRAPH, 861-869, 2004. 
[7] P. J. Besl and N. D. McKay. A method for registration of 
3-D shapes. IEEE Trans. PAMI, 14(2):239-258, 1992. 
[8] H. Chui and A. Rangarajan. A new point matching 
algorithm for non-rigid registration. Computer Vision and 
Image Understanding (CVIU), 89(2-3):114-141, 2003. 
[9] Will Chang and Matthias Zwicker. Range Scan 
Registration Using Reduced Deformable Models. 
Computer Graphics Forum (Proceedings of Eurographics), 
2009. 
[10] Huai-Yu Wu, Chunhong Pan, Qing Yang, and Songde Ma. 
Consistent correspondence between arbitrary manifold 
surfaces. International Conference on Computer Vision 
(ICCV), Rio de Janeiro, Brazil, 2007. 
[11] E. Praun, W. Sweldens, and P. Schroder. Consistent mesh 
parameterizations. SIGGRAPH, 179-184, 2001. 
[12] C. Gotsman, X. Gu, A. Sheffer. Fundamentals of spherical 
parameterization for 3D meshes. ACM Transactions on 
Graphics 22, 3, 358-363, 2003. 
[13] Michael S. Floater and Kai Hormann. Surface 
parameterization: a tutorial and survey. Advances in 
Multiresolution for Geometric Modelling, 157-186, 2005. 
[14] Ligang Liu, Lei Zhang, Yin Xu, Craig Gotsman, Steven J. 
Gortler. A Local/Global Approach to Mesh 
Parameterization. Computer Graphics Forum, 27(5): 
1495-1504, 2008. 
[15] T. Michikawa, T. Kanai, M. Fujita, H. Chiyokura. 
Multiresolution interpolation meshes. In Pacific Graphics, 
2001. 
[16] J. Schreiner, A. Asirvatham, E. Praun, H. Hoppe. 
Inter-surface mapping. ACM Transactions on Graphics 23, 
3, 870-877, 2004. 
[17] Lingfeng Wang, Huai-Yu Wu, and Chunhong Pan. 
Manifold Regularized Local Sparse Representation for 
Face Recognition". IEEE Trans. on Circuits and Systems 
for Video Technology (TCSVT), 2014. 
[18] Brognaux S, Drugman T. HMM-Based Speech 
Segmentation: Improvements of Fully Automatic 
Approaches. Audio Speech and Language Processing 
IEEE/ACM Transactions on, 2016, 24(1): 5-15. 
