Ruin problems for risk processes with dependent phase-type claims by Peralta, Oscar & Simon, Matthieu
ar
X
iv
:2
00
9.
13
42
8v
1 
 [m
ath
.PR
]  
28
 Se
p 2
02
0
Ruin problems for risk processes with dependent
phase-type claims
Oscar Peralta1, Matthieu Simon2
Abstract
We consider continuous time risk processes in which the claim sizes are dependent
and non-identically distributed phase-type distributions. The class of distributions
we propose is easy to characterize and allows to incorporate the dependence between
claims in a simple and intuitive way. It is also designed to facilitate the study of the
risk processes by using a Markov-modulated fluid embedding technique. Using this
technique, we obtain simple recursive procedures to determine the joint distribution
of the time of ruin, the deficit at ruin and the number of claims before the ruin.
We also obtain some bounds for the ultimate ruin probability. Finally, we provide
a few examples of multivariate phase-type distributions and use them for numerical
illustration.
AMS Subject Classifications: 91B30, 91B70, 60J28.
Key Words: Risk processes; risk of ruin; dependent claims; multivariate phase-type dis-
tributions; Markov-modulated fluid flows.
1 Introduction
A risk process is a stochastic processes tRptq | t ě 0u of the form
Rptq “ u` ct´
Nptqÿ
k“1
Yk, (1.1)
where u ě 0, c ą 0, tNptq | t ě 0u is a counting process and tYkukě1 is a family of non-
negative random variables. Such processes are commonly used in risk theory to represent
the level of reserves of an insurance company that collects premiums at continuous rate c
and reimburses the claims Yk that occur according to tNptqu. A fundamental problem in
this context is to determine the probability that the reserves becomes negative in finite
time, and, when it happens, after how long.
The most classical risk process was introduced by Crame´r [11] and is called the Crame´r-
Lundberg process. It assumes that the variables tYkukě1 are i.i.d. and that tNptqu is a
Poisson process, independent of the claim sizes. Since then, this model was generalised
in various ways: we refer to Asmussen and Albrecher [2] for an introduction to the fun-
damental risk model and its major extensions.
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Most of the results in the literature concern risk processes in which the claim sizes are
independent and identically distributed. However, there are many circumstances where
models with dependent claims appear to be more appropriate. Indeed, large groups of
people are often subject to common risks stemming from economic, environmental or epi-
demiological factors, for instance. Moreover, claims that are not identically distributed
can be relevant in various situations, for example when the reaction capacity of the threat-
ened population can evolve over time. Different risk models with dependent claims have
already been considered in the literature; see e.g. Albrecher et al. [1], Constantinescu et
al. [10], Bladt et al. [8] and references therein.
In this paper, we consider a risk process of the form (1.1) in which the claim sizes are
random vectors taken from a family of multivariate phase-type distributions. The random
vectors that we consider have several advantages: firstly, their components are neither
independent nor identically distributed in general, and dependence between components
can be incorporated in a simple and intuitive way. Secondly, they are easy to characterise
and admit simple and explicit expressions for the joint density and the correlation matrix.
Finally, they are designed to facilitate the analysis of the corresponding risk process
through the study of an appropriate embedded Markov-modulated fluid flow.
We use this embedding method to derive an explicit formula for a transform of the ruin
time T , the severity at ruin ´RpT q and the number of claims until ruin NpT q in terms
of some first passage matrices related to the embedded fluid flow. We present a recursive
procedure to compute this transform numerically. We also briefly explain how the ap-
proach can be easily extended to the analysis of risk processes in a random environment.
Next, we obtain simple bounds for the ultimate ruin probability of our model, in terms of
the ruin probability for risk processes with independent Erlang claims. These bounds are
quite improvable, but they allow to check whether the ultimate ruin is almost sure or not
in a variety of situations. Finally, we conclude with some numerical illustrations where
we compare the ruin probabilities for different risk models with multivariate phase-type
distributed claims.
The paper is organised as follows. In Section 2, we first briefly review the main prop-
erties of univariate phase-type distributions. Next, we introduce our class of multivariate
phase-type distribution and provide a few examples. In Section 3, we turn to the analysis
of the risk process. We first detail the construction of the embedded Markov-modulated
fluid flow and use it to determine a transform of T , ´RpT q and NpT q. We then present
our bounds for the ultimate ruin probability. Finally, in Section 4, we present a few
numerical illustrations.
2 Dependent phase-type distributions
2.1 Univariate phase-type distributions
Throughout the text, 0 denotes a vector of zeros and 1 denotes a vector of ones, with
appropriate size and orientation.
Let tϕptq | t ě 0u be a time-homogeneous Markov jump process defined on a state
space t‹u Y S, where S contains p ă 8 transient states and ‹ is an absorbing state. The
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generator of ϕ is then of the form
Λ “
»———–
0 0
a A
fiffiffiffifl ,
where A is a p ˆ p matrix containing the transition rates between the transient states
and a “ ´A1 is the vector containing the transition rates from the transient states to
the absorbing state. The initial probability vector α of tϕptqu on S, with components
αi “ P
`
ϕp0q “ i
˘
for i P S, is assumed to satisfy α1 “ 1. We say that a random variable
Y has a phase-type distribution of size p with initial distribution α and sub-generator
matrix A, and write Y „ PHpα, Aq, if Y is distributed as the time before absorption in
tϕptqu:
Y
d
“ inftt ě 0 |ϕptq “ ‹u.
Phase-type distributions have been popularized by the work of Neuts [17, 18]. Since
then, they have been used in many application fields. One of their advantages is that
they characterisation is easy and intuitive: if Y „ PHpα, Aq, then its density function is
fY ptq “ αe
Ata (2.1)
for t ě 0, and the moments of Y are given by
E
”
Y k
ı
“ k!αp´Aq´k1, k P N, (2.2)
see e.g. Latouche and Ramaswami [16, Chapter 2] or Neuts [18, Chapter 2]. Note that the
expression for the density is intuitive since the component peAtqij is the probability that
ϕ is in state j (and therefore not absorbed yet) at time t if it started from state i, while
the vector a dt contains the probabilities of absorption on the infinitesimal time interval
rt , t ` dts (conditional on the process not being absorbed by time t). Also, the formula
E rY s “ αp´Aq´11 is straightforward since p´A´1qij is the average time spent in state
j P S before absorption given that the starting state is i P S.
Phase-type distributions benefit from various interesting closure properties. For in-
stance, they are stable under convolutions: if Y1 „ PHpα1, A1q and Y2 „ PHpα2, A2q are
independent, then Y1 ` Y2 „ PHpβ1, B1q where
B1 “
«
A1 a1α2
0 A2
ff
with a1 “ ´A11,
and β1 “ rα1 0s (see [16, Section 2.6]). Moreover, if δ is a Bernoulli random variable
independent from Y1 and Y2 with parameter p, then δY1 ` p1´ δqY2 „ PHpβ2, B2q where
B2 “
«
A1 0
0 A2
ff
and β2 “
“
pα1 p1´ pqα2
‰
.
Finally, let us mention that the class of phase-type distributions is dense (in the weak
convergence sense) within the class of distributions with support on r0,8q (see e.g. Breuer
and Baum [9, Theorem 9.14]). Together with the previous properties, this makes phase-
type distributions a very powerful tool to model and analyse a wide range of random
phenomena.
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2.2 Multivariate phase-type distributions
Different classes of multivariate phase-type distributions have been considered in the
literature. The first one was introduced by Assaf et al. [3] who proposed the following
definition: let ϕ be a Markov jump process as in Section 2.1 and consider a collection
of subsets tSiu1ďiďn such that Si Ă t‹u Y S, Si is stochastically closed for all i (i.e. if
the process enters Si, it never leaves it) and
Şn
i“0 Si “ t‹u. A random vector Y
pnq “
pY1, Y2, . . . , Ynq is said to follow a multivariate phase-type (MPH) distribution if
pY1, Y2, . . . , Ynq
d
“ pν1, ν2, . . . , νnq where νi “ inftt ě 0 |ϕptq P Siu.
The authors derived various properties of these distributions, including a closed expression
for their joint density.
The class of (MPH) distribution was then extended to the family of MPH˚ distributions
by Kulkarni [15]. A random vector Y pnq is said to follow a MPH˚ distribution if there
exists a collection of non-negative numbers trph, iq : h P S, 1 ď i ď nu such that
pY1, Y2, . . . , Ynq
d
“ pν˚
1
, ν˚
2
, . . . , ν˚nq where ν
˚
i “
ż 8
0
rpϕpsq, iq ds and rp‹, iq “ 0.
Unlike the MPH distributions, there is no closed-form formula for the joint density of
Y pnq „ MPH˚, so its analysis is, in most cases, limited to its Laplace transform. This
class was further extended in Bladt and Nielsen [7] who considered those random vectors
Y pnq such that
řn
i“1 ciYi follows an univariate phase-type distribution for any ci ě 0.
In this paper, we introduce another class of multivariate phase-type distributions which
is suitable for our analysis of risk processes. For such processes, the claim sizes are
determined sequentially over time, that is, they are sampled one after the other. This
motivates the following definition.
Let n P N and tϕptq | t ě 0u be a Markov jump process defined on the state space
t‹u Y S1 Y S2 Y ¨ ¨ ¨ Y Sn,
where each Si is some finite subset of transient states and ‹ is an absorbing state. Assume
that its generator is of the following form when written according to the state decompo-
sition above:
Λ “
»—————————–
0 0
0 A1 D1 0 0 ¨ ¨ ¨ 0 0
0 0 A2 D2 0 ¨ ¨ ¨ 0 0
0 0 0 A3 D3 ¨ ¨ ¨ 0 0
...
...
...
...
...
. . .
...
...
0 0 0 0 0 ¨ ¨ ¨ An´1 Dn´1
Dn1 0 0 0 0 ¨ ¨ ¨ 0 An
fiffiffiffiffiffiffiffiffiffifl
, (2.3)
and the initial state is given by the probability vector pi “ r0 |α 0 ¨ ¨ ¨ 0s, so that the
process starts from the subset S1. Here, pAkqij is the transition rate from i P Sk to j P Sk,
j ‰ i. For k ă n, the matrix Dk contain the transition rates from Sk to Sk`1. Finally,
the vector Dn1 contains the transitions from Sn to the absorbing state ‹.
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From now on, we say that the vector Y pnq “ pY1, Y2, ..., Ynq follows a multivariate
phase-type distribution if Yk is the amount of time spent by tϕptqu in the subspace Sk
before absorption:
Yk “
ż 8
0
1ϕpsqPSk ds. (2.4)
Note that each component Yk is almost surely finite since each subset Sk is assumed to
be transient. Our class of multivariate phase-type distributions is clearly a subset of the
class MPH˚ introduced by Kulkarni [15]. The case n “ 2 was analysed in Bladt et al. [8,
Theorem 6.10], where the authors showed that the vector α and the matrices A1, D1, A2
and D2 can be chosen in such a way that Y1 and Y2 are phase-type-distributed with any
feasible goal covariance.
From the structure (2.3) of the generator Λ, it is clear that the components Yk are
determined sequentially in ϕ: the process starts in S1 and Y1 is known as soon as it leaves
S1 for S2. Then, Y2 is known as soon as the process leaves S2 for S3, and so on. This
is the key feature that will allow us to apply the fluid embedding technique in the next
section, where we consider risk processes with multivariate phase-type claims.
Let us first have a look at the distribution of Y pnq. From (2.4) and the structure (2.3)
of Λ, it is easy to see that
Yk „ PHpγk, Akq
where γ1 “ α and for k ě 2,
γk “ αp´A1q
´1D1p´A2q
´1D2 ¨ ¨ ¨ p´Ak´1q
´1Dk´1. (2.5)
This follows from the fact that rp´A´1ℓ qDℓsij is the probability that the process ϕ is in
phase j when entering Sℓ`1 given ϕ entered Sℓ in phase i. So, the marginal density
and the moments of Yk are obtained from (2.1) and (2.2). The components of Y
pnq can
be dependent since the state occupied by ϕ when entering a subset Sk depends on the
trajectories of ϕ in S1 Y ¨ ¨ ¨ Y Sk´1. The joint distribution of Y
pnq “ pY1, Y2, ..., Ynq is
given below.
Proposition 2.1. The density function of Y pnq is given by
fpy1, y2, ..., ynq “ αe
A1y1D1e
A2y2D2 ¨ ¨ ¨ e
AnynDn1. (2.6)
for yi ě 0, i “ 1, 2, ..., n.
Proof. The density is easily obtained by induction on n: assuming the form (2.6) for n´1
components and denoting by τn the first time ϕ is in Sn,
P pY1 ď y1, ..., Yn ď ynq
“
ÿ
jPSn
ż y1
0
¨ ¨ ¨
ż yn´1
0
P
`
Y1 ď y1, ..., Yn ď yn |Y1 “ x1, ...Yn´1 “ xn´1, ϕpτnq “ j
˘
. dP
`
Y1 ď x1, ...Yn´1 ď xn´1, ϕpτnq “ j
˘
“
ÿ
jPSn
ż y1
0
¨ ¨ ¨
ż yn´1
0
P
`
Yn ď yn |ϕpτnq “ j
˘ ´
αeA1x1D1 ¨ ¨ ¨ e
An´1xn´1Dn´1
¯
j
dx1 ¨ ¨ ¨ dxn´1
“
ż y1
0
¨ ¨ ¨
ż yn
0
αeA1x1D1 ¨ ¨ ¨ e
An´1xn´1Dn´1e
AnxnDn1 dx1 ¨ ¨ ¨ dxn.
Differentiating with respect to y1, . . . , yn in the last equality yields (2.6).
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A closed expression for the covariances between the components of Y pnq can also be
easily obtained:
Proposition 2.2. For 1 ď k ă ℓ ď n,
CovpYk, Yℓq “ γkp´Akq
´2Dkp´Ak`1q
´1Dk`1 ¨ ¨ ¨ p´Aℓ´1q
´1Dℓ´1p´Aℓq
´11
´
`
γkp´Akq
´11
˘ `
γℓp´Aℓq
´11
˘
,
(2.7)
where the vectors γk are given in (2.5).
Proof. The covariance between Yk and Yℓ is given by CovpYk, Yℓq “ E rYkYℓs´E rYksE rYℓs,
and E rYks “ γkp´Akq
´11, E rYℓs “ γlp´Aℓq
´11 are known from (2.2). To obtain E rYkYℓs,
we start from the Laplace transform of Y pnq, which is easily derived by integration in
(2.6). For a n-dimensional vector θ of nonnegative components,
E
”
e´xθ,Y
pnqy
ı
“ αpθ1I ´ A1q
´1D1pθ2I ´ A2q
´1D2 ¨ ¨ ¨ pθnI ´ Anq
´1Dn1. (2.8)
Using that
d
dθ
pθI ´Mq´1 “ ´pθI ´Mq´2
for any square matrix M such that θI ´M is invertible, we obtain
E rYkYℓs “
ˆ
pd{dθkqpd{dθℓqE
”
e´xθ,Y
pnqy
ı˙ ˇˇˇˇ
θ“0
“ γkp´Akq
´2Dkp´Ak`1q
´1Dk`1 ¨ ¨ ¨ p´Aℓ´1q
´1Dℓ´1p´Aℓq
´2Dℓp´Aℓ`1q
´1Dℓ`1
¨ ¨ ¨ p´An´1q
´1Dn´1p´Anq
´1Dn1.
It suffices to use that Di1 “ ´Ai1 for all ℓ ď i ď n to obtain the announced expression
from the last equality.
We now present some examples of vectors Y pnq following a multivariate phase-type
distribution. They will be used later for illustration in the setting of risk processes.
Example 1. Let Y pnq be a vector of n independent random variables Yk „ PHpαk, Akq.
Then Y pnq has a multivariate phase-type distribution of representation (2.3) where α “
α1, Dk “ p´Ak1qαk`1 for 1 ď k ď n ´ 1 and Dn1 “ ´An1.
Example 2. Let tU1, ...Unu and tV1, ...Vnu be two collections of independent random
variables such that Uk „ PHpβ, Bq and Vk „ PHpγ, Gq for all k P t1, ..., nu. Let r, rk, pk
(2 ď k ď n) be some constants in r0, 1s. Define the random vector Y pnq as follows: First,
Y1 “ U1 with probability r and Y1 “ V1 with the complementary probability 1´ r. Next,
the value of Yk, k “ 2, 3, ..., n is chosen sequentially according to the value of Yk´1: if
Yk´1 “ Uk´1, then
Yk “
#
Uk with probability rk,
Vk with probability 1´ rk.
If Yk´1 “ Vk´1, then
Yk “
#
Uk with probability 1´ pk,
Vk with probability pk.
6
The vector Y pnq has a multivariate phase-type distribution with parameters
Ak ” A “
«
B 0
0 G
ff
, Dk “
«
rkbβ p1´ rkqbγ
p1´ pkqgβ pkgγ
ff
, α “ rrβ p1´ rqγs,
where b “ ´B1 and g “ ´G1.
Example 3. Fix m ą 1 and consider the random vector Y pnq of representation (2.3)
with the mˆm matrices Ak and Dk such that @k ě 1,
Ak “
»—————–
´µk µkpk 0 ¨ ¨ ¨ 0
0 ´µk µkpk ¨ ¨ ¨ 0
0 0 ´µk ¨ ¨ ¨ 0
...
...
...
. . .
...
0 0 0 ¨ ¨ ¨ ´µk
fiffiffiffiffiffifl , Dk “
»———– µkp1´ pkqP 0
µkβk 0
fiffiffiffifl ,
where P is an pm´ 1q ˆ pm´ 1q stochastic matrix, βk is a probability vector with m´ 1
components, µk is a positive rate and 0 ă pk ă 1. The initial probability vector α is
arbitrary. Here, the states in Ak can be seen as m successive stages 1, 2, ..., m of duration
Exp(µk) each. If the process ϕ enters Sk in the ℓ-th stage, then Yk is the sum of at most
m´ℓ`1 i.i.d variables Exp(µk). The dependences between the components of Y
pnq comes
from the fact that the initial stage visited in Sk`1 depends on the last stage visited by Yk
through the transition matrix P and the vector βk.
3 Risk process with multivariate phase-type claims
In this section, we consider the risk process tRptq | t ě 0u given by
Rptq “ u` ct´
Nptqÿ
k“1
Yk, (3.1)
where tNptq | t ě 0u is a Poisson process of intensity λ ą 0 and, for all n ě 1, the vector
pY1, Y2, . . . , Ynq is independent of tNptqu and follows a multivariate phase-type distribution
with representation (2.3). The parameters u, c ą 0 correspond respectively to the initial
level of reserves and the premium rate. We are interested in the distribution of three
statistics related to this model: the time of ruin
T “ inftt ě 0 |Rptq ă 0u, (3.2)
the deficit at ruin ´RpT q and the number NpT q of claims that occurred up to time T .
Our aim is to determine their joint distribution through the transform
E
”
e´θT1Tă8,NpT qďs,´RpT qěy |Rp0q “ u
ı
, (3.3)
for θ ě 0, s P N0 and y ě 0.
We are going to determine (3.3) through the study of a Markov-modulated fluid flow
closely related to the risk process (3.1). This method is sometimes called fluid embedding
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and has already been used in the setting of risk theory (see e.g. Badescu and Landriault
[4] for an overview). Compared to existing models, a difference here is that we need to
consider an infinite phase space for the embedded fluid flow. The construction of the fluid
model and its links with the risk process are detailed in Section 3.1. In Section 3.2, we
use this fluid approach to derive an expression for (3.3).
3.1 The embedded Markov-modulated fluid flow
A Markov-modulated fluid flow (MMFF) is a stochastic process tpXptq, φptqq | t P R`u
where X is called the level and φ is called the phase. The dynamics are the following:
tφptqu is a Markov jump process on a state space E characterized by its generator Q. To
each phase i in E one associates a rate ci ‰ 0. The process tXptqu takes its values in R,
has continuous trajectories and is such that
d
dt
Xptq “ cφptq.
In other words, the level process evolves in a piecewise linear fashion, at rate ci when
φptq “ i. It is convenient to reorganize the phase space and partition E into two subspaces
E` “ ti P E | ci ą 0u and E´ “ ti P E | ci ă 0u. Denoting by C the diagonal matrix of
rates, we can write Q and C according to this subdivision E “ E` Y E´:
Q “
«
Q`` Q`´
Q´` Q´´
ff
, C “
«
C`
C´
ff
.
To the risk process tRptqu in (3.1), we associate the MMFF tpXptq, φptqqu defined on
the infinite phase space E “ E` Y E´ where E` and E´ are two copies of S1 Y S2 Y ¨ ¨ ¨ .
To differentiate between these sets, we write
E` “ S
`
1
Y S`
2
Y ¨ ¨ ¨ and E´ “ S
´
1
Y S´
2
Y ¨ ¨ ¨
where S`k and S
´
k are two copies of Sk. We assume that Q has the following form according
to this state partition:
Q`` “
»———–
´λI 0 0 ¨ ¨ ¨
0 ´λI 0 ¨ ¨ ¨
0 0 ´λI ¨ ¨ ¨
...
...
...
. . .
fiffiffiffifl , Q`´ “
»———–
λI 0 0 ¨ ¨ ¨
0 λI 0 ¨ ¨ ¨
0 0 λI ¨ ¨ ¨
...
...
...
. . .
fiffiffiffifl
Q´` “
»———–
0 D1 0 0 ¨ ¨ ¨
0 0 D2 0 ¨ ¨ ¨
0 0 0 D3 ¨ ¨ ¨
...
...
...
...
fiffiffiffifl , Q´´ “
»———–
A1 0 0 ¨ ¨ ¨
0 A2 0 ¨ ¨ ¨
0 0 A3 ¨ ¨ ¨
...
...
...
. . .
fiffiffiffifl ,
(3.4)
and C is such that C` “ cI8 and C´ “ ´I8, where I8 denotes the identity matrix of
infinite dimension.
Built this way and when starting from Xp0q “ u with initial phase distribution vector
pi “ rα 0 0 ¨ ¨ ¨ s, the process tpXptq, φptqqu evolves like tRptqu in (3.1) except that
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each jump in tRptqu is replaced by a linear decrease of the level tXptqu at the unit rate,
for a duration equal to the size of the jump. Note that the matrices Q`` and Q`´ need
to be constituted by infinitely many blocks in order to maintain the same dependence
between the sojourn times in the subspaces S´k for the MMFF than for the components
of the multivariate phase-type distribution with representation (2.3). Let us describe
the first stages of the embedded process in more detail: the MMFF starts from a phase
i P S`
1
, chosen according to the vector α, and stays in that phase for a period of time
Exp(λ) during which the level process increases at rate c. Then there is a transition to
the corresponding phase in S´
1
and the level starts decreasing at rate ´1. The duration
of this decrease is PHpe⊺i , A1q where ei is a unitary column vector with i-th component
equal to one. The matrix D1 contains the absorption rates triggering a transition to S
`
2
,
and the choice of the chosen state in S`
2
at that time also determines the state which will
be occupied at the first passage to i P S´
2
, that is, the initial phase for the phase-type
duration representing the second claim.
More formally, the risk process and its associated MMFF are linked by a change of
time: denoting
Jptq “
ż t
0
1φpsqPE` ds
the time spend by the MMFF in E` up to time t and T ptq “ infts ą 0 | Jpsq ą tu, it
holds that
tRptq | t ě 0u
d
“ tXpT ptqq | t ě 0u.
The levels crossed by tRptqu on a time interval r0, tr are the same as the ones crossed
by tXptqu on the interval r0, T ptqr. In particular, the time of ruin T defined in (3.2)
corresponds in the MMFF to the time Jpτ0q with τ0 “ inftt ą 0 |Xptq ă 0u, that is,
T
d
“ Jpτ0q.
Moreover, the variable ´RpT q corresponds in the MMFF to the level occupied at the first
passage to a phase in E` after τ0. Finally, the variable NpT q corresponds in the MMFF
to the number of transitions from E` to E´ up to time τ0.
3.2 Ruin probabilities and time of ruin
We can now derive an expression for the transform (3.3), in terms of the blocks of two
first passage matrices related to the MMFF tpXptq, φptqqu. First, fix some θ ě 0. The
first matrix Ψθ is such that for all k, ℓ ě 1, i P E
`
k , j P E
´
ℓ ,
pΨθqpk,iq,pℓ,jq “ E
”
e´θJpτ0q 1φpτ0q“pℓ,jq |Xp0q “ 0, φp0q “ pk, iq
ı
.
The second one Φθpxq is such that for x ě 0, i P E
´
k , j P E
´
ℓ ,
pΦθqpk,iq,pℓ,jq pxq “ E
”
e´θJpτ0q 1φpτ0q“pℓ,jq |Xp0q “ x, φp0q “ pk, iq
ı
.
They give the Laplace transforms of the time Jpτ0q spent in E` before the first passage to
level zero in the MMFF, starting from level zero in an ascending phase (for Ψθ) or from
level x in a descending phase (for Φθpxq). From the structure (3.4) of the generator Q of
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tpXptq, φptqqu, they have an upper triangular block structure when written according the
phase subdivision S`
1
Y S`
2
Y ¨ ¨ ¨ for E` and S
´
1
Y S´
2
Y ¨ ¨ ¨ for E´:
Ψθ “
»—————–
Ψθp1, 1q Ψθp1, 2q Ψθp1, 3q Ψθp1, 4q ¨ ¨ ¨
0 Ψθp2, 2q Ψθp2, 3q Ψθp2, 4q ¨ ¨ ¨
0 0 Ψθp3, 3q Ψθp3, 4q ¨ ¨ ¨
0 0 0 Ψθp4, 4q ¨ ¨ ¨
...
...
...
...
. . .
fiffiffiffiffiffifl , (3.5)
Φθpxq “
»—————–
Φθpx; 1, 1q Φθpx; 1, 2q Φθpx; 1, 3q Φθpx; 1, 4q ¨ ¨ ¨
0 Φθpx; 2, 2q Φθpx; 2, 3q Φθpx; 2, 4q ¨ ¨ ¨
0 0 Φθpx; 3, 3q Φθpx; 3, 4q ¨ ¨ ¨
0 0 0 Φθpx; 4, 4q ¨ ¨ ¨
...
...
...
...
. . .
fiffiffiffiffiffifl . (3.6)
The transform (3.3) is easily expressed in terms of the blocks in (3.5) and (3.6):
Proposition 3.1. For any u ě 0, θ ě 0, s ě 1 and y ě 0,
E
”
e´θT1Tă8, NpT qďs,´RpT qěy |Rp0q “ u
ı
“
sÿ
k“1
s´kÿ
ℓ“0
αΨθp1, kqΦθpu; k, k ` ℓqe
Ak`ℓy1. (3.7)
Proof. Let Tu “ inftt ą 0 |Rptq ă uu and τu “ inftt ą 0 |Xptq ă uu. Using the time
change given in Section 3.1 to switch from the risk process to the MMFF, we see that for
fixed k ě 1 and ℓ ě 0,
E
”
e´θT1Tă8, NpTuq“k,NpT q“k`ℓ,´RpT qěy |Rp0q “ u
ı
“ E
”
e´θJpτ0q1τ0ă8, φpτuqPS´k , φpτ0qPS
´
k`ℓ, ηěy
|Xp0q “ u, φp0q „ pi
ı
“ E
„´
e´θJpτuq1τuă8, φpτuqPS´k
¯´
e´θpJpτ0q´Jpτuqq1τ0ă8, φpτ0qPS´k`ℓ, ηěy
¯
|Xp0q “ u, φp0q „ pi

,
where η is the time between τ0 and the first passage to a phase in E` after τ0. So, using
the strong Markov property,
E
”
e´θT1Tă8,NpTuq“k,NpT q“k`ℓ,´RpT qěy |Rp0q “ u
ı
“
ÿ
jPS´
k
E
”
e´θJpτuq1τuă8, φpτuq“j |Xp0q “ u, φp0q „ pi
ı
ˆ E
”
e´θJpτ0q1τ0ă8, φpτ0qPS´k`ℓ, ηěy
|Xp0q “ u, φp0q “ j
ı
“
ÿ
jPS´
k
`
αΨθp1, kq
˘
j
´
Φθpu; k, k ` ℓqe
Ak`ℓy1
¯
j
“ αΨθp1, kqΦθpu; k, k ` ℓqe
Ak`ℓy1.
Equation (3.7) follows by summing over tk ě 1, ℓ ě 0 | k ` ℓ ď su.
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Remark. Taking θ “ 0 and y “ 0 and in (3.7), we obtain
P
´
inf
sě0
Rpsq ă 0, NpT q ď s |Rp0q “ u
¯
“
sÿ
k“1
s´kÿ
ℓ“0
αΨ0p1, kqΦ0pu; k, k ` ℓq1. (3.8)
The probability of ultimate ruin
P
´
inf
sě0
Rpsq ă 0 |Rp0q “ u
¯
“ lim
sÑ8
P
´
inf
sě0
Rpsq ă 0, NpT q ď s |Rp0q “ u
¯
can be approximated as precisely as desired by computing (3.8) for s large enough.
In order to apply Proposition 3.1 and compute the transform (3.7), we need a proce-
dure to compute the various blocks of Ψθ and Φθpxq. To this end, first note that from
the definition of Φθpxq, it is easy to show (see e.g. Ramaswami [21]) that Φθpxq can be
expressed under exponential form
Φθpxq “ e
Uθx,
where Uθ is a sub-generator with the same block structure as Ψθ, i.e.
Uθ “
»—————–
Uθp1, 1q Uθp1, 2q Uθp1, 3q Uθp1, 4q ¨ ¨ ¨
0 Uθp2, 2q Uθp2, 3q Uθp2, 4q ¨ ¨ ¨
0 0 Uθp3, 3q Uθp3, 4q ¨ ¨ ¨
0 0 0 Uθp4, 4q ¨ ¨ ¨
...
...
...
...
. . .
fiffiffiffiffiffifl . (3.9)
In the next proposition, we show that the blocks Ψθpk, ℓq and Uθpk, ℓq can be obtained
recursively. The notation δk,ℓ is for the Kronecker delta.
Proposition 3.2. The matrices Ψθpk, ℓq are given by
Ψθpk, kq “
λ
λ` θ
ˆ
I ´
c
λ` θ
Ak
˙´1
, (3.10)
and, for ℓ ą k,
Ψθpk, ℓq “
¨˝
c
λ` θ
ℓ´1ÿ
v“k
Ψθpk, vqDvΨθpv ` 1, ℓq‚˛ˆI ´ c
λ` θ
Aℓ
˙´1
. (3.11)
The matrices Uθpk, ℓq are given by
Uθpk, ℓq “ Akδk,ℓ ` p1´ δk,ℓqDkΨθpk ` 1, ℓq (3.12)
for 1 ď k ď ℓ.
Proof. We first derive an equation for pΨpk, ℓqqij (i P S
`
k , j P S
´
ℓ ). For that, we assume
that the MMFF starts from Xp0q “ 0 and φp0q “ i. As rQ`` Q`´s “ r´λI λIs, the
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process tφptqu stays in phase i for a duration ξ „ Exppλq before going to the only phase
i´ P S´k available from i. Conditioning on ξ, we thus obtain
pΨθpk, ℓqqij “
ż 8
0
λe´λyE
”
e´θJpτ0q 1φpτ0q“j |Xp0q “ 0, φp0q “ i, ξ “ y
ı
dy
“
ż 8
0
λe´pλ`θqyE
”
e´θJpτ0q 1φpτ0q“j |Xp0q “ cy, φp0q “ i
´
ı
dy
“ λ
ż 8
0
e´pλ`θqy pΦθpcy; k, ℓqqij dy.
So, in matrix notation,
Ψθpk, ℓq “
λ
c
ż 8
0
e´
λ`θ
c
y Φθpy; k, ℓq dy, (3.13)
and integrating by parts, we obtain
Ψθpk, ℓq “
„
´λ
λ` θ
e´
λ`θ
c
yΦθpy; k, ℓq
8
y“0
`
λ
λ` θ
ż 8
0
e´
λ`θ
c
y Φ1θpy; k, ℓq dy
“
λ
λ` θ
Iδk,ℓ `
λ
λ` θ
ż 8
0
e´
λ`θ
c
y Φ1θpy; k, ℓq dy.
Since Φθpyq “ e
Uθy, we have that Φ1θpyq “ ΦθpyqUθ. Using the block structure (3.6), (3.9),
we find that
Φ1θpy; k, ℓq “
ℓÿ
v“k
Φθpy; k, vqUθpv, ℓq,
and therefore
Ψθpk, ℓq “
λ
λ` θ
Iδk,ℓ `
λ
λ` θ
ℓÿ
v“k
ż 8
0
e´
λ`θ
c
y Φθpy; k, vq dy Uθpv, ℓq
“
λ
λ` θ
Iδk,ℓ `
c
λ` θ
ℓÿ
v“k
Ψθpk, vqUθpv, ℓq, (3.14)
where the equality (3.14) is obtained by using (3.13) for ℓ “ v.
Let us turn to the matrix Φθpx; k, ℓq. The MMFF starts now from Xp0q “ x and with
φp0q P S´k . By conditioning on the time up to the first transition from S
´
k to S
`
k`1, we
obtain
Φθpx; k, ℓq “ e
Akxδk,ℓ ` p1´ δk,ℓq
ż x
0
eAkpx´yqDk
ℓÿ
v“k
Ψθpk ` 1, vqΦθpy; v, ℓq dy
“ eAkx
´
δk,ℓI ` p1´ δk,ℓq
ż x
0
e´AkyDk
ℓÿ
v“k
Ψθpk ` 1, vqΦθpy; v, ℓq dy
¯
.
Differentiating with respect to x, we find
Φ1θpx; k, ℓq “ AkΦθpx; k, ℓq ` p1´ δk,ℓqDk
ℓÿ
v“k
Ψθpk ` 1, vqΦθpx; v, ℓq.
Finally, we take x “ 0 in the last equality. As Φθp0q “ I and Φ
1
θp0q “ Uθ, it yields (3.12).
Equations (3.10) and (3.11) are obtained by injecting (3.12) in (3.14).
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Once the blocks of Uθ are known, the blocks of its exponential Φθpxq can be computed
efficiently using the special structure of Uθ by following for instance Kressner et al. [14]
where the authors propose an efficient incremental procedure to compute the (block-
triangular) square matrix constituted by the first n block lines and columns of eUθx, from
the (previously obtained) square matrix constituted by the first n ´ 1 block lines and
columns of eUθx.
Particular case where Ak “ A and Dk “ D for all k ě 1. In this case, Yk „ PHpγk, Aq
where γk “ αrp´Aq
´1Dsk´1. In other words, the claim sizes have the same distribution
as the inter-arrival times in a Markov arrival process of parameters pα, A,Dq (see Neuts
[19]). From Proposition 2.2,
CovpYk, Yℓq “ γkA
´2rDp´Aq´1sℓ´k1´
`
γkp´Aq
´11
˘ `
γℓp´Aq
´11
˘
, ℓ ě k.
Observe that the matrices Ψθpk, ℓq and Uθpk, ℓq depend here on the difference h “ ℓ´k
only. Denoting pΨθphq “ Ψθpk, k ` hq and pUθphq “ Uθpk, k ` hq for any k ě 0, we have
from Proposition 3.2 that
pΨθp0q “ λ
λ` θ
ˆ
I ´
c
λ` θ
A
˙´1
, (3.15)
and, for h ą 0,
pΨθphq “
¨˝
c
λ` θ
h´1ÿ
v“0
pΨθpvqDpΨθph´v´1q‚˛ˆI ´ c
λ` θ
A
˙´1
. (3.16)
Moreover, pUθphq “ Aδh,0 ` p1´ δh,0qDpΨθph´ 1q. (3.17)
The formula in Proposition 3.1 can be easily adapted with these new matrices. More
importantly, the transform (3.3) with s “ 8 has a simpler and more compact expression
in this particular case:
Corollary 3.3. When Ak “ A and Dk “ D for all k ě 1,
E
”
e´θT1Tă8,´RpT qěy |Rp0q “ u
ı
“ αpΨθepUθueAy1, (3.18)
where pΨθ is the minimal nonnegative solution of the Riccati equation
λ
c
I ` Z
ˆ
A´
λ` θ
c
I
˙
` ZDZ “ 0, (3.19)
and where pUθ “ A`DpΨθ.
Proof. Let us define pΨθ “ 8ÿ
h“0
pΨθphq and pUθ “ 8ÿ
h“0
pUθphq. (3.20)
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Then pΨθ is the Laplace transform of the time Jpτ0q spent in E` before the first passage
to level zero in the MMFF, starting from level zero in an ascending phase and e
pUθx is the
Laplace transform of the time Jpτ0q spent in E` before the first passage to level zero in
the MMFF, starting from level x in an descending phase. Formula (3.18) is immediate
from these interpretations.
To show that pΨθ is a solution of (3.19), it suffices to sum over h in (3.15) and (3.16):
we have that
pΨθ “ λ
λ` θ
ˆ
I ´
c
λ` θ
A
˙´1
`
c
λ` θ
8ÿ
h“1
h´1ÿ
v“0
pΨθpvqDpΨθph´v´1qˆI ´ c
λ` θ
A
˙´1
,
and therefore
pΨθ ˆI ´ c
λ` θ
A
˙
“
λ
λ` θ
`
c
λ` θ
8ÿ
h“0
hÿ
v“0
pΨθpvqDpΨθph´vq
“
λ
λ` θ
`
c
λ` θ
8ÿ
v“0
8ÿ
h“v
pΨθpvqDpΨθph´ vq
“
λ
λ` θ
`
c
λ` θ
pΨθDpΨθ,
which is equivalent to (3.19). The fact that (3.19) admit the first passage matrix pΨθ as
its minimal nonnegative solution is proved e.g. in Bean et al. [5].
The Riccati equation (3.19) can be solved numerically in an efficient way using the
algorithms proposed e.g. in Bini et al. [6] or in Guo [12]. Note that the matrix pΨ0 provides
us with a simple criteria to check whether the ruin occurs almost surely in finite time or
not: if pΨ0 is stochastic (i.e. pΨ01 “ 1), then the exponential of pU0 “ A ` DpΨ0 is also
stochastic, and therefore we have from (3.18) that
pΨ0 is stochastic ñ P´ inf
sě0
Rpsq ă 0 |Rp0q “ u
¯
“ 1,
whatever the value of u is.
3.3 Risk process in a random environment
In this section, we briefly explain how the method presented in Sections 3.1 and 3.2
can be easily extended to the analysis of risk processes in a Markov environment. Let
tξptq | t ě 0u be a Markov jump process on a state space X with |X | ă 8, characterized by
its generator Θ and initial probability vector q. Consider the process tpRptq, ξptqq | t ě 0u
in which the reserves has the dynamics
Rptq “ u`
ż t
0
cξpsq ds ´
Nξptqÿ
k“1
Yk. (3.21)
Here, tNξptqutě0 is a Markov-modulated Poisson process with intensity λi when ξ is in
state i P X . As before, for all n ě 1, the vectors pY1, Y2, . . . , Ynq are independent of
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tNξptqu and follow a multivariate phase-type distribution with representation (2.3). In
other words, tRptqu is a risk process under the influence of the random environment tξptqu.
The premium rate cξptq and the claim arrival rate λξptq depend on the state of ξ at time t.
This risk process can be analysed through a embedded Markov-modulated fluid flow
tpXptq, φptqqu slightly more general than in Section 3.1, with generator Q of the form
Q`` “
»———–
V1 0 0 ¨ ¨ ¨
0 V2 0 ¨ ¨ ¨
0 0 V3 ¨ ¨ ¨
...
...
...
. . .
fiffiffiffifl , Q`´ “
»———–
W1 0 0 ¨ ¨ ¨
0 W2 0 ¨ ¨ ¨
0 0 W3 ¨ ¨ ¨
...
...
...
. . .
fiffiffiffifl
Q´` “
»———–
0 F1 0 0 ¨ ¨ ¨
0 0 F2 0 ¨ ¨ ¨
0 0 0 F3 ¨ ¨ ¨
...
...
...
...
fiffiffiffifl , Q´´ “
»———–
G1 0 0 ¨ ¨ ¨
0 G2 0 ¨ ¨ ¨
0 0 G3 ¨ ¨ ¨
...
...
...
. . .
fiffiffiffifl ,
with, for all k ě 1,
Vk “ pΘ´ Lq b Ik, Wk “ Lb Ik,
Fk “ I bDk, Gk “ I b Ak,
where L “ diagpλiqiPX , Ik is the identity matrix with the same dimension as Ak, I is the
identity matrix of dimension |X | and b is the Kronecker product. The rate matrices are
C` “
»———–
C1 0 0 ¨ ¨ ¨
0 C2 0 ¨ ¨ ¨
0 0 C3 ¨ ¨ ¨
...
...
...
. . .
fiffiffiffifl , C´ “ ´I8.
where Ck “ Ik b diagpciqiPX . The equality in Proposition 3.1 is still valid in this case, for
matrices Ψθ, Φθpxq and Uθ with the same definition and block structure as in Section 3.2.
The equations in Proposition 3.2 need to be adapted to the new generator Q, but it can
be easily done by following the same argument as in the proof of Proposition 3.2.
Remark. This extension also allows us to analyse the same risk process as in (3.1)
except that the inter-arrival times between two claims are no longer exponential but
rather distributed as independent PHpγ, Uq random variables. For that, it suffices to
use the extension above with Vk “ U b I and Wk “ u b I for all k (where u “ ´U1),
Fk “ Dk b γ and Gk “ Ak, with the same rate matrices as in Section 3.1.
3.4 Probability of ultimate ruin
A natural question about the risk process tRptqu defined by (3.1) is whether it will get
ruined in finite time with probability one, whatever the initial reserves are. One way
to answer that question would be to compute the r.h.s. of (3.8) with s large enough,
but is is sometimes more convenient to have simpler criteria. Here, we develop a quick
method which can help to assess whether the ultimate ruin is certain or not. It is based
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on bounding the process (3.1) with simple stochastic processes in the stochastic ordering
sense.
We first recall the following definitions. First, the dominating eigenvalue of a square
matrix A is the eigenvalue which has the largest real part. If A is the sub-generator
matrix associated to a phase-type distribution, then it can be shown that its dominating
eigenvalue is real and strictly negative (see e.g. [20]). Next, let X and Y two positive
random variables with density functions fX and fY . We say that Y dominates X in the
sense of the usual univariate stochastic order (X ďst Y ) ifż 8
x
fXpyq dy ď
ż 8
x
fY pyq dy @x ě 0,
see e.g. Shaked and Shanthikumar [22].
Lemma 3.4. Let Y „ PHpα, Aq. Let p0 and ´σ0 be the size and the dominant eigenvalue
of A, and ν0 “ max1ďiďptp´A1qiu. Fix ν P rν0,8q, p P tp0, p0 ` 1, p0 ` 2, . . . u and
σ P p0, σ0s. Then
L ďst Y ďst H
where L „ Exppνq and H „ Erlangpp, σq.
Proof. Since αeAy is a nonnegative row vector,
fY pyq
1´ FY pyq
“
αeAyp´A1q
αeAy1
ď
αeAypν1q
αeAy1
“ ν for all y ě 0, (3.22)
In other words, the hazard rate of Y is smaller than the one of L, a relation commonly
written as L ďhr Y . By [22, Theorem 1.B.1] it implies that L ďst Y .
To obtain the second inequality, note first that from He et al. [13, Corollary 2.1], we
have Y ďst H0 where H0 „ Erlangpp0, σ0q. Now, if p ě p0, let H1 „ Erlangpp´ p0, σq be
independent of H0 (with H1 “ 0 if p “ p0). Then
σ0
σ
pH0 ` H1q ě H0 a.s., which yields
H0 ďst H since H „
σ0
σ
pH0 `H1q.
The concept of stochastic ordering is extended to the multivariate setting in the fol-
lowing way: LetX1 andX2 be two n-dimensional random vectors with density functions
fX1 and fX2 . We say that X
2 dominates X1 in the sense of the usual stochastic order
(X1 ďst X
2) if ż
xPΓ
fX1pxqdx ď
ż
xPΓ
fX2pxqdx
for all increasing set Γ Ď Rn (i.e. for all set Γ such that x P Γ and y is nonnegative implies
x` y P Γ).
It is often hard to extend univariate stochastic ordering properties to the multivariate
setting. However, an extension of Lemma 3.4 to the particular class of multivariate phase-
type distributions given by (2.6) can be obtained as follows:
Lemma 3.5. Let Y pnq “ pY1, . . . , Ynq follow the law given by (2.6). Let pn and ´σn
the largest dimension and dominant eigenvalue amongst the matrices A1, A2, . . . , An, and
νn “ max1ďiďp,1ďkďntp´Ak1qiu. Fix ν P rνn,8q, p P tpn, pn`1, pn`2, . . . u and σ P p0, σns.
Then
Lpnq ďst Y
pnq ďst H
pnq,
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where Lpnq and Hpnq are n-dimensional random vectors with i.i.d. entries which are
Exppνq- and Erlangpp, σq-distributed, respectively.
Proof. We prove the result for n “ 2 only, the case n ą 2 easily follows by induction on
n. For a fixed increasing set Γ Ď R2`, define @y P R` the sets Γy “ tx P R : py, xq P Γu
and Γy “ tx P R : px, yq P Γu. We have thatż ż
Γ
αeA1y1D1e
A2y2D21 dy1 dy2
“
ż 8
0
pαeA1y1D11q
˜ż
Γy1
αeA1y1D1
αeA1y1D11
eA2y2D21 dy2
¸
dy1
“
ż 8
0
pαeA1y1D11q
˜ż
Γy1
αeA1y1D1
αeA1y1D11
eA2y2p´A21q dy2
¸
dy1.
Note that the quotient in the last two equalities is a probability vector, and thus the
function y2 Ñ
αeA1y1D1
αeA1y1D11
eA2y2p´A21q is a phase-type density for each fixed y1 ą 0. We
can therefore apply Lemma 3.4 to obtainż
Γy1
αeA1y1D1
αeA1y1D11
eA2y2p´A21q dy2 ď
ż
Γy1
fp,σpy2q dy2,
where fp,σ is the density function of an Erlang random variable with parameters p and σ.
Consequently,ż ż
Γ
αeA1y1D1e
A2y2D21 dy1 dy2 ď
ż 8
0
pαeA1y1D11q
˜ż
Γy1
fp,σpy2q dy2
¸
dy1
“
ż 8
0
ˆż
Γy2
αeA1y1p´A11q dy1
˙
fp,σpy2q dy2
ď
ż 8
0
ˆż
Γy2
fp,σpy1q dy1
˙
fp,σpy2q dy2
“
ż ż
Γ
fp,mpy1qfp,mpy2q dy1 dy2,
where we applied Lemma 3.4 again in the second-to-last step. This yields Y p2q ďst H
p2q.
The second inequality Lp2q ďst Y
p2q follows by similar arguments, replacing fp,σptq with
νe´νt and inverting the inequalities above.
Let us go back to our risk process tRptqu defined by (3.1), in which the claim sizes are
given by a sequence tYnuně1 of phase-type random variables with representation (2.3).
Lemma 3.4 allows us to bound the ultimate ruin probability in this process: assume that
(A1) The dimensions of A1, A2, . . . are bounded by p ă 8,
(A2) The sequence maxitp´A11qiu,maxitp´A21qiu, . . . is bounded from above by ν ă 8,
(A3) The dominating eigenvalues of A1, A2, . . . are bounded from above by ´σ ą 0.
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Let tLiuiě1 and tHiuiě1 be two i.i.d. sequences with Li „ Exppνq and Hi „ Erlangpp, σq
for all i ą 0, and define the two risk processes tRLptqu and tRHptqu such that
RLptq “ u` ct ´
Nptqÿ
k“1
Lk, RHptq “ u` ct´
Nptqÿ
k“1
Hk,
where u, c and tNptqu are as in (3.1). Then,
Proposition 3.6. Under the assumptions (A1), (A2) and (A3),
P
´
inf
tě0
RLptq ă 0 |RLp0q “ u
¯
ď P
´
inf
tě0
Rptq ă 0 |Rp0q “ u
¯
ď P
´
inf
tě0
RHptq ă 0 |RHp0q “ u
¯
.
Proof. Let N “ tNptqu and fix n ě 1, x1, . . . , xn ě 0. Define
cnN px1, . . . , xnq “
#
1 if u` cs´
řNpsq^n,
k“1 xk ă 0 for some s ě 0
0 otherwise.
It is clear that conditionally on N , the function cnN : R
n Ñ R is increasing. Thus, by
Lemma 3.5 and [22, Section 6.B.1],
EpcnN pL1, . . . , Lnq |N q ď Epc
n
N pY1, . . . , Ynq |N q ď Epc
n
N pH1, . . . , Hnq |N q,
and therefore
EpcnN pL1, . . . , Lnqq ď Epc
n
N pY1, . . . , Ynqq ď Epc
n
N pH1, . . . , Hnqq.
The result follows since
EpcnN pY1, . . . , Ynqq Ò P
´
inf
sě0
Rpsq ă 0 |Rp0q “ u
¯
,
EpcnN pL1, . . . , Lnqq Ò P
´
inf
sě0
RLpsq ă 0 |RLp0q “ u
¯
,
EpcnN pH1, . . . , Hnqq Ò P
´
inf
sě0
RHpsq ă 0 |RHp0q “ u
¯
as n goes to infinity.
The processes tRLptqu and tRHptqu are Crame´r-Lundberg processes with exponential
or Erlang claims, and the corresponding ultimate ruin probabilities are given by very
simple and explicit formulae (see e.g. Amsussen and Albrecher [2, Chapter IX]). An ap-
plication of the bounds in Proposition 3.6 is that they often provide a quick test to check
whether our risk process (3.1) gets almost surely ruined in finite time or not, by using the
relations
P
´
inf
sě0
RLpsq ă 0 |RLp0q “ u
¯
“ 1ñ P
´
inf
sě0
Rpsq ă 0 |Rp0q “ u
¯
“ 1,
and
P
´
inf
sě0
RHpsq ă 0 |RHp0q “ u
¯
ă 1ñ P
´
inf
sě0
Rpsq ă 0 |Rp0q “ u
¯
ă 1.
In most situations where P
`
infsě0Rpsq ă 0 |Rp0q “ u
˘
ă 1, our bounds are not tight
enough to give a good estimate of the ultimate ruin probability, and using formula (3.8)
with s large enough provides much better results. Improving the bounds of Proposition
3.6 will be the object of further work.
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4 Numerical illustrations
Example 2 (continued). Let us consider the risk process (3.1) in which the claims are
distributed as in Example 2 of Section 2.2. It covers the case where the claims can take
two possible forms. For instance, U „ PHpβ, Bq could have a moderate expectation and
variance to represent the size of a regular claim. The variable V „ PHpγ, Gq could have a
much higher expectation and/or variance to represent the size of scarce but more severe
claims. The probabilities rk and pk regulate the contagion effect in the kind of claims: for
instance, high values for the probabilities rk mean that a moderate claim is often followed
by another moderate claim. High values for the probability ρk would mean that once
a severe claim occurs, the probability that more severe claims will occur successively is
high. The dependence in k of these probabilities can reflect the fact that the company has
the means to learn from the past and decrease the risk of severe claim and the number of
their successive occurrence.
For this illustration, we assume that the variables Uk are exponentially distributed
with parameter µ and that the Vi are Erlang variables with parameters m P N0 and µ.
The probabilities pk are kept constant: pk “ p for all k. The probabilities rk increase with
k as rk “ a` p1´ aqpk{pk ` 1qq for some a P p0, 1q.
Tables 1 and 2 show the means, variances and some correlations of the vector pY1, ..., Y8q
when the parameter values are µ “ 1, m “ 5, r “ 0.7, p “ 0.8 and a “ 0.6. The choice of
a sequence rk increasing to one implies that the expectation and variance of Yk quickly
start to decrease to get closer and closer to the expectation and variance of the exponen-
tial distribution with parameter µ. The correlations between Yk and its direct neighbours
Yℓ decrease to zero when |k ´ ℓ| Ñ 8, but they remain significantly different from zero
for quite high values of |k ´ ℓ|.
In Figure 1, we show two Graphs of the ruin probability P
`
T ă 8, NpT q ă s
˘
as a
function of s, for different values of u and c and when λ “ 1, µ “ 1,m “ 5, r “ 0.7, p “ 0.8
and a “ 0.6. Obviously, the ruin probabilities increase with s, and we see that in each
case P
`
T ă 8, NpT q ă s
˘
converges quite quickly as s increases. Taking s between 100
and 200 already yields a result very close to the ultimate ruin probability P pT ă 8q. The
first graph in Figure 2 shows the same ruin probability but this time as a function of the
initial capital u and for different values of c, when s “ 500 and the other parameter values
are as before. The second graph in Figure 2 shows the graph of P
`
T ă 8, NpT q ă s
˘
as
a function of c when u “ 0 and the other parameter values are as before; together with
the lower and upper bounds obtained from Proposition 3.6. As s is large, we have that
P
`
T ă 8, NpT q ă s
˘
is approximately equal to the ultimate ruin probability. In this
example, we see that the upper bounds is always equal to one and therefore useless. The
lower bound, however, starts to decrease as the same time the true ruin probability does,
and allows us to say that the ultimate ruin is almost sure for c between 0 and 1.2 (and
therefore computing the ruin probability for these values using the exact formula (3.8) is
not needed). In Figure 3, we compare the ruin probability P
`
T ă 8, NpT q ă s
˘
obtained
for two different models: the one with dependent claims as before, and a model where
the claims have the same distribution (i.e. Yk „ PHpγk, Aqq but are independent (see
Example 1 in Section 2.2). Here, s “ 500, λ “ 1, µ “ 1, m “ 5, r “ 0.7, p “ 0.8,
a “ 0.6 and c “ 1.5 (left graph) or c “ 1.25 (right graph). It is generally accepted in
the literature that more dependence between claims means a higher risk of ruin. This is
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what we observe here: the model with dependent claims yields higher ruin probabilities
when u is large enough, and the ruin probabilities associated to the dependent model
remain significantly positive for much larger values of u than the corresponding model
with independent claims.
k “ 1 k “ 2 k “ 3 k “ 4 k “ 5 k “ 6 k “ 7 k “ 8
E rYks 2.20 2.52 2.55 2.48 2.39 2.28 2.18 2.09
Var rYks 5.56 6.29 6.34 6.22 6.01 5.77 5.51 5.25
Table 1: Mean and variance of the first claim sizes in Example 2, when µ “ 1, m “ 5,
r “ 0.7, p “ 0.8 and a “ 0.6.
CorrpYk, Yℓq ℓ “ 1 ℓ “ 2 ℓ “ 3 ℓ “ 4 ℓ “ 5 ℓ “ 6 ℓ “ 7 ℓ “ 8
k “ 1 1 0.34 0.23 0.16 0.12 0.09 0.07 0.05
k “ 2 1 0.40 0.28 0.21 0.15 0.12 0.09
k “ 3 1 0.42 0.31 0.23 0.18 0.14
k “ 4 1 0.44 0.33 0.25 0.19
k “ 5 1 0.45 0.34 0.26
Table 2: Correlation between the first claim sizes in Example 2, when µ “ 1, m “ 5,
r “ 0.7, p “ 0.8 and a “ 0.6.
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Figure 1: Graphs of the ruin probability P
`
T ă 8, NpT q ă s
˘
as a function of s in
Example 2, for different values of u when λ “ 1, µ “ 1, m “ 5, r “ 0.7, p “ 0.8, a “ 0.6
and c “ 1.5 (left) or c “ 1.25 (right).
Example 3 (continued). Let us now consider the risk process (3.1) in which the claims
are distributed as in Example 3 of Section 2.2. In the setting of risk processes, it can
represent situations where the severity of the first claims (in the sense of the number of
exponential stages they go through) has an impact on the severity of the claims to come.
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Figure 2: Left: Graphs of the ruin probability P
`
T ă 8, NpT q ă s
˘
as a function of
the initial capital u in Example 2, for different values of c. Right: Comparison between
P
`
T ă 8, NpT q ă s
˘
and the upper and lower bounds for the ultimate ruin probability
when u “ 0. Here λ “ 1, µ “ 1, m “ 5, r “ 0.7, p “ 0.8, a “ 0.6 and s “ 500.
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Figure 3: Graphs of the ruin probability P
`
T ă 8, NpT q ă s
˘
as a function of u in
Example 2, for the model with dependent claims as before and a model where the claims
have the same distribution but are independent, and when s “ 500, λ “ 1, µ “ 1, m “ 5,
r “ 0.7, p “ 0.8, a “ 0.6 and c “ 1.5 (left) or c “ 1.25 (right).
For a fixed integer m ě 2, we choose P as the transition matrix
P “
»——————–
1
m´1
1
m´1
1
m´1
¨ ¨ ¨ 1
m´1
0 1
m´2
1
m´2
¨ ¨ ¨ 1
m´2
0 0 1
m´3
¨ ¨ ¨ 1
m´3
...
...
...
. . .
...
0 0 0 ¨ ¨ ¨ 1
fiffiffiffiffiffiffifl ,
and βk “ r1 0 ¨ ¨ ¨ 0s for all k. The rates µk and the probabilities pk will be either constant
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or given by
µk “ 1`
k
k ` 1
, pk “ 0.9`
k
20pk ` 1q
, (4.1)
so that the mean duration 1{µk of each exponential stage decreases over time (from 1 to
0.5) while the probability of going through one more stage slightly increases (from 0.9 to
0.95).
Table 3 shows the means, variances and some correlations of pY1, ..., Y8q when m “ 10.
For larger values of k, the expectation and variance of Yk decrease slowly to stay around
3.35 and 4.6, respectively. The correlations between Yk and Yℓ is significant when ℓ “ k`1
only, but CorrpYk, Yk`1q remains around 0.14 as k goes to infinity.
In Figure 4, we show the ruin probability P
`
T ă 8, NpT q ă s
˘
as a function of the
initial capital u when m “ 10, λ “ 1 and pk, µk are given in (4.1) and for different values
of s and c. In Figure 5, we change some parameter values: we still take m “ 10 and
λ “ 1 but pk “ 0.95 and µk “ 2 are now constant. In that way, the claims are dependent
but identically distributed and the model is an example of the particular case discussed
at the end of Section 3.2. The graphs show the ultimate ruin probability as a function
of c or u. Observe that this probability is equal to one for c lower than 4, whatever the
initial capital. This could have been obtained directly by using that pΨ0 given in (3.19) is
stochastic in these cases.
k “ 1 k “ 2 k “ 3 k “ 4 k “ 5 k “ 6 k “ 7 k “ 8
E rYks 4.81 3.34 3.57 3.46 3.46 3.44 3.43 3.42
Var rYks 8.05 5.90 5.91 5.55 5.38 5.26 5.17 5.10
CorrpYk, Yk`1q 0.23 0.10 0.12 0.12 0.13 0.13 0.13 0.13
Table 3: Mean, variance and correlations of the first claim sizes in Example 3 when
m “ 10 and pk, µk are given in (4.1).
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Figure 4: Graphs of the ruin probability P
`
T ă 8, NpT q ă s
˘
as a function of the initial
capital u in Example 3, for different values of s and c when m “ 10, λ “ 1 and pk, µk are
given in (4.1). Left graph: c “ 3.5. Right graph: s “ 300.
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Figure 5: Graphs of the ultimate ruin probability P pT ă 8q as a function of the premium
c (left) or of the initial reserves u (right) in Example 3, when m “ 10, λ “ 1 and pk “ 0.95,
µk “ 2 are constant.
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