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Abstract 
1 report the results of numerical studies of 2-dimensional fully compressible convec- 
tion of a fluid in which the dependence of the radiative conductivity on temperature 
T is taken as K, (V + aT -5)1 so that central regions of the layer are unstable to con- 
vection whereas the surrounding layers are stable. Calculations have been undertaken 
for Rayleigh numbers at the centre of the unstable layer Rc,, = 4.78 106 -9-56 107 
and Prandtl numbers a=0.05 - 1. The main result found is that in a (statistically) 
stationary state the viscous dissipation decreases with decreasing Prandtl number, 
and that the equilibrium of the whole layer is governed by a substantial penetrative 
region in which the convective flux is negative. The results found here suggest that 
the so called "Roxburgh criterion" can be used to give a good estimate of convective 
penetration at small Prandtl numbers. 
1 also report the results of three sets of numerical experiments involving the inter- 
action of magnetic fields with 2-dimensional fully compressible convection, were the 
fluid has the same conductivity. For these experiments R,,,, = 4.78 106 and a=1.0, 
typically. For one set of experiments a simple model of the evolution of a toroidal flux 
tube is considered. The purpose of these numerical experiments was to test the role 
played by magnetic buoyancy in the rise of the magnetic flux tube. It was found that 
magnetic buoyancy was not important, except possibly when the initial field strength 
was large (Chandrasekhar number Q= 10'). In another set of numerical experiments 
the initial magnetic field was an uniform horizontal field. One of the results found 
was that the magnetic field did not significantly reduce convective penetration, even 
when the total (integrated) magnetic energy was of the same order as the total kinetic 
energy. The general behaviour found was that magnetic field was expelled from the 
convective region, until Q- 10'. Then the initial field strength was strong enough 
to suppress convection completely. No oscillatory solutions were found. Finally ex- 
periments were made for initially vertical magnetic fields. An oscillatory solution is 
presented. 
Also reported are preliminary calculations of 2-dimensional penetrative convec- 
tion, for a model were the effects of energy generation and self gravity are included. 
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Symbols and Notation 
Vector quantities are indicated by bold letters. The subscripts ij indicates tensor 
notation as usual. Thus the (total) stress tensor is Pij. The subscript u, and occasion- 
ally superscript u, denotes the value of a variable at the top of a layer. Fluctuating 
quantities are denoted by superscript '. For linear analysis, see for example section 
4.4, the subscript 0 denotes unperturbed quantities. The x, y, z coordinates correspond 
to Cartesian coordinates. 
A, a aspect ratio, horizontal wave number 
B7 Ej magnetic, electric fields and current density 
Bo maximum initial field strength 
B1, Bmax maximum B by kinematic amplification, and steady state 
Cs) CA maximum sound and Alfven speed 
CV, CP heat capacity at constant volume and pressure 
d depth oflayer 
EI E, es kinetic energy, total energy, internal energy 
EB, Ep, Ev rate of work done by buoyancy, fluctuating pressure 
and viscous forces 
Ekin 
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Pmag maximum kinetic energy and magnetic pressure 
F applied body force per unit unit volume (typically gravity) 
FC, FK, Fp, FR convective heat, kinetic, pressure and radiative fluxes 
F- o-('K2Q MS (I+a)2 dimensionless field strength (chapter 3) 
f ratio maximum horizontally averaged B top to bottom of layer 
gs scaled gravity (dimensionless number) R, T, 
9 gravitational acceleration 
G, aS/B, C gravitational constant, Stefan- Boltzmann constant, speed of light 
10,1, exact and approximate forms of Integrands of Integral constraints 
IU7 IP "flux integrals" over the unstable, and penetrative regions 
K thermal (radiative) conductivity 
K 
(I+a)Ku dimensionless thermal conductivity R 1/2 Cppud( I" Tu) 
/Am 
8 
MA) MS Alfven and Sonic Mach numbers 
Me 7 Mi electron and ion masses 
M polytropic index at top of layer 
Ma(max) maximum (vertical) Mach number 
Mef 
T dP 
effective polytropic index fT -jT- 
MO Total mass of the layer of fluid 
N (Ft - 
Fad) 
U (FI-Fad) Nusselt number, where Ft is the total flux, Fad the adiabatic flux, 
and F, is the flux, if there was a linear temperature profile. 
n, k, rnk number of molecules per unit volume, Boltzmann's constant 
mass of molecule 
Pij (total) stress tensor 
P scaler pressure 
1 Q(M V2 PM S magnetic and dynamic pressure o-B2 
Pd 
Pex P- gap excess pressure az 
q charge density 
(Bý2) d2 Q Chandrasekhar number 
R gaATd'l(rv) Rayleigh number ("classical") 
Re 7 Rm =- U1171 Reynolds and magnetic Reynolds number 
S7 A<S> entropy per unit mass and difference in entropy across layer 
IS/ Stability parameter defined in Hurlburt et al. 1994 
t time 
T) Tmin Temperature, Temperature where conductivity has a minimum 
u center of mass velocity 
u7w horizontal and vertical velocities 
U71 maximum speed, and a typical length scale of a fluid 
1 (M+1) m+l)) 2 
S (2 scaled viscosity 
uR I+a 
(Z) <, > viscous dissipation integrand of Integral constraint T 
I 
UI 
IP total viscous dissipation over the unstable, and penetrative regions 
Z= TI-T. Temperature contrast T. 
P mass density 
Y energy flux (conduction or radiation) 
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Tij viscous stress tensor 
A coefficient of viscosity 
V kinematic (shear) viscosity 
kinematic bulk viscosity 
thermal diffusivity 
CP/C, -- ratio of specific heats a 
R*, AM universal gas constant and molecular weight 
viscous dissipation 
gravitational potential 
flux due to energy generation (chapter 4) 
FO rate of flow of energy into layer per unit area (chapter 2) 
7C, Tk , Te time scales of problem chapter 4, p177 
AT =- (Tb,, tt,, m - Tt,, p) temperature difference across layer 
ýa adiabatic temperature gradient 
OU temperature gradient top of layer 
(U - TU- a depth parameter (dimensionless number) dO. 
AX grid size 
A penetration depth 
AV superadiabatic temperature gradient 
Po magnetic permeability 
Qj ion-cyclotron frequency 
Ue electrical conductivity (chapter 3) 
77 magnetic diffusivity 
LC--P- u CP Prandtl and magnetic Prandtl number K,, I 
(7n 77PKu 
AminI, Arnin minimum relative density fluctuations 
kinematic amplification, and steady state 
ýtotal ratio of the total magnetic energy to total kinetic energy 
E total mass in a vertical column of unit horizontal area 
E nuclear energy generation rate 
A, C, power law constants (model chapter 4) 
01 (1 dimensionless variables (initial model chapter 4) 
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Chapter 1 
Introduction 
1.1 Convection 
1.1.1 Historical perspective - The linear regime 
Convection occurs in a variety of settings, ranging from a boiling kettle to the ocean's 
currents. In astrophysics, convection acts as a mechanism of energy transfer, fre- 
quently in accretion disks, and particularly as an efficient method of transferring 
energy produced by nuclear reactions in the core, to the surface of a star. It is stellar 
convection that will be discussed mainly in this thesis. 
Stellar convection is a type of convective transport that is called natural or free 
convection, meaning that the flow is a response to forces acting within the body 
of the fluid. The force is most often gravity, but there are circumstances where 
some other agency, such as an electromagnetic field plays a significant role. The first 
quantitative steps at understanding natural convection in fluids was made by Rayleigh 
(1916) [165]. This was concerned with explaining experiments of a liquid confined 
between two parallel plates and heated from below, performed by Benard (1901) [9]. 
In fact it is now known that Rayleigh's theory does not apply to the system examined 
by Benard, nevertheless, Rayleigh's work is the starting point for almost all modern 
theoretical work on convection. 
One of the most significant results of Rayleigh's analysis, was that the mere exis- 
tence of a temperature gradient is not enough to ensure the onset of convective flow. 
It is necessary for the buoyancy resulting from this gradient to exceed the dissipative 
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effects of viscous drag and heat diffusion. In natural units, this is expressed by saying 
that a dimensionless ratio, now called the Rayleigh number 
R= gaATd 
3/ (rv), 
must exceed a certain critical value that depends on various details such as the bound- 
ary conditions. Here AT is the temperature difference across the layer, (Tb,, tt,,,, - Ttp) 7 
d is the layer's thickness, r, is the thermal diffusivity, v is the kinematic viscosity, 
ce = -Ologpl, 9T, and p is the density. 
Rayleigh was concerned with the thin layers of laboratory convection and assumed 
a constant temperature gradient, ATId. The compressibility correction was put into 
the Rayleigh theory by Jeffreys (1930) [94] by replacing the negative temperature 
gradient by AT/d + glCp, the superadiabatic excess. For the stellar case r, could be 
replaced by the corresponding radiative diffusivity. 
A very extensive discussion of linear stability analysis of hydrodynamic flows can 
be found in Chandrasekhar (1961) [37]. Linear stability is concerned with determining 
the global stability of a system, by testing its response to all possible perturbations. 
It is clear that this is only possible if a complete set of orthogonal functions of the 
perturbations can be formed. For the classical Rayleigh-Benard problem it has been 
determined, by Pellew and Southwell (1940) [150], that the principle of exchange of 
stabilities is valid, independent of the type of boundary conditions. This means at 
the onset of convection, the conduction state goes unstable to a steady convection 
state, rather than to oscillatory motion. (In other words if the time dependence of 
the perturbation is given as eP', then must have Im(p) =0 for Re(p) = 0). 
It has become straightforward to determine the onset of steady convection for ar- 
bitrary initial states, conductivity and viscosity functions of temperature and density 
etc, Graham and Moore (1978) [81], Vickers (1971) [2211. However, in general it is 
not possible to prove the principle of exchange of stabilities. 
Using simple local fluid parcel arguments, and assuming the chemical composition 
is homogeneous, the well-known Schwarzschild criterion for dynamical stability can 
be derived. This states that: 
Vrad < Vad) (1.1) 
where Vrad is the temperature gradient when energy is transported by radiation 
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(or conduction) only, andVad is the adiabatic temperature gradient, for dynamical 
stability. This criterion is often used in astrophysical problems were dealing with the 
onset of convection in more detail is not feasible. 
Of course in understanding stellar convection many of the assumptions implicit in 
the Rayleigh theory are no longer appropriate, and most importantly it is necessary 
to know about fully developed convection in the non-linear regime. This is because 
intrinsic properties of the fluid, like the molecular viscosity in for example the Sun, 
are very small, resulting in very high Rayleigh numbers, and for solar granulation 
flow a Reynolds number r-'ý 109. 
1.1.2 Numerical Simulations -The non-linear regime 
Convection in the highly non-linear regime is turbulent, and there is no theory of 
turbulence. Consequently it is not surprising that there is no reliable theory of con- 
vection in the non-linear regime either. In this situation various attempts have been 
made to parameterise convection. The most common of these is called the 'mixing 
length theory', (MLT, Vitense 1953 [222]). In mixing length theories, an effective 
mean free path called the mixing length is introduced to quantify turbulent trans- 
port. This idea has been used in several different ways so that there is no longer a 
unique form of the mixing length theory. However the main point of using MLT is 
that the velocity, temperature fluctuation, and thus the convective flux are simple 
functions of the mean structure of the atmosphere (the superadiabatic gradient). For 
the simple local form, explicitly these are 
dS) -17 dS dS 2 U cc (dT 
2T 
oc dT ) 
F, oc (dT) 
21 (1.2) 
where S is the entropy, U is the velocity, and F, is the convective flux of the fluid. 
Numerous attempts to improve on the mixing-length theory have been made. The 
most significant improvement is the generalisation to non-local theories (Spiegel 1963 
[193]; Unno 1969 [216]; Ulrich 1970 [213]; Travis & Matsushima 1973 [212]; Nordlund 
1975 [133]; Xiong 1981 [231]; Kuhfub 1986 [101]). Also modifications to account 
for the opacity difference in upward and downward flows (Deupree 1979 [52]), and 
variable mixing-length ratios (Deupree and Varner 1980 [53]; Chan et al. 1981 [36], 
Cloutman 1987 [42]), have been considered. 
21 
These later attempts have become ever more difficult to implement in stellar evo- 
lution codes, whilst the basic picture of heat carrying bubbles can not be rigorously 
derived from the fluid equations. Therefore recently the alternative approach at 
gaining understanding of convection, which is to solve numerically the governing hy- 
drodynamic equations, has become more popular. 
Of course, most solar phenomenon are somewhat affected by the solar convection, 
which leads to many related theoretical studies. These include, granulation (Nordlund 
1980 [134] and references therein), photospheric effects (Dravins et al. (1981) [58] 
and references therein), interaction with rotation (Glatzmaier (1984) [75]), and in- 
teraction with pulsation (Steffen 1988 [199] and references therein). Throughout this 
thesis realistic simulations will mean those simulations which solve the fully compress- 
ible fluid equations, usually Zn three dimensions, with sub-grid scale, SGS, modeling, 
a sophisticated treatment of radiative transfer and other physics necessary to be able 
to reproduce features seen in observations. This type of research, which can involve 
detailed and particular comparison with observations, see for example Stein & Nord- 
lund 1989 [201] where three dimensional, 3D, simulations of the atmosphere of the 
Sun and other stars are calculated and compared, is outside the scope of this thesis. 
However for a good review paper on this type of research see Spruit, Nordlund 
Title 1990 [198]. 
A different type of numerical research is to isolate the important processes involved 
in non-linear convection, in well posed problems that model some feature of real stel- 
lar convection, which will be called numerical experiments throughout this thesis. 
Examples of this type of research, which have helped to gain understanding about 
compressible convection, are (Graham 1975 [79]1 1977 [80]; Hurlburt 1983 [93]; Hurl- 
burt et al. 1984 [90]; Toornre et al. 1984 [210]; Sofia & Chan 1984 [191]; Yamaguchi 
1984 [233], 1985 [234]; Chan & Sofia 1986 [31], 1989 [34]; Cattaneo et al. 1989 
[26]; Cattaneo et al. 1990 [27]; Malagoli et al. 1990 [114]; Hossain & Mullan 1990 
[851; Cattaneo et al. 1991 [24]; Porter et al. 1991 [155]; Me & Toornre 1991 [229]) 
1993 [230]; Porter & Woodward 1993 [154]; Bogdan et al. 1993 [13]; Pulkkinen et 
al. 1993 [162], see also Edwards 1990 [61] for use of the Eddington approximation 
for radiation; and Rast et al. 1993a [164], b [163] for effects of ionisation). 
Clearly these two approaches do not have to conflict, since model experiments 
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can help explain the simulations of realistic convection. A good example of this is 
the research of Chan, Sofia and collaborators into tests of MLT, Chan and Sofia 
(1984) [30], (1986) [31], (1987) [33]); Chan, Sofia and Wolff (1982) [35]. 
In this section certain areas of research into convection, in the non-linear regime, 
have been highlighted, but there are many others, see review by Spiegel (1995) [1961. 
For a review of convection experiments in the turbulent regime, and their interpreta- 
tion, see Siggia (1994) [188]. 
This thesis will be mostly concerned with the hydrodynamics of convection only, 
and in particular the study of convective overshooting or penetration into stable 
regions, which is a natural extension of the study of the dynamics. 
1.2 Convective penetration and overshooting 
1.2.1 Definitions of convective overshooting and penetration 
Natural convection in many astrophysical and geophysical settings occurs in an un- 
stable layer bounded above and below by regions which are stably stratified. In 
linear theory the boundary of the regions unstable to convection is determined by the 
Schwarzschild condition. The convective motions may extend a substantial distance 
into the adjacent stable zones, rather than just being confined to the region where 
driving is occurring. This can have a large effect on stellar evolution, depending 
on the efficiency of the convective heat transport. When that efficiency is low, the 
motions carry little heat, but they can transport chemicals and momentum to ap- 
preciable distances into the stable (radiative) region. In the fluid dynamic literature 
this is referred to as overshoohng, and means that fluid motions penetrate through 
the boundary defined by the Schwarzschild condition but do not greatly change the 
stable stratification there. 
On the other hand, when the convection is efficient enough, not only does the 
superadiabatic region spread to become much broader than the initial, linearly un- 
stable layer. In addition the flows intrude into the stable adjacent domain, where they 
weaken the subadiabatic stratification. This is referred to as convective penetration. 
The above ideas are illustrated in the sketch of the structure of a star at the 
bottom of a convective envelope in Fig 1.1. Due to the increase of the conductivity 
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K with depth, the radiative flux Fad rises until it equals the total flux Ftotal at the 
level z=0. If there were no convective penetration, this would be be the edge of 
the convection zone, as predicted by the Schwarzschild criterion; below, the energy 
flux would be carried only through radiation, and the temperature gradient would 
then decrease as (dTldz)rad = FtotallK. But the motions penetrate into the stable 
region(B) and they render it nearly adiabatic over some depth, provided their vertical 
velocity is large enough. In the standard picture of the base of a convection zone, 
the motions decelerate through buoyancy until thermal diffusion operates faster than 
advection, in a thin boundary layer(C) where the temperature profile rapidly adjusts 
from the adiabatic to the radiative slope. 
1.2.2 Importance of convective penetration in stellar structure theory 
Convective penetration can occur in the convective envelopes, or convective cores of 
stars. In convective envelopes, penetration will increase the depletion of lithium by 
extending the well-mixed convection zone closer to the level where this element is 
destroyed. Furthermore, it will modify the boundary condition to be applied to the 
dynamics of the radiation zone; for instance, it will remove the singularity of the 
meridional circulation expected for V=V,,, without requiring a viscous boundary 
layer, such as that introduced by Mestel (1953) [123]. The other main area where 
convective penetration in envelopes is important is dynamo theory, especially those 
which take a subadiabatic region at the bottom of the convection zone as the site of 
magnetic flux storage (Parker 1975 [147]; Spiegel & Weiss 1980 [195]). This point 
is considered further in one of the research projects of Chapter 3. 
However the strongest impact of penetration will be on the structure of stars 
possessing a convective core. In observations this effect is well documented, although 
it is sometimes entangled with assumptions made about mass loss (Maeder 1975 [109], 
1976 [110]; Massevitch et al. 1979 [117]; Maeder & Mermilliod 1981 [111]; Bressan 
et al. 1981 [19]; Doom 1982 a [55], b [56], 1985 [57]; Bertelli et al. 1984 [10], 1985 [11]; 
Stothers & Chin 1985 [206], 1990 [207]; Mermilliod & Maeder 1986 [120]; Maeder 
& Meynet 1987 [112], 1989 [113]). The main effect of the penetration is to make 
the well-mixed region larger, so that the decline of the hydrogen abundance due to 
nuclear reactions is slower, although the luminosity is larger. One of the main aims 
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Figure I. I: Schematic structure of the bottom of a convective envelope, from Zahn, 1991 
Fig 1. (A) designates the unstable zone; as predicted by the Schwarzschild criterioni it ends 
when the radiative flux which is tied to the increasing conductivity., matches the total flux 
(at z= 0). The motions penetrate into the subadiabatic region(B), which they render nearly 
adiabatic over some depth; they are decelerated through buoyancy in a thin boundary layer 
(C). The radiative flux keeps increasing in the subadiabatic penetration region (since Ole 
temperature gradient remains adiabatic and the conductivit. y still increases) and so does 
also, in absolute value, the negative convective flux, in order to ensure the constancy of t lic 
total flux. In the thermal boundary layer (C) Hie convectl,,, (, flux vanishes, Hic radiitive 
flux equals t1w total flux, and Hic teniperature --radient ad usts from tlic adiýih; it ic to I lie 
radiative slope. (D) is t1w radiative interior. 
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of the research projects of Chapter 2 and 4, is to improve understanding of convective 
penetration from stellar cores. 
Another point is whether convective penetration could modify the early evolution 
of the Sun, when it has a convective core. This is linked to the question of the 
possibility of a 'He instability, which if it occurs causes mixing in a subadiabatic 
region. The nature of this instability is such that it is marginal for the present day 
Sun, so mixing of the core of the Sun could be taking place, see Dilke & Gough 1972a 
[54]; Merryfield et al. 1990 [121], 1991 [122]. The 'He instability is an example of 
oscillatory thermonuclear convection. For the direct case see Ghosal and Spiegel 1991 
[72] and Chapter 4 of this thesis. 
Therefore it can be see that it is of considerable importance in stellar structure 
theory to be able to assess whether penetrative or overshooting convection is taking 
place, and to be able to predict in some detail the transport and mixing properties. 
However, reliable estimates for these do not presently exist. 
1.2.3 Estimates of the extent of overshooting or penetration 
Several procedures have been used to attempt to predict the extent of overshooting. 
The first of these involves linear stability analysis to determine the vertical structure 
or eigenfunctions of the unstable convective modes. Bohm (1963) [14] carried this 
out for some solar models in which the mean structure of the convection zone had 
been determined from mixing-length descriptions. He found that the linearly unsta- 
ble modes of large horizontal scale overshoot significantly into the stable region below 
the convection zone. Thus he was able to conclude that the modes with horizontal 
wavenumbers a of order 27r/d, where d is the depth of the convection zone, could 
contribute to the mixing of the stellar material in regions otherwise considered to be 
stably stratified. In contrast other early attempts at estimating the extent of con- 
vective overshooting Roxburgh (1965) [175] and Saslaw & Schwarzschild(1965) [181] 
concluded that overshooting was negligible, for typical stellar conditions. 
Overshooting has also been investigated within the simpler Boussinesq limit by 
considering an unstable layer (superadiabatic thermal stratification) embedded be- 
tween stable (subadiabatic) layers, (Gribov and Gurevich, 1957 [82]; Stix, 1970 
[204]; Whitehead, 1971 [228]; Sun, 1976 [209]; Latour & Zahn, 1978, [104]). The 
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overshooting of the linear unstable convective modes are here found to be particularly 
pronounced at small horizontal wavenumbers or large scales for the cells. 
The drawback of the approaches so far mentioned is that the feedback of mo- 
tions upon the mean stratification is ignored. A further difficulty is that the same 
linear convective modes, mentioned above, can also be used to estimate convective 
heat transport, but it is found that no linear superposition of the inviscid adiabatic 
convective eigenfunctions so determined can duplicate both the mixing-length struc- 
ture and the convective flux of the envelope being studied (Hart 1973 [83], Bogart, 
Gierasch, & Macauslan 1980 [12]). This is because the linear modes peak sharply in, 
and are confined largely to, the region of partially ionised hydrogen, Rast & Toomre 
1993a [163]. 
Another approach uses nonlocal mixing-length arguments to describe the over- 
shooting of convection outside unstable zones in stars (Spiegel 1963 [1931; Shaviv & 
Salpter 1973 [185]; Cogan 1975 [44]; Maeder 1975 [109], Ulrich 1976 [214]). Yet 
another approach involves localised plumes (Van Ballegooijen 1982 [217], Schmitt, 
Rosner and Bohn 1984 [183]). In these non-local models the convective velocities are 
not just determined from a simple local balance between buoyancy and the variation 
of the kinetic energy, but are derived instead from some integral weighting in the ver- 
tical of the mean stratification. Nevertheless the results obtained are very sensitive 
to the arbitrary nature of the imposed integral scale with depth or the mixing length. 
Observations of the lithium abundances along the main sequence have permitted 
Straus, Blake and Schramm (1976) [208] to derive upper limits for the overshooting 
distance below the convection zone, but the above nonlocal treatments of convection 
do not seem to be able to predict the correct variation of that distance with the mass 
of the star. It is possible that non-local mixing length treatments can be improved 
with more detailed descriptions of the dynamics, (Gough 1977 [78]; Marcus, Press 
and Teukolsky 1983 [115]). In addition, it is possible that limits on the mixing region 
achieved by the convection and waves can be found by parameterising the convection 
and waves by an imposed turbulent diffusion, (Schatzman et al. 1981 [182]). For 
reviews of attempts to estimate the extent of penetration by making some simplify- 
ing assumptions without solving ab initio the full set of hydrodynamical equations, 
see Zahn 1991 [235] and Schussler 1992 [184]. At present, it seems fair to conclude 
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that none of these attempts are adequate, and in particular MLT, in whatever form, 
cannot hope to explain convective overshooting. 
In order to avoid the uncertainties of a mixing-length description, nonlinear anelas- 
tic modal equations, (Latour et al. 1976 [105]), have been used to study thermal 
convection in stars. The anelastic approximation is used to filter out high-frequency 
acoustic waves, which contribute little to the net energy transport. The horizontal 
structure of the convection is expressed as a Galerkin expansion involving a number 
of horizontal planforms or modes. The simplest formulations of the anelastic modal 
equations have only one or two modes in the horizontal direction, but have very fine 
resolution in the vertical. These nonlinear equations have been used to study convec- 
tion in the entire outer envelope of A-type stars (Toornre, Zahn, Latour and Spiegel, 
1976 [211], Latour, Toornre and Zahn, 1981 [106]). Such studies have revealed that 
large scale cellular flows, driven principlely in the helium convection zone, can extend 
substantially above and below that region, leading to dynamical coupling of the two 
zones of instability in A stars. One consequence of this is that gravitational diffusive 
separation of elements cannot be at work in what was supposedly a quiescent stable 
region between the hydrogen and helium zones in mixing-length models. These main 
results were confirmed by two dimensional numerical simulations of compressible con- 
vection in A and F stars by Sofia and Chan (1984) [30]. 
The anelastic equations have also been used to study penetrative convection 
in the simpler configuration of piecewise polytropic stratification, Massaguer Ct al. 
(1984) [116]. The results found were, penetration into the lower stable layer by 
downward- directed plumes is considerably greater than for a Boussinesq fluid, Zahn, 
Toomre and Latour 1982 [236]. This type of convective penetration produces an 
extended region of nearly adiabatic stratification below the unstable zone. Further 
overshooting into the upper layer was sharply reduced by buoyancy breaking in the 
upper layer of the unstable zone, when the stratification was large. These results are 
a consequence of the large pressure fluctuations in the compressible flow. 
However there are problems using the modal equations, the main one being that 
the horizontal scale of the convection is imposed. Therefore the buoyancy braking 
and the pronounced asymmetries in the vertical flows were enhanced by the imposed 
phase relationships between thermodynamic fluctuations, due to having only one or 
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two modes in the horizontal direction. In addition, with modal equations, it is not 
possible to distinguish between two solutions, one with plume directed downwards, 
the other upwards. 
Therefore more recently full three and two dimensional numerical experiments 
have been performed, to study the behaviour of penetrative compressible convection, 
Hurlburt et al. 1986 [91], Roxburgh& Simmons 1993 [173], Hurlburt et al. 1994 [92], 
Singh et al. 1995 [189]. The majority of the numerical experiments into convective 
penetration have been for an initial model of a piecewise polytropes, with the central 
unstable polytrope surrounded by stable polytropes. These numerical experiments 
confirm the asymmetries between the upward and downward flows. However there are 
detailed differences with the anelastic modal equations. With the modal equations, 
buoyancy braking was experienced in both ascending and descending flows near the 
top of the unstable layer. For the two-dimensional simulations, the pressure fluctua- 
tions possess a horizontal structure quite different from the temperature fluctuations. 
The pressure fluctuations nearly satisfy a Bernoulli-type relation with the horizontal 
velocities, Hurlburt et al. 1986 [91]. Therefore the pressure fluctuations work in 
concert with the temperature to enhance density fluctuations in descending columns 
of motion. In ascending motions, pressure fluctuations work against temperature, to 
weaken, or even change sense of density fluctuations. One other result of Hurlburt et 
al. 1986 [91] was to show that a two-layer system, with a stable layer at the bottom, 
captures most of the dynamical behaviour of the three-layer one. This is another 
consequence of the importance of downward directed plumes, and buoyancy braking 
in the upper region, for a stratified layer. Another important result from Hurlburt et 
al. 1986 [91], was the excitation of internal gravity waves in the lower stable layer 
by these plumes. The induced wave feed back upon the plumes by deflecting them 
sideways, leading to rich time-dependent behaviour in the unstable layer. The depths 
of penetration into the stable layer, based on the magnitude of the kinetic flux, were 
found to be a substantial fraction of the depth of the unstable layer. 
Hurlburt et al. 1994 [92] and Singh et al. 1995 [189] have considered a two-layer 
system where a stable layer is placed below a convectively unstable layer. Estimates 
of the penetration distance have been obtained for models with a variety of values 
of an arbitrary parameter S representing the relative stability of the stable layer. 
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(For larger values of S, the stability of the lower layer becomes greater compared to 
the upper layer. ) From the results of these simulations as well as from some simple 
analytical considerations, see Zahn 1991 [235], it has been suggested that two different 
power laws may be involved. For small S the penetration distance falls much faster 
with S, than at larger S. 
These results are discussed in more detail in later sections, since it was a major 
aim of this thesis, to study convective penetration for initial models more appropri- 
ate than piecewise polytropes. However, whatever the reservations for using piecewise 
polytropes, it is clear that at least for the highly compressible flow occurring in con- 
vective envelopes, concentrated downward-directed plumes, and the associated large 
downward-directed kinetic energy flows, play an important role in how convective 
penetration occurs. 
Large eddy simulations of turbulent convection, using SGS modeling, can show 
quite different behaviour to those of direct simulations. Of course, these types of 
simulations are looking at quite different physical regimes. For numerical reasons it 
is difficult for direct simulations to solve low Prantl number (low viscosity) flows. In 
addition in direct simulations the convective flux is always very much less than the 
diffusive (radiative) flux. Nevertheless the impression is that some of the results of 
simulations using SGS modeling are rather unexpected. 
The most significant difference, from the point of view of understanding convective 
penetration, is for simulations in a deep layer, with efficient convection. In this case 
Chan and Gigas (1992) [28] find "entropy gradient reversal", see also Ludwig et al. 
(1994) [108]. Their results show that a large region of the convection zone is slightly 
subadiabatic, but with a positive enthalpy flux. Only a small region at the top of 
the layer is superadiabatic. They use the term "entropy gradient reversal" to stress 
that local MLT predicts a positive enthalpy flux in superadiabatic regions only. Also 
in the small superadiabatic region, the maximum rate of work by buoyancy driving 
occurs, and the maximum kinetic energy flux. The profiles of rate of work of buoyancy 
and kinetic flux with depth, are quite different for direct simulations, see for example 
Hurlburt et al. 1986 [91]. 
In addition there is some dispute whether cellular motions extend over many scale- 
heights, see for example Graham 1975 [79], Sofia & Chan 1984 [30] and Hurlburt 
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et al. 1986 [91]. The differences between the simulation results are that, for direct 
simulations the convective cell extends over the whole of the depth of the layer, whilst 
these simulations with SGS modeling have greater structure in the vertical direction. 
Related to this, simulations of efficient convection using SGS modeling, or at least 
those of Chan et al., show a better agreement with MLT. This is explained by a result 
of Cattaneo et al. 1991 [24], where a near cancellation of enthalpy flux and kinetic 
energy flux within plumes occurs. Therefore in turbulent cases, the plumes contribute 
little to the net heat transport, which is left to the local and weaker up-flows. 
At the present time it is not clear if simulations using SGS viscosity are modeling 
efficient convection correctly, or if the implicit assumptions about turbulence involved 
with the type of SGS eddy viscosity normally used (Smagorinsky 1963 [190], Deardroff 
1971 [51]) are leading to artificial results. 
Recently there has been some effort to clarify this situation. Xie & Toornre 1993 
[230] discuss a more recent model for SGS viscosity of Erlebacher et al. (1987) [62]. 
The model of Erlebacher et al. has a SGS stress tensor of several parts, one of which 
can be approximated by a Smagorinsky-type model. This approach compares well 
with direct simulations of compressible isotropic turbulence at low Mach numbers 
(Speziale et al. 1998 [192]; Zang et al. 1992 [237]). In addition two dimensional nu- 
merical experiments of a polytropic layer, using the Erlebacher model, Xie & Toomre 
1993 [230], find quite similar behaviour to direct simulations ( Hurlburt et al. 1984 
[90]; Cattaneo et al. 1990 [27] ). In particular the mean kinetic flux profiles are not 
very different. For a comparison of the horizontally averaged mean kinetic flux ob- 
tained from the different types of two-dimensional numerical experiments see Figure 
1.2. (It should be noted that there are other differences between these experiments 
other than that involving the SGS viscosity. ) 
Canuto 1996 [21] considers two SGS models used in astrophysical large eddy 
calculations. He finds that one is physically wrong on several accounts, for example 
violates Kolmogorov inertial law, while the Smagorinsky model is physically correct 
but its physical content needs to be improved. I do not know enough about SGS 
modeling to be able to judge if the SGS viscosity of Erlebacher et al. (1987) [62] is 
physically correct. Nevertheless, in my opinion, the simulations using the standard 
Smagorinsky model are wrong, for example those of Chan et al. and Ludwig et 
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al. 1994 [108]. This is because simulations of compressible convection of a deep 
layer, using a model of SGS viscosity, should give similar behaviour to comparable 
direct simulations, at least with regard to mean kinetic flux profile. Entropy gradient 
reversal and the associated very small superadiabatic region at the top of the layer 
seem to be an artifact of the SGS viscosity model used, namely the Smagorinsky 
model. What ever is true, entropy gradient reversal implies a very different behaviour 
at the bottom of a convection zone than in the standard picture, for which see Figure 
1.1. 
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Figure 1.2: An comparison of the horizontally averaged mean kinetic flux obtained from 
different types of two dimensional numerical experiments. (a) The horizontal and temporal 
means of the diffusive, kinetic energy, and total flux vs. the depth, from Chan & Gigas 
1992 Fig. 2. This numerical experiment uses the "standard" Smagorinsky SGS viscosity. 
(b) Vertical profiles of the horizontally averaged energy fluxes, from Xie & Toornre 1993 
Fig. 5. The various curves represent the molecular conductive flux (F, ), enthalpy flux (F, ), 
kinetic energy flux (Fk), the molecular viscous flux (F, ) and the resultant of the above 
(F, t). This numerical experiment uses the newer Erlebacher SGS viscosity. (c) Variations 
of depth of the time-averaged fluxes from Hurlburt et al. 1986 Fig. 6. Here shown are the 
time averages of the radiative, convective, kinetic and pressure fluxes, shown respectively 
< FR >, < Fc >, < FK >, and < Fp >. The peak of the kinetic flux for experiments 
using the Smagorinsky model typically occurs near the top of the unstable region, whilst 
for the other experiments the peak is near the bottom of the unstable layer. 
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Other recent results of Julien et al. 1995 [98], show that external rotation has 
a considerable effect on penetrative convection. The main difference is a significant 
reduction in vertical transports of buoyancy and kinetic energy, when external ro- 
tation is significant. This results in the decrease of the width of the penetration 
zone. At present it is not clear if this reduction in vertical transport can be explained 
by increased lateral mixing due to the vortex-vortex interactions at high rotation, 
or some other reason, for example, reductions in the horizontal scales of the cells, 
(Chandrasekhar, 1961 [37]). It should be noted that the numerical experiments of 
Julien et al. 1995 [98], are for convective penetration appropriate for what occurs in 
the ocean's mixed-layer. As far as I am aware, the influence of rotation on convective 
penetration in a astrophysical setting as not been considered. This is surprising since 
the influence of rotation could be a major factor in explaining why recent observations 
of the Sun, (Basu et al. (1993) [8], Monteiro et al. (1994) [127], and Roxburgh & 
Vorontsov (1994) [174]) give limits for convective overshooting a lot less than that 
suggested from numerical simulations. These observations, with current data, place 
an upper limit of 0.25 pressure scale heights (p. s. h. ) on the extent of penetration 
below the convection zone. 
1.3 Magneto convection 
In this thesis the interaction of convection with magnetic fields is also considered, 
solving the governing equations of magnet ohydro dynamics (MHD). The numerical 
experiments considered in this thesis will isolate some feature of this interaction, 
which is of relevance in stellar or solar conditions. The aim of the next section is to 
highlight some of the areas, particularly of solar physics, were such knowledge is of 
importance. Since in this thesis several small projects were considered, it was found 
more convenient to give a more detailed background account for each project in the 
relevant section of the research chapter. 
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1.3.1 Importance of magneto convection 
Large scale magnetic fields 
The problem which is probably the most demanding astrophysical application of the 
MHD equations is the solar dynamo problem. Several reviews are available on the 
details of this subject, which is beyond the scope of this thesis (Cowling 1981 [46]; 
Stix 1981 [205]). The first attempts at dynamic models (e. g. Gilman & Miller 
1981 [74], Gilman 1983 [73], Glatzmaier 1985 a, [76]b [77]) of the Solar dynamo 
(as distinct from kinematic models, which lack predictive capabilities) did not give 
a satisfactory explanation of even the simplest solar cycle features. There were a 
number of possible reasons for this, including relaxation of the numerical simulation 
(see Chan & Serizawa 1991 [29]), boundary conditions, effects of transport coefficients, 
particularly magnetic resistivity, and the importance of the outer layers of the solar 
convection zone, where much of the evolution of surface features is generated. 
The difficulty of the solar dynamo problem is the large number of different time 
and spatial scales that need to be taken into account, in making a detailed reahshc 
calculation. Even if such a calculation was feasible with present computer resources, 
it is doubtful what understanding of fundamental processes would be gained. 
Magneto convection numerical experiments are more valuable for gaining under- 
standing of smaller components of the overall problem. One of the components this 
thesis will be concerned with is whether magnetic buoyancy is a problem for the 
location of the dynamo within the Sun. 
It is a standard idea that magnetic sunspots at the solar surface, are formed from 
magnetic fields generated by an aw- dynamo near the base of the convection zone 
( see, for example, Weiss 1989 [225]). In this picture, field accumulates deep in the 
convection zone, until there is an instability driven by magnetic buoyancy causing a 
toroidal magnetic element, usually called a flux tube, to rise through the convection 
zone. This tube eventually bursts through the photosphere at two points, producing 
a pair of sunspots. The fact that spots appear at only one or two longitudes suggests 
that the instability is a kink mode, as in Moreno-Insertis 1986 [129]. Flux tubes 
rising through the convection zone have been modelled by several authors (Parker 
1979 [149]; Moreno-Insertis 1983 [128], 1986 [129]; Choudhuri & Gilman 1987 [39]; 
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Petrovay 1991 [152]), resulting in estimates for the rise time to the surface of a month. 
Convection was, however omitted in these models, and the tube is assumed to rise 
through a stratified gas due to its buoyancy. Furthermore, if rotation is included, 
the tubes are deflected so far poleward that they reach the solar surface at latitudes 
much higher than the main sunspot belts. This motivated Choudhuri & D' Silva 1990 
[40] to include turbulent drag as well as rotation, but the tubes were still deflected 
poleward. It is another project of this thesis to simulate directly the evolution of a 
flux tube through a layer of highly supercritical compressible convection. The model 
is a very simple one, with a central unstable layer, surrounded above and below by 
stable layers. There is no attempt to resolve the fine structure just beneath the solar 
surface, for example, and the boundary conditions at the top and bottom of the layer 
are highly idealised, to isolate the computational domain. This work is very similar 
to that of Jennings et al. 1992 [96]. 
Small scale magnetic fields 
Explaining the behaviour of solar sun spots, is the area where numerical experiments 
of magnetoconvection promise to be of the most direct help. In fact, Weiss, Proctor, 
Hurlburt and other collaborators have invested a great deal of effort into the inter- 
action of a vertical magnetic field with convection, with this aim in mind. One of 
their more recent papers Weiss et al. 1990 [226] consider a fully compressible two- 
dimensional numerical experiment, where the variation of magnetic diffusivity with 
depth is such that, a two layer solution results. At the top of the layer, the flow os- 
cillates, whilst at greater depths there is a steady overturning. This type of solution 
fits a lot of the observed behaviour of sunspots quite well. 
Even more recently, the influence of oblique magnetic fields (Hurlburt et al. 1995 
[87]) have been considered also, and work is in progress to extend these two models 
into three dimensions. 
However, as far as I am aware, there have been no consistent hydrodynamic treat- 
ment of the whole of a sunspot. There are some doubts about whether magneto- 
convection alone can explain the behaviour of sunspots, since the different types of 
solution found are very sensitive to fine tuning of the the experiment parameters and 
choice of boundary conditions. Moreover, the appropriate boundary conditions in a 
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realistic situation, particularly for the magnetic field is not obvious 
1.3.2 A brief review of previous work on magneto convection 
Even though the MHD equations have been known for some time, an understanding 
of them, even under the relatively simple laboratory conditions ( including idealised 
boundary conditions, geometries and symmetries), is far from complete. In this sec- 
tion a brief summary of work related to numerical experiments of magneto convection 
will be given, mainly related to astrophysical regimes. 
Convective Instability 
Early work investigated the influence of magnetic fields upon the onset of convective 
instability (Chandrasekhar 1961 [37]; Danielson 1961 [48], 1963 [49], 1964 [50]; Saito 
& Kato 1968 [180]), particularly in the solar context. Their aim was to determine 
when magnetic fields inhibit convective flows, when the magnetic field is unaffected 
by the flows, and when magnetic field field produced overstable oscillations. Despite 
the fact that a great deal of approximations were necessary in carrying out these 
calculations, for example the Boussinesq approximation, an useful initial insight into 
the nature of stellar magneto convection was gained. 
The main difference between the linear behaviour of "pure" convection, and the 
corresponding problem when magnetic fields are involved, is that the Lorentz force 
gives a natural mechanism for oscillatory convection to occur. Of course, in princi- 
ple it is possible for acoustic waves, which occur in "pure" compressible convection 
problems, to be overstable (exhibit growing oscillations), but only for very particular 
initial states (see Spiegel 1964 [194], Jones 1976 [971, Antia et al. 1978 [31). For 
convection, modified by the effects of a magnetic field, linearised theory predicts that 
if the diffusivity ratio (,,, > 1, where (,, is a dimensionless number which is the ra- 
tio of the magnetic diffusivity to the thermal diffusivity usually called the magnetic 
Prandtl number, i. e (,.,, is of the form "CP where 71 is the magnetic diffusivity, K 
Cp is heat capacity at constant pressure, and K is thermal conductivity, then growing 
oscillations cannot occur and instability sets in as steady convection. This is true also 
for (,,, < 11 if the magnitude of the magnetic flux is small, but when this flux be- 
comes larger than an certain critical value, then as the Rayleigh number is increased, 
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convection appears as growing oscillations. 
The effect of the magnetic field on the fluid motions is therefore generally stabil- 
ising, but may also cause instability if the magnetic field is not uniform in the basic 
state and has a suitable distribution. A particularly interesting example of this is an 
- 1, where 0 is the ratio result of Cattaneo (1984a [22], b [23]). He finds that when 0 111. ý 
of gas pressure to magnetic pressure, instability can occur even for an atmosphere that 
would be stably stratified in the absence of the magnetic field. This "O-mechanism 
" is thought to be due to an interaction between almost isotropic magnetoacoustic 
(fast) modes and almost incompressible magnetoacoustic (slow) modes (which have 
the same frequency, but different spatial structures when 0 ý-ý 1). For more details 
on oscillatory magneto convection, including weakly nonlinear stability problems, and 
fully nonlinear compressible convection, see Hughes & Proctor 1988 [86], Proctor 
(1992) [159]. 
Of course the main problem with linear studies, is that most of the motions in the 
solar convection zone are far from marginal stability. This means that linear studies 
can not yield reliable conclusions even about the simplest features, like the preferred 
cell sizes for convection. These features have to be determined from nonlinear numer- 
ical experiments, like the projects considered in this thesis, which solve the full MHD 
equations. 
In addition the slow magnetoacoustic modes typically involved in oscillatory con- 
vection, are relatively ineffective at transporting heat, and for large enough superadi- 
abatic temperature gradients it is expected these will give way to steady convection at 
large amplitudes (see Weiss 1981a [223], b [224] and section 3.5 of this thesis). Thus, 
it is not clear whether the conditions in Solar sunspots are such that the oscillatory 
behaviour seen, can be explained by magneto convection alone. 
Magnetostatics and Magnet oacoust ics 
Many of the features in the upper solar atmosphere, i-e those not directly influence by 
convection, can be modeled by a reduced set of equations (see Priest 1982 [157] for 
details). Two of the most investigated phenomena, the existence of MHD waves and 
certain magnetic field instabilities, are likely to have analogies in the solar convective 
envelope, although how to determine their importance is not clear. The transport 
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of energy by oscillatory convection has long been argued to be a contributing factor 
in the energy balance of sunspots. In addition, recent work on the interaction be- 
tween convection and oscillation using numerical simulations, (Chan & Sofia 1987 [32]; 
Stein, Nordlund, &Kuhn 1989 [200]; Stein & Nordlund 1991 [203]; Nordlund & Stein 
1991 [145]; Rosenthal et al. 1995 [169]; Christ ensen-Dalsgaard et al. 1995 [41]) 
indicates a rich variety of frequencies being excited by the convective flow 
Kinematic Effects 
When the magnetic field strength is small, such that the magnetic pressure is much 
less than the surrounding gas pressure, elements of the magnetic field are dominated 
by the convective flows, and their evolution can be followed passively. This kinematic 
approach has been used in a number of studies ( for example Weiss 1966 [227]; Gal- 
loway & Weiss 1981 [71]; Galloway & Proctor 1983 [68]) and produced some of the 
first important results, including the concentration of magnetic flux at downflow re- 
gions, magnetic flux expulsion, and magnetic reconnection. For weak fields, magnetic 
diffusion limits the concentration of magnetic flux. As shown later, this quantity sig- 
nificantly influences the nature of solutions found from numerical experiments solving 
the complete MHD equations. However the value of magnetic diffusion for the solar 
convection zone, and in other realistic situations, is not certain. 
In the solar context, the influence of magnetic fields on the convective flows, via 
the Lorentz force, is usually not negligible. In addition in a kinematic formalism, there 
is not a direct influence of compressibility or stratification in the induction equation. 
Therefore, unless the velocity field used as been formed to take these effects into 
account, the solutions found will have little resemblance to the actual magnetic field 
of the Sun. 
Dynamical effects 
The next stage in modeling magnetic fields is to allow for their feed back onto the 
convective flow. It is still possible in this case to apply some simplification to the 
complete MHD equations, for example, the Boussinesq approximation. Even under 
these approximations complicated behaviour is found (Van der Borght, Murphy, & 
Spiegel 1972 [219], Meyer et al. 1974 [125]; Galloway, Proctor, & Weiss 1978 [70]; 
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Galloway & Moore 1979 [67]; Meyer et al. 1979 [124]; Spiegel & Weiss 1980 [195], 
Galloway & Weiss 1981 [71]; Arter, Proctor, & Galloway 1982 [7]; Proctor & Weiss 
1982 [160]; Arter 1983 a [4], b [5] Galloway & Proctor 1983 [68]; Gilman 1983 [73]; 
Forbes & Priest 1984 [63]; Knobloch & Weiss 1984 [100]; Arter 1985 [6]; Rudraiah, 
Kumudini, & Unno 1985 a [178] b [179]; Knobloch 1986 [99]; Nagata, Proctor & 
Weiss 1990 [132]). 
However it became clear that the effects of compressibility (with or without the 
anelastic approximation) are an essential component of modeling solar convection 
(Van der Borght & Fox 1983 [218]; Nordlund 1985 [138]; Fox 1985 [64]; Van der 
Broght & Fox 1985 [220]; Nordlund 1986 [139]). 
It is not possible to include all possible important features in one simulation, due to 
the varying effects of magnetic fields depending on the spatial scales of the convection 
they interact with. Accordingly more recently, the role of numerical solution of the 
MHD equations has become one of numerical experimentation to identify the most 
significant features, using the Sun as a laboratory control (including projects of this 
thesis; Nordlund 1986 [139]; Hurlburt & Toomre 1988 [89]; Hurlburt et al. 1989 
[88]; Nordlund & Stein 1989 [143], 1990 [140]; Weiss et al. 1990 [226]; Proctor et 
al. 1994 [161]; Brownjohn et al. 1994 [20]; Matthews, Proctor& Weiss 1994 [118]; 
Lantz & Sudan (1995) [103]; Lantz (1995) [102] and Hurlburt, Matthews, & Proctor 
(1995) [87]). 
1.4 Objectives of thesis projects 
1.4.1 Convective penetration 
The related projects described in chapters 2 and 4 have as their main aim the develop- 
ment of numerical experiments to help gain understanding of convective penetration 
from stellar cores. In particular these numerical experiments allow the assumptions 
that led to the "Roxburgh criterion" (Roxburgh 1976 [170], 1978 [176] and 1989 
[172]) to be tested. The "Roxburgh criterion", in various approximations, is de- 
scribed in more detail in section 2.2.2, but the most interesting case is when viscous 
dissipation can be neglected. In this case it is found that the Integral criterion has 
the form 
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fr (Lrad 
- Lnuc) 
I dT 
dr 
0 T2 dr 
where r is the radius, T is the temperature, L, ad = 47r2 Fad is the energy carried 
by radiation, Fad is the radiative flux, and L,,,,, is the energy generated by nuclear 
reactions. Then the Roxburgh criteria is seen to mean that the convective core extends 
to the radius where the integral in equation 1.3 cancels, and not were the integrand 
vanishes, as is assumed when applying the familiar Schwarzschild criterion. The above 
form of the Roxburgh criteria can be readily included in stellar evolution programs. 
Previous numerical experiments of convective penetration have been relevant for 
what occurs in convective envelopes, Hurlburt et al. 1986 [91] , 1994 
[92], Singh 
et al. 1995 [189]. These have shown the importance of downward directed plumes 
and buoyancy braking in the upper layers, for the type of penetration that occurs in 
stratified layers. 
As far as I am aware there have been no simulations relevant for what occurs 
in a convective core. The only exceptions have been simulations of convection in 
supernova cores, see for example Shimizu et al. 1993 [186] and references therein, 
where convection is occurring in rather different physical conditions to that considered 
in this thesis! 
The project considered in chapter 4 considers a plane parallel stellar like object, 
with consistent energy generation, variation in gravity and thermal conductivity. The 
model considered allows two-dimensional numerical experiments to be performed, 
where convective penetration occurs in a natural way. Results are compared for 
experiments where the gravitational potential is fixed, and for a consistent gravity, 
since it is not clear if the Cowling approximation is valid for convection problems. 
The main difficulty in performing numerical simulations of a convective core, is the 
vastly different magnitudes for the energy generation/ nuclear reaction timescales, and 
the dynamic timescale. This difficulty is partially solved for the model considered, 
by performing numerical experiments in the weakly non-linear regime, so that the 
difference in magnitude of these timescales are not so great as for a realistic situation. 
Nevertheless achieving thermal relaxation in these numerical experiments requires a 
great deal of computing resources. This project is clearly only a preliminary study 
for three dimensional numerical experiments in a spherical geometry, and the unusual 
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geometry of the model concerned could influence the results. 
The project of Chapter 2 considers a simpler model, with constant gravity and 
no internal energy sources. The additional aim of this project is to make detailed 
comparisons with results found using piecewise polytropic models, without the added 
complication of internal energy sources and variation in gravity. The thermal con- 
ductivity is a function of temperature, with a maximum temperature gradient near 
the centre of the layer. Therefore the initial model can have a central unstable (su- 
peradiabatic) region, with stable (subadiabatic) regions above and below. For this 
model convective penetration can occur in a natural way, i. e with the superadiabatic 
region varying in time. This is in contrast to the piecewise polytrope models used in 
Hurlburt et al. 1986 [911 , 1994 
[92], Singh et al. 1995, where the entropy profile 
switches abruptly, at some fixed depth, from an unstable to a stable one. The unsta- 
ble layer is not allowed to spread during these numerical experiments. This means 
that these numerical experiments could be giving a flawed impression of the nature of 
convective penetration, since the values of variables at the transition between stable 
and unstable regions are very important for determining how penetration occurs. 
1.4.2 Magneto convection 
In Chapter 3 several idealised magneto convection problems are presented. The basic 
approach was to isolate one particular aspect of a realistic stellar situation, rather 
than attempt, for example, a detailed model of a stellar atmosphere. For all the mag- 
netoconvection problems considered, two dimensional, fully compressible equations 
are solved. The simplified physics, constant magnetic diffusivity, ideal gas, neglect 
of full treatment of radiation, etc allow the numerical solutions to be well resolved 7 
and the boundary conditions well posed. The initial model considered for all these 
problems, results in a central unstable layer surrounded by stable layers. (In fact it 
is the same initial model as for the problem of Chapter 2. ) 
In section 3.2 a simple model of a toroidal flux tube is considered. Previous studies 
of the rise of a magnetic flux tube through the convection zone (Parker 1979 [149]; 
Moreno-Insertis 1983 [128], 1986 [129]; Choudhuri & Gilman 1987 [39])- Petrovay 
1991 [152]), had ignored the interaction of the magnetic field with convection. Later 
in section 3.3 an initially uniform horizontal magnetic field is studied in detail. This 
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allows the penetration at the base of the convection zone to be considered. 
For both of these sections the main idea is the influence of magnetic buoyancy, in 
a situation where the magnetic fields and convection interact consistently. 
Finally, for completeness, in section 3.5 an initially vertical field is considered, for 
parameters of high magnetic field strength and small diffusivity ratio. For these pa- 
rameters oscillatory type solutions are expected. Since the unstable (superadiabatic) 
region is padded from the boundaries by stable (subadiabatic) layers, the influence 
of particular magnetic boundary conditions should be reduced. Comparisons can be 
made with numerical experiments for which the initial model is unstable across the 
whole layer. The aim is to find out whether magneto convection is the main reason 
for the oscillatory behaviour of solar sunspots. 
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Chapter 2 
Convective penetration in a 
compressible fluid 
2.1 Introduction 
The extent of a convective core, i. e the region within which mixing occurs, clearly 
has a large impact on stellar evolution. In fact as more reliable opacity tables be- 
come available, if it could be shown that convective penetration is an important 
phenomena in stellar conditions, then it would become the major hope in removing 
current discrepancies in stellar evolution theory and observation, as well as making 
new predictions. 
There is much evidence that convective penetration can occur, (see for example 
Zahn 1991 [235] and references therein). The real problem is determining how impor- 
tant this effect is, and then finding a reliable prescription for including this effect in 
stellar evolution codes. Early attempts at estimating the extent of convective over- 
shooting Saslaw & Schwarzschild(1965), [181] and Roxburgh(1965) [175] concluded 
that overshooting was negligible, but these and similar ideas, neglected the feedback 
of the motions on the stratification of the star. It is this feedback that causes the 
major difficulties in finding an accurate estimate of the extent of penetration, in an 
approach which does not solve ab initio the full set of fluid dynamical equations. 
All approaches which make use of some simplifying assumptions, so far considered 
in the literature, can be criticised on the grounds that either, the overshooting motions 
are too efficient at producing an adiabatic structure, (for example Shaviv & Salpeter 
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(1973) [185], and Maeder (1975) [109]), and/or contain some unphysical feature in 
the model, (for example Van Ballegooijen (1982) [217], Schmidtet al. (1984) [183], 
Xiong (1985) [232], KuhfuB (1986) [101], and Zahn (1991) [235]), for further details 
see Renzini (1987) [166]. 
The present situation suggests that more information needs to be gained about 
some of the essential features of convective penetration, by solving the full set of fluid 
dynamic equations directly. This is the aim of the work presented here, where convec- 
tive penetration is investigated in a two-dimensional nonlinear numerical experiment, 
for models which have a region unstable to convection bounded above and below by 
stable regions. 
Previous work where penetrative convection has been simulated in two or three di- 
mensions, in a fully compressible fluid, and without using the very constraining modal 
expansion are Hurlburt et al. (1986) [91], (1994) [92] and Singh et al. (1994) [189]. 
A further aim of this work is to test the assumptions involved in the 'Roxburgh 
criteria' for convective penetration, Roxburgh (1976) [170], (1978) [176], (1989) [172], 
which even in its strongest form, with least assumptions, gives an upper limit for 
convective penetration. 
11 
45 
2.2 The numerical experiment 
2.2.1 The basic equations 
The equations that describe the macroscopic flow of a single viscous fluid are given 
by Roberts (1967) [168]7 
ap 
+ 19 (pu) = 0, (2.1) at axi 
Al 
+ pu. Vu =0 Pij + F, (2.2) at axi 
a1 2) ZV [P(e. +1 U2) U+p at p(e, +2ui+d*2' iju + Y] - u. F = 0, (2.3) 
where p is the mass density, u is the center of mass velocity, Pij is the (total) stress 
tensor, F is the applied body force per unit volume (e. g. gravity), T is the tempera- 
ture, e, is the internal energy, Y is the energy flux added to the fluid by conduction 
or radiation, and it is assumed that there are no energy sources like nuclear reactions. 
These equations express respectively the conservation of mass, momentum and energy 
of a fixed volume of fluid in terms of macroscopic quantities. The more fundamental 
theory is the kinetic theory of gases, in which the properties of the gas are determined 
by the dynamics of its constituent particles. In order for the above macroscopic de- 
scription to be valid, it is necessary for a fluid element dr to persist over time. This 
will occur if the collision rate between the constituent particles is high enough. In 
other words the hydrodynamic approximation is valid when, 
A, << dr << A, 
where A, is the mean free path and A is a characteristic length of the gas over which 
the gas properties change appreciably. This approximation is generally valid through 
out most regions of a star like the sun, except in the very surface layers of low density. 
In the investigation into the importance of convective overshooting presented later, 
the role of viscous dissipation is crucial. Therefore a physical picture of the viscosity 
of a fluid in terms of its microscopic properties is given below. In principle the macro- 
scoPic flow equations shown above can all be derived from the kinetic theory, when 
the hydrodynamic approximation is valid, but this is not done here (see Chapman 
and Cowling 1970 [38]). The definition of the stress tensor, Pij, is 
00 
pij =f 
Oo 
MkViVif (Xi v, t)d 
3V, 
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where the distribution function f (x, u, t) is the number of particles in a volume 
(dx, dX2dX3) centred on position 
(XlX2X3) 
with velocities in the range (dvi, dV2, dV3) 
about (V1, V21 V3) at time t. Therefore Pij is the rate of transport of the z 
th component 
of momentum across a surface in the J 
th direction. In general all components of Pij 
exist, but for the special case where f (x, v, t) is isotropic in v, as is the case for the 
Maxwellian equilibrium, 
P--=-P6- P=nkT. %3 ij 
This is the perfect gas law. In general it is convenient to still define the pressure P 
and split the stress tensor into two parts 
Pij = -P6iJ + Tij 
P=If Mk (V12 + v22 + v32)f (x, v, t)d 
3V. (2.4) 
3 
Tij is called the viscous stress tensor. 
Some insight into viscosity can be gained by considering the very simple case of 
a gas moving in the x direction with a velocity u(z). Consider a unit area dS, the 
rate at which particles cross this from one side to the other is just nu, where U is 4 
the average velocity. On average each particle started a distance 1 away from dS, 
where 1 is a mean free path, and therefore it had a momentum in the x direction of 
TnkU(Z - 1), so arriving at dS it has an excess over the particles at dS of 
du 
MkV(Z - 1) - MkV(Z) l'- -MI dz' 
provided I is sufficiently small. Therefore the net transport of x momentum in the 
z direction due to the particles below dS is -InUldu/dz. The particles crossing dS 4 
from above have a momentum excess Of +Mkldu/dz, but this is carried in the -z 
direction, the total transport of x momentum across unit area is therefore 
7-xz =-1 nul 
du 
=: -fidu/dz, 2 dz 
where 1-t is the coefficient of viscosity and depends only on the local values of n, v, etc. 
at dS. This analysis shows that provided the mean free path is small compared to 
the scale of variation of u, the viscous stress tensor depends linearly on the velocity 
gradient. Therefore it is justifiable expanding the viscous stress tensor as, 
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After some tensor manipulation this leads to the more familiar form of the viscous 
stress tensor, 
Tij 
Oui 
+ 
auj 
_2 
6ijNk 
19xj i9xi 3 19Xk 
(2.5) 
The same expression can be obtained by solving the Boltzmann equation by succes- 
sive approximations and hence calculating the stress tensor Pij, see (Chapman and 
Cowling 1970 [38]). This form of the viscous stress tensor is consistent with use of 
the hydrodynamic approximation. Equation 2.5 is sometimes written as 
7ij = P(ý -2 V) 
19Uk 6ij + pv( 
oui 
+ 
ON, 
3 Olk 19xj 19xi 
(2.6) 
where v is the kinematic (shear) viscosity and ý is kinematic bulk viscosity. When 
ý is neglected, which is standard practise, we then have M= pv. This illustrates 
a difficulty with assuming a constant p, when the density decreases the kinematic 
viscosity must increase! 
Analogously assuming that Tj depends only on pP and -ý'- we find that the axi 
dependence of Tj on OTIOxi is linear if the temperature gradients are not too large. 
Therefore the approximation used for T is 
-KgradT, (2-7) 
where K is the thermal conductivity. This is called the diffusive approximation. When 
performing detailed simulations with the object of making direct comparison with 
observations, many authors stress the importance of a exact treatment of radiative 
transfer in the surface layers of a star, (see particularly Nordlund (1982) 7 
(1984), (1985) 
[135] [136] [137] using anelastic equations; Stein & Nordlund (1989), (1991) [201] 
[202]; Nordlund & Stein (1990) [144]; Rast et al. (1993) [163]). 
An alternative approach is the "large eddy simulation" (LES) of compressible 
convection, in which the viscosity and thermal diffusivity are interpreted to be repre- 
sentative of the actions of subgrid scale turbulence, instead of those associated with 
the gas itself. This approach has also been used by many authors, one such example 
is Singh et al. (1994) [189], but is outside the scope of the present work. 
Henceforth, in making specific computations, we shall assume that the medium is 
a perfect gas, i. e that the temperature and the internal energy are determined by 
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p= 
R* 
pT, e, = CT 
p 
Am - I)P* 
(2-8) 
Here C, is the heat capacity of the gas at constant volume, assumed to be constant, 
R,, is the universal gas constant, p,,, the molecular weight, and -ý is the adiabatic 
exponent. It will also be assumed throughout that M and pm are constant, and in 
most cases that 
Fi Ji2 97 (2.9) 
where g is the gravitational acceleration assumed constant. 
Equations 2.1- 2.3 are the closed set of equations that we wish to solve for 
particular boundary and initial conditions. Since, this set of equations is impossible 
to solve analytically, we must use a numerical method. However, in their present 
form, this is not a simple task due to the advective terms which give rise to large 
numerical errors using simple differencing schemes (Potter, 1980 [156]). A form that 
is much more easy to deal with is the conservative form, Le, equations that take the 
form 
a-u 
at 
(2.10) 
Equation 2.1 is already in the form given by 2.10. We will not include the 
steps of algebra involved with transforming the other two equations, however it is a 
straightforward matter to do so. 
a 
(PUi) + V-[6ijP+PUiUi - Tij] +P96i2 = O, i, j -- 1,2,3 (2.11) at 
a 
(p(CT +I UiUi + gZ6i2))+ at 2 
V. [(CpTp +I pu 
2+ PgZ6i2)Uj - uiTji-KV. T]=O i, j=1,2,3. (2.12) 2' 
For the particular problem specified here, we assume that the motions are two- 
dimensional, with no variation in the second horizontal dimension. Explicitly this 
means that uy =0 for example. We choose the x-z plane to be the plane of interest. 
The compressible fluid lies between two horizontal boundaries z=0 and z-h, with 
z increasing upwards. The acceleration due to gravity is taken as constant g in the 
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Figure 2.1: The model used in the present study. The fluid lies between two horizontal 
stress free boundaries maintained at fixed temperatures T, and T2. The vertical boundaries 
are periodic. The fluid is unstable in the central region, and stable above and below. 
vertical direction, the top boundary is maintained at constant temperature T, and 
the bottom boundary at a constant temperature T2. Convection is confined within 
this layer, u, -- 0 at z=0, z -- h, the upper and lower boundaries are stress free, and 
the flow is taken as Periodic in the horizontal direction, U(O, z, t) = U(a, z, t) for all 
variables U. 
Finally the equations needed are the conservation of mass 
Op 0 
i= 12 (2.13) 
at .+ axi (Pui) = 0) 7 
i he compressible Navier-Stokes equations 
Opuj 
+a (6ij P+ PUi Uj - Tij) + P9 6i2 :: -- 0) 11,1,2, (2.14) at Oxj 
and the total energy equation 
ll? Ui +9X2 
aF 
puj ((, 7)T+ 'I 
I i'll 7 
+93,2) - ai Tji-K 
a 
T] = 0, + at 
atigillented by the equation of stalle for a perfect gas of 
p= 
11", 
pT 
/1,711 
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and the viscous tensor of 
TiJ A( 
Oui 
+ 
? uj 
_2 ij 
Oul 
1,2. (2.17) 
axj axi 3 ax, 
For the purpose of deriving the integral constraints, which are shown later, the 
thermal equation is shown below as, 
Ta (pS) +Ta (puis) 
Mi 
+ (DI (2.18) at axi 09xi 
where 
Oui. 
=I 
aui 
+ 
Ouj 
_2 6ij 
19Uk )2 (2.19) 
axj 2 axj axi 3 19Xk 
1 
S= 
R* 
ln 
T2 
)+ constant, (2.20) 
Am 
(p 
and 
Fi = -K(T) 
aT 
(2.21) 
axi 
Since g is independent of time the total energy equation, given by taking the 
scaler product of the velocity with the equation of motion and combining the thermal 
equation, can be written in the form: 
a 
[CpT +1 pu 
2+ op] 
at 2 
pui (CPT +1u2+T uj 7-ij + Fi = 0. (2.22) axi 
121 
The role of the different fluxes in the vertical can be studied by taking the hori- 
zontal average of equation (2.3), obtaining 
a [ý-C, -T + p-9z +1 XU2 + W2)] + 
19 (Fc + FK+ FR+ Fv) = 0, (2.23) at 2 Oz 
with the overbar denoting the horizontal mean. The first term is the time deriva- 
tive of the total energy density. The convective heat flux Fc, the kinetic flux FK, the 
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radiative flux FR, and the viscous flux Fv are defined as 
Fc = CppwT', (2.24) 
FK =I w(puiui), i=1,27 (2.25) 2 
FR = -K(T) 
OT 
(2.26) 
az, 
Fv = -uir2i, i=1,27 (2.27) 
where the primes denote the fluctuations about the horizontal mean. 
The relative role of the different forces can be seen by looking at the equation for 
the conservation of kinetic energy. This is found, from the Navier-Stokes equations, 
to be 
aE+a 
(FK + Fp + Fv) - (EB + Ep + Ev) = 0. (2.28) at Oz 
The pressure flux is defined as 
Fp -- wP'. (2.29) 
The third expression in equation (2.11) involves the rates of working. The term 
EB 
-:::: -gPI'W 
(2.30) 
represents the work done by the mean pressure, or buoyancy, while that by the 
fluctuating pressure is 
Ep = P(au'), i= 17 27 (2.31) axi 
and that by the viscous forces is 
oui 
Ev = -Tij axj 
Z, 17 2. (2.32) 
2.2.2 Derivation of Integral Constraints on Convective Penetration 
In a series of papers Roxburgh (1976,1978 and 1989) [1701 [1761 [172] derived an inte- 
gral constraint for the total extent of a convection region, unstable plus penetrative 
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regions. When statistical averages are approximated by functions of the mean field 
the criterion has the form 
f r2 I dT r2 4D 2 
rI 
(Lrad 
- 
Lnuc) 
T2 dr 
dr 
T 
47rr dr > 0, (2.33) 
where L, ad = 47rr'Fadis the energy carried by radiation, L, "', the energy generated 
by 
nuclear reactions, r the radius is between r, <r> r2- If the viscous dissipation can be 
neglected, then the relation above can be used to determine the extent of overshooting 
from convective cores, see Roxburgh (1978) [176]. Since the major motivation in 
performing the 2D numerical experiments of compressible convection is to gain further 
insight in the justification of the use of this relation, the exact form of the integral 
constraint is derived again, in the form appropriate to the geometry of the numerical 
experiments. 
The only assumption in what follows is that the convection is statistically station- 
ary. Let V be the volume defined by 0<x<a, 0<z<d and E the bounding 
surface x=0, x=a, z=0, z-d, note that since nothing varies in the third di- 
rection, it is not explicitly mentioned. Dividing through the thermal equation ( 2.18) 
by T and integrating over the volume V gives 
f (pS)dV +f '9 (puiS)dV 
f I(_ OFj + ýD) dV (2.34) 
ot IV v oxi vT oxi 
On using Gauss's theorem the second integral over the volume V can be converted 
into an integral over the bounding surface E: 
fa (puiS)dV 
Iv, oxi 
puiSdEi = 0. (2.35) 
This is identically zero since the boundary conditions are that u, = 0, T.,, =0 on 
the horizontal boundaries z=0, z=d, and on the vertical boundaries x=0, x=a, 
the periodic condition U(x, t) = U(x + a, t), gives (pSux)x=o - (pSu, )x=a so that the 
total flux crossing the boundaries is zero. The integral of the thermal energy equation 
reduces to 
f, (pS)dV =fI 
(- OFj + ýD) dV 
v ot IT oxi 
(2.36) 
Likewise consider the integral of the total energy equation ( 2.22) over the volume 
V, this has a contribution 
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f 19 pui cT+Iu2+ XF) - uj7-ij] dV, (2.37) 
v axi 
I(p2 
and on using Gauss's theorem this becomes 
12 
ID [pui (CT +IU+ dEi = 0, (2-38) 2)- 
UjTij 
I 
The integrals over the horizontal boundaries z=0, z=d, are zero since u, =0 on 
these boundaries; the viscous flux u, Tzz+ u, ýT,, z is zero on z=0, d since uz -0 and 
T., z = 0; the contribution from the vertical boundaries is also zero from the periodic 
condition, what enters through x=0, leaves through x=a. Integrating the total 
energy equation over the volume V then gives 
[CpT + 
lpU2 
+ pedV 
Mi 
dV 
at -2 v axi 
iv FidEi. (2.39) 
Defining < U(xi) > as the time average of U(xi, t) where 
U (xi) >U (xi, t) dt] (2.40) 
T 
then for statistically stationary convection < OU10t >= 0, so that the time aver- 
age of Eqs. ( 2.36) and ( 2.39) gives 
(9F' 
- (D) 
ýdV = 01 <Fi>dEi=01 (2.41) 
ir, 
T Ox 
Consider the first of these equations; since periodic boundary conditions are being 
imposed, the contribution to the surface integral from the vertical boundaries at 
x= 01 x=a, are equal and opposite hence 
fo d<F, (x, d, t) > dx =- 
fo d<F, (x, 0, t) > dx = daro, (2.42) 
where ar'O is the rate of flow of energy into and out of the layer. Using Gauss's 
theorem we then have 
1 OT (FidEiý + dv. (2.43) 
v 
(Fi 1 '9F'ýdV 
T axi T T2 OX, 
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Defining Fj = Fj, where k is the unit vector in the vertical z direction, then the 
periodic boundary conditions on x=0, a, and T= T2 on z=0, T=T, on z=d, 
gives 
F Foi aT i ff (2.44) 
r( 
)dEj 
= aFo 
1) 
dV, T Tl T2 V( T2 jqX, 
Hence the time average of the entropy equation gives the Integral Constraint 
(Roxburgh 1976,1978,1989 [. 170] [176] [172]) 
j- OT 
v 
(1'9F'ýdV 
v 
«Fi 
- Fi) 
ýdV 
T2 OX, v 
(l> ýdV, (2.45) 
T axi T 
Defining as before the horizontal average U(z, t), the mean value Uo(z) of a variable 
(xi, t) as 
a 
U(zj t) =a 
In 
U(xi, t)dx, (2.46) 
0 
U(xi, t)dt]dx, (2.47) UO(z) =< U(xilt) >f 
a () T0 
then integrating over the horizontal direction gives the integral constraint in the form 
fd 
i- Fj) 
1 OT 
dz = 
fd 
- (2.48) (F (]ý ) dz, T2 aX, 0T 
where V(z) M, and lo (z) and 11 (z) are defined as T 
Io (z) =ý (Fi (T (Xk j t» - Fi) T2 
1 aT (Xk 
i t) (2.49) (Xk 
i 
t) 19xi 
I, (z) = 
«Fi (To (z» - Fi) 
1 '9T0 (z) (2.50) 
T ý2 (Z) OX, 
ý- 
Results of V(z), -10(z) and 
11(z) plotted against depth, for a wide parameter 
range, are presented later. 10 is exact and can be used as a numerical check that 
energy is being conserved in the numerical experiment. This is because, at least for 
the parameter range considered, the convection is statistically stationary. 
In Roxburgh (1978) [176] the integral constraint was applied to the convective cores 
of main sequence stars using the approximation 11 rather than 10 and neglecting 1, "(z). 
This resulted in a significant (50%) increase in core mass and consequential effects on 
evolution. This represents a upper limit. When the viscous dissipation is increased 
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the amount of overshooting is decreased. It was also found that when the relative 
magnitude of the kinetic flux increased, compared to the convective flux, there was 
a greater difference between 10 and I,. This also is in agreement with Roxburgh 
(1989) [172], where it was shown that terms quadratic in the fluctuating quantities, 
which are present in 10, are expected to be small if the kinetic flux is small. 
2.2.3 The normalised equations 
It is convenient for computation to use variables in dimensionless form, and for all 
solutions presented later the variables are in this form. The unit of length is taken 
to be the depth of the whole layer d. The density and temperature are scaled by the 
initial density p,,, and temperature T,, respectively, prior to the onset of convection, 
at the top of the layer. The time unit dl (ýý--*-Tj is related to the sound travel time AM 
across the whole layer. The pressure is scaled by p,,, -R*-T,,, and both the gravitational Am 
and internal energy, 9-12 and c, T respectively, are scaled by 2ý-*T,, so that the form of PM 
the energy equation is unchanged. The scaling system used is shown below, where an 
overbar indicates a variable with dimension, and the reference level u is at the top of 
the level :- 
X1 X2 
Xi -1 X2 d 
T 
T= ýI u (2.52) 
iou TU ilm u 
W=wLýp= 
75 
3 E, - 
Es 
3 
(2-53) 
u 
D7, T, 
U) 
2 7u , 71m. TU Pu Prn 
TU -1 
0 =: -1 
(2.54) 
tim 
, 71. - TU 
where E, = p(C,, T + lVj-U-i + YX-2), CT, and Yx-2. The normalised equations 2 
can then be derived to be, in terms of the dimensionless variables above, as 
Op 
+a (puj) = 0,1 = 1,2, (2.55) at axi 
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opui 
z2 (2.56) + (Jijp + PUiUj - gs -Tij) + gs6i2P --= 0,13 = 11 1 at Oxj 
aE, a, 1 2 + [(E, + P)uj - gs- 
(UiTji) 
at axj L 
1 2 (1 + Ce) gs 
Ka T]=O. ilj*=1,2 (2.517) 
uL axj The problem can then be specified by five dimensionless parameters, the scaled ratio 
of the gravitational constant to the gas constant (=- g, ), the adiabatic polytropic index 
a, the upper boundary Prandtl number u, L, and the aspect ratio A. The parameters 
gs7a and L are defined from, 
d 
gs (2-58) 
u Arn 
7icp (2-59) Ku- 
and 
yd3p2 2-A2u (2.60) 
where A; is the viscosity at the top of the layer. The Rayleigh number was defined 
as 
(g/T)j4 9 R(z) --P ý17 (2.61) (K1pCp)(ji1p) CP 
where 0 is the temperature gradient. The upper boundary Rayleigh number R, is 
then 
Ru 
(y/Tu)d4 
(2.62) - ITU I. (K,, 7u Op-) (j ET p7,, ) CP- 
The final parameter, A the aspect ratio, determines the shape of the computa- d 
tional domain. 
In later sections all units of the results presented, are in terms of the scalings 
presented here, unless explicitly stated otherwise. 
2.2.4 The model 
The effect of convective overshooting is investigated in a model where an unstable 
region is bounded above and below by stable regions, for an ideal, compressible gas. 
This is achieved by having an thermal conductivity of the gas which is a function of 
temperature, with a minimum for a particular temperature. 
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A layer of gas may be locally unstable to convection if its radiative gradient 0= 
FtIK, exceeds the adiabatic gradient 0,, = glCp, where Cp is the specific heat at 
constant pressure, and Ft is the total energy flux before the onset of convection. 
The model considered consists of a perfect gas with 0,, constant at all depths, with 
0 varying and becoming greater than 0,, for some region in the center of the layer 
because of the form of the conductivity. In principle there are many different forms 
of conductivity that have the necessary property of a minimum with respect to the 
temperature. The form used in the majority of the numerical experiments performed 
is shown below. 
K(T) T )3+ 3(Tmin ) 5/Ku7 (2-63) 
Ku Tmin 5T 
where 
Ku 
135 
-) + -Tmin Tmin 5 
and T,, i,, is the temperature where the conductivity has a minimum. For this con- 
ductivity it is found convenient to have all the parameters defined at the top of the 
layer. The polytropic index at the top of the layer, m, is given by 
M+i -- 
T dP 
(2.64) 
P dT 
lu 
R. u /Im 
ou 
The Rayleigh number at the top of the layer can then be expressed as 
Ru =aL2 
11 
-m+ 
11, 
(2-65) 
(u a+I 
where 
TU 
(U = -. dou 
Then the stratification prior to the onset of convection is given by, 
T(z) 
- 
Tin [«_A(Z) + ý(A(Z)2 + 
12 »/2] 
'41 
(2-66) 
TU TU 5 
where 
A (Z) 
4TK (Z -+3 
(Tmin)4 Tu )4. (2-67) 
(uTmin 5 Tu Tmin 
-1 d1 Tu 
dz) (2-68) 
PU T (z) Tu T(Z) Am Z 
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and , 
T 
P. T. 
(2.69) 
which can be considered to be the scaled temperature gradient at the top 
of the layer, determines the temperature at the bottom of the layer and is related to 
the depth parameter, Z -TI -Tu , by, T. 
)4 T4 4 [((Z + 
I)Tu)4_ 3( Tmin U)+ 3(Tmin 
TMi - -) 
] /4KuTin- (2.70) 
n5 Z+1 Tmin 5 Tu 
It is desireable to reduce boundary effects as much as possible. This can be 
achieved by a suitable choice of T,,, i,, for a particular Z, to give a unstable layer 
well embedded in the stable regions. For the majority of the numerical experiments 
performed the value of these parameters where T,,, i,, = 1.43 and Z=1, which means 
that there is only of order of one pressure scale height across the depth of the layer. 
The initial density, temperature, pressure and effective polytropic index for these 
values are shown in Figure 2.2. 
The particular conductivity used is only a function of temperature, see Equation 
2.63. Therefore for density contrasts greater than five, there are problems with the 
initial density profile, i. e below a certain depth a density inversion can occur. The 
numerical experiments have therefore been performed with a relatively small density 
contrast. 
2.2.5 Boundary and initial conditions 
The boundary conditions applied at the side walls were the periodic boundary condi- 
tions. The upper and lower walls had free boundary conditions, with the temperatures 
fixed. The boundary conditions were 
W= 
au 
=O, T=TTu at z=O, d az 
(2.71) 
For the initial conditions a small amplitude velocity field, involving many wavenum- 
bers, was applied to the relevant static state described in section 2.2.4. This velocity 
field obeys the boundary conditions given above. 
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Figure 2.2: The top diagram shows the variation of the effective polytropic index, M, ff, 
with z. This shows that the unstable region is initially between z=0.4 and z=0.65. The 
bottom diagram shows the initial variation of thermodynamic variables. 
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2.2.6 The numerical methods 
Nonlinear numerical solutions are obtained for the two-dimensional flows using a 
two-step Lax-Wendroff scheme, modified to include diffusion of vorticity and heat 
(see Graham (1975) [79] for details). The manner in which the diffusion terms are 
handled requires the spatial grid spacing to be uniform in both the x and z directions. 
The Lax-Wendroff algorithm uses equations in a conservative form. The time advance 
occurs in two steps and involves the use of two spatially staggered meshes. We have 
carried out the majority of the computations with 95 mesh points in the vertical and 
189 points in the horizontal to achieve an aspect ratio of A=2. 
For calculations with a completely unstable layer, according to Hurlburt et al. (1984) 
[90], where a coarser grid of 41 by 161 was used, adequate resolution of the bound- 
ary layers, and the decreasing scale height at the top of the layer, restricts values 
of Rayleigh numbers to be R< 100R, where R, is the critical R for the onset of 
convection, and to density ratios Xp across the layer such that Xp < 21. ( In fact, as 
noted earlier, the choice of conductivity used in my own calculations, restricts me to 
much lower Xp than this. ) 
Also, again based on the work of Hurlburt et al. (1984) [901, it is expected that 
the solutions will have artificial time dependence, if the aspect ratio of the unstable 
layer is too small. When A=2, the aspect ratio of the unstable region 1-1ý 4, and a 
steady state is clearly obtained for solutions of high Prandtl number, i. e a>0.5. 
The numerical experiments were run on a DAP 610C (AMT Distributed Array 
Processor) Parallel computer, and later a Connection Machine CM - 200 (Thinking 
Machines Corporation) Parallel computer. The main advantage of using the Lax- 
Wendroff algorithm was the relative ease of it being programmed for use on parallel 
machines. This factor is more important than the restriction on the size of the time 
step due to the algorithm being explicit, at least for these two-dimensional calcu- 
lations. For three-dimensional calculations, or calculations with greater numerical 
problems, for example problems involving a larger number of scale heights, use of a 
more sophisticated algorithm would be appropriate. 
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2.2.7 Numerical restrictions 
Since the modified Lax-Wendroff scheme used is explicit, there are a number of re- 
strictions on the size of the time step that need to be satisfied for numerical stability. 
The main numerical restriction is that a wave disturbance cannot propagate through 
an entire grid cell in one time step. Hence, 
At < 
AX 
cs +u 
(2.72) 
where C, is the maximum sound speed and AX is the grid size. Additional restrictions 
also occur due to the presence of viscosity, and variable conductivity. These give 
respectively, 
At < Pmin 
AX2 
(2.73) 
and 
At < 
CpPmin AX2 
(2.74) 
pv"2Kmax 
where Pmin is the minimum value of the density, and Kmax is the maximum value of 
the conductivity, within the whole layer. The conditions above are applied at each 
time step, so that they are always satisfied and the numerical experiment will be 
numerically stable. (In practise condition 2.72 nearly always gives the smallest value 
of At. ) It is applied in such a way that At = 0.5 times the right hand side of the 
smallest condition above. 
2.2.8 Tests of accuracy 
Since there are an overwhelming number of calculations that need to be performed at 
each time step during a typical numerical experiment, scepticism calls for a verification 
of the accuracy of the results. In this section we present two tests that demonstrate 
the accuracy of the program. The first is a verification of the linearised equations of 
the model discussed previously, see section 2.2.4. The second is an unstable stratified 
polytropic layer, with a density contrast Xp = 1.5, taking a range of Rayleigh numbers, 
and a Prandtl number equal to 1. This last problem is often chosen for numerical 
experiments of compressible convection, so that the numerical experiments using my 
code can be compared with results by Hurlburt et al. (1984) 
[90], and Brandenburg 
et al. (1990) [18], amongst others. There are many other possible tests that could 
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Ra io3 2x 103 5x 103 104 5x 104 105 120000 
N 1.6 2.2 2.85 3.63 5.69 6.8 6.8 
Ma(max) 0.050 0.06 0.071 0.08 0.09 0.096 0.094 
FradlFtot 0.867 0.816 0.795 0.789 0.791 0.789 0.794 
F, 
onv lFtot 0.131 0.196 0.212 0.221 0.22 0.223 0.221 
Fkin/Ftot 0-000 -0.0001 -0.0009 -0.0026 -0.011 -0.016 -0.013 
Fvi, / Ftt 0.0016 0.0027 0.0072 0.0078 0.0076 0.010 0.0047 
Table 2.1: Summary of various quantities for a series of runs with different Rayleigh numbers 
(Xp = 1.5, A=4, a- 
be performed, however, we feel that the two mentioned above should suffice. In 
particular, unlike the model used in our own numerical experiments, in the second 
problem the unstable region is not padded from the boundary. In addition, it is 
possible to have a greater density contrast using a polytropic layer, leading to greater 
compressible effects. Therefore we suspect that there are greater potential numerical 
problems for the second problem mentioned above than for our own model. 
Table 2.1 summarises our results for the Nusselt, Reynolds, Mach numbers and 
other properties. For comparison also shown is Table I from Brandenburg et al. 
(1990) [18]. 
The results found are that, for the first test, the numerical code finds the same 
results as those presented in Appendix A for the onset of convection, where the 
linearisied equations are solved by a shooting method. In addition, comparison of 
Tables 2.1 and 2.2 for the low Rayleigh number results, show that the numerical 
code is clearly producing the correct solutions in the weakly non-linear regime. 
Howeverl unfortunately, as the Rayleigh number is increased there is a systematic 
divergence between my results, and those of Brandenburg et al. for the Nusselt 
number and maximum vertical Mach number. 
It is not clear whose results are correct, since Roxburgh (private communication), 
using a predict or- corrector based method, finds for the R= 120000 case, = 
0.094 and N,, = 6.6 in close agreement with my own results. 
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Figure 2.3: Steady non-linear solutions for Xp = 1.5, R= 120000 and a=1.0. These are 
the same values as Hurlburt et al. (1984), Fig 4a. 
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Figure 2.4: The kinetic flux along with the convective and radiative fluxes, for the steady 
solution found when Xp = 1.5, R= 120000 and or = 1.0. The kinetic flux FK is negligible 
for this nearly Boussinesq case, compare with Hurlburt et al. (1984) Fig 4b. 
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Ra I o3 2x 103 5x 103 104 5x 104 105 120000 
Na 1.6 2.4 3.3 3.9 7.0 8.0 7.4 
Re 5.9 9.1 15 22 51 73 
Ma(max) 0.05 0.05 0.06 0.06 0.06 0.07 
A<s> 0.063 0.037 0.028 0.023 0.017 0.014 
Frad/Ftot 0.84 0.79 0.78 0.78 0.73 0.75 0.76 
F, 
onv IFtot 0.16 0.21 0.22 0.22 0.27 0.25 0.24 
Fkin IFtot 0-000 -0*001 -0.004 -0.004 -0.002 -0.016 -0.016 
FvislFtot 0.002 0.003 0.003 0.004 0.003 0.003 
Table 2.2: Summary of various quantities for a series of runs with different Rayleigh numbers 
(Xp = 1.5, A=4, a=1.0. ) This is Table 1. from Brandenburg et al. (1990). Note that the 
final column is from Hurlburt et al. (1984). 
2.3 Numerical Experiment Results 
The dynamics of two dimensional convection are known to differ in a major way 
to three dimensional convection, for example the cascade to turbulence proceeds in 
the opposite direction. Nevertheless two dimensional convection as many practical 
advantages. For this work the most prominent of these is the ability to perform high 
resolution numerical experiments in a reasonable time. The results presented below 
where integrated on a grid of 189 by 95, typically for a time about 40 convective 
overturning times. The high resolution grid allowed integrations to be made for 
Prandtl numbers in the range a=I to a= 0.01, and Rayleigh numbers at the 
centre of the unstable layer, where T=T,,, i,,, R,,,, = 4.78 
106 
-9-56 
107 
. The aspect 
ratio was large enough for the horizontal scale of the convective cells to be able to 
adjust to close to their natural length, where natural means that which would be 
obtained if the horizontal extent was infinite. Numerical experiments performed with 
coarse resolution grids and large aspect ratios did not show significant differences 
in the horizontal scale. One of the main features of the model is that the extent 
of the unstable region can vary with time, unlike previous numerical experiments 
of convective overshooting based on piecewise polytropes 
(for example Hurlburt et 
al., (1986) [91]). For the small Prandtl number numerical experiments 
(a = 0.01 and 
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a=0.05) the lower overshooting region became as large as the initial unstable region, 
see Figures 2.8 - 2.10. For these values of a additional runs where made, where the 
depth of the layer was rescaled from z=I to z=1.5, in order to get some indication 
of the effect of the lower boundary, see section 2.3.1. 
The flow pattern at representative times for the different runs are shown in Fig- 
ures 2.12 and 2.13. For the highest Prandtl number, a=1.0 the flow is almost 
steady. Even for the lowest Prandtl number case a=0.01 the structure of the con- 
vection appears to stay the same, with cells of smaller horizontal scale forming and 
collapsing intermittently. In explorative runs, not presented, the horizontal scale of 
the cells increases as the Rayleigh number is increased from its critical value. This 
'cell broadening' can be explained in terms of the non-linear interaction of modes, 
and can be modeled by a set of non-linear ordinary equations of the Lorentz type 
(Shirer 1987 [187]). 
In making comparisons between results of different Prandtl numbers, it was not 
completely clear which parameters it was more valuable to keep constant. For the 
results presented later in this section the absolute value of the Rayleigh number was 
kept constant. The critical Rayleigh number for the onset of convection is independent 
of the Prandtl number, assuming that overstability cannot occur as for the incom- 
pressible case. Although this has not been proved, the numerical experiment results 
suggest this is true, at least for the parameters considered. The critical Rayleigh 
number is found from a separate linear calculation, see Appendix A. At the onset 
of convection R,, -24162.09, and the Rayleigh number at T=T,,, i, = 1.43 is 
Rcen = 4.266 104 The variation of the Rayleigh number with depth, at the onset 
of convection is shown in Appendix B. Throughout this thesis it was decided it was 
simplest to quote Rayleigh numbers in terms of magnitudes of the critical Rayleigh 
number. The Rayleigh number is one hundred and twelve times critical for all of the 
results presented in this section, i. e R= 112R,. 
Strictly speaking, in order to determine the effect of reducing the viscosity, it is 
necessary to compare numerical experiments with the same flux initially entering the 
layer of gas. In this case the 'scaled flux' 
L21, see section 2.2.3 about 
(I o-L 
the normalised equations, should be kept constant. The flow for the lower Prandtl 
number examples would then become increasingly more supercritical, in fact R oc 1. 01 
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Figure 2.5: The top graph shows the variation of the time and horizontally averaged con- 
vective, kinetic, radiative and viscous fluxes < Fc >, < FK >, < FR > and < Fv >, 
respectively, with z, for or = 1.0 and R= 112R,. For this a, FV is relatively more signifi- 
cant and FK least significant, compared to smaller Prantl number results show later. The 
bottom graph shows the variation of the integrands 10,11 and V(z) with z, for the same pa- 
raineters. 1, and 11 are almost identical and are negative for the overshoot region. Viscous 
dissipation is important. 
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Figure 2.6: Variation of the fluxes and integrands with z, for or = 0.5. 
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Figure 2.7: Variation of the fluxes and integrands with z, for a 
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Figure 2.8: Variation of the fluxes and integrands with z, for or = 0.05. 
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Figure 2.9: The variation of the integrands with z, for c, = 0.01. Here the difference between 
the integrals with depth of 10 and I, is about half that of V(z). The exact integrand jo 
becomes more negative than I,, indicating the approximate form underestimates the degree 
of overshooting. 
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Figure 2.10: Variation of the fluxes with z, for a=0.01. 
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Figure 2.11: The variation with Prandtl number of the integral of V(z) over the total depth 
of the layer. The fact that this integral becomes smaller below 0- = 0.1 is because for lower 
Prandtl results less energy needs to be dissipated. In order to keep the same Rayleigh 
number as the Prandtl number is decreased the amount of heat flux entering the layer of 
gas that can be carried by the flux FR is increased. 
Results keeping the 'scaled flux' constant for the larger Prandtl numbers are presented 
later, in section 2.3.2. 
From the results presented in this section, certain trends are apparent as the 
Prandtl number becomes lower. The most important of these is that viscous dissipa- 
tion becomes less significant in determining the global equilibrium of the layer, see 
Figure 2.14, and that integral condition ( 2.48) is satisfied by an approximate balance 
between the negative contribution to the integral from the penetrative region where 
F>F, and the positive contribution from the unstable region where F<r. This 
is achieved by buoyancy braking in the penetrative region becoming increasingly im- 
portant. To demonstrate this we split the integrals in Eq. ( 2.48) into contributions 
from the unstable and penetration regions 
iu 
<r, 
«Fi 
- Fi) 
1 aT ýdz IF 
T2 aXi 
OT 
IP 
F>r 
«Fi 
- Fi) 
1 ýdz 
T2 aXi 
vu dz, Vp (D dz 
LF(T 
F>FT 
(2.75) 
where 1,,, is the "flux integral" over the unstable region 
(F < IF) I 
Ip the "flux integral" 
over the penetrative region (F > IF), V,, the total viscous dissipation over the unstable 
region and I ýý that from the penetrative region. Figure 2.32, in the conclusion section P 
gives the variation of IpII, Vu/l, I plI, with a. 
For small a viscous dissipation in 
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Figure 2.12: The flow pattern at t= 790.4788 for c, = 1.0 and R= 112R,. 
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Figure 2.13: The flow pattern at t= 1559-535 for a=0.05. 
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SUMMARY OF DATA 
III Jill 
co 
0.01 0.1 
Prantl number 
Figure 2.14: The variation with the Prandtl number of the integral of V(z) scaled by the 
integral of the modulus of I,, and 11. This scaling should calibrate the effect of the different 
initial FR for the results with different Prandtl numbers. This is checked in a later section. 
the unstable region makes only a minor contribution to the global equilibrium of the 
convective layer whereas the contribution from Ip is of increasing importance. 
If these results can be extrapolated to stellar conditions, (or = 10-6 in this case ), 
then one might deduce that viscous dissipation is unimportant in the global equilib- 
riun of the convective layer, and that the integral constraint without viscous dissipa- 
tion is a reasonable approximation with which to estimate the size of the penetration 
region for stellar convective cores. 
This would mean that the extent of convective overshooting from convective cores 
is significantly larger than as been commonly accepted. 
Recent observational results that are assumed to give a upper limit of overshooting 
of about one pressure scale height, are not so surprising when their interpretation is 
based on some sort of mixing length formalism, for example Umezu (1992) [215]. 
For the whole range of the Prandtl numbers considered the contribution to f (Fi - 
Fj) -L -! 
ZT--dz from the mean field is dominant over the contribution from terms quadratic T2 aXi 
in the departures from the mean field, I Io - I, <<I Io 
The difference between 10 and 11 becomes more significant as the relative magni- 
tude of the kinetic flux compared to the convective flux becomes larger. This is in 
agreement with Roxburgh (1989) [172] where it was shown that second order fluctu- 
ations of the mean temperature are expected to be negligible unless the kinetic flux 
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Figure 2.15: The variation of maximum vertical Mach number against Prandtl 
number o,, for the same Rayleigh number R= 112R, For the high a examples the Ma(max) 
plotted is for the solution when it has reached a steady state. For the lower a examples 
the result quoted is after the numerical experiment has run for many convective overturn 
times. 
is large. 
The maximum magnitude of the convective flux decreases with a, it is expected to 
I 
scale as Ra 2, even though the maximum vertical Mach number increases from 
about -I- to about see Figure 2.15. This indicates the transport by convection is 20 51 
more efficient in a steady roll than more turbulent flow. The graphs of the variation 
of effective polytropic index with depth supports this, see section 2.4, and also 
show that the greater difference from the radiative structure in the lower convective 
overshooting region for small a flows, indicates more efficient mixing there. 
2.3.1 Effect of the lower boundary 
Since for the smaller Prandtl number flows, a=0.01 and a=0.05, the lower over- 
shoot region becomes a substantial proportion of the total depth, additional runs were 
performed where the depth of the layer was increased from z=I to z=1.5. Com- 
parison of the figures shown below with the relevant figures in sections 2.3 and 2.4.5 
indicate that quantities like the maximum value of the various fluxes and the position 
of the unstable layer are only slightly different. 
As expected there is more of a difference for the or = 0.01 flow, where the greater 
vigour of the flow, combined with the increased pressure contrast 
leads to the gener- 
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ation of a weak counter cell in the lower region. 
Tables 2.3 and 2.4 of the integrals with depth of 1,11 and V indicate that there 
is a poor conservation of energy for the smaller Prandtl number flows. The results 
presented in this subsection rule out the possibility of boundary effects explaining 
this, and suggest that either the data has not been averaged over a long enough time 
or simply that the flow is not well enough resolved. These problems are not easily 
dealt with. The present grid resolution of 189 by 95 uses over half the available 
machine memory (DAP 610C), and a complete numerical experiment takes about 20 
hours, for a time averaging period of about 1000 time units. 
Integral a 
1.0 0.5 0.1 0.05 0.01 
f 10 1.56805 1.97938 2.62875 2.56209 1.72588 
f 1, 1.59104 2.01274 2.86331 3.11792 3.43379 
fV 1.59983 2.02064 2.68288 2.66088 2.25276 
Table 2.3: The integrals over the total depth of the layer of the integrands 10,11 and V, 
when the bottom boundary is at an depth of z=I., are shown for a range of a. This 
indicates that the degree of energy conservation for the lower Prandtl numbers is poor, and 
that the results for the a=0.01 case particularly, should be treated with suspicion. 
Integral 0.05 0.01 
z=1.0 z=1.5 z=1.0 z=1.5 
f 10 2.50346 2.37513 1.48910 0.98912 
f 11 3.07145 3.01344 3.97264 3.84164 
f 2.58226 
ý 
2.59018 2.23887 2.73046 
Table 2.4: This shows the same integrands as in Table 2.3 above, integrated to a depth of 
z =. 1. and z=1.5, when the lower boundary 
is at a depth of z= 
76 
AVERAGED ENERGY FLUXES DEPTH OF ZONE 
IT 
O<F,, 
2<F k 
<Fr-'> Z 
0.5 0 -0.5 
INTEGRAL CONSTRAINTS 
0ý1 
V 
'i 
Z 
0.5 0 -0.5 
Figure 2.16: The top diagram shows the variation of the fluxes with z, for 0, = 0.05, and 
R= 112R,. The bottom diagram the variation of the integrands 1,11 and V for the same 
parameters. 
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Figure 2.17: The variation of fluxes with depth, for or = 0.01, and R= 112R,. 
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Figure 2.18: The variation of integrands for a=0.01, and R= 112R,. There is strange 
behaviour near the bottom boundary, clearly this is some sort of numerical error. This 
could be due to the unusual form of the initial density, when the temperature contrast, Z, 
becomes large, for the form of thermal conductivity used. 
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Figure 2.19: The variation of fluxes with depth for o, = 0.1 and R= 1120R,. 
2.3.2 Additional results 
In order to find out the importance of viscous dissipation in low Prandtl number flows, 
it is useful to compare results where only the viscosity of the fluid is changed. As 
stated earlier there is a practical problem in doing this, in that the Rayleigh number 
must increase inversely with Prandtl number, and the flow becomes increasingly su- 
percritical. Results for which, the initial radiative flux are the same as the R= 112R, 
and a=I case, shown earlier in section 2.3, are presented in Figures 2.19 to 2.23. 
The main result obtained earlier of an decrease in importance of viscous dissipation 
compared with buoyancy braking in the penetrative region appears to be still valid. 
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Figure 2.20: The variation of integrands 10,11 and V with depth for o, 
1120R, 
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Figure 2.21: The velocity field at t= 1564.169 for a=0.1 and R= 1120R,. 
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Figure 2.22: The variation of fluxes with depth for o, = 0.05 and R= 2240R,. 
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Figure 2.23: The variation of the integrands 1,11, and V with depth for o, = 0.05 and 
2240Rc. 
81 
2.4 Comparison with a solution found with an adiabatic 
convection zone 
If it is assumed that the convection is confined to a region where the entropy gradient 
is negative, and the 'theory' of convection is adiabatic, then a solution for the final 
equilibrium state can be found. This approach is the most basic attempt at trying to 
model convection. This solution can be compared with that found from the numerical 
experiment. Solving the full Navier-Stokes equations describing non-linear compress- 
ible convection directly, gives some indication of the errors involved in guessing the 
theory of convection, even though the parameter range for which these equations can 
be solved numerically is far from the conditions actually occurring in stars. In partic- 
ular there is a limit on how small the Prandtl number can be made in the numerical 
experiment. 
In the following section three different solutions for the final state, with fully de- 
veloped convection, of a perfect gas which initially has an unstable layer to convection 
bounded above and below by stable regions are presented. These solutions are for a 
layer of gas described by the same physical conditions, and differ only in the nature 
of the guess made for the theory of convection. This means in particular that d T" 
"'M 
Z, and the mass of the layer of gas, M, f pdz, are the same in each case. The first 
solution is when the 'radiative equations' are integrated across the whole zone. For 
the second, the fully time-dependent equations are integrated for a time much greater 
than the convective overturning time, from an initial state described in section 2.2.4, 
(which is in fact the first solution). The third solution is that obtained when, the 
'radiative equations' are integrated in the regions stable to convection, and the 'con- 
vective equations' are integrated in the unstable regions. The stability is determined 
by the Schwarzschild condition. The third solution will be called the 'astrophysical' 
solution. 
The equations that are used to model radiation and convection are shown in the 
following sections. The first solution can then be seen to imply that convection can 
be ignored, whilst the third implies that convection is very efficient through out the 
whole of the unstable region, depending on which solution is closer to the 'real' second 
solution. 
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2.4.1 Local condition for convection - 
The Schwarzschild condition, for the onset of convection, can be derived to be 
T dP 
<5 (2.76) PdT 2' 
For the models being considered, this implies that 
9/1- 
RI <5 (2.77) dT 2 
dz 
is the local condition for convection. The position from the top of the layer, where 
this condition first applies is the start of the convection zone. 
2.4.2 The radiative equations 
In the regions stable to convection, the thermal equilibrium, hydrostatic equilibrium 
and perfect gas equation of state for a compressible gas are used as the radiative 
equations. The radiative flux is assumed to be a constant and equal to the total 
energy flux. In scaled form these equations are 
K(T) d(T ) TU 
= -1 / (ul (2.78) 
dz 
d(pP7 P. 
dz 
and 
gdp 
I-AIM R*T 
u pu 
T 
. P. T. 
(2.79) 
(2.80) 
where z=z. It is convenient to find the density in terms of the temperature. From 
Pu I 
is found to be, equation 2.79 and 2.80 the density, -L 
p TU T 
-- ý-I- 
ju dz. (2.81) 
PU T (z) 'ý? T' R,, Tu T(z) 
2.4.3 Equations within the convection zone 
Assuming that the convection zone is adiabatic, then 
in the convection zone . 
TdP 
-5 (2.82) P dT 2 
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This gives, 
d(T 2gd 
dz 5 R* T,, ' 
Am 
(2.83) 
The other equations, from which the solutions for the density and pressure are found, 
are the same as for the radiative equations. Therefore since the pressure, density and 
temperature are decoupled, for the equations considered, the problem is basically 
solved when the temperature profile is found. 
2.4.4 The Astrophysical solution 
As stated before, this is the solution found when the radiative equations are integrated 
in the stable regions and the convective equations are integrated in the unstable 
regions. The only problem is to find the value of the variables at the transitions 
from the stable to the unstable regions. The temperature is found first since the 
density and pressure can easily be found from the temperature. For the temperature 
the Schwarzschild condition can be used directly to determine that the temperatures 
necessary for the radiative temperature gradient to equal the adiabatic temperature 
gradient are the temperatures at the top and bottom of the unstable region. Therefore 
T'OP- and -Týaa, - are the temperatures necessary for T. T. 
_I 
K,,, 
-2gd K (T) 5 3ý* T,, ' 
Am 
(2-84) 
T, 
where '-OP- and -Týa, = are the temperatures at the top and bottom of the convection T. T. 
zone. When 
K(T) 
:-(T)3+3 
(Tmin 
5 
IK,,, (2-85) 
Ku Tmin 5T 
where K,,, =( 
T"' )3+ 3(T .. j, ) 
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then equation 2.84 becomes, T"ýi'ý 5 T. 
(T)_ 
. 
K 5 tR* T, (T )5 +3=0. (2-86) 
Tmin (U 2g d Tmin 5 
The roots of the above equation are found numericaly using the Newton-Raphson 
method. In general there are eight roots to this equation, but there are at most two 
real roots in the range < -TL L, where T,, and T, are the boundary temperatures. T. TU T. 
These two roots are Tt-OP- and -Týas-L. For the same conductivity the temperature is given TU TU 
by, 
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for 0<z< zt,, P, 
where, 
i T(Z) Ti, 24 
TU TU 
[(_A(Z) + ý(A(Z)2 +5 »/2 (2-87) 
4T4 
u A(z) 
4TuKu 3 (Tmin ), ), (2-88) 
(uTmin"ý' 5 Tu Tmin 
and ztp(= 'OP) is the position of the top of the convection zone, d 
for ztp <Z< Zbase 
T(z) Ttp 
+2gdZ- ZtP), (2.89) TU Tu 5 R* Tu 
/Im 
where Zbase is the position of the base of the convection zone, 
and for Zbase <Z<17 
where, 
T(z) Ti - (Z) 2+2L 
TU TU 
«-B(z) + ý(B 5 
»/2)4, (2.90) 
4T,,, K,, 3 (Tmin )4 base 4 
B(z) = (Z - Zbase) + 
(T )- (2.91) 
(uTmin 5 Tbase Tmin 
Note that the above solution is found by integrating downwards. In general a par- 
ticular (u, which is related to the temperature gradient at the top of the layer, will 
not give the required boundary condition temperature at the bottom of the layer. 
The required (, which gives this temperature, is found by iteration. Forms of the 
conductivity that lead to a radiative temperature gradient that cannot be integrated 
analytically, can be integrated numerically, by a Runge-Kutta shooting method for 
example, and the required (,, found by iteration in a similar way. The density is then 
found from, 
p TU T u dz, 
PU T (Z) """'y ým R. Tu T(Z) 
(2.92) 
using straight forward numerical integration. The pressure is then found directly from 
the scaled ideal gas equation. 
2.4.5 Results 
The three different solutions are to be compared for the same physical conditions. 
This means that the scaled ratio of the gravitational constant over the gas constant, 
= 
T, -TU j-. -! L, and the temperature contrast, 
Z Tu I are the same for each comparison. TU 
in 
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When these two parameters are the same, then the mass within the layer of the gas is 
the same. This is because, for the 'radiative solution' and the 'astrophysical solution' 
the same equations are solved to find the density and pressure profile. In the case of 
the numerical experiment, the initial state, at t=0, is the 'radiative solution', and 
the boundary conditions for the velocity are such that there is no net flux of mass 
out of the computational domain. 
For the radiative and astrophysical solutions, Equation 2.79 implies that the 
pressure difference, Pi - P, is the same for the same mass. However the pressure 
at the top of the layer, P, which scales the pressure profile for each solution can be 
different. 
The results shown later are for the thermal conductivity given in Equation 2.63, 
where T,,, i,, was chosen to be 1.43. The parameters are 4. ---ý- = 2.6471 and Z T. 
A detailed example, for the astrophysical solution when a=1.0, is shown below. 
"M 
For this case 1/(. - 0.5568797 Ttp = 1.25081, Tbase = 1.65598, ztp = 0.298978, and 
Zbase = 0.639837. With this information the temperature, density and pressure can 
be determined as shown in previous section. Comparisons of the effective polytropic 
index, m, ff = !:! 
ýP- 
- 1, for the three different solutions are shown in Figures 2.24- P dT 
2.28, for a range of or. 
These results indicate that for the high Prandtl number examples there is ex- 
tremely good agreement between the numerical experiment solution and the astro- 
physical solution, see Figure 2.24. This indicates that for the almost laminar flow of 
the high Prandtl number examples convection is more efficient at transporting energy 
than, the more turbulent flow of the low Prandtl cases. This is true even though the 
vigour of the motion, as measured by the Maximum Mach number, see Figure 2.15, 
is higher for the low Prandtl number examples. 
As the Prandtl number becomes smaller there is a substantial weakly subadiabatic 
region below the boundary where the " superadiabatic gradient" AV = 0. This feature 
appears to be characteristic of convective penetration, when the viscosity is low, (see 
Shaviv and Salpeter (1973) [185], Roxburgh (1978) [176], (1985) [171], Nordlund & 
Dravins (1990) [142], and Zahn (1991) [235]. ) Also in the upper region of the layer 
there is little difference between the final numerical experiment solution and the initial 
radiative solution, see Figure 2.28. This is probably because downward directed 
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"plumes" become more important for low Prandtl number flows. This asymmetric 
feature of compressible convection is more noticeable in problems with greater density 
contrast. 
In addition these comparisons were made when the depth of the layer was increased 
to 1.5, see section 2.3.1, for the lowest Prandtl number cases. These results show, 
see Figures ( 2.29) and ( 2.30), that the numerical experiment solution is roughly 
the same as the radiative solution from a depth of about 1. Therefore the numerical 
experiments with depth equal to I are adequate in resolving the lower penetration 
region even for the lowest Prandtl number cases. 
In Figure 2.31 a comparison of the superadiabatic gradient is made for the lower 
penetration region for the numerical experiment were a=0.1, R= 1120R, and a 
depth of the layer equal to one. This shows a weakly subadiabatic region which seems 
to be typical of convective penetration for low Prantl numbers. 
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Figure 2.24: Comparison for or = 1.0. If it is assumed that the Schwarzschild condition 
determines the convection zone, then the convection zone is the region for which m, ff is 
less than or equal to 1.5. 
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Figure 2.25: Comparison for or = 0.5. 
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Figure 2.26: Comparison for o, = 0.1. 
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Figure 2.27: Comparison for a=0.05. 
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Figure 2.28: Comparison for c, = 0.01. 
Figure 2.29: Comparison for (7 = 0.05, when the depth of the layer is increased. 
90 
ef 
DýPTH 
0 0.5 1 1.5 
Figure 2.30: Comparison for a=0.01, when the depth of the layer is increased. 
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Figure 2.31: Comparison of the superadiabatic gradient between the numerical experiment 
and the 'Astro' solution, when or = 0.1 and R= 1120R,. 
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2.5 Conclusions and Comparisons 
The main aim of this work was to test the assumptions that led to the "Roxburgh 
criterion" (Roxburgh 1976,1978,1989) for determining the extent of stellar convective 
cores including penetration. The results shown earlier, and summarised in Figure 
2.32, indicate that, at least in the parameter range studied, the contribution of viscous 
dissipation to the global equilibrium of the convection zone is of decreasing importance 
for low Prandtl numbers, and that the global equilibrium (for small a) is primary 
determined by the balance between fý (Fi - l7j) -I- -ýT-)dz over the unstable layer (Fi < T2 aXi 
F) and the fý Fj - Fj) -I- -ýK)dz over the penetrative region (Fi > Fj). Further, again T2 gXi 
in the parameter range achieved here, the contribution to these integrals from the 
mean field is dominant over the contribution from terms quadratic in the departures 
from the mean field 11,, - I, I<<I1,, 1. These were exactly the assumptions involved in 
deriving the "Roxburgh criterion" in a form useful for determining stellar convective 
cores. Of course these calculations have only been undertaken for modest values of 
the Prandtl number (I <a<0.05) and for Rayleigh numbers at the centre of the 
layer R,,,, < 9.5 107 , and therefore for conditions that are a long way removed from the 
turbulent convection inside stars. Finding a way to extrapolate to stellar conditions 
is problematic but at the present use of the Roxburgh criterion is the most promising 
way to gain an estimate of the extent of convective penetration in stellar interiors. 
Similar to most numerical simulations where convective penetration can occur 
Nordlund & Dravins 1990 [142], and some models Shaviv & Salpeter (1973) [185], 
Roxburgh (1978) [176], (1985) [171]; Zahn (1991) [235] there is a weakly stable re- 
gion beyond the boundary where the "superadiabatic gradient" AV = 0. In Antia 
& Chitre (1993) [2] it was noted that the large extent of convective overshooting 
generally achieved in numerical simulations was due to the small difference between 
the radiative temperature gradient of the stable regions, and the almost adiabatic 
temperature gradient of the unstable regions. In the Sun the difference is expected to 
be many orders of magnitude larger. In fact a similar argument was made in Saslaw 
& Schwarzschild (1965) [181] one of the first investigations into convective overshoot. 
There it was concluded that the neglect of overshoot is a very good approximation, 
because in stellar cores the temperature gradient is likely to be very nearly adiabatic 
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Figure 2.32: Variation with Prandtl number or of the contributions to the integral constraint 
from the flux integral in the penetrative region lpll,,, and from viscous dissipation V,, /I,, 
and VpII,,. The lines connect points from the same Rayleigh numberR = R,,, = 4.78 106. 
The points not on the curves have R=R,,, Io,. The calculations for o, = 0.01 are at the 
limit of our resolution so the results are only approximate. 
leading to very small buoyancy driving of the convective motions. It seems clear then 
that convective overshooting, in the formal sense, meaning the extent of convective 
motions past the almost adiabatic region, will be negligible in most realistic astro- 
physical situations. The important issue is how effective the convective motions are 
in weakening the stable stratification, leading to a increase in the almost adiabatic 
region. In other words determining how important convective penetration is. This 
feedback of the motions on the structure was neglected in Saslaw & Schwarzschild 
(1965) [181], and other similar models. 
Numerical experiments of convective penetration, solving the full equations for 
a compressible gas in two-dimensions, have also been performed by Hurlburt et al. 
1986,947 [91], [92] (see also Singh et al. 1994 [189]). In this work the model was a 
piecewise polytrope of a perfect gas, with constant dynamic viscosity. The adiabatic 
temperature gradient, ýa, is therefore a constant at all depths and time and equal 
to ýa = glCp, where Cp is the specific heat at constant pressure, and g is the 
constant gravitational acceleration. In the absence of motion the total flux FT is 
constant over the entire depth of the atmosphere, and the differing but constant 
thermal conductivities Ki in each layer control the thermal gradient. By suitable 
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Figure 2.33: The piecewise polytrope model. Computational domain in the three-layer 
configuration consists of a convectively unstable layer 2 bounded above by a stably stratified 
layer I and below by a stable layer 3. The upper stable layer here extends in depth z from 
Z1 -I to Z2 = 2, and the lower stable one from Z3 =3 to Z4 = 5, measured so that the total 
depth is unity. Prior to the onset of convection, the radiative temperature gradient 3 has a 
piecewise polytropic structure with z has shown, assuming that the polytropic index of the 
unstable layer 2 is M2 =I and those of the stable layers are m, = Tn3 = 3. (In Hurlburt et 
al. (1994) m -- 3 takes different values. )The adiabatic temperature gradient 3a is constant 
with depth. This is from Hurlburt et al. (1986) Fig. 1. 
choice of Ki, the radiative gradient, Oi = FTIKi, can be made greater than 0, making 
the layer locally unstable to convection, or by making Oi < ý, stable to convection. 
It is important to note that in these experiments it was chosen to make the variation 
of conductivity with depth unaffected by the convection. As a consequence of this 
the regions which are locally stable or unstable to convection do not change with 
time, because the adiabatic limit of the radiative flux, (FR)ad =Ki0a) in the different 
Li. vers are fixed with time, see Figure 2.33. Of course, there is still a feedback of' 
tlie convective motions on the structure. The initially strongly superadiabatic region 
hecoines nearly adiabatic, and the stable layer near the interface of the unstable can 
becoine nearly adiabatic too, (but still weakly subadiabatic), although in practise 
coin, ective penetration is found to be negligible. 
In contrast for iny model where the conductivity is a fiinction of temperature the 
unstable region can grow with time. At least, for the small densitY contrast considered 
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convective overshooting is negligible, but convective penetration can be as large as 
the final unstable region when the Prandtl number becomes small, see Figure 2.10. 
It seems clear that to not allow the unstable layer to vary is not very satisfactory in 
a numerical experiment of convective penetration, since values of variables at the base 
of the unstable layer, like the radiative flux, are important in determining the extent of 
convective penetration. Due to the artificial nature of the model both the convective 
flux, < FC >, and the buoyancy work, < EB>, changes sign close to the interface. 
Also the maximum magnitude of the kinetic flux, < FK> , occurs near the interface 
too, see Figure 2.35. It appears to be a general property of the piecewise polytrope 
model for convective penetration to be negligible, the penetration depth quoted being 
almost entirely due to overshooting. ( Their definition of the depth of penetration A 
was the position where the time-averaged kinetic flux has its first zero in the stable 
layer. Therefore in principle A can include convective overshooting and penetration 
in its measurement. ) Not surprisingly this penetration depth decreases sharply when 
the stability of the lower layer is increased, see Hurlburt et al. (1994) [92]. 
The main result of Hurlburt et al. (1994) [92] was the deduction of two distinct 
scaling laws for the penetration depth, one for high and the other for low stability 
of the stable layer. The interpretation of this result was based on the simple order 
of magnitude arguments of Zahn (1991) [235]. In this picture the overshoot region 
consists of two parts. Immediately below the main convection region depending on 
the efficiency of the convection, the layer can be made almost adiabatic by the over- 
shoot motions. Then there is a small thermal boundary layer, where the temperature 
gradient of the overshoot region, adjusts to equal the radiative gradient. When the 
stability of the stable layer is made large there is only a thermal boundary layer, 
whilst for lower stability examples an substantial almost adiabatic region can exist in 
the stable layer. This leads to the two different scaling laws. 
However the above interpretation is not supported by their own numerical work. In 
the first place, the identification of a localised thermal boundary layer in the numerical 
experiments is not clear. More seriously the piecewise polytrope model used makes 
it difficult for adiabatic penetration to occur. As the variation with depth of the 
vertical gradient of mean entropy < 03/0z > shows in Figure 2.35, for their 'stability 
parameter', S=3, there is almost no adiabatic penetration for this value of S. Yet 
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this value of S is on the scaling law of AS-' for adiabatic penetration, see Figure 
2.34. Since A is largely measuring convective overshooting other interpretations are 
possible. When the stability of the stable layer is made large it is expected that the 
plumes will act as if hitting a "brick wall" when entering the stable layer resulting 
in very small overshoot, whilst for low stability the plumes, acting like thermals, 
can travel large distances into the stable layer. The sharp transition at the interface 
between the stable and unstable layers, inherent in the piecewise polytropes models, 
leads to the appearance of two distinct scaling laws which may not be so obvious for 
a model with smoothly varying conductivity. 
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Figure 2.34: The variation of the penetration depth A with relative stability parameter S 
for the five numerical experiments. Possible power laws for two intervals are suggested by 
the two straight lines, from Hurlburt et al. (1994) their Fig. 12. 
Even if their interpretation of their results is correct it is doubtful how much 
understanding is gained of the more natural situation of convective overshooting where 
the unstable is not fixed. It is not obvious, for example, how the order of magnitude 
arguments in Zahn (1991) [237] can be generallsed to incorporate this. 
It may be true also that the unphysical nature of some of the arguments involved 
in most, attempts to cstinmtv com-ective penetnition, which do not solve the hydro- 
dynamic equýitions directly. leads to their conclusion of a sharp thermal boundary 
laYer as a signature of com, ective penetration. Indeed, at lc; ist naively, one would ox- 
pect, the 111; 1111 (, ffc, (., t of convect ive penct rýition WOUld be to sinoot li out the (Ilfl'( 
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between the adiabatic temperature gradient and the radiative gradient. Numerical ex- 
periments and simulations (for example my own, and Nordlund & Dravins 1990 [142]) 
seem to confirm this, finding a smooth variation of the temperature gradient at the 
base of the overshoot region. 
Recently observations of a large number of modes of solar oscillations have been 
used to provide information about the properties of the solar interior. Helioseis- 
mic inversion techniques have been used by Basu et al. (1993) [8], Monteiro et al. 
(1994) [127], and Roxburgh & Vorontsov (1993) [174]. With current observational 
data, they place an upper limit of the order of 0.25 local pressure scale heights on the 
extent of penetration below the solar convection zone, and are consistent with negligi- 
ble penetration. Here the signature of penetration as been assumed to be a localised 
thermal boundary layer, or equivalently a discontinuity in the sound speed gradient. 
Therefore an alternative interpretation of these observations is that overshooting does 
not lead to a sharp thermal boundary layer. 
In conclusion piecewise polytrope models, with a fixed unstable region, are not a 
good way to study convective penetration. Although very valuable for experiments of 
compressible convection where stable layers at the boundaries are useful for avoiding 
spurious boundary effects. There is a danger that the intuition gained from using these 
models will be unreliable. For example, since compressible effects are not expected to 
be very significant for convective cores, the density contrast across the unstable core 
is typically not very large, it is tempting, on the basis of piecewise polytrope model 
calculations, to conclude that convective penetration from convective cores will be 
negligible. However compressible effects are not the only factor effecting the extent 
of penetration. Since, as my results have shown earlier, for lower Prandtl numbers 
the degree of penetration is significantly increased. This implies that if the effective 
viscosity is low enough, there can be considerable penetration by weakening the sta- 
bility of the layer. The model used in this work, a conductivity which is a function 
of temperature, is a significant improvement for performing numerical experiments 
of convective penetration. The main disadvantage of the piecewise polytrope models 
was the fixed unstable layer. This could be avoided if the initial state was used to 
deduce a conductivity as a function of temperature. It would be useful to see how 
the results are altered for this case. 
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Future work could improve further by making three dimensional calculations of 
a model allowing greater density contrasts so that greater compressible effects could 
be seen. However, if convective penetration from convective cores is being considered 
the density contrast across the unstable core is typically not very large. In this case 
performing three dimensional calculations would be the most important improvement. 
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Figure 2.35: Time-averaged convective properties with depth z for the S=3 numerical 
experiment, from Hurlhiirt ct a/. (1994) Fig. 3. 
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Chapter 3 
Nonlinear Compressible 
Convection in Magnetic Fields 
3.1 Introduction 
Later in this chapter several idealised magneto convection problems are presented. 
What follows now is a more detailed discussion than in the introduction section 
1.4.2), of the ideas that motivate consideration of these idealised problems 
There are two main areas where knowledge of the interaction of magnetic fields 
with convection is useful for the understanding of the sun and other stars. 
One of these is the effect of a large scale magnetic field. Currently one of the 
more active fields of research, is the question of the existence and, if so the location 
of a solar magnetic dynamo, see Nordlund et al. 1992 [141] for an example of a 
self consistent magnetic dynamo. The action of a magnetic dynamo is clearly a 3- 
dimensional problem, but the question of the confinement of magnetic flux can be 
addressed in two-dimensions. 
It has gradually become accepted that the magnetic dynamo, in the sun, is oper- 
ating near the base of the convection zone, either in the overshoot region or perhaps 
even deeper. The main argument for this is that if the dynamo operated in the 
convection zone proper, magnetic buoyancy instabilities there would result in a very 
rapid rise of magnetic flux to the surface, and therefore produce an even distribution 
of magnetic flux strength at the surface, which is not observed. It is this observation 
of regions of intense magnetic fields, surrounded by largely field free regions, that 
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is the key fact, magnetic buoyancy instabilities do not prevent a magnetic dynamo 
operating. In support of the idea of the surface distribution of magnetic flux being 
produced by a magnetic dynamo operating deep within the sun, Parker 1978 [1481 as 
shown that, various mechanisms for concentrating magnetic flux at the surface, fail 
to produce a high enough concentration. 
However there are even problems with having the magnetic dynamo located near 
the base of the convection zone. The standard picture of the lower solar convection 
zone, discussed earlier, has the strongly turbulent regime sharply bounded from below 
(van Ballegooijen 1982 [217], Schmidt et al. 1984 [183], Pidatella and Stix 1986 [15317 
and Zahn 1991 [235]. ) Numerical simulations suggest that in this regime isolated 
cplumes' are embedded in a connected up-flow region. In this situation, there is a 
mechanism of magnetic flux transport called 'topological pumping', that lifts toroidal 
flux tubes very effectively out of the lower overshoot layer, into the higher parts where 
buoyancy may take over. Topological pumping was extensively studied for the case of 
laminar flows advecting passive magnetic fields (Drobyshevski and Yuferev 1974 [59]7 
Arter 1983 [4], and Moffatt 1983 [126]). For these examples, were the velocity field 
has perfect topological properties, the 'topological pumping' mechanism is shown to 
be very effective. This mechanism has not been studied for models were the magnetic 
and velocity fields interact in a self-consistent way, and where therefore the velocity 
field has the desired topological properties only intermittently. It is not clear whether 
the mechanism would be destroyed completely, or merely decreased for this case. An 
attempt to incorporate intermittent behaviour in a kinematic model, Brandenburg et 
al. 1995 [17], showed that the pumping was decreased, but still important. 
Another mechanism that can influence how well magnetic buoyancy causes mag- 
netic flux to rise is called geometrical pumping. This mechanism arises due to asym- 
metrical velocity fields, and can occur in 2-dimensional simulations, see Proctor 1975 
[158], and Arter, Proctor& Galloway 1982 [7]. 
In section 3.3, the effectiveness of magnetic buoyancy is considered in a 2- 
dimensional direct simulation of magneto convection, for an initially uniform horizon- 
tal magnetic field. In this simulation the magnetic and velocity fields are interacting 
in a self-consistent way, but unfortunately topological pumping can not be considered, 
since this is essentially a 3-dimensional effect. 
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Generally speaking performing 2-dimensional simulations of magneto convection is 
a far more restrictive and artificial practise than the corresponding purely convective 
problem. In a realistic 3-dimensional problem strong magnetic fields can drastically 
alter the flow, either by exerting drag via magnetic tension, or by driving convection 
themselves through magnetic buoyancy (Parker 1955) [146]. Experience has shown 
that it is difficult to observe both of these effects in a two-dimensional code. When 
the field lines lie in the simulation plane tension tends to dominate; whereas when 
fields are perpendicular to the plane, (e. g., Cattaneo and Hughes 1988 [25]) there is 
no magnetic tension, and magnetic buoyancy will prevail. In two dimensions, parallel 
and perpendicular fields cannot be combined, because of course Lorentz forces in the 
(forbidden) third direction would arise. 
An additional reason for considering uniform horizontal fields is that current solar 
dynamo models, where the field is largely confined to a thin overshoot region beneath 
the convection zone (e. g. Jennings 1993 [95]), suggest that the field should be nearly 
horizontal there. The initial model considered in this chapter has an unstable region, 
surrounded by stable layers. This allows the influence of magnetic fields on convective 
penetration to be considered, see section 3.3.7. 
The advantage of direct simulations of magneto convection is that the nonlinear 
behaviour of the interaction between convection and magnetic fields can be explored, 
but of course the conditions where this can be done are very far from being realistic. A 
possible connection between simulation results, and observations can be made using 
the 'thin flux tube' approximation. Most results, found using this approximation, 
ignore the effect of convection motions on the rise of the magnetic flux through the 
convection zone. Numerical simulations can predict how convective motions inhibit 
the flux tube rise, and indeed whether coherent flux tubes is a valid concept in a 
highly turbulent medium. A very simple model of a toroidal flux tube is shown in 
3.2 
On a smaller scale a study of magneto convection can lead to better models of 
solar sun spots, see for example Weiss et al. 1990 [226]. This paper, and references 
therein, basically are a summary of what is known for an initially vertical magnetic 
field in a compressible atmosphere. Recently the influence of oblique magnetic fields, 
(Hurlburt et al. 1995 [87]) have been considered also, but as far as I know there is 
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still no consistent hydrodynamic treatment of a whole sunspot. 
Most of the literature of magneto convection problems consider atmospheres which 
are completely unstable, usually of a polytrope. The particular choice of magnetic 
boundary condition can have a large influence on the type of solution found, Le steady, 
oscillatory or traveling wave, even though there is usually no clear theoretical argu- 
ment for which choice of boundary condition to be correct. In section 3.5 results are 
presented for an initially vertical magnetic field, for a model where an unstable re- 
gion is embedded in stable layers. The influence of the particular boundary conditions 
should therefore be reduced. 
3.1.1 The Basic Equations 
The equations that describe the macroscopic flow of a single magneto-fluid are given 
by (Roberts 1967) [168], 
Op 
+ V. (pu) = 0, (3-1) at 
Oq 
+ V. j 07 (3.2) at 
po! 
ý + pu. Vu = 
ýP-'j 
+F+ qE +1jAB, (3.3) Ot Oxj Ao 
and 
a 
P(e, +1 U2) [P(es +1 U2)U, _ pU _ y] + u. F + j. E, (3.4) at 22 
where q is the charge density, po is the permeability, E and B are the electric and 
magnetic fields and are given by Maxwell's equations, as usal. Whilst j is the current 
density. The other quantities have been defined in the previous chapter, and the same 
equations result as there, when there are no magnetic fields. We will concentrate here 
on the additional aspects introduced by a magnetic field. 
Maxwell's equations, in m. k. s units, are given by 
I 
VAB = j+ 
OE (3.5) 
Po at 
aB 
VAE = at 
(3-6) 
V. E=q, (3.7) 
17. B - 0. 
(3.8) 
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The first approximation that can be made is that the electric force is much smaller 
than the magnetic force. This is justified since, in a frame of reference that is co- 
moving with the fluid, the medium is charge neutral. Hence, the third term on the 
right hand side of Equation 3.3 is negligible. However the last term on the right 
hand side of Equation 3.4 is not since it represents resistive heating. 
The current density can be related to the electric field with use of Ohm's law 
which, in its most general form, contains many terms (Boyd and Sanderson, 1969) [15]. 
However, under certain conditions, namely, 
M2 
A 
w 
<< M2 (3-9) s Qj 1 (mi)'ý MA 
Me 
may be written in the familiar form 
u, (E +uA B), (3-10) 
where a, is the electrical conductivity. In Equation 3.9, w is a characteristic frequency 
associated with the propagation of a disturbance in the plasma, Qj is the ion-cyclotron 
frequency, MA and MS are the Alfven and sonic Mach numbers and m, and mi are 
the electron and ion masses. The left side of Equation 3.9 will be at the largest of 
order of unity. Furthermore, the Mach numbers in the sun are always larger than 
unity, hence these conditions are satisfied. 
Solving Ohm's law (Equation 3.10) for E and substituting into Equation 3.4 and 
using Ampere's law 3.5 to relate j and B, we obtain 
Op 
+ V. (pu) = 0, (3-11) at 
p 
09U 
_ V. [p + PU2] +F+ 
I 
(VA) A B, (3-12) 
at Ao a 
[p(e,, +1 U')] -V. [p(e, +1u 
2)U _ pU _ yj at 22 
+ 
T' 
(V A B) 2_VAB. u AB+u. F, 
1-to 1-to 
where the magnetic diffusivity is defined as 
Iq =1 (3.14) C'e /10 
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The last equation needed comes from a combination of Faraday's law 3.6 and Ohm's 
law 3.10 and describes the rate of change of magnetic flux. It is given by 
aB 
at - 
(3.15) 
assuming that 71 is independent of position. The kinetic theory gives 71 as a function 
of thermodynamic variables (see Cowling 1953 [45], Spitzer 1962 [197]), but in these 
preliminary studies it is always kept as a constant. For detailed comparisons with the 
sun a more realistic treatment is necessary (see Fox etal. 1991 [66]). 
For numerical reasons it is necessary for Equations 3.11-3.13 and 3.15 to be put 
into conservative form. This is straightforward for all these equations, except for the 
energy equation 3.13. After some manipulation we get 
ap +a (PUj) 01 11 21 3 (3-16) at Oxj 
apui +a 
16ij (P +1 BkBk) 
at axj 2po 
+PUiUj - Tij - 
Po 
]- PA2 = 07 il J7 k= 17 21 3 (3-17) 
and 
aBi 
+ 09 [ujBi - uiBj -Tl( 
aBj 
_ 
aBj)] 
= 01 il 11 27 3 (3-18) at axj axi axi 
As a preliminary to finding the equation for the conservation of (total) energy, it 
B2 
is necessary to evaluate the rate of change of magnetic energy density, 2po . This is 
found to be (Roberts 1967) [168], 
a(IB 2) = _V. (E 
ABu. (j A B) -11 
-2 (3.19) 
at 2/-to Po ge 
using Maxwell equations 3.5 and 3.6 , neglecting displacement currents, and using 
Ohms's law Equation 3.10. EAB is called the Poynting vector and the other terms /10 
on the right hand side of Equation 3.19 are equal to -j. E by Ohm's law 3.10. When 
Equation 3.19 is used to replace j-E in Equation 3.4 then we finally get the equation 
for conservation of (total) energy, 
19 [P(CT +I UiUi - g-, r-2) +I BiBi]+ Ot 2 2po 
a [puj (CpT +-I Ui-Uz- - 912) - Ui7ji 
Oxj 2 
-K 
OT EAB 
Oxj A 
- 01 il j=1,2,3 (3.20) 
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Equations 3.16- 3.18 and 3.20 are the required set of equations that we Nvish 
to solve for particular boundary and initial conditions. For the particular problems 
specified here, we assume that the gradients in the field and fluid quantities change 
only in two dimensions (spatially). We choose the x-z plane to be the plane of interest, 
where the acceleration due to gravity is parallel to z. In the calculations that are to be 
presented, the magnetic fields have simple initial orientations, for example an uniform 
field only in the x-direction. The simplified equations that result are shown in the 
relevant sections. 
3.1.2 The numerical methods 
The same as in Chapter 2, nonlinear numerical solutions are obtained for the two- 
dimensional flows using a two-step Lax-Wendroff scheme, modified to include diffusion 
of vorticity and heat (see Graham (1975) [79] for details). Once again we have carried 
out the majority of the computations with 95 mesh points in the vertical and 189 
points in the horizontal to achieve an aspect ratio of A=2. 
3.1.3 Numerical restrictions 
As was noted above, the modified Lax-Wendroff scheme used is essentially the same, 
as that used in the previous Chapter. However the presence of magnetic fields means 
there are an additional number of restrictions on the size of the time step that need 
to be satisfied for numerical stability. These additional restrictions are shown here. 
At 
AX (3.21) 
(Cs + CA + U) 7 
where C, and AX are the maximum sound speed and the grid size as before, 
ý/P 
EB2 -- 
whilstCA(= tL,, p) is the maximum Alfven speed. 
Also, 
AX2 
At < 
where Tj is the magnetic diffusivity. 
(3.22) 
The conditions above, along with those of Section 2.2.7 are applied at each time 
step, so that they are always satisfied and the simulation run will 
be numerically 
stable. (In practise condition 3.21 nearly always gives the smallest value of -ýt. 
) 
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It is applied in such a way that At = 0.5 times the right hand side of the smallest 
condition above. 
Because B= B(x, z) and we are not integrating the fluid equations exactly, it 
is possible that a violation of V. B =0 may occur during the simulation. Errors 
of this nature may be avoided by choosing the initial conditions carefully (i. e errors 
are certain if the ambient medium already contains a violation of this law) and /or 
limiting the total run time. If one expects that this might happen, it is possible to 
reduce these types of errors by adding another term to Equation 3.15 (Brackbill, 
1989 [16]) 
OB 
09t 
=VA (u A B) - 77V A (V A B) + d'7(V. B) (3-23) 
We note that the extra term does not violate any laws of physics since V. B -0 
anyways. However, it will allow errors in the violation of V. B =0 to diffuse away. 
For all of the simulations that are performed here it is not necessary to use a finite 
value of d. Some runs were carried out with the addition of this term, however the 
results remained unchanged. 
It is better still to make use of the vector potential, see for example Fox et al. 
1991 [66]. For the relatively simple two-dimensional calculations presented in this 
thesis this point is not important. 
3.1.4 Test of accuracy 
A numerical test was made to demonstrate the accuracy of the program, when mag- 
netic fields were included. This test was an unstable stratified polytropic layer, with 
a density contrast Xp = 11, an initially vertical magnetic field, a Rayleigh, R,, = 10', 
and a Prandtl number equal to 1. The choice of these parameters allows a direct com- 
parison with the results of Hurlburt and Toomre (1988) [89], and also Brandenburg 
et al. (1990) [18]. 
The results found are, at least, the same qualitative solutions, see Figure 3.1, but 
with slightly different quantitative results for the Mach numbers and Nusselt numbers 
in a similar manner to the tests performed without magnetic fields. 
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Figure 3.1: The velocity and magnetic field lines at t= 698.0, for Q= 72, o, = 1.0, 
(,, = 0.25. and an unstable stratified polytropic layer Xp = 11, compare with Fig I Hurlburt 
& Toomre 1988. 
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3.2 Evolution of a magnetic flux tube in two dimensional 
penetrative convection 
These simulations attempt to model the rise of a magnetic flux tube, produced by a 
magnetic dynamo operating in the convective overshoot region, through the convec- 
tion zone. The idea is to see whether convective motions inhibit the rise of the flux 
tube, and provide useful information for 'thin flux tube' calculations. 
3.2.1 The Equations 
The basic assumption here is that the toroidal field component, By, is much larger 
than the poloidal components, so that the solar dynamo is of ozw-type. To model 
this a initial field where Bi = (0, By) 0), was chosen. Motion is only allowed in the 
x-z plane, with no variation in the y-direction. The result of this is that the field 
components Bx and B, remain zero for all time, leaving only the y-component of the 
magnetic induction equation non-trivial. Therefore the induction equation is 
OB 19 
a2 
'-! ý + -uiBy - 77a2 By = 0,1 = 1,2, (3.24) at axi Xi 
with the magnetic diffusivity ý7. The continuity equation becomes 
Op 
+a (puj) = 0,1 = 1,2 (3.25) 
19t 19xi 
the compressible Navier-Stokes equations become 
2 opui 
!L 11 2) (3.26) + (6ij(P + -yy-) + PUiUj - Tij) + PA2 =: 01 1 at axj 2/-to 
and the total energy equation 
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where, as before, the viscous tensor is 
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and /-to is the magnetic permeability. Note that B. produces a magnetic pressure 
in the momentum equations, but due to its lack of curvature does not impart any 
tension forces. The only other equation that is needed is the equation of state. For 
simplicity this has been chosen to be the perfect gas law P= 2ý*-pT. ILM 
3.2.2 The model 
When there are no magnetic fields switched on, the model is that of a unstable layer 
embedded in stable regions, fully described in section 2.2.4 
The evolution of a magnetic flux tube is followed, when a magnetic flux tube is 
introduced in the lower stable layer, once the convection is well developed. To model a 
magnetic flux tube we assume By (x, z) has a Gaussian distribution centred at x-1.0 
and z=0.7, where z is here the depth of the layer: 
By - Boexp 
P 500((x - 
1)2 + (z - 
0.7)2 )1 (3.29) 
3.2.3 The boundary conditions 
The advantage of a simplified model is that it is possible to consider an isolated com- 
putational domain. This is achieved when the top and bottom boundaries are stress 
free impenetrable perfect conductors. As in the previous chapter these boundaries 
are held at constant temperature, and periodic boundary conditions are used at x=0 
and x=2. Explicitly this means that, for a perfect conductor, all electric currents Ji 
are into the conductor, therefore 
E = Ey = Jx = jy = 01 
where Ej is the electric field. In the hydromagnetic approximation 
Ji =VA Bi, 
therefore using A= (0, By, 0) the above relation gives 
aBy 
= ol 
19Z 
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(3-30) 
(3.31) 
(3.32) 
on the boundary. The boundaries being stress free implies that 
19u 
Oz 
on the top and bottom boundaries. 
3.2.4 Dimensionless Parameters 
(3.33) 
With the addition of the magnetic field it is only necessary to include the parameter- 
isation of the magnetic field strength and magnetic permeability. In the conventional 
way the magnetic Prandtl number is defined as 
(,,, = ý7p,, CpIK, (3.34) 
and the initial field strength is measured by the Chandrasekhar number, 
B22 d (3.35) 
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where B, is the maximum initial field strength where the flux tube is centred, the 
subscript , refers to the top of the layer. All simulations where run with a temperature 
contrast Z=1, m=4.5 and, before the introduction of the magnetic field R= 112R,. 
The form of the conductivity was as described in the previous chapter, as there 
T,,, i,, -- 1.43 was chosen. For these choice of parameters there is of order one pressure 
scale height across the total depth of the layer. Different series of runs were made 
for Prandtl numbers of a=0.1 and a=1.0 but no great difference in behaviour was 
seen. 
3.2.5 Numerical Results 
The magnetic field is introduced when the convection is well developed, and has 
reached a statistically steady state. The Prandtl number was typically chosen to be 
a=0.1. The introduction of the magnetic field causes a sudden departure from 
hydrostatic equilibrium. Here the pressure is instantaneously discontinuous, due to 
the magnetic pressure of the magnetic flux tube, but it could have been arranged that 
any other single thermodynamic variable was discontinuous instead, (see Jennings et 
al. 1992 [96] for more details). Therefore the introduction of the magnetic flux 
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tube generates a shock, which is more severe depending on the magnitude of the 
magnetic field strength of the tube, parameterised by Q and the magnetic diffusion 
Compared to Jennings et al. [961 a larger range of Q can be handled before the 
shock waves become too large to be resolved. This is because the numerical scheme 
used here, Lax-Wendroff, has larger numerical dissipation which smooths shocks, and 
the grid resolution is finer. 
For a large range in the initial field strength, 103 <Q< 10", the general behaviour 
is the same. After the flux tube is introduced it begins to spread out in all directions 
due to magnetic pressure. There is also diffusion of the sharp peak in the distribution 
of the magnetic field. The shock waves dissipate after a short period of time very much 
less than a typical convective overturning time. Within one convective overturning 
time the tube rises to the top boundary with the maximum field strength becoming 
O. IB,,. Since the magnetic field cannot escape, the boundaries are perfect conductors, 
within a few more overturning times the magnetic field is distributed throughout 
the whole box, Bmax < 10-3 B,. While there is some resemblance of a coherent flux 
tube the steady velocity field is disrupted, becoming more time dependent. After the 
magnetic field has been dispersed the velocity field returns to the steady solution it 
had before the magnetic field was introduced. By varying the initial conditions it 
was concluded in Jennings et al. 1992 [96] that magnetic buoyancy has no effect on 
the initial evolution of a flux tube. This is certainly not true when Q is very large, 
Q> 10'. In this case the tube rises very fast to the surface, with the velocity field 
following the tube. After the magnetic field is distributed about the computational 
domain, the velocity field again returns to the pattern it had before the flux tube 
was introduced. For example when a=1.0,71 = 0.2 and Q= 10', very shortly after 
the introduction of the flux tube the maximum velocity becomes, V"", = 0.1508, in 
units of sound speed at top of layer, while after the magnetic 
field is distributed, 
A '7nax= 2.020 x 10-2 . 
Due to the great similarity of the behaviour of the solutions for a wide range of 
parameters, results will only be presented in detail for one case. 
This is for Q= 108, 
(, n = 0.2, a=0.1 and 
R= 112R, - Diagrams 
3.2,3.3 and 3.4 describe an equilibrium 
state, many convective overturning times after the magnetic 
field was switched on. 
This state is typical for the range of parameters considered. 
ill 
The next set of Figures, Fig. 3.5 -Fig. 3.7 show a time sequence from a time close to 
when the magnetic field was switched on to an equilibrium state where the magnetic 
field has been advected around the computational domain. 
The induction equation 3.24 with the boundary conditions used leads to the 
result that ff Bydxdz should be a constant with time. This was used for a numerical 
check. For the solution just shown, a=0.1 and = 0.2, the difference in the total 
integrated magnetic field at t= 1000-64 and t 2256.16 is less than 0.2% of the 
initial total integrated magnetic field. 
The main differences in the behaviour of the solutions occurs for a short time just 
after the introduction of the flux tube. When Q= 10', (, -,, = 0.2 and a=1.0, other 
parameters as before, there is a very rapid initial rise of the flux tube due to the effect 
of magnetic buoyancy. This is shown in Figure 3.8. In this example the tube was 
introduced below an updraft and also the flow is more regular when a=1.0. For 
these reasons 'convective buoyancy' enhances the rise of the flux tube. When the tube 
is rising to the top boundary the fluid flow follows the tube. After the magnetic field 
begins to be advected around the computational domain, the fluid flow soon returns 
to the regular pattern it had before the magnetic tube was introduced, as shown in 
Figures 3.8 to 3.10. 
The variation of (,,, has the expected effect. For larger values of (.. the field has 
less structure, and the magnetic tube is coherent for a longer time, see Figures 3.12 
to 3.13. 
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Figure 3.2: The variation of < Bylp > with depth for o, = 0.1, Q- 108 and (,,, = 0.2, after 
a time of t= 2256.164. < Bylp > is almost a constant within the bulk of the convection 
zone. This is expected in the limit of (,,, - > 0, when the magnetic flux is 'frozen into' the 
fluid. The magnetic field was switched on at t= 1000. 
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Figure 3.3: The velocity and magnetic field at t= 2256-164 for a=0.1, Q- 108 and 
(,, = 0.2. The velocity field has returned to a similar pattern as to that it had before the 
magnetic field was switched on. The magnetic field is represented by contours of By. 
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Figure 3.4: The contour plot of the modulus of the magnetic field, JByj, at t= 2255-154, for 
a= 10' and (,, = 0.2. The lighter contour levels indicate where the magnitude of 
JBy I is larger. The greatest concentration of magnetic flux is located within the overshoot 
region. 
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Figure 3.5: The velocity and magnetic field at t= 1031., for Q= 108,0, = 0.1 and 
(m = 0.2. The early evolution of the tube is sensitive to initial conditions, the position 
of release relative to updrafts etc. In this case the main bulk of the tube has not risen 
significantly since time of release. 
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Figure 3.6: The velocity and magnetic field at t= 1380.72 for the same parameters. 
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Figure 3.7: The velocity and magnetic field at t= 1758. The magnetic field has become 
stratified with depth, with regions of more concentrated field beneath downdrafts. 
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Figure 3.8: The velocity and magnetic field at t= 1053., for Q= 108, or = 1.0 and (,, = 0.2. 
There is a rapid rise of the flux tube, with the fluid flow following this rise. This is not 
purely due to magnetic buoyancy, since the tube was released beneath a updraft. When 
part of the tube has risen into the active convective region, due to magnetic buoyancy, the 
convective motion of the updraft rises the tube rapidly to the top boundary. The fluid flow 
follows the rise of this tube. After this occurs the regular cell pattern of the convection is 
disrupted, so that the bottom half of the tube does not rise so fast, and the tube splits in 
two. Also shown is how the magnetic field has begun to be wound up, by downdrafts of the 
fluid, and produce closed loops of magnetic field lines. It is expected that finer structure in 
the magnetic field will occur if ý,, is reduced to lower values. 
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Figure 3.9: VelocitY field at t= 1620.99, for Q= 108, a=1.0 and (, == 0.2. 
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Figure 3.10: The velocity field and magnetic field at t= 1948., for Q =: 108, a=1.0 and 
ým = 0.2. The solution has reached a steady state with the magnetic field stratified with 
depth. 
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Figure 3.11: The velocity and magnetic field at t= 1035.95, for Q= 106, or =1-0 and 
(,,, = 1.0. There is much less structure in the magnetic field, than for solutions of lower ý"', 
even shortly after the tube was released. Contour levels of By range from 3.27 x 10-2 B, 
center, to 3.64 x 10-3 B,, 
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Figure 3.12: The velocity and magnetic field at t= 1219.32., for Q= 1061 or = 1.0 and 
ý,,, = 1.0. This, and the following diagram, shows that for higher(,,, there is less structure 
in the magnetic field as expected. The maximum field strength of the magnetic field also 
needs to be reduced for the initial shock waves, when the field is switched on, not to cause 
the program to crash. 
123 
1 
0.8 
0.6 
0.4 
0.2 
0 
lk /* t 
v/ 
-z" 
A 
0 
1 
0.8 
0.6 
0.4 
0.2 
n 
0.5 1 1.5 2 
BI 
- 
1.5 2 
I'd 
0 0.5 
Figure 3.13: The velocity and magnetic field at t= 1251.06, for Q= 106, or = 1.0 and 
(", =: 1.0. 
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3.2.6 Conclusions 
The main result is that, it is found that magnetic buoyancy does not, in general, 
have a very significant effect on the evolution of the flux tube. This is in agreement 
with Jennings et al. 1992 [96], who have performed very similar calculations. The 
only exception is when the tube has a very high field strength, Q> 10'. In this case, 
the initial rise of the tube becomes significantly larger than for low field strength 
examples. Therefore, apart from when the flux tube has an unfeasiblely large field 
strength, the rise time is not significantly smaller than the convective overturning 
time scale calculated assuming the influence of magnetic fields is negligible. 
Since the bulk of the convection zone of the sun is a perfect conductor, to a good 
approximation, then it is likely that < Bylp >- constant is true there. 
The fact that the evolution of the tube is advection dominated is a direct conse- 
quence of both the two dimensional nature of the model, which results in no tension 
forces due to By, and, in particular, the perfect conductor boundary conditions which 
allow no escape of magnetic flux. 
In Lantz and Sudan 1995 [103] a choice of upper magnetic boundary condition 
was made which allowed field lines to penetrate out into a perfectly insulating, or 
vacuum region. This was achieved by fitting the vector potential at this boundary 
to a form of vacuum potential which died away as z- > oc. Including this type of 
boundary condition would probably be an improvement on the present model, but the 
main question of the importance of magnetic buoyancy would need a 3-dimensional 
model to be resolved. 
3.3 Effect of an initially uniform horizontal magnetic field 
3.3.1 Introduction 
The interaction of magnetic fields with convection has been well studied in recent 
years. This is particularly true when use is made of the Boussinesq approximation, 
see review by Proctor and Weiss 1982 [160], even though when there 
is vigorous flows 
over many scale heights the influence of pressure fluctuations on 
density fluctuations 
are significant, Hurlburt et al. 1988 
[89] The Boussinesq approximation can re- 
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produce many of the results which occur for the full equations, particularly near the 
onset of convection. For example for 2-dimensional motions it seems typical that the 
convection will sweep out the magnetic field to the edges of the cells, at least when the 
magnetic resistivity is low enough. This leads to the formation of magnetic flux sheets 
there. For the Boussinesq approximation it was found useful to label the behaviour 
of the system kinetic or dynamic, depending on the ratio of the kinetic energy to 
magnetic energy. In Hurlburt et al. 1988 [89], one of the first to consider the interac- 
tion of magnetic fields with compressible convection, this classification was generally 
found useful. However there were solutions for intermediate magnetic field strengths 
were the system behaved kinematically at the top of the layer but dynamically at 
greater depths. 
The problem studied here is a two-dimensional, periodic, plane parallel layer of a 
electrically conducting fluid heated from below. The kinematic case, with a prescribed 
velocity field, was studied by Weiss (1966) [227], and the Boussinesq fluid by Arter 
(1983) [4]. The corresponding problem with a vertical magnetic field has been more 
intensively studied, presumably because for the small scale magnetic structures on 
the solar surface, for which direct simulations are relevant, this geometry is more 
appropriate. In particular, numerical simulations have been used to increase the 
understanding of sunspots, where the central field is predominately vertical, Weiss et 
al. (1990) [226]. It is also expected that many of the main features of the interaction 
of a magnetic field with convection should be independent of the orientation of the 
field. Nevertheless, as noted by Arter (1983) [4], the dynamical behaviour with an 
horizontal field, can be richer. When the field is vertical, magnetic flux can be confined 
to isolated regions which are scarely penetrated by convection. On the other hand, 
with horizontal fields flux sheets are embedded in the thermal boundary layers, and 
cannot be isolated from the flow. Only when the field is relatively weak is flux 
compressed into narrow boundary layers; otherwise the magnetic field is linked with 
the flow and thus with temperature variations. It should be noted that the above 
comments are relevant for an atmosphere which is convectively unstable across the 
whole depth of the layer. In fact the main difference of the model considered 
here, 
is that the central unstable region is surrounded by stable regions. This allows the 
effect of magnetic fields on convective overshooting to be studied. 
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Other considerations, that make the study of the effect of a horizontal field worth- 
while are, the magnetic field at the base of the convection zone is largely azimuthal, 
and the overall hydrodynamic equilibrium of a sunspot is controlled by its outer 
regions, where the magnetic field is almost horizontal. 
The properties of the magnetic flux sheets are shown for this geometry. Also the 
effect of a high strength magnetic field on convective overshooting is explored. 
The 2-dimensional numerical experiments shown later in this section allow the 
efficiency of magnetic buoyancy to be studied in conditions were the magnetic field and 
velocity field are interacting consistently for a wide range of fluid and field properties. 
Previous work, see for example Fox et al. 1990 [651, had shown that the degree 
of flux concentration due to up and down flows was generally found to be larger 
downwards, but this depended crucially on the value of the magnetic diffusivity 71. In 
contrast, for the model considered here, more flux is always pushed upwards. Petrovay 
1990 [151] has commented that using the perfect conductor boundary condition, 
amounts to setting the buoyant flux removal time scale to infinity. The fact that for 
the model considered here, the convectively active region is padded by stable regions 
may result in the influence of boundary conditions being reduced. 
In these simulations, the usual features of expulsion of magnetic flux from the 
active convective regions, increase of the horizontal wavelength with increasing mag- 
netic field strength and concentration of flux in the convective overshooting regions 
are seen. 
3.3.2 The Equations 
I have solved the equations for the fully compressible, nonlinear magneto convection 
under the assumption that the motions are two-dimensional, with no variations or ve- 
locities in the second horizontal dimension. Fully compressible motions are described 
by the equation for the conservation of mass 
Op 
+0 (Pui) = at axi 
11 2-7 (3-36) 
the compressible Navier-Stokes equations 
Opuj 
+a 16ij (P +I 
BkBk) + PUiUj - Tij 
at axj 2po 
BiBj I+ P9 6i2 
PO 
1,2; (3.37) 
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the total energy equation 
a [p(CT +I UiUi + 9X2) +I BiBi at 2 2/, to 
I 
+a puj 
(CpT +I UiUi + 9X2 Ui7ji- K 
aT 
axj 12 axj 
77Bi aBi aB B, + '(Biuj - Bjui) [to Oxj Gxi Ao 
and the induction equation 
= 01 1, i=1,2; (3-38) 
OR a aBi aBj 'I +- [ujBi - uiBj -Tl(- - at Oxj axj axi 0) 1, j=1,2-1 
(3-39) 
with 
V. B = 0, (3.40) 
augmented by the equation of state for a perfect gas of 
p -- 
R* 
pT (3.41) 
AM 
and the viscous tensor of 
Tij - /i 
( Oui + 
Ouj 
_2 ij 
Out 
I=1,2. (3.42) 
Oxj axi 3 ax, 
The equations are scaled in the same manner that is described fully in section 2.2.3 
and section 3.2, except that for initially uniform fields, B,, refers to the magnitude 
of this field. This is the meaning of B,, in the Chandrasekhar number 
(11,92) d2, 
PO /177 
for example. 
3.3.3 Boundary and Initial Conditions 
(3.43) 
The non-magnetic boundary conditions are the same has described before, see sections 
3.2.3 and 2.2.5. In order to have an isolated computational domain, for an initial 
magnetic field that is horizontal, it is necessary that the top and bottom boundaries 
are impenetrable perfect conductors. As shown before this implies that 
jy = 07 (3.44) 
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through these boundaries. Since initially B, =0 if this is to remain true on the top 
and bottom boundaries it is necessary that 
OBx 
= ol (3.45) Oz 
there. In summary the boundary conditions for the magnetic field are 
Bz = 
i9Bx 
= 07 (3.46) az 
on the top and bottom boundaries. Note that these are the simplest consistent 
boundary conditions, others are possible if B, is allowed to be non-vanishing on the 
top and bottom boundaries. Periodic boundary conditions still apply for all variables 
at x=0 and x=2. 
3.3.4 Numerical Results 
The results that are to be presented are for a fluid layer where the initial density con- 
trast is Xrho= 4.0, R,, - -241620.89 (or 100 times critical when the Chandrasekhar 
number is Q= 0) and m=4.5. Highly non-linear flows were examined while varying 
the magnetic Prandtl number, (,,, and Q. The Prandtl number, a, is typically 1. 
A detailed study of the linear onset of convection was not made for this problem. 
The non-constant thermal conductivity, the main feature of the model, considerablely 
complicates this calculation. Besides for the highly non-linear behaviour of astrophys- 
ical interest such calculations are of doubtful worth. 
From previous studies of magneto convection, Hurlburt et al. 1988 [89], it is ex- 
pected that gradually increasing Q from small values should take us from a kinematic 
to a dynamical regime of magneto convection, when (,,, is modest. Within the kine- 
matic regime it is expected that there can be substantial sweeping of fields into flux 
sheets, yet for the feedback of the Lorentz forces on the motions to be small, since the 
overall magnetic flux is feeble. ln contrast within the dynamical regime it is expected 
for the convection to be noticeably influenced by the Lorentz forces. 
In these studies the distinction between the two regimes is not so clear, but this 
is just a result of the nature of the model, an unstable layer embedded within stable 
layers. Magnetic flux expulsion removes the majority of the magnetic field out of 
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the most active convective region, unless the initial field is so strong that the con- 
vection is suppressed completely. For the lowest (,,, studied, (ý, -- 0.1, there is no 
reversal of the flow as Q is increased, as could have been expected. This is because 
the boundary conditions mentioned, and the effect of magnetic buoyancy, make it 
difficult for magnetic field lines to be localised about a particular region in the main 
convection zone. Therefore, even when the initial magnetic field strength is large, the 
field can not produce a large restoring force in the main convective region, which is 
necessary for oscillatory solutions. Nevertheless, when (, = 0.1 and Q= 104, there 
is a considerable variation in the maximum amplitude of the velocity, magnetic field 
strength and convective flux, see Figure 3.20 later. 
It is found that the magnetic energy needs to be significantly larger than the 
kinetic energy before the about of convective penetration is severely reduced. This 
despite the fact that the mechanism of flux expulsion, which is particularly effective 
in 2D, results in the majority of the magnetic flux being located where the convective 
overshooting occurs. 
3.3.5 Typical cases of a weak and strong magnetic field 
Detailed results are presented for two cases, a-1.0, (,,, - 0.1, Q- 100 and the 
same parameters except that Q- 10', which show typical behaviour for a low and 
high strength magnetic field. General surveys over Q, (,,, and a are presented later. 
No systematic investigation of the natural horizontal scale of the cells for a particular 
field strength was made, see (Arter 1983) [4] for this. However for isolated examples, 
i. e large Q cases, runs were repeated with larger aspect ratio if spurious results were 
suspected. Unless explicitedly stated otherwise the aspect ratio is A-2. 
Displayed in figure 3.14 is a typical steady solution for Q= 100. As usual 
the numerical experiment was started from initial conditions in which the radiative 
equilibrium state, as described in chapter 2, was perturbed with a small-amplitude 
velocity field involving many wavenumbers. Even for the very modest density contrast 
used here there is a distinct asymmetry in the up and down flows. The fluid appears 
to be more ordered when a magnetic field is present. The magnetic flux distribution 
established by these flows can be assessed by considering both the magnetic pressure 
and the magnetic field lines in figure 3.14. The field lines are contours of the magnetic 
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Figure 3.14: The velocity and magnetic fields of compressible convection for a steady solu- 
tion, at t= 1493 for Q= 100. This shows (a) a perspective view of the magnetic pressure 
P, (b) the magnetic field lines, and (c) the velocity field. Here R= 10OR, or = 1, Q= 100, 
(,, = 0.1, and Xp = 4.0. Regions of reconnection of magnetic field lines are particularly 
noticeable just beneath the down drafts. 
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potential function A, where B., = M/o9z, and B, = -M/i9x. (The potential function 
A shown in Figure 3.14 was obtained by integrating Bx vertically from z=0 to -- =I 
along one side boundary and then integrating B, across the box. The numerical 
modeling uses the the magnetic field components explicitly, but A is convenient for 
display. ) The total magnetic flux across the layer is specified by the initial conditions, 
yet the convection can redistribute the field. 
More information about the structure of the magnetic sheet is shown by the vari- 
ation of the magnetic pressure, P,, = ! Q(,,, VS21uBI, dynamic pressure Pd and the 2 
pressure excess, P,,, =P- g28 over a vertical slice see Figure 3.15. Here VS which Oz I 
can be thought of as the scaled viscosity is given by VS2= -(L2 Signifi- U 
Ru 1+a 
cant variations of Pm are seen well into the unstable region, the effect on the velocity 
field is negligible. 
The total magnetic energy within the layer can be readily determined by forming 
the spatial integral of P,,,, giving 7x 10'. This can be compared with the total 
kinetic energy 10-4. 
The amplification of the magnetic field is clearly shown by the variation of the 
horizontally averaged field with depth, Figure 3.16. 
Displayed in figure 3.17 is a typical solution for Q= 104 - For this 
field strength 
there is considerable variation in the maximum amplitude of the velocity, magnetic 
field and convective flux. A detailed comparison between the properties of convective 
overshooting with and without an initial magnetic field are shown in a later section. 
Here I will concentrate on the properties of the magnetic flux sheets. 
For this value of Q the total magnetic energy within the layer is 7x 10-4 , and the 
total kinetic energy IX 10-4 , at time t= 
2271 . 
Therefore the influence of the Lorentz 
force of the velocity field is expected to be large. The balance of the different pressures 
through a vertical slice of the layer is shown in figure 3.18. The amplification of the 
magnetic field is shown by the variation of the horizontally averaged field, figure 3.19. 
A comparison of the magnetic sheets produced by the weak and strong magnetic 
fields is shown in figures 3.22 and 3.21. Here the variation of the horizontal and 
vertical velocities with the magnetic pressure, through a vertical slice of the layer is 
shown. 
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Figure 3.15: The balance of pressure across a vertical cross-section at x=0.5. Displayed are 
the vertical profiles of the excess gas pressure P,,,, dynamic pressure Pd and the magnetic 
pressure P, This is for Q= 100. 
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Figure 3.16: The variation of the horizontally averaged magnetic field with depth, for 
loo. 
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Figure 3.17: As in Fig. 3-14, but for a solution obtained with a stronger imposed magnetic 
flux for which Q= 104 . 
For this solution the amplitude of the maximum velocity and 
magnetic field oscillates considerablely. Displayed are the velocity and magnetic fields at 
t= 2271, showing (a) the surfaces of magnetic pressure, (b) the velocity streaklines, and 
(c) the magnetic field lines. 
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Figure 3.18: The balance of pressure across a vertical cross-section at x=0.5. Displayed 
are the vertical profiles of the excess of gas pressure, P,,,, the dynamic pressure Pd and the 
magnetic pressure P,,,. Here Q= 104. 
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Figure 3.19: The variation of the horizontally averaged magnetic field with depth, for 
101. 
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Shown in Figure 3.20 is the variation of the maximum magnetic field, Bmaxi and 
the maximum vertical Mach numberi Ma(max) i 
for the high magnetic field strength, 
Q= 10', example. This shows that a significant modulation of the velocity and 
magnetic fields occur for high magnetic field strength. 
Some of the familiar signatures of kinematic and dynamic behaviour are not seen 
in these simulations. This is only because of the presence of stable layers. After flux 
expulsion from the convectively active regions occurs, since there is little fluid flow 
in the stable regions there is nothing to keep the magnetic field concentrated there. 
Therefore the field can and does spread out to the boundary. The Gaussian form of 
the magnetic flux sheet, which is more typically produced by kinematic amplification, 
occurs only when the horizontal velocity u varies linearly with x within in the sheets, 
see (Weiss 1966) [227]. In conclusion although the distinction between kinematic and 
dynamic solutions is not clear cut for this model, this is an inevitable consequence 
of the presence of stable layers. When this is taken into account the behaviour is 
consistent with other results of magnetic flux sheets. This is made clear with the 
following surveys over Q and (,,, illustrating the relative degree of field amplification 
and gas evacuation. 
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Figure 3.20: The variation of the maximum magnetic field strength and maximum 
vertical Mach number, with time, for Q= 104 . Even though in the regime of high 
magnetic field strength, and low magnetic diffusivity, oscillatory solutions can not be found, 
there is considerable modulation of the velocity and magnetic fields. 
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Figure 3.21: The variation of the horizontal velocity u and the vertical velocity w with 
the magnetic pressure P,,,, through a vertical slice at x=0.5, when Q =100. Here there 
is considerable variation of the magnetic pressure well into the unstable regions, and little 
evidence of a feedback of Lorentz forces onto the velocity field. 
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Figure 3.22: Same as Fig. 3-21, except that Q= 104. Here there is little variation of 
the velocity within the magnetic sheets. The horizontal velocity peaks just outside the top 
magnetic sheet. In the lower stable layer the magnetic field is more localised beneath the 
dowildrafts. 
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3.3.6 Surveys in Q and (,, 
This is an attempt to show some of the general properties of the solutions, with as 
wide a range of parameter space as possible. In particular the Chandrasekhar number 
is varied over the range I<Q :5 10'. This was followed by a survey in magnetic 
Prandtl number in the range 0.1 < (,, : fý, 1.0. Some attempt was made to see the effect 
of different Prandtl numbers, but this was limited by available computer resources 
and time. The results are surnmarised in turn by Figures 3.24 and 3.25, presenting in 
each the relative degree of field amplification achieved by the convection in forming 
the flux sheets, and the amount of fluid evacuation that accompanies it. For the 
survey in Q, we display in Figure 3.24a the maximum magnetic field strength B,, a,, 
attained in each solution once it as reached a steady state. It should be noted that 
B? -na,, has been scaled by the value of the initial uniform magnetic field. Each Bmax 
has an associated magnetic pressure Pn which has not been scaled in this way. 
Earlier studies of flux expulsion in 2-dimensional indicate there are two main stages 
of this process (see Weiss(1966) [227]). First the magnetic flux is pushed out of the 
convectively active regions to the boundaries of the convection cells. In this stage 
the magnetic field is kinematically amplified at the cell boundaries, until the effect of 
Lorentz forces are important. Therefore there is a maximum magnetic field produced 
by kinematic amplification, B1. The time scale for this to occur is less than a typical 
turnover time. In this time the majority of the magnetic flux is removed from the 
convection cell centers. 
In the next stage the magnetic field readjusts due to magnetic reconnection, and 
gradually approaches a steady state. The time scale for this to occur is many convec- 
tive overturning times, but this is still generally much less than the magnetic diffusion 
time (this depends on the magnetic Reynolds number R,,, = U11, q). When the solu- 
tion has achieved a steady state there is a maximum magnetic field of the magnetic 
sheets formed, called B,,,,,, in Figures 3.24 and 3.25, and in all cases B, ", < B1. 
The direct simulations reported here, where the feed back of the magnetic field 
onto the velocity field is taken into account, agrees with the above picture of magnetic 
flux expulsion. It should be noted that the short time scales found for 2-dimensional 
results are due to the high degree of symmetry of the magnetic field, see for example 
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Rhines & Young 1983 [167]. For for a wide range of Q, it is found that B, decreases 
regularly as Q increases. This is because B, is produced in a short period of time, 
and is independent of the details of the fluid flow. On the other hand, as shown in 
Figure 3.24, B,,,,,,, has more complicated behaviour, since it depends on details of 
the solution, for example where the reconnection occurs, and the preferred horizontal 
scale of the convection for a particular Q. 
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Figure 3.23: The effect of varying Q on the relative degree of magnetic field amplification, 
as measured by B1, the maximum field strength achieved during the numerical experiment. 
Typically this occurs about a convective overturning time after the start of numerical ex- 
periment. Here (,,, = 0.5, or - 1.0, Xp =4 and R= IOOR, (R, is the critical Rayleigh 
number, when there are no magnetic fields). Also shown is the effect of varying Q on the 
gas evacuation achieved by the magnetic flux sheets, as measured by the minimum rela- 
tive density fluctuations A,,, i,,, achieved during the numerical experiment The behaviour 
of A, j, j for low Q is somewhat unexpected, but generally the variation of A, i,,, and B, is 
more regular than the corresponding values for the equilibrium solutions. Here 0.5, 
because a coarser grid, 49 by 94, was used to make this survey. 
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Figure 3.24: The effect of varying Q on the relative degree of magnetic field amplification, 
as measured by the maximum field strength B,,,,, achieved by the solution when it has 
reached a steady state, and the magnetic pressure P,,,, associated with B,,,,,, - Here (, = 0.1, 
a=1.01 Xp =4 and R= IOOR, (R, is the critical Rayleigh number, when there are no 
magnetic fields). Also shown is the effect of varying Q on the gas evacuation achieved by 
the magnetic flux sheets, as measured by the minimum relative density fluctuations A"'j, 
achieved by steady solutions. The variation of A,,, i,, is quite irregular, probably because 
compressible effects are small, for the small density contrast across the layer considered here. 
In fact it is expected that Xp should be at least a factor of three greater, for compressible 
effects to be important. 
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Figure 3.25: The variation of A)B,,,,,, and B)A,,, i,,, against ý,, when Q(,,, is kept constant, 
(Q(,,,, i,, = 1000. ) Here R= 100R, a=0.1 and Xp =: 4. A,,, i,, increases with smaller (,,,, 
which would not be expected from previous studies. Other numerical experiments runs 
with different values of or suggest that whether A,, i,, increases or decreases with (, depends 
on the value of a. To be honest the magnitude of magnetic pressure is so small in these 
numerical experiments that the variation of A,,, i,, with (,,, should not be taken seriously. 
The magnetic Prandtl number (,,, is another important parameter to vary, when 
considering the degree of field amplification and evacuation achieved in flux sheets. 
Figure 3.25 shows the resulting B,,,,, and A,, i,,, as (,, is varied, while the product ("Q 
is held fixed at a value of 1000., thereby imposing a fixed magnetic flux through the 
fluid layer. The field amplification in Figure 3.25a varies over the range of magnetic 
Prandtl number approximately as (; ý 0.13, which is less even than the dependence 
predicted by Galloway, Proctor and Weiss (1978) [691 for dynamic flux sheets in 
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Boussinesq convection. This indicates again the small significance of compressibility 
effects for the small pressure contrast considered here. 
For these simulations there is greater amplification in the upper stable layers, this 
is increased when (,,, is decreased. In the lower layer there is a greater contrast between 
the amplification of the field locally beneath the down flow and the averaged field 
there. The difference between peak and averaged magnetic field in the upper layer is 
small. It is found that as (,,, is reduced, the degree of asymmetry in the concentration 
of the flux by the up- and down-flows increases. If (.. is too high, reconnection is 
difficult to achieve, and magnetic flux is hard to expel from the convectively active 
region, see example where (,,, -- 1. Figure 3.28 Apparently these simulations can 
not achieve the regime where amplification in downward directed plumes is the most 
dominate process, see for example Fox et al. 1990 [65]. 
These features of the solutions are illustrated with some examples where the initial 
magnetic field strength is (Q = 103), and Rayleigh number is R= 112R, 
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Figure 3.26: The velocity field when Q= 1000., o, = 1.0 and (,,, = 0.1, after t= 1029.02 
Figure 3.27: The corresponding surface perspective plot, for the magnitude of the magnetic 
field, with the same parameters as above. The ratio of the maximum horizontally averaged 
magnetic field at the top of the layer to that at the bottom f is given 
by f=1.48. 
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Figure 3.28: The velocity field for Q= 1000., c, = 0.1 and (,,, = 1.0, after t= 1766.40 
Figure 3.29: The corresponding surface perspective plot, for the magnitude of the magnetic 
field, with the same parameters as above. Here f == 1.23. 
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Figure 3.30: The velocity field for Q= 1000., o, = 0.1 and (,,, = 0.1, after t= 1971-60. 
Figure 3.31: The corresponding surface perspective plot for the magnitude of the magnetic 
field, with the same parameters as in Figure 
3-30. Here f=1.51. 
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3.3.7 Effect of horizontal magnetic field on convective penetration 
The aim of this section is to choose parameters that are as close to the situation at the 
base of the convection zone of the sun as this simple model will allow. It is supposed 
that the magnetic field at the base of the convection zone is largely azimuthal, which 
corresponds to a horizontal field in Cartesian geometry. When the magnetic field is 
sufficiently strong the degree of convective penetration can be severely reduced. The 
motivation of this section is to get a more detailed idea of how large the field needs 
to be before there are significant effects on penetration. Shown in Figures 3.32,3.33 
and 3.35 are the time and horizontally averaged fluxes obtained for examples of high 
magnetic field strength. These are compared with the corresponding cases were there 
are no magnetic field in Figures 3.34 and 3.36. The trend as Q is increased is for the 
amplitude of the convective flux, FC, in the penetration regions, where FC is negative, 
to be reduced, and the viscous flux, Fv to become 'flatter' in the upper region of the 
layer, see Figure 3.33. In the main convective region, where FC is positive, the 
magnitude of the convective flux hardly changes. This trend continues until Q is 
so large that the magnetic field suppresses the onset of convection completely, this 
occurs at about Q= 10'. 
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Figure 3.32: The variation of averaged fluxes FC, FK, FR and Fv with depth, for a=1.0, 
(7'n = 0.1, Q= 103 and R= 1OOR,. The ratio of the total magnetic energy integrated across 
the depth of the layer to the integrated total kinetic energy, Ototal is 13total = 0.38. When 
the results shown here are compared to the results obtained when there is no magnetic 
field present, shown in Fig. 3-34, there is no dramatic difference. The amplitude of the 
convective flux is reduced slightly in the penetrative regions. In the main unstable region, 
where FC is positive, the amplitude of Fc is hardly affected. 
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Figure 3.33: The variation of averaged fluxes FC, FK, FR and FV with depth, for a=1.0, 
(M, = 0.1, Q= 104 and R= IOOR,. Here Ot, t,, l = 4.76. The amplitude of the convective flux 
is more strongly reduced in the penetrative regions, particularly in the upper region. There 
is a trend for the FV to become 'flatter' in the top half of the layer has Q is increased. 
However in the main unstable region the amplitude of FC is still hardly affected. The 
amplitude of the other fluxes are not significantly different as when there are no magnetic 
fields present. The extent of convective penetration, as measured by where Fc is negative, 
is only slightly reduced. 
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Figure 3.34: The variation of averaged fluxes FC, FK, FR and Fv with depth, for or = 1.0, 
Q=0 and R= 112R, Also shown is information for integral constraints, see Chapter 2 
for details. When compared with the results with horizontal magnetic field, the implication 
is that 'magnetic braking' is not a efficient mechanism for reducing convective overshooting 
in the Sun. 
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Figure 3.35: The variation of averaged fluxes FC, FK, FR and FV with depth, for 0, = 0.1, 
(rn = 0.1, Q= 104 and R= 1OOR,. Here Ot, t,, l = 1.08. When this is compared with the 
results in Fig. 3-36, where there is no magnetic field present, there is no dramatic difference. 
The amplitude of the convective flux is reduced slightly in the penetrative regions. In the 
main unstable region, where FC is positive, the amplitude of FC is hardly affected. 
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Figure 3.36: The variation of averaged fluxes with depth, for 0, = 0.1, Q=0 and R= 112R,. 
Also information on integral constraints not needed here. 
At least for the parameter range considered, the effect of the magnetic field on 
the extent of convective penetration, as measured by where FC is negative, is small. 
For there to be a significant effect on the amplitude of the convective flux in the 
penetrative region, the ratio of the total magnetic energy integrated across the layer 
to the integrated kinetic energy, Ototal imust approach unity. 
The largest estimates of the strength of the magnetic field at the base of the 
convection zone, based on the observed extent and magnetic flux of a large sunspot, 
Durney et al. 1993 [60], give a toroidal magnetic field of the order of 104 G. This value 
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is larger than the local energy equipartition value with the turbulent motions, but is 
not comparable with the case of Figure 3.33, where the total magnetic energy is nearly 
five times larger than the total kinetic energy. (Other estimates on the magnetic field 
strength, D' Silva and Howard 1993 [47], based on the tilt angles of bipolar magnetic 
regions, confine the field between 60 and 160kG, in rough agreement. ) 
Therefore the implication is that recent observations, Monteiro et al. 1992 [127], 
that are consistent with no or small convective overshooting in the Sun, cannot be 
explained by 'magnetic braking' of the convective motions. 
An explanation of why a large toroidal field is not effective at reducing penetration, 
is that penetration is necessary to produce a global energy balance. It seems likely 
that a global property like rotation can more readily reduce penetration. 
3.3.8 Magnetic flux transport 
In the numerical experiments with an initially horizontal magnetic field, described in 
the previous sections of this chapter, it was observed that the magnetic flux expulsion 
which occurred from the central unstable region was not a symmetrical process, i. e 
there was a greater concentration of flux in the top stable region. An increase of 
magnetic flux concentration in the upper stable region occurs when (" was decreased. 
Previous work shows on the contrary that more flux concentration occurs in the lower 
region, Fox et al. 1990 [65]. 
Petrovay 1990 [151] argues that the perfect conductor boundary condition, com- 
monly used in numerical experiments, amounts to setting the buoyant flux removal 
time scale to infinity. In other words the effect of magnetic buoyancy is artificially 
suppressed. The main feature of the model used in this chapter is the presence of re- 
gions locally stable to convection at both boundaries. Therefore although the perfect 
conductor boundary condition is used, the influence of particular boundary conditions 
should be reduced. 
To see if a mechanism of magnetic flux transport was operating it was decided to 
find out if there was any dependence on the relative magnetic flux concentration in 
the top and bottom regions of the layer, with magnetic Reynolds number, R". The 
definition of magnetic Reynolds number is R,, = U1177, where U and I are the typical 
velocity and length scales. In these numerical experiments it was not clear how to 
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make a reliable choice of the typical values. 
It was decided to make the height of the layer a typical length scale, whilst the 
typical velocity was half the absolute maximum velocity. The pumping of the mag- 
netic field was measured by defining a pumping factor f. This pumping factor was 
defined as the ratio of the maximum horizontally averaged magnetic field in the top 
stable layer to the maximum horizontally averaged field in the bottom stable layer. 
The result of comparing f with R,,, is shown in figure 3.37, which suggests that the 
increase in f with R,,, is at best linear, for R.. less than about 100. Given that the 
numerical experiment performed is not ideal for studying magnetic flux pumping, i. e 
it is usual for this type of experiment for the field to be only in some region at the 
top or bottom of the layer initially, depending on which direction the pumping is 
expected to occur, also the results in Figure 3.37, include data for different (,, a 
and Q, it is remarkable there is any systematic behaviour. The pumping mechanism 
found could be 'geometric' pumping for a 2-dimensional fluid flow. Proctor (1975) 
[158] as shown that for R,, >1 that geometrical pumping should become very weak. 
However, for geometrical pumping the magnetic flux is transported in the direction 
of the strong down-flows, so what is seen in my own results is most likely the effect 
of magnetic buoyancy in almost laminar flows. 
It is still an open question whether magnetic buoyancy is a problem for the op- 
eration of a solar dynamo, since in 3-dimensions there is a mechanism of magnetic 
flux transport called topological pumping. Topological pumping is a mechanism for 
transporting flux in a preferred direction for an ordered flow, such as laminar con- 
vection. That is considering a horizontal cross section of laminar convection regimes 
of up- and down-flow are in general not topologically equivalent: one of them is 
connected, while the other forms isolated "parcels"(or "columns", in 3-dimensions). 
Compressible flows where pressure fluctuations accentuate buoyancy driving in re- 
gions of descending motions produce the necessary asymmetry in the flow, see for 
example Hurlburt, Toomre and Massaguer 1986 [91]. A one-dimensional object like 
a horizontal flux tube can evidently only be transported as a whole by the connected 
flow, in this way, a net transport of magnetic flux in the direction of the connected 
flow is expected. Numerical simulations generally indicate that the down-flows are 
isolated, so that if this pumping is important there should be a transport of magnetic 
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Figure 3.37: The variation of the 'pumping factor' f with R, -,,. The absolute value of R,, 
may not be meaningful since the estimate of the typical velocity is not accurate. (Here it 
was chosen to be half the maximum velocity. ) 
flux from the stable region beneath convection zone into the unstable region, where 
magnetic buoyancy could be important. 
The original papers on topological pumping of Drobyshevski and Yuferev 1974 [59] 
highlighted the difference in transport properties between convection and turbulence. 
These papers were for kinematic studies, with a prescribed velocity field. This velocity 
field is modelling the large scale fluid flow, such as giant cells, in the Sun. For these 
and other kinematic studies, topological pumping was found to be very effective, 
with an exponential increase of pumping factor f with R, for large R.,,,. Whether 
topological pumping remains effective for the turbulent convection that occurs in the 
Sun, will need a fully 3-dimensional simulation to determine. Although, in general, 
in order for topological effects to be important it is expected that some structure in 
the flow must remain for a long time. 
principle the 
3.4 Conclusions 
The general behaviour of the solutions found was that magnetic flux expulsion oc- 
curred from the central convectively unstable region, unless the convection was strong 
enough to suppress the convection completely. In other words the presence of sur- 
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rounding stable layers resulted in very simple behaviour, essentially the same as the 
kinematic flux expulsion of Weiss 1966 [227]. The very complicated dynamical inter- 
action between the convection and magnetic field observed in, for example Hurlburt 
et al. 1988 [89], all occurred for an atmosphere which was unstable across the whole 
layer, so that it was difficult for the field to separate from the convection. In partic- 
ular no oscillatory solutions were observed, where what is meant by oscillatory is a 
cyclic reversal of the fluid flow. However there was modulation of the amplitude of 
the velocity and magnetic fields, when the magnetic field was strong. The periodic 
boundary conditions on the side walls mean that it is difficult for the magnetic field 
to produce the necessary restoring force for oscillatory solutions, even in the regime 
of large field strength and small magnetic diffusivity, q. There seems to be some con- 
flict with earlier work here, since linear stability analysis of a polytropic layer with 
periodic boundary conditions, and an uniform horizontal field, Antia and Chitre 1978 
[1], indicate that the onset of convection should be overstable, in the regime of high 
magnetic field strength and low magnetic diffusivity. Also observations of sunspots 
show oscillatory motion in the penumbra. A possible explanation of this difference is 
found in the work of Knobloch 1986 [99], were linear and weakly non-linear analysis 
showed that the onset of convection was overstable, but there was a transition to 
steady overturning convection at higher Rayleigh numbers. Similarly for the non- 
polytropic model considered here the regime in Rayleigh number were it is possible 
for overstability to occur could be small. 
The more particular results found are, there is a transport of magnetic flux into 
the upper stable layer, which is roughly linear with the magnetic Reynolds number, 
Rml for R,,, < 100. The fact that there is a greater concentration of magnetic flux in 
the upper layer is due to the presence of the stable layers, which reduce the influence 
of the perfect conductor boundary conditions, and also the modest stratification of 
the layer, Xp = 4, which results in the pulling down of magnetic flux by downdrafts 
being insignificant. Generally the structure of the magnetic field is smooth in the 
upper layer, with small fluctuations from the horizontally averaged value, and loops 
of magnetic flux beneath downdrafts in the lower layer, see Figure 3.14. 
Also the influence of a horizontal magnetic field on convective penetration is found 
to be insignificant, unless the total magnetic energy is of the same order as the total 
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kinetic energy. Even in this case only the amplitude of the convective flux in the 
penetrative regions are decreased. The amplitude of the convective and other fluxes 
in the unstable region are largely unchanged . 
Also the positions where the convective 
flux changes sign are hardly altered. This suggests that 'magnetic braking' does not 
explain why recent observations are consistent with negligible overshoot in the sun, 
see Monteiro et al. 1994 [127]. 
The type of model of this chapter, with simplified physics and passive bound- 
ary conditions was first considered by Chandrasekhar 1961. The basic idea is to be 
able to isolate particular and typical processes in the interaction of convection with 
a magnetic field. This allows the linear and weakly non-linear behaviour to be deter- 
mined in great detail. However it is not clear this is the best approach. Rather than 
attempting to reduce the influence of boundary conditions to a minimum, as done 
here, Lantz and Sudan 1995 [103] use observations to suggest appropriate boundary 
conditions. In this work the boundary condition on the vector potential at the top 
of the layer was found by fitting to a form of vacuum potential which died away as 
z- > oo. While at the bottom magnetic flux is fend into the layer, in one case by 
keeping B., fixed at a constant value. The top boundary condition allows magnetic 
flux to errupt out of the layer. Similar behaviour is observed of magnetic flux tubes 
in the photosphere of the sun, whilst the bottom boundary is consistent with current 
ideas about the solar dynamo. The interesting result found is that the magnitude of 
the horizontal field at the bottom of the layer controls the whole behaviour of the 
system, whilst the upper layer magnetic field is passively advected. Of course the rate 
of injection of magnetic flux is arbitrary, and the boundary conditions for the solar 
photosphere could be improved, but this type of model seems a good starting point 
for understanding solar observations. 
The main criticism of this work is that 2-dimensional magneto convection simula- 
tions can give misleading results. The phenomena of flux expulsion is a well 
known 
result for 2-dimensional magneto convection, (Weiss 1966) 
[227]. When the magnetic 
diffusivity is small enough the magnetic field is almost completely evacuated 
from the 
convectively active regions. In contrast in the corresponding 
3-dimensional situation, 
a significant percentage of the magnetic flux can remain 
in the convective region, 
(Arter 1983 [4]). In addition mechanisms like topological pumping can only occur 
160 
in 3-dimensions. Therefore, all 2-dimensional simulations of magneto convection can 
only be considered as preliminary calculations for a 3-dimensional calculation. 
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3.5 Effect of an initially uniform vertical magnetic field 
This has been the most well studied magneto convection problem, both in the Boussi- 
nesq approximation, see review by Proctor & Weiss 1982[160], and the fully com- 
pressible case. The reason for this is that the interaction between convection and 
magnetic fields is dynamically most interesting for this case. With the possibility, for 
example, of overstability leading to oscillatory solutions in the non-linear regime. 
Also the geometry of vertical magnetic fields is relevant for the study of sunspots. 
In the paper of Weiss et al. 1990 [226], where an initial polytropic model, M=1, and 
Xp -- 11 was considered, it was found that the variation of magnetic Prandtl number, 
(,,,, with depth lead to a mechanism for umbral dots. Their 2-dimensional simulations 
(and the earlier simulations of Hurlburt and Toornre 1989 [88]) suggested that there 
may be a coupling of steady convection between 2 and 20Mm, where (" > 1, with 
oscillatory modes above them, where (,,, < 1, resulting in warm, narrow convective 
plumes pulsating into the upper umbra. 
The evidence suggests that the magnetic boundary conditions are very important 
in determining the type of convection solution, Le traveling wave, steady or oscilla- 
tory. In a realistic situation it is not clear what is the correct boundary conditions. 
Therefore it is desirable to consider an initial model in which the unstable layer is 
surrounded by stable layers so that the precise conditions on the magnetic field at 
the boundaries are unimportant, this is done in this section. 
Most magneto convection simulations consider initial models which are unstable 
across the whole layer. It would be most interesting to compare results with other 
properties similar to Weiss et al. 1990 [2261, because since the magnetic field is not 
necessarily vertical at the interface between stable and unstable layers, for models 
were the boundaries are padded with stable layers, it is not obvious that two-layer 
pulsations could occur for any parameters. This statement is based on the more recent 
results of Hurlburt et al. 1995 [87] for oblique magnetic fields which show that with 
an angle of tilt as small as 0= 11/8 from the vertical these two-layer solutions do not 
occur. Unfortunately for the type of initial model considered in this and the previous 
chapter only small Xp could be considered. 
However for situations where the imposed field is sufficiently strong, and the dif- 
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fusivity ratio sufficiently small, it is expected from previous studies (Matthews & 
Rucklidge (1993) [119], Clune & Knobloch (1993) [43]) that convection should occur 
first in the form of oscillations. It is anticipated that these type of oscillatory solutions 
should be sensitive to the particular type of magnetic boundary conditions. There- 
fore, at a later date, it could be of some value to make more detailed comparisons 
with these papers. However, for now, the only objective of this section is to check 
if the initial model used, were the conductivity is a function of temperature, allows 
oscillatory solutions to occur. 
Therefore in this short section 2-dimensional simulations for an initial vertical 
field 
, high magnetic field strength and small diffusivity will be considered, the initial 
model is otherwise the same as the rest of this chapter. 
3.5.1 Boundary Conditions 
The equations that need to be solved in this case are the same as the previous section 
3.3. In fact the only difference occurs for the boundary conditions that are applied on 
the magnetic field at the top and bottom boundaries. The most simplest assumption 
is that Bx =0 remains true on these boundaries for all time. Then in order to be 
consistent with V. Bj = 0, it is necessary that 
aBz 
= ol (3.47) az 
on these boundaries. 
3.5.2 Numerical Results 
The main purpose of this section was to discover whether with the non-polytropic 
initial model used it was possible for overstability to occur. There was no time to 
consider more detailed behaviour such as the transition from standing to travelling 
waves, which has been found with polytropic initial models in a similar parameter 
range (see Hurlburt & Toomre 1988 [89], Hurlburt et al. 1989 [88] and Proctor et 
al. 1994 [161]). 
The important parameter for the occurrence of overstability is expected to be the 
magnetic Prandtl number, (, (z), which needs to be less than I before overstability 
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is possible. (Note that the magnetic Prandtl number is the ratio of the magnetic to 
the thermal diffusivity. ) The variation of (,,, (z) with z is 
(m (Z) =Z (3.48) 
(Note that for polytropic models there is only a dependence on the density. ) 
lt was found that overstability occurred for R= IOR,, where R, is the critical 
Rayleigh number when Q=0, (, ' ,=0.1, Q= 2000, and a=1. The solution is clearly 
a standing wave, as shown in Figure 3.40. If other parameters are kept constant 
convection is suppressed completely at about Q 5000. For large values of R, for 
example R= 100R, no oscillatory solutions could be found. This could be because 
the stability properties in the (R, Q) plane has not been worked out, and the parameter 
space for overstability is small. However it is more likely that this is another example 
of the fact that if the fully developed convection is close to adiabatic, which is more 
likely for large R, steady overturning convection is preferred, for example see Hughes 
&Proctor 1988 [86]. 
When the governing equations are scaled in the same way as before, the dimension- 
1/2 
less thermal conductivity is K, = (I + a)K,, 1Cpp.,, d(-! ý*-T,, ) while the field strength AM 
is measured by the dimensionless quantity 
Fs = or(muKs2Q/(l + a)2. 
The ratio of the gas pressure to the magnetic pressure is defined to be 
O(z) = Pl(0.5F, (B 
2+B 2». (3.49) 
Shown in Figure 3.39 are O(z) and ( .. (z) for the initial state of the standing wave 
oscillatory solution described above. Shown in Figure 3.38 is the time variation of 
various quantities for the same solution. 
3.5.3 Conclusions 
The main result is that since oscillatory solutions could be found for a vertical 
field where strong interaction between the magnetic field and convection is insured 
throughout the numerical experiment, it is clear that the lack of oscillatory solutions 
for the horizontal field case is due to the presence of stable layers. For the horizontal 
field case these stable layers allowed the effective separation of the magnetic field from 
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the convection to occur. This confirmed by the comparison of the variation of various 
quantities in Figures 3.38 and 3.20 where the variation of quantities based on the 
magnetic field, i. e is much less drastic for the horizontal field. 
Also the already known result that for oscillatory behaviour to occur it is necessary 
for the convection to be non-adiabatic was confirmed. This means that, at least for 
two-dimensional magneto-convection, the region of the (R, Q) parameter space for 
which oscillatory behaviour can occur is small. There are, as well, restrictions on the 
magnitude of diffusivities as measured by the magnetic Prandtl number for oscillatory 
solutions to occur. However to confirm this it would be necessary to carry out the 
linear stability analysis for the non-polytropic initial model used. The fact that 
interesting dynamical behaviour like, oscillatory solutions, occur in the non-adiabatic 
weakly non-linear regime justifies the use of polytropic models, where it is feasible 
to carry out analytic finite amplitude calculations to compare and support numerical 
experiments. 
The numerical experiments of this and the previous section raises questions gen- 
erally about the importance of the magnetic boundary conditions in determining the 
nature of solutions in magneto- convection problems. Weiss, Proctor and their collab- 
orators in a series of papers (see for example Cattaneo 1984b [23], Hughes & Proctor 
1988 [86], Hurlburt & Toomre 1988 [89], Hurlburt et al. 1989 [88], Nagata et al. 
1990 [132] Proctor 1992 [1591, Proctor et al. 1994 [161], Matthews et al. 1994 [118], 
Brownjohn et al. 1994 [201, Hurlburt et al. 1995 [87] ) demonstrate that magneto- 
convection is an important component of the behaviour of sunspots. However there 
are features of these experiments, for example; unstable polytrope across the whole 
layer, small aspect ratios, which lead to very specialised dynamical behaviour, i. e two 
layer pulsations and shear instabilities. It is likely that these features need something 
else other than magneto-convection to occur in a realistic situation. For example a 
large vertical magnetic field will tend to make the horizontal scale of convection small, 
thus producing a situation similar to a small aspect ratio numerical experiment. How- 
ever, in a numerical experiment the boundary conditions can constrain the magnetic 
field to be predominately vertical, or horizontal depending on initial conditions, but 
in a real sunspot it is not obvious why the field remains close to vertical in the central 
umbra. 
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Chapter 4 
Convection including the effect of 
self gravity and energy generation 
4.1 Introduction 
Convection in stars with convective cores is likely to be very different in character, 
to convection which occurs near the surface layers of stars like the Sun. There are 
obvious differences in the main driving mechanism. (Convection near surface layers 
crosses many pressure scale heights, so buoyancy forces are very important, while in 
convective cores the main mechanism is due to the steep increase towards the center of 
the nuclear energy generation rate. The pressure contrast across the core is typically 
only 3 or 4 scale heights). 
Another important issue is the effect of self gravity. Moss & Taylor (1969 [130], 
1970 [131]) gave an argument for why the neglect of gravitational potential fluctua- 
tions, was a reasonable approximation for convective shells, but it is not clear that 
this approximation, called the Cowling approximation, is justifiable for convective 
cores. Differences in the gravitational potential give an effective force, which may 
enhance the convective overshooting. 
AlsO7 as noted earlier, the Roxburgh criteria can only be applied to convective 
cores to determine the amount of overshooting. This is because the condition of 
regularity, at the center of a star, gives the inner boundary condition. 
The above discussion outlines some of the ideas which are the motivation behind 
attempting to find more appropriate initial models for understanding convective pen- 
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etration from stellar cores, than that considered in Chapter 2. The model detailed 
in the next section includes self gravitation and energy generation in a natural way. 
These are key features that need to be included for numerical simulations aiming to 
increase understanding of convection in stellar cores. 
4.2 The model 
Shown below are the equations of structure for a self gravitating, plane parallel, 
vertically stratified stellar object. The energy generation and opacity are given by 
power laws, and the equation of state is that of an ideal gas. The resulting models are 
the plane parallel equivalent of the classical models of homogeneous spherical stars. 
In a spherical star the independent degree of freedom is the stellar mass M (and 
the composition); for plane parallel models the equivalent parameter is E, the total 
mass in a vertical column of unit horizontal area. Given E(and the composition) the 
vertical thickness, energy flux and vertical stratification are determined. 
4.2.1 The Equations of Structure 
In a plane parallel system all variables depend only on the vertical distance z from 
the central plane (z = 0), gravity acts in the vertical direction and the equations of 
structure are: 
OP 
- -9p, 
09Z 
19g 
- 47Gp, 19Z 
OT 
- 
3rpF 
if 
T OPIOz 
>5 
Oz 4aSIBcT3 P OTIOz 2 
else 
OT 2T aP 
---(convective), 
i9z 5P i9z 
pT 
dS 
fp- 
i9F 
dt az 
p= pT, 
s=3 
R* 
log( 
p 
2 pm p 
5/3 
(radiative), 
(4.1) 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
(4.6) 
(4.7) 
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rx, = Kop-4T-C, (4.8) 
c= copT', (4.9) 
where M,,,, is constant for uniform chemical composition, A, C and 'ý are constants. 
Also E is the nuclear energy generation rate, F is the radiative flux. The boundary 
conditions on these equations are that the solution is non-singular at z= 
F=01 g=O at z=O, (4.10) 
and, provided the surface layers are radiative, the surface boundary condition can 
be taken as 
01 T=0, at z= ±hl 
where h is the semi thickness of the disc. 
The total surface density(mass per unit area) of the layer is 
+h 
pdz. 
'h 
The surface value of g is obtained directly from equation 4.2 as 
9surf ace == 
fo h dg dz = 27rG 
f +h 
pdz = 27GE. (4.13) dz -h 
The central value of the pressure P is obtained by dividing equation 4.1 by equa- 
tion 4.2 to give 
dP 
_9P= PC -92 (4.14) dg 47rG' 8,7rG' 
and, with P=0 at g=g,., f,,,,, the pressure were g=0 is given by 
2 E2 
PC _ 
9surface 
_ 
7rG (4.15) 
8,7rG 2 
4.2.2 Dimensionless variables 
The equations of stellar structure for a static homogeneous model are expressible 
in 
terms of g as the independent variable by dividing through equations 
4.1,4.3,4.4 
and 4.5 by equation 4.2 to give; 
dP 9 (4.16) 
dg 47rG' 
dz 
-1 (4.17) dg 47GP' 
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dT UF (radiative), (4.18) 
dg 167raSIBcGT3 
dT 2TdP (convective), (4.19) 
dg 5P dg 
and 
dF (4.20) 
dg 47G 
It is then found convenient to transform to dimensionless variables -y, Lu, 0, 
where 
g go,, y, P Pocu, T To 0, (4.21) 
zu 
z Zo(, F FoO, p po-, (4.22) 0 
with 
Po = 2P, = 7GE27 (4.23) 
90 = gsurface= 27rGE7 (4.24) 
TO 
3Ko6o ) 
(11(5+C+A-,; )) ((I+A)1(5+C+A-,; )) 
E(2A+4)/(5+C+A-(; ) 
7 
(4.25) 
16aSIBC 
Fo 
3r, 06 
(ý-1)1(5+C+A-,; ) G) (4+C+A,; )1(5+C+A-(; ) E(I 1+3C+A+,; +2A,; ) / (5+C+A-,; ) 
7 
2 16aSIBC 
(4.26) 
zo =1( 
3Koco 11(5+C+A-(; ) ( 7r/-t,,, G ) 
(1+A)1(5+C+A-,; )-l 
E(A- I -C+,; )1(5+C+A-(; ). (4.27) 
2 16aSIBC R* 
Hence, 
AM 2 'OU 
R* TO 7F 0' 
This transforms the equations to the form, 
dLu 
-= -7, d-y 
d( 
d-y 
dO OLU A (radtative), 
d-y 03+C+A 
and 
dO 20 dLu 
= ---(convective), d-y 5 ru d-y 
dO 
d-y 
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(4.28) 
(4.29) 
(4.30) 
(4.31) 
(4.32) 
From the definition of Lu and -y these equations must satisfy the boundary condi- 
tions: 
w= 0-0, (=0 at -y = 01 (4.33) 
'cu =010=0 at -Y = 1. (4.34) 
The value of 0= 00 at -y =0 is determined by the condition o=0=0 at the surface 
-y = 1, and is the eigenvalue of the system of equations. 
When ý=I simple analytic solutions to the structure equations can be found, as 
shown below. 
4.2.3 Analytic models with ý=1 
The case (; =1 is particularly simple since the energy equation gives 
do 
-, -1 
(1 
_ 72)1 (4.35) d-y 2 
hence 
I 
'y (1 -7). (4-36) 
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The above relations are valid through out the whole of the stellar object. 
For the radiative envelope the solution for 0 is found to be 
4+C+A 
- const 
(4 +C+ A) (I _ 72)A+l ((3A + 5) - (I + 
A), ý2)j (4.37) 
6 2A+l (A+I)(A+2) 
where const is given by 
rn2eonopA+l 
const 
300 (4.38) 
T3+C 4aSIBC 0 Fo 
The effective polytropic index m, ff is given by 
,ý 04+A+C 4+C+ A [(3A+5) -(I+ A) ý2 (4-39) Tneff +0 
01+A I+A 3(A + 2) (1 - ý2/3) 
so that models are radiative throughout provided 
9A2 + 11A - 10 (4.40) 
2(3A + 5) 
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If condition 4.40 is not satisfied the model has a central convective zone which 
sets in where (m, f f+ 1) - 2.5. Equation 4.39 then gives the value -y - -y, at this 
boundary as 
72_ 
9A2 + IIA _ 10 - 6CA - IOC 
(I + A)(3A +2- 2C) 
For 7< -y, the 0 solution is given by 
0= 00 (1 
- -Y 
2)2/5. (4.42) 
The value of 00 is determined by continuity with the envelope solution at -y = -ý, 
04+C+A (4 +C+ A) 2 (I 2)(3A-3-2C)/5((3A + 5) - (I + A)7, (4.43) 06 2A+l - 7c (A + 1)(A + 2) 
The relation between ( and -y is shown below 
Od-yl 
(4.44) 
Lu 
where 0 is given by Equation 4.42 for 7< -y,. and by Equation 4.37 otherwise. 
It can be shown that plane parallel stellar objects are secularly stable if 
5+ A+ C -, ý > 0) 
see Roxburgh 1992 [177]. 
(4.45) 
Therefore a simple plane parallel model with a central convective region is given 
by taking A-2, C-2,, ý = 1. This is secularly stable, convective for -y < 0.57735, 
and radiative for -y > 0.57735. 
The problem with using a small value of,; is that, a significant amount of energy 
generation can occur outside the actively convective region, unlike in a realistic situ- 
ation. Unfortunately initial models with high ý are difficult to integrate numerically, 
especially with the desired properties of a central convective region; secularly stable, 
etc . 
4.3 The Numerical Experiment 
The time dependent calculations are performed for a fixed layer between z= -d and 
z=d, where the central plane with g=0 occurs at z=0. This could be a serious 
(4.41) 
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drawback since, it was noted in a similar problem considered by Merryfield et al. 1991 
[122], that when the oscillation of the plane parallel layer was artificially modelled, 
the occurrence of secular thermal instability was suppressed. This was interpreted 
as evidence that oscillations of a star provide an important mechanism for removing 
energy produced by nuclear reactions in the core, and thereby help the star to self 
regulate. However this point is not obvious. An alternative explanation is that the 
secular thermal properties of a plane-parallel layer are drastically different to that for 
a spherical geometry, see Roxburgh 1992 [177]. In any case including the variation 
of radius in a numerical experiment would be a formidable problem. 
At z= ±d an artificial boundary is imposed, across which there is no momentum 
flux. This may be a reasonable approximation if d is far from the convective/ radiative 
boundary, so that the vertical velocity is tending to zero. Further it is usually assumed 
that the artificial boundary is transparent to radiation. This results in a relationship 
there, between the radiative flux and temperature, of the form 
F T4 
Fo = 
(To) 
where FO and To are the initial values of the radiative flux and temperature. The 
initial state used is the model described in the previous section, where A == C=2, 
and ý =- 1. The purely conductive solution was most often used. In the previous 
section the solutions for the initial density, pressure etc, where given in terms of 
the mass variable -y. Here, these are converted into variables of z and then rescaled 
in terms of their values at g=g,, (Z = d). For the majority of the calculations 
gu = 0-959surfacei where 9surface is the surface gravity of the 
initial model. There 
is a limit to how near the truncation surface can be made to gu= 9surface) 
because 
gradients become increasingly large as g,, - > 9surface- 
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Figure 4.2: The radiative flux and gravity for the initial radiative state. 
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The time dependent equations that describe the evolution of this initial state, are 
those for an compressible fluid, where gravity is not constant and energy generation 
can occur within the fluid. Since these equations are very similar to those used 
previously, only the normalised form convenient for numerical calculations is shown 
below. The equations have been put into conservative form, where this is possible. 
Two different forms of the energy equation were used. One type was conservative, 
but only valid when the gravity was not allowed to evolve with time. The other was 
of transport form, and is valid in the more general case of variable gravity. It was 
checked that the two different forms give the same results. 
4.3.1 The normalised equations 
The variables used for scaling are the values of those variables where -g = W, for the 
initial model described in the previous section, and overbar means the variable has a 
dimension. The unit of length is taken to be d. Similarly the density and temperature 
1 2 
are scaled by p; and T,,,. The time unit is dl(,. " In these calculations no account 
of different particle species is made, so the mean molecular weight is constant. The 
pressure is scaled by p7,, -! ý*-T, and the internal energy CT by ! *-T,,,. In summary after AM AM 
the above rescaling, the dimensionless variables used in the numerical experiment are: 
X1 X2 
X1 - -=j X2 = -- .) 
dd 
p 
PU 
W= 
rn 
TU 
P-U-£ý* u tirn 
es R. TU 
Mm 
t 
dA * TU 
jum 
u 
MM 
Es 
Es 
_R 1 PD. 7 u umm 
Ku' 
9 
9= Wu 
(4.46) 
(4.47) 
(4.48) 
(4.49) 
(4.50) 
where r. = P(UVT+ . 2! UiUi) ý 
for the energy equation of transport type, E, = jj(CT + 
Uiui + for the conservative type, and ý is the gravitational potential. Also 2 
= U, -T. The normalised equations can then be derived to 
be: 
Op 
+0 (pui) 0, i=1,2, at axi 
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19pui a 
at axj 
(6ijp + PUiUj - g, 2L Tij) + gsgip = 0, il 1,2 (4.52) 
The energy equation in transport form is 
OE, 
+0 [(E, + P)uj - g, 21 
1 (Ui-Fji) 
at Oxj L 
1 
I+ ce) K T] 
aL 09xj 
i (I + ce) -98gipui - (U 98 2 
aL 
Ep = 01 il 1,2 (4-53) 
and in conservative form is 
OEs a2 
+ [(E, + P)uj - g, 
' 1 (uiTji) 
at Oxj L 
-1(1+a) a gS 2 
orL axi 
Tj 
(IFU + 1) 1+ a) 
(u 
98 2 
uL 
cp = 0, i, j = 1,2 (4.54) 
whereTij has the usual definition of the viscous tensor, and 
K T('ý+3)p-(l+A) (4-55) 
4aSIBcT(c+3) 
K,, u (4.56) 
-(I+A) 3Kopu 
In addition c= pP and cop. T. 
The parameters C., g, and r,, are readily determined from the initial model, and 
are defined as 
-. 
TU (4-57) 
u 
(U iwi 
gs 
g=u (4.58) 
W. - Tu- , 
it rn 
]Pu +1P 
OFI0z 
lz=l- (4.59) 
F OPI0z 
Note that 
F+1=P 
dF 
=I1 
(1 -y 
2)2 
(4.60) 
F dP 2 -y 
2 (1 
_ 
-f2 
3 
Whilst, in a similar way as before, 
T OPIOz - 9-u 7-nef f+P OTIOz 
ou-R. . 
Am 
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This is because it is convenient to calculate g, from, 
98 
The other parameters, the Prandtl number a, and L are defined as, 
ACP 
(4-61) Yu- 
L2 
d3 p2 
W1 (4.62) 
where jg is the coefficient of viscosity, which is always assumed to be constant. The 
only quantity not determined by the initial model is the viscosity coefficient, j7, so 
that a is arbitary for a particular initial model. However the combination aL, given 
by7 
l -1 
orL = 
Cp 
gu Ku 
(4-63) 
is determined by the initial model. Other useful parameters for the numerical exper- 
iment are; the scaled conductivity, 
+ oz) 
aL aýP-u ( ll- Tu-) , ll- 
fLM MM 
which is the ratio of a sound crossing time to a thermal relaxation time; the energy 
generation parameter, 
.i 
(I + a) ce 98 2 (u uL 
and the scaled viscosity, 
11 )7 1 VS = gS2- =- 
L Id-p; 521 u AM 
In terms of the above parameters, we can now remark on some of the characteristic 
time scales for the model. The present definition of the time unit corresponds to the 
time taken for a (isothermal) sound wave to propagate a unit distance along the 
outer boundaries. A vertically propagating sound wave is affected by stratification, 
and thus a more realistic estimate for the vertical sound crossing time is 
11 p 
Tc = 
fo dz( 
P) 
(4-64) 
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Similarly, the thermal relaxation time for the layer, taking stratification into account, 
1 is Tk f6 dz( P ). The time scale for viscous relaxation is given by T, - Tk /0, Ks K 
assuming that the variation of the conductivity across the layer is small. In addition 
the energy generation time scale is given by 
Te = dz( 
I )l fo 
Q'p 
(4.65) 
for ý=I. For the standard reference case, where a=5.0, and uL - 8000, -r-, - 0.54, 
Tk- 3008, andT, -4407. 
There is a limit on how small the Prandtl number (viscosity) can be made, for 
reliable results of the numerical calculation. Ideally the Prandtl number should be 
as low as possible for the results to be of relevance for stellar convection. Similarly 
there is a range of acceptable Rayleigh numbers. The Rayleigh number must be 
greater than the critical Rayleigh number, but the numerical experiment cannot be 
too strongly non-linear. These two constraints prevent the thermal and dynamic time 
scales being comparable. In these calculations the thermal time scale is about 3x 104 
times longer than the dynamic time scale, of course there is considerable variation 
with depth. Accordingly, there is a difficulty achieving thermal relaxation in the 
solutions, which was not adequately resolved. (Note that even for calculations near 
marginal stability, the thermal time scale is about 30 times larger than the dynamic 
time scale. ) 
It is possible to define a Rayleigh number, R,, as, 
(W/ T) d4 
Ru =- 
9u (4-66) 
Ku / p7u-Cp) (71 / P-u-) 
[OU - =::::: 1- CP 
R,, will be used to give an indication of the degree of non-linearity, compared with 
other numerical studies. 
When the self gravity of a fluid is considered, the acceleration due to gravity gi is 
no longer a constant in time. In general this means that the Poisson equation, 
V2 qj 
= 47Gp, (4.67) 
needs to be solved for T. gi is then found from 
gi =aT (4.68) axi 
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For these preliminary studies, it will be assumed that the density fluctuations are 
negligible in the horizontal direction. The Poisson equation becomes one dimensional 
in the z direction, i. e g-- =0 and gz is given by 
gz - 
47Gp,, z 
Pavdzl 
gu 
fo (4.69) 
where 
47rGp,, is determined by the initial state, and p,,, is the horizontally averaged gu 
density. 
4.3.2 Boundary Conditions 
At the artificial boundaries, z= ±d7 it is assumed that there is no momentum flux 
across the boundaries, and the boundaries are stress free. This implies that 
W= PW = 
au 
= 0. 
az 
(4.70) 
It is also assumed that these boundaries are transparent to radiation. Therefore at 
z= ±d also have, 
T 
F, To 
(4.71) 
where FO and To are the initial radiative flux, and the temperature, respectively. 
Clearly other choices are possible, for example assuming that there is a radiative 
atmosphere above the artificial boundaries, but the hope is that the particular choices 
will be unimportant, if the artificial boundaries are placed far enough into the locally 
stable regions of the initial state. 
4.3.3 The Integral Constraints in a 2D Geometry, with Energy Sources 
This subsection shows changes to the derivation of the Integral constraints in a two- 
dimensional geometry, due to the presence of energy sources. For the full derivation, 
for the simpler model considered earlier, see section ( 2.2.2). 
Assuming only that the convection is statistically stationary, then in a similar way 
to before, from the total energy equation we get 
4 Fi > dEj = 
I, 
cp > dV (4.72) 
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(Note that, similar to before, V is the volume defined by 0<x<a, -d >z<d; and 
here E is the associated bounding surface. ) Also from the thermal equation we get 
aFi 
axi + ep) > 
dV (4.73) 
The horizontal boundaries are at z= ±d, and periodic boundary conditions apply 
at the vertical boundaries x=0 and x=a. Using these periodic conditions, and 
neglecting horizontal fluxes, Equation ( 4.72) gives, 
0 
ja 
< F, (x, -d, t) > dx +<F, (x, d, t) > dx cpdV. (4.74) 
10 iv 
Now defining cp = it can be shown from Equation ( 4.73) that axi 57 
< (Fi - Fi) 
1 OT 
> dV > dV +< 
F'- Jý' 
> dEil T2 OX, vy 
(4.75) 
TET 
where as before <> denotes horizontal spatial, and temporal averaging. In spherical 
geometry, and also the simpler model considered in Chapter 2, the surface integral in 
Equation 4.75 above would vanish, but is not necessarily the case for a plane parallel 
geometry. Evaluating this surface integral gives, 
Fi - Fi Fbot _ ]pbot 
bot lE 
T> 
dEi = Fit' - ]Pit'lTtP i IT (4.76) i 
where Fitop = fo' < F, (x, d, t) > dx for example, and the integrations involved in 
calculating ri are started from the bottom boundary. Then from Equation 4.74 we 
have, 
F. top - FtOP =F 
bot 
_ ]pbot IIziI 
Therefore, if Ttp = Tb, t, or if rý't = FbIt is chosen, then zi 
fE Fi 
T 
ri 
> dEj = 01 
is indeed true. 
4.3.4 Results 
(4.77) 
A reference set of calculations were made with the following parameters; the Prandtl 
number, or = 5.0, orL = 8000, (this is equivalent to a central 
Rayleigh number, 
R- 105) and an aspect ratio, A 1. The initial model was a purely radiative 
state where A=2, C=2 and ; 1, 
(The first two parameters are the power 
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law for the conductivity, the last for the energy generation rate, see section ( 4.2.1) 
earlier. ) In addition the initial model was truncated at a z, were the gravity is 
given by g,, = 0.959surface- Calculations were made with both constant gravity, and 
a consistent gravity. For the calculations presented the grid resolution is 191x191- 
Other calculations were made with coarser grids but those were unreliable because, for 
the plane parallel models considered, gradients increase rapidly towards the surface. 
This is in contrast to the analogous spherical models, were the gradients tend to zero 
at the surface. 
This is one of the first calculations where the convectively unstable region, ac- 
cording to the Schwarzschild criteria, does not contain the maximum temperature 
gradient since the conductivity is a function of both temperature and density. A high 
viscosity was chosen for the reference calculation since with calculations performed 
with a coarser grid, velocities grew rapidly large, when the Prandtl number was < 3. 
The growth rate of the reference calculations was small. The solution had not even 
partially thermally relaxed until at least t= 1000. In comparison the calculations 
performed in earlier chapters, which did not include energy generation, a statistically 
steady state was reached by t- 300 in similar units. As shown later, slow thermal 
adjustment is still occurring for t- 5000. 
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Figure 4.3: The time averaged values of the integrands of the Integral Relations for param- 
eters with the standard reference values. The solution has been run to t =960-0. 
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Figure 4.4: The time averaged rates of working for same parameters as Figure 4-3. 
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Figure 4.5: The time averaged fluxes for the same parameters as Figure 4-3. 
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Figure 4.6: The velocity field at time t= 960 for the same parameters as Figure 4-3. 
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Figure 4.7: Comparisons of the effective polytropic index, for three different solutions. 
These are, a)that obtained from the numerical experiment, for the same parameters as 
previous diagram; c)that from the initial model, which is a "purely" radiative solution; 
and b)that from an "astrophysical" solution, where the convection is assumed to make the 
structure exactly adiabatic. The solutions shown are for "plane-parallel stellar objects" with 
the same surface gravity, 9 ::::::::: 9surface, and thus E. Also the solutions displayed, are for 
when the plane-parallel stellar objects are truncated at the same radius. At this truncation 
radius, g=0.95gsurface7 for the numerical and radiative solutions. For the "astrophysical" 
solution, g is slightly larger than 0.95, but for the model considered it turns out that there 
is little difference between the radiative and "astrophysical" solutions, outside the central 
convective region. The solution for the numerical experiment is displayed for t= 960. The 
numerical solution is completely subadiabatic at this time, which is not typical behaviour! 185 
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Figure 4.8: The time averaged values of the integrands of the Integral Relations for param- 
eters of the standard reference values, except that c, = 1.0. The solution has been run to t 
=1723.0. 
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Figure 4-9: The time averaged rates of working for same parameters as Figure 4-8 
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Figure 4.10: The time averaged fluxes for the same parameters as previous diagram. 
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Figure 4.11: The velocity field at time t= 1760 for the same parameters as Figure 4-8 
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Figure 4.12: Comparisons of the effective polytropic index, for three different solutions. 
These solutions are obtained and labelled in the same manner as previously. Solutions are 
displayed for the numerical experiment for t= 1760. 
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Figure 4.13: The time averaged values of the integrands of the Integral Relations for pa- 
rameters of the standard reference values, except that or = 0.5. The solution has been run 
to t =582.0. 
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Figure 4.14: The time averaged rates of working for the same parameters as Figure 4-13 
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Figure 4.15: The time averaged fluxes, for the same parameters as Figure 4-13. 
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Figure 4.16: The velocity field at time t= 582.0., for the same parameters as Figure 4-13. 
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Figure 4.17: Comparisons of the effective polytropic index, for three different solutions. 
These solutions are obtained and labelled in the same manner as previously. Solutions are 
displayed for the numerical experiment for several different times between t= 461 and 
t= 764. 
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Figure 4.18: The time averaged values of the integrands of the Integral Relations for pa- 
rameters of the standard reference values, i. e a=5.0, except that the calculation of gravity 
is consistent. The solution has been run to t =1045.0. 
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Figure 4.19: The time averaged rates of working for the same parameters as Figure 4-18 
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Figure 4.20: The time averaged fluxes for the same parameters as Figure 4-18. 
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Figure 4.21: The velocity field at time t= 960 for the same parameters as Figure 4-18. 
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Figure 4.22: Comparisons of the effective polytropic index, for three different solutions. 
These solutions are obtained and labelled in the same manner as previously. Solutions are 
displayed for the numerical experiment for t= 1045.. 
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Figure 4.23: The Time averaged values of the integrands of the Integral Relations for 
parameters of the standard reference values, except that a=1.0, and gravity is calculated 
consistently. The solution has been run to t =679 
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Figure 4.24: The time averaged rates of working for same parameters as Figure 4-23 
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Figure 4.25: The time averaged fluxes for the same parameters as Figure 4-23. 
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Figure 4.26: The velocity field at time t= 679 for the same parameters as 
Figure 4-23 
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Figure 4.27: Comparisons of the effective polytropic index, for three different solutions. 
These solutions are obtained and labelled in the same manner as previously. Solutions are 
displayed for the numerical experiment for t= 1521.0. 
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Figure 4.28: The time averaged values of the integrands of the Integral Relations for pa- 
rameters of the standard reference values, except that or = 0.5, and the gravity is calculated 
consistently. The solution has been run to t =1054.0. 
5xlo -6 
E 
<E > 
01TI... 
<E > pres 
-6 5x 10 
-0.5 0 0.5 
<E 
<E> pres 
Figure 4.29: The time averaged rates of working for same parameters as Figure 4-28 
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Figure 4.30: The time averaged fluxes for the same parameters as Figure 4-28. 
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Figure 4.31: The velocity field at time t= 742 for the same parameters as Figure 4-28 
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Figure 4.32: Comparisons of the effective polytropic index, for three different solutions. 
These solutions are obtained and labelled in the same manner as previously. Solutions are 
displayed for the numerical experiment for t == 1054 
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Several unexpected results where found from the numerical experiments of con- 
vection with a heat source. The most surprising of these was that, compared with 
the numerical experiments with no energy source described in earlier chapters, there 
is a much more severe limit on how small the Prandtl number can be made. It was 
found that, for the resolution used, the Prandtl number cound not be made much less 
than 0.5. If the Prandtl number is too small velocities rapidly grow very large. For 
the numerical experiments performed in earlier chapters, which had no energy source, 
solutions could be found for a=0.01, although the supercritical Rayleigh number 
used was comparable in both cases, as the following section on the linear analysis 
shows. The main reason for considering the linear stability problem in greater detail 
than normal, was to see if there was any indication of a physical explanation for this 
result. For large Prandtl number examples, the solutions were almost "anti- symmet- 
ric" about the z=0 plane. The solutions became increasingly less symmetrical as 
the Prandtl number was decreased. These type of solutions are analogous to the 1=I 
modes, which are found to be preferred in the linear regime in a spherical geometry 
by Chandrasekhar 1961 [37]. Numerical work suggests that 1=I type solutions are 
preferred in the non-linear regime also (Herant et al. 1992 [84]). On a long time scale, 
of - 1000 time units, the convection cells flip over, see as an example Figure 4.33 
for aa=1.0 constant gravity solution. 
Also, for these parameters, the variation with time of 
E, dV 
is shown in Figure 4.34. This shows the very slow thermal adjustment typical for 
these solutions. 
Comparison of the results with constant and "consistent" gravity do not show 
any significant differences in the nature of the solutions. Nevertheless, 
for the a= 
5.0 examples, the consistent gravity calculation shows evidence 
for greater buoyancy 
driving, see Figures ( 4.4) and ( 4.19). This is consistent with the idea that the 
Cowling approximation is more dubious for a steady laminar 
flow than for more 
turbulent cases. 
Since the solutions did not achieve thermal relaxation, making conclusions about 
the assumptions involved in the Roxburgh criterion is not really valid. 
Accepting this 
201 
1 
0.5 
0 
-0.5 
-I 
0.5 
0 
-0.5 
17 2*3.0 
* -* - 
ý --t* C=i7* 
ý--, 
-ýW. -* * ' -2kz -, -A. ýze - 
0 0.2 0.4 0.6 0.8 1 
t42 0*6.0 
/* 
0 0.2 0.4 0.6 0.8 1 
Figure 4.33: Nature of the flow pattern for a=1.0 and constant gravity. On a long time 
scale, of - 1000 units, the sense of flow reverses. 
limitation the main finding is that in contrast to the results of Chapter 2 there is 
not a trend for the contribution to the energy balance across the layer due to viscous 
dissipation to decrease when the Prandtl number decreases. It should also be noted 
that the range of Prandtl numbers is 0.5 <a<5.0, for the results presented in this 
section. 
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Figure 4.34: The variation with time of f EdV for or = 1.0 and constant gravity. This 
shows that, for typical parameters chosen, the solution does not achieve thermal relaxation. 
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4.4 Linear Stability Analysis 
Convection with a heat source introduces the potential for more types of instability 
than for the well known case of Benard convection. In addition to the usual direct and 
overstable convective instabilities, there can be an instability due to the fluctuations 
of the energy source. Instability of this nature can occur in subadiabatic regions. 
The 'He instability is an example of an instability due to fluctuations of the energy 
source which occurs due to the high sensitivity to temperature of the cycle of nuclear 
reactions which produce and destroy 3 He. The 3 He instability has been proposed 
to have occurred in the subadiabatic core of the Sun (Dilke and Gough 1972 [54]). 
An attempt to explore the nonlinear behaviour of the 3 He instability was made in 
Merryfield et al. 1990, and 1991 [121], [122]. 
The numerical experiments of Merryfield et al., found a sharp limit on how strongly 
the flows could be driven by an energy source, (in their case interested in the 'He 
instability). The reason they were able to identity for their result, was a subcritical 
thermal (secular) instability. There are two possibilities for why this occurred for 
their model. Unlike a star their incompressible layer could not expand or contract, 
and secondly a plane-parallel layer is more susceptible to secular instability than 
a spherical geometry, Roxburgh 1992 [177]. These arguments are also valid for the 
problem I consider, so it is possible that a subcritical thermal instability could explain 
the difficulty in finding solutions for low Prandtl numbers. In fact since the central 
regions of the plane parallel stellar object are superadiabatic, it is even possible that 
this instability is more significant. There would be more evidence for this instability, 
from the numerical experiments, if there was a strong limit on how superadiabatic 
the initial model could be made, (by increasing the Rayleigh number), as well as 
how small the viscosity could be, (lowering the Prandtl number). To check this point 
another series of expensive numerical experiments would have to be performed. 
The perturbation equations were found to be very "stiff", probably because of the 
large number of different time scales present. This was particularly true for the onset 
of overstability calculations. 
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4.4.1 The Perturbation Equations 
The Cowling approximation, that the gravitational potential fluctuations are negligi- 
ble, is made for simplicity. Then linearisation of the basic equations ( 4.51) -(4.54) 
about the hydrostatic conductive state gives the following perturbation equations: 
ap aui 
+ 
ap" 
at 'JO axi az 
Po 
Oui 
+ VP' - gs9olzp at 
OT' To ap' dT To dpo 
at ! PO at 
+ w(dz 3d 
22 PO z 
and 
1 
gs 2 
V. Tij 
L 
i 
gS2ý 0 aT 
orL 3 
-(-K-) + 
2 100 
aXi aXi 
(ru + 1) 51 
2 gs 
orL 3 Oo 
' 
(eo)' 
- 
2 
II P 
_T + 
pf 
PO To po 
Here z is directed in the same direction as gravity. 
(4.78) 
(4.79) 
(4.80) 
(4.81) 
In the above a perturbed quantity is denoted by superscript ' and an equilibrium 
quantity by a zero subscript. For convenience it is noted again that 
Ko = 
4ac 
T (3+C) p -(A+l) 
Uo 
(Ep)o = Eop'T'. 
Therefore the fluctuations K' and (Ep)' are given by 
K= (3 + C) 
T (A + 1) P, (4.82) 
Ko TO Po 
(EP), 
=2p +j (4-83) (EP) o Po TO 
Also since equilibrium quantities depend only on z, the fluctuation of the gradients 
of the radiative flux, F= K-12T-, can be split into parts which depend only on the axj 
vertical or horizontal components, 
OF /=a 
Ko 
aT /+d (K' 
dTo 
axj axj axj dz dz 
(4-84) 
Substitution of a single term in a Fourier decomposition of the perturbation equations, 
in the manner of 
f, =f/ (z)exp[Z(ax - ýt)], 
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yields a sixth-order system of ordinary differential equations for complex eigenfunc- 
, 
du' L and complex eigenvalue + Z&, at each hori- tions p', u', w', T' and 
4T 
ýz dz 
zontal wavenumber a. The real part of ý is the circular frequency of oscillation, and 
the imaginary part ýj is the growth rate. For &<0 the layer is linearly stable to 
two-dimensional perturbations, where as ýj >0 implies instability. This sixth-order 
system can be written as follows: 
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where 1 
U) 
2 
pud(R* T 
Rs AM 
is a sound speed Reynolds number, and 
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as before. 
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It turns out that the stability properties of the direct mode depend only on the 
Rayleigh number (i. e the appropriate R, for a given a gives the same Rayleigh num- 
ber). Note that the other dimensionless numbers above are determined by the initial 
hydrostatic model. 
The boundary conditions used where kept as close to the ones used in the numer- 
ical experiment as posssible. For example at the truncation surfaces free- boundary 
conditions were used: 
10 du' 
dz 
The difficulty was finding an appropriate boundary condition for the temperature. 
For simplicity it was decided to use 
dT' 
dz 
0. 
There was less than 5% change in the Rayleigh number for the direct mode calculation 
when T' =0 was used, so there is some hope that the precise boundary condition for 
the temperature is unimportant. When the Rayleigh number had the value necessary 
for the onset of direct convection, the only overstable modes found had negative 
growth rates. The Prandtl number was decreased from I down to 0.01 in the search 
for overstable modes, but none were found. This can be explained by the fact that 
for the initial model considered, the temperature and density dependence of both the 
conductivity and (cp)o are too weak, for driving mechanisms of oscillations like the 
kappa effect and/or the e- mechanism to be important. 
4.4.2 Results 
The results for the direct instability are shown below. Graph 4.35 shows the variation 
of Rayleigh number, R, with horizontal wavenumber, a, when 
dT' 
=0 at the outer dz 
boundaries. The variation with height of the eigenfunctions W, T', and p' are shown 
for the most unstable mode. The critical Rayleigh number is found to be R, = 27990, 
and occurs at wavelength a=1.97. It is interesting to note that the onset of direct 
convection occurs at a comparable Rayleigh number as that found for the model 
without energy sources considered in Chapter 2. Therefore the simulation results are 
for a Rayleigh number, R- 100R, so poor resolution is unlikely to explain why 
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thermal runaway occurs for Prandtl numbers less than about 0.5. Finite amplitude 
analysis is not feasible for the initial conductivity state considered, therefore if a 
subcritical thermal instability is occurring in the simulations, it is difficult to prove 
this. 
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Figure 4.35: The variation of Rayleigh number, R, with wavelength, a. Note that the onset 
of direct convection occurs at a comparable Rayleigh number to that found for the model 
without energy sources considered in Chapter 2. 
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Figure 4.36: The variation with z of the vertical velocity, W, for the critical wavenumber, 
a, = 1.97, and Rayleigh number, R, = 27990 
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Figure 4.37: The variation with z of the temperature perturbation, T', and density pertur- 
bation, pI, for the critical wavenumber, a, = 1.97, and Rayleigh number, R, = 27990. 
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4.5 Conclusions 
The main result is that, in contrast to the results of Chapter 2, there is not a trend 
for the contribution to the energy balance across the layer due to viscous dissipation 
to decrease, when the Prandtl number is decreased. It should be noted that the range 
of Prandtl numbers is 0.5 < o7 < 5.0, and R- 100R, for the results presented in this 
section. In addition, there is no evidence that use of the Cowling approximation leads 
to significantly different behaviour. 
Previous numerical experiments on convection with internal heating, have concen- 
trated on a fluid with infinite Prandtl number (motivated by geophysical considera- 
tions) , see for example Lennie et al. 1988 [107]. As far as I am aware there has been 
no published work in the low viscosity and high thermal conductivity regime. This is 
almost certainly due to the thermal relaxation problem, which is difficult to avoid. 
Lennie et al. 1988 [107] considered the breakdown of steady convection for an 
internally heated plane-parallel layer in the weakly non-linear regime. This type of 
convection lead to the formation of a cold boundary layer. Cold blobs formed and 
detached themselves from this layer when the Rayleigh number was sufficiently large. 
The transition to oscillatory behaviour when the Rayleigh number was increased was 
explained physically by the cold blobs circulating round the convection cells. The 
time scale of the oscillations was of order a dynamic time-scale for the results of 
Lennie et al.. For the time dependent results reported in this chapter, the time-scale 
of the oscillations is - 100 times greater than the dynamic time-scale (and - 10 times 
smaller than the viscous time-scale). Hence a similar physical interpretation of the 
oscillation does not seem possible, and remains to be resolved. 
The horizontal scale of the convection is found to be greater than for the problem 
considered in Chapter 2. With more available computing time the variation of the 
horizontal scale with increasing aspect ratio could have been explored. This would 
have had implications for how convection occurs in accretion disks. 
It is well known for direct numerical experiments of the Rayleigh-Benard problem 
that the radiative (diffusive) flux is always large in the convective region. This is 
undesirable when trying to understand convection in the astrophysical regime. For 
the problem considered in this chapter the balance of fluxes is almost entirely due to 
210 
the radiative flux, and the flux due to energy sources, see for example Figure ( 4.10). 
This means that numerical experiments using a Large Eddy Simulation approach 
could obtain very different results. 
The most obvious improvement to these calculations is carry out three dimensional 
numerical experiments in a spherical geometry. The geometry is important in prob- 
lems of this nature, mostly because the secular thermal properties of a plane-parallel 
layer are so different to that for a spherical geometry. 
It does not seem appropriate to make more detailed conclusions, because of the 
preliminary nature of the work presented. 
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Chapter 5 
Conclusion 
5.1 Summary 
There are two main parts to this dissertation. The main concern of one of these 
was to increase the understanding of convective penetration, particularly from stellar 
cores. This was achieved by two dimensional idealised numerical experiments, were 
the superadiabatic region of the fluid layer could adjust throughout the numerical 
experiment, in a natural way. The other half of this dissertation consists of various 
individual investigations into two dimensional magneto convection. 
I have presented three unique topics in this dissertation. In Chapter 2,1 inves- 
tigated convective penetration occurring in a fully compressible fluid, using explicit 
two dimensional numerical experiments. The main feature of the initial model was 
that, the thermal conductivity was a function of temperature, with a minimum, see 
Equation ( 2.63). Therefore convective penetration could occur in a natural way. 
In Chapter 4, further two dimensional numerical experiments into convective pen- 
etration were carried out, with the initial model having additional features which 
occur in stellar convective cores. Explicitly the type of initial model was a plane 
parallel equivalent of the classical Cowling models of homogeneous spherical stars, i. e 
the energy generation and opacity are given by power laws. Finally in section 3.3, 
the effect of convection on an initially uniform horizontal magnetic field was studied 
in detailed. For this topic, and the other magneto convection projects, other details 
of the initial model were the same as in Chapter 2. 
In addition in section 3.2 a simple model of a toroidal flux tube was considered, 
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but this is very similar to the calculations of Jennings (et al. ) 1992 [96]. Whilst in 
section 3.5 an initially vertical field was considered, for parameters of high magnetic 
field strength and small diffusivity ratio (magnetic Prandtl number). As expected 
oscillatory type solutions were obtained. 
In the remainder of this final chapter, I discuss the major results of this thesis, 
their role in theory and observation, and related future work. 
5.2 Major Results 
I iternise here the major results from this thesis in their order of importance. 
(1) The results of Chapter 2, indicate that, at least in the parameter range studied, 
the assumptions involved in deriving the "Roxburgh criterion", in a form useful for 
determining stellar convective cores, i. e of the form 
f r2 (Lrad 
- Lnuc) 
I dT 
dr > 0) 
r1 
T2 dr - 
are valid. Therefore the Roxburgh Criterion is the most promising way to gain a 
estimate of the extent of convective penetration in stellar interiors. These results are 
shown in a summary form in Figure 5.1. 
(2) Models with a fixed unstable region, such as the piecewise polytropic models of 
Hurlburt et al. 1986 [91], 94 [92], are not very appropriate for performing numerical 
experiments into convective penetration. This is because values of variables at the 
base of the unstable layer are important in determining the extent of convective 
penetration. 
In particular, convective penetration, in the formal sense, is negligible with piece- 
wise polytropic models. The penetration depth quoted being almost entirely due to 
convective overshooting. 
In contrast for my own results, even though compressible effects are not significant, 
there can be significant penetration for low viscosity flows. This could be particularly 
important in the manner that convective penetration occurs in stars with convective 
cores. 
(3) The influence of a horizontal magnetic field on convective overshooting is in- 
significant, unless the total magnetic field is of the same order as the total kinetic 
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Figure 5.1: Variation with Prandtl number a of the contributions to the integral constraint 
from the flux integral in the penetrative region IplI.,,, and from viscous dissipation V,, /I,, 
and Vpll,,. the lines connect points from the same Rayleigh numberR = R,,, = 4.78 106 - 
The points not on the curves have R=R,,, Iu. The calculations for or = 0.01 are at the 
limit of our resolution so the results are only approximate. 
energy. This suggests that "magnetic braking" does not explain why recent observa- 
tions are consistent with negligible overshoot in the Sun. 
(4) The results of the influence of a horizontal magnetic field on convection, show 
a greater concentration of magnetic flux in the upper layer. This is because the 
presence of stable layers at the boundaries reduce the influence of perfect boundary 
conditions. In contrast, most other work on this subject, for example Fox et al. 1990 
[651, were however compressible effects are more important, show greater magnetic 
flux concentration at the bottom of the layer. This is due to the pulling down of 
magnetic flux by the downdrafts. The other difference of these simulations are that 
the initial models are unstable across the whole layer. It is not clear which of these 
two effects is the most important in a realistic situation. 
5.3 Future Work 
The results presented in this thesis are clearly not the final word in determining 
the importance of convective penetration in astrophysics. In particular, the results 
of Chapter 4 are only the preliminary calculations for an initial model with more 
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features relevant to the type of convection, which occurs within stars with a convec- 
tive core, than the standard Rayleigh-Benard problem. Several difficulties occurred 
which where not adequately resolved. The main problem was, it was not possible to 
find solutions for low Prandtl numbers. It is probable that this is due to inadequate 
numerical resolution of the surface boundary layers, but it is possible that a subcrit- 
ical thermal instability is occurring, in a similar manner to that which occurred in 
Merryfield et al. 1991 [122]. 
The two dimensional plane geometry also leads to some artificial results of the non- 
linear solutions, for example the large amplitude of the horizontal velocities compared 
to the vertical. Whilst the initial model has several unusual features, large gradients 
in variables at the surface, and linear secular instability properties which do not 
correspond with spherical models. Clearly to obtain more meaningful results, three 
dimensional calculations in a spherical geometry need to be performed. 
The thermal relaxation problem can only be solved by restricting calculations to 
the weakly non-linear regime. Since the magnitude of the energy source time scale 
is linked to how non-linear the solutions are, it is not obvious how to get round this 
problem. 
It is also not natural that the magnitude of the radiative flux is always consider- 
ablely greater than the convective flux, even within the unstable region. At present 
this problem can only be tackled by sub-grid scale viscosity calculations, but as al- 
ready noted in the Introduction Chapter these methods are not reliable. 
The major effect on convective penetration that has not been included in this thesis 
is rotation. Rotation will most likely explain why recent observations are consistent 
with negligible overshoot in the Sun, and could be easily included in a numerical 
calculation. 
Several small two dimensional magnetoconvection problems were considered. These 
can obviously be improved by making three-dimensional calculations. Since the mag- 
netic boundary conditions influence the nature of the solutions to a large degree, 
future calculations should concentrate more on conditions suggested by observations, 
for example as in Lantz & Sudan 1995 [102]. 
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Appendix A 
Linear Stability Analysis 
The linear stability problem relevant for Chapter 4, has been shown already in section 
( 4.4). What is shown here is relevant for the simpler model of Chapter 2, where K 
is a function only of temperature, and there is no nuclear energy generation. 
A. 1 The Perturbation Equations 
For simplicity the static state, which will be perturbed from, is taken to be the pure 
radiative solution, which is in hydrostatic and thermal equilibrium, and has u=0. 
When the basic equations from Chapter 2 are linearised, and the static state, is 
subtracted, this leads to the following perturbation equations. 
f ap 
po 
oui 
+ uj 
apo 
(A. 1) 
at axi 19Z 
P, 
oui 
+ ap, + gzp 
V. Tij I (A. 2) 0 at Oz 
where 
and 
OT cI o9 aT +w-- (- K -)'. (A-3) 
19t CV CVPO 09xj axj 
aTo go 0* =- az Cp' 
p-+ 
pf (A. 4) 
Po To po 
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In the above a perturbed quantity is denoted by subscript ' and an equilibrium 
quantity by 0. 
Even though the exchange of stabilities can not be proved for the model considered, 
or indeed for polytropic models, when overstability of sound waves does occur it is 
only for special cases, see Jones (1976) [97] . 
Accordingly I will find here the onset 
of the direct instability, where -ý- = 0. The at - equations shown below are put 
into 
dimensionless form by scaling with respect to the top boundary values, as was done 
for the full equations. This leads to the following perturbation equations 
II VP+9p+V -T, (momentum) (A. 5) 
where 
Tij - /-t 
( Oui + 
auj 
_2 ij 
aut 
axj axi 3 ax, 
w dpo V. U =-, (contMuZty) (A-6) po dz 
and 
WPOCO *=v2 (KoT'), (energy) (A. 7) 
where 
d T,, 
_ g1cp- dz 
To and T' are the equilibrium and the departure from equilibrium of the temperature, 
for example. In addition we have the perfect gas law, which gives, 
p p 
Po To po 
(A-8) 
Taking the curl of Equation A. 5 twice, then considering the z-component gives 
02 02 
XVXV. T]Z, 9 
(OX2 + 
Oy 2)p 
using also the fact that g(=- go) is only a function of z. 
Then defining 17, to be 
17, = (alax, alay, 0), 
(A. 9) 
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and taking the V, of Equation A-5 gives 
02 02 
1 ( 
0X2 
+ 
ay2 
)P 171.17. -F. (A. 10) 
Assuming the fluctuations have form 
T' = O(z)exp(ikxx + zkyy), (A. 11) 
w= W(z)exp(zk,, x + ikyy), (A. 12) 
and defining k' = k' +k2 x Y* 
Then Equations A-8, A. 9, A. 10 and All give 
T/=T,, [V xVxV. P]z - 
TO 
VI. V. P. (A. 13) 
gpok2 Pok2 
It can be easily shown, when p is a constant, that 
-A( 172 V. U _ 
V4W) (A. 14) [V xVxV. Plz 
and 
V2VI. U +1 V2V. U). vlv. P =A(31 
Therefore from Equation A. 13 finally get, 
gpok 
2T d2 
2 _k 
2) d (wF) +(d2-k 
2) 
2w- 
2 
pTo 
dZ dz dZ 
9dk 2) (dwldz + wF) -Ik2 wF), (A. 16) R- To 
((dZ2 
3 
Am 
where 
FI 
dpo 
PO dz 
Similarly from Equation A. 7 it is found that 
WPOCO* -(d2-k 
2) (KoT'). (A. 17) 
dz 
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When these last two equations are combined, and the resulting equation put in 
dimensionless form, a six order differential equation for the vertical velocity 11' is 
found to be, as shown by Vickers (1971) [221]7 
(D 2-a 2) [X[(D 2-a 2)2W + (D 2-a2 )D(FW)] - Y[(D 
2-a 2) 
where 
(D + F)W -1a2 FW]] = -Sa 
2 WRI 
3 
k2=k2+k25 xy zld, D = dld(, a= kd, (A. 19) 
F-1 
dpo 
po d(' 
(A. 20) 
y=K, g 
Ku -1-- 
d pu 
5 X= Tu p, 
K T, pu 
Ku Tu p 0 
(A. 21) 
MM 
S=P. 0* (A. 2 2) 
P. 
and 
24 
R= 
OupugCpd 
(A. 23) TuK,, pu 
The subscript u can refer to the value of the variable at any level of the fluid, but 
was choosen to be at the top of the level. 
A. 2 Boundary conditions 
The free- boundary conditions are used. Therefore the vertical velocity, temperature, 
and horizontal stress all vanish on the boundaries. Hence 
au Ov W=07 
(9 = 
oý 
a( 
=0= 
a( 1 
(A. 24) 
at (=0 and 1. From equations A. 6 and A. 24 the last of these conditions can be 
written as 
D 2W + FDW = 0. 
A. 3 Results 
(A. 25) 
The sixth order ODE given by Equation A. 18 was solved by a shooting method, to 
give the Rayleigh number R for a particular wavenumber a. 
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Figure A. 1: The variation of the Rayleigh number, R, defined in Equation A-23, with 
wavenumber, a. The critical Rayleigh number, R, = 20135.07, is found at the wavenumber 
a =- a, -- 4.85. 
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Figure A. 2: The variation of the vertical velocity, W, for the critical wavenumber, a, = 4.85, 
and Rayleigh number, R, = 20135.07. 
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Figure A. 3: The variation of the temperature perturbation, E), for the critical wavenumber, 
a, == 4.85, and Rayleigh number, R, = 20135.07. 
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Appendix B 
Definitions of Rayleigh numbers 
It is usual practise to use the magnitude of the Rayleigh number as a measure of how 
non-linear the solutions are in work on convection. Due to some non standard features 
of the initial models used throughout this thesis, which indeed are the main point of 
undertaking this work, it is not clear how to define the Rayleigh number, at which 
depth of the layer, in order to make the most meaningful comparisons with other 
peoples work. Throughout this thesis it was chosen to quote the Rayleigh number 
in terms of units of the critical Rayleigh number, calculated from the linear theory, 
i. e IOOR, or what ever. Shown here are the relationships between other possible 
definitions. 
Since particularly the thermal conductivity varies with depth in the initial models 
used, an definition based on the classical thin layer Rayleigh number will vary with 
depth, showing the variation of the stability with depth of the initial model. This is, 
(g1T)d 49 
R(z 
(KIpCp) (pp) 
lý 
- Ü-1 - 
p It is useful for scaling purposes to define an upper boundary Rayleigh number R,, 
where, 
Ru = 
(g,,, / Tu) d4 [ou 
(Ku/puC, )(pupu) 
and also to define 
Ra = 
oupU_qCpd' 
TuKupu 
91. 
CP 
221 
Then clearly, 
R(z) = 
Ra p2 (Z) dT m+ 
T(z)K(z)- 
I 
dz -a+ 
in dimensionless variables. 
It has already been shown that for the critical value of the Rayleigh number 
Ra 
= 20135-07. The variation with depth of R(z) at the critical value is shown in 
Figure B. 1. 
5x04 
0 
5x 10 4 
_I 05 -R(Z) 
. 
5x 10 5 
- 
Depth 
0 0.2 0.4 0.6 0.8 
Figure BA: The variation of R(z) with depth at marginal stability. In this case R,, = 
20135.07, Ru = -24162.09, and the Rayleigh number at the position of minimum thermal 
conductivity, where T=T,, i,, = 1.43 is R,,,, = 4.266 104. 
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