Convective heat transfer at exterior building surfaces has an impact on the design and performance of building components such as double-skin facades, solar collectors, solar chimneys, ventilated photovoltaic arrays, etc. and also affects the thermal climate and cooling load in urban areas. In this study, an overview is given of existing correlations of the exterior convective heat transfer coefficient (CHTC) with the wind speed, indicating significant differences between these correlations. As an alternative to using existing correlations, the applicability of CFD to obtain forced CHTC correlations is evaluated, by considering a cubic building in an atmospheric boundary layer. Steady Reynolds-Averaged Navier-Stokes simulations are performed and, instead of the commonly used wall functions, low-Reynolds number modelling (LRNM) is used to model the boundary-layer region for reasons of improved accuracy. The flow field is found to become quasi independent of the Reynolds number at Reynolds numbers of about 10 5 . This allows limiting the wind speed at which the CHTC is evaluated and thus the grid resolution in the near-wall region, which significantly reduces the computational expense. The distribution of the power-law CHTC-U 10 correlation over the windward and leeward surfaces is presented (U 10 = reference wind speed at 10 m height). It is shown that these correlations can be accurately determined by simulations with relatively low wind speed values, which avoids the use of excessively fine grids for LRNM, and by using only two or three discrete wind speed values, which limits the required number of CFD simulations.
Introduction
The convective heat exchange at an exterior building surface, due to air flow along the surface, is usually modelled by convective heat transfer coefficients (CHTCs) which relate the convective heat flux normal to the wall q c,w (W/m²) to the difference between the surface temperature at the wall T w (°C) and a reference temperature T ref (°C) , which is generally taken as the outside air temperature. The convective heat flux is assumed positive away from the wall. The CHTC (h c,e -W/m²K) is defined as: 
Convective heat transfer predictions at exterior building surfaces, by means of CHTCs, are required for several building and urban engineering applications. CHTCs are of interest for the energy performance analysis of buildings or building components, especially if they are composed of materials which have a relatively low thermal resistance (e.g. glass), resulting in a relatively high sensitivity to the CHTC. Examples are glazed buildings, double-skin facades, greenhouses, textile buildings, solar collectors, solar chimneys and ventilated photovoltaic arrays. Often, information on CHTCs is used to determine convective moisture transfer coefficients (CMTCs), by using the Chilton-Colburn analogy. Both CHTCs and CMTCs have an impact on the heat and moisture transport in the building envelope, and they are required for example to assess drying of facades, wetted by wind-driven rain [1, 2] or by surface condensation by undercooling during clear cold nights [3, 4] . This hygrothermal behaviour within the envelope and at the exterior surface is important for several physical, chemical and biological weathering processes such as microbiological vegetation (algae) and mould growth, reaction of deposited pollutants on the wetted surface, freeze-thaw degradation, salt transport, crystallisation and related deterioration, etc. CHTCs and CMTCs are required to predict the turbulent heat and moisture fluxes from building surfaces and streets for the analysis of the climate in urban areas with so-called mesoscale Urban Canopy Models [5] [6] [7] , for example to evaluate the influence of urban heat islands on the cooling load for buildings.
CHTC correlations have been determined in the past using wind-tunnel experiments on flat plates and bluff bodies, full-scale experiments on buildings and numerical (CFD) simulations. CHTCs for buildings are often correlated to the wind speed at a reference location, for example the mean wind speed at a height of 10 m above the ground U 10 (m/s). Linear or power-law CHTC-U correlations are mostly reported. Linear correlations account for buoyancy effects at low wind speeds, using an intercept, while power-law correlations are generally used for forced convective heat transfer.
The aim of this paper is twofold. First, an overview of the relevant research on CHTCs for exterior building surfaces is presented (section 2), from the viewpoint of building aerodynamics, i.e. the specific wind-flow pattern around a building. To the knowledge of the authors, this type of overview, including flat-plate correlations, wind-tunnel experiments on reduced-scale models, full-scale experiments and CFD simulations has not yet been performed. A recent and extensive review on CHTC correlations for applications towards solar collectors was provided by Palyvos [8] . Hagishima et al. [9] and Roy et al. [10] included a more concise overview of CHTC correlations in their work, from the viewpoint of urban canopy modelling and the greenhouse climate, respectively. In the overview in this paper, primarily additional information to existing reviews will be presented, while for other information, reference will be made to these earlier reviews.
In this overview, significant differences between the existing correlations are found, as a result from the specific conditions under which they have been derived. Thereby these correlations are only applicable under certain conditions but this is not always acknowledged by their users. As an alternative to using existing correlations, researchers or designers may also choose to determine such correlations for their specific building configuration of interest (e.g. street canyon), by means of CFD for example. Therefore, as a second part of this study (section 3), the use of CFD for the analysis of forced convective heat transfer at exterior building surfaces is evaluated by considering the case of an isolated cubic building in a neutral atmospheric boundary layer (ABL). The main focus of this part is on establishing a computationally economical approach to determine CHTC-U 10 correlations for a specific building configuration by CFD simulations, i.e. with a minimum number of CFD simulations and without the use of excessively fine grids in the boundary-layer region. In addition, the distribution of the CHTC over the windward and leeward surfaces is presented. In section 4, the conclusions are given.
Existing correlations

Flat-plate experiments
Estimations of CHTCs for exterior building surfaces have often been based on CHTC-U ∞ correlations for flat plates, where U ∞ is the free-stream air speed (m/s). Some of these flat-plate correlations were based on the heat and momentum transfer analogy, using only empirical information about the flow field, and they can be represented by Eq.(2) for forced convection [11, 12] :
Nu a Re Pr =
where a, b and c are empirical parameters, Nu x is the Nusselt number, based on the distance along the plate (x -m), Pr is the Prandtl number of air and Re x is the Reynolds number, based on x and U ∞ . The exponent b is about 0.8 for turbulent flow. Other flat-plate correlations were based on convective heat transfer experiments on flat plates in wind tunnels which allowed a direct determination of empirical CHTC-U ∞ correlations (e.g. [13, 14] ). Especially the correlations derived by Jürges [14] have been used extensively for building applications: 
Jürges found a linear correlation at low speeds, also accounting for buoyancy effects, and a power-law correlation for forced convection, with an exponent approximately equal to 0.8, as in Eq. (2) . Many other CHTC predictions by wind-tunnel experiments on flat plates are mentioned in a recent and extensive review by Palyvos [8] , for applications towards solar collectors. All these empirical correlations somehow lack physical similarity regarding the flow pattern, as flow along a building surface and its turbulence content can be considerably different from that along a flat plate. Thereby it is also difficult to obtain a reliable estimate of U ∞ , being "some" undefined wind speed near the building surface, and usually the exact location where U ∞ is evaluated, is chosen in a rather arbitrary way. Nevertheless, a lot of valuable information about CHTCs was obtained from flat-plate experiments, for example the influence of surface roughness on the CHTC, and the obtained correlations were for a long time considered sufficient for practical purposes.
Full-scale experiments
The need for more accurate and truthful estimates of CHTCs for buildings led to an extensive amount of field measurements for building facades [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] , for roofs [24, 27, 28] and to study the effect of glazing framework on the CHTC [29] [30] [31] . A clear overview of the different experimental techniques to determine these CHTCs and their limitations was given by Hagishima et al. [9] . CHTCs were also determined for greenhouses of which a concise review can be found in Roy et al. [10] . For solar collectors, the CHTC has been investigated by Shakerin [32] and Sharples and Charlesworth [33] , to mention a few. An extensive review, specifically for this application, can be found in Palyvos [8] .
Based on these experimental data, the CHTC could be correlated with the wind speed at a reference location. The most commonly used reference wind speeds are: (1) the wind speed in the undisturbed flow at a height of 10 m above the ground (U 10 ), which is the standard arrangement for weather station anemometers; (2) the wind speed at some distance above the roof (U R ); and (3) the wind speed near the building surface (U S ). Both linear and power-law correlations were reported. A summary of the obtained correlations, for building facades, and of the experimental conditions is given in Table 1 . These correlations are presented in Figure 1 -3 for the windward surface as a function of U 10 , U R and U S , respectively. For some studies, only the most relevant correlations could be included due to space limitations but the remainder of them can be found in the original papers. Significant differences are found between different empirical correlations which are to some extent related to the limitations of the experiments:
• The CHTC was only measured at one or a limited number of locations on a building surface. Thereby a detailed distribution of the CHTC over the surface was not taken into account in the correlations, although measurements [17, 20, 24] did show that the CHTC is strongly dependent on the measuring location. Although an actual surface-averaged CHTC was not obtained, these point-wise CHTC data are often used as if they are valid for an entire surface. Such limited spatial resolution, however, is characteristic for full-scale experiments.
• The CHTC at a certain location on the surface, and also U S or U R , are in reality related to the specific flow field near the building surface. The measurements of all these parameters are therefore case-specific: their values are influenced by the specific building geometry, building surroundings and location of the measurement positions. These influences are embedded in the CHTC-U correlations, which are therefore also case-specific.
• Apart from the work of Hagishima and Tanimoto [24] , the influence of turbulent fluctuations on the CHTC has not been taken into account in the correlations.
• The influence of the wind direction was generally taken into account by classifying a surface as windward or leeward, where windward covers the whole range of wind directions with incidence angles from -90° to 90°. The incidence angle is defined as the angle between the approach flow wind direction and the normal to the windward surface. Lui and Harris [26] however showed that a more detailed dependency on the wind direction is required.
• Mostly smooth surfaces were considered in the analyses and the influence of different surface roughness on the CHTC was not addressed.
• Due to the difference in thermal stratification of the atmospheric boundary layer (ABL) during daytime or nighttime, the flow field around the building and thus the obtained correlation depended to some extent on the measuring period, especially for low wind speeds. Although full-scale experiments can provide realistic CHTC data for exterior building surfaces, the large variety in building configurations, boundary conditions and experimental setups usually resulted in quite case-specific correlations which are not always applicable for other types of buildings and other boundary conditions.
Wind-tunnel experiments
A significant amount of research has been performed by wind-tunnel experiments of convective heat transfer of isolated bluff bodies, mostly cubes, placed in a turbulent boundary layer [16, [34] [35] [36] [37] [38] [39] [40] [41] [42] . In contrast to full-scale experiments, detailed information of the distribution of the CHTC over each surface, its relation with the flow field and the dependency on flow direction was provided. Surface-averaged values of the CHTC and their correlation with the air speed were mostly reported, providing a better estimate of the overall heat loss from a surface than the single-point measurements in full-scale experiments. The obtained correlations and the experimental conditions are presented in Table 2 . Note that some correlations (obtained with the naphthalene sublimation technique) rely on the analogy between heat and mass transfer to estimate the CHTC [35, 36, 42] . A remarkable correspondence is found for the exponent b (Eq.(2)), especially for windward (b ≈ 0.53) and leeward (b ≈ 0.66) surfaces.
Since most of these experiments were not performed in the context of building engineering/building aerodynamics, they were usually carried out for rather thin turbulent boundary layers, with respect to the body height, and at relatively low Reynolds numbers, compared to those typically encountered for buildings. These boundary conditions limit the applicability of these CHTC correlations for exterior building surfaces, although this type of (wind-tunnel) experiments itself is very valuable to determine CHTCs.
Note that, apart from wind-tunnel experiments on isolated bluff bodies, a significant amount of research has been done (not mentioned in Table 2 ) on the determination of CHTCs/CMTCs for urban surfaces, such as street canyons (e.g. [43] [44] [45] ), for which corresponding references can be found in Hagishima et al. [9] .
Numerical methods
Recently, Computational Fluid Dynamics was used to predict convective heat transfer at exterior building surfaces [46] [47] [48] . The main advantages of CFD for this application are that: (1) a specific and complex building or building configuration can be analysed; (2) very high spatial resolution data are obtained; (3) high Reynolds number flows for atmospheric conditions (10 5 - 10 7 ) can be considered and (4) detailed information on the flow field as well as the thermal field is available. In these previous studies, this allowed for a detailed analysis of: the CHTC distribution over building surfaces; the influence of turbulence and wind direction; the correlation with different reference wind speeds (U 10 , U S ); the thermal boundary layer etc. However, some important limitations of the applied numerical models have to be emphasised.
The previous studies used the steady Reynolds-Averaged Navier-Stokes (RANS) equations to model the flow and the temperature field, combined with wall functions [46] or low-Reynolds number modelling (LRNM) [47, 48] for boundary-layer modelling. Steady RANS however generally leads to less accurate flow predictions around bluff bodies, in zones of separation and recirculation [49] [50] [51] [52] [53] , compared to unsteady RANS or Large-Eddy simulations, due to steady-flow and turbulence modelling. Steady RANS with LRNM was recently evaluated in a CFD validation study [48] using wind-tunnel measurements of convective heat transfer on the surfaces of a cube placed in turbulent channel flow at a Reynolds number of 4.6x10 3 , based on the cube height and the bulk velocity. The simulations produced accurate CHTC predictions for the windward surface (within the experimental uncertainty of 5 %), except at the edge zones which was however attributed to the limited resolution of the experiments in these zones. For the leeward surface, the predictions of the CHTC agreed to a lesser extent with experimental data (within the experimental uncertainty of 10 %, except at the edge zones). For the side and top surfaces, CHTC predictions, both distribution and surface-averaged values, were less accurate which was attributed to steady-flow and turbulence modelling of the actual transient flow features.
In contrast to LRNM, wall functions model the lower part of the boundary layer, instead of resolving it. The standard wall functions [54] are derived for equilibrium boundary layers. Therefore they are expected to produce less accurate results for complex flow problems and should be avoided when considering convective heat transfer at the wall [50, 55] . Note that modified wall functions have been proposed (e.g. [56] ), which can improve convective heat transfer predictions for more complex flows to some extent. LRNM, as an alternative to wall functions, requires grids with a much higher cell density in the near-wall region (e.g. 160 µm cells [47] ), and it is not always feasible to generate such grids for complex building geometries in high-Reynolds-number ABL flow. Moreover, LRNM models generally do not account for surface roughness.
The CHTC-U 10 correlations from previous CFD studies are presented in Table 3 . All correlations agree quite well (within 10 %) in the U 10 range of 1-15 m/s, mainly due to the similarity in building configuration and boundary conditions. Although standard wall functions were found to provide significant overestimations of the CHTC [47, 48] , the correlation of Emmel et al. [46] shows a good agreement with the LRNM results. This is attributed to the fact that the overestimation of the CTHC by the wall functions is almost completely balanced by the underestimation of the CHTC due to an unrealistically low inlet turbulence level imposed by Emmel et al. [46] , as explained and demonstrated by Blocken et al. [47] . Note also that the imposed inlet turbulence level of Blocken et al. [47] and Defraeye et al. [48] differed slightly.
Due to the ease of use and availability of CFD compared to other techniques (e.g. wind tunnel) and due to the significant differences found for the existing correlations (sections 2.1 -2.4), researchers or engineers could prefer obtaining their own CHTC correlations for a specific building configuration of interest (e.g. street canyon) with CFD, instead of using existing correlations. As mentioned, steady RANS with LRNM can be successfully used to determine such exterior CHTCs for certain specific cases, e.g. windward and leeward surfaces of an isolated building [48] . There are however some limitations to the practical use of this methodology for obtaining CHTC-U 10 correlations for a specific building configuration: (1) steady RANS implies less accurate flow modelling in regions of recirculation and separation (e.g. top and side surfaces of a cube); (2) no surface roughness is accounted for with LRNM; (3) for LRNM, a very high grid resolution is required in the near-wall region at high Reynolds numbers; and (4) several simulations are required at different wind speeds to obtain the correlations. The first two limitations are inherent to steady RANS with LRNM but regarding the last two limitations, improvements can be made: this paper focuses on establishing a computationally economical approach to determine CHTC-U 10 correlations by CFD simulation (steady RANS with LRNM), i.e. without the use of excessively fine grids in the boundary-layer region and with a minimum number of CFD simulations. The building configuration that is considered for this analysis is an isolated cubic building in a neutral ABL where the forced CHTCs on the exterior surfaces are evaluated for an incidence angle of 0° (wind direction perpendicular to one of the surfaces).
CFD modelling of CHTCs for a cubic building in an ABL
Numerical model
A cubic building with a height (H) of 10 m is considered. The size of the computational domain is determined according to the guidelines of Franke et al. [57] and Tominaga et al. [58] and is presented in Figure 4 . The blockage ratio is 1.5 %. At the inlet of the domain, the vertical profiles of the mean horizontal wind speed U (logarithmic law), turbulent kinetic energy (k -m²/s²) and turbulent dissipation rate (ε -m²/s³) are imposed, according to Richards and Hoxey [59] , representing a neutral ABL, i.e. where turbulence in the ABL originates only from friction and shear and not from thermal stratification:
where u ABL * is the ABL friction velocity (m/s), κ is the von Karman constant (0.4187), z is the height above the ground (m) and z 0 is the aerodynamic roughness length (m). The friction velocity is linked to a reference wind speed, namely U 10 in this study, which is taken equal to 0.5 m/s. Note that other wind speeds (U 10 = 0.005 -7.5 m/s) are also evaluated in sections 3.3 and 3.4.2. The parameter z 0 is 0.03 m, which corresponds to a land surface with low vegetation (e.g. grass) and isolated obstacles [60] . Wind is blowing perpendicular to the windward surface. The temperature of the approach flow is 10°C, which is taken as the reference temperature in Eq. (1) . From the ABL temperature profiles over a flat terrain [61] , it can be shown that assuming a constant temperature over the height of the ABL is a relatively good approximation for a neutral ABL with a zero heat flux at the ground and if a limited height is considered (60 m in this case).
The ground boundary is modelled as a no-slip boundary with zero roughness since surface roughness values can not be specified if LRNM is used [62] , which is one of the major drawbacks of using the LRNM approach. This restriction will inevitably introduce streamwise gradients in the vertical profiles of mean horizontal wind speed and turbulence [63] but this could not be avoided. This change in the vertical profiles was assessed by performing a CFD simulation in an empty computational domain. This simulation is not reported in this paper but showed a distinct change in the profiles in the first meters near the ground surface, which alters the flow field around the cube to some extent. The ground boundary is taken adiabatic. The exterior surfaces of the building are modelled as no-slip boundaries with zero roughness and have an imposed constant temperature of 20°C.
For the top boundary of the computational domain, a symmetry boundary condition (slip wall) is used, which assumes that the normal velocity component and the normal gradients at the boundary are zero. Note that other ways to model the top boundary in a more optimised way have been reported by Blocken et al. [63] . This modelling technique however is considered less important in the present case, since a relatively short upstream fetch is considered. Zero static pressure is imposed at the outlet. For the lateral boundaries, periodic boundary conditions are used.
An appropriate grid is built, based on a grid sensitivity analysis. For the estimation of the discretisation error, the grid convergence index is used, as proposed by Roache [64] and extended by Eça and Hoekstra [65] . The average discretisation error over the windward surface is about 5 % for the CHTC. The grid is a hybrid grid (hexahedral and prismatic cells) consisting of about 2.0x10 6 cells (Fig. 4) . In order to resolve the boundary layer appropriately, LRNM grids require a high cell density in the wall-normal direction and a small y + value (dimensionless wall distance) of the wall-adjacent cell (y + ≈ 1), compared to wall functions (30 < y + < 500), where y + is defined as:
where y P is the distance (normal) of centre point P of the wall-adjacent cell to the wall (m), τ w is the shear stress at the wall (kg/ms²), ρ is the air density (kg/m³) and ν is the kinematic viscosity of air (m²/s). The highest y + values are attained at the edges of the windward surface but are smaller than 3. Since τ w increases with increasing velocity (U 10 ), the evaluation of higher wind speeds with LRNM (sections 3.3 and 3.4.2) requires that the grid is locally refined in the boundary-layer region, hence lowering y P , in order to retain a y + of about 1. Thereby, the required y P can become very small at high Reynolds numbers (+/-0.05 mm for U 10 = 7.5 m/s) which can entail considerable problems for grid generation and convergence rate. Therefore, it is investigated in this paper if, for LRNM purposes, low wind speeds, and hence a relatively large y P , can be used to determine CHTC-U 10 correlations (see sections 3.3 and 3.4.2).
Numerical simulation
The simulations are performed with the CFD package Fluent 6.3, which uses the control volume method. Steady RANS is used in combination with a turbulence model. The realizable k-ε model [66] is used together with LRNM to take care of the viscosity-affected region, for which the one-equation Wolfshtein model [67] is used. Note that this realizable k-ε turbulence model with LRNM was evaluated in the previously mentioned CFD validation study (section 2.4, [48] ) where a good agreement with experimental data was obtained for both windward and leeward surfaces. Based on the results of this validation study, the focus will be only on these two surfaces.
The focus of this paper is on forced convection where the possibility of using low speeds to determine CHTC-U 10 correlations, for LRNM purposes, is investigated. Therefore, buoyancy effects are not taken into account in the simulations, since they will otherwise affect the air flow field at such low Reynolds numbers. Radiation is also not considered in the simulations since the focus was only on forced convection, and fixed temperature boundary conditions are used for the building surfaces.
Second-order discretisation schemes are used throughout. The SIMPLE algorithm is used for pressure-velocity coupling. Pressure interpolation is second order. Convergence was assessed by monitoring the velocity, turbulent kinetic energy and temperature on specific locations in the flow field and heat fluxes on the surface of the cube.
Reynolds number dependence of the flow field
The intention is to determine the forced CHTC-U 10 correlations at relatively low U 10 (Reynolds numbers), without compromising their accuracy for use at higher U 10 . The motivation for using low U 10 is computational economy when using the fine LRNM grids. To allow extrapolation to higher U 10 , Reynolds number independence should be achieved. This implies that the overall flow field around the building at low U 10 is similar to that found at higher Reynolds numbers (U 10 = 5 -15 m/s), typical for forced convective ABL flow. Otherwise, the CHTC distribution over the different surfaces will differ. For sharpedged bluff bodies, which have fixed separation points, namely the edges, and which are immersed in deep turbulent boundary layers, such as the ABL, it is generally assumed in wind-tunnel testing that the flow field becomes independent of the Reynolds number once a certain Reynolds number is exceeded. This threshold value is called the critical Reynolds number, Re cr . Reynolds number independence was confirmed by wind-tunnel experiments [68] [69] [70] [71] [72] [73] [74] [75] and the corresponding Re cr values, based on the building height (H) and the wind speed at that height (U H ), are reported in Table 4 . Note however that most of these experiments were not always extensive studies on this Reynolds number effect or were performed for a restricted Reynolds number range. Some studies [75] [76] [77] showed that Reynolds number dependency is influenced by wind direction, building geometry and the location on the surface and that it can differ for mean and fluctuating flow quantities, which could partially explain the differences found in Table 4 .
Since this study specifically aims at determining the CHTC at low wind speeds, for LRNM purposes, the Reynolds number dependency in the numerical simulations is investigated by analysing the flow field at different wind speeds, namely for U 10 = 0.005, 0.05, 0.15, 0.5 and 5 m/s, resulting in Reynolds numbers of 3.5x10 3 to 3.5x10 6 , based on the building height H and U 10 . Note that the focus is on the overall flow field, not on the flow in the boundary layer near the building surface. Since the simulations are steady, any Reynolds number dependency by unsteady behaviour (e.g. vortex shedding) is not captured.
The dimensionless mean horizontal wind speed and turbulent kinetic energy along the centreline through the building are reported in Figure 5 . Apart from the flow field, pressure coefficients are frequently used to evaluate the Reynolds number dependency. Therefore, the mean pressure coefficients C P (= (p-p 0 )/(0.5ρU 10 ²) with p = mean pressure at the surface and p 0 = atmospheric pressure) in a vertical centreplane on the windward and leeward surfaces are reported in Figure 6 . A significant dependency on the flow field can be noticed at low Reynolds numbers (i.e. U 10 = 0.005 m/s and 0.05 m/s). The small differences between the results for U 10 = 5 m/s and the results for U 10 = 0.15 m/s and 0.5 m/s are attributed to the slightly different grid (in the boundary-layer region) that is used in the simulations for high wind speeds (5 m/s). It can be concluded that, for this type of numerical simulations (steady RANS with LRNM), the overall flow field is quasi independent of the Reynolds number, from Reynolds numbers exceeding about 10 5 (U 10 = 0.15 m/s), which is comparable to the highest Re cr values found in Table 4 . This lower limit will be taken into account when establishing the correlations in section 3.4.2. Note that aerodynamic bodies (e.g. cylindrical buildings) will show a Reynolds number dependency up to higher Reynolds numbers because for such bodies the positions of the separation points are Reynolds-number dependent.
CHTC predictions and correlations
3.4.1. Distribution of CHTC over surfaces A major advantage of using CFD to predict CHTCs is that high spatial resolution data are obtained. The distribution of (h c,e -h c,e,avg )/h c,e,avg over the windward and leeward surfaces is reported in Figure 7 for U 10 = 0.5 m/s, where h c,e,avg represents the surface-averaged CHTC. Differences with the surface-averaged CHTC of about 25 % are found. For both surfaces, the surface-averaged value is found at 0.7H in the vertical centreplane, which is very close to the stagnation point for the windward surface. The windtunnel experiment of Meinders et al. [39] on a wall-mounted cube showed comparable locations for the surface-averaged CHTC for both windward and leeward surfaces, respectively at 0.62H and 0.55H. Note that the exact location is dependent on the approach flow conditions.
CHTC-U 10 correlation
Simulations at different wind speeds are performed to obtain correlations of the forced CHTC with the mean wind speed, U 10 , for the windward and leeward surfaces. Correlations with U S or U R are not reported since these wind speeds are strongly related to the specific flow field around the building, which makes the obtained correlations less useable for other building geometries. U 10 on the other hand is taken outside the wind-flow pattern that is disturbed by the presence of the building. Values of U 10 are generally available from measurements at a meteorological station. The evaluated wind speeds, U 10 , are 0.05, 0.15, 0.5, 1, 2.5, 5 and 7.5 m/s. Based on the findings of section 3.3, only correlations with wind speeds higher than 0.15 m/s are quasi free of Reynolds number effects.
Since the simulations focus on forced convection, a power-law correlation between the CHTC and U 10 is more appropriate and also provides a better approximation of the data, compared to a linear one: (Table 1 and Table 2 ) is not always justified since CHTC-U 10 correlations are dependent on factors such as the building surroundings, building geometry, position on the surface, surface roughness and wind direction. The correlations derived in this paper are only valid for the windward and leeward surfaces of an isolated cubic body in a neutral ABL for an incidence angle of 0° at high Reynolds and low Richardson numbers, or comparable configurations.
To obtain such correlations for other building configurations with CFD, it would be convenient if the CHTCs only have to be evaluated at a few wind speeds, to reduce the number of simulations, and for relatively low wind speeds to have an acceptable y P for LRNM purposes, but free of Reynolds number effects. Therefore the influence of the number of simulations, used to determine the CHTC-U 10 correlations, and of the required magnitude of the wind speed (U 10 ) in the simulations, on the accuracy of the obtained correlations is investigated. For this, surface-averaged CHTC data from CFD (h c,e,avg ) for the windward surface are used to compose several CHTC-U 10 correlations (cases) by approximation, by only using CHTC data at a limited number of wind speeds U 10 (predominantly low wind speeds and a low number of wind speeds). The accuracy of such a specific CHTC-U 10 correlation is evaluated by comparing the surface-averaged CHTC, predicted by the correlation (h c,e,avg,corr ), to the actual CHTC data (h c,e,avg ) at several wind speeds. The difference │h c,e,avg,corr -h c,e,avg │/h c,e,avg is presented in Table 5 for these different cases. Note that accurate CHTC-U 10 correlations by using CFD data at low wind speeds should also provide accurate predictions for higher wind speeds (Reynolds numbers).
Case A, in Table 5 , is composed using all evaluated wind speeds which are quasi free of Reynolds number effects and therefore obviously gives a good approximation over the whole range of wind speeds. At U 10 = 0.05 m/s, a large difference is found, which is attributed to Reynolds number effects. If this wind speed is used in a correlation (case B), large errors are therefore found when extrapolating to high U 10 . For case C and D, still observable extrapolation errors are found at high wind speeds. Since case E (0.5 -1 m/s) provides a much more accurate extrapolation, the errors for case C and case D could be attributed to a remaining, but small, Reynolds dependency for U 10 = 0.15 m/s. It is shown that correlations with two wind speeds (case E and case F) and with relatively low wind speeds can provide accurate estimates of the CHTC and do not necessarily have to cover a large Reynolds number range. Note that these wind speeds are about a factor 10 lower that those found for a typical forced convective ABL. This implies that the grid resolution in the boundary layer can roughly be taken a factor 10 coarser. Based on this study, it is advised that, if CHTC-U 10 correlations for sharp-edged buildings in turbulent boundary layers are obtained with CFD, simulations are made with at least two wind speeds corresponding to a minimum Reynolds number of about 3x10 5 and where the lowest and highest wind speed differ with at least a factor 2.
Conclusions
In a first part, an overview of the research on CHTC correlations for exterior building surfaces was given and some limitations of each methodology were identified. A large variation in the CHTC-U correlations was found, which was related to the specific conditions under which each correlation was derived, limiting to some extent their applicability for other building configurations.
In a second part, an alternative to using existing CHTC-U correlations was explored, namely the use of CFD for the prediction of forced CHTCs for a specific building configuration. The focus was on an isolated cubic building in a neutral ABL at an incidence angle of 0°. Only the windward and leeward surfaces were considered since an earlier validation study showed that accurate CHTC predictions could be obtained here with steady RANS if combined with LRNM, instead of the commonly used wall functions.
The aim of this study was to improve the practical use of steady RANS with LRNM to obtain CHTC-U 10 correlations. For steady RANS and for a sharp-edged building, the overall flow field was found to become quasi independent of the Reynolds number at Reynolds numbers of about 10 5 , based on H and U 10 . Thereby the CHTC-U 10 correlations could be determined by using relatively low wind speeds (U 10 ≈ 1 m/s), which avoids the use of excessively fine grids for LRNM, and still provide a good approximation for higher wind speeds by extrapolation. Moreover, evaluating only two or three wind speeds was found to be sufficient to provide accurate correlations, which reduces the required number of CFD simulations.
Furthermore the CHTC was found to vary significantly across windward and leeward surfaces and the CHTC was found to be equal to the surface-averaged CHTC at a height of approximately 0.7H for both surfaces. The local CHTC-U 10 (power-law) correlation (Eq.(6)) was characterised by an exponent B which was quasi-constant for the windward surface, but which varied significantly over the leeward surface.
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