ABSTRACT In this paper, we investigate the requirements for fully asymmetric remote collaboration and present a prototype system. Unlike previously studied asymmetric remote collaboration systems, fully asymmetric remote collaboration handles the cases, where a user of one side is a complete novice having difficulty in explaining his/her problems and unfamiliar with a collaboration system, and thus the remote expert of the other side must locate the local user's problem and teach the local user by having full control of the remote collaboration system. These cases can frequently occur when we collaborate with elderly people. For a fully asymmetric remote collaboration system, there are some requirements which are a little bit different from those of an asymmetric one. We itemize them in the three phases of collaboration: identifying a problem, finding a solution, and showing the solution to a local user. We also design and implement a prototype of a fully asymmetric collaboration system to meet the requirements. Our system consists of a robot with cameras and a projector for a local user and an HMD (head mounted display) with a controller for a remote expert. We also design an efficient HMD-based interaction method for fully asymmetric remote collaboration with our system. We show the efficiency of our prototype system in a fully asymmetric remote collaboration situation by user evaluation.
I. INTRODUCTION
Finding an efficient method that allows remotely located people to communicate with each other as if they are in the same location is one of the major research issues in computersupported cooperated work. The remote collaboration has been expected to overcome the limitation of time and space with the aid of a remote user, which prompted researchers to find means for effective collaboration. Especially when the collaboration is between a novice local user and a remote expert, we call it an asymmetric remote collaboration [1] . Most of the previous studies on asymmetric remote collaboration, however, haven't considered a general and practical coaching situation. For example, many of previously proposed systems work only when the local 'novice' user (who is being taught or collaborating with the remote user) is already aware of his/her problem before a collaboration [2] - [5] . However, the local user may not know what and where is
The associate editor coordinating the review of this manuscript and approving it for publication was Yangming Li. the problem in a real situation. Also, previous researches usually assume that local users can use their collaboration devices even though they are proposing a kind of state-of-theart systems for remote collaboration. This assumption can be broken especially when a local user is an elderly person who is a kind of technology novice.
In this paper, we expand the concept of asymmetric remote collaboration to a more general and practical case: a situation in which a local user does not need to know precisely about what and where his/her problem is and does not need to control the remote collaboration system at all, and a remote expert has full control of the system to guide the local user to solve the problem. We call this a fully asymmetric remote collaboration. Fig. 1 shows the conceptual comparison of asymmetric remote collaboration and fully asymmetric remote collaboration.
A fully asymmetric remote collaboration may seem similar to an asymmetric remote collaboration. However, system requirements are a little bit different because a local user may not help much in collaboration and a remote expert must do most of the things in a fully asymmetric remote collaboration. A fully asymmetric remote collaboration system should be very effective for a remote expert to help to identify and to solve local user's problem. For identifying a problem providing an immersive view can be helpful for a remote expert, which makes him/her feel as if he/she is in the same space with a local user. More importantly, a fully asymmetric remote collaboration system should equip the functionalities and interaction methods that can help solve a local user's problem without any help of a local user.
Previous studies have presented asymmetric remote collaboration systems for the local user, mainly utilizing three different types of devices: mobile, wearable, and robotic devices. A remote collaboration using mobile devices [4] has a clear advantage in accessibility, but the local user needs to hold the device during the collaboration. Moreover, the remote expert has a limited view of the local user's space. When using a wearable device for remote collaboration [2] , [6] , [7] , a user can grasp and manipulate an object, but the device tends to restrict his/her motions and gestures. A robotbased remote collaboration system does not have the aforementioned limitations of a mobile or wearable device since a user does not need to hold or wear hardware. There have been attempts to utilize robotic systems for remote collaboration [5] [3], [8] , which are controlled by the remote expert. However, these systems provided a narrow view of the local user's space, so the remote expert's understanding of the local user's environment was limited only by the small field of view of a camera. The narrow view problem in the robot-based collaboration system can be resolved if a panoramic view is available for a remote expert. For example, if the expert wears an HMD displaying a panoramic view, he/she can achieve larger visual information around the local novice user and understand the local user's environment comprehensively. Previous research [9] proposed systems that incorporated HMDs to control robotic devices, but there are no detailed interaction designs for practical asymmetric remote collaboration situations.
In this paper, we investigate requirements for a fully asymmetric remote collaboration system and itemize them along with each phase of the collaboration procedure: identifying a problem, finding a solution to the problem, and showing the solution to the local user. In addition, we present a prototype of a fully asymmetric remote collaboration system which meets the requirements. Our system consists of i)a robotic device that uses two cameras (a panorama camera and a detailed-narrow high-resolution camera) and a projector for a local user, and ii)an HMD based interface for a remote expert to control the device for such fully asymmetric remote collaboration situations. Our system can enhance a remote expert's understanding about a local user's environment using an HMD, as well as enhance the efficiency of work and education by making it possible to view directly on the problem spot the annotations of the remote expert. We also present an interaction method to facilitate the expert to control the robotic system efficiently. Finally, we evaluate the usability of our proposed system by conducting a user evaluation.
Overall, the contributions of our paper are as follows:
• We newly define the problem of fully asymmetric remote collaboration.
• We investigate and summarize the design requirements of a fully asymmetric remote collaboration system at each phase of collaboration.
• We design an efficient HMD-based interaction for a remote expert in this fully asymmetric remote collaboration environment.
• We present a system which fulfills the design requirements, consisting of a projection-based robotic device and HMD interface for a local user and a remote expert, respectively.
II. RELATED WORKS
In this section, we review previously proposed remote collaboration systems in terms of the three phases of an asymmetric remote collaboration procedure: identifying a problem of a local user, finding a solution to the problem, and showing the solution to a local user.
A. IDENTIFYING A PROBLEM
In an asymmetric remote collaboration, a remote expert should be able to identify and understand the local user's problem correctly. Awareness [10] in regard to the remote user refers to his/her knowledge of what is going on in the remote environment. Our focus is on how the remote expert can identify the local user's problem. References [4] , [11] proposed a system in which a remote expert can assist a local user by video call, with the remote expert viewing the situation through the local user's mobile device. With the collaboration system, the remote expert does not have control of the remote view so that he/she must ask the local user to move the device in order to view the local user's situation. Reference [12] presented a similar system where a remote expert has to verbally indicate a local user where or what the remote user wants to see in the local user's environment. These systems have the following limitations during the process of identifying a local user's problem. First, the limited fields of view of a mobile device's camera restrict the remote expert's vision to grasp the local user's environment. Second, since the remote expert does not have full control over the remote camera, his/her view is dependent on the local user.
Reference [1] showed that view independence has an important role for the remote expert in terms of acquiring awareness in remote collaboration. For this purpose, [5] demonstrated a system in which a camera was attached to a robot arm platform, and the remote expert controlled it to see the local user's environment. This system had view independence for the remote expert. However, the remote expert could still see only a narrow view of the local user's environment through a monitor, which did not contribute to an immersive feeling. Reference [8] used a robotic platform in which the remote expert wore an HMD, but this still only used a narrow view camera.
B. FINDING A SOLUTION TO THE PROBLEM
Most of the asymmetric remote collaboration systems assume that a remote expert already has solutions for the local user's problem, or that there is a limited workspace so the solution can be found easily. In more general situations, however, the solutions may be located in more various places: the local user's environment, the remote expert's environment, or even in the system's computer (including internet). For example, in a situation where the local user must fix an appliance, the remote expert should look around to find a toolbox and guide the local user to use it, or the remote expert can show the local user a manual that is in the remote expert's computer.
C. SHOWING SOLUTIONS TO A LOCAL USER
Once a remote expert acquires a solution to the local user's problem, he/she should be able to deliver it to the local user. In this regard, an effective remote collaboration system needs to be equipped with a mean to deliver the solution to the local user so that he/she can resolve the problem intuitively. There have been many research results that used mobile devices for a remote collaboration to send a solution to a local user's problem. References [4] , [11] proposed a mobile device setup for a remote collaboration where pointing and sketches were available so that a local user could see a remote expert's gestures as he/she tried to deliver a solution to the problem. To provide more realistic gestures, [13] attached a depth camera on a mobile device to capture the hand of a remote expert and to display it on the mobile screen of a local user. Additionally, in [14] , a remote expert wore an HMD and sent his/her 3D hand gestures to a local user while trying to deliver a solution to a problem. In these systems, the local user can see annotations only through the device's display and has to hold the device to see them. Using a wearable device such as an HMD can provide an effective solution for remote collaboration, considering that it can let a user use both hands freely and reduce discomfort. WACL (Wearable Active Camera with Laser Pointer), presented in [15] allowed a local user to attach a camera and a laser pointer to his/her shoulder to point to the required part. Similarly in [2] , a local user's helmet was equipped with a camera and a projector. References [7] and [6] presented a system in which both the remote expert and the local user wore HMDs. The system recognizes the hand of the remote expert and allows the local user to see the hand model on the screen. It can also be used for gesture explanations or sketching. Collaboration through a mobile device or HMD, however, has multiple disadvantages: the annotation of the remote expert can be seen only on the screen of the collaboration device. Also, using a wearable device may lead a user to feel uncomfortable, and the device can hinder his/her motion. In addition, the vision of a remote expert can be unstable since the local user controls the camera view.
Using a projector can be an alternative in a remote collaboration system to overcome the limitations of a mobile device or an HMD. The annotations of a remote expert can be confirmed directly on the object of interest by a local user without the help of any other display, and it is highly intuitive. Reference [16] enhanced user convenience with features such as automatic paper tracking for image projection, a handbased user interface and user interaction recording. Reference [17] also mounted a camera-projector configuration on VOLUME 7, 2019 the desk in the form of a stand, allowing users to share images. Reference [18] presented a system that could be used in situations such as telemedicine by configuring the system to project an annotation to a 3D object such as a human being, and allowing remote experts to draw and illustrate pictures using a tablet PC. These methods take advantage of a projector, but the annotation area is still limited since the projector is mounted on a specific position, for example, on top of a desk.
To overcome the limitation, researchers have used mobile robotic systems integrated with a projector. Reference [19] attached a camera and a laser pointer to a robot, and allowed the remote expert to control and explain with it. A system with an additional projector was also developed. Reference [3] had a projector mounted on a mobile robot so that a description was immediately available and could be used at work. Reference [5] installed a projector and a camera on a robotic arm so that a remote expert could control the motor to view images freely. Such robot based projector systems, however, have a common limitation in the view of the remote expert. Since they used cameras with a narrow angle of view, it was hard for a remote expert to observe the entire environment of a local user, which reduced the overall understanding of the local user's situation.
III. DESIGN AND IMPLEMENTATION OF A FULLY ASYMMETRIC REMOTE COLLABORATION SYSTEM A. DESIGN REQUIREMENTS
In this section, we investigate the requirements for an effective fully asymmetric collaboration system. The following subsections describe the system's requirements along with the three phases of a fully asymmetrical remote collaboration procedure (Identifying a problem, finding a solution, and showing the solution)
1) IDENTIFYING A PROBLEM
An efficient fully asymmetrical remote collaboration should provide means for a remote expert to understand a local user's environment and thus to identify the problem. Unless the problem is easily identifiable, the remote expert should find the problem by looking around the local user's environment. This ability to independently view the environment is crucial in a remote collaboration, especially when the local user cannot find or recognize his/her problem, which might happen for an elderly local user. Reference [20] also showed that providing a wide view for the remote expert resulted in a higher task efficiency. It goes without saying that the availability of detailed view will help the remote expert get more accurate information of the remote environment. The remote expert should be able to switch between the two smoothly.
In order for the remote expert to get a correct understanding of the local user's environment, it is desirable if the system also provides two more functions: capturing and pointing. Capturing the current remote expert's view helps memorize spots of interest and can be used to find a solution later. Pointing to any spot in the local user's environment can also help the remote expert communicate with the local user for identifying a problem. Lastly, the remote expert should have full control of all the functionality of the remote collaboration systems without any help/intervention of the local user.
2) FINDING A SOLUTION
Once a remote expert identifies the problem of a local user, he/she must find a solution to the problem for remote collaboration. We can categorize the locations of solutions: the remote expert's environment, the local user's environment, and in the (computer of) the remote collaboration system. As mentioned before, when fixing an appliance, a tool can be located on the local user's side, but its manual may be on the remote expert's side, or in the system. Similar to the problem identification phase, in order for the remote expert to find a solution to the problem, the system should provide a function wherein the remote expert can switch viewing spaces between the local user's space, the remote expert's space, and the system. Once the remote expert finds a solution, it is desirable if he/she can capture it to show to the local user later.
3) SHOWING SOLUTIONS
After finding a solution, the remote expert should be able to show it effectively to the local user so that he/she can resolve the problem. Often, verbal explanations are not sufficient to efficiently transfer the remote expert's intent. Thus, additional annotations are needed, such as pointing and sketching. Most of the previously proposed remote collaboration systems show annotations through display devices, such as a monitor or a screen. In this case, however, the local user needs to keep switching views between the display device and the problem spot, which causes fatigue or distraction to the local user. One of the popular solutions to this issue is using a projector for the display and annotation, simultaneously. In the meanwhile, sometimes it is impossible to project annotations to an object directly. A computer monitor and a TV screen are such examples because they absorb most of the projection light. One way to handle such a case is to capture a solution and move the projector to a location suitable for projection. For example, when a remote expert needs to show something on the local user's computer monitor, it would be better for the remote expert to capture the monitor image, annotate on it, and project it on a nearby desk. Therefore, a remote collaboration system can show a solution to a local user more efficiently, when functionalities for pointing, sketching, capturing, and controlling a projector are available. Table 1 summarizes the requirements for each phase. Some of them are necessary at multiple phases. It means that they are the core requirements for a fully asymmetric remote collaboration.
B. A PROTOTYPE REMOTE COLLABORATION SYSTEM
According to the requirements summarized in the previous section, an optimal design of a fully asymmetric remote collaboration system should equip functionalities such as a wide view, direct annotation, and exclusive controllability by the remote expert. We implemented a prototype remote collaboration system by reflecting the requirement. We built a mobile robot hardware as a subsystem on the local user side, which was equipped with wide/detailed view cameras and a projector. For a remote expert, we implemented an HMDbased remote collaboration system with which the remote expert could wear an HMD and control the robot with a handheld controller. The HMD-based remote collaboration system can provide a remote expert with an immersive view of the local user's environment along with the panorama camera on the local user's robot. The specific implementation is described in the following subsections.
1) THE ROBOT CONFIGURATION
We first implemented a small prototype robot for use on a desk, and then we extended the design to a mobile robot for more general usage, which can move around a house or an office. The two robots are shown in Fig. 2 .
Common features of the two robots are as follows. Due to the limitations of current panorama camera resolution, the panorama camera cannot give a very detailed view of any specific spot. Thus we also attached a detailed-narrow view camera to provide a detailed view of the local user's environment. To better support this addition, we also implemented view switching using the zooming metaphor for the remote expert. The detailed-narrow view camera is equipped with pan and tilt motors so the remote expert can control it. In addition, the robot has wheels so that the remote expert can move or turn the robot.
For the specific hardware setup, we used Insta360 Air for the panorama camera. It provides up to 2560x1280 resolution images. As the detailed-narrow high-resolution camera, we used Logitech BRIO, which provides up to 4K resolution images. For the projector, we used Samsung SSB-10DLYN60, which can provide 600 lumens of brightness at the top. The whole body framework of the first prototype robot was designed and printed by a 3D printer. For controlling the camera, projector, and robot, we used Robotis motors, plus an openCM9.04 board for controlling the motors. The entire application process including communication and controls was executed on an Intel NUC mini-PC.
2) SYSTEM ARCHITECTURE Fig. 3 shows the whole architecture of our remote collaboration system. In the system, the remote expert can see both a 360 degree and a detailed-narrow streaming video using an HMD and the audio from the local user's robot via a network. In addition, a remote expert can send his/her annotations and commands to control the robot by using an HMD controller.
3) HMD INTERFACE APPLICATION
On the remote expert's side, we implemented two smartphone-based HMD applications which can run on either of GearVR and GoogleVR platforms, respectively. As an HMD controller, we used the platform-provided GearVR or GoogleVR controller. Each controller has similar interfaces, such as a clickable touchpad button and a trigger button. Our HMD application is implemented to show both a remote panorama and a detailed-narrow view, as well as simple 2D user interface buttons for system control as shown in Fig. 4. 
4) COMMUNICATION IMPLEMENTATION
We wanted to make the system as easy to use as possible for a local user because it was a fully asymmetric remote collaboration system and could be used by elderly people. We decided to make a communication connection like a phone call. For the communication platform, we used WebRTC (Real-Time Communication) (https://webrtc.org) and the AppRTC (https://appr.tc) with the STUN (Session Traversal Utilities for NAT) server provided by Google. Our system sends HD(1280x720) quality VP8 encoded streams for both detailed and panorama videos. In order to achieve low latency, we used our system with at least 100Mbps speed Wifi configuration. When the remote expert starts the application, a phone dial screen appears. Then by clicking the buttons and dialing an ID number or the address of a local user's robot, the remote expert can request a call to the local user's robot. The only thing to do for the local user is to press an answering button on the screen on the head of the robot. Then the connection is accomplished, and the remote expert can have full control of the collaboration robot on the local user's side. The connection interface is shown in Fig. 5 . The local user can request a connection first in a similar way.
C. INTERACTION DESIGN AND IMPLEMENTATION
When the connection is completed, the remote expert can see the panorama view first. To control the robot and interact with the local user, the remote expert can open the main menu on his HMD screen by clicking the touchpad button in any view space. Further interaction is carried out by clicking buttons on the main menu. In order to hide the menu, the remote expert can click the back button on the controller. For clicking and pointing, we implemented a light stick that is displayed on the screen and controlled by the movement of the controller. In Fig.4 -8 , the light stick is shown as a slanted blue line.
1) ZOOM AND SWITCHING VIEWS
In our system, the remote expert can see both panorama and detailed-narrow views of a local user's environment using an HMD. He/She can also see his/her own environment through a camera attached to the HMD. In order to naturally switch between these views, we designed and implemented an interaction method for the remote expert. First of all, we divided the available views for the remote expert into four: i) the remote expert's environment view, ii) a panorama view of local user's environment, iii) panorama and detailed-narrow view of local user's environment, and iv) only the detailednarrow view of local user's environment. In order to devise a smooth switch between views, we adopted the zoom-in/out metaphor. Since the viewing spaces are actually near to and far from the remote expert, it can be said that the zoom-in/out metaphor fits well conceptually. By swiping up and down the controller's touchpad with a finger, the remote expert can zoom the current view. When the zoom value hits a certain threshold, the remote expert's HMD display switches to a different view. The view changing is done by fading in/out smoothly. The different views of the local user's environment are shown in Fig. 6 .
2) CAPTURING AND CONTROL
As mentioned in Sec. III-A, the capturing function is needed for all of the collaboration phases. In our implementation, the remote expert can capture the current view where he/she is looking. Currently, our system provides panorama and detailed-narrow views of the local user's space to the remote expert, as well as the view of remote expert's space. We provide the capture function only for the detailed-narrow view and the view of remote expert's space because the detailed view is only necessary for the local user when a solution to their problem is displayed. The remote expert can click the capture button at each view space level (the remote expert's and the local user's spaces), creating an image that can then be used later.
To interact with the local user, the remote expert should be able to control the motion of the robot so that he/she can independently see what he/she wants to see in the local user's space. We implemented a simple button-based motion control function. The remote expert can turn the robot left and right and also move forward/backward by clicking buttons. Fig. 7 shows the robot control interface.
3) POINTING AND SKETCHING
To interact with the local user efficiently, the remote expert needs to display his/her gestures on the local user's environment. As explained in the previous section, the system should provide pointing and sketching functions. Thus we implemented these functions as shown in Fig. 8 . Since our system is a projection-based one, the remote expert needs to see the available projection area. For this purpose, we made a system to display a rectangle for the remote expert to view and estimate a projection area. If the remote expert projects annotations, this rectangle is unnecessary for the local user, and therefore automatically hidden, and only annotations are displayed. For pointing, when the remote expert switches the view space to detailed-narrow view only and clicks the pointing toggle button, an arrow-shaped pointer appears. The expert can control this pointer with the HMD controller. We simply mapped the controller's movement to the pointer so that the remote expert could control it easily in real time. In addition, the remote expert can scale the size of the pointer up and down by swiping the touchpad. This real-time pointing is effective for instant annotation on the object in the local user's space and allows the remote expert to communicate well with the local user.
For sketching, we implemented capturing and sketching interfaces. When more complex annotation is needed, or if it isn't possible to project annotations directly onto the object of interest, for example, a monitor, the function of sketching on the captured image is needed. When the remote expert clicks the sketch button, the previously captured image is both displayed on the remote expert's HMD and projected on the local user's side. The remote expert can then select colors, draw sketches, and erase earlier drawn sketches with the provided user interface. Once the remote expert draws onto the image, the system transfers the 2D coordinates of sketch trace and attributes of the pen to the robot side so the robot can draw the same sketch. This is shown in Fig. 9 .
Lastly, the remote expert can send an image to the local user and control the sent image by re-sizing or moving it. This is shown in Fig. 10 . The system shows an image list, and the remote expert can select one of the images. The chosen image is sent to the robot at the local user's side and is projected on an object. If a depth camera is installed in the robot, it is possible to provide an automatic keystone function. However, it is currently controlled manually by the remote expert.
IV. COMPARISON WITH EXISTING SYSTEMS
In the previous section, we considered the requirements for a fully asymmetric remote collaboration system and presented our implementation which satisfied the requirements. In order to differentiate our implementation from other existing remote collaboration systems, we show a comparison in view of the requirements. For comparison, we chose two existing remote collaboration systems that are most similar to ours. Table 2 shows a summary of the comparison of our system with other asymmetric remote collaboration systems. Though it seems that [5] system meets many of the requirements and is similar to our system, our system is equipped with more intuitive interaction functions with HMD interface for a remote expert. The followings are detailed explanations about the features.
• Wide and detailed view: Unlike other systems, our system provides both wide and detailed views via panorama and normal high-res cameras. In particular, the remote expert can see these views via an HMD and thus easily look around the local user's space.
• Independent View: In our system, the remote expert can control the camera independently by controlling the pan-tilt motors equipped with the camera and rotating the robot platform. Since the remote expert can control the camera independently to the local user, our system fulfills the requirement of view independence. Reference [5] implemented the control of the robot arm and the platform to look around the local user's space. However, our system provides more intuitive control by combining the camera and the robot control with HMD motion.
• View space switching: Our system unifies view changing between local user's and remote user's spaces and between wide and detailed views with zoom-in/out interaction, so the remote expert can switch his/her view smoothly. There are no existing approaches which have proposed this kind of interface.
• Capturing images: Our system supports a capturing function while the remote expert collaborates with a local user. This function is also implemented in other systems. In our system, however, the remote expert can capture even his/her space view easily via a camera which is attached to an HMD. This helps when the remote expert needs to show contents from his/her own view.
• Motion control of the system: Connecting and finding as well as solving problems can be done without any of the local user's intervention. Other systems, such as mobile and wearable ones, generally need the local user's help when finding and solving problems.
• Pointing & Drawing sketches: We also implemented the interfaces for pointing and sketching onto the object so the remote expert can show more complex gestures. This is done while the remote expert wears an HMD. We provide interfaces to control the pointer smoothly and to sketch on a captured image.
• Sending multimedia: In order to guide a local user to solve his/her problem, some multimedia files may be needed. We implemented this functionality for the cases. Reference [5] mentioned its function for sending images, but [4] and [11] didn't mention the functionality of sending multimedia files for collaboration.
• Showing annotations: Our system shows annotations directly on the object of interest by a projector. Reference [5] also took a similar method by using a projector mounted on top of a robotic arm. However, they didn't consider how to handle the objects such as monitors, which are absorbing lights and hard to project annotations on.
V. USER EVALUATION
In the user evaluation, we could not compare our system directly with other existing asymmetric collaboration systems since we could not obtain them. Instead, we evaluated the effectiveness of our collaboration system. To this end, we conducted a user study to compare our system to two other systems: an ordinary video call (such as Skype) based collaboration system and our collaboration robot system with a PC interface. We describe the user study design and the results in the following sections.
A. USER STUDY DESIGN
The user study was configured to measure two points. First, we observed the change in working time according to the interface, and we measured the usability of the systems and the understanding of the local user's environment through user questionnaire. We expected our system to provide better work performance, usability and understanding of the local user's environment to the remote expert. Thus our hypotheses for the user study are as follows. 1) H1: Users will take less time completing tasks when using our interface when compared to other interfaces 2) H2: It is easier to use the HMD interface than other interfaces.
3) H3: Using the HMD interface will create a better understanding of the remote environment than other interfaces.
B. USER STUDY TASK AND ENVIRONMENT
We selected the task of vacuum cleaner assembly for the evaluation test. It was like the case where an old person had a hard time to assemble the parts of a vacuum cleaner, and his son or an expert at a remote site was helping him to assemble them. In our user study, a remote expert needs to instruct a local user in vacuum cleaner part assembly. The local user's environment was configured as shown in Fig. 11 . There were four boxes with different nameplates containing the vacuum parts, arranged around the robot so that the remote expert could control the device and check the nameplates attached to the boxes. The vacuum was placed in front of the device, and the local user was supposed to assemble the parts of the cleaner based on the instructions of the remote expert. The remote expert used the given interface to observe the local user's environment, find the parts box containing the appropriate cleaner parts, and guide the local user to open the box. The local user then selected the parts from the box and attached them to the vacuum. In this experiment, the remote expert should find the parts box with a correct name tag and notify it to the local user.
C. USER STUDY CONDITIONS
The interfaces given to the remote expert are shown in Fig. 12 . For the ordinary video call setup, we used Skype (https://www.skype.com), a smartphone application. During an ordinary video call session, the local user held a smartphone and moved it according to the remote expert's instruction. For the PC interface, we developed an application that controlled our robotic device. This application provided both 360 degree and detailed-narrow views. The remote expert could look around the view by holding down the right button of a mouse and moving it, switch the view spaces by mouse wheel (like zoom-in/out) and move the robot with a keyboard. Sending annotations could be done by clicking GUI buttons. In particular, pointing and sketching functions were switched by a toggle button, and pointing/drawing could be done by holding the left button of the mouse. Lastly, the HMD interface was the one proposed in this paper.
D. USER STUDY PROCESS
Twenty people (10 males, 10 females) participated in this evaluation. The average age of the participants was 27.25 years (standard deviation 3.22 years). Participants were asked to act as a remote expert. For the local user, we hired a student (a 20-year-old male, who does not know of our work). In the user study process, the coordinator explained the task described above to the participants, and then proceeded with the operations in the order of ordinary video call, PC interface, and HMD interface. During each session, after about 5 minutes of practice time, when the participant was ready, he/she informed the coordinator and started the task. At the end of each session, the participant completed an intermediate questionnaire to check the usefulness of the interface and the understanding of the local user's environment. The intermediate questionnaire is shown in Table 3 . During the experiment, in order to maintain the consistency at each interface session, we randomly relocated the boxes. Also, we asked the local user to move and work only by the remote expert's instruction, keeping the same speed of work for each session. After completing the tasks using all the interfaces, the participants used the post-questionnaire to rank the interfaces in terms of their usefulness. We made the intermediate and the post questionnaires similar to [4] and all the questionnaire were 7-point Likert scale questions. Fig. 13 shows that the participants took less time to finish the task with our system using HMD interface. To see the effect of the type of interfaces on the working time a oneway repeated measures ANOVA (Analysis of Variance) was conducted. The result of the Mauchly's Test indicated that the assumption of sphericity (the variance differences are equal among responses) had not been violated (p = 0.77 at α = 0.05). Repeated measures one-way ANOVA (F(2,18) = 11.71, p = 0.0001) showed that there was a significant Fig. 14 summarizes the remote environment understanding and usability score for each system. Since we used Likert scales (7-point), we analyzed the results with the Friedman test. The Friedman test results for all 6 questions showed that the statistics significantly differed (χ 2 (2) = 14.17, p = 0.0008, χ 2 (2) = 10.11, p = 0.006, χ 2 (2) = 13.12, p = 0.001, χ 2 (2) = 19.43, p = 6×10 − 5, χ 2 (2) = 16.54, p = 0.0002, χ 2 (2) = 9.50, p = 0.008, respectively). Using a pairwise posthoc comparison with Bonferroni's correction (α = (0.05/3) = 0.017) on Q1, the HMD helped more than the ordinary video call interface. According to the results of Q2, the HMD was easier to use than the PC interface. However, there was no difference between the HMD and an ordinary video call interface. The results for Q3 and Q4 showed that the HMD provided better feeling and understanding of the remote environment than other interfaces, so H2 was supported. According to the results of Q5 and Q6, the participants felt they could communicate better with our system using HMD interface rather than other systems. Therefore H3 was supported. In terms of overall preference by the participants, Fig. 15 shows that the majority of participants preferred the HMD-robot interface over the ordinary video call and PC interfaces.
E. ANALYSIS OF EVALUATION RESULTS

F. DISCUSSION
The experimental results show that most users spend less time completing tasks when using the proposed HMD interface compared to a video call or the PC interface. It is shown that using the HMD interface is a more efficient way to find an appropriate object in the local user's environment, utilizing a wide angle of view. The participant No.14 said, ''The HMD was immersive, and the controller was intuitive and easy to use.'' and the participant No.5 said, ''It was easy to do the task by looking at the whole environment with the panoramic view.'' However, some participants were not able to use the provided interactions due to the short length of the practice session.
The HMD interface for the remote expert received a high score for the understanding of the remote environment and showed the importance of using an HMD in a remote collaboration system. In the case of usability, most participants preferred the interface using an HMD and controller, but there were a few participants who preferred general video calls because, for them, the difficulty of the task was not complex enough to require all the interactions of the HMD system.
In the post-test questionnaire, many participants stated that they preferred the HMD interface over other interfaces. However, some participants preferred other interfaces over the HMD interface because they felt they didn't have enough time to experience the HMD interface. The participant No.10 said, ''The HMD was inconvenient because I had to move my head to observe things.'' In future studies, the participants should have sufficient practice time in order to familiarize themselves with the HMD interface.
VI. CONCLUSION
In this paper, we newly defined the problem of fully asymmetric remote collaboration. Fully asymmetric remote collaboration handles the cases where a user of one side is a complete novice having difficulty in explaining his/her problems and unfamiliar with a collaboration system, and thus the remote expert of the other side must locate the local user's problem and teach the local user by having full control of the remote collaboration system. This covers more general and practical situations than previously studied asymmetric remote collaboration. We investigated design requirements for a fully asymmetric remote collaboration and itemized them for three collaboration phases. We also designed and implemented a robotic prototype device for a local user and HMD interactions for a remote expert, which fulfills the requirements. Our system provides full control to a remote expert when collaborating with a local user. User evaluations also show that our system is preferable to other systems. This system can be efficiently used for collaboration with elderly people who don't have much knowledge about a collaboration system and IT devices.
For future works, we will test our system with more various tasks to explore its generalization performance. Actually we have done simple tests with a few other tasks such as teaching how to use electronic devices. During the tests we found that a more intuitive robot control method would be beneficial. Thus, devising an intuitive robot control method would be a good research topic not only for robotics but for remote collaboration researches.
