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In order to study in-flight ice adhesion at the droplet-scale, a strategy is presented to
simulate the impact and solidification of a supercooled water droplet on a cooled substrate.
Upon impact, nucleation is assumed to occur instantaneously, and properties of the droplet
are chosen to account for the nucleation process. Simulations are performed in ANSYS
Fluent using a coupled Volume of Fluid and Level-Set method to capture the air-water interface and an Enthalpy-Porosity method to capture the liquid-solid interface. Calibration of a
simulation parameter, Amush, is performed in order to match experimental data for different
surface types and surface temperatures. The calibrated simulation strategy is applied to
low-speed, in-flight icing conditions. The effects of surface variation and droplet diameter
variation are investigated, providing insight into the icephobicity of superhydrophobic
surfaces. Numerical results suggest that large droplets (approximately 200 micron-diameter)
will freeze and adhere to a superhydrophobic surface.
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CHAPTER 1
INTRODUCTION

1.1

Background
It is widely acknowledged that the in-flight accretion of ice on aerodynamic surfaces

and inlets presents a significant threat to the safety and performance of aircraft. The most
common situation for in-flight ice accretion to occur is at altitudes between 9,000 and
20,000 feet during holding patterns before landing [24, 36]. At this altitude, atmospheric
conditions can produce supercooled water droplets. These liquid droplets are cooled below
their freezing point by the ambient atmospheric temperature [24, 48]. The impact of
supercooled droplets with the cooled surface of a passing aircraft provides a “mechanical
shock” that initiates the freezing process [32, 48]. Part or all of the droplet can freeze after
impact. Any unfrozen water can run back from the leading edge to an unprotected part
of the wing surface [35]. Typically, droplet diameters range from 0 to 500 µm [8, 36].
Supercooled Large Droplet (SLD) conditions for freezing drizzle are classified as droplets
with a diameter of 50 to 500 µm [14]. These droplets can splash upon impact [39, 40] and
rebound off the surface as smaller droplets, reattaching and freezing on another part of
the wing. Although aircraft are certified for icing conditions, they were not certified for
the impact of Supercooled Large Droplets (SLD) prior to 2010. In response to growing
concern about SLD icing safety, the Federal Aviation Administration proposed new icing
1

airworthiness standards to improve flight safety in SLD conditions [15]. As a result, droplet
behavior under SLD conditions is of current interest. Regardless of the method in which ice
forms, the buildup of ice affects an aircraft’s aerodynamics and can often lead to loss of
control and, ultimately, a crash if in-flight ice accretion is not mitigated.
Various techniques have been devised to deal with the removal of ice built up during
flight, including heating the surface, mechanically deforming the surface, or releasing
chemicals onto the surface. Some of these methods are applied only after ice has already
formed. Improper use of these methods, such as pilot inability to recognize icing conditions,
or high power and cost requirements limit the effectiveness of these methods [32]. Therefore,
a more effective method for ice removal is required.
Rather than focus on simply removing ice after it forms, efforts have been made to
develop ice-resistant technologies, such as surfaces with ice-resistant coatings. Superhydrophobic surfaces are manufactured to have nano-scale roughness elements which are
coated with a hydrophobic (water resistant) coating [32]. Studies suggest that superhydrophobic surfaces could effectively repel water droplets before they freeze [4, 29, 32]. In
the event that ice does form on a superhydrophobic surface, studies show that ice removal
requires less energy due to a reduced adhesion force [32].

1.2

Aircraft Icing: A Multi-Scale Problem
Aircraft icing is inherently a complex, multi-scale problem, involving physics at the

atomistic scale, droplet scale, and aircraft scale. Therefore, any attempt to mitigate the
effects of ice accretion must address all three scales. Simulating at a single scale limits
2

the physics that can be included, but simulating two or three scales requires enormous
computational effort because of the large differences between scales. Therefore, simulations
are often performed at one scale, modeling the behavior at the other scales. Simulations
at the atomistic scales involve solving for solidification at the most basic level, simulating
dendrite growth. However, to apply these techniques at the droplet scale requires larger
computational effort than is often readily available [45], and therefore, these methods are
not often used at the droplet scale. Additional complexity is added when considering surface
wettability effects [53]. Simulations at the droplet scale must model solidification not as
growing dendrites, but as continuous advancing interfaces. Atomistic effects, such as bulk
material properties, are often modeled. Some methods at the droplet scale do not include
droplet impact and deformation [48]. In addition, simulations involving multiple droplet
impacts become computationally costly. Simulations at the aircraft scale do not consider
actual droplets but use a control-volume approach to determine a freezing fraction based
on a heat balance [35]. Droplet scale effects are modeled empirically, which can lead to
inaccuracies in calculating icing rates.

1.3

Primary Contributions
The primary contribution of this research is the development and implementation of a

simulation strategy to study the solidification of a single supercooled water droplet impacting
a substrate. The primary goal of the strategy is to determine, for a given surface wettability,
droplet diameter, degree of supercooling, impact speed, and surface temperature, whether
any part of the droplet will freeze on the surface. In essence, this strategy attempts to predict
3

the correct binary droplet response of freezing on the surface or rebounding off the surface.
The strategy was developed in an effort to aid in the understanding of the performance of
superhydrophobic surfaces in the resistance of ice formation.
The problem is solved as primarily a fluid dynamics problem, assuming incompressible, laminar flow. Pressure-based solutions of the Navier-Stokes equations are computed
using ANSYS Fluent 14.0 [43]. The materials involved, air and supercooled water, are
considered as immiscible Newtonian fluids, and the interface between them is modeled
using a coupled Volume of Fluid (VOF) and Level-Set approach [43]. Solidification of
water is accomplished via an Enthalpy-Porosity method [52] that uses latent heat content as
a measure of solidification. Surface wettability and contact angle, both sub-droplet scale
behaviors, are modeled by a wall-adhesion model [2]. The problem is modeled by the use
of an axisymmetric assumption. The effects of supercooling on the properties of water are
computed with simple mixture ratio equations [16, 48].
Validation of the simulation strategy was performed using available experimental data.
The application of the strategy investigated three types of surfaces: a hydrophilic surface
(representing an anodized aluminum surface with primer), a hydrophobic surface (representing a stainless steel surface), and a superhydrophobic surface (representing a specially
designed surface with nano-scale roughness elements). Droplets of various diameters were
simulated impacting these surfaces at low and high speeds.
The secondary contribution of this research is to use the simulation strategy to predict
the critical diameter at which, for a given surface contact angle, droplet supercooling, and
impact velocity, the droplet impact response changes significantly. This provides some
4

indication as to the usefulness of surface treatments in ice prevention for larger droplet
diameters. Simulations focus on diameters from 20 µm to 200 µm, allowing investigation
of the 50 µm lower limit for SLD conditions.

1.4

Outline of Thesis
Following the introduction is a literature review that will provide context for the discus-

sion of the simulation strategy. The numerical methods are then discussed and applied to
several calibration cases to tune the simulation strategy. Following calibration, the strategy
is applied to a case for which the results can be verified by comparison with experimental
data. The strategy is then applied to representative low-speed, in-flight icing conditions
for several surface types. The strategy is then used to investigate the effect of droplet
diameter on icing characteristics of different surfaces. Finally, the results are discussed and
conclusions are drawn as to the effectiveness of surfaces in preventing ice accretion.

5

CHAPTER 2
LITERATURE REVIEW

The problem of solidification of a supercooled water droplet impacting a surface involves
several areas of physics, including heat and energy transfer, fluid dynamics, and droplet
impact dynamics. In order to discuss the simulation strategy, the complex physics of the
problem, mainly droplet dynamics and solidification, must first be presented. A discussion
of droplet physics includes the interaction with a surface, wettability, and impact dynamics.
A discussion of solidification physics includes the two stages of solidification. The effect
of droplet dynamics on ice accretion is also briefly addressed. Numerical simulation
techniques appropriate for a simulating a problem of this type are then presented. A
proper understanding of the fundamental physics, along with a discussion of the numerical
simulation techniques, will provide the proper context for the Methods and Results sections.

2.1

Droplet Interaction with a Surface

2.1.1

Wettability and Contact Angles

The static interaction between a fluid droplet and a surface can be described using the
characteristics of wettability and contact angle. Wettability describes the degree to which
a fluid will spread out on any given surface. The contact angle, θ, is an indicator of the
wettability of a specific fluid on a specific surface. In the case of a water droplet on a surface,
6

the contact angle is measured at the triple point of the intersection of the air, water, and
the surface. The angle is determined by the inter-facial free energies of the three phases in
contact [12]. Figure 2.1 shows the definition of contact angle for a droplet, where the angle
is measured between the surface and a line tangent to the intersection of the droplet with the
surface.

θ
Figure 2.1

Measurement of Contact Angle, θ

Although the contact angle of a static droplet can indicate wettability [42], the wetting
phenomenon is not solely static [55]. For an impacting water droplet, a contact angle
hysteresis exists due to surface roughnesses or chemical inhomogeneities [12], leading to
different advancing and receding contact angles. The advancing contact angle, larger than
the static angle, is measured when a droplet spreads on a surface. The receding contact
angle, typically less than the static angle, is measured when a droplet recoils on a surface.
Surfaces are characterized based on the contact angle as hydrophilic, hydrophobic, or
superhydrophobic. Figure 2.2 shows the distinctions between static droplets on the three
types of surfaces (image reprinted with permission of author) [3]. Hydrophobicity refers to
7

the quality of a surface that increases the contact angle for water and reduces wettability.
Superhydrophobicity describes the quality of a surface with a large contact angle and the
possibility to repel water droplets completely.

Figure 2.2

2.1.2

Categorization of Wettability [3] using Contact Angle, θ

Droplet Impact Dynamics

Droplet impact with a dry surface is governed by the droplet’s inertia, material properties,
wettability, and surface roughness. There are four stages of droplet impact [42]. The first
stage is the kinematic phase, during which the droplet resembles a truncated sphere.
Second is the spreading phase, during which the droplet spreads radially outward as a
thin film (lamella) bounded by a fluid rim [42]. The spreading decelerates until a maximum
diameter is reached. This stage is influenced by droplet diameter, impact velocity, viscosity,
surface tension, and contact angle. Impact velocity increases spreading rates and maximum
diameter while increased viscosity decreases spreading rates and maximum diameter [42].
Increased surface tension decreases maximum spreading [42]. Very large contact angles
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also reduce maximum spreading [42]. High impact velocities and surface roughness can
cause the expanding fluid film to breakup and eject smaller droplets from the surface [42].
The third phase is a relaxation or retraction phase, in which the droplet begins to recoil.
During this stage, the droplet behavior is dependent mainly on receding contact angle [42].
Surface roughness also plays a role in influencing receding behavior.
The fourth and final phase is either an equilibrium phase where the droplet comes to
rest at a constant diameter or a wetting phase where the droplet continues to slowly wet
a surface [42]. Alternatively, if the energy in the droplet is large enough, the droplet can
rebound from the surface. This behavior is greatly influenced by contact angle [42].
Several non-dimensional parameters can be used to characterize droplet impacts, although they do not account for contact angle, which is itself a non-dimensional quantity.
The Reynolds number, Re, the Weber number, W e, and the Ohnesorge number, Oh, based
on initial droplet properties such as droplet density (ρ), droplet velocity normal to the
impact surface (V0 ), droplet diameter (D), droplet viscosity (µ), and surface tension (σ),
are defined as follows:
Re =

ρV0 D
inertial f orces
=
µ
viscous f orces

(2.1)

We =

inertial f orces
ρV0 2
=
σ
surf ace tension

(2.2)

√
µ
We
viscous f orces
Oh = √
=√
=
Re
ρσD
inertial f orces · surf ace tension
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(2.3)

These non-dimensional parameters can assist in understanding droplet behavior; however,
it is difficult to develop a single universal law for droplet impact behavior [42]. Nondimensional similarity is only observed in the kinematic phase of droplet impact. After this
phase, the influence of additional surface and material properties increases. Variations in
surface effects, such as wettability, and impact velocity and diameter, lead to vastly different
results. The influence of these additional factors is what limits dimensionless similarity
between droplet impacts. Therefore, the expected droplet shape, spreading, and behavior
cannot simply be estimated from initial conditions. Droplet response must be obtained
through experimental results or numerical simulations. Therefore, numerical simulations
become necessary for droplet impact behavior prediction because experiments cannot be
performed for every conceivable situation.
Droplets can also splash during impact [39, 40]. Surface roughness and contact angle
greatly affect droplet splashing [42]. Non-dimensional parameters can give some indication
of splash behavior for droplet impacts. Mundo et al. [34] studied droplet splashing on
impact and related the transition from droplet spreading to droplet splashing to the Reynolds
and the Ohnesorge number.
K = Oh · Re1.25

(2.4)

The factor K indicates splashing when its value is larger than 57.7 [34].

2.2

Solidification
Equilibrium solidification, the phase change of a non-supercooled fluid when that fluid is

brought to the freezing temperature, is a complex but well understood phenomenon [11, 28].
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To induce phase change, the material must lose energy and be brought to the freezing
temperature, at which point more energy must be extracted to complete the process [33].
During solidification, a free-moving interface exists between solid and liquid phases across
which latent heat is released during the phase change and conducted from the interface
through the solid and liquids [11]. Latent heat is the amount of heat required to change a
unit mass of solid into liquid at the melting temperature [11]. Therefore, solidification is
an exothermic process and energy is transferred from the system to the surroundings [33].
The rate of solidification is increased as the temperature difference between a liquid and its
surroundings becomes large [11]. A density change also occurs across the interface, causing
the material to shrink or expand during this process [11]. These phenomena are also present
in the solidification of a supercooled material, although the rates and progression of events
are different.
Water cooled below the freezing temperature generally exists in a stable, solid phase (ice)
where a crystallized structure is present [13]. However, water can also exist in a stable, noncrystalline state at those same range of temperatures [13]. This is referred to as supercooling,
during which water is in a metastable equilibrium [11, 13, 27, 28, 48] cooled below the
freezing temperature. This equilibrium state requires only a minor perturbation to initiate
the solidification process, resulting in the water’s return to a stable, solid state [13, 48]. A
thermal or energy fluctuation [28], impurities in the liquid [13, 24], contact with a cooled
surface [17], or a mechanical shock can provide such a perturbation [48]. Impact of a
droplet with an aircraft skin is an adequate shock to initiate solidification [32]. However,
in general, the mechanisms that initiate freezing are not well understood [16, 17]. The
11

influence of various factors, such as droplet temperature, air temperature, and air velocity,
on the solidification process and ice accretion also lacks complete clarification [17].

2.2.1

The Two Stages of Supercooled Solidification

Solidification of supercooled water occurs in two distinct stages [16, 17, 24, 25, 48, 49].
A third stage can also be considered [16], during which the completely frozen solid cools
down to the ambient temperature and reaches thermal equilibrium with the surroundings [23],
although it is not a concern of this thesis.

2.2.1.1

The First Stage of Solidification

This first stage of solidification is a rapid process [16, 24], initiating with nucleation [21,
28] and proceeding with a partial-solidification of the droplet [24, 25] that leads to a return
to thermodynamic equilibrium [7, 16].
Nucleation is the phenomenon of solid crystals forming in a liquid [13, 28]. The nucleation process can be either homogeneous or heterogeneous [13, 23, 28]. Heterogeneous
nucleation is initiated by a foreign substance in the liquid or by contact with a solid substrate [13, 23]. Homogeneous nucleation can spontaneously occur [28] in the presence of
water vapor or if the air-water interface temperature is lowered enough through convection [13, 23]. For a droplet lying on a substrate with no surrounding flow, heterogeneous
nucleation occurs and proceeds from the substrate as a front, advancing through the entire
droplet [23, 24]. Figure 2.3 shows the advancing first stage from a condition of natural
convection (image reprinted with permission of author) [23]. For the same droplet under
a shearing cross-flow, homogeneous nucleation could instead occur at the liquid-air inter12

face [23]. Increasing the supercooling can rapidly increase the nucleation rate [28, 48].
For water, -40 ◦ C is the largest supercooling observed before spontaneous homogeneous
nucleation occurs in a water droplet at an icing altitude [1, 26]. Laboratory experiments
suggests this value could be -45 ◦ C or lower [22].

Figure 2.3

Experimental Results [23] of the Advancing First-Stage Front

This nucleation process changes the previously-supercooled substance into a uniform
mixed-phase state [11], also deemed the mushy state [24], comprised of a mix of ice and
water. The ice-water mixture, containing uniformly distributed ice particles [11, 25, 16] or
ice dendrites [17], is at the equilibrium freezing temperature [16, 49]. During this thermodynamically irreversible process [27], the temperature increase from the supercooled value
to the equilibrium freezing value is caused by the release of latent heat to the surrounding
liquid by the portions of water having undergone phase change from liquid to solid [16, 17].
The first stage occurs quickly because the nucleated ice-particles are surrounded by liquid
that readily absorbs released latent heat [24]. However, this process is quasi-adiabatic [24]
and very little heat is transferred from the droplet to the surroundings [23].
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2.2.1.2

The Second Stage of Solidification

The second stage of solidification is a slower process in which the remaining liquid-ice
mixture becomes completely solidified [16, 24, 48] and a crystalline structure is formed by
the advancing front [23]. For a droplet on a surface, the front advances parallel from the
surface to the top of the droplet [17, 23, 24]. This full solidification stage is an isothermal
process [24] that occurs at the equilibrium freezing temperature [11, 16, 48].
Since only a portion of the liquid has undergone phase change at the end of the first
stage, the remaining liquid still contains latent heat that must be released in order for the
droplet to fully solidify. Therefore, the second stage is controlled by the rate at which the
latent heat can be conducted to the environment [16, 23]. For a droplet on a surface, the
conduction will proceed only through the contact between the droplet and the substrate [23],
therefore limiting the droplet surface area available for heat transfer and thus also limiting
the heat transfer rate. The advancing front can be seen in Figure 2.4 (image reprinted with
permission of author) [23]. Convection of heat from the droplet to the air is not expected
due to the much lower thermal conductivity of the air. In the presence of a cross-flow over
the droplet, convection is also a factor [23].

Figure 2.4

Experimental Results [23] of the Advancing Second-Stage Front
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Since the second stage is controlled by the rate of heat conduction, the time scale for
this stage is significantly longer than that of the first stage [16] by an estimated two or three
orders of magnitude [23, 24].
In some instances of droplet impact, an outer ice shell can form after the first stage,
leaving a liquid center. The shell is not necessarily rigid and the shape of the droplet can
still deform during the second stage while the remaining liquid-ice mixture freezes [17, 25].
In the case of a droplet undergoing homogeneous nucleation in a free-fall state, there is
no impact surface from which the second stage can advance and the crystallization front
advances as an inward growing ice shell [25].

2.3

Ice Accretion and Droplet Dynamics
Both droplet dynamics and solidification must be considered for the prevention of ice

accretion on surfaces. Superhydrophobic surfaces have been shown to prevent ice accretion
under certain conditions, repelling a supercooled droplet before the end of the second
freezing stage [4, 17, 29, 32]. In addition to contact angle, surface roughness can affect the
behavior of a droplet [42]. Experimental studies have shown that surfaces with properly
sized roughness elements can delay freezing times [24].
A surface that is resistant to ice accretion is an icephobic surface. During the spreading
of a supercooled droplet, a large area of the droplet is exposed to the surface, leading to
increased heat transfer with the substrate. The resulting increased contact time with the
surface is likely to lead to the droplet freezing on the surface [17, 32]. If the total droplet
spreading and receding time is longer than the time it takes for the first and second stages of
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solidification to occur, the droplet will freeze on the surface. Freezing can even occur before
spreading, where the droplet freezes as a truncated sphere [31]. However, if the droplet
can spread and retract before nucleation and solidification are completed, the droplet may
rebound off the surface [32]. Thus the quality most important to icephobicity is minimizing
surface contact area and the amount of time during which a droplet is in contact with the
surface [32].

2.4

Numerical Simulation Techniques
Several numerical techniques are employed to simulate the physics of the time-varying,

supercooled droplet impact problem. For this complex problem, the air-water interface
and the ice-water interface are unknown at any given time. The determination of these
interfaces in a simulation requires that a “moving boundary” or “free-boundary” problem
must be solved [1]. Although there are several approaches available to simulate the motion
of these interfaces [10], the methods chosen for this strategy are fixed-grid, front-capturing
techniques. A Volume of Fluid method coupled with a Level-Set method is used to solve
for the deforming droplet shape during impact, and an Enthalpy-Porosity method is used to
solve for the advancing solidification front.

2.4.1

Droplet Impact

Simulating droplet impact requires resolution of the interface between air and water.
Several methods exist for simulating the interaction between two immiscible fluids, although
an Eulerian fixed-grid framework is often employed. With an Eulerian method, the interface
between the fluids is not explicitly tracked, but is rather determined from a global field
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variable [51]. This simplifies the problem by not explicitly following fluid particles at the
interface, as is done in Lagrangian methods. Although simple to use, the disadvantage of
Eulerian methods is that the resolution of the fluid interface is dependent on the computational grid spacing [51]. Thus an effective use of an Eulerian method employs a grid
spacing that maximizes interface resolution while minimizing computational effort. The
two most popular Eulerian methods are Volume of Fluid (VOF) [20] and Level-Set [38, 44].
In a VOF method, the interface is tracked by calculating the ratio of the constituent fluid
volumes in each computational cell. This variable is known as the volume fraction and
ranges in value from zero to one. In a two-phase fluid system, a cell with a volume fraction
of one contains only the primary fluid. A cell with a volume fraction of zero contains
only the secondary fluid. Cells with a volume fraction between one and zero represent the
interface between the two fluids. The VOF method enforces conservation when solving for
the volume fraction, and therefore this scheme is naturally volume-conserving [43]. This
method uses the Geometric Reconstruction Scheme, which constructs the fluid interface in
a piecewise-linear manner [54]. By nature of the method, discontinuities exist across the
fluid interface [43]. Therefore the weakness of the VOF method lies in calculating accurate
derivatives needed to evaluate the interface normal and curvature. Despite this, the VOF
method has been used and validated for high-speed droplet impact on a smooth surface [3].
In a Level-Set method, the interface between fluids is resolved by tracking a level-set
function of the signed distance from the interface [44]. The interface is defined to be the set
of points where the value of the level-set function is zero. A positive value of the level-set
function indicates the primary fluid, and a negative value indicates the secondary fluid.
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By its nature, the interface defined by the level-set function is smooth and continuous,
allowing accurate computation of the interface normal and curvature, which improves the
computation of surface tension effects [43]. However, the level-set method suffers from a
lack of volume conservation [37].
In order to utilize both methods’ strengths and to minimize both methods’ weaknesses,
a coupled Level-Set and VOF method was chosen to simulate droplet impact dynamics. The
coupled method accurately resolves the interface curvature and conserves volume [43].

2.4.2

Solidification

Determining the time-accurate evolution of the water-ice interface in a droplet is a
complex problem [25], requiring solution via a free-boundary Stefan problem, for which
closed-formed solutions exist for only semi-infinite domains [5].
The advancing interface between ice and water during solidification is resolved with an
Eulerian, fixed-grid method. In addition to the interface position, the temperature field is
also unknown at any given time during the simulation [1]. The problem is more complex
than tracking the air-water interface because phase-change must be taken into consideration.
The Stefan problem is a classical, simplified model for solving phase-change problems from
a high-level, heat and energy transfer viewpoint [1]. The Enthalpy method is a common
numerical solution technique for the Stefan problem [1].
The Enthalpy method tracks the advancing solidification front of a pure liquid based on
the total heat content of the material, which is the sum of the sensible heat and the latent
heat required for phase change [10]. The Enthalpy method simplifies the solidification
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procedure by treating the phase-change region as a single domain [9]. The method assumes
that the energy conservation law, written in terms of the enthalpy and temperature, and an
equation of state are all that is required to solve for the phase-change front [1]. From energy
conservation, a discrete heat balance is determined for each computational cell and used
to update the enthalpy [1]. Using the same principle as VOF, the phase of the material is
determined by a field variable. The field variable, liquid fraction, is the fraction of the cell
volume that is liquid or solid and is determined by values of enthalpy and latent heat. A
liquid fraction value of one indicates the cell is completely liquid and the enthalpy value is
equal to the value of latent heat prior to solidification. A liquid fraction of zero indicates
the cell is completely solidified, and no latent heat is present in the cell. The liquid-solid
interface lies in cells that still contain some amount of latent heat, represented by a liquid
fraction between zero and one. Thus the interface is captured rather than explicitly tracked,
and, similar to the VOF method, the sharpness of the interface is dependent upon grid
spacing.
For the droplet solidification problem, the Enthalpy-Porosity method [52] was chosen.
This method can simulate phase change that occurs over a temperature range, although this
is unnecessary for the current problem physics. The region undergoing the phase change,
the mushy region, is modeled as a pseudo porous medium [52] where the porosity of the
substance decreases from 1 to 0 as the latent heat decreases. A source term based on the
value of porosity is used in the momentum equation to reduce the flow velocity in the solid
region to zero. The source term was originally designed to approximate the Darcy law in the
momentum equation in the mushy region, which is commonly used in many metallurgical
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problems [52]. However, for an isothermal freezing of a pure substance, the source term is
simply a “numerical fix” to reduce the velocity in the solid region [52]. Thus one drawback
of this method is that, for isothermal freezing problems, there is no physical representation
of the momentum source term, and the source must be adjusted on a case-by-case basis.
Another disadvantage of the method is that specific properties are not allowed for the liquid
and solid phases since the phases are not actually treated as separate phases in the method.
Separate properties for each phase must be defined with additional user-defined functions.
Therefore, density change is not accounted for automatically by this method as would be
expected in a water-ice phase change. Also, any change in properties would have to be
formulated based on the value of latent heat, rather than temperature. Supercooling is also
not accounted for with this method. The enthalpy method may produce false temperature
histories because of sharp changes in temperature gradients at the interface [10]. In spite
of these acknowledged shortcomings, the Enthalpy-Porosity method has been successfully
used in a variety of phase-change applications [9, 46, 52].

2.4.3

Combined Impact and Solidification

Due to the complicated physics of combined droplet impact, supercooling, and solidification, little has been reported on the simulation of the complete problem.
For a supercooled droplet lying on a surface with a fixed shape, the Enthalpy method
has been used to simulate full freezing [48]. Tabakova and Feuillebois [48] account only for
impact dynamics in the selection of the fixed droplet shape from experimentally obtained
droplet shapes, assuming that the droplet shape becomes fixed during the retraction stage.
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This limits the scope of the problem to experimentally determined shapes and cannot be
used to predict freezing of other droplet impact conditions.
Xiao and Chaudhuri [53] investigate supercooled droplet impact from a nano-to-microscale
aspect, considering droplet impact dynamics and the effect of wind shear in an anti-icing
application. This method determines solidification by calculating a nucleation time using
classical nucleation theory. Although it incorporates sophisticated multi-scale physics, this
method does not explicitly solve for the advancing solidification front.
Chae et al. [6] discuss a method for simulating the impact of a supercooled aluminum
oxide droplet under plasma spraying conditions. Using a VOF method and an Enthalpy
method to simulate the process, the authors managed to account for supercooling by
introducing an initial solidification velocity. This method requires an initial guess for the
velocity.
Quero et al. [41] used the VOF method and solidification theory to study impact of SLD
droplets onto thin water layers. This two-dimensional method requires a thin seed layer of
ice to begin nucleation. Simulating droplet impacts on dry surfaces with this method would
be difficult to accomplish without including an ice seed in the falling droplet.
The complete simulation of supercooled droplet impact and solidification on a dry
substrate has yet to be fully investigated numerically. It has been seen that a combination of
VOF and solidification models can begin to account for the physics involved with such an
impact. A flexible simulation strategy is now proposed (with a coupled VOF and Level-Set
method and an Enthalpy-Porosity method) that incorporates droplet impact dynamics and
solidification, as well as supercooling effects.
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CHAPTER 3
METHODS

3.1

Description of Method
The physical process to be simulated is the solidification of a single supercooled water

droplet impacting a cooled surface, where impact is the mechanism that initiates the first
stage of solidification [32, 48]. Borrowing from previous efforts that focused only on
supercooled solidification [16, 48, 49], a new simulation strategy is developed that includes
droplet dynamics (see Section 3.1.2).

3.1.1

The Method of Feuillebois et al. [16], Tabakova and Feuillebois [48], and Tabakova
et al. [49]

These authors investigate freezing times for static supercooled water droplets and use the
method proposed by Feuillebois et al. [16] to account for supercooling. No droplet dynamics
are considered, and the droplets have a fixed shape. Their method is used to determine the
time required for the second stage of solidification to completely freeze the water droplet.
A perturbation method and a numerical method are used to investigate solidification of a
spherical supercooled droplet suspended in air [16]. This problem is investigated using an
asymptotic method and the enthalpy method [49]. An enthalpy method is also used to study
the freezing of a droplet lying on a surface [48].
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The underlying assumption of these efforts is that the first stage of solidification only
serves to provide initial conditions for the second stage of solidification [16, 48, 49]. The
time for the completion of the first stage, i.e., the transition to the mushy state, is considered
as inconsequential to the overall freezing time of the droplets, due to the short duration of the
first stage when compared to the duration of the second stage, as was noted in the Literature
Review. However, the effects of the first stage are still considered in the development of
initial properties for the second stage.
The effects of the first stage are accounted for by changing the droplet’s material
properties from those of liquid water to properties that reflect a uniform mixture of ice
and liquid water at the equilibrium temperature. This is made possible by the assumption
that homogeneous ice nuclei are uniformly distributed throughout the droplet [16]. The
properties are determined by the initial supercooling, represented non-dimensionally by the
Stefan number, St, which is a ratio of the conducted heat in the solid to the latent heat of a
liquid [16]. Equations that describe the properties after the first stage of solidification are
developed by a global heat and mass balance.
The global heat balance is developed by dividing the first stage of solidification into
two stages, each representing a fictitious state of thermodynamic equilibrium [16]. The two
fictitious states are: (1) heating of the whole liquid from the supercooled temperature to the
equilibrium freezing temperature, and (2) freezing of part, and only part, of the liquid at
the equilibrium freezing temperature, using the latent heat value at that same temperature.
These states are fictitious due to the fact the increase in temperature of the liquid should
come from the freezing of the liquid [16]. The separation of the process into fictitious
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stages is necessary because, in reality, different regions of the liquid freeze at different
temperatures, thus making it difficult to determine one global latent heat value [16].
The heat balance also leads to a final droplet volume, calculated from conservation of
mass and the change in density between solid and liquid states. A limiting condition is
applied to the heat balance so that the droplet cannot completely freeze before reaching
the equilibrium temperature. Ultimately, an expanded droplet radius is obtained from the
final droplet volume. This simplified heat balance has been verified by experimental nuclear
magnetic resonance procedures [19].
Conduction is assumed to be the dominant form of heat transfer inside the droplet [48].
Ambient and substrate temperatures are assumed to be equal to the droplet’s initial supercooled temperature, and the droplet’s surface temperature is also assumed to be this
temperature. Therefore, no heat transfer occurs from the droplet to the air [16, 48]. Only
Tabakova et al. [49] investigate using boundary conditions that incorporate heat transfer to
the air.
Additional assumptions are that the density of the solid is close to that of the liquid, and
therefore the associated droplet shape distortion due to density change can be neglected [16].
Also, any change in equilibrium freezing temperature caused by the surface tension of a
curved interface is negligible [16].
In the following, ∆T is the degree of supercooling, (St) is the non-dimensional Stefan
number, L is the specific latent heat, φ is the liquid mass fraction, c is the specific heat
of the indicated material, ρ is the density, r is the droplet radius, and f can represent any
physical property of the liquid-solid mixture. The liquid mass fraction of the droplet mixture,
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Equation 3.3, is calculated using the non-dimensional supercooling parameter provided by
the Stefan number in Equation 3.2. The liquid mass fraction is then used to calculate the
ratio of liquid to solid properties in the mixture. A new droplet radius is calculated using
Equation 3.6, accounting for the expansion of the droplet due to the decrease in density
from the change from liquid to the mixed state.
∆T = Tf reezing − Tsupercooled

St = csolid ·


φ=


1−

(3.1)

∆T
L

cliquid
csolid

(3.2)




· St

(3.3)

Lmixture = L · φ

Stmixture = csolid ·


rmixture = r · 1 −



ρliquid
1−
ρsolid

(3.4)

∆T

(3.5)

Lmixture



cliquid
·
· Stmixture
csolid

fmixture = fliquid · φ + fsolid · (1 − φ)
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(3.6)

(3.7)

Table 3.1 gives specific values used for the liquid and solid phases [48]. In the table, k
is thermal conductivity.
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Table 3.1

Material Properties for Water and Ice
Material ρ
Water
Ice

3.1.2

kg
m3



1000
920

c



J
kg·K

4187
2031



k

W
m·K

0.6
2.3



L

 
J
kg

333,624
N \A

Simulation Strategy: Inclusion of Droplet Dynamics

A new simulation strategy is developed by extending the method described in the
previous section to include droplet dynamics. The strategy employed here also assumes
that the time scale of the first stage is negligible relative to the time scale of the second
stage of solidification. In other words, resolving the time-varying effect of the first stage
will have an inconsequential effect on the outcome of the simulation. The simulation rather
focuses on resolving the advancing liquid-solid front of the second stage. The first stage
assumption is crucial since it reduces the problem from one of supercooled solidification to
one of equilibrium solidification, for which various numerical methods have been developed
and validated [10, 52]. The initial conditions of the isothermal equilibrium solidification
problem are changed to account for the effects of the first stage.
The simulation is initiated with a droplet falling from a specified height with a specified
velocity onto a surface. It is assumed that the droplet immediately undergoes the first
stage of solidification upon impact with the surface, which is reasonable due to the large
difference in the time-scales of the stages [16, 23, 24]. To implement this assumption, the
droplet’s initial properties are changed to reflect those of the mushy state. It is also assumed
that a rigid ice-shell has not formed after the first stage, and therefore the droplet shape
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is allowed to deform during the progression of the simulation. The simulation includes
droplet impact, deformation, and recoil, which are governed by inertial and viscous forces
and surface tension effects. The combination of droplet impact dynamics, surface modeling,
and solidification of a liquid droplet are all accounted for in a computational framework. In
making the assumption regarding the first stage, it is recognized that the model does not
capture every detailed mechanism of solidification, but should rather capture the overall
droplet behavior of either freezing on the surface or rebounding off the surface.
Initial material properties for the water droplet in the simulation are calculated using
Equations 3.1 to 3.7. Although it is recognized that material properties will change during
the actual solidification process, material properties are assumed to be constant in the model.
Since solid materials do not have viscosity or surface tension, Equation 3.7 cannot be
used to compute these two properties, which are fundamental to droplet dynamics [12, 42].
Measurements of the viscosity of supercooled water reveal a significant increase in viscosity
with increased supercooling [13, 18, 50]. Since a viscosity for the mushy state is unknown,
the value of viscosity for the problem’s initial water supercooling is used in the model.
Surface tension is also shown to increase with increased supercooling [50], although the
change is small enough to be neglected in the simulation. The value for surface tension at
room temperature 0.0735

N
m



is used in the model.

The ambient and the substrate temperature are set to the value of the droplet’s initial
supercooling. The droplet itself is at the equilibrium temperature. This creates a temperature
difference between the droplet and the air, although heat transfer from the droplet to the air
is not expected to occur due to the much lower thermal conductivity of the air. The boundary
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condition applied at the impact substrate is a constant temperature boundary condition. This
condition maintains a temperature difference between the droplet in the mushy state and the
substrate. The temperature difference ensures that solidification is initiated only when the
droplet comes in contact with the surface, where heat transfer with the surface can begin.
The substrate material is aluminum, with properties of ρ = 2719
k = 202.4

W
m·K

kg
,
m3

c = 871

J
,
kg·K

and

[43]. In contrast to the method of Feuillebois et al. [16] and Tabakova and

Feuillebois [48], heat transfer rates from the droplet to the substrate are not considered as
parameters to be matched in the simulation strategy. In order to make the strategy more
applicable to cases where the heat transfer rate is unknown, the strategy uses a thermal
conductivity for the mushy state calculated by Equation 3.7.

3.2

Numerical Algorithms
The assumption of an instantaneous first stage of solidification allowed the supercooled

solidification problem to be framed as an equilibrium solidification problem. This problem
was solved using a commercial Computational Fluid Dynamics (CFD) code.

3.2.1

Flow Solver

The flow solver ANSYS Fluent 14.0 was chosen as the software package for the
implementation of the simulation strategy. The cell-centered, finite-volume code has many
features [43], including a coupled Volume of Fluid (VOF) and Level-Set method and
an Enthalpy-Porosity method. The combination of the methods was used to simulate
the supercooled droplet solidification problem, employing the pressure-based solver for
transient flows in an axisymmetric flow domain.
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3.2.2

Governing Equations

The governing equations for continuity (Equation 3.8, see Section 3.2.3), momentum
(Equation 3.14, see Section 3.2.4), and energy (Equation 3.18, see Section 3.2.5) were
solved together with additional equations for the volume fraction, the level-set function, and
the liquid fraction [43]. The equations were solved with an implicit, first-order time scheme.
Incompressible flow was assumed, although the density could vary due to the presence
of multiple fluids. A pressure-velocity coupling algorithm was required in the absence of
an equation of state. The Pressure-Implicit with Splitting of Operators (PISO) coupling
scheme was used to apply additional corrections to the algorithm so that the momentum
and continuity equations are more closely satisfied after the scheme is solved. This scheme
is recommended for transient problems [43]. The body-force-weighted scheme was used
for pressure interpolation at computational cell faces [43]. Gradients were evaluated by the
least squares cell-based method. The momentum, energy, volume fraction, and level-set
function equations were solved with second-order upwind schemes in space. The interface
determined by the VOF scheme was reconstructed using the Geometric Reconstruction
Scheme [43, 54]. Gravity was included in the direction of droplet impact.

3.2.3

Volume of Fluid (VOF) and Coupled Level-Set

One interface-capturing method available in ANSYS Fluent for tracking the interface
between two immiscible fluids is the coupled VOF and Level-Set method. In determining
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the interface, two VOF equations are solved. Equation 3.8, the continuity equation, is solved
for the secondary phase fraction (αs ), which in this case is water.


1 ∂
(αs ρs ) + ∇ · (αp ρs~vs ) = 0
ρs ∂t

(3.8)

Equation 3.8 is solved using an explicit time-marching scheme [43]. The time step for the
explicit VOF algorithm is automatically refined for the solution of the VOF equation [43].
Equation 3.9 is then solved for the primary phase (αp ), which is air [43].
αp + αs = 1

(3.9)

The Geometric Reconstruction Scheme [54] is used to extract the interface between the
two fluids. The scheme uses a piecewise-linear representation of the advancing water-air
interface calculated from the volume fraction in each cell. It assumes that the air-water
interface has a constant slope in each cell [43]. The fluid interface is then defined as the
piecewise-linear interface formed by each cell’s linear interface. This piecewise linear
interface is not desirable for the calculation of the interface normal and curvature. For this
reason, a coupled VOF and Level-Set formulation is employed.
Equation 3.10 represents the Level-Set function, ϕ(x, t), which describes the signeddistance that a given point in the domain is from the interface [43]. The interface normal
and curvature can be calculated from the Level-Set function because it is smooth and
continuous [43]. Equation 3.11 gives the normal to the interface, and Equation 3.12 gives
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interface curvature, needed to compute the force due to surface tension [43]. Equation 3.13
is the conservation equation for the Level-Set function.




+ |d| if x ∈ the primary phase




ϕ(x, t) =
0 if x ∈ zero level set (interf ace)






 − |d| if x ∈ the secondary phase
n̂ =

∇ϕ
|∇ϕ|

(3.10)

(3.11)
ϕ=0

κ = ∇ · n̂

(3.12)

∂ϕ
+ ∇ · (~v ϕ) = 0
∂t

(3.13)

The conservation of ϕ in Equation 3.13 does not guarantee that the mass enclosed
by ϕ is conserved [47]. Level-Set methods are known to suffer from errors in mass and
momentum, and therefore, the the Level-Set must be re-initialized every time step to reduce
errors in the resolution of the interface [43]. In the re-initialization process, the VOF method
(using Geo-Reconstruction scheme) provides the volume of each fluid present in a cell, and
the Level-Set function determines the direction of the interface between fluids [43]. As a
result, surface effects are calculated better and mass is conserved. More information about
this method can be found in the Fluent manual [43].

3.2.4

Surface Tension and Wall Adhesion Models

A modified momentum equation, Equation 3.14, incorporates effects of surface tension
through a body force source term that includes the surface tension coefficient, σ, and the
interface curvature, κ.
h
i
∂ (ρ~v )
+ ∇ · (ρ~v~v ) = −∇p + ∇ · µ ∇~v + (∇~v )T − σκδ (ϕ) ∇ϕ + ρ~g + Sources (3.14)
∂t
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The source term, F = σ · κ · ∇ϕ, is based on the Continuum Surface Force (CSF) model [2].
Included in the source term is Equation 3.15 which makes the source term zero when the
value of the level-set function is larger than a, which is taken to be 1.5 times the grid spacing.
As a result, surface tension effects are only accounted for in the two cells adjacent to the
interface (the zero level-set).

δ (ϕ) =






1+cos
2a





0 otherwise

πϕ
a

if |ϕ| < a

(3.15)

The surface tension model can be modified to account for the effect of a specified contact
angle at the wall. The Wall Adhesion model, Equation 3.16, is used to model the effects of
contact angle [2]. The model adjusts the surface normal (Equation 3.11) in cells near the
wall that contain the interface, changing the local surface curvature. The modified curvature
is used in the body force term in the calculation of surface tension [43]. In the equation,
n̂wall and t̂wall are normal and tangential unit vectors to the wall, respectively, and θwall is
the contact angle.
n̂ = n̂wall cos θwall + t̂wall sin θwall

3.2.5

(3.16)

Enthalpy-Porosity Method

The solidification model in ANSYS Fluent is an interface-capturing, Enthalpy-Porosity
method [43, 52]. This method was initially designed for melting and solidification problems
during which phase change occurs over a range of temperatures, such as is common for
metallurgical applications. For the supercooled solidification problem, an isothermal method
is used. Conceptually, the Enthalpy-Porosity method represents the phase change region
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(mushy region) as a pseudo porous media, where the porosity of the mushy state decreases
as the latent heat is removed from the liquid [52]. This accounts for increased rigidity and a
decrease in velocity as a liquid solidifies. To accomplish this, a source term is added to the
momentum equation [52]. Equation 3.17 shows the momentum source term, where β is the
liquid fraction, Amush is the mushy zone parameter,  is a small number (0.001) to prevent
division by zero, and ~v is the fluid velocity.
S=

(1 − β)2
· Amush · ~v
(β 3 + )

(3.17)

The rate at which the source term decreases velocity is controlled by the value of Amush . As
the material solidifies, the porosity of the mushy zone, and thus the local liquid fraction,
drops to zero, and the source term begins to dominate the other terms in the momentum
equation, driving the velocities in the zone toward zero [43, 52]. A larger value of Amush
increases the rate at which the source dominates the momentum equation [52]. The parameter Amush has SI units of

kg
m3 s

[46]. For isothermal problems, the momentum source term is

only a “numerical fix” in the solidification method. Thus, the value of Amush has no direct
application to the supercooled droplet problem, which is modeled by an isothermal phase
change [52]. Various analyses of this method [9, 46, 52] indicate that Amush is empirical and
should be determined on a case-by-case basis. Therefore, several sections of the Results are
dedicated to tuning the Amush constant for the droplet impact and solidification problem.
In general, the method determines solidification by using the latent heat content in a
cell to calculate the liquid fraction. The liquid fraction can be computed using ∆H = Lβ,
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where ∆H is the latent heat in a cell, L is the latent heat of the phase change, and β is the
liquid fraction [43, 52].
The formulation of the heat equation used in the Enthalpy-Porosity method is given in
Equation 3.18.
∂ρh
+ ∇ · (ρ~v h) − ∇ · (α∇h) − Sh = 0
∂t
Sh =

∂ρ∆H
∂t

(3.18)
(3.19)

In the Equation 3.18, h is the sensible heat or sensible enthalpy and is defined as h = cT ,
where c is the specific heat [1]. Also, ~v represents the average-ensemble velocity, which
is ~v = β · ~vliquid [43, 52]. The source term, Sh , is derived from the enthalpy formulation
of the convection-diffusion equation [52]. For an isothermal phase change, the source Sh
reduces to Equation 3.19. In the source term, ∆H is related to h through the equation for
total heat content in a cell, H = h + ∆H [52].
For an isothermal solidification problem, the actual solution of the equations must be
accomplished in a manner that recasts the method based on values of specific heat [43, 52].
Given an initial ∆H field, the heat equation is solved for sensible heat, h, using the source
term to include ∆H in the solution. Then a new value for ∆H is obtained through an
iterative process. When the iterative method converges, it is assumed that a new liquid
fraction field is obtained from this value of ∆H. More information on the iterative process
can be found in Voller and Prakash [52].
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3.2.6

Method Implementation

For the simulation strategy, the liquid fraction of the Enthalpy-Porosity method takes on
a different meaning for the droplet solidification problem. Prior to impact, the droplet is in a
mushy state with material properties that account for effects of the first stage of solidification.
Therefore, a liquid fraction of one indicates that the droplet is in a fully mushy state, not in a
supercooled, fully liquid state. A liquid fraction of zero indicates that the material has lost all
its latent heat and is solid, although the solid might not instantaneously become rigid due to
the nature of the momentum source term. Although cells fully containing air do not undergo
solidification, they are still assigned a liquid fraction of zero. The Enthalpy-Porosity method
is active during the entire simulation, and theoretically could predict partial solidification
prior to droplet impact. However, heat transfer from the droplet to the air is negligible as
previously stated, and the droplet is dropped from a low height, minimizing time for heat
transfer to the air.
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CHAPTER 4
RESULTS

The simulation strategy presented in Chapter 3 was calibrated and applied to a variety of
droplet solidification scenarios. In all simulations, the freezing temperature was taken to be
that of water at sea level, 0 ◦ C [33]. In order to first verify the Enthalpy-Porosity method (see
Section 3.2.5), a comparison was made for the case of a static droplet freezing on a surface
from experiments performed by Jung [23]. Then the impact-solidification strategy was
calibrated, using the experimental results of droplet impacts from Mishchenko et al. [32]
to tune the numerical simulation parameters. Impact on a superhydrophobic surface was
investigated at two substrate temperatures, -15 ◦ C and -25 ◦ C, because a difference in
droplet response was noted in experiments at these two temperatures for -5 ◦ C supercooled
droplet impacts [32]. The parameter Amush (see Section 3.2.5) was tuned for each surface
temperature. Then the data of Fumoto and Kawanami [17] was used to verify the simulation
strategy. The same calibrations and comparisons were made for a hydrophobic surface. It
should be noted that different calibrated values of Amush were required for the hydrophobic
and superhydrophobic surfaces, which indicates that Amush is also a function of surface type,
or equivalently, contact angle.
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The simulation strategy was then applied to high-speed (60 m/s) impact of 50 µmdiameter droplets on three surface types: hydrophilic, hydrophobic, and superhydrophobic.
These simulations were performed to determine the degree to which different surface types
inhibited ice accretion at representative low-speed, in-flight icing conditions. Simulations
were also performed to study the effects of droplet diameter for high-speed impacts on a
superhydrophobic surface and a hydrophobic surface. These simulations were performed
in order to determine if some critical diameter exists above or below which ice does not
form on a surface for the given conditions. No experimental results at these conditions were
found for comparison and calibration, therefore values for Amush were estimated based on
calibration data.

4.1

General Simulation Setup
To reduce computational costs, an axisymmetric approach was used to simulate droplet

impact and solidification. An axisymmetric wedge representing the computational domain
is shown in Figure 4.1, with a 2-D grid rotated around the axis by a small angle. In Fluent,
a 2-D rectangular grid was used that was sized based on the droplet diameter, with a
grid spacing based on a specified CPR (Cells Per Radius) value. All boundaries of the
computational domain were initialized to the substrate temperature, which was equal to the
value of the initial droplet supercooling. The air, shown in blue in Figure 4.1 was initialized
at the same temperature and had zero initial velocity. The top and side of the domain were
set as pressure outlet boundary conditions to allow fluid to exit the domain. The bottom of
the domain was the impact surface, where a constant contact angle and constant substrate
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temperature were specified. The droplet, shown in red, was initialized to 0 ◦ C. For the
stationary case, the region defined to be the droplet was positioned adjacent to the surface.
For impact cases, the center of the region that defined the droplet was placed one droplet
diameter above the surface, and the region was assigned an initial velocity to reduce the
overall simulation time and save computational cost. However, it did not allow the droplet
to develop a physically realistic wake. The height of one droplet diameter was chosen
because previous attempts to initialize the droplet from four droplet diameters above the
surface resulted in non-physical artifacts developing in the droplet wake. The artifacts
were the result of instantaneously inserting a moving droplet into a stationary flow field.
By initializing the droplet closer to the surface, the effects of non-physical artifacts were
minimized. The droplet was also accelerated by gravity; however, this effect was minimal
because of the relatively short time until impact.

Figure 4.1

Droplet Case Setup: Contours of Volume Fraction
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4.2

Solidification of a Static Droplet
In order to validate the Enthalpy-Porosity method [52] for the supercooled solidification

problem, the freezing of a large, static droplet was simulated. This comparison was made
to ascertain whether or not the simulation strategy accurately predicted the freezing time.
The experimental problem [23] was the freezing of a 5 µL droplet (diameter = 1.67 mm)
supercooled to -15 ◦ C resting on a surface cooled to -15 ◦ C. Recall that in the strategy
employed for supercooled droplet solidification, the first phase of the process is assumed
to occur instantaneously, and the droplet temperature is increased to the freezing point.
The material properties of the droplet are modified using Equations 3.1 to 3.7 [16, 48] (see
Section 3.1.1).
An axisymmetric, uniformly-spaced grid was used to solve this problem. The grid
spacing was chosen to be 41.75 CPR. The rectangular computational domain was sized
at 1.3 droplet diameters along the axis of symmetry and 1 droplet diameter in the radial
direction. For the substrate, a contact angle of 150◦ was assumed.
Experimental results, shown in Figure 4.2, predicted full freezing at a time of 20 seconds
(image reprinted with permission of author). The simulation predicted full freezing in 11.03
seconds. Figure 4.3 shows contours of liquid fraction, where a value of 0 indicates solid,
and a value of 1 indicates liquid. Although the droplet shape differs from that observed
experimentally, the correct qualitative behavior of the advancing front was predicted by
the simulation. The advancing freezing front progressed upward from the substrate in a
manner similar to that seen in experimental results. The simulation strategy does not have a
mechanism to capture the deformation observed in the experiment.
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Figure 4.2

(a)

Figure 4.3

Experimental Freezing of a Static Droplet [23]: Advancing Solidification Front

(b)

(c)

(d)

Simulated Freezing of a Static Droplet: (a) t = 1.11 s (b) t = 3.24 s (c) t = 8.44
s (d) t = 11.03 s

The difference in freezing times could be attributed to several factors. The simulation
enforced a constant temperature boundary at the interface between the droplet and the
substrate. In reality, the temperature of the substrate may change due to heat transfer [32].
This would alter the heat transfer rate between the droplet and the substrate, which would
affect the simulated freezing time. Additionally, the simulation was first-order accurate in
time and no numerical simulations were performed to estimate an acceptable time step size.
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4.3

Validation for Low-Speed, Large-Diameter Droplet Impact
Mishchenko et al. [32] experimentally studied single, supercooled droplet impacts,

varying the temperature and surface type (contact angle) of the substrate to investigate factors
leading to the prevention of ice accretion. The experiments revealed that superhydrophobic
surfaces encouraged droplet rebound if the substrate temperature was above -25 ◦ C. However,
at a substrate temperature of -25 ◦ C or below, the droplets did not rebound but rather
froze on the surface. For hydrophobic surfaces, the droplets pinned to the surface and
froze independently of the substrate temperature. Experimental images are reprinted with
permission from (L. Mishchenko, B. Hatton, V. Bahadur, J. A. Taylor, T. Krupenkin, and J.
Aizenberg, “Design of Ice-Free Nanostructured Surfaces Based on Repulsion of Impacting
Water Droplets,” ACS NANO, vol. 4, no. 12, 2010, pp. 7699-7707.) Copyright (2010)
American Chemical Society.
In order to calibrate the simulation strategy using the results of these experiments,
droplet impacts on several surface types were simulated. Both superhydrophobic (θ = 158
± 6◦ advancing, 118 ± 6◦ receding) and hydrophobic (θ = 114 ± 6◦ advancing, 86 ± 5◦
receding) surfaces were used in the simulations. The following hierarchy of metrics was
used to evaluate the comparison to the experimental data:
1. Match overall droplet behavior of freezing or rebounding
2. Match maximum droplet spread (most prominent effect on freezing rate due to droplet
area in contact with surface)
3. Match droplet retraction response by matching the rate of retraction (the slope of
experimental data curves)
4. Match time for solidification or rebound
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4.3.1

Calibration of Droplet Impact on a Superhydrophobic Surface

A 3.06 mm diameter water droplet, supercooled to -5 ◦ C, was initialized with a velocity
of 1.4 m/s. The contact angle for the superhydrophobic surface was taken to be 150◦ . The
contact angle was treated as constant throughout the simulation, although it is recognized
that surface-liquid pairs typically have a contact angle hysteresis and that advancing and
receding contact angles play a role in the droplet dynamics [12]. The constant contact
angle was chosen to be the advancing contact angle in order to emphasize matching the
droplet’s maximum spread. Surface coolings were chosen to be -15 ◦ C and -25 ◦ C, due to
differences in experimentally-observed droplet responses at these temperatures [32]. The
droplet viscosity for the -5 ◦ C droplet supercooling was 0.00216

kg
m·s

[18]. The solidification

model was calibrated for each substrate temperature.
The size of the axisymmetric simulation domain was four diameters along the axis
of symmetry and three diameters along the radial direction. No formal mesh refinement
study was completed for the large droplet cases. An initial selection of 40 CPR for the
large droplet cases proved inadequate at resolving the thin layer of fluid that was formed
during the droplet spreading. The grid resolution was increased until the thin layer was well
resolved. Based on this study, the grid spacing for the large droplet cases was determined to
be 75 CPR.
The simulations were only carried out until the the droplet behavior, i.e., rebounding
or adhering, was clearly determined. Once that point was reached, the simulations were
terminated. No simulations were performed in which a droplet became fully solidified.
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4.3.1.1

Calibration of Amush

As described in Section 3.2.5, the numerical solidification model accounts for the
increased rigidity of a solid by a momentum source term [43, 52]. The parameter Amush
determines the rate of velocity decrease in the solid Rather than arbitrarily selecting a value
for Amush between the ANSYS Fluent recommended values of 1×104 and 1×107 [43], a
calibration process that employed comparisons to experimental results was used to determine
appropriate Amush values.
In the calibration for the case with a -15 ◦ C surface cooling, all parameters were held
constant except for Amush , which was varied until the experimental behavior was reproduced.
For this case, the value of Amush most closely matching experimental results was 1×104 .
At this value, the model qualitatively and quantitatively matched the experimental results
and the droplet completely rebounded. Although the maximum droplet spread was slightly
under predicted, there is still good agreement with the experimental data. Figure 4.4 shows
D
the non-dimensional width ( M aximum
) [42] of the droplet in contact with the surface as
D

the solution progressed. In this figure, a non-dimensional droplet diameter of zero indicates
that the droplet rebounded off the surface. The experimental maximum width is also shown,
indicating that the simulation predicted droplet spreading reasonably well, within eight
percent. Figure 4.5 shows the area ratio as a function of time after the droplet began to
recede. The area ratio, R2 =

πr2
,
πrmax 2

shows the contact area of the droplet on the surface,

normalized by the area at the maximum spread [32]. The calibrated simulation results agree
well with the -15 ◦ C experimental results. The slope of the contraction curve is generally
matched, indicating that the rate of droplet contraction is correct. However, the simulation
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predicted rebounding slightly early. This could possibly be corrected if the value for Amush
was further tuned, although the current results were deemed adequate for this calibration
exercise.

3

Non-Dimensional Droplet Width

2.5

Experimental Maximum: θ = 158◦
Amush = 1×104 , θ = 150◦
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Figure 4.4 Comparison of Experimental [32] and Simulated Droplet Width for a Superhydrophobic Surface Cooled to -15 ◦ C

Qualitatively, the simulation strategy predicted the correct response. Experimental
results of the final recorded droplet shape, shown in Figure 4.6, and the corresponding
simulated results, shown in Figure 4.7, display good agreement. Figure 4.7 shows contours
of liquid fraction with the zero level-set overlaid in black. The figures show that the droplet
rebounded. Figure 4.7 was chosen because it shows qualitative agreement at a time similar
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Figure 4.5 Comparison of Experimental [32] and Simulated Retraction Responses for a
Superhydrophobic Surface Cooled to -15 ◦ C

to that of Figure 4.6. No attempt was made to match time exactly, and the images are
actually 2.6 milliseconds apart.

Figure 4.6 Final Recorded Experimental [32] Droplet Shape after Impact on a Superhydrophobic Surface Cooled to -15 ◦ C
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Figure 4.7

Simulated Droplet Shape after Rebound from a Superhydrophobic Surface
Cooled to -15 ◦ C

At surface coolings below -25 ◦ C, the experimental results show that the droplet froze
prior to rebound. In the calibration for this condition, the value of Amush was initialized
at 1×104 and the surface temperature was set to -25 ◦ C. Figure 4.8 shows that these
settings did not adequately capture the correct retraction response seen in the experimental
results. Therefore, Amush was increased until the response was approximately matched at an
Amush = 1×106 . Although the droplet response does not match during the entire retraction,
the simulated area ratio approaches the final experimental value. A possible reason for
the discrepancy during the retraction is attributed to contact angle effects, which will be
discussed later (see Section 4.4). This result demonstrates that Amush is a function of surface
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temperature, and that the value of Amush must increase as the surface temperature approaches
-25 ◦ C. A function for Amush that varies with temperature is explored in Section 4.5.3.
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Figure 4.8 Comparison of Experimental [32] and Simulated Retraction Responses for a
Superhydrophobic Surface Cooled to -25 ◦ C

Similar to the -15 ◦ C case, the calibrated simulation strategy qualitatively predicted
the correct surface response behavior. The simulation predicted that a majority of the
droplet froze on the surface, although small droplets broke off during rebound and left
the surface. Experimental results of the final recorded droplet shape in contact with the
surface, shown in Figure 4.9, and the corresponding simulated results, shown in Figure 4.10,
display good agreement. Figure 4.10, showing contours of liquid fraction, reveals that the
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outer ring of the receding droplet froze during retraction and caused the droplet to adhere
to the surface. Again, the result shown in the Figure 4.10 was chosen because it displays
qualitative agreement at a time similar to that of Figure 4.9. No attempt was made to match
time exactly, but the images are within one millisecond of each other. Figure 4.11 shows
the droplet shape after recoil ceased. The figure shows several satellite droplets that formed
as the droplet settled back onto the surface. This agrees with the experimental result of
Figure 4.9 that also shows a small satellite droplet.

Figure 4.9

4.3.1.2

Final Recorded Experimental [32] Droplet Shape after Impact on a Superhydrophobic Surface Cooled to -25 ◦ C

Comparison to Experimental Data of Fumoto and Kawanami [17]

Fumoto and Kawanami [17] also studied individual droplet impacts, varying surface
types, droplet volume, and impact velocity. A case from their investigation was chosen to
test the previously calibrated simulation strategy for droplet impacts on a superhydrophobic
surface. A 2.67 mm-diameter droplet, with a supercooling of -8.6 ◦ C, was given an initial
velocity of 2.1 m/s. The substrate contact angle was chosen to be 150◦ since the reported
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Figure 4.10 Simulated Droplet Shape after Impact on a Superhydrophobic Surface Cooled
to -25 ◦ C

Figure 4.11 Simulated Droplet Shape after Recoil has Ceased on a Superhydrophobic
Surface Cooled to -25 ◦ C

results only noted that the surface was superhydrophobic. The surface was cooled to -8.6
◦

C. The value for Amush was chosen to be 1×104 , the same value determined from the -15

◦

C calibration case. The droplet viscosity for -8.6 ◦ C was taken to be 0.00245
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kg
m·s

[18]. The

initial placement of the droplet and the size and grid spacing of the domain were identical
to those used in the calibration cases.

Non-Dimensional Droplet Width
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Comparison of Simulation Results to Experimental Data [17] for a Superhydrophobic Surface

In agreement with the experimental results, the simulation predicted complete droplet
rebound. Figure 4.12 shows the comparison of the simulation results to the experiment. The
non-dimensional width is plotted versus time after impact. The results show similar qualitative trends and fair quantitative agreement, although a small time-shift can be observed.
Although quantitatively the droplet rebound differs between the experimental and simulated
results, the correct overall droplet response is simulated. This case demonstrates that the
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simulation strategy, with the calibrated value of Amush , can adequately predict the correct
droplet response for superhydrophobic surfaces.

4.3.2

Calibration of Droplet Impact on a Hydrophobic Surface

The problem setup for droplet impact on a hydrophobic surface was identical to that
for the superhydrophobic surface except that the contact angle was chosen to be 114◦ . An
attempt was made to vary the receding contact angle, but ultimately a constant contact angle
was used throughout the simulation.

4.3.2.1

Calibration of Amush

Similar to the superhydrophobic cases, the parameter Amush was calibrated for two
hydrophobic cases with surface coolings of -15 ◦ C and -25 ◦ C. Initially, for the -15 ◦ C
surface cooling, the same Amush used for the superhydrophobic case was employed; however,
this did not prove adequate for simulating the droplet response, so the value of Amush was
increased until the proper droplet response was observed.
The appropriate value of Amush for the -15 ◦ C hydrophobic surface was determined
to be 5×104 . At this value of Amush , the simulation predicted that the droplet froze on
the surface. The simulation also matched, although slightly over-predicted, the droplet
maximum spreading and final spreading as shown in Figure 4.13. Figure 4.14 again confirms
that the correct final droplet area was obtained, although it shows that the speed of the
retraction did not match the experimental data well.
The experimental results in Figure 4.15 and the corresponding simulated results in
Figure 4.16 show qualitative agreement. It is obvious from Figure 4.16 that the droplet
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Figure 4.13 Comparison of Experimental [32] and Simulated Droplet Width for a Hydrophobic Surface Cooled to -15 ◦ C

shapes are similar, although not identical, and that a small satellite droplet formed. No such
satellite droplets were reported for the experiments. The difference in retraction velocity
could account for the formation of satellite droplets. However, a majority of the droplet
adhered to the surface, indicating that the simulation predicted the correct overall droplet
response.
For a surface cooling of -25 ◦ C, Amush was again varied until the proper droplet response
was obtained. The Amush value that matched the experimental behavior at -25 ◦ C was 5×106 .
Similar to the -15 ◦ C surface cooling case, the speed of the retraction did not match the
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Figure 4.14 Comparison of Experimental [32] and Simulated Retraction Responses for a
Hydrophobic Surface Cooled to -15 ◦ C

Figure 4.15 Final Recorded Experimental [32] Droplet Shape after Impact on a Hydrophobic Surface Cooled to -15 ◦ C

experimental behavior, although the final droplet area was accurately predicted, as shown in
Figure 4.17.
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Figure 4.16

Simulated Droplet Shape after Impact on a Hydrophobic Surface Cooled to
-15 ◦ C

Qualitatively, the correct droplet response was predicted. The final recorded experimental droplet shape is shown in Figure 4.18, while a corresponding image from the simulation
is shown in Figure 4.19. The droplet adhered to the surface and an ice layer began to form.

4.3.2.2

Comparison to Experimental Data of Fumoto and Kawanami [17]

Again, to test the calibrated simulation strategy, an experimental result of a droplet
impacting a hydrophobic surface was chosen for comparison [17]. A 2.67 mm-diameter
droplet, supercooled to -10.1 ◦ C, was given an initial velocity of 2.2 m/s and impacted a
surface with a contact angle of 114◦ , cooled to -10.1 ◦ C. This value of contact angle was
chosen because a calibration had been previously performed for this contact angle and a
value of Amush = 5×104 . The droplet viscosity for -10.1 ◦ C was taken to be 0.00266

kg
m·s

[18].

The initial placement of the droplet and the size and grid spacing of the domain were
identical to the calibration cases.
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Figure 4.17

Comparison of Experimental [32] and Simulated Retraction Responses for a
Hydrophobic Surface Cooled to -25 ◦ C

Figure 4.18

Final Recorded Experimental [32] Droplet Shape after Impact on a Hydrophobic Surface Cooled to -25 ◦ C

The experimental and simulated non-dimensional widths are shown in Figure 4.20.
Although similar trends are seen, the simulation over-predicted the maximum droplet
spread and under-predicted the final droplet spread. In agreement with the experiment, the
simulation predicted that the droplet froze on the surface. However, the response during
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Figure 4.19

Simulated Droplet Shape after Impact on a Hydrophobic Surface Cooled to
-25 ◦ C

retraction was vastly different and nearly half of the volume of the droplet broke away and
rebounded off the surface. This behavior was not reported in the experiment. Explanations
for the difference in behavior could be related to contact angle treatment. Possibly, the static
angle was chosen incorrectly. If the contact angle is incorrect, then possibly a different
value of Amush is required, which might also bring the simulation closer to the experimental
data. Nevertheless, the simulation still predicted the correct overall droplet response of
freezing.
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Figure 4.20 Comparison of Simulation Results to Experimental Data [17] for a Hydrophobic Surface

4.4

Discussion of Results: Limitations and Generalizations
The simulation strategy has several limitations. Currently, the Enthalpy-Porosity

method [43, 52] assumes a constant density as the water freezes. Although a constant
density assumption is acceptable to make the problem tractable and to determine overall
droplet spread and rebound behavior, there is a change in density as the mushy state solidifies. Therefore, a more complete simulation strategy would implement a user-defined
function to augment the density during solidification.
Due to the axisymmetric nature of the simulations, the strategy also cannot simulate
droplet impacts that are not normal to the surface. In addition, the application of this strategy
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to droplet impacts on a three-dimensional wing would require considerable resources due to
the needed grid resolution for this strategy. Another limitation is the constant temperature
boundary condition. Unfortunately, heat transfer rates between the droplet and the substrate
would be extremely problem dependent, and therefore might require unique values for every
droplet impact condition.
The simulation strategy exhibits the ability to match the results of a droplet impact onto
a superhydrophobic surface both qualitatively and, to a lesser degree, quantitatively. The
qualitative behavior for a droplet impact onto a hydrophobic surface is also matched, as
is the spread and final response, although intermediate stages do not match the observed
experimental behavior. While using only the advancing contact angle alone did not replicate
the exact retraction behavior for every case, this method did an adequate job of predicting
the droplet spreading, final radius, and overall behavior, which is the ultimate goal of this
simulation strategy.
It is hypothesized that one reason for the lack of complete agreement for the hydrophobic
case has to do with an incorrect modeling of the surface contact angle during retraction.
Due to the hysteresis effect during droplet impact, the contact angle decreases as the droplet
recoils. This might lead to the conclusion that a dynamic contact angle model should
be implemented in the simulation strategy to account for both advancing and receding
contact angles. However, for highly non-wetting surfaces, a constant contact angle can
be assumed [30]. Lunkad et al. investigated droplet impacts with a VOF method and
discovered that highly wettable surfaces (θ < 90◦ ) needed a dynamically varying contact
angle and that less wettable surfaces (θ > 90◦ ) were adequately modeled with a single
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contact angle. According to these results, both the superhydrophobic and the hydrophobic
surfaces investigated in this study can be modeled with a constant contact angle. Therefore,
a more likely explanation is that the presence of ice forming between the droplet and the
substrate could decrease the receding contact angle and affect the retraction rate [32]. Any
treatment of these physics would involve the use of a dynamic contact angle model. In order
to test the ice-formation theory, a hydrophobic case was simulated where the contact angle
was manually decreased during droplet recoil. This led to a decrease in the retraction rate
that approached the experimentally-observed results. However, the final droplet area could
not be matched, and therefore, the constant contact assumption was maintained.
A previously undocumented result of this investigation is the observation that Amush
appears to be a function of substrate temperature and surface contact angle. It is also
assumed that Amush is a lesser function of initial droplet supercooling because properties
relating to solidification rates, such as latent heat, vary with droplet supercooling. Varying
Amush in the simulations had the effect of changing a droplet’s freezing time. For a droplet
supercooling of -5 ◦ C, Amush was calibrated for two different substrate coolings. For surface
coolings of -15 ◦ C, it is hypothesized that an an Amush of 1×104 for superhydrophobic
surfaces and an Amush of 5×104 for hydrophobic surfaces will correctly model the impact
freezing behavior for different velocity and diameter conditions. For surface coolings of
-25 ◦ C, it is hypothesized that an Amush of 1×106 for superhydrophobic surfaces and an Amush
of 5×106 for hydrophobic surfaces will correctly model droplet behavior. It is important to
note that, for each surface type, the change in substrate temperature from -15 ◦ C to -25 ◦ C
resulted in Amush increasing two orders of magnitude.
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Due to the variable nature of Amush , further use of this simulation strategy will likely
require additional calibration of Amush . The complexity of the problem makes it unlikely that
a generalized relationship between Amush and temperature can be developed that is applicable
to a wide range of conditions. Therefore, the behavior of Amush for a given problem must be
estimated based on previously calibrated results. In order to use the simulation strategy for
droplet impacts at other substrate and droplet supercooling temperatures, different values of
Amush must be chosen. Section 4.5.3 details the selection of Amush for other droplet conditions
based on observations from Mishchenko et al. [32], assumed functional characteristics for
Amush , and a proposed combined temperature.
Another downside of the simulation strategy is that regions of the droplet marked as
fully “solid” are not immediately rigid. To make the solid regions immediately rigid, Amush
would have to be significantly increased and the simulated results would no longer agree
with experimental results. This brings into question whether or not “solid” regions actually
represent ice, although it is assumed true for the sake of simplicity.
Another issue that was not addressed in this study was that of splashing. Splashing is a
concern especially for SLD icing conditions [39, 40]. Table 4.1 shows the non-dimensional
values associated with the large-diameter droplet conditions, calculated from the simulation
and based on initial mushy state properties. The contact angle does not factor into these
values. The non-dimensional splash factor, K, indicates that the large droplets in the
experiments of Mishchenko et al. [32] should splash on impact. However, no splashing
was reported in these experiments, nor was splashing observed in the simulations. It is
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possible that the grid resolution was not adequate for capturing splashing. This requires
further investigation that is outside the scope of this thesis.

Table 4.1

Non-Dimensional Values for Large Droplet Simulations
Droplet Supercooling

Re

We

Oh

K

-5 ◦ C

1977

81.35

0.004561

60.11

Simulations for High-Speed, 50 µm-Diameter Droplet Impact at -20 ◦ C

4.5
4.5.1

Problem Definition

The new simulation strategy was applied to cases representing in-flight icing conditions.
A 50 µm-diameter droplet, initially supercooled to -20 ◦ C, impacted a substrate cooled to
-20 ◦ C. The initial droplet velocity was 60 m/s, which is significantly faster than the impact
velocity of the large droplet cases. The droplet viscosity for the initial supercooling of
-20 ◦ C was 0.00433

kg
m·s

[18]. Three surface contact angles were investigated: θ = 150◦ ,

representing a superhydrophobic surface with nano-scale roughness elements or structured
surface treatments, θ = 114◦ , representing a hydrophobic stainless steel leading edge, and
θ = 30◦ , representing a typical hydrophilic aircraft skin (anodized aluminum with primer).
The contact angle was assumed constant throughout each simulation.
For each case, the initial height of the center of the droplet was one diameter from the
substrate. The size of the axisymmetric simulation domain was four diameters along the
axis of symmetry and three diameters in the radial direction. Although in-flight conditions
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are simulated, no flow-field is imposed on the domain, and the impact surface is simplified
to be a flat plate with droplet impact normal to the surface.

4.5.2

Mesh Refinement Study

A mesh refinement study was performed to identify the minimum acceptable CPR
value for the high-speed droplet impacts. Initially, a 40 CPR discretization was chosen for
preliminary simulations. Burtnett [3] simulated high-speed droplet impacts with 50 and 100
CPR resolutions, so these values were also investigated. In addition, 75 CPR, the value used
for the large droplet simulations, was tested. In all cases, the same gross droplet behavior
was observed and the droplet rebounded. Figure 4.21 shows that the solution varies from 40
to 75 CPR, but that there is little difference between 75 and 100 CPR, suggesting that 75
CPR is an adequate grid resolution. The main difference quantitatively between 40, 50, and
75 CPR is the time at which the droplet left the surface, indicated by a non-dimensional
width of zero. Above 75 CPR, no solution improvement is observed and simulation run-time
is increased due to the computational cost required to perform simulations on a 100 CPR
grid.
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Grid Study on a 50 µm-Diameter Droplet Impacting at 60 m/s

A qualitative difference was noted between the 75 CPR grid and the two lower grid
resolutions. For all four cases, the droplet spread out into a very thin layer upon impact.
An air bubble formed between the thin layer and the substrate, trapped along the axis of
symmetry due to the axisymmetric assumption. The 40 and 50 CPR grid cases were not
refined enough to prevent the thin layer from splitting apart and forming a ring due to the
presence of the air bubble. The 75 CPR case was able to resolve the thin droplet and prevent
the droplet from splitting. For the 40 and 50 CPR cases, Figure 4.21 shows a small range
of time where the droplet rebounded from the surface, reattached, then rebounded again.
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This was likely a result of the droplet splitting apart into a ring. The difference in droplet
shape between the 40 and 75 CPR cases is shown in Figure 4.22 at t = 1.515×10−5 seconds
after the start of the simulation. As a result of the droplet ring, the 40 and 50 CPR cases
showed slight differences in the droplet shape and the amount of solidified material upon
droplet rebound. This further emphasizes the need for adequate grid spacing to resolve the
droplet behavior during spreading. For all the high speed droplet simulations, 75 CPR was
the chosen grid spacing.

(a)

(b)

Figure 4.22

4.5.3

Qualitative Difference in Droplet Recoil for (a) 40 CPR and (b) 75 CPR

Estimation of Amush for -20 ◦ C Cooling

The simulation strategy was calibrated for surface coolings of -15 ◦ C and -25 ◦ C at
an initial droplet supercooling of -5 ◦ C in Section 4.3. It is of importance to note that the
droplet and surface coolings for the high-speed impact case were -20 ◦ C. Of the previously
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examined experimental studies, no case was investigated for conditions at which the droplet
and surface coolings were both as low as -20 ◦ C. It was recognized that the increased
cooling would increase the freezing rate. Therefore, a different Amush was required for
the new droplet conditions. The exact variation of Amush with temperature is unknown
without additional calibration data, and data for individual droplet impacts was not found
for these conditions. Therefore, Amush was estimated for the new temperature conditions.
The approach used to estimate Amush values for the new -20◦ C conditions was based on
experimental observations from Mishchenko et al. [32] and from the values of Amush used in
the calibration studies. It is also acknowledged that impact velocity could influence Amush ,
although no experimental data was found with which to estimate that influence. For the
simulation strategy, Amush was assumed not to vary with impact velocity.
The proposed approach was based on two observations from Mishchenko et al. [32]:
the rapid change of solidification behavior at -25 ◦ C and the dominant effect of substrate
temperature over droplet supercooling on solidification. An additional observation, based on
a multi-physics model developed by Mishchenko et al., predicted that the freezing transition
observed at -25 ◦ C possibly occurs in the range between -20◦ C and -25 ◦ C.
Based on these three observations from Mishchenko et al. [32], for a -5 ◦ C droplet
supercooling, Amush was assumed to have certain functional characteristics and to vary with
substrate temperature in the following manner. The behavior of Amush was assumed to be
monotonic. From 0 ◦ C to -20 ◦ C, Amush was assumed to be constant. From -20 ◦ C to -25 ◦ C,
Amush was assumed to have an exponential-type increase, given the two order of magnitude
increase in Amush between the calibrated -15 ◦ C and -25 ◦ C substrate temperatures.
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This behavior for Amush only accounts for substrate temperature and not supercooling
temperature, which is observed to have a small effect on the freezing behavior [32]. To
account for both substrate temperature and supercooling temperature, an ad hoc combined
temperature was proposed that placed a higher emphasis on substrate temperature. Using
the combined temperature, the four calibration cases from Mishchenko et al. [32] and the
two calibration cases from Fumoto and Kawanami [17] were plotted against the log10 of
Amush . Two additional data points were added at a -5 ◦ C supercooling and a -20 ◦ C substrate
temperature for each surface type, using the same Amush for a -15 ◦ C substrate temperature.
The combined temperature was weighted to give a greater influence to substrate temperature.
It was assumed that Amush for the -20 ◦ C substrate cooling and the -20 ◦ C supercooling
should fall in the range between the Amush values for the substrate temperatures of -15 ◦ C
and -25 ◦ C at the -5 ◦ C droplet supercooling conditions. The weights in Equation 4.1 were
adjusted until the desired functional characteristics for Amush were observed.
Tcombined = 0.8 · Tsubstrate + 0.2 · Tdroplet

(4.1)

Using the plot of calibrated data, shown in Figure 4.23, Amush values for the substrate
temperature and droplet supercooling of -20 ◦ C were estimated that fit the desired Amush
functional characteristics. For the superhydrophobic surface, a value of Amush = 5×104
was chosen. A trend was observed that the Amush for the hydrophobic surface was only
differentiated from the value for the superhydrophobic surface by a shift upward on the
vertical axis. The shift was applied to the superhydrophobic Amush value to obtain Amush =
2.5×105 for the hydrophobic surface. Since no calibration was performed for a hydrophilic
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surface, simulations performed on this surface type used the Amush value for the hydrophobic
case, although it is recognized that the actual value might be quite different.
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Figure 4.23 Assumed Variation of Amush with Combined Temperature for Superhydrophobic and Hydrophobic Surfaces

4.5.4

The Effects of Contact Angle Variation

Droplet impact was simulated for each of the three contact angles. Figure 4.24 shows
the effects of changing the contact angle for a 50 µm-diameter droplet impacting at 60 m/s.
The non-dimensional width is plotted against non-dimensional time [42], (t∗ = t Dv ). As
expected, the droplet spread for the hydrophilic contact angle was larger than the other
two contact angles, and the droplet froze much faster due to the increased surface area
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in contact with the substrate. Both the hydrophilic and the hydrophobic cases froze on
the surface, while the superhydrophobic surface produced droplet rebound off the surface
before freezing (indicated by a non-dimensional width of zero). The retraction speed on
the hydrophobic and hydrophilic surfaces was too slow to produce droplet rebound. As
expected, non-dimensional analysis shows that as the contact angle is decreased, the droplet
spread increases. Also, as was previously observed, decreasing the contact angle decreases
the retraction rate.

Non-Dimensional Droplet Width
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Effect of Contact Angle on Droplet Spread

Figure 4.25 shows all three droplets at their last simulated time along with contours
of liquid fraction. Figure 4.25 (a) shows the droplet on the hydrophilic surface at t =
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5.0657×10−5 seconds from the start of the simulation. At this time, the droplet has not
recoiled much and is almost completely frozen. Figure 4.25 (b) shows the droplet on
the hydrophobic surface at t = 7.0543×10−5 seconds from the start of the simulation.
Although the droplet has recoiled significantly, about one third of the droplet is frozen on
the surface and motion has ceased, indicating that the droplet eventually freezes on the
surface. Figure 4.25 (c) shows the droplet rebounding off the superhydrophobic surface
at t = 7.0823×10−5 seconds from the start of the simulation. Although portions of the
droplet are marked as “solid,” these areas are not rigid. The implications of this result are
significant to icing if the droplet re-impinges on a surface after rebound. Since nearly one
third of the droplet has lost its enthalpy of fusion, the droplet is more prone to freezing after
re-impingement on a surface.

Simulating the Effects of Droplet Diameter Variation at -20 ◦ C

4.6
4.6.1

Problem Description

Simulations were performed to investigate the influence of droplet diameter on freezing
behavior for average in-flight icing conditions. These diameters were selected to investigate
the FAA limits set on SLD conditions [14] to determine if a critical diameter exists at which
droplet freezing behavior fundamentally changes for hydrophobic and superhydrophobic
surfaces.
A droplet supercooled to -20 ◦ C impacted onto a substrate cooled to -20 ◦ C at a velocity
of 60 m/s. Two surface types – θ = 150◦ , representing a superhydrophobic surface with
nano-scale roughness elements or structured surface treatments, θ = 114◦ , representing a
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(a)

(b)

(c)

Figure 4.25

Droplet Shapes at Last Simulated Time Step for Three Surface Types: (a)
Hydrophilic (b) Hydrophobic (c) Superhydrophobic

hydrophobic stainless steel leading edge – were simulated. The contact angle was assumed
constant throughout each simulation. For each surface type, simulations were performed for
droplet diameters of 20 µm, 50 µm, 100 µm, and 200 µm, including an additional diameter
of 150 µm for the superhydrophobic surface only.
The initial height of the center of the droplet was one diameter from the substrate. The
size of the axisymmetric simulation domain was four diameters along the axis of symmetry
and three diameters along the radial direction. Grid spacing was 75 CPR.
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4.6.2

Droplet Impact on a Superhydrophobic Surface

Figure 4.26 shows the non-dimensional droplet widths versus non-dimensional simulation time. The 200 µm-diameter case was the only droplet diameter that froze on the
superhydrophobic surface, indicated by a non-zero final droplet diameter. All other cases
rebounded. The 150 µm-diameter droplet case, which also rebounded, was simulated to
further narrow the difference between the rebounding 100 µm-diameter case and the freezing 200 µm-diameter case. These results suggest that, at these conditions, droplets with a
diameter larger than 200 µm will freeze on the surface regardless of surface characteristics,
i.e., contact angle. Clear trends were seen from the non-dimensional analysis of the droplet
impacts. Increasing droplet diameter increased both non-dimensional droplet spreading and
time-scale of the entire droplet response.
Solution images from the of the 50 µm-diameter droplet impact simulation are shown
in Figure 4.27. Figure 4.27 (d) shows the maximum spread. As Figure 4.27 (e) through
Figure 4.27 (j) shows, the droplet rebounded from the surface, with only about a third of the
droplet frozen. In general, the 20 µm-, 50 µm-, and 100 µm-diameter droplet simulations
behaved in this manner.
Both the 150 µm- and 200 µm-diameter droplets showed a departure from the previously
observed retraction behavior, with times at which the retraction rate suddenly dropped. This
was related to the droplet splitting at the center and forming a ring. As the droplet recoiled,
the center of the droplet split and fluid at the center of the droplet spread outward to meet the
retracting outer edge of the droplet. When the two fronts met, the retraction rate decreased
due to the two fronts traveling in opposite directions. The droplet split was caused by
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Effect of Varied Droplet Diameter for a Superhydrophobic Surface

inadequate grid resolution for the 150 µm-diameter and 200 µm-diameter cases. Both
150 µm- and 200 µm-diameter cases showed a small range of time over which the droplet
rebounded from the surface and then reattached. This was due to the air pocket between the
droplet and the surface, which was formed when the droplet came together after splitting up
into a ring. As the droplet recoiled, the droplet left the surface and the center of the droplet
expanded downward and reconnected to the surface. At this point, the 150 µm-diameter
droplet continued to rebound at a very slow speed and ultimately did not freeze on the
surface. The 200 µm-diameter droplet did not rebound further, but ultimately remained
on the surface, although only a small part was actually in contact with the surface. This
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(a) t = 1.3416×10−7 s

(f) t = 1.5585×10−5 s

(b) t = 7.008×10−7 s

(g) t = 2.2375×10−5 s

(c) t = 1.5508×10−6 s

(h) t = 3.3566×10−5 s

(d) t = 3.3540×10−6 s

(i) t = 4.2916×10−5 s

(e) t = 8.2088×10−6 s

(j) t = 7.0823×10−5 s

Figure 4.27 Simulated Impact of a 50 µm-Diameter Droplet onto a Superhydrophobic
Surface
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response is reflected by the sudden dips in the non-dimensional widths for these two cases
in Figure 4.26.
Figure 4.28 displays solution images from the 200 µm-diameter droplet impact. The
maximum spread can be seen in Figure 4.28 (c), while Figures 4.28 (d) to (f) shows the
droplet as it split into a ring on the surface, which was caused by a grid that was too coarse
for these impact conditions. Figure 4.28 (g) shows the air pocket that formed as the droplet
came together after splitting into a ring. Figure 4.28 (h) shows the final droplet position
frozen on the surface, with the liquid fraction contours revealing that nearly half of the
droplet was frozen.
To investigate the effect of grid resolution on the droplet behavior, a 200 µm-diameter
droplet impact case was simulated with a grid resolution of 150 CPR. Figure 4.29 shows
the non-dimensional widths versus non-dimensional time for the 75 CPR and 150 CPR grid
resolutions for the 200 µm-diameter droplet. For the 150 CPR grid resolution, the sudden
dip in non-dimensional width was not seen. The finer grid resolution adequately resolved
the thin layer formed during spreading and prevented the droplet from splitting into a ring.
For comparison with the 75 CPR 200 µm-diameter case, Figure 4.30 shows images from the
droplet impact simulation. The overall droplet response did not change with the increased
grid resolution. This was consistent with observations from the results of the grid study (see
Section 4.5.2). However, the 150 CPR case showed that the droplet froze with an increased
surface area, indicated by a larger final non-dimensional width in Figure 4.29. This brings
the results of the 150 µm-diameter case into question because of the slow speed with which
the 150 µm-diameter droplet rebounds. It is possible that increasing the grid resolution
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(a) t = 5.3277×10−7 s

(e) t = 9.3647×10−5 s

(b) t = 2.8038×10−6 s

(f) t = 2.0266×10−4 s

(c) t = 1.8701×10−5 s

(g) t = 3.3381×10−4 s

(d) t = 4.9361×10−5 s

(h) t = 8.5162×10−4 s

Figure 4.28 Simulated Impact of a 200 µm-Diameter Droplet onto a Superhydrophobic
Surface

could affect this result. Due to time constraints and Fluent licensing issues, a full simulation
with a finer grid resolution could not be performed for the 150 µm-diameter case.
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Droplet Impact on a Hydrophobic Surface

Four droplet diameters were chosen for the impact simulations: 20 µm, 50 µm, 100 µm,
and 200 µm. Figure 4.31 shows the non-dimensional spread for the four droplet diameters.
As can be seen by a final non-zero width, all four cases froze on the surface. Similar to
the superhydrophobic surface simulation results, an increase in droplet width increased the
droplet spread and increased the time-scale of the droplet retraction behavior. In Figure 4.31,
the 20 µm-diameter droplet curve shows an upward turn at the end of the simulation,
indicating that the droplet resettled on the surface.
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(a) t = 1.8919×10−5 s

(d) t = 2.0664×10−4 s

(b) t = 4.9919×10−5 s

(e) t = 3.3753×10−4 s

(c) t = 9.2974×10−5 s

(f) t = 7.9219×10−4 s

Figure 4.30 Simulated Impact of a 200 µm-Diameter Droplet onto a Superhydrophobic
Surface (150 CPR Grid Resolution)

Qualitatively, the 20 µm-, 50 µm-, and 100 µm-diameter droplets froze in similar shapes.
Each result is displayed in Figure 4.32, which shows the shape of the droplets after the recoil
motion ceased. The spatial scale for each solution image is different, as is the time scale.
Figure 4.32 (a) is at t = 2.2140×10−5 seconds from the start of the simulation, Figure 4.32
(b) is at t = 7.0543×10−5 seconds, and Figure 4.32 (c) is at t = 3.0175×10−4 seconds. The
results show that the fraction of the droplet that was marked as solid increased with droplet
diameter. This was expected because, as the droplet diameter increased, so did droplet
spreading. This lead to a larger surface contact area and increased heat transfer.
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Similar to the superhydrophobic case, the spreading characteristics of the 200 µmdiameter droplet displayed a different result from the other diameter cases. Images illustrating the droplet shape during the retraction phase are displayed in Figure 4.33. Although
the droplet froze on the surface, it split into a ring and a smaller satellite droplet near the
end of the droplet recoil, leading to a different final droplet shape than the smaller diameter
droplets. Again, it is assumed this was caused by poor resolution of the thin layer during
spreading. Due to time constraints and Fluent licensing issues, a full simulation with a finer
grid resolution could not be performed.
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a) 20 µm-Diameter

b) 50 µm-Diameter

c) 100 µm-Diameter

Figure 4.32

4.7

Droplet Shape at Last Simulated Time Step for Droplets Impacting on a
Hydrophobic Surface

Discussion of Results: Implications for Icephobic Surfaces
With several of the droplet impact cases predicting droplet rebound, some preliminary

conclusions can be drawn relating to the usefulness of superhydrophobic surfaces as icephobic (or ice-resistant) surfaces in SLD conditions. Of course, these conclusions must
be understood within the limitations of this study, that the simulation strategy was not
calibrated for these conditions.
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(a) t = 1.3016×10−4 s

(b) t = 4.5886×10−4 s

(c) t = 5.0795×10−4 s

(d) t = 8.2812×10−4 s

(e) t = 1.1739×10−3 s

Figure 4.33

Simulated Retraction Response of a 200 µm-Diameter Droplet on a Hydrophobic Surface

The lower limit for SLD conditions, a droplet diameter of 50 µm, was investigated. For
both the superhydrophobic and hydrophobic surfaces, no change in overall droplet behavior
was observed between the 20 µm-diameter droplet impact and the 50 µm-diameter droplet
impact. The simulation results show that a change occurs in the observed droplet behavior
at a 200 µm-droplet diameter impact for both surface types. For the superhydrophobic
case, this led to the droplet freezing on the surface. For the hydrophobic case, this led
to a droplet with a greater non-dimensional final spread than smaller diameter droplets.
Simulated results suggest that any droplet with a diameter of 200 µm or larger impacting
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these surfaces under certain conditions would freeze. This further emphasizes the need to
investigate the freezing behavior of SLD droplets.
The observed change in solidification begins in the diameter range between 150 µm and
200 µm, although without a 150 µm-diameter droplet simulated impact onto a hydrophobic
surface, it is difficult to make a conclusive statement. Although this analysis is not very
general, a statement can be made that at typical icing conditions (-20 ◦ C supercooling)
and low aircraft flight speeds (60 m/s), large droplets (200 µm or greater) may freeze after
impact with a superhydrophobic surface. That is, in typical aircraft icing conditions, even
superhydrophobic surfaces do not guarantee icephobicity. However, superhydrophobic
surfaces are still effective in reducing the surface area of any ice that ultimately remains
after droplet impact, thereby increasing the effectiveness of current de-icing technologies,
such as surface heating. Less surface area leads to a smaller adhesive force and lower energy
required to remove frozen droplets.
Under conditions at which droplet rebound occurred, it must be noted that, under inflight conditions, the presence of a velocity field could cause the droplet to impact another
part of the surface and freeze. Having already initiated the freezing process, the droplet will
likely freeze upon a secondary impact. These simulations offer no insight into this aspect
of icephobicity. Additionally, this approach does not currently address droplet-to-droplet
impacts.
Although resolving droplet splashing was not a key objective to this research, it is
acknowledged that splashing can greatly influence ice formation [39, 40]. Table 4.2 shows
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the non-dimensional parameters (defined in Equations 2.1-2.4) associated with the highspeed (60 m/s) droplet conditions. The contact angle does not factor into these values.

Table 4.2

Non-Dimensional Values for High-Speed Droplet Simulations
Droplet Diameter (µm)

Re

We

20
50
100
150
200

274.2
685.5
1371
2056
2742

969.2
2423
4846
7269
9692

Oh

K

0.1135 126.6
0.07181 251.9
0.05078 423.6
0.04146 574.0
0.03590 712.3

The K factor for all five cases indicates that splashing should occur. However, splashing was
not observed in any simulation, except possibly for one case. Slight splashing was observed
during the spreading for the 100 µm-diameter droplet impact on the superhydrophobic
surface. Figure 4.34 shows the small, fluid ring created by the droplet splash, which left the
computational domain.

Figure 4.34 Splashing Observed During 100 µm-Diameter Droplet Impact onto a Superhydrophobic Surface

This result suggests that splashing is not dependent on a grid spacing relative to the
droplet diameter, such as CPR, but rather is based on an absolute threshold value. To
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investigate this conjecture, the case of the 200 µm-diameter droplet impact onto the superhydrophobic surface with a grid resolution of 150 CPR was investigated for splashing. The
grid spacing in this case was equivalent to the grid spacing of the 100 µm-diameter droplet
case. No splashing was observed, although it is possible that splashing occurred faster than
the solution image sample frequency. It is hypothesized that splashing was not observed
due to a mesh resolution problem. To fully investigate splashing of SLD droplets, finer
grids are required, pointing to the need for an automatic grid refinement technique to save
on computational costs relative to a uniform grid refinement.
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CHAPTER 5
CONCLUSIONS

The physics involved in the impact and solidification of a supercooled droplet on
a surface are complex. The multi-scale nature of the in-flight icing problem presents
significant challenges for numerical simulations. Despite these challenges, a simulation
strategy was developed to model combined droplet impact and supercooled solidification.
Although many assumptions and simplifications were made, the strategy still adequately
captures the correct overall droplet impact response.
The simulation strategy presented in this thesis demonstrated the ability to match results
from experimental simulations, both qualitatively, and to a lesser degree quantitatively.
This gives confidence in the underlying assumption that the time-scale of the first stage
of solidification is negligible to the outcome of the simulation. The strategy is able to
accurately predict droplet behavior in the case of large droplet diameter and low impact
velocity. Calibration of the simulation strategy revealed that Amush is a function of substrate
temperature, droplet supercooling, and contact angle. If the simulation strategy were to
be extended to the case of droplet impacts at non-orthogonal angles or multiple-droplet
collisions, a fully three-dimensional simulation would be required.

84

Within the stated limitations, i.e., there was no calibration data available for the cases
simulated under in-flight icing conditions, several preliminary conclusions can be drawn
on the ability of superhydrophobic surfaces to limit ice accretion. The simulated results
indicated that for in-flight icing conditions (60 m/s and -20 ◦ C droplet supercooling)
superhydrophobic surfaces can prevent or greatly assist in reducing ice accretion. For droplet
diameters up to 200 µm, the superhydrophobic surface repelled impacting supercooled
droplets. The hydrophobic surface did not prevent ice accretion for any droplet diameter
size.
However, the simulation results indicated that superhydrophobic surfaces do not prevent
ice accretion for very large droplet impacts. For the simulated conditions, it is apparent
that a critical diameter exists above which droplets will freeze on the surface, regardless
of the surface contact angle. This critical diameter appears to be between 150 µm and
200 µm, which is in the SLD range. This further emphasizes the need to investigate the
freezing behavior of SLD droplets. The simulation results suggest that any droplets with
a diameter larger than the critical freezing diameter will freeze on the surface, although
they will do so with a decreased substrate contact area due to the decrease in wettability
of a superhydrophobic surface. Any droplets that freeze will therefore be easier to remove
by de-icing technologies. Likewise, although hydrophobic surfaces cannot prevent ice
accretion, the decreased wettability of these surfaces relative to hydrophilic surfaces will
also reduce the energy required for ice removal after accretion.
The simulation results revealed that, for droplet diameters over 150 µm, a relatively finer
computational grid is needed to better resolve the thin layer formed during droplet spreading.
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Additionally, the simulation strategy does not adequately capture droplet splashing behavior,
and therefore, no conclusions can be made as to the effect of droplet splashing in the freezing
process for droplets larger than the critical freezing diameter.
Although the categorization of supercooled droplet impacts may never be fully achieved
through numerical simulations alone, this simulation strategy provides an indication of the
expected behavior of such droplet impacts and of the icephobicity of superhydrophobic
surfaces.
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