Clustering of gene expression data is widely used to identify novel subtypes of cancer. Plenty of 17 clustering approaches have been proposed, but there is a lack of knowledge regarding their relative 18 merits and how data characteristics influence the performance. We evaluate how cluster analysis 19 choices affect the performance by studying four publicly available human cancer data sets: breast, 20 brain, kidney and stomach cancer. In particular, we focus on how the sample size, distribution of 21 subtypes and sample heterogeneity affect the performance.
25
distribution of the subtypes had a noticeable effect on the ability of identifying the disease subtypes 26 and data with heavily skewed distributions turned out to be difficult to cluster. Both the choice of 27 clustering method and selection method affected the ability to identify the subtypes, but the relative 28 performance varied between data sets, making it difficult to rank the approaches. For some data 29 sets, the performance was substantially higher when the clustering was based on data from only one 30 sex compared to data from a mixed population. This suggests that homogeneous data are easier to 31 cluster than heterogeneous data and that clustering males and females individually may be beneficial 32 and increase the chance to detect novel subtypes. It was also observed that the performance often 33 differed substantially between females and males.
35
The number of samples seems to have a limited effect on the performance while the heterogeneity, Introduction 41 Diseases like cancer can arise from a multitude of genetic and epigenetic changes. Studying gene 42 expression profiles from tumor samples in cancer patients can reveal information about novel cancer 43 subtypes [1, 2] . However, the problem is challenging since the regulatory mechanisms underlying 44 gene expression are complex and expression levels are affected by external environmental factors 45 like diet and the use of drugs, as well as internal factors like gender and age.
47
Profiling of gene expression is a way of analyzing the activity of genes, and technologies like RNA-48 sequencing and microarrays have made it possible to look at gene expressions for thousands of 49 genes simultaneously. Signatures in gene expression are widely used in medical research, e.g. in the 50 assessment of breast cancer [3, 4] and for predicting prognosis in colon cancer [5] [6] [7] and ovarian 51 cancer [8] [9] [10] . A common aim is to detect novel disease groups, which can be used for personalized 52 treatments, but to become a more useful tool in the field of personalized medicine there is a need 53 for evaluation of profiling methods [11] .
54 55 A popular approach for detecting novel subtypes of a disease is to use cluster analysis, which is an 56 unsupervised approach for finding groups with similar patterns [12] . It has been frequently used for 57 identifying subtypes of cancer by clustering samples (individuals) with similar gene expression 58 patterns [13] [14] [15] , as well as for finding groups of genes that have similar profiles over samples [16, 59 17] . Classical algorithms such as hierarchical clustering and k-means clustering are popular choices, 60 but there are several alternative clustering methods, e.g. self-organizing map (SOM) [18] , Partitioning 61 Around Medoids (PAM) [19] and Density-Based Spatial Clustering of Applications with Noise 62 (DBSCAN) [20] . For an extensive overview of available clustering methods, see [21] .
64
The high dimensionality of gene expression data makes detection of novel subtypes a difficult task, 65 which is also complicated by the noisy character of the data [22] . It is therefore common to apply 66 either variable selection or feature extraction prior to the analysis to lower the dimensionality of the 
205
The analyses were made using the R-function "kmeans", which used 10 random starts (nstart = 10).
207
Self-organizing map where denotes the count of common objects in and .
298
The Adjusted Rand Index (ARI) is then obtained as 299 300 .
The ARI takes value 1 if the two partitions are identical and has expected value 0 in the case of a 302 completely random partition. It can yield negative values if the agreement is worse than expected by 303 chance. The R-function "RRand" in package "phyclust" [44] was used for calculation of ARI.
305
The same ARI-value can be obtained by very different partitions of the samples. Hence the fact that 306 two cluster outputs yield the same ARI-values compared to the gold standard does not necessarily 307 imply that the resulting clusters are similar. In addition to quantifying the agreement with the gold 308 standard, ARI was used to quantify the similarity between different clustering approaches, by 309 considering the average of the pairwise ARI (apARI).
311
The agreement between partitions was also evaluated using the distance metric variation of 1. Principal component analysis to visualize separation between The choice of clustering method had a large impact on the clustering performance, but the methods' 355 relative performance varied between the data sets making it difficult to rank the methods, see Fig 2A   356 and S1 Table. Furthermore, the performance was often sensitive to the choice of selection method, 357 e.g. when applying SOM to Breast the ARI ranged from 0.00 (5 PC) to 0.69 (30 PC).
358
The relative performance of the five selection methods also varied between the data sets, making it 359 hard to draw general conclusions, see Fig 2B and S1 Table. However, two clustering approaches, 360 hclust(cor) combined with 5 PC or 30 PC, had relatively low performance for all data sets, see S1 361 Table. 362 363
Fig 2. Performance of clustering methods and selection methods. Adjusted Rand index for clustering
364 result compared to gold standard partition. Figure A shows results for the clustering methods, where 365 each box contains observations from the five selection methods. Figure B shows results for the 366 selection methods, where each box contains observations from the six clustering methods. Table. In Brain, a small significant 372 increase in performance (delta ARI = 0.016, p = 0.014) was observed between the smallest and 373 largest considered sample sizes ( = 40 and = 110). For Stomach we found no significant increase 374 in performance (delta ARI = -0.004, p = 0.524) between the smallest ( = 40) and largest ( = 80) 375 sample sizes. This may partially be explained by the fact that the performance was very low also 376 when the sample size was relatively high, see Fig 3. For Kidney, there was a modest increase in 377 performance when was increased from 40 to 100 (delta ARI = 0.091, p <0.0001), but there was no 378 stable trend, see Fig 3. For Breast, no significant increase in performance was found between = 40 379 and = 330, (delta ARI = -0.028, p = 0.529). The trends presented were observed independently on 380 which clustering algorithm was considered, see S2-S5 Table. 381 382
In addition to consider the symmetric distribution, with 50 % of each of the subtypes, we also 383 considered a case with a more skewed distribution (20% of the observation in the smallest group).
384
Again, it was observed that the sample size had a limited effect on the performance, see S6-S9 Table. 385 386
Interestingly, although increased sample size had limited effect on the performance it was evident 387 that the 30 approaches clustered the individuals more similar when the sample size increased from 388 relatively small ( = 40) to modest ( = 100), see Fig 4. This was most evident for Breast, where the 389 average pairwise ARI (apARI) was significantly lower at = 40 than at = 330 (delta apARI = 0.204, p 390 <0.001). For all data sets, the agreement between the approaches was higher than the agreement 391 with the gold standards. Arguably, this indicates that there are relatively strong signals in the data 392 sets that are not in absolute agreement with the considered cancer subtypes, see We investigated how the performance was affected when the relative distribution of the two 403 subtypes was altered. Here the sample size was fixed while the proportion of the smallest subtype 404 was altered from 10% (skewed data) to 50% (symmetric data). It should be stressed that the relative 405 distribution of the classes in practice are unknown, and cannot be estimated in advance. For Brain,
406
Breast, Kidney and Stomach, the performance was significantly higher for the symmetric data 407 compared to the skewed data, (delta ARI = 0.022, p < 0.001), (delta ARI = 0.481, p <0.0001), (delta 408 ARI = 0.102, p <0.0001) and (delta ARI = 0.106, p <0.0001) respectively, see Fig 5 and Table S10 -S13.
409
Somewhat surprisingly, the highest median ARI-values were found at 40/60 distribution (Brain, 410 Kidney and Stomach) and at 30/70 distribution for Breast. Breast was investigated further by considering subtype fractions between 10-90%, see S11 Table. 417
Here the most skewed data with 10% or 90% of the smallest subtype yielded very low performance 418 with median ARI-values -0.003 and 0.084, respectively. Less skewed data with 20% or 80% performed 419 better, with median ARI-values 0.309 and 0.205, respectively. The fairly symmetric data sets with 420 30%, 40%, 50%, 60% and 70%, had the best performances with median ARI-values 0.594, 0.552, 421 0.474, 0.398 and 0.355, respectively. Almost all of the differences between the fractions were 422 significant, the exception was the 20% fraction that did not differ significantly from the 70% fraction.
423 Investigating the clustering methods with respect to skewness revealed that all clustering methods 425 were affected by the skewness of the data, but for hclust(cor) the differences were less visible due to 426 the overall low performance, see S14 Fig and S10-S13 Table. 427 428 Analyze genders separately or together?
429
It is well known that there are widespread gender differences in gene expression [46, 47] 0.027, p = 0.032). For Brain the differences between analyses using homogeneous and 452 heterogeneous data were relatively small (delta ARI = 0.033, p = 0.109) and (delta ARI = -0.016, p = 453 0.001) for males and females respectively. For Brain and Kidney, males were considerably easier to 454 cluster than females (delta ARI = 0.115, p < 0.0001) and (delta ARI = 0.100, p < 0.0001) respectively.
455
For Stomach, no significant difference was observed (delta ARI = -0.002, p = 0.903). An interesting 456 finding is that the above results holds true for almost all of the considered clustering approaches, see 457 S15 Table. 458 To our initial surprise, increasing the sample size had little influence on the performance. We did get 491 similar performances independently if we used 40 or 300 samples. However, the performances of the 492 clustering approaches became more similar when the sample size increased. Arguably, this suggest 493 that sample size has some importance, but that increasing the sample size per se will not solve the 494 clustering problem. It should be stressed that we did not study how the performance was affected 495 when very small samples ( > 20) were considered.
497
Even though there are recognized gender differences in both cancer survival and treatment 498 response, it is not common that the clustering of subtypes are made separately for males and 499 females [48] . Based on our findings we believe that many omics cluster analysis studies would 500 benefit from analyzing smaller but more homogeneous data sets. In addition, clear gender 501 differences were observed. For Brain and Kidney, the male data were considerably easier to cluster 502 than the female data, suggesting a gender specific genetic signal or that the male group is more 503 homogeneous.
505
The choice of clustering and selection methods affected performance, but the ranking of the 506 methods varied between the data sets making it difficult to draw general conclusions. However, 507 hclust(cor) often yielded lower performance than the other methods, especially when the selection 508 method involved principal components.
510
The clustering performance was sensitive to the relative distribution of the subtypes, where data 511 with heavily skewed distributions turned out to be difficult to cluster. The distribution of the 512 subtypes is not known in advance, but if the subtypes are believed to be associated with difference in 513 survival (or some other variable), it may be possible to use survival data to get an idea of the subtype 514 distribution.
516

Conclusions
517
Clustering high-dimensional gene expression data is a challenge. Even with a strong genetic signal, 518 cluster analysis approaches may fail to identify the partition of interest. One important reason for 519 this is that gene expression data are influenced by several factors, which may or may not be known 520 to the researcher. Furthermore, the optimal clustering approach depends on the data and general 521 recommendations are therefore difficult to give. However, the results suggest data characteristics 522 may influence the clustering performance. Interestingly, increasing the sample size may not enhance 523 the performance of the clustering although it make the clustering approaches more similar. If the 524 distribution of the subtypes is skewed, clustering can be very difficult. Finally, the result shows that 525 homogeneous data are easier to cluster than heterogeneous data. Together this suggests that it may 526 be beneficial to analyze the genders separately. The gain of obtaining a more homogeneous data 527 outweighs the possible drawback of having fewer samples. 528 529
