Based on functional analysis, we propose an algorithm for finite-norm solutions of higher-order linear Fuchsian-type ordinary differential equations
Introduction
Linear ordinary differential equations (ODE) of the type
are very important tools in many fields (physics, engineering etc.). In many useful cases, the functions p m (x) are polynomials or rational functions. As is well known, it is difficult in general to solve them analytically for higher-order cases although there are relatively general methods for second-order equations with low-degree polynomials p m (x), for which we employ hypergeometric functions (or special functions) [2] and power series expansions about nonsingular points or regular singular points [1] .
(Practically, instead of analytical methods, many kinds of numerical methods have been proposed and used.) The aim of this paper is to obtain solutions f (x) of a linear ODE (1) in a Hilbert space H of functions on R when the equation is of higher order and/or the function p m (x) is of higher degree. Solutions with finite norm are sometimes very important in quantum mechanics (e.g. wavefunctions of particles bound by potentials) [3] , and for transit or temporary phenomena in signal processing and circuit theory that are almost localized in the time coordinate in many applications, for example. In this paper, we propose an integer-type general algorithm for solving these ODEs, by choosing function spaces and their basis systems appropriately. This method is based on a pair of Hilbert spaces H and H ♦ with distinct inner products, where the domain of the differential operator P (x, d dx ) is a dense subspace of H and its range is a subspace of H ♦ . Under appropriate choice of these spaces and their basis systems which will be presented in this paper, a differential equation can be expressed by band-diagonal-type simultaneous linear equations, and all the 'matrix elements' are rational-(complex-)valued. Moreover, under the same choice, all the basis functions are rational functions. In addition, from the properties of the basis functions used, this method has a somewhat similar feature to power series expansions about nonsingular points or regular singular points, in the sense that the solution can be expanded as linear combinations of the powers of a rational function of x with rational coefficients. From another point of view, this method is closely related to the Laurent expansion and hyperfunctions in complex analysis and to the Fourier series, under some changes of variable. Therefore, this method has a 'semianalytical' character and it can be discussed from the standpoint of mathematical analysis, though it is a kind of numerical method.
Since it is difficult to apply analytical methods to general higher-order linear differential equations, various kinds of numerical methods have been proposed. One group is based on the discretization of coordinate or on the differences or on the relations between adjacent lattice points (Runge-Kutta methods, for example). Another group is based on finite-dimensional subspaces of an infinite-dimensional function space, such as the collocation method, the Ritz-Galerkin method and the PetrovGalerkin method [4] [5] , for example. In this group, many kinds of finite element methods [5] [6] have been proposed and used widely and efficiently in many fields. These methods construct subspaces spanned by finite elements with very localized compact supports. In addition, this group contains a subgroup which uses subspaces spanned by globally smooth basis functions [4] such as the Hermite functions.
The method to be proposed in this paper is similar to the latter subgroup in the sense that it is based on the finite-dimensional subspaces spanned by global smooth basis functions.
The proposed method is different from Ritz-Galerkin method, in that the function space H ♦ is different from H, and H ♦ is wider than H in the proposed method. Here, remember that the function space H corresponds to the domain of the differential operator P (x, ). The choice of different function spaces H and H ♦ may be possible even for Petrov-Galerkin method. However, the method proposed here is quite different from the usual 'standard truncation methods' or 'projection methods' such as the Ritz-Galerkin and Petrov-Galerkin methods, in respect of the following point:
Although the Ritz-Galerkin and Petrov-Galerkin methods are based on the solutions of simultaneous linear equations with a square matrix truncated within a finite dimension, the method proposed here is based on finite-dimensional truncations of the exact solutions of the infinite-dimensional simultaneous linear equations. There is a possibility that our numerical solution coincides exactly with the orthogonal projection of the true solution to the finite-dimensional subspace, whatever its dimension may be, and we have already had some numerical examples where this perfect coincidence occurs really [7] . In order to realize this direction, we solve simultaneous linear equations with a non-square-type band-diagonal matrix, in which its column is larger than its row. Since the solution is not unique because this non-square-type band-diagonal matrix has a non-trivial kernel, we have to extract one solution among the above solutions. In order to resolve this problem, we extract one solution among them using a novel method, which will be explained in the latter part of this introduction. Further, this matrix elements do not change when the dimension of the subspace increases. Hence the proposed method provides a recursive algorithm with no round-off errors up to an arbitrary dimension for the vectors of the space of exact solutions of the infinite-dimensional simultaneous linear equations.
The method to be proposed has five advantages other than the integer-type property mentioned above, as follows; (1) especially when the ODE has no singular point or when the ODE belongs to the Fuchsian class even if it has singular points, this method can determine the structure itself of the function space of solutions in H of the differential equation, directly from the numerical results. (2) Another advantage is that the convergence of the error to 0 is guaranteed as the dimension of the subspace tends to infinity, and an upper bound of the error can be given for the finitedimensional case. (3) Moreover, it does not require any calculation of large matrices (inverse matrix, eigenvector, etc.) for solving our simultaneous linear equations. (4) 4 Another strong point is that the basis functions of H are smooth sinusoidal-like wavepackets with spindle-shaped envelopes, which are suitable for the expansion of various kind of 'natural' functions decaying as x → ±∞. In this sense, the basis functions contain both global and local information. (5) Another strong point is that this method requires a small amount of calculations for obtaining high-accuracy solutions. For example, when the coefficients in the expansion of a true solution by the basis functions decay exponentially, the amount of calculations required by this method is almost proportional asymptotically to the cube of the number of required significant digits.
In this paper, we will show the validity of the band-diagonal matrix representation, i.e., we will show that the square-summable solutions of the simultaneous linear equations according to the band-diagonal matrix always correspond to true solutions of the ODE except at the singular points of the ODE. Especially, when the ODE has no singular point, we will show the one-to-one correspondence between the true solutions in H of the differential equation and the square-summable number sequences satisfying the simultaneous linear equations represented by the band-diagonal matrix. The larger part of its proofs is based mainly on functional analysis. Similar one-to-one correspondence can be proved for the cases of the Fuchsian class by a modification even if the ODE has singular points.
However, the presented method has a pitfall based on finite-dimensional truncations of the exact solutions of the infinite-dimensional simultaneous linear equations. This pitfall is due to the non-uniqueness of non-square-summable solutions of the simultaneous linear equations because the number of linearly independent solutions of the simultaneous linear equation is not smaller than the bandwidth whereas the number of linearly independent solutions of the differential equations is not greater than its order M. That is, there are solutions which do not correspond to true solutions of the differential equations, we call these solutions extra solutions. In order to resolve this problem, we propose a method to to remove the extra solutions effectively. This method is based on quasi-minimization of the ratio between a norm sensitive to divergence and another norm insensitive to divergence. This quasi-minimization guarantees the convergence to 0 of the error in the numerical results; the accuracy of the numerical results is sufficiently high, even for finite dimensions.
For minimization of the ratio between two quadratic forms, the usual method is based on the eigenspace of the matrix A
with the two corresponding inner-product-matrices A and B. However, it is difficult to apply this method to the above problem, due to round-off errors, because these inner-product matrices are usually very close to a singular matrix with rank 1. However, in this paper, we propose an alternative integer-type method for quasi-minimization, which does not require as much calculation as the usual method. This method is based on a kind of quasi-orthogonalization of integer-valued vectors, which is realized by an idea that is conceptually between the Gram-Schmidt process and the Euclidean algorithm.
An integer-type recursive algorithm similar to the proposed one may be applied also to the Petrov-Galerkin method, in order to calculate the head and intermediate rows of solution vectors of the system of simultaneous linear equations described by a large-dimensional band-diagonal square matrix. However, in this case, we have to calculate new linear combinations of solution vectors satisfying the final constraints (linear equations in the bottom rows). For this calculation, we can solve another system of simultaneous linear equations, which is described by another square matrix whose dimension is half a band width. However, this matrix is usually very close to a singular matrix of rank 1. Moreover, the elements in the bottom rows of the solution vectors are rational numbers whose numerators and denominators are huge integers. Therefore, this type of Petrov-Galerkin method requires a much larger amount of calculations than the proposed method based on non-square matrix and integer-type quasi-orthogonalization. The contents of the paper are as follows; Section 2 explains an abstract framework for a general algorithm, using a pair of Hilbert spaces H and H ♦ with distinct inner products. Subsection 2.1 states the basic conditions for the pair of Hilbert spaces H and H ♦ . This subsection gives a sufficient condition for band-diagonal matrix representation for the ODE. In Subsection 2.2, using this band-diagonal form, we provide the basic structure of our recursive algorithm with removal of non-ℓ 2 -components. Section 3 presents the concrete choices of Hilbert spaces and basis systems used in our algorithm, and checks that they satisfy the conditions given in Section 2. Section 4 gives proofs of theorems mentioned in Section 2. In Section 5, we give some numerical examples related to special functions and show how effectively our algorithm works, where we are successful to solve ODEs in a very high accuracy with a relatively small amount of calculations (approximately proportional to a power of the number of required significant digits, empirically). Moreover, we show how numerical results are successful even for the cases with singular points. Section 6 discusses a related topic and further extensions of our algorithm. 
Basis of H
after ( Integer p 0 := j 0 + ℓ 0 − 1 after (6) · ℓ 2 ,K 'Truncated norm' for number sequences (13) 2 Abstract structure of our algorithm 2.1 General framework for general linear ordinary differential equation
In this paper, we consider a general linear ordinary differential equation given by the differential operator P (x,
) defined on the space of M-times differentiable functions C M (R):
where M is the order of the differential operator P (x,
d dx
). The main purpose of this paper is to analyze the structure of the solution space of (2) on a given Hilbert space H that densely contains C M (R). For this purpose, we define the operatorÃ P as the action of the differential operator P (x, d dx ) with domain
7 Then, the linear operator A P is given as the closed extension ofÃ P with respect to the graph norm [10] . That is, we treat the structure of the solution space of the differential equation:
The main goal is to construct an integer-type numerical algorithm for finding nonzero solutions of the differential equation given by the differential operator A P when the original space H is contained in a larger Hilbert space H ♦ as a set. Here, the larger Hilbert space H ♦ also densely contains C M (R). For this purpose, we construct a band-diagonal matrix representation of the differential operator A P under certain conditions. In order to obtain a band-diagonal matrix representation, we introduce a linear operator B P from a dense subspace of H to H ♦ , which is defined as the closed extension ofB P with respect to the graph norm of the operatorB P defined by the action of the differential operator P (x, d dx ) with the following domain:
In order to using a band-diagonal structure, we introduce three conditions for the quintuplet consisting of the linear differential operator P (x, , which is abbreviated to (P (x, C3 There exists a linear operator C P with domain D(C P ) from a dense subspace of
. Due to Condition C3, the basis e ♦ m belongs to the domain of the adjoint operator B * P . Under these conditions, we obtain the following. This proposition is immediate from the fact that the domain of B P includes the domain of A P .
Theorem 2.1 Assume that the quintuplet (P (x,
) satisfies Conditions C1 -C3. For any function f of the kernel of B P and any m ∈ Z + , the ℓ 2 -sequence {f n := f, e n H } ∞ n=0 satisfies
i.e., belongs to the linear space
The proof of this theorem will be given in Subsection 4.1 of this section. Due to Condition C2, the dimension of V is finite. However, square-summable number sequences satisfying (3) do not always correspond to functions in the domain of A P (hence in the kernel of A P ). When the linear ordinary differential equation (2) has singular points, i.e., its solution has singular points, we denote the set of the singular points by S. In this case, the obtained solutions do not necessarily belong to C M (R), but they belongs to C M (R \ S) under some conditions. So, H has to include the space C M (R \ S). In order to guarantee that the obtained solutions are true solutions, we require another condition:
f n e n converges to a solution
Therefore, if the above condition holds, any a square-summable kernel vector of the band-diagonal matrix b n m gives a solution of ODE (2) in C M (R \ S) ∩ H. In the remainder of this paper, we often use this vector representation instead of a number sequence, for simplicity.
In the non-singular case, the following theorem holds.
Theorem 2.2 Assume two assumptions: (1) the linear ordinary differential equation (2) has no singular points. (2) the quintuplet (P (x,
provides a one-toone correspondence between the ℓ 2 -solutions of (3) and the solutions in
The proof is directly derived from Theorem 2.1 and Condition C4 itself as follows. When a function f in C M (R) ∩ H satisfies the differential equation (2) , it belongs to D(Ã P ) (⊂ D(A P )) and satisfies A P f = 0. Then, Theorem 2.1 and Lemma 2.1 guarantee that { f, e n H } ∞ n=0 belongs to V ∩ ℓ 2 (Z + ). The reverse argument is immediate from Condition C4.
By means of Theorem 2.2, under C1-C4, the linear differential equation is reduced to the simultaneous linear equations (3) with a 'band-diagonal structure' of bandwidth 2ℓ 0 + 1. That is, under these conditions, the problem of finding the so-
)f = 0 is equivalent to the problem of finding vectors in the space V ∩ ℓ 2 (Z + ). 9 Even if the linear ordinary differential equation (2) has singular points, we have a modification of Theorem 2.2 if the differential equation (2) is Fuchsian, whose definition is given as follows. [12] . In this case, the differential operator
Further, in the following, a singular point of ODE P (x,
As is well known [11] [12] , Fuchsian ODEs satisfy the following lemmata:
Then, the set S of its singular points is given by p
As a corollary, we obtain the following:
. . z N and all of zero points of the coefficient function q M (x) are z 1 , z 2 , . . . z N whose multiplicity are not smaller than M. Moreover, assume that the ODE Q(x,
m and the set S of its singular points is given by q
We additionally assume the conditions:
because the set S has zero measure. Now, Theorem 2.2 can be replaced by the following theorem:
) be the Fuchsian differential operator satisfying the conditions of Corollary 2.1. When the quintuplet (Q(x,
+ , and C2 + , the map f → { f, e n H } ∞ n=0 provides a one-to-one correspondence between the ℓ 2 -solutions of (3) and the solutions in
Hence, when the given conditions hold, in order to solve the Fuchsian linear ODE, it is sufficient to extract the subspace V ∩ ℓ 2 (Z + ) as well as in the non-singular case.
However, a general Fuchsian differential operator P (x,
does not necessarily satisfy the above condition. In this case, Theorem 2.3 can be applied in the following way. Assume that all coefficient functions p m (x) (m = 0, 1, . . . M) are holomorphic and p M (x) has zero points z 1 , . . . , z N ∈ S with the multiplicity µ 1 , . . . , µ N , respectively. Then, Lemma 2.1 guarantees the inequality µ n ≤ M. Then, the differential operator
is Fuchsian and satifies the conditions of Corollary 2.1. So, we can apply Theorem 2.3 to the differential operator Q(x,
). Since Condition C4 is assumed in Theorem 2.3, it is sufficient to show the following theorem, which will be shown in Subsection 4.2. That is, the combination of C4 and Theorems 2.1 and 2.4 yields Theorem 2.3.
) be the Fuchsian differential operator satisfying the conditions of Corollary 2.1. Assume that the quintuplet (Q(x,
+ , and C2 + . Then, the solutions in C M (R \ S) ∩ H of (2) always give functions of the kernel of B Q .
In this theorem, the condition for the multiplicity of zero points is crucial because it is needed to expand the domain D(B Q ) sufficiently.
Remark 2.1 In general, the inner product ·, · H of H does not coincide with the restriction on H of the inner product ·, · H ♦ of H ♦ . Further, e ♦ n does not necessarily belong to the domain D(A * P ). In order to characterize Condition C3, we consider the special case when H ♦ = H, e n = e ♦ n , and A P e n , e m H ♦ = A P e m , e n H ♦ . Note that the condition H ♦ = H implies that A P = B P . In this case, if the operator A P is symmetric, Condition C3 holds. In other words, if the operator A P is not symmetric, Condition C3 does not necessarily hold. In such a case, if we define another linear operatorÃ ′ P whose domain is the linear expansion of {e n }, its closed extension A ′ P is symmetric, and the solution function of A ′ P f = 0 satisfies the simultaneous linear equations (3). That is, if a general non-zero solution function of A P f = 0 does not belong to the domain of A ′ P , this solution does not necessarily satisfy (3) . Later, in Remark 3.1, we give an example of the latter case.
The remaining tasks are divided into two parts: The first part concerns the general theory for our algorithm for solving a linear ordinary differential equation based on several conditions. This part is called general theory part. The second part concerns how to apply the above general theory for several wide classes of linear ordinary differential equations. This part is called application part.
General part Task 1 (Subsection 2.2) Giving a recursive algorithm for band-diagonal-type simultaneous linear equations under Conditions C1-C4. This algorithm requires additional condition C5, which will be given in Subsection 2.2. The additional explanation for this algorithm is given in Subsection 2.3. In order to apply our method to a Fuchsian linear ODE P (x, 
Recursive algorithm for band-diagonal-type simultaneous linear equations
In the next step, we consider the algorithm for ℓ 2 -solution of the band-diagonal simultaneous linear equations (3) . In this subsection, we briefly describe the structure of our algorithm for this problem and explain how to avoid the usual pitfalls of this method.
From C3, the simultaneous linear equations (3) have a 'band-diagonal structure' with bandwidth 2ℓ 0 + 1. This type of system of simultaneous linear equations can be solved easily. The simultaneous linear equations (3) with C2 have at least ℓ 0 linearly independent algebraic solutions. The linearly independent solutions of the solution space V defined in (4) can be solved recursively when the following condition holds for the quintuplet (P (x,
In this case, the dimension D of V is equal to that of
where p 0 := j 0 + ℓ 0 − 1 and the truncation operator Π m is defined by
In the following, for simplicity, we sometimes identify Π m f with the corresponding (m + 1)-dimensional vector. This band-diagonal matrix b n m is illustrated by Figure  1 .
So, we define D linearly independent sequences
by the following procedure: the first p 0 elements of all sequences
by D linearly independent vectors of V . The remaining elements
n with n ≥ p 0 +1 are calculated by the recursion
because b n n−ℓ 0 = 0 there. (The first procedure to find a basis system is easy; it is to solve a system of finite-dimensional simultaneous linear equations.) The following theorem follows directly from the construction of F (1) , . . . , F (D) . Therefore, we obtain the following proposition: Proposition 2.2 Under C5, the algebraic solution space U can be spanned by
. That is, any algebraic solution f of (3) can be obtained by a linear combination of the basis sequences However, here is an important pitfall. From the existence and uniqueness theorems, there are M linearly independent true solutions in C M (R) when there is no singular point, i.e., S = ∅. In this case, therefore, in C M (R) ∩ H, the number of linearly independent solutions is not greater than M, which is smaller than D in a typical example given in Section 3. Even though there exist singular points, due to Theorem 2.1, the solutions in ℓ 2 (Z + ) of the simultaneous linear equations correspond to the true solutions in C M (R \ S) ∩ H of the ODE. However, when a solution of the simultaneous linear equations does not belong to ℓ 2 (Z + ), it usually does not correspond to a true solution in C M (R \ S) ∩ H of the ODE. Therefore, we have to be careful to this differentiate.
In general, the solution f obtained by the above recursion is a linear combination of these three kinds of components, and it is not so easy to extract the component corresponding to the true solution in C M (R \ S) ∩ H. In the following, we propose a method to extract the ℓ 2 -component, i.e., one element of the subset V ∩ ℓ 2 (Z + ). For these purposes, we choose a bounded bilinear form Ω( f , g) on
) and the integers K and N satisfying
and define the ratio and its minimum:
This definition is well defined because Conditions C2, C5 and (10) guarantee the relation
Similarly, we define
Hence, our solution space V K is given with the following condition
Now, we introduce our algorithm to approximately obtain the ℓ 2 (Z + ) components of V :
Algorithm
Step 1 Calculation of basis vectors of Π p 0 V : (6) by Gaussian elimination, where D is determined by its result. This is easy because p 0 is small.
Step 2 Recursive calculation of basis vectors of Π n V (p 0 + 1 ≤ n ≤ N):
Iterate the recursion (8) for n = p 0 + 1, p 0 + 2, . . . , N, in order to obtain a basis system {F
Step 3 Removal of components from Π K V corresponding to non-ℓ 2 -components in V :
. This process can be done as follows.
Step 3.1 Find a non-zero vector {G
Step 3.2 Find a non-zero vector {G
Step 3.n Find a non-zero vector {G
set, we stop this process. Here, ⊥,K denotes the orthogonal space concerning the inner product of ℓ 2 ({0, . . . , m}).
When the purpose is to calculate the truncated elements
, the error is evaluated by the norm concerning inner product x, y ℓ 2 ,K := Π K x, Π K y ℓ 2 . Denoting the the projection to W concerning this inner product by P W,K , we can evaluate the accuracy of our result V K by
However, the subspace V K is not uniquely defined, and is chosen with the condition (16) . The accuracy of our algorithm should be evaluated with the worst case as follows:
It can be shown that this value goes to 0 as follows.
Theorem 2.5 For fixed K, when N goes to infinity, the convergence
holds.
Hence, since Π K x is close to x for x ∈ V ∩ ℓ 2 (Z + ), the above theorem guarantees that our algorithm gives a subspace of V whose elements are close to elements of V ∩ ℓ 2 (Z + ). Conversely, the above theorem cannot guarantee that all of elements is approximated by elements of V K . For this purpose, we have to guarantee that
, which is shown as follows.
Theorem 2.6 Assume that Ω( x) = x ℓ 2 . When we choose sufficiently large numbers N 0 and c 0 , then for any N ≥ N 0 and c ≥ c 0 , we have
for any choice of V K .
Therefore, when we choose Ω( x) = x ℓ 2 and sufficiently large numbers N and c, we obtain a subspace
). ¿From the above reason, the above choice of Ω suits our purpose. However, when we choose the quadratic form Ω different from x ℓ 2 , the convergence is improved in several specific example. That is, for sake of practical accuracy of the solutions obtained, a condition concerning a kind of sensitivity of the quadratic form Ω will be required later. The details will be given in our paper [7] , and we will use such a sensitive quadratic form in the numerical examples in Section 5.
Realization by an integer-type algorithm
When the quintuplet (P (x,
). satisfies the following condition, the above algorithm can be realized by the following integer-type algorithm with a small modification.
C6
There exists a complex number γ ∈ C such that γ b n m ∈ Q + Qi, (m, n ∈ Z). The most crucial part is Step 3. To execute Step 3, a simple method is to calculate a vector f which minimizes the ratio σ 
, this minimization can be performed exactly by calculating an eigenvector of the matrix A
2 associated with the minimum eigenvalue. However, this normal method is quite difficult to apply, because the matrices A and B are usually very close to a singular matrix with rank 1 due to the most diverging components in V , and hence this usual method is particularly subject to the 'canceling' due to round-off errors. In order to avoid this, many calculations are required, if we try to find the optimal vector with high accuracy by the usual methods.
We can avoid so many calculations and the 'canceling' due to round-off errors in this minimization by carrying out the following quasi-minimization. As is proved by a geometrical discussion of the convex set in a more general framework in [7] , by means of the Schwarz inequality, an arbitrary orthogonal basis system for Π N V with respect to the inner product ·, · Ω contains at least one vector f such that
. Hence, we have only to take the basis vector with the minimum ratio σ (Ω) K,N ( f ) among this basis system. However, in order to take an orthogonal basis system, we need exact orthogonalization, which requires a large amount of calculations. To avoid this problem, we propose an alternative method based on a kind of integer-type quasi-orthogonalization of a D-dimensional 'lattice', where the angles between the final basis vectors are not distant by more than ζ (<< 1) from being exactly orthogonal, by which f ∈ Π K (σ
is guaranteed for the basis vector with minimum ratio σ
(Ω) K ( f ). This method is somewhat similar to the 'lattice reduction problem' [13] [14] , which is well known as an NP-hard problem if we require exact minimization of the lattice. However, our alternative method aims at closeness to orthogonality rather than exact minimization of the lattice, only with a small amount of calculations, by means of a quasi-orthogonalization algorithm which does not increase the integers used for the numerators and the common denominator of complex rational numbers except for special cases with bad final orthogonality [7] . So, we can perform Step 3.1 with few calculations.
When the dimension D ℓ 2 of V ∩ ℓ 2 (Z + ) is strictly greater than 1, we need to perform Step 3.2, . . ., Step 3.D ℓ 2 . In the first process in these steps, we need to calculate Π K (σ
orthogonalization concerning the inner product , ℓ 2 ,K . We apply the above quasiorthogonalization algorithm to this orthogonalization. If the second vector {G
is not orthogonal to the first vector {G
However, as is shown Section 6 of [7] , if {G 
. Therefore, we can realize the above algorithm by an integer-type algorithm with few calculations.
Possibility of the estimation of accuracy
In numerical methods, it is important whether or not we can determine the accuracy of numerical results. For our method, we will give an upper bound of the norm of total errors in [7] . This error bound is a function only of the norm of the truncation error due to the components outside the subspace H (K) = Span(e 0 , e 1 , . . . , e K ), and all the other parameters for the bound than this truncation error can be calculated using only the numerical results without requiring any knowledge of the true solutions.
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3 Function spaces and basis systems used in our method
In
+ , and C2 + in Subsections 3.1 (for C1, C1 + , and C2 + ), 3.2 (for C2, C5, and C6), 3.3 (for C3), and 3.4 (for C4). In Subsection 3.5, we explain how to apply our method to the non-polynomial case. 
Construction of function spaces and completely orthogonal systems
In order to introduce the spaces H and H ♦ , we state two definitions.
Definition 3.1 Define the inner product (among measurable functions on
Moreover, obviously,
For the spaces H and H ♦ introduced for the definition ofB in Section 2, we will use
where k Next, we will introduce the basis function systems {e n } and {e ♦ n } for these spaces. To do this, we need to define the following functions:
Then
The last orthogonal relation is derived easily from calculation of complex integrals by the calculus of residues. When k ≥ 0, as is explained in Section 2 of the paper [7] , the wavepackets defined by (26) are 'almost-sinusoidally' oscillating wavepackets with spindle-shaped envelopes |ψ k,n (x)| = (x 2 + 1)
2 , and their approximation (for · L 2 ) to sinusoidal wavepackets with Gaussian envelopes holds for large k.
For these functions, we have the following lemma, which yields the basis system of our algorithm:
The orthonormal property has been shown in the last property of (27). Therefore, the proof of completeness in L 2 (k) (R) suffices. This is proved in Appendix A from completeness of the Laguerre polynomials, whose details are omitted here, because the Fourier transform of ψ 0,n can be expressed in terms of the Laguerre polynomial of degreen. The completeness of {ψ k,n |n ∈ Z} for k = 0 can therefore also be derived by (23) and (26) ).
Here we point out some properties of ψ k,n defined in Definition 3.2, which will be important later.
This theorem can be derived directly from Definition 3.3. These functions are used for the basis systems of H and H ♦ as follows: From Lemma 3.1, the following {e n } ∞ n=0 and {e ♦ n } ∞ n=0 are orthonormal basis systems for H and H ♦ in (24) and (25), respectively, i.e. Condition C1 is satisfied:
withn k,n := − k+1 2
where ⌊a⌋ denotes the largest integer not greater than a.
The indices of functions in ψ k 0 ,n n ∈ Z are bilaterally expressed, while the indices of basis functions in {e n } ∞ n=0 are unilaterally expressed, and they are 'matched' to one another by the one-to-one mapping defined byn k,n in (31). In order to avoid confusion between them, in this paper, the integer indices with double dots¨denote the bilateral ones in Z, in contrast with the unilateral ones (without double dots) in Z + . Forn, the order of the above 'sorting of the basis' for {e n } is "−
The sorting in (31) may seem to be somewhat complicated and tricky. However, it is necessary in order to guarantee Conditions C2 and C5 later. As is mentioned later, other conditions hold, we can apply the algorithm given in Subsection 2.2 to
m is a Fuchsian differential operator with polynomial coefficient functions, we need to be careful concerning the choice of k ♦ 0 . This is because we treat the differential operator Q(x,
), which is given in (5) . Although the differential operator P (x,
, where µ n is the degree of nth zero point, whose definition is given in Subsection 2.1. With the above condition, we can apply the algorithm given in Subsection 2.2 to the quintuplet
Check of Conditions C2, C5, and C6
A recursive use of the relations in Theorem 3.1 results in the following lemma: Lemma 3.2 Let k 0 , j, m ∈ Z + and κ ∈ Z. When κ ≤ k 0 + m − j, the function
can be expressed as a linear combination of ψ κ,r (x) (r =n − m,n − m + 1, ... ,n + m + k 0 − κ) whose coefficients are polynomials ofn and k 0 with degree not greater than m. In particular, in this linear combination, the coefficients of the 'outermost' terms with ψ κ,n−m and ψ κ,n+m+k 0 −κ are
(n − t + 1) and i 2
The proof is directly derived from Theorem 3.1, where we apply (30) m times, next (29) j times and finally (28) k 0 −κ−j+m times. Here note that k 0 −κ−j+m ≥ 0 from the condition. In order to guarantee Conditions C2 and C5, we can derive the following theorem from Lemma 3.2. Its derivation is based simply on combining the results for the linear combinations of Lemma B.1, which is somewhat complicated and is given in Appendix B. 
,n ) which are special cases of (30). Applying the matching (31) to the above vanishing property for κ > 0, we obtain the following. When n ≥ k 0 , the terms in e [7] , where relations (28), (29) and (30) . Hence, Condition C6 holds with this quintuplet. Here we omit the 'sorted version' in the unilateral expression of (28), (29) and (30), because it is too complicated to use in a practical program.
Check of Condition C3
In order to check Condition C3, we define the operatorC P by
with p m (x) := deg pm j=0 p m,j x j and domain
(k 0 ) (R)}, and describe its closed extension by C P . 
. Theorem 3.3 guarantees C3 under the choices (24), (25), and (31) even when p M has zero points, because
. Since the proof of this theorem requires many pages, it is given in [8] . Here, we explain briefly the basic idea used in the proof. The equality
can be shown by iterative use of the 'integration by parts'
the disappearance of the contribution of the term p(x) q(x) x=b x=a at each step of the iteration in the limit as a → −∞ and b → ∞. We can show its disappearance under the conditions in Theorem 3.3, even when p(x) and q(x) do not converge as x → ±∞, by means of a 'modified kind of smoothing operator' T which 'blurs' the endpoints a and b so that T n p (x) and T n q (x) may converge to 0 as x → ±∞ for an integer n. 
Check of Condition C4
Next, we will show that C4 is satisfied under the choices (24), (25), and (31). When the coefficient functions p m are polynomial, the set S of singular points is given by the set of zero points of p M , i.e., p 
Then, the function f is smooth, i.e., belongs to
. This fact is shown by a generalization to higher order cases of the discussions in [9] , for example.
However, there are many functions that do not satisfy these conditions even for true C M -solutions of ODEs. For example, the function f (x) = 1 3x 2 + 1 cos(
is a true solution of the ODE
which is equivalent with
This solution f can be written as the form
Hence, in order to show C4, we should check that the general solution function
The following theorem is important for check of Condition C4. 
Theorem 3.4 seems to provide Condition C4 directly. However, this theorem only guarantees the point-wise convergence while Condition C4 requires the convergence in the norm of H. Hence, we need the following lemma.
Lemma 3.3 If there exists a function
f n e n (x) = ϕ(x) holds for any x ∈ R with a sequence f n e n (x) = f (x) (a.e.). Therefore, from the trigonometric
f n e n (x) −f (x) = 0 (a.e.). Therefore, f − ϕ H = 0, and hence
f n e n − f
Therefore, Lemma 3.3 and Theorem 3.4 guarantee Condition C4 even when p M has zero points.
Application to the non-polynomial case
In this subsection, we explain briefly how the method proposed in this paper can be extended to a more general case where the coefficient functions in the differential operator are not necessarily polynomials but rational functions of x. We can generalize the facts shown in the preceding subsections of this section, for differential operators written in the form R(x, 
Proof: There exist an integer k 1 and a constant c such that (x 2 + 1)
Then, we choose k ♦ 0 with satisfying the condition k 
..e n ) and
with (24), (25), and (31), and define the orthogonal projectors P n andP n to H (n) and H ♦ (n) , respectively, with respect to the inner products ·, · H and ·, · H ♦ , respectively.
Proof of Theorem 2.1 By definition 4.1, lim n→∞ P n f − f H = 0 for f ∈ H, and
Hence, P n f andP nf weakly converge to f with respect to the respective inner products. The condition C3 holds for every f n in any function sequence { f n ∈ D(B)} converging to f ∈ D(B) with respect to H-norm, and the definition of the graph norm guarantees that B f n converges to Bf with respect to the H ♦ -norm. From these facts, the condition C3 holds even for f ∈ D(B)\D(B) , and hence it follows that ∀ n, e
On the other hand, from C2, it is easily shown that
These facts lead us to P n B(P n+ℓ 0 f ), e ♦ n H ♦ = 0, which is equivalent to (3) in Theorem 2.1, from C1 and C2, because b n m = 0 for |m − n| > ℓ 0 . Thus Theorem 2.1 holds under C1-C3.
Proof of Theorems 2.4
In order to prove Theorem 2.4, we prepare the following definition and lemmata:
This definition results in the following lemma directly.
Note that K L,m does not depend on z. Lemma 4.1 and the property of Fuchsian class lead us to the following lemma:
hold for any real number ǫ ∈ (0,ǫ), any zero point z n of q M (x), and m = 0, 1, . . . M. Proof of Lemma 4.2 Corollary 2.1 implies that the set S of the singular points is given by q −1 M (0). In the following, arrange the zero points so that z 1 < z 2 < . . . z N 1 , and, for a convenience, let z 0 = −∞ and z N 1 +1 = ∞ though they are not zero points. Since the ODE Q(x, d dx )f = 0 is of the Fuchsian type, as is well known in the theory of the power series expansion about regular singular points [1] , the solution f (x) can written as
, with a holomorphic function g n,s,+ (x) and g n,s,− (x) defined in (z n , z n+1 ) and (z n−1 , z n ), respectively, about a zero point z n of q M (x). Here r is the exponent which is a root of the indicial polynomial and s is a non-negative integer not greater than M − 1. Hence, ( 
with coefficients c u,v in C for x ∈ (z n , z n+1 ). Moreover, since g n,s,+ (x) is holomorphic at x = z n (n = 1, 2, . . . N 1 ), there exist positive real numbersǫ andJ n,m,s,+ such that Let ρ be the real part of the exponent r used in the above-mentioned expansion of f (x). Since x(log x)s is infinite-times differentiable for x ∈ (0, ∞) and lim x→+0 x(log x)s = 0 fors = 0, 1, . . . , s, when t is a nonnegative integer, from the above fact, there are positive numbersK andǫ such that
holds for n = 1, 2, . . . N 1 if t is a nonnegative integer. This fact and the properties (a), (d) and (e) of Lemma 4.1 lead us to the statement that there are positive numbers K m,m andǫ such that Q(x,
The convergences (33) and (34) imply that f belongs to the domain of B Q and the equality B Q f = 0 holds. Since S = q −1 M (0), we obtain the desired argument.
Proof of Theorem 2.5
The definition of
In order to show Theorem 2.5, we denote the set of normalized vectors in V and the ǫ neighborhood of a normalized vector x in this set concerning the norm ℓ 2 ,K by O K and U ǫ, x . Thus, from (35) it is sufficient to show that for any ǫ > 0, there exists an integer N 0 such that
Taking their complement sets, we obtain
Proof of Theorem 2.6
In order to show (20) , it is sufficient to prove that (σ
Next, we fix an integer N 0 and choose c 0 such that
Therefore, the set (σ 
Numerical examples
Though the abstract structure of the algorithm is roughly explained in Subsection 2.2 of this paper, the detailed explanation of the practical algorithm requires many pages, which is reported in our paper [7] , and so we omit it here. Here, we provide some numerical results only. In order that we can observe the accuracy of the algorithm, we chose example ODEs whose exact solutions are known analytically and can be written with special functions. Though the proposed method can be used widely even for the ODE's which can not be solved analytically, by intent we here give some examples for ODE's whose true exact solutions can be obtained analytically, in order to clarify how accurate solutions the proposed method gives.
In the following, we use the bilinear form
w n f n g n 0.3772818303248061138245150770767548665927969 . . . Another example is Weber's differential equation (which is equivalent to the Schrödinger equation for a harmonic oscillator [3] )
As is well known, for ν ∈ Z + , the space of solutions in
For this example, convergence is very rapid, and we will report its accuracy by showing within how many digits the ratio between two coefficients f n and f n ′ in the expansion f (x) = n f n e n (x) coincides with the true ratio. For example, In Table 4 , we show the results of the ratio f 2 f 0 for the case with ν = 0, k 0 = 3 K = 2⌊
⌋ + k 0 , where the true ratio is obtained analytically (not numerically) by means of the computer algebra software package "Methematica". Similar accuracy is observed for other ratios between the coefficients with small n and n ′ . With N + 1 = 7000, we obtained a result where it coincided with the true value up to 340 digits. In Figure 3 , we plot how the number of significant digits of this ratio depends on N. Moreover, we found that the rational ratios obtained in this case have almost a 'full precision', because the proportion ρ := (number of significant digits of the ratio) (number of digits of numerator) + (number of digits of denominator)
almost equals 1 for N + 1 ≥ 100 as is shown in Figure 4 . (In this case, the ratio
has no imaginary part due to a symmetry.) and Number of significant digits of the ratio
, for ODE (39)
Proportion ρ defined in (38) Moreover, under the scale change x → 30x, the accuracy is improved very much. Under this scale change, ODE (37) is modified to
The results for this ODE with ν = 0, k 0 = 6, K = 2⌊ In this case, with N ≥ 100, the number of the significant digits between two coefficients is infinite (i.e. perfectly exact ratio is obtained) when the true ratio is rational which occurs for the ratio among f 0 , f 1 , . . . , f 5 , and it is very large even when the true ratio is irrational. For example, for the ratio
(which is irrational), the ratio obtained numerically by the proposed method coincides within 8783 digits to the true ratio when N + 1 = 30000. Moreover, for the ratio between the values of the solution function at two points
, there the numerical result by the proposed method coincides within 2599 digits to the true ratio. (The number of significant digits seems to be proportional to N 0.79 empirically in the case when N is sufficiently large.) As for the ratio defined in (38), the numerical results by the proposed method give almost a 'full precision' al so in this case, which is shown in Fig 6. There results show evidently how accurate the proposed method is.
Next, we give examples in Fuchsian class where p M (x) has zero points. Here, we show how numerical results converge to true solutions in such a case where the true solutions are written with the associate Legendre function. In this case, we are successful to extract only the true solutions defined only in (−1, 1) by the proposed method, where the obtained solutions is almost zero outside these intervals. An example of such a case is for the associate Legendre differential equation
By means of the discussion in Subsection 3.5, we can treat this ODE by the proposed algorithm as the Fuchsian-type ODE
whose coefficient functions are polynomials. As is well known, there are three intervals (−∞, −1), (−1, 1) and (1, ∞) within which smooth solutions are defined, because the coefficient function p 2 (x) of the highest order term has two zero points x = ±1. However, none of the solutions defined in the intervals (−∞, −1) and (1, ∞) is square-integrable, and hence the space of solutions in L 36 is the one-dimensional space
associate Legendre function). The results for this ODE with µ = 3, ν = 4, k 0 = 6, K = 2⌊
⌋ + k 0 and N + 1 = 50, 100 are given in Fig 7. Note that there the solutions are normalized by f,
automatically' extracted, and the numerical solutions are almost zero outside the interval (−1, 1), in spite of the existence of singularities at x = ±1. However, the convergence to the true solution is not so rapid as the cases where p M (x) has no zero points, though it converges to the true solution anyway.
For the ODEs whose exact solutions can be written by the (associate) Laguerre functions x are closely related to Fourier series, by the change of variable θ = 2 arctan x, as is shown in subsection 2.4 of the paper [8] . (The same change of variable has been used for a description of analytic unit quadrature signals with nonlinear phase [15] [16] .)
The function ψ k, 0 is identical to the Cauchy wavelet [17] used for continuous wavelet transformation [18] . Moreover, when k is even, ψ k,n is closely related to the number state associated with su(1, 1) in a representation of su(1, 1) which can be formulated by adding a third generator to the two generators of the ax+b group [19] .
Extension to inhomogeneous differential equations
The algorithm proposed in this paper is easily extended to linear inhomogeneous ordinary differential equations with inhomogeneous terms in H ♦ . This extension only requires substitution of the right hand side 0 of the simultaneous linear equations n b n m f n = 0 (m ∈ Z + ) by the H-inner-products between the inhomogeneous term and the basis function e ♦ m .
Modification of the method for the eigenvalue-eigenvector problem
We have already proved that the proposed method can be applied for eigenfunction problems of self-adjoint operators with given eigenvalues, under some conditions, which will be reported in another paper [20] . In order to apply the proposed method to the eigenvalue-eigenvector problem for a linear operator, we must have a method to obtain the eigenvalues, because the eigenvalue is regarded as a fixed parameter of the characteristic equation in the proposed method. In the case of discrete eigenvalues, if an eigenvalue is not exact, the function satisfying the characteristic equation does not belong to H, and hence its corresponding vector is not square-summable. However, when we truncate the algorithm within a finite number of dimensions, the square-summability is not distinguishable. The number sequence obtained by our method for an approximate eigenvalue decays within a finite number of dimensions as rapidly as the number sequence corresponding to the true eigenvector. As the approximation of the eigenvalue is better, it decays for more dimensions. From this fact, we can propose a method to find the eigenvalue by observing the location of the bottom of the valley of the ratio σ (Ω) K . Here we give an example of such valleys in Figure 8 . In this example, we are successful to separate two eigenvalues which are very contiguous by the 'tunnel effect', for a Schrödinger equation with quantumdouble-well-type potential function. Moreover, we have already invented another faster and more effective method for finding eigenvalues in a very high accuracy, based on a more analytical idea. This idea utilizes linear interpolations by means of some indices almost linear to the deviation of the eigenvalue (see Fig.9 ) which are calculated directly from numerical results.
Possibility of the extension to partial differential equations
A similar idea to the proposed method can be applied to linear partial differential equations. However, the number of linearly independent solutions of simultaneous linear equations is not fixed but increasing as N increases for linear partial differential equations, while it is fixed at p = j 0 + ℓ 0 − 1 for linear ordinary differential equations. Therefore, we have to estimate how much memory and how many calculations would be required.
Possibility of the extension to weakly non-linear differential equations
This algorithm has the possibility of extension to nonlinear differential equations because of the following properties: ¿From the definition of ψ k 0 ,n , the relation ψ k 0 ,n 1 (x)·ψ k 0 ,n 2 (x) = ψ 2k 0 +1,n 1 +n 2 (x) holds. The combination of this fact and Lemma 3.2 results in the fact that the product ψ k 0 ,n 1 (x) · ψ k 0 ,n 2 (x) can be expressed as a linear combination of ψ k 0 ,n 1 +n 2 (x), ψ k 0 ,n 1 +n 2 +1 (x), . . . , ψ k 0 ,n 1 +n 2 +k 0 +1 (x). Similarly, the product of more than three basis functions can be written as a linear combination of finite numbers of the same basis functions. If the nonlinearity is weak, we can apply the proposed method to the successive approximation method for nonlinear differential equations, because of this property. However, for the nonlinear case, it is more difficult to find a proof of convergence and an upper bound for errors, than it is for the linear case.
Conclusions
We have proposed an integer-type algorithm which can determine accurately a basis system for the space of solutions in H of the M-th order ODE under certain conditions. The basic structure of this algorithm has been shown in a more general framework and several conditions have been stated for the validity of this structure. Next, we have provided choices for the spaces and their basis systems satisfying these conditions, with detailed checks of these conditions. Thus, the validity of the proposed method has been proved. Moreover, we have shown convergence of the results of this method to true solutions of the differential equations, under the conditions required for the structure of the algorithm. Numerical results have indicated that this method has high accuracy. We have provided examples to show how the results converge to true solutions as the dimension of the subspace increases. This method will be extended or generalized for inhomogeneous equations, partial equations and weakly nonlinear equations in the near future, as has been mentioned in Section 6. Analyses of the accuracy and the amount of calculations required are also future problems. Moreover, it is our intent to apply this method, with some modifications, to the scattering problem in quantum mechanics. ¿From the last property of (27), { 1 π ψ k,n |n ∈ Z} is orthonormal. Therefore, we have only to prove the completeness in L ξn ψ 0,n (x) ξn ∈ C, {ξn} ∈ ℓ 2 (Z + ) .
Then, from the well-known fact that the set { e 
