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そこで本研究では MPI とマイクロタスクによる 2 つの並列化を混在させたハイブリッド
並列化手法を開発した。そして Element-by-Element有限要素法(4)定常熱伝導解析を共有・分
散メモリ型並列計算機 SX-4上で行った。ただし計算は 1ノード（最大 32PE）で実行した。












































































③ 1プロセッサ中の DOループ計算をマイクロタスクでさらに分割し並列計算。 
 































































今ソルバの中は MPI サブルーチン（並列化の要素が MPI のみであるサブルーチン）の
中にマイクロタスクサブルーチンがあるという入れ子状になっているため Fig.6 のように


















Fig.6 Overhead and spin weight condition 
4. 解析例 
(1) 解析条件 





・解析規模  small －総節点数 29,526 
                      総要素数 22,080 
              large －総節点数 204,424 
                      総要素数 176,640 










Fig.7 Subway station model 
 
・使用計算機 
 SX-4 (32CPU/1Node) 
東北大学大型計算機センター（現 東北大学情報シナジーセンター） 







測時間は CGソルバの 100回の反復にかかる時間‘100 Iter Time’として与えた。 
 並列性能評価としては並列化効率 を用いた。 nP
          
n
TTP nn 1=        （１） 
1T :Elapsed time by 1PE 
nT :Elapsed time by nPE 
n:Number of PEs 
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