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Abstract
The main goal of this paper is to establish a Goresky{MacPherson formula for subspace ar-
rangements in characteristic p. A special form of the formula is applied to provide a lower bound
on the arithmetical rank of monomial ideals. c© 2000 Published by Elsevier Science B.V. All
rights reserved.
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1. Introduction
Let A nk be an ane space over a eld k. A subspace arrangement A= fAigsi=1 is
a nite collection of linear ane subspaces in A nk . The subspaces can be of arbitrary
dimension and do not necessarily contain the origin. When k is the eld of real numbers
R , Goresky and MacPherson [3] proved a formula for the singular cohomology groups
H(A nR −
S s
i=1 Ai) using stratied Morse theory. The formula shows that H
(A nR −S s
i=1 Ai) depends only on the set of all intersections of elements of A partially ordered
by inclusion. An alternate method of calculating H(A nR −
S s
i=1 Ai) was obtained by
Jewell [4] using the generalized Mayer{Vietoris spectral sequence and the nerve poset.
An explicit isomorphism between the two results was given in [5, Theorem 5.5].
In this paper, we show that the Goresky{MacPherson formula holds for a sub-
space arrangement over any separably closed eld k. Etale cohomology of a constant
sheaf associated with a eld  is used instead of singular cohomology with coecient
group Z. Our approach is inspired by [4]; the main technical dierence is that general
sheaf theory is applied instead of CW-decomposition.
In Sections 2{4, we prove the Goresky{MacPherson formula for a subspace ar-
rangement in an ane space A nk . In Section 5, we prove the Goresky{MacPherson
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formula for a subspace arrangement in a projective space Pnk . Since the proof is
formal, and the cohomology of a constant sheaf coincides with the singular coho-
mology of A nR −
S s
i=1 Ai, our method works as well when the eld is R . In Section
6, we apply our etale analog of the Goresky{MacPherson formula to the study of the
relation between the cohomology of simplicial complexes dened by monomial ide-
als and the cohomology of the corresponding subspace arrangements. At the end we
show that the singular cohomology of a simplicial complex gives a lower bound on
the arithmetical rank (i.e. the minimum number of set-theoretic generators) of the cor-
responding monomial ideal. In particular, we answer the question from [12, p. 250]
about the arithmetical rank of Reisner’s subvariety [11, Remark 3], which has been
open for char(k) 6=2:
2. Nerve poset K (A) and intersection poset L(A)
Let A= fAigsi=1 be a subspace arrangement in A nk : The nerve K of A is the abstract
simplicial complex with vertex set = f1; : : : ; sg. A simplex 2K is a subset of 
such that A=
T
i2 Ai is nonempty. For any poset P we denote the corresponding order
complex by 4(P). This is a simplicial complex with one vertex for every element
v2P and one k-simplex for every chain v0<v1<   <vk of elements of P; the
boundary of this k-simplex consists of all corresponding subchains.
Let K(A) be the set of all simplexes of the nerve K of A. Dene a partial order
on K(A) by reverse inclusion on the simplexes of K :
  if and only if  :
Dene a dimension function dK :K(A)!Z by
dK ()= dimk(A):
Let L(A) be the set of all intersections of elements of A and call it the intersection
poset (or at poset) of A. Dene a partial order on L(A) by inclusion:
vw if and only if vw:
Dene a dimension function dL : L(A)!Z by
dL(v)= dimk(v):
Let L(A)q= L(A)\d−1L (q) be the set of all q-ats in L(A):
There is a natural map  :K(A)! L(A) dened by ()=A. It is clear that 
is surjective and semi-order preserving, i.e., if <, then ()().
For v2L(A), let K[v] denote the subcomplex of the nerve K dened by
K[v] = f2K j vAg:
Let K(v) denote the subcomplex of K dened by
K(v)= f2K j v( Ag:
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Let L[v] = fw2L(A) j vwg and L(v)= fw2L(A) j v < wg; let 4(v) and 4(v<)
be the associated order complexes to L[v] and L(v).
The poset map  :K(A)! L(A) induces poset maps  :K[v]! L[v] and  :K(v)!
L(v), which in turn induce simplicial maps  :4(K[v])!4(v);  :4(K(v))!4(v<)
and
 : (4(K[v]);4(K(v)))! (4(v);4(v<)):
Remark. It is shown in [5, Lemma 5.4] that  is a homotopy equivalence, with the
help of the following lemma:
Lemma 1 (Quillen [10]). Let P be a poset; and let f :P!P be either an increasing
or decreasing poset map; i.e:; either f(x) x for all x2P; or f(x) x for all x2P.
Then the induced map on the order complex f :4(P)!4(P) is homotopic to the
identity map, and f(4(P)) is a strong deformation retract of 4(P):
3. The generalized Mayer{Vietoris spectral sequence
Let A= fAigsi=1 be a subspace arrangement in A nk and let X=
S s
i=1 Ai. Let  be a
eld of characteristic p such that char(k) 6=p. Let F be the constant sheaf associated
with  on X . Let K be the nerve of the covering of A, and let K (p) be the set of all
p-simplexes of K .
Let F be the constant sheaf dened by  on A=
T
i2 Ai. Let F be the extension
of F by zero in X . For 2K (p) we dene a morphism @i =(@i) :F!
L
2K (p+1) F as
follows: If  is the ith face of 2K (p+1), then @i is the canonical morphism F!F
induced by the inclusion map A ,!A; otherwise, @i=0. Dene
@ :
M
2K (p)
F!
M
2K (p+1)
F for p 0;
by letting @=(
P
i(−1)i@i )2K (p) ; and dene the augmentation map
" :F!
M
2K (0)
F;
by letting "=("i), where "i :F!Fi is the canonical morphism induced by the inclusion
map Ai ,!X:
Denition. The generalized Mayer{Vietoris sequence is the complex of sheaves on X
0!F −!
M
2K (0)
F
@−!
M
2K (1)
F
@−!    : ()
Lemma 2. The generalized Mayer{Vietoris sequence is exact.
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Although this result is well known, for the sake of completeness we include the
proof here.
Proof. It is enough to show that the sequence is exact at stalks. For x2X , let  be
the minimal simplex in K such that x2A. Let K= f2K j  g: Then K is in
fact a simplex. Denote by x the geometric point corresponding to x. The stalk of the
above sequence at x is given by
0!F x −!
M
2K (0)
F x
@−!
M
2K (1)
F x
@−!    :
We can see that the above sequence is the augmented simplicial cochain complex of
K. Now since the reduced cohomology of K is trivial, we can conclude that the
sequence is exact.
Let F be the complex of sheaves in () without the rst term. Take a Godement
resolution of j!F; j!F! I , where j :X ! X is an embedding of X in a complete
variety. Note that the functor j! is exact. Let  (X; :) be the global section functor. It
is a left exact functor from the category of sheaves to the category of abelian groups.
Applying  ( X ; :) to I , we get a double complex  ( X ; I ). We denote it by fCp;qg.
We denote the horizontal dierential maps by @ and the vertical dierential maps by .
There are two spectral sequences associated with  ( X ; I ), where Hc and H c denote,
respectively, cohomology and hypercohomology with compact support.
Ep;q2 =H
p
c (X;H
q(F)))H p+qc (F);
Ep; q1 =H
q
c
0@X; M
2K (p)
F
1A)H p+qc (F):
Remark. In the Godement resolution, each term is a  module, hence the global
sections of each term form a vector space over . Since the Godement resolution is
functorial, for each p 0, we can let the resolution of L2K (p) j!F be the direct sum
of resolutions of each j!F, in particular, we have Cp;q= ( X ;
L
2K (p) I
q
 ). We can
also require that the resolutions of F and F be the same whenever A=A; ; 2K
(see for example [7, Ch. 3, Section 2]).
As the complex F is quasi-isomorphic to the complex 0!F! 0, the rst spectral
sequence degenerates at the E2 terms and we have
H rc(F)=Hrc (X; F):
We call the second spectral sequence the generalized Mayer{Vietoris spectral
sequence. Let us now calculate the E2 terms of this spectral sequence. We will split
the E1 and the E2 terms into a direct sum of submodules summed over the elements of
the intersection poset. Then we will show that each direct summand of the E2 term is a
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direct sum of the cohomology groups of the subcomplexes of the nerve. This approach
is used in [4, Section 5].
Denition. For v2L(A), let K (p)v = f2K (p) j()= vg: Dene
(Ep;q1 )v=
(M
2K (p)v
Hqc (X; F) if p 0; q 0;
0 else:
Let (Ep;q2 )v be the submodule of E
p;q
2 dened by
(Ep;q2 )v=H
p((E; q1 )v; @v);
where @v is the restriction of d1 to (E
p;q
1 )v:
The next two lemmas will show that (Ep;q2 )v is well dened.
Lemma 3. We have
Ep;q1 =
(M
v2L(A)(E
p;q
1 )v if p 0; q 0;
0 else:
Proof. The assertion is clear from the denition and the fact that
Ep;q1 =
M
2K (p)
Hqc (X; F):
Lemma 4. We have
Ep;q2 =
(M
v2L(A)(E
p;q
2 )v if p0; q0;
0 else:
Proof. By Lemma 3, it sucies to show that @v(E
p;q
1 )v (Ep+1; q1 )v for p0 and q0.
For 2K (p)v , we have
Hqc (X; F)=Hqc (A; F)=

 if p0; q=2dK ();
0 else:
Let 0 6= c2Hqc (X; F) for some 2K (p)v ; p0 and q=2dK (). The image of c in
Hqc (A; F) is (@c)=
P
i(−1)i(@i)c; 2K (p+1). Since Hqc (A; F)= 0 for q>2dK ();
(@c) is nonzero only if dK ()=dK ()= q, and  is the ith face of  for some i.
But dK ()=dK () implies that ()=()= v2L(A), so we have @c2 (Ep+1; q1 )v.
The following theorem states that the local contributions can be expressed in terms
of the nerve poset K(A). The proof is similar to the proof of [4, Theorem B,C].
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Theorem 1. For v2L(A);
(Ep;q2 )v=
(
Hp(K[v]; K(v)) if p0; q=2dL(v);
0 else:
Corollary 1.
Ep;q2 =
(M
v2L(A)q
Hp(K[v]; K(v)) if p0; q0;
0 else:
4. Collapsing at the second term E2
In this section we show that the generalized Mayer{Vietoris spectral sequence
degenerates at the second term E2.
Let A= fAigsi=1 be a subspace arrangement in A n, let X =
Ss
i=1 Ai. The following
lemma is proved in [1].
Lemma 5. Let dr (r>0) be the dierential maps of the spectral sequence. For
an element c0 2Cp;q; dr[c0]= 0 if and only if (c0)=0 and there exist elements
ci 2Cp+i; q−i (1 ir) such that @(ci−1)= (−1)p+i−1(ci). In particular; dr+1[c0]=
[@(cr)].
Remark. For each ci in the lemma, @ci is a cocycle since @ci= @ci=@@ci−1 = 0.
Let (c) denote the part of c2
P
2K (p)  ( X ; I
q
 ) which lies in  ( X ; I
q
 ). Since ((@c))
= (@c); (@c) is a cocycle if @c is.
For c2Cp;q, we will write @(c)=g@(c) +d@(c), where
g@(c)= X
dK ()q=2; 2K (p)
(@(c)); d@(c)= X
dK ()<q=2; 2K (p)
(@(c)):
Theorem 2. The generalized Mayer{Vietoris spectral sequence for subspace arrange-
ments collapses at the second term.
Proof. Let 0 6= x2Ep;2q2 . We claim that for any r0, there exist elements ci 2
Cp+i;2q−i (0 ir) such that c0 2Cp;q represents x in Ep;2q2 ; g@(ci)= 0, and [@(ci−1)=
(−1)p+i−1(ci).
Since Ep;2q2 =
L
v2L(A)q(E
p;2q
2 )v, we can assume x2 (Ep;2q2 )v for some v2L(A)q.
Since H 2qc (A; )= 0 if dK () 6= q, we can choose c0 2
L
2K (p) ; A=v ( X ; I
2q
 ) to
represent x.
Let f1; : : : ; lg be the set of elements in K (p) such that c0i 6=0 and (i)= v (1
il). Let f1; : : : ; mg be the set of elements in K (p+1) such that (j)= v (1jm).
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Let V = ( X ; I 2qi )= ( X ; I
2q
j ). Then V is a vector space over , and we have
(@c0)i =
lX
j=1
aijc0j = bi 2V;
where bi is in the image of  (because c0 represents an element of E
p;2q
2 ), and aij =1
or 0, depending on whether j is a face of i or not. Without lose of generality, we
may assume the rank of the matrix A=(aij) is m.
Let c00 = c0−(
P
j xijbj)
l
i=1, where xij 2. Since bj =0 for all j; c00 and c0 represent
the same element x in Ep;2q2 (in fact, they are already same in E
p;2q
1 ): By direct
calculation we have (@c00)i = bi−(
P
j aijxj1)b1 +    + (
P
j aijxjm)bm ; i=1; : : : ; m.
Since rank(A)=ml, the system of linear equations
A~x= ei
has a solution, where ei is the ith element of the standard basis of m; 1 im. So we
can choose xij such that (@c00)i =0 for all i, i.e., ]@(c00)= 0. Let us replace c0 by c00.
Now @c0 = c@c0 = P2K (p+1) ; dK ()<q(@c0): Since H 2qc (A; )= 0 if dK ()<q, there ex-
ists c1 2 ( X ; I 2q−1 ) such that c1=(−1)p(@c0). Let c1 = (c1), then c1 = (−1)p@c0.
Since H 2q−1c (A; )= 0 for any 2K (p+2), and (@c0) is a cocycle from the remark
following Lemma 5, there exists c2 = (c2)2K (p+2) such that c2 = (−1)p+1@c1:
Without loss of generality, we can write c2= (c2)()=v + (c2)()<v for some
v2L(A)q−1. Let f1; : : : ; lg be the set of elements in K (p+2) such that c2 6=0
and (i)= v (1 il). Let f1; : : : ; mg be the set of elements in K (p+3) such that
(j)= v (1jm). Let V = ( X ; I 2q−2i )= ( X ; I 2q−2j ). Then we have
(@c2)i =
lX
j=1
aijc2j = bi 2V;
as before. Just as before we may choose c02 such that c
0
2 = c2 = (−1)p+1c1 andf@c02 = 0, and we can replace c2 by c02.
We can proceed with the same method to construct ci (3 ir). The theorem then
follows from Lemma 5.
Corollary 2 (Goresky{MacPherson formula).
Hrc (X;)=
M
q
M
v2L(A)q
H r−2q(K[v]; K(v));
H r(A n−X;)=
M
q
M
v2L(A)q
H 2n−r−2q−1(K[v]; K(v)):
Proof. This follows from the long exact sequence of etale cohomology with compact
support.
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5. Subspace arrangements in Pnk
Let fAigsi=1 be a collection of linear subspaces of the projective space Pnk over a
separably closed eld k. Let K denote the nerve of A and L(A) the set of ats. They
are both ordered by inclusions. For each element 2A, we denote by jj the corre-
sponding at (or projective subspace of Pn). We dene the same dimension function,
dK ()=dL(jj)= dimk(jj):
For p; q2Z, we dene
K (p) = f2K jdK ()=pg;
and
L(A)q= fv2L(A) jdL(v)qg:
Let m be the dimension of the largest at, i.e., m=sup1is dimk(Ai). For any partially
ordered set P, we denote by 4(P) the order complex dened by P.
Theorem 3. The etale cohomology of Pn−Ssi=1 Ai with constant sheaf  is given by
Hret
 
Pn−
s[
i=1
Ai
!
=
mM
q=0
H 2n−2q−r(4(L(A)1q );4(L(A)q))Hret(Pn−m−1);
where L(A)1q = L(A)q [f1g; and 1 represents a maximal element corresponding
to Pn.
As in the ane case, we need some preliminary results before we can prove this
theorem. Since the approach is quite similar we will only briey mention these results
here.
Let F be the constant sheaf associated to a eld  on X=
Ss
i=1 Ai, let F be the
constant sheaf dened by  on A=
T
i2 Ai, and let F be the extension of F by
zero in X . We have the generalized Mayer{Vietoris sequence
0!F −!
X
2K (0)
F
@−!
X
2K (1)
F
@−!    ();
which is exact. We also have two associated spectral sequences:
Ep;q2 =H
p
c (X;H
q(F)))H p+qc (F);
Ep; q1 =H
q
c
0@X; M
2K (p)
F
1A)H p+qc (F):
We call the second spectral sequence the generalized Mayer{Vietoris spectral sequence.
The rst spectral sequence degenerates at E2 terms, and we have
H rc(F)=Hrc (X; F):
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We now calculate the E2 terms of the second spectral sequence. As in the ane case,
the local contributions can be expressed in terms of the at poset L(A).
Theorem 4.
Ep;qq =
(
Hp(Kr)=Hp(4(L(A)q)) if p0; q=2r0;
0 else;
where Kr = f2K jdK ()rg.
Proof. Since Ep;q1 =H
q
c (X;
L
2K (p) F); E
p ;q
1 = 0 if q is an odd integer. So the the-
orem is clear when q is odd. If q=2r0, dene  :Ep;q1 !Cp(Kr) by mapping the
generator of Hq(A) to the class represented by  in Cp(Kr) for 2K (p)r . It is easy
to check that  is an isomorphism with an inverse dened by taking the class repre-
sented by  to the generator of Hq(A). We can also see that d1: E
p;q
1 !Ep+1; qq and
@ :Cp(Kr)!Cp+1(Kr) are the same, hence  d1 = @  .
Now to complete the proof, we only need to show that Hp(Kr)=Hp(4(L(A)r)),
but this is a consequence of Lemma 1.
Theorem 5. The generalized Mayer{Vietoris sequence degenerates at the second
term. Hence there is an isomorphism
Hr(X;)=
mM
q=0
Hr−2q(4(L(A)q)):
Proof. Let F be the constant sheaf associated with  on Pn. Let F! I · be a Gode-
ment resolution of F . Choose j 2 (Pn; I 2j) that represents a generator of H 2j(Pn; );
0jn. Let ; j be the image of j in  ( X ; I 2j ) under the canonical morphism. Then
if <; ; j is mapped to ; j by the corresponding canonical morphism.
Let c0 2
L
2Kp  ( X ; I
2q
 ) represent an element in E
p;2q
2 . By Lemma 5, there exist
c1 2
L
2K (p+1)  ( X ; I
2q−1
 ) and c2 2
L
2K (p+2)  ( X ; I
2q−2
 ) such that @c0 = (−1)pc1,
and @c1 = (−1)p+1c2. We claim that c2 can be modied so that there exists c3 that
satises @c2 = (−1)p+2c3.
Let @c1 = (t)2K (p+2) , and let c2 = (c2)2K (p+2) . Then for any 2K (p+3) with dL()
q−1, we have
(@@c1)=
X
2K (p+2)
a t=0;
as before, and t is the canonical image of t in  ( X ; I
2q−2
 ). We also have
(@c2)=
X
2K (p+2)
a c2= n2q−2 + b;
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for some b 2 ( X ; I 2q−2 ) in the image of ; n 2. As in the ane we can assume
that the rank of the matrix A=(a) equals the number of rows of A. Then the system
of linear equations
A~x=(n)2K (p+3)
has a solution (x)2K (p+2) . Let c02 = c2−(x2q−2)2K (p+2) . Then (@c02) is in the im-
age of  for 2K (p+3) with dL()q−1. For 2K (p+3) with dL()<q−1, since
H 2q−2(A; )= 0; (@c02) is also in the image of . So there exists c3 such that @c
0
2 =
(−1)p+2c3. It is clear that c2 = c02, and we can substitute c2 by c02. Our claim is
now proved.
With the same method we can proceed to construct ci (3 i). The theorem then
follows from Lemma 5.
Proof of Theorem 3. By the Lefschetz duality theorem, it is enough to show
Hrc
 
Pn −
s[
i=1
Ai
!
=
mM
q=0
Hr−2q(4(L(A)1q ); 4(L(A)q))H 2n−r(Pn−m−1):
If r 2m+ 1, we have H 2n−r(Pn−m−1)= 0. Consider the following two long exact
sequences:
!
mM
q=0
Hj−2q(4(L(A)1q );4(L(A)q))!
mM
q=0
Hj−2q(4(L(A)1q ))!
mM
q=0
Hj−2q(4(L(A)q))!
and
!Hjc
 
Pn −
s[
i=1
Ai
!
!Hj(Pn)!Hj
 
s[
i=1
Ai
!
!:
The middle two terms are isomorphic (either to  or 0). The right two terms are also
isomorphic as -vector spaces by Theorem 5. It is easy to see that the right two maps
are injective, so the left two terms have the same rank as vector spaces.
If r 2m+ 2, we have
mM
q=0
Hr−2q(4(L(A)1q );4(L(A)q))= 0;
since r − 2q dim(4(L(A)q)) + 1. We also have Hr(
Ss
i=1 Ai)= 0, since r 2 dim
(
Ss
i=1 Ai) + 1. So
Hrc
 
Pn −
s[
i=1
Ai
!
=Hr(Pn)=

 if r is even,
0 else:
which is what we need.
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6. An application to monomial ideals
The aim of this section is to apply the results in the previous sections to compute
the arithmetical rank of monomial ideals. We rst recall the relation between monomial
ideals and simplicial complexes.
Let n be the (n + 1)-dimensional Euclidean simplex with vertices e0 = (0; : : : ; 0),
e1 = (1; 0; : : : ; 0); e2 = (0; 1; : : : ; 0); : : : ; en=(0; : : : ; 0; 1) and let @n be the boundary of
n. We denote by L(n) the set of subcomplexes of @n. Then L(n) is a lattice
under \ and [. Every element K of L(n) has a unique irredundant representation as
a nonempty union of maximal faces:
K =
s[
i=1
Fi:
We call each Fi (1 i s) a facet.
Let Sn be the polynomial ring k[X0; : : : ; Xn] over a eld k, let Jn be the family of
square-free monomials ideals of Sn. It was proved in [2] that Jn is a lattice under
+ and \. An ideal in Jn is called a face ideal if it is generated by a subset of the
variables X0; : : : ; Xn.
Let n :Jn!L(n) be dened by n(I)=VR (I)\ @n for I 2Jn, where VR (I)
denotes the algebraic set in R n dened by I . Then n is a lattice isomorphism (see
[11, Proposition 1]); in particular, if I =P1 \    \Ps is the unique representation of
I as an irredundant intersection of face ideals, then
K =VR (I)\ @n=
i=s[
i=1
Fi;
where Fi=VR (Pi)\ @n (i=1; : : : ; s) is the irredundant representation of the corre-
sponding simplicial complex. The projective subvariety V =V (I) dened by I can be
written as
V =
s[
i=1
Ai;
where Ai=V (Pi). Since Pi is generated by some elements of fX0; : : : ; Xng; Ai is a coor-
dinate subspace of Pn. Hence there is a one to one correspondence between monomial
ideals and coordinate subspace arrangements.
Let K =
Si=s
i=1 Fi be a simplicial complex in L(n). Let L(P)= fv2K j v=Fi1 \   
\Fir ; 1 i1     ir  sg be the corresponding at poset, let L(P)1= L(P)[f1g,
where 1 is the \maximal" element. For any integer j 0, dene L(P)( j) = fv2L(P) j
dim jvj  jg; L(P)(j)1 = L(P)(j) [f1g, and construct order complex 4(L(P)(j)) as
before.
Remark. Since L(P)( j)1 has a unique maximal element 1; 4(L(P)( j)1 ) is a cone,
hence contractible for all j. If there is a bijective and order preserving map from K to
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L(P)(0) = L(P) (this happens when K is a triangulation of a compact manifold), then
4(L(P)(0)) is just the barycentric subdivision SdK of K , so the rst direct summand
in the formula of Theorem 3 is exactly H 2n−j−1(K), for 0 j 2n− 2. We will show
that this is true for any simplicial complex K .
Theorem 6. Let K be a simplicial complex in n; and let V Pnk be the correspond-
ing monomial variety over an algebraically closed eld k. Let  be a nite eld
whose characteristic is prime to char(k). Then H 2n−j−1(K ;) is a direct summand
of H 2n−jet (Pnk − V ;).
Proof. Let P0 be the set of all simplicies of K ordered by reverse inclusion and P
as before. Let i :P!P0 be the inclusion map. For a simplex 2K , let ^ be the
unique smallest element in L(P) that contains . Dene j :P0!P by j()= ^. Then
it is easy to check that j  i= identity, and i  j satises the condition of Lemma 1. So
H(4(L(P))) is isomorphic to H(SdK), hence to H(K).
This result can also be proved by applying acyclic carrier theorem (see for example
[8, Theorem 13.3]).
Remark. Theorem 6 shows that the rst direct summand in the formula of Theorem 3
is H 2n−j(K) for 0 j 2n− 2. The other direct summands in the formula depend not
only on the topology of K but also on the combinatorial structure of K . For example,
we can show that the cohomology of 4(L(P)(u+1)) depends on the set of u-dimensional
ats and 4(L(P)(u)).
From the denition of L(P)(u) we can write L(P)(u) = L(P)(u+1) [ Su, where Su=
fv2K jd(v)= ug. We can dene a homotopy
F : [4(L(P)(u))− Su] [0; 1]!4(L(P)(u))− Su
as follows: Each point x24(L(P)(u))−Su can be written in a unique way as
Pi=k
i=1 tivi+
t0u (0<ti<1), where hv1; : : : ; vk ; ui (or hv1; : : : ; vki) is the smallest simplex in
4(L(P)(u)) (or 4(L(P)(u+1))) that contains x. Let F(x; t)= Pi=ki=1 tivi + tt0u. Then we
can check that F is a homotopy and 4(L(P)(u+1))= Im(F(; 0)) is a strong deformation
retract of K(P(u))−Su. So we have isomorphisms of cohomology
H(4(L(P)(u))− Su)=H(4(L(P)(u+1))):
Example 1. Let K be a triangulation of a m-dimensional manifold M . We have
Hi(4(L(P)(1))=Hi(4(L(P)(0))− S0)=Hi(M − S0); 0 i n;
where S0 is the set of vertices of K . It follows that H 2n−j−1(M)H 2n−j−3(M) is a
direct summand of H 2n−j(PnC − V ); j 2.
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We now apply Theorem 6 to give a lower bound on the arithmetical rank of mono-
mial ideals.
Denition. Let A be a ring and let I be an ideal of A. The arithmetical rank of I in A,
denoted by araA I , is the minimum number of elements of A generating I up to radical.
The following lemma is a special form of Newstead’s theorem [9, Theorem 2] which
relates araA I with the etale cohomology of the variety dened by I .
Lemma 6. Let k be an algebraically closed eld and V be a projective variety in Pnk .
If V can be set-theoretically cut out by s hypersurfaces (i:e:; V =V (f1; : : : ; fs) with
fi 2 k[x0; : : : ; xn]); then
Hn+iet (P
n
k − V ;G)= 0 for all i s;
where G is a torsion group whose order is relatively prime to the characteristic of k.
Theorem 7. Let k be an algebraically closed eld. Let K be a simplicial complex and
let I be the corresponding monomial ideal in k[X0; : : : ; Xn]. Let G be a torsion group
whose order is relatively prime to the characteristic of k. If Hr(K ;G) 6=0; r 1; then
araA I  n− r.
Proof. This follows from Lemma 6 and Theorem 6.
The following example has been studied by several authors (see for example
[6, 12]).
Example 2. Let K be the minimal triangulation of the real projective plane, and
let I  k[x0; : : : ; x5] be the ideal dened by K . It has been known that araA I  4
[12, p. 250], and araA I =4 if char(k)= 2 [6, Example 1]. Since H 1(K ;Z=2Z)=Z=2Z,
we get araA I  4 when char(k) 6=2 by Theorem 7. So we can conclude that araA I =4
for all k.
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