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Abstract
We propose a dynamical extension of the quantum quadratic exchange
algebras introduced by Freidel and Maillet. It admits two distinct fu-
sion structures. A simple example is provided by the scalar Ruijsenaars-
Schneider model.
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1 Introduction
The notion of dynamical quantum algebra was introduced by Felder [1] and
Gervais-Neveu [2] and subsequently studied and developed in [3, 4, 6]. The
classical limit (dynamical r-matrices) first appeared in [7] and was later in-
vestigated in [8]; examples related to the Ruijsenaars-Schneider (RS) model
[9] were particularly studied [10, 11]. In general, they are characterized by
the existence, in the quantum (and classical) R-matrices, of supplementary
parameters identified as coordinates on the dual of some particular Lie alge-
bra h. These parameters occur as dynamical variables in the classical case,
hence the name.
These investigations until now concentrated on particular dynamical ex-
tensions of the quantum group structure characterised by its quadratic ex-
change relation:
R12 T1 T2 = T2 T1 R12
They were recently understood as Drinfel’d twists of the quantum group [12].
The quantum R-matrix obeys a dynamical cubic equation (Gervais-Neveu-
Felder (GNF) equation), generalizing [1, 2] the quantum Yang-Baxter (YB)
equation [13, 14, 15, 16, 17]
We will describe here an extension to quadratic exchange algebras of the
notion of quantum dynamical algebra.
These algebras are characterised by so-called braided exchange relations
[20]:
A12 T1 B12 T2 = T2 C12 T1 D12 (1)
where the generators of the algebra sit in the entries of T viewed as a matrix
in End(V ) for a given “auxiliary” vector space V ; A, B, C, D are c-number
structure matrices acting on V ⊗ V . V may have the structure of a loop
space V ⊗ C(λ) in which case the structure matrices depend on complex
spectral parameters λ1, λ2. As usual in this context, the indices 1, 2 label the
auxiliary vector spaces that the matrices act on. Many examples are known
in the case where A,B,C,D depend only on spectral parameters, see [18].
Recently, a universal structure was proposed for the specific case of reflection
algebras A = C = Bpi = Dpi [19]. Using associativity to compare both ways
of exchanging T1T2T3 into T3T2T1 leads naturally to YB-type equations on
the A,B,C,D matrices as sufficient consistency conditions. In [20] Maillet
1
and Freidel wrote down 8 YB-equations which provide a sufficient set of 3-
space exchange conditions for the quantum algebra (1). This case is hereafter
refered to as “ nondynamical”.
The question now arises whether there exists a consistent way of dy-
namizing these 8 YB-equations (in the sense of Gervais-Neveu-Felder [1, 2])
and whether such dynamized quantum YB-equations can be interpreted as
sufficient 3-space exchange conditions for a dynamical quadratic quantum
algebra.
For simplicity we choose gl(n) as underlying Lie algebra and its Cartan
subalgebra as the Lie algebra supporting the dynamical parameters. We will
here define a dynamical quadratic quantum algebra (DQQA) for a particular
choice of zero-weight conditions of the R-matrix set A,B,C,D under the
action of the Cartan subalgebra h. This choice is consistent – as we will
see – with the specific structure of the classical and quantum R-matrices for
RS-models [11] and provides the general algebraic frame for the construction
of quantum RS-models proposed by Arutyunov-Chekov-Frolov (ACF) [5].
We will prove that such sufficient conditions for 3-space exchange of these
DQQA’s realize a dynamical version of the quadratic YB-equations derived
in [20]. We will also describe the ACF example of DQQA coming from
the scalar RS model. We will then describe two distinct coproduct-type
structures for this DQQA, generalizing the coproduct structures described in
[20]; these coproducts allow for building other spin-chain type models from
the scalar one. We will finally define a classical limit of the DQQA and show
that the scalar Ruijsenaars-Schneider classical r-matrix structure does realize
this classical limit (see [5]).
2 Dynamical quadratic quantum algebras
We start by expliciting the “dynamical” notation. Let g be a simple Lie alge-
bra and h a commutative subalgebra of g of dimension n. (For an extension
to noncommutative h see [21].) Let us choose a basis {hi}ni=1 of h
∗ and let
λ =
∑
i
λih
i be an element of h∗. The dual basis is denoted in h by {hi}
n
i=1.
For any differentiable function f(λ) = f({λi}) one defines:
f(λ+ γh) = eγDf(λ)e−γD, (2)
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where
D =
∑
i
hi∂λi (3)
It can be seen that this definition yields formally
f(λ+ γh) = f({λi + γhi}) =
∑
m≥0
γm
m!
n∑
i1,...,im=1
∂mf(λ)
∂λi1 . . . ∂λim
hi1 . . . him (4)
which is a function on Cn taking values in U(h).
Armed with these definitions we propose the following dynamization of
the algebra relations (1)
A12(λ)T1(λ)B12(λ)T2(λ+ γh1) = T2(λ)C12(λ)T1(λ+ γh2)D12(λ) (5)
We require additional assumptions on the R-matrix
[h⊗ 1, B12] = 0, [1⊗ h, C12] = 0, [h⊗ 1+ 1⊗ h,D12] = 0 (∀h ∈ h) (6)
B12 = C21, A21 = A
−1
12 , D21 = D
−1
12 (7)
Zero-weight conditions (6) will be presently seen to be consistent with the
dynamical shifts in (5). We expect that different consistent choices of “zero-
weight conditions” (6) will exist, leading to different DQQA’s, but we will
not discuss it at this time. Assumptions (7) are general self-consistency
conditions for form-invariance of (5) under exchange of labels 1 and 2.
Now the (sufficient) consistency conditions can be derived thanks to a
change of point of view advocated in [20]. Instead of looking at T as a
matrix multiplied by, say, A from left and B from right one can think of T as
a bivector which is acted upon by A and B. To put it another way: the triple
matrix product A · T ·B can be viewed either as a sum
∑
p,q
AipT
p
q B
q
j – where
T pq is viewed as a matrix element –, or as a sum
∑
p,q
Aip
(
Bt
)j
q
T p,q – where
T p,q is seen as a coordinate of a bivector of which each factor is multiplied
separately. Then we rewrite equation (5) as
A12T
t
1′
11′
B1′2T
t
2′
22′
(λ+ γh1′) = T
t
2′
22′
C12′T
t
1′
11′
(λ+ γh2′)D1′2′ (8)
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where bivector labels are indicated in bold. For the sake of simplicity, explicit
dependence on dynamical parameters is omitted wherever possible. Using the
commutation relations (6) (in fact here only the first two are needed) and
the transposition on spaces 1′ and 2′ equation (8) can be recast into the form
R11′,22′T11′T22′(λ+ γh1′) = T22′T11′(λ+ γh2′) (9)
where R11′,22′ is defined as
R11′,22′ = (C
t
2′
12′)
−1(D
t
1′
t
2′
1′2′ )
−1A12B
t
1′
1′2 (10)
The compatibility condition for the algebra generated by the elements of
T is derived as usual. Starting from
T33′T22′(λ+ γh3′)T11′(λ+ γh2′ + γh3′)
one compares both ways (consistent by associativity) of obtaining
T11′T22′(λ+ γh1′)T33′(λ+ γh1′ + γh2′)
by permutation of the T -s using the exchange relation (9).
Lemma 1 A sufficient condition for the consistency of 3-space exchange of
T -matrices with
R11′,22′T11′T22′(λ+ γh1′) = T22′T11′(λ+ γh2′) (11)
is the following dynamical Yang-Baxter equation for R:
R11′,22′(λ+ γh3′)R11′,33′(λ)R22′,33′(λ+ γh1′)
= R22′,33′(λ)R11′,33′(λ+ γh2′)R11′,22′(λ) (12)
Our goal is now to deduce from (12) a set of consistent dynamical equa-
tions for the four components of the matrix R. We will illustrate this by
explicitly describing the first step of the process in Appendix A.
In the end we find that under assumptions (6) and (7) the nondynamical
YB-equations obtained in [20] can be consistently dynamized as follows and
this dynamization in turn assures that (12) is satisfied.
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A12 A13 A23 = A23 A13 A12 (13)
D12(λ+ γh3) D13 D23(λ+ γh1) = D23 D13(λ+ γh2) D12 (14)
D12 B13 B23(λ+ γh1) = B23 B13(λ+ γh2) D12 (15)
A12 C13 C23 = C23 C13 A12(λ+ γh3) (16)
It can be checked that (13) and (14) are precisely the consistency condi-
tions for the BC algebras (15) and (16). For example starting with
B14 B24(λ+ γh1) B34(λ+ γh1 + γh2)
and using the exchange relation (15) one obtains
B34 B24(λ+ γh3) B14(λ+ γh2 + γh3)
in two different ways. These two ways yield the same result whenever (14)
is satisfied. Note that (14) together with the zero-weight condition (6) is the
usual GNF equation. By contrast, A obeys a non-dynamical Yang-Baxter
equation a lthough it also contains the dynamical variables.
To summarize we now state
Theorem 1 The exchange relations
A12(λ)T1(λ)B12(λ)T2(λ+ γh1) = T2(λ)C12(λ)T1(λ+ γh2)D12(λ)
where
[h⊗ 1, B12] = 0, [1⊗ h, C12] = 0, [h⊗ 1+ 1⊗ h,D12] = 0 (∀h ∈ h)(17)
B12 = C21, A21 = A
−1
12 , D21 = D
−1
12 (18)
together with the relations
A12 A13 A23 = A23 A13 A12 (19)
D12(λ+ γh3) D13 D23(λ+ γh1) = D23 D13(λ+ γh2) D12 (20)
D12 B13 B23(λ+ γh1) = B23 B13(λ+ γh2) D12 (21)
A12 C13 C23 = C23 C13 A12(λ+ γh3) (22)
yield an associative dynamical quadratic algebra.
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We now formulate two fusion structures on the quantum space.
Theorem 2 Let T1q be a representation of the algebra (5) on some Hilbert
space Hq. Let L1q′ , R1q′ denote a representation on another Hilbert space Hq′
of the following set of exchange relations :
A12 L1L2 = L2L1 A12 (23)
R1 B12 L2(λ+ γh1) = L2 B12 R1
D12 R1R2(λ+ γh1) = R2R1(λ+ γh2) D12
then
T1,qq′ = L1q′T1qR1q′ (24)
is a representation on Hq ⊗Hq′ of the algebra (5).
Similarly, if L1q′ , R1q′ is a representation on a Hilbert space Hq′ of the
exchange relations
A12 L1L2 = L2L1 A12(λ+ γh) (25)
R1 B12 L2(λ+ γh1) = L2 B12(λ+ γh) R1
D12 (λ+ γh)R1R2(λ+ γh1) = R2R1(λ+ γh2) D12.
Then
T1,qq′ = L1q′T1q(λ+ γhq′)R1q′ (26)
yields a representation of the same algebra (5) on the space Hq ⊗Hq′.
It is assumed in (25) that the algebra of which L1q′ and R1q′ are repre-
sentations on Hq′ has an h-module structure, thereby making sense of the
unindexed dynamical shift.
Proof : direct check of (5) by using the set of relations (23) or (25).
Strictly speaking we have here defined fusion procedures of represented
T -matrices. In the sequel we will refer to these fusion structures simply
as “coproducts” even though we cannot prove yet that there is a universal
bialgebra structure behind them.
A straightforward representation of the first LR-exchange algebra (23) is
provided on Hq′ = V by taking L1q′ ≡ A12 and R1q′ ≡ B12 or L1q′ ≡ (A
−1
12 )
t2
6
and R1q′ ≡ (B
t2
12)
−1. The second LR algebra, too, has a simple representation
in terms of the structure matrices. Namely, one can take L1q′ ≡ C12 and
R1q′ ≡ D12 or L1q′ ≡ (C
t2
12)
−1 and R1q′ ≡ (D
−1
12 )
t2 . These representations by
structure matrices are made possible by the fact that A and B (respectively
C and D) obey three out of the four consistency requirements: (19), (21) and
(22) realizing (23) (respectively (20), (21) and (22) realizing (25)). Let us
remark here that both LR-algebras (23) and (25), therefore both coproducts,
are identical in the nondynamical limit γ → 0 to the single T+, T− algebra
and its coproduct described in [20]. This can be understood if one notices
that in the nondynamical case the consistency relations (13) - (16) admit
a particular symmetry: Ai3 ↔ Ci3 and Di3 ↔ Bi3 for i = 1, 2. This is no
longer true in the case γ 6= 0.
2.1 An example
A concrete realization of the algebra (5) is given [5] by the elliptic RS model
[9]. For the sake of simplicity we only consider here its rational limit. Let us
define the structure matrices as:
A(λ) = 1 +
∑
i 6=j
γ
λij
(Eii −Eij)⊗ (Ejj −Eji) (27)
B(λ) = C(λ)pi = 1 +
∑
i 6=j
γ
λij − γ
Ejj ⊗ (Eii −Eij) (28)
D(λ) = 1−
∑
i 6=j
γ
λij
Eii ⊗Ejj +
∑
i 6=j
γ
λij
Eij ⊗ Eji (29)
where Eij is the elementary matrix whose entries are (Eij)kl = δikδjl and
λij = λi − λj. These matrices verify the consistency conditions (13)-(16).
A scalar representation of the exchange algebra defined with these structure
matrices is then provided by:
T (λ) =
∑
ij
∏
a6=i(λaj + γ˜)∏
a6=j λaj
Eij ⊗ 1 (30)
Taking this as a starting point, one can now use the coproducts described
above to construct other, higher dimensional nonabelian representations of
the algebra defined by (27) - (29) which should provide us with a suitable
algebraic framework to define and study spin generalizations of the RS-model.
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Theorem 2 indeed provides us with the dynamical version of the construction
of a monodromy matrix for a spin chain model by successive products of R-
matrices, using the coproduct structure of the quantum group.
3 The classical limit
For classical integrable systems the starting point is the following quadratic
Poisson-bracket algebra [20, 22]
{l1, l2} = a12l1l2 + l1b12l2 − l2c12l1 − l1l2d12 (31)
where the Lax-matrix l is a function on the phase space taking values in
End(V ), V being a finite dimensional vector space. The matrices a, b, c, d
that define the quadratic algebra are elements of End(V ⊗ V ). We say that
the algebra is dynamic if these matrices actually depend on the phase space
variables.
In order to ensure the antisymmetry of the Poisson-bracket we impose
the following constraints on the structure matrices:
a+ api = αC, d+ dpi = αC, bpi = c (α ∈ C) (32)
where, as usual, pi denotes the permutation in End(V ⊗ V ), and C is the
Casimir-operator, i.e. for the gln case C =
∑
i,j Eij ⊗ Eji. In other words,
we are allowed to modify a and d by adding the same multiple of C to both
of them. The Poisson-bracket will not change, since [C, l1l2] = 0. These
conditions on a and d are slightly more relaxed than usual: the reason for
this will become clear when we consider the RS model.
A well-behaved Poisson-bracket should also verify the Jacobi identity.
This is equivalent to demanding that the following general identity holds:
([a12, a13] + [a12, a23] + [a13, a23]) l1l2l3 −
−l1l2l3 ([d12, d13] + [d12, d23] + [d13, d23]) +
+l1l2 ([d12, b13] + [d12, d23] + [b13, b23]) l3 + circ. perm.
−l3 ([a12, c13] + [a12, c23] + [c13, c23]) l1l2 − circ. perm.
−l1l2{d12, l3} − l2l3{d23, l1} − l3l1{d31, l2}
+{a12, l3}l1l2 + {a23, l1}l2l3 + {a31, l2}l1l3
−l2{c12, l3}l1 − l3{c23, l1}l2 − l1{c31, l2}l3
+l1{b12, l3}l2 + l2{b23, l1}l3 + l3{b31, l2}l1 = 0 (33)
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where the last four lines appear because of the dynamical nature of the
structure matrices.
3.1 An example: the hyperbolic Ruijsenaars-Schneider
model
Due to the appearance of dynamical terms of the generic form {a, L} in the
Jacobi identity, it is not clear how to characterize general algebraic structures
in (33). However, again in the concrete example of the Ruijsenaars-Schneider
model, the particular form of the occuring matrices enables us to proceed a
step further, define a fully algebraic classical YB formulation and eventually
connect it with our dynamical quadratic quantum algebras. Let us consider
the Lax-matrix structure in the RS An case which reads as follows [11, 10]:
l =
∑
i,j lijEij (34)
lij = c(qi − qj)e
−pjfj (35)
where c and fj are functions of the position variables. The Poisson-bracket
on the phase space is given by {pi, qj} = δij .
The quadratic structure coefficients read [11]:
a = −u− s+ spi + w − C, b = −spi − w,
c = −s + w, d = −u − w − C (36)
For the hyperbolic model the matrices u, s, w take the form:
u = −
∑
i 6=j
coth(qi − qj) Eij ⊗ Eji , s =
∑
i 6=j
1
sinh(qi − qj)
Eij ⊗ Ejj
w =
∑
i 6=j
coth(qi − qj) Eii ⊗Ejj (37)
Now using the fact that the a, b, c, d matrices depend only on the position
variables and that Lij depends on p as e
−pj , the Poisson-brackets in the last
four lines of (33) can be written as L multiplying a certain sum from the left:
{M12, l3} = l3
∑
k
E
(3)
kk ∂kM12 (38)
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where M stands for any matrix depending only on the position variables.
As a result we can rewrite the Jacobi-identity in a purely algebraic form as
follows.
(
[a12, a13] + [a12, a23] + [a13, a23]
)
l1l2l3 −
−l1l2l3
(
[d12, d13] + [d12, d23] + [d13, d23] +
+
∑
k h
(1)
k ∂kd23 −
∑
k h
(2)
k ∂kd13 +
∑
k h
(3)
k ∂kd12
)
+l1l2
(
[d12, b13] + [d12, d23] + [b13, b23] +
+
∑
k h
(1)
k ∂kb23 −
∑
k h
(2)
k ∂kb13
)
l3 + circ. perm. (39)
−l3
(
[a12, c13] + [a12, c23] + [c13, c23]−
∑
k h
(3)
k ∂ka12
)
l1l2 − circ.perm. = 0
Hence we may now state:
Theorem 3 A set of sufficient conditions on the r-matrix which ensures that
the Jacobi-identity holds is
[a12, a13] + [a12, a23] + [a13, a23] = 0 (40)
[d12, d13] + [d12, d23] + [d13, d23] +
∑
k h
(1)
k ∂kd23 −
∑
k h
(2)
k ∂kd13 + (41)
+
∑
k h
(3)
k ∂kd12 = 0
[d12, b13] + [d12, b23] + [b13, b23] +
∑
k h
(1)
k ∂kb23 −
∑
k h
(2)
k ∂kb13 = 0 (42)
[a12, c13] + [a12, c23] + [c13, c23]−
∑
k h
(3)
k ∂ka12 = 0 (43)
We are now able to establish a link between these equations and the quan-
tum algebra presented in (5). Indeed, if we assume the existence of a classical
limit for A,B,C,D in (13)-(16) as A = 1 + ~ a + O(~2) ... we can expand
the quantum YB-equations (13)-(16) in powers of ~. The equations (40)-(43)
will appear as the first nontrivial term (of order ~2) in this expansion.
An example of solution to these classical quadratic YB-equations (40) -
(43) is again provided by [5]:
Proposition 1 The r-matrix of the RS-model defined in (36) verifies these
equations.
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This is easily established by direct computations, and does require the
additional Casimir terms in a and d. This provides us in addition with a com-
plete algebraic interpretation of the YB-equation for the non-antisymmetric
r-matrix of the scalar CM-model obtained as r = a−c = d−b (up to the extra
Casimir terms). The full antisymmetric part d and the non-antisymmetric
part b must be treated as separate objects obeying (41) and (42). This of
course explains why such r-matrices are absent from the classification in [8]
where only solutions to (41) are considered.
4 Conclusion
We have proposed a dynamical extension for a general quadratic algebra;
we have explicited the consistency conditions as a set of dynamical YB-type
equations generalizing the set given in [20], and we have constructed two
independent coproduct structures for them.
The next steps are clearly defined: we will look for new explicit quantum
solutions of the set (13)-(16) by combining the initial representation (27)-(30)
with the coproduct (24) which should lead us to “spin-RS”-like Lax matrices
for which this structure would thus provide a suitable algebraic framework;
and we will also look for other consistent dynamical extensions of the quad-
ratic algebras. Indeed one already knows at least two such structures: the
quantum dynamical Gervais-Neveu-Felder algebras [1, 2] , where B = C = 1
and A = D with h1 + h2 zero-weight condition; and a suggested dynamical
version of the reflection algebras, where A = Dpi, B = Cpi and all objects
derive from a single spectral parameter dependent R-matrix [23]. It would
be very significant to understand the general scheme, and we hope to report
on this soon.
Another issue would be the understanding of (13) - (16) as defining rela-
tions for some (quasi-Hopf?) bialgebra , generalizing the construction of [19]
for the nondynamical case by suitably incorporating the “coproducts” (24),
(26).
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Appendix A
We start by writing down the left hand side of equation (12) in its full length.
(C
t
2′
12′)
−1(h3′)(D
t
1′
t
2′
1′2′ )
−1(h3′)A12(h3′)B
t
1′
1′2(h3′)× (44)
(C
t
3′
13′)
−1(D
t
1′
t
3′
1′3′ )
−1A13B
t
1′
1′3 ×
(C
t
3′
23′)
−1(h1′)(D
t
2′
t
3′
2′3′ )
−1(h1′)A23(h1′)B
t
1′
2′3(h1′)
We then pick B
t
1′
1′2(h3′) and push it through the rest of the product as
far as the commutation relations (6) make it possible: in our case (D
t
1′
t
3′
1′3′ )
−1
blocks the way. Now we select the matrix acting on spaces that allow to
form a YB-type equation with B
t
1′
1′2(h3′) and (D
t
1′
t
3′
1′3′ )
−1. In this case it is
(C
t
3′
23′(h1′))
−1. We indeed can push it through the matrices separating from
(D
t
1′
t
3′
1′3′ )
−1 thanks again to the commutation relations (6). We now have to
fix a suitable exchange relation for B, D and C. A consistent choice is:
B
t
1′
1′2(h3′) (D
t
1′
t
3′
1′3′ )
−1 (C
t
3′
23′(h1′))
−1 = (C
t
3′
23′)
−1 (D
t
1′
t
3′
1′3′ )
−1 B
t
1′
1′2 (45)
which yields after some rearranging, using (7), and total transposition:
Bt313(h2) B
t3
23 D12 = D12 B
t3
23(h1) B
t3
13 (46)
Thanks to the commutation relations (6), it is possible to transpose this
equation on space 3. The right hand side is to be treated similarly. Eventually
we find that requiring (45) amounts to imposing the following dynamical YB-
equation on D and B:
D12B13B23(λ+ γh1) = B23B13(λ+ γh2)D12 (47)
The remaining YB-equations are obtained by repeating the above described
process.
References
[1] G.Felder , Proc. ICM Zu¨rich hep-th/9407154 (1994), 1247; Proc. ICMP
Paris (1994), 211.
[2] J. L. Gervais, A. Neveu, Nucl. Phys B238 (1984), 125.
12
[3] P. Etingof, A. Varchenko, Comm. Math. Phys. 192 (1998),77; ibid. 196
(1998), 591.
[4] O. Schiffmann, Math. Res. Lett. 5 (1998), 13.
[5] G. E. Arutyunov, L. O. Chekov, S. A. Frolov, Comm. Math. Phys
192 (1998), pp. 405-432, q-alg/9612032 ; G. E. Arutyunov, S. A. Frolov
Comm. Math. Phys. 191 (1998), pp. 15-29, q-alg/9610009
[6] B. Enriquez, math.QA/0302067 ; B. Enriquez, P. Etingof,
math.QA/0002032
[7] J. Avan, M. Talon, Phys. Lett B303 (1993), 33.
[8] P. Etingof, O. Schiffmann, Math. Res. Lett. 8 (2001),157; J. Balog,
L. Dabrowski, L. Fehe´r Phys. Lett B244, 227.
[9] S. N. M. Ruijsenaars, H. Schneider, Ann. Phys. 170 (1986), 370.
[10] J. Avan, G. Rollet, Lett. Math. Phys. 60 (2002), 177.
[11] Yu. B. Suris, Phys. Lett A225 (1997), 223.
[12] M. Jimbo, H. Konno, S. Odake, J. Shiraishi, Transform. Groups 4
(1999), 303.
[13] J. B. McGuire, Journ. Math. Phys. 5 (1964), 622.
[14] F. A. Berezin, C. P. Pokhill, V. M. Finkelberg, Vest. Mosc. Gos. Univ
1 (1964), 21.
[15] E. Bre´zin, J. Zinn-Justin, C. R. Acad. Sci. Paris, B263 (1966), 670.
[16] C. N. Yang, Phys. Rev. Lett. 19 (1967), 1312.
[17] R. J. Baxter, Ann. Phys. 70 (1972), 193.
[18] I. Cherednik, Theor. Math. Phys. 61 (1984), 977; E. K. Sklyanin, J.
Phys. A21 (1998), 2375; D. Fioravanti, M. Rossi, J. Phys A34 (2001),
567; M. Mintchev, E. Ragoucy, P. Sorba, hep-th/0303187 ; A. Kundu,
Mod. Phys. Lett. A10 (1995), 2955; L. Hlavaty, Journ. Math. Phys. 35
(1994) , 2560; S. Majid, Journ. Math. Phys 32 (1991), 3246.
13
[19] J. Donin, P. P. Kulish, A. I. Mudrov math.QA/0210242.
[20] L. Freidel, J. M. Maillet, Phys. Lett. B262 (1991), 278; P. P. Kulish,
R. Sasaki, Prog. Theor. Phys. 89 (1993), 741;
[21] Ping Xu, Comm. Math. Phys. 226 (2002), 475.
[22] J. M. Maillet, Phys. Lett. B162 (1985), 137.
[23] E. Ragoucy, private communication.
14
