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Preface
This thesis deals with recent advances in Tauberian theory and Beurling gen-
eralized prime numbers. Both subjects will be treated in different parts. The
material in this thesis consists mainly out of my articles [20, 21, 22, 23, 24, 25,
26, 27, 28]. Most chapters correspond to one of these articles and differ only
mildly from the original publications. There are two exceptions: Chapter 1
and Chapter 6. The first chapter is merely a preliminary chapter explaining
some notions that will be used frequently throughout this thesis, but Chapter
6 is special, more about it later. The chapters in this work can be read inde-
pendent of each other. Namely, each chapter (except 1 and 6) starts with an
introduction explaining the topic that is treated there.
The proof methods throughout this thesis often have a distributional charac-
ter. Therefore the preliminary Chapter 1 offers a crash course on some standard
concepts from distribution theory that are used in this work. A little bit more
attention is devoted to more specialized concepts such as pseudofunctions and
local pseudofunction boundary behavior. These play an important role in this
work and are used in Chapters 2, 5, 7 and 8. They are also used in Chapter
3, but do not play such a dominant role there. The section on multipliers for
local pseudofunctios, especially Lemma 1.1.4, is then only of importance for
Chapters 7 and 8. Naturally the section on Beurling generalized prime number
systems is only needed for Part II and is necessary for each chapter there.
The part on Tauberian theory focuses primarily on two cornerstone theo-
rems: the Ingham-Karamata theorem and the Wiener-Ikehara theorem. The
main topic in Chapter 2 is to find the minimal properties needed on the Laplace
transforms to deduce some Tauberian theorems. In particular, we establish lo-
cal pseudofunction boundary behavior as a minimal property for the Ingham-
Karamata theorem. For the Wiener-Ikehara theorem, local pseudofunction
boundary behavior was already realized to be the minimal property as well
by Korevaar about a decade ago. In Chapter 3 we obtain a sharp finite form
ix
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version for the Ingham-Karamata theorem1. For the Wiener-Ikehara theorem,
such a sharp finite form version was established by Graham and Vaaler in
1981. In Chapter 4, we show the optimality of the error estimate in both
the Ingham-Karamata and Wiener-Ikehara theorem under some stronger as-
sumptions. In Chapter 5, we proceed with a more detailed study of local
pseudofunction boundary behavior, comparing several minimal conditions for
the Wiener-Ikehara theorem.
Concerning the material on Tauberian theory I am especially proud of The-
orem 2.2.1, Theorem 3.1.2 and Theorem 4.3.1. The proofs of these theorems
were the most difficult ones to generate and these three results are perhaps the
most valuable contributions to mathematics of this thesis. Namely, Theorem
2.2.1 is probably most suited for applications. In fact, in Chapter 7 one can
find such an application. Theorem 3.1.2 answers a long-standing open ques-
tion with a lot of history, and the proof technique of Theorem 4.3.1 provides
a surprisingly simple2 method for showing optimality of Tauberian theorems
(see also Theorem 6.3.1).
As already mentioned, Chapter 6 is a bit special. It is a small segment
of an unfinished but ongoing paper on remainders in the Ingham-Karamata
theorem. This paper is very relevant to this thesis and is too important to be
entirely omitted. Therefore I have decided to add a small but representative
sample. The aim of this chapter is not to give the most general results, but to
get the reader acquainted with some new proof ideas that are going to play a
vital role in Tauberian (remainder) theory. In fact, the results are only stated
for very particular cases to let the proofs shine. In this more simplified setting,
it should be easier to grasp the strength of the methods.
In Part II we turn our attention towards Beurling generalized prime num-
ber systems. All of the chapters are in some way related to the prime number
theorem (PNT). In Chapter 7, we investigate PNT equivalences, that is, re-
lations that are easily3 seen to imply and follow from the PNT in classical
prime number theory. For Beurling numbers, one often needs extra hypotheses
to deduce the equivalence. In this chapter we develop an analytical approach
to this problem with the help of Tauberian theory, whereas earlier work by
Diamond and Zhang was strictly elementary. This analytical approach is con-
tinued in Chapter 8 for a different problem. Here we consider the question
which conditions on the Beurling primes could imply that the Beurling inte-
gers have a density. In 1977 Diamond provided an elementary proof to see that
a certain L1-condition was sufficient. We prove the same result with the help
1The finite form version is only due to Ingham and will be referred to as Ingham’s theorem.
2At least if you consider applying the open mapping theorem simple.
3with the help of real-variable methods
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of Tauberian theory and also further generalize it. In Chapter 9, we search
for conditions that imply a PNT equivalence related to the Mo¨bius function.
In Chapter 10 we investigate the PNT with a certain remainder for Beurling
numbers. In this chapter we fix some fallacies in Nyman’s proof of his general
prime number theorem. Finally in Chapter 11 we construct some examples
of Beurling generalized prime number systems to compare several hypotheses
that are known to imply the PNT (without remainder).
Throughout this part several instances of Beurling generalized number sys-
tems are constructed to show that our results are optimal. However, some-
times the same example could be used to show optimality for different theo-
rems. Rather than to repeat the analysis of this example, I have chosen to do
the analysis once where it felt most appropiate. Consequently, sometimes the
analysis of an example (and thus the proof of the optimality of a theorem) is
postponed until a later chapter.
xii Preface
Chapter 1
Preliminaries
1.1 Pseudofunctions and pseudomeasures
1.1.1 Distributions and Fourier transform
We shall make extensive use of standard Schwartz distribution calculus in
our manipulations. Background material on distribution theory and Fourier
transforms can be found in many classical textbooks, e.g. [13, 49, 101]; see
[41, 87, 102] for asymptotic analysis and Tauberian theorems for generalized
functions.
If U ⊆ R is open, D(U) is the space of all smooth functions with compact
support in U ; its topological dual D′(U) is the space of distributions on U . The
standard Schwartz test function space of rapidly decreasing functions is denoted
as usual by S(R), while S ′(R) stands for the space of tempered distributions.
The dual pairing between a distribution f and a test function ϕ is denoted
as 〈f, ϕ〉, or as 〈f(x), ϕ(x)〉 with the use of a dummy variable of evaluation.
Locally integrable functions are regarded as distributions via 〈f(x), ϕ(x)〉 =∫∞
−∞ f(x)ϕ(x)dx.
We fix the Fourier transform as ϕˆ(t) = F{ϕ; t} = ∫∞−∞ e−itxϕ(x) dx. Nat-
urally, the Fourier transform is well defined on S ′(R) via duality, that is, the
Fourier transform of f ∈ S ′(R) is the tempered distribution fˆ determined by
〈fˆ(t), ϕ(t)〉 = 〈f(x), ϕˆ(x)〉. If f ∈ S ′(R) has support in [0,∞), its Laplace
transform is L{f ; s} = 〈f(u), e−su〉 , analytic on <e s > 0, and its Fourier
transform fˆ is the distributional boundary value of L{f ; s} on <e s = 0 (see
Subsection 1.1.3). See [101, 105] for complete accounts on Laplace transforms
of distributions.
1
2 1 – Preliminaries
1.1.2 Local pseudofunctions and pseudomeasures
Pseudofunctions and pseudomeasures arise in connection with various problems
from harmonic analysis [9, 66]. A tempered distribution f ∈ S ′(R) is called a
(global) pseudomeasure if fˆ ∈ L∞(R). If we additionally have lim|x|→∞ fˆ(x) =
0, we call f a (global) pseudofunction. Particular instances of pseudomeasures
are any finite (complex Borel) measure on R, while any element of L1(R) is a
special case of a pseudofunction. Note that the space of all pseudomeasures
PM(R) is the dual of the Wiener algebra A(R) := F(L1(R)). The space of
pseudofunctions is denoted as PF (R). Notice also that PM(R) and PF (R)
have a natural module structure over the Wiener algebra, if f ∈ PM(R) (f ∈
PF (R)) and g ∈ A(R), their multiplication fg is the distribution determined
in Fourier side as 2pif̂g = fˆ ∗ gˆ.
We say that a distribution f is a local pseudofunction at x0 if the point
possesses an open neighborhood where f coincides with a pseudofunction, we
employ the notation f ∈ PFloc(x0). We then say that f is a local pseudo-
function on an open set U if f ∈ PFloc(x0) for every x0 ∈ U ; we write f ∈
PFloc(U). Likewise, one defines the spaces of local pseudomeasures PMloc(x0)
and PMloc(U) and the local Wiener algebra Aloc(U). Using a partition of the
unity, one easily checks that f ∈ PFloc(U) if and only if ϕf ∈ PF (R) for each
ϕ ∈ D(U), or, which amounts to the same, it satisfies [72]〈
f(t), eihtϕ(t)
〉
= o(1), (1.1.1)
as |h| → ∞, for each ϕ ∈ D(U). The property (1.1.1) can be regarded as a
generalized Riemann-Lebesgue lemma . In particular, L1loc(U) ⊂ PFloc(U);
consequently, every continuous, smooth, or real analytic function is a local
pseudofunction. Likewise, if we replace o(1) by O(1) in (1.1.1), namely,〈
f(t), eihtϕ(t)
〉
= O(1), (1.1.2)
as |h| → ∞, we obtain a characterization of local pseudomeasures. Hence, any
Radon measure on U is an instance of a local pseudomeasure.
To conclude this section, we give an example of a pseudofunction which is
not locally integrable. This proves that the Tauberian theorems concerning
local pseudofunction behavior in this thesis are really more general than the
more classical counterparts with L1loc-behavior. In addition, our pseudofunction
will have its inverse Fourier transform supported on the positive half-axis which
is an extra restriction that needs to be satisfied for the Tauberian theorems we
are going to establish. We consider the Fourier transform of
ω(x) =
 1log x , x ≥ 2,0, otherwise.
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Its Fourier transform is, for t 6= 0,
ωˆ(t) =
∫ ∞
2
e−itx
log x
dx.
The latter integral is interpreted as an improper integral and converges for all
t 6= 0. It is easy to verify that ωˆ(t) is continuous1 for t 6= 0. To show that ωˆ is
not integrable near t = 0, we will need the following lemma.
Lemma 1.1.1. Let a1 − a2 + a3 − a4 + . . . be an alternating series satisfying
ai ≥ 0, an → 0, ai+1 ≤ ai and ai+1 − ai+2 ≤ ai − ai+1 for all i. Then the
alternating series converges to a value L ≥ a1/2.
Proof. The first three conditions imply that the series converges, say to L. We
then have
a1 = (a1 − a2) + (a2 − a3) + (a3 − a4) + . . .
≤ 2(a1 − a2) + 2(a3 − a4) + 2(a5 − a6) + · · · = 2L.
We now proceed to estimate |ωˆ(t)|. For t > 0 and sufficiently small,
|ωˆ(t)| ≥ |=m ωˆ(t)| =
∫ ∞
2
sin(tx)
log x
dx.
We split the latter integral in the pieces [2, pi/t], [pi/t, 2pi/t], [2pi/t, 3pi/t], . . . .
We then set
a1 :=
∫ pi/t
2
sin(tx)
log x
dx, ai :=
∫ ipi/t
(i−1)pi/t
|sin(tx)|
log x
dx, i > 1.
For t sufficiently small, the condition ai+1 ≤ ai is satisfied. The first two
conditions of Lemma 1.1.1 are easily seen to be satisfied. For the last one,
since 1/ log x is concave,
|sin(tx)|
log(x)
− |sin(t(x+ pi/t))|
log(x+ pi/t)
≤ |sin(t(x− pi/t))|
log(x− pi/t) −
|sin(tx)|
log(x)
,
and integrating this expression yields the last condition. Applying Lemma
1.1.1, we thus obtain, for sufficiently small t,
|ωˆ(t)| ≥ 1
2
∫ pi/t
2
sin(tx)
log x
dx ≥ 1
4
∫ 5pi/6t
pi/6t
dx
log x
=
1
4
(
5pi
6t log(5pi/6t)
− pi
6t log(pi/6t)
)
+O
(
1
t log2(1/t)
)
≥ c
t log(1/t)
,
for some c > 0. Since 1/t log(1/t) is not integrable near t = 0, we have shown
our goal.
1Actually as follows from Lemma 4.2.2, ωˆ(t) is even real analytic for t 6= 0.
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1.1.3 Boundary values of analytic functions
Let F (s) be analytic on the half-plane <e s > α. We say that F has distribu-
tional boundary values on the open set α + iU of the boundary line <e s = α
if F (σ + it) tends to a distribution f ∈ D′(U) as σ → α+, that is, if
lim
σ→α+
∫ ∞
−∞
F (σ + it)ϕ(t)dt = 〈f(t), ϕ(t)〉 , for each ϕ ∈ D(U). (1.1.3)
We write in short F (α + it) = f(t) for boundary distributions in the sense of
(1.1.3). Analytic functions admitting distributional boundary values can be
characterized in a very precise fashion via bounds near the boundary. One can
show [49, pp. 63–66] that F (s) has distributional boundary values on α+ iU if
for a fixed σ0 > α and for each bounded open U
′ ⊂ U there are N = NU ′ and
M = MU ′ such that
|F (σ + it)| ≤ M
(σ − α)N , σ + it ∈ (α, σ0] + iU
′,
which is a result that goes back to the work of Ko¨the. We refer to the textbooks
[13, 14, 15] for further details on boundary values and generalized functions;
see also the articles [19, 40] for recent results.
We say that F has local pseudofunction (local pseudomeasure) boundary
behavior on α+iU if it has distributional boundary values on this boundary set
and the boundary distribution f ∈ PFloc(U) (f ∈ PMloc(U)). The meaning of
having pseudofunction (pseudomeasure) boundary behavior at the boundary
point α+ it0 is f ∈ PFloc(t0) (f ∈ PMloc(t0)), i.e., F has such local boundary
behavior on a open line boundary segment containing α + it0. Boundary be-
havior with respect to other distribution subspaces is defined analogously. We
emphasize again that L1loc-boundary behavior, continuous, or analytic exten-
sion are very special cases of local pseudofunction and pseudomeasure boundary
behavior.
Suppose that G is given by the Laplace transform of a tempered distribution
τ ∈ S ′(R) with supp τ ⊆ [0,∞), i.e., G(s) = 〈τ(x), e−sx〉 for <e s > 0. In
this case the Fourier transform τˆ is the boundary distribution of G on the
whole imaginary axis iR. Since τ̂ ∗ φ = τˆ · φˆ, we conclude that G admits local
pseudofunction boundary behavior on iU if and only if
lim
x→∞(τ ∗ φ)(x) = 0, for all φ ∈ S(R) with φˆ ∈ D(U). (1.1.4)
Proposition 1.1.3 is an interesting fact about local pseudofunctions, but
will not be used explicitly2 in the rest of the thesis and can be left for a
2It can serve as motivation for some of the definitions made in Chapter 5.
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second reading. The reader only interested in the part on Tauberian theory
and familiar with the statement of the edge-of-the-wedge theorem below is now
fully prepared to address Part I and can skip the rest of this chapter.
Interestingly, if f ∈ D′(U) is the distributional boundary value of an ana-
lytic function, just having (1.1.1) ((1.1.2), resp.) as h→∞ suffices to conclude
that f ∈ PFloc(U) (f ∈ PMloc(U)). Before we prove this fact, we recall the
edge-of-the-wedge theorem [91, Thm. B], an important ingredient in the proof.
Note that Theorem 1.1.2 is a very general version of the Painleve´ theorem on
analytic continuation.
Theorem 1.1.2 (Edge-of-the-wedge theorem). Let f+, f− be analytic func-
tions defined on (a, b) × (0, R) and (a, b) × (−R, 0) respectively. If f+(z) and
f−(z) admit the same distributional boundary value F on (a, b) as =mz → 0+,
=mz → 0− respectively, then f+(z), f−(z) extend to the same analytic function
F on (a, b)× (−R,R).
Proposition 1.1.3. Suppose that f ∈ D′(U) is the boundary distribution on
α+iU of an analytic function F on the half-plane <es > α, that is, that (1.1.3)
holds for every test function ϕ ∈ D(U). Then, for each ϕ ∈ D(U) and n ∈ N,
〈
f(t), eihtϕ(t)
〉
= O
(
1
|h|n
)
, h→ −∞.
In particular, f is a local pseudofunction (local pseudomeasure) on U if and
only if (1.1.1) ( (1.1.2), resp.) holds as h→∞ for each ϕ ∈ D(U).
Proof. Fix ϕ ∈ D(U) and let V be an open neighborhood of suppϕ with
compact closure in U . Pick a distribution g ∈ S ′(R) such that gˆ has compact
support and gˆ = f on V . The Paley-Wiener-Schwartz theorem tells us that g
is an entire function with at most polynomial growth on the real axis, so, find
m > 0 such that g(x) = O(|x|m), |x| → ∞. Let g±(x) = g(x)H(±x), where H
is the Heaviside function, i.e., the characteristic function of the interval [0,∞).
Observe that [13] gˆ±(t) = limσ→0+ L{g±;±σ + it}, where the limit is taken in
S ′(R). We also have f = gˆ−+ gˆ+ on V . Consider the analytic function, defined
off the imaginary axis,
G(s) =
F (s+ α)− L{g+; s} if <e s > 0,L{g−; s} if <e s < 0.
The function G has zero distributional jump across the subset iV of the imag-
inary axis, namely,
lim
σ→0+
G(σ + it)−G(−σ + it) = 0 in D′(V ).
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The edge-of-the-wedge theorem gives that G has analytic continuation through
iV . We then conclude that gˆ− must be a real analytic function on V . Integra-
tion by parts then yields〈
gˆ−(t), eihtϕ(t)
〉
=
∫ ∞
−∞
gˆ−(t)ϕ(t)eiht dt = On
(
1
|h|n
)
, |h| → ∞.
On the other hand, as h→ −∞,〈
gˆ+(t), e
ihtϕ(t)
〉
= 〈g+(x), ϕˆ(x− h)〉 =
∫ ∞
0
g(x)ϕˆ(x+ |h|) dx
n,m
∫ ∞
0
(x+ 1)m
(x+ |h|)n+m+1 dx ≤
1
|h|n
∫ ∞
0
du
(u+ 1)n+1
,
because ϕˆ is rapidly decreasing.
1.1.4 Multipliers
We also need to discuss multipliers for local pseudofunctions. From the general-
ized Riemann-Lebesgue lemma (1.1.1), it is already clear that smooth functions
are multipliers for the space PFloc(U). More general multipliers can be found
if we employ the Wiener algebra A(R)(=F(L1(R))). In fact, the multiplica-
tion of f ∈ PF (R) with g ∈ A(R) can be canonically defined by convolving in
the Fourier side and then taking inverse Fourier transform; we obviously have
fg ∈ PF (R). By going to localizations (and gluing then with partitions of the
unity), the multiplication fg ∈ PFloc(U) can be extended for f ∈ PFloc(U)
and g ∈ Aloc(U), where we recall the latter membership relation means that
ϕg ∈ A(R) for all ϕ ∈ D(U).
It is very important to determine sufficient criteria in order to conclude that
an analytic function has local pseudofunction boundary behavior. The ensuing
lemma provides such a criterion for the product of two analytic functions.
Lemma 1.1.4. Let G and F be analytic on the half-plane <e s > 1 and let
U be an open subset of R. If F has local pseudofunction boundary behavior
on 1 + iU and G has Aloc-boundary behavior on 1 + iU , then G · F has local
pseudofunction boundary behavior on 1 + iU .
Proof. Fix a relatively compact open subset V such that V ⊂ U . By definition,
we can find g ∈ L1(R) and f ∈ L∞(R) such that gˆ(t) = G(1 + it) and fˆ(t) =
F (1 + it) on V and lim|x|→∞ f(x) = 0. Let g±(x) = g(x)H(±x) and f±(x) =
f(x)H(±x), where H is the Heaviside function, i.e., the characteristic function
of the interval [0,∞). We define G±(s) = L{g±; s} and F±(s) = L{f±; s},
where L stands for the Laplace transform so that G+(s) and F+(s) are analytic
on <e s > 0, whereas G−(s) and F−(s) are defined and analytic on <e s < 0.
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Observe that [13] gˆ±(t) = limσ→0+ G±(±σ+ it) and fˆ±(t) = limσ→0+ F±(±σ+
it), where the limit is taken in S ′(R) (in the first case, the limit actually holds
uniformly for t ∈ R because g± ∈ L1(R)). Obviously, we also have gˆ = gˆ−+ gˆ+
and fˆ = fˆ− + fˆ+ on R. Consider the analytic function, defined off the line
1 + iR,
G˜(s) =
G(s)−G+(s− 1) if <e s > 1,G−(s− 1) if <e s < 1.
The function G˜(s) has zero jump across the boundary set iV + 1, namely,
lim
σ→0+
G˜(1 + σ + it)− G˜(1− σ + it) = 0,
where the limit is taken in the distributional sense3. The edge-of-the-wedge
theorem implies that G˜ has analytic continuation through 1 + iV . Exactly the
same argument gives that F˜ (s) = F−(s− 1) has analytic continuation through
1 + iV as well and F (s) = F˜ (s) + F+(s− 1). Now,
G(s)F (s) = G˜(s)F (s) + F˜ (s)G+(s− 1) + L{g+ ∗ f+; s− 1},
in the intersection of a complex neighborhood of 1 + iV and the half-plane
<e s > 1. Taking boundary values on 1 + iV , we obtain that (G · F )(1 + it) =
G˜(1+it)F (1+it)+F˜ (1+it)gˆ+(t)+ ̂f+ ∗ g+(t) ∈ PFloc(V ), because real analytic
functions are multipliers for local pseudofunctions and lim|x|→∞(f+ ∗ g+)(x) =
0.
1.2 Beurling prime number systems
A Beurling generalized prime number system P [5, 10, 38] is simply an un-
bounded sequence of real numbers p1 ≤ p2 ≤ p3 ≤ . . . with the only re-
quirement p1 > 1. The set of generalized integers is the multiplicative semi-
group generated by the generalized primes and 1. We arrange them in a non-
decreasing sequence where multiplicities are taken into account, 1 = n0 < n1 ≤
n2 ≤ . . . . One can then consider the counting functions
NP (x) =
∑
nk≤x
1, piP (x) =
∑
pk≤x
1 , (1.2.1)
ΠP (x) = piP (x) +
1
2
piP (x
1/2) +
1
3
piP (x
1/3) + . . . , (1.2.2)
and (the Chebyshev function)
ψP (x) :=
∫ x
1
log t dΠP (t) =
∑
nk≤x
ΛP (nk), (1.2.3)
3The limit actually holds uniformly for t in compact subsets of V , as follows from the
next sentence.
8 1 – Preliminaries
where ΛP is the Beurling analogue of the von Mangoldt function , i.e.
ΛP (nk) =
log pi if nk = p
j
i for some natural j ≥ 1,
0 otherwise.
We note that the von Mangoldt function may not be a function in case a
generalized integer can be constructed in various ways, i.e. there may exist
i such that ni = ni+1. The subscript P will be omitted if there is no risk
of confusion about which Beurling system is being treated. Other number
theoretic functions such as the Mo¨bius function µ have straightforward Beurling
analogues as well. We also mention
M(x) :=
∑
nk≤x
µ(nk), m(x) :=
∑
nk≤x
µ(nk)
nk
,
as they will be the subject of investigation in several chapters in Part II. An
indispensable tool for an analytical approach in Beurling prime number theory
is the zeta function . It is defined via
ζ(s) =
∞∑
k=0
1
nsk
and links the Beurling integers with the Beurling primes via the well-known
Euler product formula [5]
ζ(s) =
∫ ∞
1−
x−sdN(x) =
∞∑
k=0
1
nsk
=
∞∏
k=1
(
1− p−sk
)−1
= exp
(∫ ∞
1
x−sdΠ(x)
)
.
1.2.1 Non-discrete Beurling prime numbers
Actually we shall consider an even broader definition of generalized numbers
[10], which includes the case of non-necessarily discrete number systems.
A (Beurling) generalized number system is merely a pair of non-decreasing
right continuous functions N and Π with N(1) = 1 and Π(1) = 0, both having
support in [1,∞), and linked via the relation
ζ(s) :=
∫ ∞
1−
x−sdN(x) = exp
(∫ ∞
1
x−sdΠ(x)
)
, (1.2.4)
on some half-plane where the integrals are assumed to be convergent. We
refer to N as the generalized number distribution function and call Π the
Riemann prime distribution function of the generalized number system. These
functions uniquely determine one another; in fact, dN = exp∗(dΠ), where the
exponential is taken with respect to the multiplicative convolution of measures
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[31]. We are only interested in generalized number systems for which the region
of convergence of its zeta function (1.2.4) is at least <e s > 1, and hence
we assume this condition in this dissertation4. The latter assumption clearly
implies that N(x) and Π(x) are both O(x1+ε), for each ε > 0.
The function Π may be replaced by pi in virtually any asymptotic for-
mula about discrete generalized primes, for which the first definition for pi
(1.2.1) applies. More precisely, we have that 0 ≤ Π(x) − pi(x) ≤ pi(x1/2) +
pi(x1/3) log x/ log p1; in particular, Π(x) = pi(x) + O(x
1/2+ε), for each ε > 0,
for a discrete generalized number system satisfying our assumption that its
associated zeta function ζ(s) converges on <e s > 1. Naturally, a Cheby-
shev type bound pi(x) = O(x/ log x) yields the better asymptotic relation
Π(x) = pi(x) + O(x1/2/ log x). However, we mention that, in general, it is not
always possible to determine a non-decreasing function pi satisfying (1.2.2) for
(non-discrete) generalized number systems as defined above (cf. [47]). There-
fore, we will rather work with Π in order to gain generality.
Finally a word about the Beurling version of M(x). The characteristic
property of the Mo¨bius function is its being the (multiplicative) convolution
inverse of the 1 function. For non-discrete Beurling prime number systems, we
define the measure dM as the convolution inverse of dN ; by familiar Mellin
transform properties (cf. [7], [38], [81]),∫ ∞
1−
u−sdM(u) = 1/ζ(s).
One defines M and m as
M(x) =
∫ x
1−
dM(u), m(x) =
∫ x
1−
dM(u)
u
.
4This assumption is actually no restriction at all. In fact, if the zeta only converges on
<e s > α > 0, one may then perform a simple change of variables and replace N and Π by
the generalized number system αN(x1/α) and αΠ(x1/α).
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Part I
Tauberian theory
11

Chapter 2
Complex Tauberian
theorems with local
pseudofunction boundary
behavior
We provide in this chapter several Tauberian theorems for Laplace trans-
forms with local pseudofunction boundary behavior. Our results generalize
and improve various known versions of the Ingham-Karamata theorem and the
Wiener-Ikehara theorem. Using local pseudofunction boundary behavior en-
ables us to relax boundary requirements to a minimum. Furthermore, we allow
possible null sets of boundary singularities and remove unnecessary uniformity
conditions occurring in earlier works; to this end, we obtain a useful characteri-
zation of local pseudofunctions. Most of our results are proved under one-sided
Tauberian hypotheses; in this context, we also establish new boundedness the-
orems for Laplace transforms with pseudomeasure boundary behavior. As an
application, we refine various results related to the Katznelson-Tzafriri theorem
for power series.
2.1 Introduction
Complex Tauberian theorems for Laplace transforms have been strikingly useful
tools in diverse areas of mathematics such as number theory and spectral theory
for differential operators [71, 95]. Many developments in complex Tauberian
13
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theory from the last three decades have been motivated by applications in
operator theory and semigroups. We refer to the monographs [4, Chap. 4]
and [71, Chap. III] for complete accounts on the subject and its historical
developments (see also the expository article [70]). Some recent results can
be found in [89, 94, 107]; see [16] for connections with the theory of almost
periodic functions.
Much work on complex Tauberians centers around two groups of state-
ments, usually labeled as Fatou-Riesz theorems or Wiener-Ikehara theorems,
and an extensively studied and central problem is that of taking boundary re-
quirements on the Laplace transforms and/or the Tauberian hypotheses on the
analyzed functions to a minimum.
The goal of this chapter is to considerably improve various complex Taube-
rian theorems for Laplace transforms and power series. In particular, we shall
refine and extend a number of results from [1, 3, 52, 65, 67, 70, 72, 73, 92]. Most
of the theorems from those articles can be considered as generalizations of the
classical version of the Fatou-Riesz theorem for Laplace transforms by Ingham
and Karamata [52, 65] that we state below, or as extensions of the Katznelson-
Tzafriri theorem [67] for power series which we will generalize in Section 2.5
(Theorem 2.5.4). Our improvements consist, on the one hand, in relaxing the
boundary behavior of Laplace transforms (power series) to local pseudofunc-
tion behavior, with possibly exceptional null sets of boundary singularities,
and, on the other hand, by simultaneously considering one-sided Tauberian
conditions on the functions (sequences). It should be pointed out that the use
of pseudofunctions in Tauberian theory was initiated by the seminal work of
Katznelson and Tzafriri [67]. More recently, Korevaar has written a series of
papers [70, 72, 73] that emphasize the role of local pseudofunction boundary
behavior as optimal boundary condition in complex Tauberian theorems for
Laplace transforms, see also his book [71].
We mention that in Chapter 7 and Chapter 8 we will give applications
of our Tauberian theorems that we develop in this chapter to the study of
PNT equivalences for Beurling’s generalized numbers, generalizing results by
Diamond and Zhang from [33, 36]. In that context we show that local pseud-
ofunction boundary behavior appears as a natural condition in the analysis of
properties of Beurling zeta functions.
In order to motivate and outline the content of this chapter, let us state
here two representative results that we shall generalize. We start with the
aforementioned Tauberian theorem of Ingham and Karamata from [52], which
we formulate in slightly more general terms than its original form. Let us first
fix some terminology. A real-valued function τ is called slowly decreasing [71]
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if for each ε > 0 there is δ > 0 such that
lim inf
x→∞ infh∈[0,δ]
(τ(x+ h)− τ(x)) > −ε. (2.1.1)
We extend the definition of slow decrease to complex-valued functions by re-
quiring that their real and imaginary parts are both slowly decreasing. An
analytic function G(s) on <e s > 0 is said to have L1loc-boundary behavior on
<e s = 0 if limσ→0+ G(σ+ it) exists in L1(I) for any finite interval I ⊂ R. This
is of course the case if G has analytic or continuous extension to <e s = 0. We
also point out that Laplace transforms below are given by improper integrals.
Theorem 2.1.1 (Ingham [52], Karamata [65]). Let τ ∈ L1loc(R) be slowly
decreasing, vanish on (−∞, 0), and have convergent Laplace transform
L{τ ; s} =
∫ ∞
0
τ(x)e−sxdx for <e s > 0. (2.1.2)
Suppose that there is a constant b such that
L{τ ; s} − b
s
has L1loc-boundary behavior on <e s = 0, then limx→∞ τ(x) = b.
A special case of Theorem 2.1.1 was also proved by Newman in connection
with his attractive simple proof of the PNT via contour integration [84, 85].
Newman’s method was later adapted to other Tauberian problems in numerous
articles, see e.g. [1, 3, 69, 73, 74, 104] and the various bibliographical remarks in
[71, Chap. III]. In particular, Arendt and Batty [3] gave the following Tauberian
theorem, which is a version of Theorem 2.1.1 for absolutely continuous τ(x) =∫ x
0
ρ(u)du with the more restrictive two-sided Tauberian hypothesis that ρ(x)
is bounded. Nevertheless, they allowed a (closed) null set of possible boundary
singularities.
Theorem 2.1.2 (Arendt and Batty [3]). Let ρ ∈ L∞(R) vanish on (−∞, 0).
Suppose that L{ρ; s} has analytic continuation at every point of the complement
of iE where E ⊂ R is a closed null set. If 0 /∈ iE and
sup
t∈E
sup
x>0
∣∣∣∣∫ x
0
e−ituρ(u)du
∣∣∣∣ <∞, (2.1.3)
then the (improper) integral of ρ converges to b = L{ρ; 0}, that is,∫ ∞
0
ρ(x)dx = b. (2.1.4)
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A power series version of Theorem 2.1.2 was obtained by Allan, O’Farrell,
and Ransford in [1]. Korevaar [73] also gave a version of Theorem 2.1.2 employ-
ing the less restrictive local pseudofunction boundary behavior (but without
allowing boundary singularities).
We shall prove the ensuing Tauberian theorem of which Theorem 2.1.1 and
Theorem 2.1.2 are particular instances. Define
Dj(ω) =
dj
dyj
(
1
Γ(y)
)∣∣∣∣
y=ω
. (2.1.5)
We refer to Section 1.1 for the definition of local pseudofunction boundary
behavior and some background material on related concepts.
Theorem 2.1.3. Let τ ∈ L1loc(R) be slowly decreasing, vanish on (−∞, 0),
and have convergent Laplace transform (2.1.2). Let β1 ≤ · · · ≤ βm ∈ [0, 1),
k1, . . . , km ∈ Z+ and a, b1, . . . , bN , c1, . . . , cm, d1, . . . dm ∈ C.
(i) If the analytic function
L{τ ; s} − a
s2
−
N∑
n=1
bn
s− itn −
m∑
n=1
cn + dn log
kn (1/s)
sβn+1
(tn ∈ R)
has local pseudofunction boundary behavior on <e s = 0, then
τ(x) = ax+
N∑
n=1
bne
itnx
+
m∑
n=1
xβn
 cn
Γ(βn + 1)
+ dn
kn∑
j=0
(
kn
j
)
Dj(βn + 1) log
kn−j x
+ o(1).
(ii) Suppose that there is a closed null set E ⊂ R such that:
(I) The analytic function
L{τ ; s} −
N∑
n=1
bn
s− itn (tn ∈ R)
has local pseudofunction boundary behavior on i(R \ E),
(II) for every t ∈ E there is Mt > 0 such that
sup
x>0
∣∣∣∣∫ x
0
τ(u)e−itudu
∣∣∣∣ < Mt, (2.1.6)
and
(III) E ∩ {t1, . . . , tN} = ∅.
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Then
τ(x) =
N∑
n=1
bne
itnx + o(1).
We actually obtain more general Laplace transform versions of the Ingham-
Karamata theorem than Theorem 2.1.3 in Section 2.4, where we also study one-
sided Tauberian conditions other than slow decrease. In particular, we prove
there a Tauberian theorem for very slowly decreasing functions [71] which only
requires knowledge of the boundary behavior of the Laplace transform near the
point s = 0. We also give a finite form version of Theorem 2.1.2 for bounded
functions, which is applicable when information about the Laplace transform is
available just on a specific boundary line segment; we refer the reader to Chap-
ter 3 for better results regarding this question, although the proofs there are
much more difficult. Furthermore, we shall provide in Section 2.4 a generaliza-
tion of the Wiener-Ikehara theorem where boundary singularities are allowed;
this result extends Korevaar’s distributional version of the Wiener-Ikehara the-
orem from [72].
As is well known, one-sided Tauberian conditions usually demand a more
delicate treatment than two-sided ones. Our main technical tool in this re-
spect is boundedness theorems for Laplace transforms of boundedly decreasing
functions with local pseudomeasure boundary behavior in a neighborhood of
s = 0; such boundedness results are discussed in Section 2.2. We mention that
a special case of Theorem 2.2.1 was stated by Korevaar in [71, Prop. III.10.2,
p. 143]; however, his proof contains mistakes (cf. Remark 2.2.2 below).
Note that unlike (2.1.3) we do not require any uniformity assumptions on
the bounds (2.1.6) for t in the exceptional set E. The elimination of the unifor-
mity condition will be achieved with the aid of Romanovski’s lemma, a simple
but powerful topological lemma originally devised for removing transfinite in-
duction arguments in the construction of the Denjoy integral [90], and that
usually has very interesting applications in analysis when combined with the
Baire theorem [42, 43, 45].
The investigation of singular boundary sets in Tauberian theorems such
as Theorem 2.1.3(ii) has led us to a characterization of local pseudofunctions,
which we discuss in Section 2.3. Once this characterization is established,
the Tauberian theorems from Section 2.4 are shown via simple arguments in
combination with the boundedness theorems from Section 2.2.
Section 2.5 is devoted to Tauberian theorems for power series that generalize
results by Katznelson and Tzafriri [67], Allan, O’Farrell, and Ransford [1], and
Korevaar [71].
Finally, we mention that we state all of our results for scalar-valued func-
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tions, but in most cases one can readily verify that analogous versions are also
valid for functions with values in Banach spaces if the one-sided Tauberian
conditions are replaced by their two-sided counterparts; we therefore leave the
formulations of such generalizations to the reader.
2.2 Boundedness theorems
We prove in this section boundedness Tauberian theorems for Laplace trans-
forms involving local pseudomeasure boundary behavior.
Our first result is a very important one, as the rest of the chapter is mostly
built upon it. It extends early boundedness theorems by Karamata [65, Satz
II] and Korevaar [71, Prop. III.10.2, p. 143], which were obtained under contin-
uous or L1loc-boundary behavior, respectively. Here we take the local boundary
requirement of the Laplace transform to a minimum1 by relaxing it to local
pseudomeasure boundary behavior at s = 0.
The next notion plays a key role as Tauberian condition for boundedness.
We say that a real-valued function τ is boundedly decreasing [12, 89] (with
additive arguments) if there is a δ > 0 such that
lim inf
x→∞ infh∈[0,δ]
(τ(x+ h)− τ(x)) > −∞,
that is, if there are constants δ, x0,M > 0 such that
τ(x+ h)− τ(x) ≥ −M, for 0 ≤ h ≤ δ and x ≥ x0. (2.2.1)
Bounded decrease for a complex-valued function means that its real and imag-
inary parts are boundedly decreasing.
Theorem 2.2.1. Let τ ∈ L1loc(R) vanish on (−∞, 0) and have convergent
Laplace transform
L{τ ; s} =
∫ ∞
0
τ(x)e−sxdx for <e s > 0. (2.2.2)
Suppose that one of the following two Tauberian conditions is satisfied:
(T.1) τ is boundedly decreasing.
(T.2) There are x0 ≥ 0 and β ∈ R such that eβxτ(x) is non-negative and non-
decreasing on [x0,∞).
1Clearly (2.2.3) implies that L{τ ; s} has local pseudomeasure boundary behavior on
<e s = 0.
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If L{τ ; s} has pseudomeasure boundary behavior at s = 0, then
τ(x) = O(1), x→∞. (2.2.3)
Proof. We show the theorem under the Tauberian hypotheses (T.1) and (T.2)
separately. Set F (s) := L{τ ; s}. Let i(−λ, λ) be an open line segment suffi-
ciently close to s = 0 where the local pseudomeasure boundary behavior of F
is fulfilled. We may assume that τ is real-valued, because both 2L{<e τ ; s} =
F (s)+F (s) and 2iL{=mτ ; s} = F (s)−F (s) have local pseudomeasure bound-
ary behavior on i(−λ, λ).
The Tauberian condition (T.1). Note that, by iterating the inequality (2.2.1)
and enlarging the constant M if necessary, we may suppose that
τ(x+ h)− τ(x) > −M(h+ 1) (2.2.4)
for x > x0 and h > 0. Since modifying τ on a bounded interval does not
affect the local pseudomeasure behavior (indeed, the Laplace transform of a
compactly supported function is entire), we may actually assume that (2.2.4)
holds for all x, h > 0. By adding a positive constant to τ , we may also assume
that τ(0) ≥ 0. We divide the rest of the proof into four main steps.
Step 1. The first step in the proof is to translate the local pseudomeasure
boundary behavior hypothesis into a convolution average condition for τ . We
show that ∫ ∞
−∞
τ(x+ h)ψ(x)dx = O(1), (2.2.5)
for all non-negative ψ ∈ F(D((−λ, λ)).
For it, set
g(x) := τ(x) +M(x+ 1) for x > 0, and 0 elsewhere. (2.2.6)
In view of (2.2.4) and τ(0) ≥ 0, we have that g is a positive function. Clearly
τ(x)e−σx ∈ S ′(Rx), for each σ > 0. Let ψ ∈ S(R) be a non-negative test
function whose Fourier transform has support in (−λ, λ). By the monotone
convergence theorem, the relation L{τ ;σ + it} = F{τe−σ·; t}, which holds in
S ′(R), and the fact that F (s) has distributional boundary values in i(−λ, λ),
we obtain∫ ∞
−∞
g(x+ h)ψ(x)dx = lim
σ→0+
∫ ∞
0
g(x)ψ(x− h)e−σxdx
= lim
σ→0+
1
2pi
〈
L{τ ;σ + it}, eihtψˆ(−t)
〉
+M
∫ ∞
−h
(x+ 1 + h)ψ(x)dx
=
1
2pi
〈
F (it), eihtψˆ(−t)
〉
+M
∫ ∞
−h
(x+ 1 + h)ψ(x)dx.
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Subtracting the very last term from both sides of the above equality and using
the fact that
〈
F (it), eihtψˆ(−t)
〉
= O(1), which follows from the local pseu-
domeasure boundary behavior of F , we have proved that (2.2.5) holds for all
non-negative ψ ∈ F(D((−λ, λ)).
From now on, we fix in the convolution average estimate (2.2.5) a non-
negative even function ψ ∈ F(D(−λ, λ)) with∫ ∞
−∞
ψ(x)dx = 1.
Step 2. The second step consists in establishing the auxiliary estimate
τ(x) = O(x). (2.2.7)
To show this bound, we employ again the auxiliary function g defined in (2.2.6).
We have that g is positive and satisfies the rough average bound∫ ∞
−∞
g(x+ h)ψ(x)dx = O(h),
due to (2.2.5). Notice g(x+ h)− g(h) ≥ −M , it then follows that
0 ≤ g(h) = 2
∫ ∞
0
g(h)ψ(x)dx ≤ 2
∫ ∞
0
(g(x+ h) +M)ψ(x)dx
≤M + 2
∫ ∞
−∞
g(x+ h)ψ(x)dx = O(h),
and thus also τ(h) = O(h).
Step 3. In this crucial step we prove that τ is bounded from above by
contradiction. Suppose then that τ is not bounded from above. Let X > 2
be so large that
∫X
−X ψ(x)dx ≥ 3/4 and
∫∞
X
x2ψ(x)dx < 1. Choose C ≥ 1
witnessing the O-constant in (2.2.5), namely,∣∣∣∣∫ ∞−∞ τ(x+ h)ψ(x)dx
∣∣∣∣ ≤ C, ∀h ≥ 0. (2.2.8)
Let R be arbitrarily large; in fact, we assume that
R > 4C + 4M
(
X + 1 +
∫ ∞
X
xψ(x)dx
)
. (2.2.9)
A key point to generate a contradiction is to show that unboundedness from
above of τ forces the existence of a large value y satisfying the maximality
assumptions from the ensuing claim:
Claim 1. If τ is unbounded from above, there is y such that τ(y) ≥ R, τ(x) <
2τ(y) when x ≤ y and τ(x) ≤ τ(y)(x+X − y)2 whenever x ≥ y.
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Indeed, by the assumption that τ is not bounded from above, we may choose
y0 such that τ(y0) ≥ R. Suppose that y0 does not satisfy the requirements of
the claim. This means the following set is non-empty,
V0 :={x | τ(x) ≥ 2τ(y0) and x ≤ y0}
∪ {x | τ(x) ≥ τ(y0)(x+X − y0)2 and x ≥ y0}.
Since τ(x) = O(x), we have that V0 is contained in some bounded interval. Let
us choose y1 ∈ V0. If y1 does not satisfy the properties of the claim, we may
define V1 in a similar fashion. Iterating the procedure, we either find our y or
can construct recursively a sequence of points yn+1 ∈ Vn, where the sets
Vn :={x | τ(x) ≥ 2τ(yn) and x ≤ yn}
∪ {x | τ(x) ≥ τ(yn)(x+X − yn)2 and x ≥ yn}
are non-void. We will show that this procedure breaks down after finitely many
steps, i.e., some Vn must be empty, which would show Claim 1. It suffices to
prove that V1 ⊆ V0. In fact, it would then follow that · · · ⊆ Vn ⊆ Vn−1 ⊆ · · · ⊆
V0, thus all Vn would live in the same bounded interval. But on the other hand
if no Vn would be empty we would obtain that τ(xn) ≥ 2nR; consequently τ
would be unbounded on this bounded interval, which contradicts (2.2.7). It
remains thus to show V1 ⊆ V0. If y1 ≤ y0, this is very easy to check. If y1 ≥ y0,
the verification for x ≤ y1 is still easy. We thus assume that x ≥ y1 ≥ y0. We
have to prove that τ(x) ≥ τ(y0)(x+X − y0)2 provided that x ∈ V1. We have
τ(x) ≥ τ(y1)(x+X − y1)2 ≥ τ(y0)(y1 +X − y0)2(x+X − y1)2
≥ τ(y0)(x+ 2X − y0)2 ≥ τ(y0)(x+X − y0)2,
where we have used the inequality a2b2 ≥ (a + b)2 which certainly holds for
a, b ≥ 2. This concludes the proof of the claim.
We now use (2.2.5) and Claim 1 to produce the desired contradiction and
to conclude that τ is bounded from above. Let y be as in Claim 1. We set h =
X+ y in (2.2.8) and we are going to split the integral
∫∞
−∞ τ(x+X+ y)ψ(x)dx
in two parts. By the choice of R (cf. (2.2.9)) and (2.2.4) (with h = x+X and
y instead of x), the contribution on the interval [−X,∞] is larger than∫ ∞
−X
τ(x+X + y)ψ(x)dx ≥ 3τ(y)
4
−M
∫ ∞
−X
(x+X + 1)ψ(x)dx
≥ 3τ(y)
4
− R
4
+ C
≥ τ(y)
2
+ C.
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Combining this inequality with the upper bound from (2.2.8), we obtain
τ(y) ≤ −2
∫ −X
−∞
τ(x+X + y)ψ(x)dx
≤ 2 sup
t∈[0,y]
(−τ(t))
∫ ∞
X
ψ(x)dx ≤ 1
4
sup
t∈[0,y]
(−τ(t)).
In particular, we conclude that there exists t < y which is “very negative” with
respect to −τ(y), that is, τ(t) ≤ −3τ(y).
Applying a similar argument with h = t−X, we derive∫ X
−∞
τ(x+ t−X)ψ(x)dx ≤ R
4
− C − 9
4
τ(y) ≤ −C − 2τ(y),
which, together with the lower bound in (2.2.8) for h = t−X, yields
τ(y) ≤ 1
2
∫ ∞
X
τ(x+ t−X)ψ(x)dx ≤ 1
2
sup
u∈[t,∞)
τ(u)
(u− t+X)2
∫ ∞
X
x2ψ(x)dx.
We have therefore found a “very positive” value τ(u) for u > t, i.e., one
where τ satisfies τ(u) ≥ 2τ(y)(u− t+X)2. This u contradicts the maximality
assumptions on y from Claim 1 (in both cases u ≤ y and u ≥ y). So τ is
bounded from above.
Step 4. Finally, we establish the lower bound with the aid of the upper one.
Find C ′ such that τ(x) ≤ C ′ for all x. Using that ψ is even and non-negative
and the lower bound in (2.2.8), we then have
−C ≤
∫ ∞
−h
τ(x+ h)ψ(x)dx ≤ C
′
2
+
∫ 0
−h
τ(x+ h)ψ(x)dx
=
C ′
2
+
τ(h)
2
+
∫ h
0
(τ(h− x)− τ(h))ψ(x)dx
≤ C
′
2
+
τ(h)
2
+M
∫ ∞
0
(x+ 1)ψ(x)dx,
which yields the lower bound. This concludes the proof of the theorem under
(T.1).
The Tauberian condition (T.2). The proof under the Tauberian condi-
tion (T.2) is much simpler. We may assume that β > 0; otherwise, τ is
non-decreasing and in particular boundedly decreasing. Using the positiv-
ity of τ , one can establish as above (2.2.5) for all non-negative ψ ∈ S(R)
with supp ψˆ ⊂ (−λ, λ). As before, we choose ψ with ∫∞−∞ ψ(x)dx = 1. Set
C =
∫∞
0
ψ(x)e−βxdx > 0. Since τ(h) ≤ eβxτ(x+ h) for x ≥ 0, we obtain
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τ(h) =
1
C
∫ ∞
0
τ(h)e−βxψ(x)dx ≤ 1
C
∫ ∞
−∞
τ(x+ h)ψ(x)dx = O(1).
Remark 2.2.2. Korevaar states in [71, Prop. III.10.2, p. 143] a weaker ver-
sion of Theorem 2.2.1 under (T.1) for Laplace transforms with L1loc-boundary
behavior on the whole line <e s = 0; however, his proof turns out to have a
major gap. In fact, Korevaar’s argument is based on the analysis of βx :=
supt>0 e
−xt|τ(t)|, x > 0. He further reasons by contradiction and states for
his analysis that he may assume that βx = supt>0 e
−xtτ(t); however, the case
βx = supt>0−e−xtτ(t) cannot be treated analogously, being actually the most
technically troublesome one (compare with our proof above and Karamata’s
method from [65]).
Remark 2.2.3. The point s = 0 plays an essential role in Theorem 2.2.1, in
the sense that, in general, pseudomeasure boundary behavior of the Laplace
transform in a neighborhood of any other point it0 6= 0 of <e s = 0 does not
guarantee boundedness of τ . A simple example is provided by τ(x) = x, x > 0,
whose Laplace transform 1/s2 has local pseudomeasure boundary behavior on
i(R \ {0}).
The Tauberian condition
lim sup
x→∞
e−θx
∣∣∣∣∫ x
0−
eθudτ(u)
∣∣∣∣ <∞ (θ > 0), (2.2.10)
where τ is assumed to be of local bounded variation, appeared in Ingham’s
work [52, Thm. I] in connection to his Fatou-Riesz type theorem for Laplace
transforms.
Corollary 2.2.4. Let τ vanish on (−∞, 0), be of local bounded variation on
[0,∞), and have convergent Laplace transform (2.2.2) admitting pseudomeasure
boundary behavior at the point s = 0. Suppose that there is θ > 0 such that
Tθ(x) := e
−θx
∫ x
0−
eθudτ(u) is bounded from below.
Then,
τ(x) = Tθ(x) +O(1), x→∞. (2.2.11)
In particular, τ is bounded if (2.2.10) holds.
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Proof. Noticing that
τ(x) = Tθ(x) + θ
∫ x
0
Tθ(u)du, (2.2.12)
it is enough to show that T
(−1)
θ (x) =
∫ x
0
Tθ(u)du is bounded, which would yield
(2.2.11). We have that
L{T (−1)θ ; s} =
L{Tθ; s}
s
=
L{τ ; s}
s+ θ
. (2.2.13)
The function 1/(s+ θ) is C∞ on <e s = 0, and thus a multiplier for local pseu-
domeasures. Therefore, L{T (−1)θ ; s} has pseudomeasure boundary behavior at
s = 0. Since T
(−1)
θ is boundedly decreasing, we obtain T
(−1)
θ (x) = O(1) from
Theorem 2.2.1.
Theorem 2.2.1 can be further generalized if we notice that (T.1) is invariant
under addition and subtraction of boundedly oscillating functions. We call a
function τ boundedly oscillating if there is δ > 0 such that
lim sup
x→∞
sup
h∈[0,δ]
|τ(x+ h)− τ(x)| <∞. (2.2.14)
For example, Ingham’s condition (2.2.10) is a particular case of bounded oscil-
lation (cf. (2.2.12)). Moreover, noticing that the property (2.2.14) is equivalent
to f = exp ◦τ ◦ log being O-regularly varying [12, p. 65], we obtain from the
Karamata type representation theorem for the latter function class [12, p. 74]
that any (measurable) boundedly oscillating function τ can be written as
τ(x) =
∫ x
0
g(y)dy +O(1), g ∈ L∞[0,∞), (2.2.15)
for x ∈ [x0,∞), for some large enough x0. Although we shall not use the
following fact in the future, we point out that one can actually choose g in
(2.2.15) enjoying much better properties:
Proposition 2.2.5. If τ is boundedly oscillating and measurable, then (2.2.15)
holds for some g ∈ C∞(R) vanishing on (−∞, 0] and satisfying g(n) ∈ L∞(R)
for all n ∈ N.
Proof. Bounded oscillation implies that |τ(x+ h)− τ(x)| < M(h+ 1) for some
M > 0, all h ≥ 0, and all sufficiently large x. We may assume that this
inequality holds for all x and that τ vanishes, say, on (−∞, 1]. Take a non-
negative ϕ ∈ D(0, 1) with ∫ 1
0
ϕ(x)dx = 1. The C∞-function f(x) =
∫∞
−∞ τ(x+
y)ϕ(y)dy has support in (0,∞), f(x) = τ(x) + O(1) and f (n)(x) ∈ L∞(R) for
n ≥ 1. Thus g = f ′ satisfies all requirements.
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We have the ensuing extension of Theorem 2.2.1.
Theorem 2.2.6. Let τ ∈ L1loc(R) vanish on (−∞, 0), have convergent Laplace
transform (2.2.2), and be boundedly decreasing. Then, the function τ is bound-
edly oscillating if and only if there is G(s) analytic on the intersection of
<e s > 0 with a (complex) neighborhood of s = 0 such that
L{τ ; s} − G(s)
s
and G(s) (2.2.16)
both admit pseudomeasure boundary behavior at s = 0.
Furthermore, τ has the asymptotic behavior (2.2.15) with g ∈ L∞(R) given
in terms of the Fourier transform by the distribution
gˆ(t) = lim
σ→0+
G(σ + it) in D′(−λ, λ), (2.2.17)
for sufficiently small λ > 0.
Proof. If τ already satisfies (2.2.15) (i.e., it is boundedly oscillating), L{τ ; s}−
G(s)/s and G(s) clearly have local pseudomeasure behavior, where G is the
Laplace transform of g. Conversely, by applying the edge-of-the-wedge the-
orem [13, 91] and the fact that the analytic function 1/s has global pseu-
domeasure boundary behavior, we may assume that the L∞-function deter-
mined by (2.2.17) has support on [0,∞) and G(s) = L{g; s}. The function
τ(x)−∫ x
0
g(y)dy is of bounded decrease, Theorem 2.2.1 then yields (2.2.15).
The next result is a special case of Theorem 2.2.6; nevertheless, it has a very
useful form for applications. It is a version of our Fatou-Riesz type Theorem
2.1.3(i) where the asymptotic estimate is obtained with an O(1)-remainder.
Theorem 2.2.7. Let τ ∈ L1loc(R) be boundedly decreasing, vanish on (−∞, 0),
and have convergent Laplace transform (2.2.2). Suppose that
L{τ ; s} − a
s2
−
N∑
n=0
bn + cn log
kn (1/s)
sβn+1
(2.2.18)
has pseudomeasure boundary behavior at s = 0, where the βn < 1, kn ∈ Z+
and a, b1, . . . , bN , c1, . . . , cN ∈ C. Then,
τ(x) = ax+
N∑
n=0
xβn
 bn
Γ(βn + 1)
+ cn
kn∑
j=0
(
kn
j
)
Dj(βn + 1) log
kn−j x
+O(1),
(2.2.19)
x→∞, where Dj(ω) is given by (2.1.5).
Naturally, only those βn ≥ 0 deliver a contribution to (2.2.19).
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Proof. Terms with βn < 0 or bn/s in (2.2.18) are pseudomeasures. The result
is a direct consequence of Theorem 2.2.6 (or Theorem 2.2.1) after noticing that
the Laplace transform of xµ+ is s
−µ−1Γ(µ+ 1) and that of
xµ
m∑
j=0
(
m
j
)
Dj(µ+ 1) log
m−j
+ x
is s−µ−1 logm(1/s) plus an entire function (see e.g. [29, Lemma 5]). The first
function is boundedly oscillating if µ ≤ 1, while the second one if µ < 1 for all
positive integers m.
It is important to point out that Theorem 2.2.6 and Theorem 2.2.7 are no
longer true if one replaces bounded decrease by the Tauberian hypothesis (T.2)
from Theorem 2.2.1, as shown by the following simple example.
Example 2.2.8. Consider the non-negative function
τ(x) = x
(
1 +
cosx
2
)
.
Since τ(x) + τ ′(x) ≥ 0, we have that exτ(x) is non-decreasing. Its Laplace
transform satisfies
L{τ ; s} − 1
s2
=
1
4(s− i)2 +
1
4(s+ i)2
and therefore has analytic continuation through i(−1, 1); in particular, it has
local pseudomeasure boundary behavior on this line segment. However,
τ(x) = x+ Ω±(x), x→∞.
2.3 A characterization of local pseudofunctions
We now turn our attention to a characterization of distributions that are local
pseudofunctions on an open set U ⊆ R. Let f ∈ D′(U). Its singular pseudo-
function support in U , denoted as sing suppPF f , is defined as the complement
in U of the largest open subset of U where f is a local pseudofunction; a
standard argument involving partitions of the unity and the fact that smooth
functions are multipliers for local pseudofunctions show that this notion is well
defined. The ensuing theorem is the main result of this section.
Theorem 2.3.1. Let f ∈ D′(U). Suppose there is a closed null set E ⊂ U
such that
(I) sing suppPF f ⊆ E, and
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(II) for each t0 ∈ E there is a neighborhood Vt0 of t0 and a local pseudomeasure
ft0 ∈ PMloc(Vt0) such that
f = (t− t0)ft0 on Vt0 . (2.3.1)
Then, sing suppPF f = ∅, that is, f is a local pseudofunction on U .
Naturally, the converse of Theorem 2.3.1 is trivially true, as one can take
for E the empty set.
Before giving a proof of Theorem 2.3.1, we discuss a characterization of
distributions that ‘vanish’ at ±∞ in the sense of Schwartz [93] (or have S-
limit equal to 0 at ±∞ in the terminology of S-asymptotics from [87]); this
result becomes particularly useful when combined with Theorem 2.3.1. Given
g ∈ S ′(R), we define its pseudofunction spectrum as the closed set spPF (g) =
sing suppPF gˆ. The Schwartz space of bounded distributions B′(R) is the dual
of the test function space
DL1(R) = {ϕ ∈ C∞(R)| ϕ(n) ∈ L1(R), ∀n ∈ N}.
Traditionally [93, p. 200], the completion of D(R) in (the strong topology of)
B′(R) is denoted as B˙′(R). A distribution τ is said to vanish at ±∞ if τ ∈ B˙′(R);
the latter membership relation is equivalent [39, p. 512] (cf. [93, p. 201–202])
to the convolution average condition
lim
|h|→∞
〈τ(x+ h), ϕ(x)〉 = lim
|h|→∞
(τ ∗ ϕˇ)(h) = 0, (2.3.2)
for each test function ϕ ∈ S(R). We also refer to [39] for convolution average
characterizations of wider classes of distribution spaces in terms of translation-
invariant Banach spaces of tempered distributions. We then have,
Proposition 2.3.2. Let τ ∈ B′(R). Then, τ ∈ B˙′(R) if and only if spPF (τ) =
∅.
Proof. If τ ∈ B˙′(R), then we directly obtain τˆ ∈ PFloc(R) in view of (2.3.2)
and (1.1.1). Conversely, if τˆ is a local pseudofunction on R, we obtain that
(2.3.2) holds for every ϕ ∈ F(D(R)). On the other hand, the hypothesis
τ ∈ B′(R) gives that the set of translates of τ is bounded in S ′(R), and hence
equicontinuous by the Banach-Steinhaus theorem. The density of F(D(R)) in
S(R) then implies that (2.3.2) remains valid for all ϕ ∈ S(R) (in fact for all
ϕ ∈ DL1(R)), namely, τ ∈ B˙′(R) by the quoted characterization of the space of
distributions vanishing at ±∞.
The next corollary can be regarded as a Tauberian theorem for Fourier
transforms. (The Tauberian condition being the membership relation τ ∈
B′(R).)
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Corollary 2.3.3. Suppose that τ ∈ B′(R) ∩ L1loc(R) and that there is a closed
null set E such that spPF (τ) ⊆ E and for each t ∈ E one can find a constant
Mt > 0, independent of x, with∣∣∣∣∫ x
0
τ(u)e−itudu
∣∣∣∣ ≤Mt, x ∈ R. (2.3.3)
Then, τ ∈ B˙′(R).
Proof. This follows from Propostion 2.3.2 because Theorem 2.3.1 applied to
f = τˆ yields spPF (τ) = ∅. Indeed, the condition (2.3.3) implies (2.3.1) with ft0
given by the Fourier transform of the L∞-function eit0x
∫ x
0
τ(u)e−it0udu.
The rest of this section is devoted to the proof of Theorem 2.3.1. We shall
use the following variant of Romanovski’s lemma.
Lemma 2.3.4 ([42, Th. 2.1]). Let X be a topological space. Let U be a non-
empty family of open sets of X that satisfies the following four properties:
(a) U 6= {∅}.
(b) If V ∈ U, W ⊂ V, and W is open, then W ∈ U.
(c) If Vα ∈ U ∀α ∈ A, then
⋃
α∈A Vα ∈ U.
(d) Whenever V ∈ U, V 6= X, then there exists W ∈ U such that W ∩
(X \ V ) 6= ∅.
Then U must be the class of all open subsets of X.
We also need the ensuing two lemmas.
Lemma 2.3.5. Let g ∈ PM(R) have compact support and let t0 /∈ supp g.
Then (t− t0)−1g ∈ PM(R).
Proof. Let ϕ ∈ D(R) be equal to 1 in a neighborhood of supp g with t0 /∈ suppϕ.
Then, ψ(t) = (t− t0)−1ϕ(t) is also an element of D(R) and (t− t0)−1g = ψg ∈
PM(R).
Lemma 2.3.6. Let f = τˆ with τ ∈ L∞(R) and let W be open. Suppose that
the restriction of f to W \⋃nj=1[tj − `j/2, tj + `j/2] is a local pseudofunction,
where [tj − `j , tj + `j ] ⊂ W and the [tj − `j , tj + `j ] are disjoint. There is an
absolute constant C such that
lim sup
|h|→∞
∣∣〈f(t), ϕ(t)eiht〉∣∣ ≤ CM‖ϕˆ‖L1(R) n∑
j=1
`j , ∀ϕ ∈ D(W ),
where
M = max
j=1,...,n
sup
x∈R
∣∣∣∣∫ x
0
τ(u)e−itjudu
∣∣∣∣ .
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Proof. We may obviously assume that M <∞. Let χ ∈ D(−1, 1) be even such
that χ(t) = 1 for t in a neighborhood of [−1/2, 1/2]. Set χj(t) = χ((t− tj)/`j)
and τˇ(x) = τ(−x). Since
supp(ϕ(1−
n∑
j=1
χj)) ∩
n⋃
j=1
[tj − `j/2, tj + `j/2] = ∅,
we have that
lim sup
|h|→∞
∣∣〈f(t), ϕ(t)eiht〉∣∣ ≤ ‖ϕˆ‖L1(R)
2pi
n∑
j=1
‖τˇ ∗ χˆj‖L∞(R)
=
‖ϕˆ‖L1(R)
2pi
n∑
j=1
`j sup
h∈R
∣∣∣∣∫ ∞−∞ τ(x)e−itjxχˆ(`j(h+ x))dx
∣∣∣∣
≤ ‖χˆ
′‖L1(R)
2pi
M‖ϕˆ‖L1(R)
n∑
j=1
`j ,
where we have used integration by parts in the last step.
We can now show Theorem 2.3.1.
Proof of Theorem 2.3.1. We will apply Lemma 2.3.5 to reduce the proof of
the general case to showing a special case of Corollary 2.3.3. In fact, our
assumptions imply that f is a local pseudomeasure on U . Since the hypotheses
and the conclusion are local, we can assume that f is the restriction to U of
a global compactly supported pseudomeasure τˆ , with τ ∈ L∞(R). We may
thus assume that f is globally defined on R with compact support and we
simply write f = τˆ . We can also suppose that each ft0 appearing in (2.3.1)
is a compactly supported global pseudomeasure. By Lemma 2.3.5 applied to
gt0 := f − (t− t0)ft0 , we can replace ft0 by (t− t0)−1gt0 + ft0 and also suppose
that the all equations (2.3.1) hold on R with ft0 ∈ PM(R). Since any two
different pseudomeasure solutions of (2.3.1) can only differ by a multiple of the
Dirac delta δ(t− t0), we conclude under these circumstances that τ must fulfill
(2.3.3) for each t ∈ E. Moreover, by going to localizations again if necessary,
we assume that E is compact in U . After all these reductions, we now proceed
to show that sing suppPF f = ∅.
We are going to check that f is a local pseudofunction on U via Lemma
2.3.4. For it, consider X = U and the family U of all open subsets V ⊆ U such
that f|V ∈ PFloc(V ). The condition (a) holds for U because of the assumption
(I), while (b) and (c) are obvious. It remains to check the condition (d). So,
let V ∈ U with V ( U . Set E1 = E ∩ (U \ V ). If E1 = ∅, we would be
done because then we could find an open W ⊂ U disjoint from the compact
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E with (U \ V ) ⊂ W ; we would then obtain that W ∈ U since E contains
sing suppPF f . So, assume that the null compact set E1 ⊂ E is non-empty.
Consider the sequence of continuous functions
gN (t) = max−N≤x≤N
∣∣∣∣∫ x
0
τ(u)e−itudu
∣∣∣∣ , t ∈ E1.
The gN are pointwise bounded on E1 because of (2.3.3). Employing the Baire
theorem, we now obtain the existence of a constant M > 0 and an open subset
W ⊂ U such that E2 = W ∩ E1 6= ∅ and
sup
t∈E2
sup
x∈R
∣∣∣∣∫ x
0
τ(u)e−itudu
∣∣∣∣ < M <∞.
By reducing the size of W if necessary, we may additionally assume that E2
is compact. We now show that f|W is a local pseudofunction. Let ϕ ∈ D(W )
and fix ε > 0. By compactness of the null set E2, we can clearly find a finite
covering E2 ⊆
⋃n
j=1[tj − lj/2, tj + lj/2] by intervals satisfying the conditions of
Lemma 2.3.6 with
∑n
j=1 `j < ε. This gives that
lim sup
|h|→∞
∣∣〈f(t), ϕ(t)eiht〉∣∣ ≤ εCM‖ϕˆ‖L1(R),
namely, lim|h|→∞〈f(t), ϕ(t)eiht〉 = 0 because ε was arbitrarily chosen. Conse-
quently, W satisfies W ∈ U and W ∩ (U \ V ) is non-empty. We have therefore
shown that U is the family of all open subsets of U ; in particular, U ∈ U, or
equivalently, sing suppPF f = ∅.
2.4 Tauberian theorems for Laplace transforms
We now apply our previous results from Section 2.3 and Section 2.2 to derive
several complex Tauberian theorems for Laplace transforms with local pseud-
ofunction boundary behavior.
Our first main result is a general version of Theorem 2.1.3.
Theorem 2.4.1. Let τ ∈ L1loc(R) with supp τ ⊆ [0,∞) be slowly decreasing
and have Laplace transform
L{τ ; s} =
∫ ∞
0
τ(x)e−sxdx convergent for <e s > 0. (2.4.1)
Let g ∈ L∞(R) and set G(s) = ∫∞
0
g(x)e−sxdx for <e s > 0. Suppose that
F (s) = L{τ ; s} − b
s
− G(s)
s
(2.4.2)
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has local pseudofunction boundary behavior on i(R \ E), where E is a closed
null set. If for each it ∈ E
F (s)
s− it has pseudomeasure boundary behavior at it, (2.4.3)
then
τ(x) = b+
∫ x
0
g(y)dy + o(1), x→∞. (2.4.4)
Conversely, if τ satisfies (2.4.4), then (2.4.2) has local pseudofunction boundary
behavior on the whole line <e s = 0.
Proof. The function τ(x)− b− ∫ x
0
g(y) is also slowly decreasing, we may there-
fore assume that g = 0 and b = 0. The hypotheses imply that L{τ ; s} has
pseudomeasure boundary behavior at s = 0, and, hence, τ should be bounded
near ∞ in view of Theorem 2.2.1. In particular, τ ∈ B′(R), as the sum of a
compactly supported distribution and an L∞-function. Its Laplace transform
then has distributional boundary value τˆ on the whole iR. Theorem 2.3.1 hence
yields spPF (τ) = ∅, and Proposition 2.3.2 gives τ ∈ B˙′(R), namely,∫ ∞
−∞
τ(x+ h)φ(x)dx = o(1), h→∞, for each φ ∈ S(R).
It remains to choose suitable test functions in the above relation to get τ(x) =
o(1). Let ε > 0 be arbitrary. Because τ is slowly decreasing, there exists δ > 0
such that τ(u) − τ(y) > −ε for all δ + y > u > y and sufficiently large y. Let
us choose a non-negative φ ∈ D(−δ, 0) such that ∫∞−∞ φ(x)dx = 1. Then,
lim inf
h→∞
τ(h) = lim inf
h→∞
∫ 0
−δ
(τ(h)− τ(x+ h))φ(x)dx+
∫ 0
−δ
τ(x+ h)φ(x)dx ≥ −ε,
Since ε was arbitrary, we get lim infh→∞ τ(h) ≥ 0. By a similar reasoning (now
with a test function having suppφ ⊂ (0, δ)), we obtain that lim suph→∞ τ(h) ≤
0, which shows that τ(x) = o(1), x→∞.
The converse is trivial, because F must then be the sum of a global pseudo-
function and the Fourier transform of a compactly supported distribution (and
the latter is an entire function).
Note that Theorem 2.1.3 directly follows from Theorem 2.4.1. In fact, for
Theorem 2.1.3(i) one can argue exactly as in proof of Theorem 2.2.7. For
Theorem 2.1.3(ii), one easily sees that (II) and (III) imply (2.4.3) at every
it ∈ iE with G(s) = ∑Nn=1 itnbn(s− itn)−1 and b = ∑Nn=1 bn. More generally,
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if the function g in Theorem 2.4.1 has a bounded primitive, then a sufficient
condition for (2.4.3) is that for every t ∈ E one can find Mt > 0 with∣∣∣∣∫ x
0
τ(u)e−itudu
∣∣∣∣ ≤Mt and ∣∣∣∣∫ x
0
g(u)e−itudu
∣∣∣∣ ≤Mt, x ∈ R. (2.4.5)
For applications in Beurling primes the following version of Theorem 2.4.1
will be sufficient.
Theorem 2.4.2. Let τ ∈ L1loc(R) be slowly decreasing with supp τ ⊆ [0,∞).
Then,
τ(x) = ax+ b+ o(1)
if and only if its Laplace transform converges for <e s > 0 and
L{τ ; s} − a
s2
− b
s
admits local pseudofunction boundary behavior on the line <e s = 0.
Theorem 2.4.1 actually provides a characterization of those slowly decreas-
ing functions that belong to an interesting subclass of the slowly oscillating
functions. Given τ and δ > 0, define the non-decreasing subadditive function
Ψ(δ) := Ψ(τ, δ) = lim sup
x→∞
sup
h∈(0,δ]
|τ(x+ h)− τ(x)|. (2.4.6)
Note that a function is boundedly oscillating precisely when Ψ is finite for some
δ, while it is slowly oscillating if Ψ(0+) = limδ→0+ Ψ(δ) = 0. We shall call a
function R-slowly oscillating (regularly slowly oscillating) if lim supδ→0+ Ψ(δ)/δ
is finite. Since Ψ is subadditive, it is easy to see the latter implies that Ψ is
right differentiable at δ = 0 and indeed Ψ′(0+) = supδ>0 Ψ(δ)/δ. It turns out
that a measurable function τ is R-slowly oscillating if and only if it admits the
representation (2.4.4). This fact is known (apply the representation theorem
for E-regularly varying functions [12, Thm. 2.2.6, p. 74] to exp ◦τ ◦ log), but we
take a small detour to give a short proof with the aid of functional analysis:
Proposition 2.4.3. If τ is R-slowly oscillating and measurable, then τ can be
written as (2.4.4) in a neighborhood of ∞ where g ∈ L∞(R) ∩ C(R) and b is a
constant.
Proof. That the function (2.4.6) is globally O(δ) implies the existence of a
sequence {xn}∞n=1 tending to ∞ such that |τ(x + h) − τ(x)| ≤ C/n for all
0 < h ≤ 1/n and x ≥ xn, where C > Ψ′(0+) is a fixed constant. Modifying
τ on a finite interval if necessary, we may assume that x1 = 1 and that τ
vanishes on (−∞, 1]. Take a non-negative ϕ ∈ D(0, 1) with ∫ 1
0
ϕ(x)dx = 1
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and define the sequence of C∞-functions fn(x) :=
∫∞
−∞ τ(x + y)nϕ(ny)dy =∫ 1
0
τ(x+ y/n)ϕ(y)dy. They have support in [0,∞) and satisfy
|fm(x)− τ(x)| ≤ C/n for all m ≥ n and x ≥ xn. (2.4.7)
Furthermore,
|f ′n(x)| = n
∣∣∣∣∫ 1
0
(τ(x+ y/n)− τ(x))ϕ′(y)dy
∣∣∣∣ ≤ C‖ϕ′‖L1 = C ′.
Applying the Banach-Alaoglu theorem to {f ′n}∞n=1 (regarded as a sequence in
the bidual of Cb(R)) and the Bolzano-Weierstrass theorem to {fn(0)}∞n=1, there
are subsequences such that fnk(0) → b and f ′nk → g weakly in the space of
continuous and bounded functions. In particular f ′nk → g pointwise, |g(x)| ≤
C ′ for all x, and fnk(x) converges uniformly to
∫ x
0
g(y)dy+b for x on compacts.
We obtain from the last convergence and (2.4.7) that |τ(x)− b− ∫ x
0
g(y)dy| ≤
C/nk for x ≥ xnk .
Summarizing, part of Theorem 2.4.1 might be rephrased as follows: A (mea-
surable) slowly decreasing function τ is R-slowly oscillating if and only if it has
convergent Laplace transform on <e s > 0 such that (2.4.2) has local pseudo-
function boundary behavior on <e s = 0 for some constant b and some G with
global pseudomeasure boundary behavior.
We now obtain an intermediate Tauberian theorem between Theorem 2.2.6
and Theorem 2.4.1, where the requirement on the Laplace transform in The-
orem 2.4.1 is relaxed to pseudofunction boundary behavior at s = 0, but the
Tauberian condition is strengthened to very slow decrease [71]. A real-valued
function τ is said to be very slowly decreasing if there is δ > 0 such that
lim inf
x→∞ infh∈[0,δ]
τ(h+ x)− τ(x) ≥ 0. (2.4.8)
As usual, the notion makes sense for complex-valued functions if we require
both real and imaginary parts to be very slowly decreasing. Our result also
involves very slow oscillation. A function is called very slowly oscillating if
both τ and −τ are very slowly decreasing; or equivalently if the function (2.4.6)
vanishes at some δ. (This actually implies that Ψ(δ) = 0 for all δ > 0, due
to subadditivity). For a measurable function τ , being very slowly oscillating is
equivalent to exp ◦τ ◦ log being a Karamata slowly varying function, i.e., to the
apparently weaker property
τ(x+ h) = τ(x) + oh(1), x→∞,
for each h > 0, as follows from the well known uniform convergence theorem
[12, p. 6]. It also follows [12, p. 12] that any (measurable) function τ is very
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slowly oscillating if and only if it admits the representation
τ(x) = b+
∫ x
0
g(y)dy + o(1), with lim
y→∞ g(y) = 0 (2.4.9)
and a constant b, for x in a neighborhood of ∞. Naturally, one can also apply
the same proof method from Proposition 2.2.5 to show that the function g in
(2.4.9) may be chosen to be additionally C∞ with all derivatives tending to 0
at ∞.
After these preparatory remarks, we are ready to state the second main
Tauberian theorem from this section.
Theorem 2.4.4. Let τ ∈ L1loc(R) vanish on (−∞, 0), have convergent Laplace
transform (2.4.1), and be such that τ is very slowly decreasing. Then, the
function τ is very slowly oscillating if and only if there are a constant b′ and
G(s) analytic on the intersection of <e s > 0 with a (complex) neighborhood of
s = 0 such that
L{τ ; s} − b
′
s
− G(s)
s
and G(s) (2.4.10)
both admit pseudofunction boundary behavior at s = 0.
Moreover, τ has the asymptotic behavior (2.4.9) with g given in terms of
the Fourier transform by the distribution
gˆ(t) = lim
σ→0+
G(σ + it) in D′(−λ, λ), (2.4.11)
for sufficiently small λ, and the constant
b = b′ + lim
σ→0+
∫ ∞
0
g(−x)e−σxdx = b′ + lim
σ→0+
(
G(σ)−
∫ ∞
0
g(x)e−σxdx
)
.
(2.4.12)
Proof. The asymptotic estimate (2.4.9) yields local pseudofunction boundary
behavior of (2.4.10) with b = b′ and G(s) =
∫∞
0
g(x)e−sxdx. Conversely,
applying once again the edge-of-the-wedge theorem, we obtain that G(s) −∫∞
0
g(x)e−sxdx, <e s > 0, and ∫∞
0
g(−x)esxdx, <e s < 0, are analytic contin-
uations of each other through i(−λ, λ), with λ sufficiently small, which gives
in particular the existence of b. We can thus suppose that g given by (2.4.11)
has support in [0,∞), g(x) = o(1), that G is its Laplace transform, and that
b′ = b. Applying Theorem 2.2.6, we obtain that τ satisfies (2.2.15). Replacing
τ by the very slowly decreasing and bounded function τ(x) − b − ∫ x
0
g(y)dy,
we may assume that b = 0 and G = 0. So, since τ(x) = O(1), τ is actually a
tempered distribution and our hypothesis on the Laplace transform becomes τˆ
coincides with a pseudofunction on (−λ, λ). Thus, we obtain that∫ ∞
−∞
τ(x+ h)ψ(x)dx = o(1), h→∞, (2.4.13)
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for any ψ ∈ F(D(−λ, λ)). We may assume that τ is globally bounded, say
|τ(x)| ≤M , for all x > 0. We choose ψ in (2.4.13) to be a non-negative and even
test function with
∫∞
−∞ ψ(x)dx = 1. Fix a large X ensuring
∫∞
X
ψ(x)dx < 1/4.
Let ε > 0, the very slow decrease of τ (cf. (2.4.8)) ensures that
τ(y)− τ(u) ≥ −ε(y − u+ 1), for y ≥ u ≥ N, (2.4.14)
for some N . We keep t > N+2X. Set h(t) = t+X if τ(t) > 0 and h(t) = t−X
if τ(t) < 0. Using (2.4.14), we deduce the inequality∣∣∣∣∫ ∞−∞ τ(x+ h(t))ψ(x)dx
∣∣∣∣ ≥ −
(∫ −X
−∞
+
∫ ∞
X
)
Mψ(x)dx
+
∣∣∣∣∣
∫ X
−X
τ(x+ h(t))ψ(x)dx
∣∣∣∣∣
≥ −2M
∫ ∞
X
ψ(x)dx+
|τ(t)|
2
− (2X + 1)ε,
which yields lim supt→∞ |τ(t)| ≤ 2(ε(2X + 1) + 2M
∫∞
X
ψ(x)dx) in view of
(2.4.13). Since ε was arbitrary,
lim sup
t→∞
|τ(t)| ≤ 4M
∫ ∞
X
ψ(x)dx.
We can now take X →∞ and obtain limt→∞ τ(t) = 0.
Note that Theorem 2.4.4 applies to the case when
L{τ ; s} −
m∑
n=1
cn + dn log
kn (1/s)
sβn+1
has pseudofunction boundary behavior at s = 0, provided that β1 ≤ · · · ≤
βm ∈ [0, 1) and k1, . . . , km ∈ Z+ and τ is very slowly decreasing. In this case
the conclusion reads
τ(x) =
N∑
n=1
xβn
 cn
Γ(βn + 1)
+ dn
kn∑
j=0
(
kn
j
)
Dj(βn + 1) log
kn−j x
+ o(1).
We now turn towards a generalization of Korevaar’s distributional version
of the Wiener-Ikehara theorem [72]. We state Korevaar’s original theorem here
for convenience and for an easier reference for applications in Beurling primes.
Theorem 2.4.5. Let S be a non-decreasing function having support in [0,∞).
Then,
S(x) ∼ aex
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if and only if L{dS; s} = ∫∞
0− e
−sxdS(x) converges for <e s > 1 and
L{dS; s} − a
s− 1
admits local pseudofunction boundary behavior on the line <e s = 1.
The next result generalizes Korevaar’s distributional version of the Wiener-
Ikehara theorem.
Theorem 2.4.6. Let S be a non-decreasing function on [0,∞) with S(x) = 0
for x < 0 such that
L{dS; s} =
∫ ∞
0−
e−sxdS(x) converges for <e s > α > 0.
Suppose that there are a closed null set E, constants r0, r1, . . . , rN , θ1, . . . , θN ∈
R, and t1, . . . , tN > 0 such that:
(I) The analytic function
L{dS; s} − r0
s− α −
N∑
n=1
rn
(
eiθn
s− α− itn +
e−iθn
s− α+ itn
)
(2.4.15)
admits local pseudofunction boundary behavior on the open subset α +
i(R \ E) of the line <e s = α,
(II) E ∩ {0, t1, . . . , tN} = ∅, and
(III) for every t ∈ E there is Mt > 0 such that
sup
x>0
∣∣∣∣∫ x
0
e−αu−itudS(u)
∣∣∣∣ < Mt. (2.4.16)
Then
S(x) = eαx
(
r0
α
+ 2
N∑
n=1
rn cos(tnx+ θn − arctan(tn/α))√
α2 + t2n
+ o(1)
)
, x→∞.
(2.4.17)
Conversely, if S has asymptotic behavior (2.4.17), then (2.4.15) has local
pseudofunction boundary behavior on the whole line <e s = α.
Remark 2.4.7. The conditions (II) and (III) above can be replaced by the
weaker assumption that F (s−α), with F (s) given by (2.4.15), satisfies (2.4.3)
for each t ∈ E.
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Proof. We may assume that −t1,−t2, . . . ,−tN /∈ E because (2.4.15) has also
local pseudofunction boundary behavior at α − itn due to the fact that S is
real-valued. Set τ(x) = e−αxS(x), this function τ fulfills (T.2) from Theorem
2.2.1. Write θ′n = arctan(tn/α). For <e s > 0,
L{τ ; s} − r0
αs
−
N∑
n=1
rn√
α2 + t2n
(
ei(θn−θ
′
n)
s− itn +
e−i(θn−θ
′
n)
s+ itn
)
=
1
s+ α
(
L{dS; s+ α} − r0
s
−
N∑
n=1
rne
iθn
s− itn +
rne
−iθn
s+ itn
)
− 1
s+ α
(
r0
α
+
N∑
n=1
2rn<e
(
eiθn
α+ itn
))
,
which has local pseudofunction boundary behavior on i(R\E) because 1/(α+it)
is smooth and C∞-functions are multipliers for local pseudofunctions. Since
1/s has global pseudomeasure boundary behavior, we conclude from Theorem
2.2.1 that τ(x) = O(1). It follows that τ(x+h)−τ(x) ≥ −τ(x)(1−e−αh) −h,
and thus τ is slowly decreasing. Note also that, by (2.4.16),∣∣∣∣∫ x
0
τ(u)e−itudu
∣∣∣∣ = 1√α2 + t2
∣∣∣∣−e−itxτ(x) + ∫ x
0
e−(α+it)udS(u)
∣∣∣∣ = Ot(1),
for each t ∈ E. Thus, Theorem 2.1.3 (or Theorem 2.4.1) implies that
lim
x→∞ τ(x)−
r0
α
− 2
N∑
n=1
rn cos(tnx+ θn − arctan(tn/α))√
α2 + t2n
= 0,
which completes the proof.
As indicated at the introduction, Theorem 2.1.2 is contained in Theorem
2.1.3. The next corollary gives a more general version that applies to Laplace
transforms of functions that are bounded from below.
Corollary 2.4.8. Let ρ ∈ L1loc(R) be bounded from below, vanish on (−∞, 0),
and have convergent Laplace transform for <e s > 0. Suppose that there is
closed null set 0 /∈ E ⊂ R such that
sup
x>0
∣∣∣∣∫ x
0
ρ(u)e−itudu
∣∣∣∣ < Mt <∞, (2.4.18)
for each t ∈ E. If there is a constant ρˆ(0) ∈ C such that
L{ρ; s} − ρˆ(0)
s
(2.4.19)
has local pseudofunction boundary behavior on i(R \ E), then the (improper)
integral
∫∞
0
ρ(u)du converges and∫ ∞
0
ρ(u)du = ρˆ(0). (2.4.20)
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Remark 2.4.9. We have chosen the suggestive notation ρˆ(0) in (2.4.19) and
(2.4.20) because, as follows from [100, Thm. 10, p. 569], the relation (2.4.20)
implies that ρˆ(0) is precisely the distributional point value (in the sense of
 Lojasiewicz) of the Fourier transform of ρ at the point t = 0. It should also be
noticed that (2.4.18) above actually becomes equivalent to
L{ρ, s}
s− it has pseudomeasure boundary behavior at it, (2.4.21)
as follows from Theorem 2.2.1 because
∫ x
0
e−ituρ(u)du must be boundedly os-
cillating under the hypotheses of Corollary 2.4.8; in fact,
∫ x
0
ρ(u)du is bounded
(see below) and the claim follows from integration by parts.
Proof. Boundedness from below of ρ gives in particular that τ(x) =
∫ x
0
ρ(u)du
is slowly decreasing. We obtain from Theorem 2.2.1 that τ is a bounded func-
tion. This allows us to apply integration by parts in (2.4.18) to conclude that∣∣∣∣∫ x
0
τ(u)e−itudu
∣∣∣∣ ≤ 1t (‖τ‖L∞(R) +Mt) .
The rest follows from Theorem 2.4.1.
In the case of Laplace transforms of bounded functions, we also provide
a finite version of Corollary 2.4.8. We only state the result for s = 0, but
of course other boundary points s = it0 can be treated by replacing ρ(x) by
e−it0xρ(x).
Theorem 2.4.10. Let ρ ∈ L1loc(R) vanish on (−∞, 0) and be such that
M := lim sup
x→∞
|ρ(x)| <∞. (2.4.22)
Suppose that there are λ > 0, a closed null set 0 6∈ E ⊂ R such that (2.4.18)
holds for each t ∈ E ∩ (−λ, λ), and a constant ρˆ(0) such that
L{ρ; s} − ρˆ(0)
s
(2.4.23)
has local pseudofunction boundary behavior on i((−λ, λ) \ E). Then, there is
an absolute constant 0 < C ≤ 2 such that
lim sup
x→∞
∣∣∣∣∫ x
0
ρ(u)du− ρˆ(0)
∣∣∣∣ ≤ CMλ . (2.4.24)
Proof. Replacing ρ by ρ(x/λ)/(M + ε), if necessary, and then taking ε → 0+
in the argument below, we may suppose that M = λ = 1 and |ρ(x)| ≤ 1 for all
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sufficiently large x. Define2 τ(x) = ρˆ(0) +
∫ x
0
ρ(u)du for x > 0. Theorem 2.3.1
gives us the right to assume that E = ∅ (cf. Remark 2.4.9). Our hypothesis
on the boundary behavior of the Laplace transform of τ is then that τˆ ∈
PFloc(−1, 1), or equivalently, that (2.4.13) holds for each φ ∈ F(D(−1, 1)).
Note3 that Theorem 2.2.1 yields τ ∈ L∞(R). A standard density argument
shows that (2.4.13) holds for each φ ∈ L1(R) satisfying supp φˆ ⊆ [−1, 1]. We
choose the Feje´r kernel
φ(x) =
(
sin(x/2)
x/2
)2
.
Set K = lim suph→∞ |τ(h)| and assume K ≥ 2. Since φ is non-negative,
even and satisfies (as seen by numerical evaluation of the integrals) 2.690 ≈∫ 4
0
φ(x)dx >
∫∞
4
φ(x)dx ≈ 0.452, we have
lim sup
h→∞
∣∣∣∣∫ ∞−∞ τ(x+ h)φ(x)dx
∣∣∣∣ ≥ 2
(∫ 2K
0
(K − x)φ(x)dx−
∫ ∞
2K
Kφ(x)dx
)
≥ 2
(∫ 4
0
(2− x)φ(x)dx−
∫ ∞
4
2φ(x)dx
)
+ 2(K − 2)
(∫ 4
0
φ(x)dx−
∫ ∞
4
φ(x)dx
)
≥ 2
(∫ 4
0
(2− x)φ(x)dx−
∫ ∞
4
2φ(x)dx
)
≈ 2(1.170− 0.905) 0,
contradicting (2.4.13). This means that K < 2 and thus also C ≤ 2.
Remark 2.4.11. The upper bound 2 given in Theorem 2.4.10 for C is far from
being optimal. The proof method from Theorem 2.4.10 can be used to give even
better values for C. Ingham’s method from [52] basically gives 0 < C ≤ 6 for
L1loc-boundary behavior. The value C = 2 was already obtained via Newman’s
method [3, 69, 73, 104] under the stronger hypothesis of analytic continuation
of (2.4.23) on i(−λ, λ); Ransford has also given a related result for power series
[88]. We have not pursued any optimality in this chapter, but we mention that
it is possible to determine the sharp value of the Tauberian constant C. The
analysis of this problem is however quite involved, as it requires an elaborate
study of a certain extremal function, and we postpone it for Chapter 3.
2Our proof in fact shows that we may state this result for τ being merely R-slowly os-
cillating, in this case one gets lim supx→∞ |τ(x)− ρˆ(0)| ≤ CΨ
′(0+)
λ
, where Ψ is given by
(2.4.6).
3Actually, for this two-sided Tauberian condition, it is much easier to show that τ is
bounded than in Theorem 2.2.1.
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Instead of local pseudofunction boundary behavior of (2.4.23) on an open
interval, Korevaar works in [73] with the assumptions
ρˆ(0) := lim
σ→0+
L{ρ;σ} exists (2.4.25)
and L{ρ;σ + it} − L{ρ;σ}
it
(2.4.26)
converges to a local pseudofunction as σ → 0+. We can apply exactly the same
method employed in the proof of Theorem 2.4.10 to extend Korevaar’s main
result from [73]:
Corollary 2.4.12. If one replaces the assumption that (2.4.23) has local pseud-
ofunction behavior on i((−λ, λ)\E) in Theorem 2.4.10 by (2.4.25) and (2.4.26)
converges to a local pseudofunction as σ → 0+ in D′((−λ, λ) \ E), then the
inequality (2.4.24) remains valid.
Proof. As usual, we may assume that ρ ∈ L∞(R). Set F (s) = L{ρ; s}. Note
that F also has local pseudofunction boundary behavior on i((−λ, λ) \ E) ex-
cept perhaps at 0. By Theorem 2.3.1, we obtain that the local pseudofunction
boundary behavior of F actually holds in the larger set i((−λ, λ) \ {0}); conse-
quently, (2.4.26) converges to a local pseudofunction as σ → 0+ in D′((−λ, λ));
let g be its local pseudofunction limit. Fix ψ ∈ F(D(−λ, λ)). Let τσ(x) =∫ x
0
ρ(u)e−σudu− F (σ) and τ(x) = ∫ x
0
ρ(u)du. If h is fixed, it follows that∣∣∣∣∫ ∞
0
τσ(x)ψ(x− h)dx
∣∣∣∣ = 12pi
∣∣∣∣〈F (σ + it)− F (σ)it , eihtψˆ(−t)
〉∣∣∣∣ .
We can now take σ → 0+ and apply Lebesgue’s dominated convergence theorem
to obtain ∣∣∣∣∫ ∞
0
(τ(x)− ρˆ(0))ψ(x− h)dx
∣∣∣∣ = 12pi ∣∣∣〈g(t), eihtψˆ(−t)〉∣∣∣ .
The rest of the proof is exactly the same as that of Theorem 2.4.10.
We now treat the Tauberian condition (2.2.10). We remark that the next
corollary improves Ingham’s Tauberian constants from [52, Thm. I, p. 464] as
well as it weakens the boundary hypotheses on the Laplace transform.
Corollary 2.4.13. Let τ be of local bounded variation, vanish on (−∞, 0),
have convergent Laplace transform (2.4.1), and satisfy
lim sup
x→∞
e−θx
∣∣∣∣∫ x
0−
eθudτ(u)
∣∣∣∣ =: Θ <∞,
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where θ > 0. Let G(s) =
∫∞
0
g(x)e−sx, where g is a bounded function. Suppose
that there are λ > 0 and a closed null set 0 /∈ E ⊂ (−λ, λ) such that the analytic
function (2.4.2) has local pseudofunction boundary behavior on i((−λ, λ) \ E)
and for each it ∈ i(E ∩ (−λ, λ)) (2.4.3) is satisfied. Then,
lim sup
x→∞
∣∣∣∣τ(x)− b− ∫ x
0
g(y)dy
∣∣∣∣ ≤ (1 + θCλ
)(
Θ + θ−1 lim sup
x→∞
|g(x)|
)
,
where 0 < C ≤ 2.
Proof. Note that τ1(x) = τ(x)− b−
∫ x
0
g(y) satisfies
lim sup
x→∞
e−θx
∣∣∣∣∫ x
0−
eθudτ1(u)
∣∣∣∣ ≤ Θ + θ−1 lim sup
x→∞
|g(x)|,
so that we may assume b = 0 and g = 0. We retain the notation exactly as in
the proof of Corollary 2.2.4. Under our assumption, the absolute value of Tθ
has superior limit Θ. We employ (2.2.13), so s−1L{Tθ; s} = (s+ θ)−1L{τ ; s} .
Theorem 2.4.10 applied to Tθ gives limx→∞ |T (−1)θ (x)| ≤ ΘC/λ and the result
hence follows from (2.2.12).
2.5 Power series
This last section is devoted to power series. We apply our ideas from the
previous sections to improve results in the neighborhood of the Katznelson-
Tzafriri theorem [67].
Let us start with some preliminaries. We identify functions and distri-
butions on the unit circle of the complex plane with (2pi-)periodic functions
and distributions on the real line. Thus, every periodic distribution can be
expanded as a Fourier series [101]
f(θ) =
∞∑
n=−∞
cne
inθ, (2.5.1)
where the Fourier coefficients satisfy the growth estimates cn = O(|n|k) for
some k. Conversely, if a (two-sided) sequence {cn}n∈Z has this growth property,
then (2.5.1) defines a (tempered) distribution. Let D be the unit disc. If
F (z) is analytic in D then distributional boundary values on an open arc of
the unit circle ∂D are defined via the distributional limit limr→1− F (reiθ).
We call a periodic distribution f a pseudofunction (pseudomeasure) on ∂D if
f ∈ PFloc(R) (f ∈ PMloc(R)). It is not hard to verify that the latter holds if
and only if its Fourier coefficients tend to 0 (are bounded). We include a proof
of this simple fact for the sake of completeness.
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Proposition 2.5.1. A 2pi-periodic distribution with Fourier series (2.5.1) is a
pseudofunction (pseudomeasure) on ∂D if and only if cn = o(1) (cn = O(1)).
Proof. We only give the proof in the pseudofunction case, the pseudomeasure
one can be treated similarly. We have that f ∈ PFloc(R) if and only if
〈f(θ), e−ihθϕ(−θ)〉 =
∞∑
n=−∞
cnϕˆ(h− n) = o(1), |h| → ∞, (2.5.2)
for each ϕ ∈ D(R). The latter certainly holds if cn = o(1). For the direct im-
plication, we select in (2.5.2) a test function ϕ with ϕˆ(j) = δ0,j . (For instance,
ϕˆ(ξ) = ψˆ(ξ)
sin(piξ)
piξ
with an arbitrary test function ψ ∈ D(R) such that ψˆ(0) = 1 satisfies these
requirements). Setting h = N ∈ Z, we obtain cN = 〈f(θ), e−iNθϕ(−θ)〉 =
o(1).
We are ready to discuss Tauberian theorems. The classical Fatou-Riesz
theorem for power series states that if F (z) =
∑∞
n=0 cnz
n is convergent on |z| <
1, has analytic continuation to a neighborhood of z = 1, and the coefficients
satisfy the Tauberian condition cn → 0, then
∑∞
n=0 cn converges to F (1).
The boundary behavior has been weakened [71, Prop. 14.3, p. 157] to local
pseudofunction boundary behavior of (F (z) − F (1))/(z − 1) near z = 1 (for
some suitable constant F (1)). As an application of Theorem 2.4.4, we can
further relax the Tauberian condition on the coefficients. We can also refine
a boundedness theorem of Korevaar [71, Prop. III.14.3, p. 157] by replacing
boundedness of the Taylor coefficients by a one-sided bound.
Theorem 2.5.2. Let F (z) =
∑∞
n=0 cnz
n be analytic on the unit disc D.
(i) Suppose the sequence {cn}∞n=0 is bounded from below. If
F (z)
z − 1 has pseudomeasure boundary behavior at z = 1,
then
∑N
n=0 cn = O(1).
(ii) Suppose that lim infn→∞ cn ≥ 0. If there is a constant F (1) such that
F (z)− F (1)
z − 1 has pseudofunction boundary behavior at z = 1,
then
∑∞
n=0 cn converges to F (1).
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Remark 2.5.3. The converses of Theorem 2.5.2(i) and Theorem 2.5.2(ii) triv-
ially hold: If
∑∞
n=0 cn = F (1) (
∑N
n=0 cn = O(1)), then the function (F (z) −
F (1))/(z− 1) (the function F (z)/(z− 1)) has global pseudofunction boundary
behavior (global pseudomeasure boundary behavior) on ∂D.
Proof. Set τ(x) =
∑
n≤x cn. Under the hypotheses of part (i), this function is
boundedly decreasing and it has Laplace transform
L{τ ; s} = 1− e
−s
s
· F (e
−s)
1− e−s , <e s > 0,
with pseudomeasure boundary behavior at s = 0 because analytic functions
are multipliers for local pseudomeasures. That the partial sums are bounded
follows from Theorem 2.2.1. In part (ii), τ is clearly very slowly decreasing and
L{τ ; s} − F (1)
s
=
1− e−s
s
· F (e
−s)− F (1)
1− e−s , <e s > 0,
has pseudofunction boundary behavior at s = 0. The conclusion
∑∞
n=0 cn =
limx→∞ τ(x) = F (1) then follows from Theorem 2.4.4.
The Katznelson-Tzafriri theorem [67, Thm. 2′, p. 317] allows one to con-
clude that an analytic function F (z) in ∂D has pseudofunction boundary be-
havior on ∂D from pseudofunction boundary behavior except at z = 1 plus the
additional assumption that the partial sums of its Taylor coefficients form a
bounded sequence. Extensions of this theorem were obtained in [1] and [71,
Sect. 13 and 14, Chap. III]. The ensuing theorem contains all of those results.
Indeed, Theorem 2.5.4 removes earlier unnecessary uniformity assumptions on
possible boundary singularity sets in a theorem by Allan, O’Farell, and Rans-
ford [1] (cf. also [71, Thm. III.14.5, p. 159]), and furthermore relaxes the
H1-boundary behavior to pseudofunction boundary behavior.
Theorem 2.5.4. Let F (z) =
∑∞
n=0 cnz
n be analytic in the unit disc D. Sup-
pose that there is a closed subset E ⊂ ∂D of null (linear) measure such that F
has local pseudofunction boundary behavior on ∂D\E, whereas for each eiθ ∈ E
the bound
N∑
n=0
cne
inθ = Oθ(1) (2.5.3)
holds. Then, F has pseudofunction boundary behavior on the whole ∂D, that
is, cn = o(1). In particular,
∑∞
n=0 cne
inθ0 converges at every point where there
is a constant F (eiθ0) such that
F (z)− F (eiθ0)
z − eiθ0
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has pseudofunction boundary behavior at z = eiθ0 ∈ ∂D, and moreover
∞∑
n=0
cne
inθ0 = F (eiθ0).
Proof. Since (2.5.3) implies that
F (z)
z − eiθ has pseudomeasure boundary behavior at e
iθ ∈ ∂D, (2.5.4)
the first assertion follows by combining Theorem 2.3.1 and Proposition 2.5.1.
For the last claim, since we now know that cn = o(1), we can suppose that
θ0 = 0 and, by splitting into real and imaginary parts, that the cn are real-
valued. The convergence of
∑∞
n=0 cn is thus a direct consequence of Theorem
2.5.2(ii).
We end this chapter with a comment about (2.5.3).
Remark 2.5.5. Naturally, Theorem 2.5.4 also holds if we replace (2.5.3) by
the weaker assumption (2.5.4) for each eiθ ∈ E. On the other hand, if the
coefficients {cn}∞n=0 are known to be bounded, then condition (2.5.4) becomes
equivalent to (2.5.3), as follows as in the proof of Theorem 2.5.2(i) by applying
Theorem 2.2.1 to the boundedly oscillating function τ(x) =
∑
n≤x cne
inθ.
Chapter 3
Optimal Tauberian
constant in Ingham’s
theorem
It is well known (see e.g. Theorem 2.4.10) that there is an absolute con-
stant C > 0 such that if the Laplace transform G(s) =
∫∞
0
ρ(x)e−sx dx of
a bounded function ρ has analytic continuation through every point of the
segment (−iλ, iλ) of the imaginary axis, then
lim sup
x→∞
∣∣∣∣∫ x
0
ρ(u) du−G(0)
∣∣∣∣ ≤ Cλ lim supx→∞ |ρ(x)|.
The best known value of the constant C was so far C = 2. In this chapter
we show that the inequality holds with C = pi/2 and that this value is best
possible. We also sharpen Tauberian constants in finite forms of other related
complex Tauberian theorems for Laplace transforms.
3.1 Introduction
The aim of this chapter is to generalize and improve the following Tauberian
theorem:
Theorem 3.1.1. Let ρ ∈ L∞[0,∞). Suppose that there is a constant λ > 0
such that its Laplace transform
G(s) = L{ρ; s} =
∫ ∞
0
ρ(x)e−sx dx
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has analytic continuation through every point of the segment (−iλ, iλ) of the
imaginary axis and set b = G(0). Then, there is an absolute constant C > 0
such that
lim sup
x→∞
∣∣∣∣∫ x
0
ρ(u)du− b
∣∣∣∣ ≤ Cλ lim supx→∞ |ρ(x)|. (3.1.1)
Theorem 3.1.1 is a Laplace transform version of the Fatou-Riesz theorem
[71, Chap. III] and is due to Ingham [52], who established the inequality
(3.1.1) with C = 6. The absolute constant was improved to C = 2 by Korevaar
[69] and Zagier [104] via Newman’s contour integration method. Vector-valued
variants of Theorem 3.1.1 have many important applications in operator theory,
particularly in semigroup theory; see, for example, Arendt and Batty [3], Chill
[16], and the book [4]. We also refer to the recent works [8, 17] for remainder
versions of Ingham’s theorem.
In Chapter 2 we have weakened the assumption of analytic continuation
on the Laplace transform in Theorem 3.1.1 to so-called local pseudofunction
boundary behavior of the analytic function (3.1.2), which includes as a particu-
lar instance L1loc-extension as well. The proof method given there (cf. Theorem
2.4.10) could actually yield better values for C than 2, although sharpness could
not be reached via that technique.
Our goal here is to find the optimal value for C. So, the central part of this
chapter is devoted to showing the ensuing sharp version of Theorem 3.1.1.
Theorem 3.1.2. Let ρ ∈ L∞[0,∞). Suppose that there is a constant b such
that L{ρ; s} − b
s
(3.1.2)
admits local pseudofunction boundary behavior on the segment (−iλ, iλ) of the
imaginary axis. Then, the inequality (3.1.1) holds with C = pi/2. Moreover,
the constant pi/2 cannot be improved.
That C = pi/2 is optimal in Theorem 3.1.2 will be proved in Subsection 3.2.2
by finding an extremal example of a function for which the inequality (3.1.1)
becomes equality. The Laplace transform of this example has actually analytic
extension to the given imaginary segment, showing so the sharpness of pi/2
under the stronger hypothesis of Theorem 3.1.1 as well. Our proof of Theorem
3.1.2 is considerably more involved than earlier treatments of the problem. It
will be given in Section 3.2 and is based on studying the interaction of our
extremal example with a certain extremal convolution kernel.
The rest of the chapter derives several important consequences from Theo-
rem 3.1.2. We shall use Theorem 3.1.2 to sharpen Tauberian constants in finite
forms of other complex Tauberian theorems. Section 3.3 deals with generaliza-
tions and corollaries of Theorem 3.1.2 under two-sided Tauberian conditions,
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while we study corresponding problems with one-sided Tauberian hypotheses
in Section 3.4. Our results can be regarded as general inequalities for functions
whose Laplace transforms have local pseudofunction boundary behavior on a
given symmetric segment of the imaginary axis in terms of their oscillation or
decrease moduli at infinity. In particular, we shall show the ensuing one-sided
version of Theorem 3.1.2 in Section 3.4.
Theorem 3.1.3. Let ρ ∈ L1loc[0,∞) be such that its Laplace transform is
convergent on the half-plane <e s > 0. If there is a constant b such that (3.1.2)
has local pseudofunction boundary behavior on (−iλ, iλ), then
lim sup
x→∞
∣∣∣∣∫ x
0
ρ(u)du− b
∣∣∣∣ ≤ Kλ max{− lim infx→∞ ρ(x), 0} (3.1.3)
with K = pi. The constant pi here is best possible.
We point out that Ingham obtained a much weaker version of Theorem
3.1.3 in [52, pp. 472–473] with constant
K = 8
(
pie2
2
∫ 1/2
0
sin2 x/x2 dx
− 1
)
≈ 182.91 (3.1.4)
in the inequality (3.1.3). We will deduce Theorem 3.1.3 from a corollary of The-
orem 3.1.2 (cf. Theorem 3.3.2) and the Graham-Vaaler sharp version of the
Wiener-Ikehara theorem [46]. We mention that Graham and Vaaler obtained
the optimal constants in the finite form of the Wiener-Ikehara theorem via
the analysis of extremal L1-majorants and minorants for the exponential func-
tion. For future reference, let us state their theorem here. Graham and Vaaler
state their theorem with the boundary hypothesis of continuous extension [46,
Thm. 10, p. 294], while Korevaar works with L1loc-boundary behavior [71,
Thm. III.5.4, p. 130]. Since pseudomeasure boundary behavior of L{dS; s}
at s = θ yields e−θxS(x) = O(1) via Proposition 5.2.11, a small adaptation
via a density argument in the proof given in [71, p. 130–131] shows that the
Graham-Vaaler theorem remains valid under the more general hypothesis of
local pseudofunction boundary behavior.
Theorem 3.1.4 (Graham-Vaaler). Let S(t) vanish for t < 0 and be non-
decreasing such that the Laplace-Stieltjes transform
L{dS; s} =
∫ ∞
0
e−stdS(t) converges for <e s > 1. (3.1.5)
1This proposition does not require the material from this chapter.
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Suppose there exists A such that L{dS; s}−A/(s−1) admits local pseudofunc-
tion boundary behavior on (1− iλ, 1 + iλ), then
2piA
λ(e2pi/λ − 1) ≤ lim inft→∞ e
−tS(t) ≤ lim sup
t→∞
e−tS(t) ≤ 2piA
λ(1− e−2pi/λ) , (3.1.6)
and these bounds cannot be improved.
3.2 Proof of Theorem 3.1.2
3.2.1 A reduction
We start by making some reductions. Define
τ(x) =
∫ x
0
ρ(u) du− b, x ≥ 0,
and set τ(x) = 0 for x < 0. The Laplace transform of τ is precisely the analytic
function (3.1.2). We have to show that if M > lim supx→∞ |ρ(x)|, then
lim sup
x→∞
|τ(x)| ≤ Mpi
2λ
. (3.2.1)
Denote as Lip(I;C) the set of all Lipschitz continuous functions on a interval
I with Lipschitz constant C. We obtain that there is X > 0 such that τ ∈
Lip([X,∞);M). Since Laplace transforms of compactly supported functions
are entire functions, the behavior of τ on a finite interval is totally irrelevant
for the local pseudofunction behavior of its Laplace transform. It is now clear
that Theorem 3.1.2 may be equivalently reformulated as follows, which is in
fact the statement that will be shown in this section.
Theorem 3.2.1. Let τ ∈ L1loc[0,∞) be such that τ ∈ Lip([X,∞);M) for
some sufficiently large X > 0. If there is λ > 0 such that L{τ ; s} admits
local pseudofunction boundary behavior on (−iλ, iλ), then (3.2.1) holds. The
constant pi/2 in this inequality is best possible.
Next, we indicate that we may set w.l.o.g. M = 1 and λ = 1 in Theorem
3.2.1. Indeed, suppose that we already showed the theorem in this case and
assume that τ satisfies the hypotheses of the theorem for arbitrary M and
λ. Then τ˜(x) = M−1λτ(λ−1x) satisfies the hypotheses of Theorem 3.2.1 with
M = 1 and λ = 1. Thus lim supx→∞ |τ˜(x)| ≤ pi/2, giving the desired result for
τ . Similarly if one finds some function showing that the result is sharp with
M = 1 and λ = 1, the same transformation would lead to the sharpness for
arbitrary M and λ.
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3.2.2 An example showing the optimality of the theorem
We now give an example for τ showing that Theorem 3.2.1 is sharp. The proof
of the theorem itself will largely depend on this example. Define
τ(x) =

0 if x ≤ 0,
x, if 0 ≤ x ≤ pi/2,
−x+Npi/2 if (N − 1)pi/2 ≤ x ≤ (N + 1)pi/2 for N ≡ 2 (mod 4),
x−Npi/2 if (N − 1)pi/2 ≤ x ≤ (N + 1)pi/2 for N ≡ 0 (mod 4),
where N stands above for a positive integer. Calculating its Laplace transform,
one finds
L{τ ; s} = 1
s2
− 2e
−pis/2
s2(1 + e−pis)
=
(1− e−pis/2)2
s2(1 + e−pis)
, <e s > 0,
which admits analytic continuation through the segment (−i, i), and thus has
local pseudofunction boundary behavior on this interval of the imaginary axis.
The function τ satisfies the hypotheses of Theorem 3.2.1 with M = 1 and λ = 1;
we have here lim supx→∞ |τ(x)| = pi/2. Hence the constant pi/2 in (3.2.1)
cannot be improved. If one wants an example for the sharpness of Theorem
3.1.2 (and Theorem 3.1.1), one may take the piecewise constant function ρ = τ ′
as such an example.
3.2.3 Analysis of a certain extremal function
The proof of the theorem will also depend on the properties of a certain ex-
tremal test function, namely,
K(x) =
2 cosx
pi2 − 4x2 .
This function has many remarkable properties in connection to several extremal
problems [78] and has already shown useful in Tauberian theory [53, 71]. Let us
collect some facts that are relevant for the proof of Theorem 3.2.1. Its Fourier
transform is
Kˆ(t) =
cos(pit/2) if |t| ≤ 1,0 if |t| ≥ 1.
It satisfies [71, Chap. III, Prop. 11.2]
2
∫ pi/2
−pi/2
K(x)dx =
∫ ∞
−∞
|K(x)|dx. (3.2.2)
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More important however, we need to know how this test function interacts with
a modified version of our supposed extremal example, which we will denote
throughout the rest of this section as
α(x) :=
(N + 1)pi/2− |x| if Npi/2 ≤ |x| ≤ (N + 2)pi/2 for N ≡ 0 (mod 4),−(N + 1)pi/2 + |x| if Npi/2 ≤ |x| ≤ (N + 2)pi/2 for N ≡ 2 (mod 4).
Lemma 3.2.2. We have
2
∫ pi/2
−pi/2
K(x)α(x) dx =
∫ ∞
−∞
|K(x)α(x)|dx and
∫ ∞
−∞
K(x)α(x)dx = 0.
Proof. Indeed, realizing that K(x)α(x) is positive when |x| < pi/2 and negative
otherwise, it suffices to show that the integral of K(x)α(x) on (−∞,∞) is 0, or
equivalently on (0,∞) since K(x)α(x) is even. We split the integral in intervals
of length pi/2. Let N ∈ N be divisible by 4. Then,∫ (N+1)pi/2
Npi/2
K(x)α(x)dx =
1
2pi
∫ (N+1)pi/2
Npi/2
(pi(N + 1)− 2x) cosx
pi + 2x
+
(pi(N + 1)− 2x) cosx
pi − 2x dx
=
1
2pi
∫ pi/2
0
(pi − 2x) cosx
(N + 1)pi + 2x
− (pi − 2x) cosx
(N − 1)pi + 2x dx,
and∫ (N+2)pi/2
(N+1)pi/2
K(x)α(x)dx =
1
2pi
∫ (N+2)pi/2
(N+1)pi/2
(pi(N + 1)− 2x) cosx
pi + 2x
+
(pi(N + 1)− 2x) cosx
pi − 2x dx
=
1
2pi
∫ 0
−pi/2
−(−pi − 2x) cosx
(N + 3)pi + 2x
+
−(−pi − 2x) cosx
(−N − 1)pi − 2x dx
=
1
2pi
∫ pi/2
0
(pi − 2x) cosx
(N + 3)pi − 2x −
(pi − 2x) cosx
(N + 1)pi − 2x dx.
Similarly,∫ (N+3)pi/2
(N+2)pi/2
K(x)α(x)dx =
1
2pi
∫ pi/2
0
(pi − 2x) cosx
(N + 3)pi + 2x
− (pi − 2x) cosx
(N + 1)pi + 2x
dx
and∫ (N+4)pi/2
(N+3)pi/2
K(x)α(x)dx =
1
2pi
∫ pi/2
0
(pi − 2x) cosx
(N + 5)pi − 2x −
(pi − 2x) cosx
(N + 3)pi − 2xdx.
Summing over all 4 pieces and over all N ≡ 0 (mod 4), we see that the sum
telescopes and that sum of the remaining terms for N = 0 add up to 0.
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Lemma 3.2.3. K ′/K and K are decreasing on (0, pi/2).
Proof. We need to show that (K ′/K)′ is negative on (0, pi/2), or, which amounts
to the same, that (logK)′′ is negative there. This is equivalent to showing that
logK is concave. It is thus sufficient to verify that K is concave on (0, pi/2).
We have for, x ∈ (0, pi/2),
K ′′(x) = − 1
2pi
∫ ∞
−∞
eixtt2Kˆ(t)dt = − 1
2pi
∫ 1
−1
t2 cos(xt) cos(pit/2)dt < 0.
The last calculation for K ′′ can easily be adapted to find that K ′(x) < 0 for
x ∈ (0, pi/2), hence K is decreasing there.
The next lemma can be shown by a simple computation.
Lemma 3.2.4. Let N ∈ N. The function K(x + Npi)/K(x) reaches an ex-
tremum at eN := pi(−N +
√
N2 − 1)/2 and is monotone on (−pi/2, eN ) and
(eN , pi/2).
3.2.4 Some auxiliary lemmas
We will also employ the following lemmas. The proof of the next lemma is
simple.
Lemma 3.2.5. Let µ be a positive measure on [a, b] and let φ be non-increasing.
Let f and g be functions such that∫
[a,b]
f(x)dµ(x) =
∫
[a,b]
g(x)dµ(x)
and there exists c ∈ [a, b] such that f(x) ≥ g(x) on [a, c] and f(x) ≤ g(x) on
(c, b]. Then, ∫
[a,b]
f(x)φ(x)dµ(x) ≥
∫
[a,b]
g(x)φ(x)dµ(x).
Proof. Subtracting g from both f and g, we may assume without loss of gen-
erality that g = 0. We get∫
[a,b]
f(x)φ(x)dµ(x) =
∫
[a,c]
f(x)φ(x)dµ(x) +
∫
(c,b]
f(x)φ(x)dµ(x)
≥
∫
[a,c]
f(x)φ(c)dµ(x) +
∫
(c,b]
f(x)φ(c)dµ(x)
= φ(c)
∫
[a,b]
f(x)dµ(x) = 0.
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Naturally, the above lemma can be adapted to treat negative measures µ
and non-decreasing functions φ and we will also refer to these adaptations as
Lemma 3.2.5.
We will use the ensuing class of functions for estimations.
Definition 3.2.6. We say that a function z is an upper pointed zig-zag function
on [−pi/2, pi/2] if there is a c ∈ [−pi/2, pi/2] such that z can be written as
z(x) =
(x− c) + z(c) if x ∈ [−pi/2, c],−(x− c) + z(c) if x ∈ [c, pi/2].
A function z is called lower pointed zig-zag if −z is upper pointed zig-zag.
The following lemma will be a key ingredient in our arguments. It will allow
us to work with piecewise linear functions instead of the more general Lipschitz
continuous functions with Lipschitz constant 1.
Lemma 3.2.7. Let I and s be constants such that∫ pi/2
−pi/2
(s− (x+ pi/2))K(x)dx ≤ I ≤
∫ pi/2
−pi/2
(s+ (x+ pi/2))K(x)dx (3.2.3)
and set
A =
{
f ∈ Lip([−pi/2, pi/2]; 1) | f(−pi/2) = s,
∫ pi/2
−pi/2
f(x)K(x)dx ≤ I
}
and
B =
{
z | z is upper pointed zig-zag, z(−pi/2) ≤ s,
∫ pi/2
−pi/2
z(x)K(x)dx = I
}
.
Then,
inf
f∈A
∫ pi/2
−pi/2
f(x)K(x+Npi)dx ≥ inf
z∈B
∫ pi/2
−pi/2
z(x)K(x+Npi)dx, (3.2.4)
if K(x+Npi) is negative on (−pi/2, pi/2), i.e., when N ≥ 2 is even.
Proof. We set Cf :=
∫ pi/2
−pi/2 f(x)K(x+Npi)dx. We may clearly assume that the
inequality regarding the integral in the definition of A is actually an equality.
By Lemma 3.2.4, there is eN such that K(x + Npi)/K(x) is non-increasing
on [−pi/2, eN ] and non-decreasing on [eN , pi/2]. Let f ∈ A arbitrary. We will
construct a zig-zag function z ∈ B for which Cf ≥ Cz. Let us first con-
sider j which is defined on [−pi/2, eN ] as the straight line with slope 1 such
that
∫ eN
−pi/2 f(x)K(x)dx =
∫ eN
−pi/2 j(x)K(x)dx and on (eN , pi/2] as the straight
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line with slope −1 such that ∫ pi/2
eN
f(x)K(x)dx =
∫ pi/2
eN
j(x)K(x)dx. The fact
that f ∈ Lip([−pi/2, pi/2]; 1) allows us to apply Lemma 3.2.5 to the posi-
tive measure K(x)dx and the non-increasing (resp. non-decreasing) function
K(x + Npi)/K(x) on the interval [−pi/2, eN ] (resp. [eN , pi/2]) to find that∫
f(x)K(x + Npi)dx ≥ ∫ j(x)K(x + Npi)dx on both intervals [−pi/2, eN ] and
[eN , pi/2]. Note that we must necessarily have j(−pi/2) ≤ f(−pi/2) = s, by the
Lipschitz continuity of f . The function j may not be a zig-zag function how-
ever, as j may have a discontinuity at eN . We set z = j on the interval where j
takes the lowest value at eN , i.e., if j(eN ) ≤ limx→e+N j(x) then we set z := j on
[−pi/2, eN ], otherwise we set z := j on [eN , pi/2]. Notice that in the first case
we have by construction that z(−pi/2) ≤ s and (in both cases) z(eN ) ≥ f(eN ).
We then extend z on the remaining interval as the unique upper pointed zig-zag
function such that
∫
f(x)K(x)dx =
∫
z(x)K(x)dx there and makes z a contin-
uous function at the point eN . As was the case for the case for the comparison
between j and f , one can use Lemma 3.2.5 (in exactly the same way) to compare
f and z and conclude that
∫
f(x)K(x+Npi)dx ≥ ∫ z(x)K(x+Npi)dx on both
intervals [−pi/2, eN ] and [eN , pi/2]; whence Cf ≥ Cz. From the construction it
is also clear that z(−pi/2) ≤ s and thus z ∈ B.
Lemma 3.2.7 has an obvious analogue when K(x + Npi) is positive on the
interval (−pi/2, pi/2), namely, when N ≥ 1 is odd. One then needs to replace in
the definition of B upper pointed zig-zag functions by lower pointed ones and
the inequality z(−pi/2) ≤ s needs to be reversed, and in the definition of A the
inequality regarding the integral also has to be reversed. The proof is basically
the same and will therefore be omitted. This analogue will also be referred to
as Lemma 3.2.7. We also note that it is easy to see that the infimum in (3.2.4)
with respect to the set B is in fact a minimum.
3.2.5 The actual proof
We now come to the proof of Theorem 3.2.1. We may modify τ on [0, X] in
any way we like because this does not affect the local pseudofunction behavior
of its Laplace transform. So, we assume that τ ∈ Lip(R; 1), namely,
|τ(x)− τ(y)| ≤ |x− y|, ∀x, y ∈ R. (3.2.5)
The Lipschitz continuity of τ gives the bound τ(x) = O(x), so that we can
view τ as a tempered distribution with support in [0,∞). As indicated in Sec-
tion 1.1, the local pseudofunction boundary behavior of the Laplace transform
L{τ ; s} on (−i, i) then yields (1.1.4) with U = (−1, 1). From here we can prove
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that τ is bounded2. In fact, select a non-negative test function φ ∈ S(R) with
Fourier transform supported in (−1, 1) and ∫∞−∞ φ(x)dx = 1. Applying (1.1.4)
and (3.2.5), we obtain3
|τ(h)| =
∣∣∣∣∫ ∞−∞(τ(h)− τ(x+ h))φ(x)dx+ o(1)
∣∣∣∣ ≤ ∫ ∞−∞ |xφ(x)|dx+o(1) = O(1).
Since we now know that τ ∈ L∞(R), we conclude that (τ ∗φ)(h) = o(1) actually
holds for all φ in the closure of F(D(−1, 1)), taken in the Banach space L1(R),
i.e., for every L1-function φ whose Fourier transform vanishes outside [−1, 1].
This means that we can take here the extremal kernel φ = K. Summarizing,
we have arrived to the key relation
lim
h→∞
∫ ∞
−∞
τ(x+ h)K(x)dx = 0. (3.2.6)
In the sequel, we only make use of (3.2.5) and (3.2.6).
The idea of the proof of the inequality
lim sup
x→∞
|τ(x)| ≤ pi
2
(3.2.7)
goes as follows. If τ(h) is ‘too large’, then the Lipschitz condition (3.2.5) forces
that a substantial portion of the integral
∫∞
−∞ τ(x+ h)K(x)dx comes from the
contribution of a neighborhood of the origin. If this is too excessive (τ(h) is
too large), the tails of the integral will not be able to compensate this excess
and the total integral will be large, violating the condition (3.2.6).
Let ε > 0 be a small number that will be specified later. Our analysis makes
use of the smooth function
f(y) :=
∫ pi/2
−pi/2
τ(x+ y)K(x)dx.
The function τ is bounded, so is f . We may modify τ on a finite interval in
such a fashion that (3.2.5) still holds and the global supremum of |f | stays
2This also follows directly from Theorem 2.2.1, where we have shown that a much weaker
one-sided Tauberian condition (bounded decrease) suffices to deduce boundedness. In the
case under consideration we have however a two-sided condition and the proof of the assertion
then becomes much easier and shorter.
3One obtains the bound lim supx→∞ |τ(x)| ≤
∫∞
−∞ |xφ(x)| dx, which, upon a density
argument, remains valid for all φ ∈ L1(R, (|x|+1)dx) such that ∫∞−∞ φ(x)dx = 1 and supp φˆ ⊆
[−1, 1]. Ingham obtained [52] lim supx→∞ |τ(x)| < 6 by choosing the Jackson kernel φ(x) =
96 sin4(x/4)/(pix4) and using an intermediate inequality (cf. [52, Lemma (II), p. 465]) for∫∞
−∞ |xφ(x)| dx. Explicit evaluation of the latter integral (cf. [68, Eq. (ii.b), p. 448])
however delivers the much better inequality lim supx→∞ |τ(x)| ≤ (12/pi)
∫∞
0 sin
4 x/x3dx =
(12 log 2)/pi ≈ 2.65.
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sufficiently close to its limit superior at infinity. Furthermore, changing τ in
this way does not affect our hypothesis (3.2.6). Thus, we assume
lim sup
y→∞
∣∣∣∣∣
∫ pi/2
−pi/2
τ(x+ y)K(x)dx
∣∣∣∣∣ ≥ supy∈R
∣∣∣∣∣
∫ pi/2
−pi/2
τ(x+ y)K(x)dx
∣∣∣∣∣− ε2 . (3.2.8)
Let us choose h > 0 such that∣∣∣∣∫ ∞−∞ τ(x+ h)K(x)dx
∣∣∣∣ ≤ ε (3.2.9)
and ∣∣∣∣∣
∫ pi/2
−pi/2
τ(x+ h)K(x)dx
∣∣∣∣∣
is ‘maximal’, i.e. (assuming w.l.o.g. that it is positive),
∫ pi/2
−pi/2
τ(x+ h)K(x)dx > sup
y∈R
∣∣∣∣∣
∫ pi/2
−pi/2
τ(x+ y)K(x)dx
∣∣∣∣∣− ε (3.2.10)
and
0 ≤ f ′(h) < ε
2pi
= εK(pi/2). (3.2.11)
That such a choice of h is possible simply follows from the fact that f is bounded
and (3.2.8). Indeed, assuming without loss of generality that the set of all h
such that (3.2.10) holds is infinite (the condition (3.2.8) ensures that it is non-
empty and unbounded), we have that either f has infinitely many local maxima
accumulating to ∞ on this set or that there is an neighborhood of ∞ where f
is increasing. In the latter case f would have a limit and lim infy→∞ f ′(y) = 0.
Let us now suppose that (3.2.7) does not hold, that is,
lim sup
x→∞
|τ(x)| > η + pi/2. (3.2.12)
for some η > 0. Our task in the rest of the section is to prove that (3.2.12)
conflicts with (3.2.9).
We choose β0 and β1 in such a way that∫ pi/2
−pi/2
τ(x+ h)K(x)dx =
∫ pi/2
−pi/2
(β0 + α(x))K(x)dx (3.2.13)
and
sup
y∈R
∣∣∣∣∣
∫ pi/2
−pi/2
τ(x+ y)K(x)dx
∣∣∣∣∣ =
∫ pi/2
−pi/2
(β1 + α(x))K(x)dx. (3.2.14)
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From (3.2.10), it follows that β0 > β1 − cε, where c = (
∫ pi/2
−pi/2K(x)dx)
−1 > 0.
We also have β1 > 0, as follows from (3.2.12) and (3.2.5). We actually have
the lower bound4
β1 > η. (3.2.15)
In fact, if y is a point where |τ(y)| > η′ + pi/2 with η′ > η, the Lipschitz
condition (3.2.5) implies that |τ(x+ y)| > η′ + α(x) and τ(x+ y) also has the
same sign as τ(y) for all x ∈ [−pi/2, pi/2]; hence, (3.2.14) yields (3.2.15).
Claim 2. Let h be chosen as above, then τ(h + pi/2) ≥ β0 − ε as well as
τ(h− pi/2) ≥ β0 − ε.
Indeed, the Lipschitz condition (3.2.5) implies that they cannot be both
smaller than β0, as (3.2.13) could otherwise not be realized. Suppose w.l.o.g
that τ(h− pi/2) < β0 − ε and τ(h+ pi/2) ≥ β0. We will show that this violates
the maximality assumption (3.2.11). We have
f ′(h) = −
∫ pi/2
−pi/2
τ(x+h)K ′(x)dx+ τ(pi/2 +h)K(pi/2)− τ(−pi/2 +h)K(−pi/2).
To prove the claim, it thus suffices to show that
∫ pi/2
−pi/2K
′(x)τ(x + h)dx ≤ 0.
Noting that
∫ pi/2
−pi/2K
′(x)(β0 + α(x))dx = 0 and subtracting β0 + α(x) from
τ(x + h), it would be sufficient to prove that there is no function ρ(x) such
that ρ(−pi/2) < 0, ρ is non-increasing on [−pi/2, 0], non-decreasing on [0, pi/2],∫ pi/2
−pi/2K
′(x)ρ(x)dx > 0 and
∫ pi/2
−pi/2K(x)ρ(x)dx = 0. Suppose that there is such
a function ρ. Since ρ(−pi/2) < 0, ρ is non-increasing on [−pi/2, 0] and K ′ is
positive on (−pi/2, 0), it follows that ∫ 0−pi/2 ρ(x)K ′(x)dx < 0. We set R as the
constant such that
∫ pi/2
0
ρ(x)K(x)dx = R
∫ pi/2
0
K(x)dx. We point out that we
have R ≥ 0 since ∫ pi/2−pi/2 ρ(x)K(x)dx = 0 and ∫ 0−pi/2 ρ(x)K(x)dx < 0, because
ρ is negative on (−pi/2, 0). We apply Lemma 3.2.5 with the positive measure
K(x)dx and the weight function φ(x) = K ′(x)/K(x) in order to compare the
function ρ with the constant function R on the interval [0, pi/2]. By Lemma
3.2.3 the function K ′(x)/K(x) is non-increasing and by the non-decreasing
property of ρ, we obtain∫ pi/2
0
K ′(x)ρ(x)dx ≤
∫ pi/2
0
RK ′(x)dx ≤ 0,
since K ′ is negative on (0, pi/2). We thus obtain
∫ pi/2
−pi/2K
′(x)ρ(x)dx ≤ 0, vio-
lating one of the properties ρ needed to satisfy. Hence ρ cannot exist and the
proof of the claim is complete.
4Here β1 depends on ε because of our assumption (3.2.8), but, in contrast, the constant
η is independent of it. The lower bound (3.2.15) then plays a role below.
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Let us now define the auxiliary function γ:
γ(x) :=

β0 + α(x) if |x| ≤ pi/2,
β1/2 + α(x) if pi/2 ≤ |x| ≤ pi,
β2 + α(x) if pi ≤ |x| ≤ 3pi/2,
β1 + α(x) in the other cases when α(x) ≥ 0,
−β1 + α(x) in the other cases when α(x) < 0,
where β2 is chosen in such a way that∫ pi/2
−pi/2
γ(x+ pi)K(x)dx = −
∫ pi/2
−pi/2
(β1 + α(x))K(x)dx. (3.2.16)
(Note that β2 = −5β1/2 < −β1.)
We intend to show that∫ ∞
−∞
τ(x+ h)K(x)dx ≥
∫ ∞
−∞
γ(x)K(x)dx > ε. (3.2.17)
This would conclude the proof as (3.2.9) is violated and lim supx→∞ |τ(x)| ≤
pi/2 must therefore hold.
We first prove that
∫∞
−∞ γ(x)K(x)dx > ε. Let
γ˜(x) :=
β1 + α(x) if α(x) ≥ 0,−β1 + α(x) if α(x) < 0.
It is clear that
∫∞
−∞ γ˜(x)K(x)dx = 0 due to Lemma 3.2.2 and (3.2.2). A small
computation gives∫ 3pi/2
pi/2
(γ(x)− γ˜(x))K(x)dx = 48piβ1
∫ pi/2
0
x cosx
(pi2 − 4x2)(9pi2 − 4x2) dx
> b = 48piη
∫ pi/2
0
x cosx
(pi2 − 4x2)(9pi2 − 4x2) dx,
where we have used (3.2.15). All involved functions are even, so
∫ −pi/2
−3pi/2(γ(x)−
γ˜(x))K(x)dx > b. The only other contribution for
∫∞
−∞(γ(x) − γ˜(x))K(x)dx
comes from the interval [−pi/2, pi/2] and it is precisely (β0−β1)
∫ pi/2
−pi/2K(x)dx >
−ε. We obtain ∫∞−∞ γ(x)K(x)dx > 2b− ε, which gives the second inequality in
(3.2.17) if we choose ε < b, as we may do.
The proof will be complete if we show the first inequality of (3.2.17). It is
clear that the inequality∫
J
τ(x+ h)K(x)dx ≥
∫
J
γ(x)K(x)dx (3.2.18)
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holds (as an equality, cf. (3.2.13)) if we restrict the domain of integration to
J = [−pi/2, pi/2]. We will extend the domain of the integration in (3.2.18) to
J = [−pi/2, Npi/2] for all N . The arguments we will give will be symmetrical
(see also Claim 2) and it can be readily seen that they work to get the inequality
(3.2.18) on all intervals of the form J = [−Npi/2, Npi/2]. Thus, since N can
be chosen arbitrarily large, it then suffices to prove (3.2.18) if the intervals of
integration are J = [−pi/2, Npi/2].
By Claim 2, we have that
τ(h+ pi/2) > β0 − ε > β1/2 (3.2.19)
if ε is small enough. In fact, using (3.2.15), the choice ε < η/(2c+ 2) suffices.
By the Lipschitz condition (3.2.5) and (3.2.19), we obtain that τ(x+h) > γ(x)
on the interval [pi/2, pi], and, combining this with the fact that K is positive on
this interval, we see that (3.2.18) also holds on J = [pi/2, pi] and hence on the
interval J = [−pi/2, pi].
For the next interval we consider I = − ∫ pi/2−pi/2(β1 + α(x))K(x)dx and s =
τ(h+pi/2) and apply Lemma 3.2.7. Notice that I ≤ ∫ pi/2−pi/2 τ(x+h+pi)dx, due
to (3.2.14). (It could still happen that s is so large that the hypothesis for the
lower bound (3.2.3) for I in Lemma 3.2.7 is not fulfilled. If this is the case we
pick for z the lower pointed zig-zag function with z(pi/2) = s and slope −1 on
the interval [pi/2, 3pi/2]. The proof then goes along similar lines with only mild
adjustments.) We obtain a lower pointed zig-zag function z(x) on [pi/2, 3pi/2]
with starting point z(pi/2) ≥ τ(h + pi/2) such that ∫ pi/2−pi/2 z(x + pi)K(x)dx =
− ∫ pi/2−pi/2(β1 + α(x))K(x)dx and∫ 3pi/2
pi/2
τ(x+ h)K(x)dx ≥
∫ 3pi/2
pi/2
z(x)K(x)dx.
Taking into account (3.2.19) and (3.2.16), we have z(pi/2) > γ(pi/2) and∫ pi/2
−pi/2 z(x + pi)K(x)dx =
∫ pi/2
−pi/2 γ(x + pi)K(x)dx. We can then use Lemma
3.2.5 to compare the functions z(x + pi) and γ(x + pi) with respect to the (by
Lemma 3.2.4) non-increasing function K(x+pi)/K(x) and the positive measure
K(x)dx on the interval [−pi/2, pi/2]. This yields the inequality∫ 3pi/2
pi/2
z(x)K(x)dx ≥
∫ 3pi/2
pi/2
γ(x)K(x)dx,
establishing (3.2.18) on [pi/2, 3pi/2] and thus also on [−pi/2, 3pi/2].
Let us now show (3.2.18) for the remaining intervals. We proceed by induc-
tion. Suppose we have already shown (3.2.18) for the intervals [−pi/2, L′pi/2],
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where L′ is a positive integer and L′ < L. Suppose w.l.o.g. that K(x) is
negative on ((L− 1)pi/2, Lpi/2). (The other case can be treated analogously.)
First let L be even and set s := τ(h + (L − 1)pi/2). If s ≤ β1, the
induction hypothesis on [−pi/2, (L − 1)pi/2], the Lipschitz condition (3.2.5),
and the fact that K is negative on ((L − 1)pi/2, Lpi/2) imply (3.2.18) on
J = [−pi/2, Lpi/2]. If s > β1, (3.2.18) on [−pi/2, Lpi/2] follows from the Lip-
schitz condition (3.2.5), the induction hypothesis on [−pi/2, (L − 2)pi/2], and
the fact that
∫ Lpi/2
(L−2)pi/2K(x)dx is positive (since 1/(4x
2−pi2) is decreasing and
K is non-negative on [(L− 2)pi/2, (L− 1)pi/2]). Indeed,∫ Lpi/2
−pi/2
τ(x+ h)K(x)dx ≥
∫ (L−2)pi/2
−pi/2
γ(x)K(x)dx
+
∫ Lpi/2
(L−2)pi/2
(s+ x− (L− 1)pi/2)K(x)dx
≥
∫ Lpi/2
−pi/2
γ(x)K(x)dx+ (s− β1)
∫ Lpi/2
(L−2)pi/2
K(x)dx
≥
∫ Lpi/2
−pi/2
γ(x)K(x)dx.
Finally let L be odd. We now set s := τ(h + (L − 2)pi/2). We treat
the subcase s < β1 first. We claim that the (3.2.18) holds on the interval
J = [(L − 2)pi/2, Lpi/2]. By Lemma 3.2.7 (If the upper bound (3.2.3) is not
satisfied, we pick z such that z(−pi/2) = s and has slope 1 on [−pi/2, pi/2]. The
proof then only changes mildly.), there is an upper pointed zig-zag function
z(x) on the interval [−pi/2, pi/2] with z(−pi/2) < β1,∫ pi/2
−pi/2
z(x)K(x)dx =
∫ pi/2
−pi/2
(β1 + α(x))K(x)dx, (3.2.20)
and ∫ Lpi/2
(L−2)pi/2
τ(x+ h)K(x)dx ≥
∫ pi/2
−pi/2
z(x)K(x+ (L− 1)pi/2)dx. (3.2.21)
This can be further estimated by∫ pi/2
−pi/2
z(x)K(x+ (L− 1)pi/2)dx ≥
∫ pi/2
−pi/2
j(x)K(x+ (L− 1)pi/2)dx, (3.2.22)
where j is the jump function
j(x) :=
z(−pi/2) + (x+ pi/2) if x ≤ 02β1 − z(−pi/2) + pi/2− x if x > 0. (3.2.23)
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Indeed, notice that
∫ pi/2
−pi/2 j(x)K(x)dx =
∫ pi/2
−pi/2(β1 + α(x))K(x)dx and j(x) =
z(x) on the interval [−pi/2, 0], because the zig-zag function z attains its peak
value on (0, pi/2] (otherwise (3.2.20) could not be realized due to z(−pi/2) < β1).
Hence (3.2.22) follows by applying Lemma 3.2.5 with respect to the (by Lemma
3.2.4) non-decreasing functionK(x+(L−1)pi/2)/K(x) and the positive measure
K(x)dx on the interval [0, pi/2]. Moreover,
∫ pi/2
−pi/2
j(x)K(x+ (L− 1)pi/2)dx ≥
∫ pi/2
−pi/2
(β1 + α(x))K(x+ (L− 1)pi/2)dx,
(3.2.24)
as follows from K(−x + (L − 1)pi/2) ≤ K(x + (L − 1)pi/2) for 0 ≤ x ≤ pi/2.
Hence (3.2.18) holds on [(L−2)pi/2, Lpi/2] and thus, by applying the induction
hypothesis on [−pi/2, (L− 2)pi/2], also on [−pi/2, Lpi/2].
Now let s ≥ β1. By Lemma 3.2.7 there is an upper pointed zig-zag function
z(x) on [−pi/2, pi/2] such that (3.2.20), (3.2.21), and z(−pi/2) ≤ s hold. Notice
that the lower bound (3.2.3) has to be satisfied; otherwise the Lipschitz condi-
tion (3.2.5) and (3.2.14) would force a contradiction. If z(−pi/2) < β1, we can
proceed exactly in the same way as in the previous subcase via the auxiliary
jump function (3.2.23) and show that (3.2.22) and (3.2.24) hold (all we needed
there was z(−pi/2) < β1); thus, leading again to (3.2.18) on [−pi/2, Lpi/2]. Sup-
pose then that β1 ≤ z(−pi/2) ≤ s. Notice that the integral equality (3.2.20),
together with β1 ≤ z(−pi/2), implies that the peak of z must necessarily occur
at some point of the interval [−pi/2, 0]; therefore, z(x− (L− 1)pi/2)) ≤ γ(x) on
[(L− 1)pi/2, Lpi/2]. We obtain
∫ Lpi/2
−pi/2
τ(x+ h)K(x)dx ≥
∫ (L−2)pi/2
−pi/2
τ(x+ h)K(x)dx
+
∫ Lpi/2
(L−2)pi/2
z(x− (L− 1)pi/2)K(x)dx
≥
∫ (L−3)pi/2
−pi/2
γ(x)K(x)dx+
∫ Lpi/2
(L−1)pi/2
γ(x)K(x)dx
+
∫ (L−2)pi/2
(L−3)pi/2
(s+ (x− (L− 2)pi/2))K(x)dx
+
∫ (L−1)pi/2
(L−2)pi/2
(s+ (x− (L− 2)pi/2))K(x)dx
≥
∫ Lpi/2
−pi/2
γ(x)K(x)dx
+ (s− β1)
∫ pi/2
−pi/2
K(x+ (L− 2)pi/2)dx.
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Continuing the estimate∫ Lpi/2
−pi/2
τ(x+ h)K(x)dx ≥
∫ Lpi/2
−pi/2
γ(x)K(x)dx.
Here we have used the induction hypothesis on [−pi/2, (L−3)pi/2], the inequal-
ity (3.2.21), the Lipschitz condition (3.2.5), the fact that K is non-negative on
((L− 3)pi/2, (L− 2)pi/2), and ∫ pi/2−pi/2K(x+ (L− 2)pi/2)dx > 0 (1/(4x2 − pi2) is
decreasing).
We have shown (3.2.18) on all required intervals and therefore the proof of
(3.2.7) is complete.
3.2.6 Vector-valued functions
It turns out that Theorem 3.2.1 (and hence also Theorem 3.1.2) remains valid
for functions with values in a Banach space. As our proof for the scalar-valued
version cannot be directly generalized, we discuss here a simple approach to
treat the vector-valued case. We first need a definition.
Definition 3.2.8. A family {Gν}ν∈J of analytic functions on the half-plane
<es > 0 is said to have uniform local pseudofunction boundary behavior on the
boundary open subset iU if each Gλ has local distributional boundary values
there and the boundary distributions
lim
σ→0+
Gν(σ + it) = gν(t) (in D′(U))
satisfy
lim
|x|→∞
ϕ̂gν(x) = 0 uniformly for ν ∈ J,
for each (fixed) ϕ ∈ D(U).
Our method from Subsection 3.2.5 yields the ensuing uniform result.
Lemma 3.2.9. Let {τν}ν∈J be a family of functions being in Lip([0,∞);M)
for every ν ∈ J . If there is λ > 0 such that the family of Laplace transforms
L{τν ; s} have uniform local pseudofunction boundary behavior on (−iλ, iλ),
then
lim sup
x→∞
sup
ν∈J
|τν(x)| ≤ Mpi
2λ
.
The notion of local pseudofunction boundary behavior immediately extends
to analytic functions with values in Banach spaces. We then have,
62 3 – Optimal Tauberian constant in Ingham’s theorem
Theorem 3.2.10. Let E be a Banach space and let τ : [0,∞) → E be locally
(Bochner) integrable such that, for some sufficiently large X > 0,
‖τ (x)− τ (y)‖E ≤M |x− y|, for all x, y ≥ X. (3.2.25)
If the Laplace transform L{τ ; s} has local pseudofunction boundary behavior
on (−iλ, iλ) for some λ > 0, then
lim sup
x→∞
‖τ (x)‖E ≤ Mpi
2λ
.
Proof. We may assume that (3.2.25) holds for all x, y ∈ [0,∞). Denote as E′
the dual space of E. Applying Lemma 3.2.9 to the family of functions
τe∗(x) = 〈e∗, τ (x)〉,
indexed by e∗ in the unit ball B of E′, we obtain from the Hahn-Banach
theorem
lim sup
x→∞
‖τ (x)‖E = lim sup
x→∞
sup
e∗∈B
|τe∗(x)| ≤ Mpi
2λ
.
3.3 Some generalizations
We now discuss some generalizations and consequences of Theorem 3.2.1. We
start with a general inequality for functions whose Laplace transforms have
local pseudofunction behavior on a given symmetric segment of the imaginary
axis.
Given a function τ and a number δ > 0, define its oscillation modulus (at
infinity) as the non-decreasing function
Ψ(δ) := Ψ(τ, δ) = lim sup
x→∞
sup
h∈[0,δ]
|τ(x+ h)− τ(x)|.
The oscillation modulus is involved in the definition of many familiar and im-
portant Tauberian conditions. For example, we recall that a function τ is
boundedly oscillating precisely when Ψ is finite for some δ, while it is slowly
oscillating if Ψ(0+) = limδ→0+ Ψ(δ) = 0. Since Ψ is subadditive, it is fi-
nite everywhere whenever τ is boundedly oscillating. We also remind the
reader that a function is R-slowly oscillating (regularly slowly oscillating) if
lim supδ→0+ Ψ(δ)/δ < ∞. Since Ψ is subadditive, it is easy to see the latter
implies that Ψ is right differentiable at δ = 0 and indeed
Ψ′(0+) = sup
δ>0
Ψ(δ)
δ
.
Observe that if τ ∈ Lip([X,∞),M), then Ψ′(0+) ≤M .
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Theorem 3.3.1. Let τ ∈ L1loc[0,∞) be such that
L{τ ; s} =
∫ ∞
0
τ(x)e−sxdx converges for <e s > 0 (3.3.1)
and admits local pseudofunction boundary behavior on the segment (−iλ, iλ).
Then,
lim sup
x→∞
|τ(x)| ≤ inf
δ>0
(
1 +
pi
2δλ
)
Ψ(δ). (3.3.2)
Furthermore, if τ is R-slowly oscillating, then
lim sup
x→∞
|τ(x)| ≤ piΨ
′(0+)
2λ
. (3.3.3)
Proof. We can of course assume that τ is boundedly oscillating; otherwise the
right side of (3.3.2) is identically infinity and the inequality trivially holds.
We follow an idea of Ingham [52] and reduce our problem to an application of
Theorem 3.2.1. Fix δ and let M > Ψ(δ) be arbitrary but also fixed. There is
X > 0 such that
|τ(x)− τ(y)| < M, for all x ≥ X and x ≤ y ≤ x+ δ.
Define
τδ(x) =
1
δ
∫ x+δ
x
τ(u)du. (3.3.4)
for x ≥ X and τδ(x) = 0 otherwise. Then,
|τδ(x+ h)− τδ(x)| ≤ 1
δ
∫ x+h
x
|τ(u+ δ)− τ(u))|du ≤ M
δ
h, x ≥ X, h ≥ 0,
that is, τδ ∈ Lip([X,∞);M/δ). Its Laplace transform is given by
L{τδ; s} = e
δs − 1
δs
L{τ ; s}+ entire function, <e s > 0,
and hence also has local pseudofunction boundary behavior on (−iλ, iλ). The-
orem 3.2.1 implies that
lim sup
x→∞
1
δ
∣∣∣∣∣
∫ x+δ
x
τ(u)du
∣∣∣∣∣ ≤ Mpi2δλ .
Therefore,
lim sup
x→∞
|τ(x)| ≤ Mpi
2δλ
+ lim sup
x→∞
1
δ
∫ x+δ
x
|τ(u)− τ(x)|du ≤
(
1 +
pi
2δλ
)
M,
whence (3.3.2) follows.
Assume now that τ is R-slowly oscillating. Then,
lim sup
x→∞
|τ(x)| ≤ lim
δ→0+
(
1 +
pi
2δλ
)
Ψ(δ) =
piΨ′(0+)
2λ
.
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It should be noticed that the inequalities (3.3.2) and (3.3.3) are basically
sharp in the following sense. If we take as τ the example from Subsection 3.2.2,
one has for this function Ψ′(0) = 1 and
pi
2
= lim sup
x→∞
|τ(x)| = inf
δ>0
(
1 +
pi
2δ
)
Ψ(δ),
which shows that the constant pi/2 in (3.3.2) and (3.3.3) is optimal.
The next result improves another Tauberian theorem of Ingham5 (cf. [52,
Thm. I, p. 464]). It plays an important role for our treatment of one-sided
Tauberian conditions in the following section.
Theorem 3.3.2. Let τ be of local bounded variation, vanish on (−∞, 0), have
convergent Laplace transform (3.3.1), and satisfy the Tauberian condition
lim sup
x→∞
e−θx
∣∣∣∣∫ x
0−
eθudτ(u)
∣∣∣∣ =: Θ <∞, (3.3.5)
for some θ > 0. If L{τ ; s} has local pseudofunction boundary behavior on
(−iλ, iλ), then
lim sup
x→∞
|τ(x)| ≤
(
1 +
θpi
2λ
)
Θ. (3.3.6)
Proof. We apply our method from the proof of Corollary 2.4.13, but taking
into account the sharp value pi/2 in Theorem 3.1.2. Define
ρ(x) = e−θx
∫ x
0−
eθudτ(u).
Integrating by parts,
τ(x) = ρ(x) + θ
∫ x
0
ρ(u)du. (3.3.7)
The relation (3.3.5) is the same as lim supx→∞ |ρ(x)| ≤ Θ. Thus, using The-
orem 3.1.2 and (3.3.7), the inequality (3.3.6) would follow if we verify that
L{ρ; s}/s has local pseudofunction boundary behavior on (−iλ, iλ). For it,
notice we have that L{ρ; s}
s
=
L{τ ; s}
s+ θ
.
The function 1/(s + θ) is C∞ on <e s = 0, and thus a multiplier for local
pseudofunctions. This shows that L{ρ; s}/s has local pseudofunction boundary
behavior on (−iλ, iλ), as required.
Remark 3.3.3. The constants pi/2 and 1 in Theorem 3.3.2 are also optimal
in the sense that if
lim sup
x→∞
|τ(x)| ≤
(
L+
θM
λ
)
Θ, (3.3.8)
5Ingham’s result is lim supx→∞ |τ(x)| ≤ 2(1 + 3θ/λ)Θ.
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holds for all θ and all functions satisfying the hypotheses of the theorem, then
M ≥ pi/2 and L ≥ 1. To see this, take as τ again the example from Subsection
3.2.2. (As usual, we normalize the situation with λ = 1.) For this function, we
have
Θ = lim sup
x→∞
e−θx
∣∣∣∣∫ x
0
eθuτ ′(u)du
∣∣∣∣ = epiθ − 1θ(1 + epiθ) .
Inserting this in (3.3.8), we obtain
pi
2
≤
(
L
θ
+M
)
epiθ − 1
1 + epiθ
,
which gives M ≥ pi/2 after taking θ →∞ and L ≥ 1 after taking θ → 0+.
We end this section with an improved version of Theorem 3.1.2 where one
allows a closed null boundary subset of possible singularities for the Laplace
transform. We remark that Theorem 3.3.4 improves a theorem of Arendt and
Batty from [3] and that these kinds of Tauberian results have been extensively
applied in the study of asymptotics of C0-semigroups; see [4, Chap. 4] for an
overview of results, especially when the singular set E is countable and one
has the stronger hypothesis of analytic continuation. Theorem 3.3.4 follows
immediately by combining Theorem 3.1.2 and our characterization of local
pseudofunctions, Theorem 2.3.1.
Theorem 3.3.4. Let ρ ∈ L1loc[0,∞) have convergent Laplace transform on
<e s > 0. Suppose that there are λ > 0, a closed null set 0 6∈ E ⊂ R such that
sup
x>0
∣∣∣∣∫ x
0
ρ(u)e−itudu
∣∣∣∣ < Mt <∞ for each t ∈ E ∩ (−λ, λ), (3.3.9)
and a constant b such that L{ρ; s} − b
s
(3.3.10)
has local pseudofunction boundary behavior on (−iλ, iλ) \ iE. Then,
lim sup
x→∞
∣∣∣∣∫ x
0
ρ(u)du− b
∣∣∣∣ ≤ pi2λ lim supx→∞ |ρ(x)|.
Remark 3.3.5. What we have shown in Theorem 2.3.1 is that if (3.3.9) holds
on the closed null exceptional set, then actually (3.3.10) has local pseudofunc-
tion boundary behavior on the whole segment (−iλ, iλ). This consideration
becomes very meaningful when one works with stronger boundary conditions.
For example, if (3.3.10) is regular at every point of (−iλ, iλ) \ iE and (3.3.9) is
satisfied, then iE may still be a singular set for analytic continuation, though
iE becomes no longer singular for local pseudofunction boundary behavior.
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Remark 3.3.6. It is important to notice that, in view of Theorem 3.2.10, all
results from this section admit immediate generalizations for functions with
values in Banach spaces. We leave the formulation of such vector-valued ver-
sions to the reader. For Theorem 3.3.4, note that the proof of Theorem 2.3.1
also applies to obtain a corresponding characterization of Banach space valued
local pseudofunctions.
3.4 One-sided Tauberian hypotheses
We study in this section Ingham type Tauberian theorems with one-sided
Tauberian conditions. We begin with a one-sided version of Theorem 3.2.1.
Theorem 3.4.1. Let τ ∈ L1loc[0,∞). Suppose there are constants M,X > 0
such that τ(x) +Mx is non-decreasing on [X,∞). If
L{τ ; s} =
∫ ∞
0
τ(x)e−sxdx converges for <e s > 0 (3.4.1)
and admits local pseudofunction boundary behavior on the segment (−iλ, iλ),
then
lim sup
x→∞
|τ(x)| ≤ Mpi
λ
. (3.4.2)
The constant pi in (3.4.2) is best possible.
Proof. We combine Ingham’s idea from [52, pp. 472–473] with the Graham-
Vaaler sharp version of the Wiener-Ikehara theorem [46] and Theorem 3.3.2.
Let θ > 0. We may assume that X = 0. Also notice that since τ(x)+Mx is non-
decreasing, τ is of local bounded variation. Our Tauberian assumption on τ is
that dτ(x)+Mdx is a positive measure on [0,∞). Consider the non-decreasing
function S(x) =
∫ x
0− e
uθ(dτ(u) +Mdu). Its Laplace-Stieltjes transform is
L{dS; s} = (s− θ)L{τ ; s− θ}+ M
s− θ , <e s > θ,
and hence
L{dS; s} − M
s− θ
has local pseudofunction pseudofunction boundary behavior on (θ− iλ, θ+ iλ).
The Graham-Vaaler Theorem 3.1.4 yields
2piθ/λ
e2piθ/λ − 1
M
θ
≤ lim inf
x→∞ e
−θxS(x) ≤ lim sup
x→∞
e−θxS(x) ≤ 2piθ/λ
1− e−2piθ/λ
M
θ
.
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Consequently,
lim sup
x→∞
e−θx
∣∣∣∣∫ x
0−
euθdτ(u)
∣∣∣∣
≤ M
θ(e2piθ/λ − 1) max{e
2piθ/λ − 1− 2piθ/λ, e2piθ/λ2piθ/λ− e2piθ/λ + 1}
=
M(e2piθ/λ2piθ/λ− e2piθ/λ + 1)
θ(e2piθ/λ − 1) .
Applying Theorem 3.3.2 and setting u = 2piθ/λ, we obtain
lim sup
x→∞
|τ(x)| ≤ piM
λ
(
1 +
u
4
) 2(ueu − eu + 1)
u(eu − 1) .
This inequality is valid for all u > 0. Taking the limit as u → 0+, we obtain
(3.4.2). The optimality of the constant pi is shown in Example 3.4.3 below.
Theorem 3.1.3 is an immediate corollary of Theorem 3.4.1 (except for the
sharpness of pi there that is checked below). The next generalization of The-
orem 3.4.1 can be shown via the simple reduction used in the Theorem 3.3.1.
Define the decrease modulus (at infinity) of a function τ as the non-decreasing
subadditive function
Ψ−(δ) := Ψ−(τ, δ) = − lim inf
x→∞ infh∈[0,δ]
τ(x+ h)− τ(x), δ > 0.
Notice Ψ− is non-negative. Recall that a function τ is boundedly decreasing
if Ψ−(δ) is finite for some (and hence all) δ > 0 and slowly decreasing if
Ψ−(0+) = 0. We shall τ R-slowly decreasing (regularly slowly decreasing) if
Ψ′−(0
+) = sup
δ>0
Ψ−(δ)
δ
<∞.
Theorem 3.4.2. Let τ ∈ L1loc[0,∞) be such that (3.4.1) holds. If L{τ ; s}
admits local pseudofunction boundary behavior on the segment (−iλ, iλ), then
lim sup
x→∞
|τ(x)| ≤ inf
δ>0
(
1 +
pi
δλ
)
Ψ−(δ). (3.4.3)
Furthermore, if τ is R-slowly decreasing, then
lim sup
x→∞
|τ(x)| ≤ piΨ
′
−(0
+)
λ
. (3.4.4)
Proof. Fix δ and let M > Ψ−(δ). The function (3.3.4) satisfies that τδ(x) +
Mx/δ is non-decreasing for all x ≥ X, when X > 0 is sufficiently large. Ap-
plying Theorem 3.4.1 to it, we get
lim sup
x→∞
1
δ
∣∣∣∣∣
∫ x+δ
x
τ(u)du
∣∣∣∣∣ ≤ Mpiδλ .
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Now, τ(x) ≤ τδ(x)+M and τδ(x)−M ≤ τ(x+δ) for x ≥ X, whence we obtain
(3.4.3). The inequality (3.4.4) follows from (3.4.3) if τ is additionally R-slowly
decreasing.
Let us now give two examples for the optimality of Theorem 3.4.1 and
Theorem 3.1.3.
Example 3.4.3. Let
τ(x) =

0 if x ≤ 0,
−x if 0 ≤ x ≤ 1,
−x+N if N − 1 ≤ x ≤ N + 1 for even N.
(3.4.5)
Calculating its Laplace transform, one gets
L{τ ; s} = − 1
s2
+
2e−s
s(1− e−2s) , <e s > 0, (3.4.6)
which admits analytic extension to (−ipi, ipi), and thus also has local pseudo-
function boundary behavior on that boundary segment. Since M = 1, λ = pi,
and lim supx→∞ |τ(x)| = 1, the inequality (3.4.2) cannot hold with a better
value than pi. An appropriate transformation of this example will then show
the sharpness for arbitrary M and λ.
Example 3.4.4. To show the sharpness of (3.1.3) in Theorem 3.1.3, it suffices
to construct a sequence of bounded functions with the properties: supp ρn ⊆
[0,∞), lim infx→∞ ρn(x) = −1, their Laplace transforms L{ρn; s} have analytic
extension to (−ipi, ipi) with L{ρn; 0} = 0, and
lim
n→∞ lim supx→∞
∣∣∣∣∫ x
0
ρn(u)du
∣∣∣∣ = 1. (3.4.7)
We consider smooth versions of the (distributional) derivative of τ given by
(3.4.5). Let ψ ∈ S(R) be a non-negative test function such that suppψ ⊆ (1, 3)
and
∫∞
−∞ ψ(x)dx = 1. Set ψn(x) = nψ(nt) and
ρn(x) = (ψn ∗ dτ)(x) = −
∫ x
0
ψn(u)du+ 2
∞∑
k=0
ψn(x− 2k − 1).
The smooth functions ρn are all supported in [0,∞) and clearly
lim inf
x→∞ ρn(x) = minx∈R
ρn(x) = −1.
Furthermore, using (3.4.6), their Laplace transforms L{ρ; s} extend to (−ipi, ipi)
analytically as
L{ρn; it} = ψˆ(t/n)
(
− 1
it
+
2e−it
1− e−2it
)
, t ∈ (−pi, pi),
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and L{ρn; 0} = ψˆ(0) · 0 = 0. Also,∫ x
0
ρn(u)du = (ψn ∗ τ)(x).
Since τ is uniformly continuous on any closed set R\(⋃n∈N(2n+1−ε, 2n+1+ε)),
we have that ψn ∗ τ converges uniformly to τ on any closed set R \ (
⋃
n∈N(2n+
1− ε, 2n+ 1 + ε)). Therefore, (3.4.7) holds.
Remark 3.4.5. We can also use our convolution method from Chapter 2 to
get a value for the constant in Theorem 3.4.1. Although the optimal constant
pi seems then to be out of reach, that simple method delivers a much better
constant than Ingham’s (cf. (3.1.4)). For example, we discuss here how to
obtain the weak inequality
lim sup
x→∞
|τ(x)| ≤ 4.1M
λ
under the assumptions of Theorem 3.4.1. As was the case for the two-sided
Tauberian condition, we may suppose that M = λ = 1 by an appropriate trans-
formation. The Tauberian condition implies that τ is boundedly decreasing.
Hence, we deduce from Theorem 2.2.1 that τ is bounded near∞. We may then
suppose without loss of generality that τ ∈ L∞(R). We may also assume that
the Tauberian condition holds globally, that is,
τ(x+ h)− τ(x) ≥ −h, for all x ∈ R and h ≥ 0. (3.4.8)
We let S := lim supx→∞ |τ(x)|. As in the proof of Theorem 3.2.1 (see Subsec-
tion 3.2.5), the local pseudofunction boundary behavior of the Laplace trans-
form translates into ∫ ∞
−∞
τ(x+ h)φ(x)dx = o(1),
for all φ ∈ L1(R) whose Fourier transform vanishes outside the interval [−1.1].
We pick the Fe´jer kernel
φ(x) =
(
sin (x/2)
x/2
)2
.
Suppose that S > 4.1. Let ε > 0 be a sufficiently small constant; more precisely,
we choose it such that
9.79 ≈ 2
∫ 5.85
−2.35
φ(x)dx > (1 + ε/(S − 4.1))
∫ ∞
−∞
φ(x)dx = 2pi(1 + ε/(S − 4.1))
and
25.77 ≈
∫ 5.85
−2.35
(8.2− (x+ 2.35))φ(x)dx > 4.1
∫ ∞
−∞
φ(x)dx+ ε ≈ 25.76 + ε.
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Then there exists Y such that
∫∞
−∞ τ(x+Y +2.35)φ(x)dx ≤ ε and τ(Y ) ≥ S−ε.
(The case τ(Y ) ≤ −4.1 + ε can be treated similarly.) We may additionally
assume that τ(x) ≥ −S − ε for all x. (Here we note that the ε that gives the
contradiction does not depend on τ , but only on S and some other absolute
constants.) Since φ is nonnegative and τ satisfies (3.4.8), it follows that∫ ∞
−∞
τ(x+ Y + 2.35)φ(x)dx ≥
∫ −2.35
−∞
(−S − ε)φ(x)dx+
∫ ∞
5.85
(−S − ε)φ(x)dx
+
∫ 5.85
−2.35
(S − ε− x− 2.35)φ(x)dx
≥
∫ 5.85
−2.35
(4.1− x− 2.35)φ(x)dx
+
∫ ∞
5.85
−4.1φ(x)dx+
∫ −2.35
−∞
−4.1φ(x)dx
=
∫ 5.85
−2.35
(8.2− x− 2.35)φ(x)dx−
∫ ∞
−∞
4.1φ(x)dx
> ε,
establishing a contradiction. Therefore, we must have S ≤ 4.1.
Chapter 4
The absence of remainders
in the Wiener-Ikehara
theorem
We show that it is impossible to get a better remainder than the classical one
in the Wiener-Ikehara theorem even if one assumes analytic continuation of the
Mellin transform after subtraction of the pole to a half-plane. We also prove a
similar result for the Ingham-Karamata theorem.
4.1 Introduction
The Wiener-Ikehara theorem is a landmark in 20th century analysis. In its
Mellin transform form it states1
Theorem 4.1.1. Let S be a non-decreasing function and suppose that
G(s) :=
∫ ∞
1
S(x)x−s−1dx converges for <e s > 1 (4.1.1)
and that there exists a such that G(s)−a/(s−1) admits a continuous extension
to <e s = 1, then
S(x) = ax+ o(x). (4.1.2)
This result is well-known in number theory as it leads to one of the quickest
proofs of the prime number theorem. However, it has also important appli-
cations in other fields such as operator theory (see e.g. [2]). Over the last
1Of course the continuous extension hypothesis can be relaxed to local pseudofunction
boundary behavior, as seen in previous chapters and in Chapter 5.
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century the Wiener-Ikehara theorem has been extensively studied and gener-
alized in many ways (e.g., Chapters 2, 5 and [29, 46, 74, 89, 96, 107]). We
refer the interested reader to [71, Chap. III] for more information about the
Wiener-Ikehara theorem.
If one wishes to attain a stronger remainder in (4.1.2) (compared to o(x)),
it is natural to strengthen the assumptions on the Mellin transform (4.1.1).
We investigate here whether one can obtain remainders if the Mellin transform
after subtraction of the pole at s = 1 admits an analytic extension to a half-
plane <e s > α where 0 < α < 1. It is well-known that one can get reasonable
error terms in the asymptotic formula for S if bounds are known on the analytic
function G. The question of obtaining remainders if one does not have such
bounds was recently raised by Mu¨ger [82], who actually conjectured the error
term O(x(α+2)/3+ε) could be obtained for each ε > 0.
We show here that this is false. In fact, we shall prove in Section 4.3 the
more general result that no good remainder can be expected in the Wiener-
Ikehara theorem, with solely the classical Tauberian condition (of S being non-
decreasing) and the analyticity of G(s)−A/(s− 1) on <e s > α for 0 < α < 1.
To show this result we will adapt an attractive functional analysis argument
given by Ganelius2 [44, Thm. 3.2.2]. Interestingly, the nature of our problem
requires to consider a suitable Fre´chet space of functions instead of working
with a Banach space.
In Section 4.4 we shall apply our result on the Wiener-Ikehara theorem to
study another cornerstone in complex Tauberian theory, namely, the Ingham-
Karamata theorem for Laplace transforms [71, Chap. III] (see Chapters 2 and
3 for sharp versions of it). Notably, a very particular case of this theorem cap-
tured special attention when Newman found an elementary contour integration
proof that leads to a simple deduction of the prime number theorem; in fact,
this proof is nowadays a chapter in various popular expository textbooks in
analysis [18, 77]. We will show that, just as for the Wiener-Ikehara theorem,
no good error term can be obtained in the Ingham-Karamata theorem under
just an analytic continuation hypothesis on the Laplace transform. On the
other hand, the situation is pretty much the same as for the Wiener-Ikehara
theorem, error terms can be achieved if the Laplace transform satisfies suit-
able growth assumptions. We point out that the problem of determining such
growth conditions on the Laplace transform has been extensively studied in
recent times [8, 17, 94] and such results have numerous applications in opera-
tor theory and in the study of the asymptotic behavior of solutions to various
2According to him [44, p. 3], the use of functional analysis argument to avoid cumbersome
constructions of counterexamples in Tauberian theory was suggested by L. Ho¨rmander.
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evolution equations.
4.2 Some lemmas
We start with some preparatory lemmas that play a role in our constructions.
The first one is a variant of the so-called smooth variation theorem from the
theory of regularly varying functions [12, Thm. 1.8.2, p. 45].
Lemma 4.2.1. Let ` be a positive non-increasing function on [0,∞) such that
`(x) = o(1) (as x→∞). Then, there is a positive function L such that
`(x) L(x) = o(1),
and, for some positive C,A and B,∣∣∣L(n)(x)∣∣∣ ≤ CAnn!x−n, for all x ≥ B and n ∈ N. (4.2.1)
Proof. We consider the Poisson kernel of the real line
P (x, y) =
y
pi(y2 + x2)
=
i
2pi
(
1
x+ iy
− 1
x− iy
)
.
Differentiating the last expression with respect to y, it is clear that we find∣∣∣∣∂nP∂y (x, y)
∣∣∣∣ ≤ 2n+1n!yn+1pi(y2 + x2)1+n max0≤j≤n+1 |x/y|j
<
2n+1n!
pi(y2 + x2)(1+n)/2
, for all n ≥ 1.
We set
L(y) =
∫ ∞
0
`(xy)P (x, 1)dx =
∫ ∞
0
`(x)P (x, y)dx.
By the dominated convergence theorem, we have L(y) = o(1). Since ` is non-
increasing and P (x, 1) positive, it follows that
L(y) ≥
∫ 1
0
`(y)P (x, 1)dx =
`(y)
4
.
For the derivatives we have
∣∣L(n)(y)∣∣ ≤ `(0)2nn!y−n for all n ∈ N and y > 0.
We also need to study the analytic continuation of the Laplace transform
of functions satisfying the regularity assumption (4.2.1).
Lemma 4.2.2. Suppose that L ∈ L1loc[0,∞) satisfies the regularity assumption
(4.2.1) for some A,B,C > 0 and set θ = arccos(1/(1 + A)). Then its Laplace
transform L{L; s} = ∫∞
0
e−sxL(x)dx converges for <e s > 0 and admits ana-
lytic continuation to the sector −pi + θ < arg s < pi − θ.
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Proof. It is clear that F (s) =
∫∞
0
e−sxL(x)dx converges for <es > 0. Since the
Laplace transform of a compactly supported function is entire, we may suppose
that L is supported on [B,∞). Since we can write F (s) = e−sB ∫∞
0
e−sxL(x+
B)dx, we may w.l.o.g. assume B = 0 and replace x−n in the estimates for
L(n)(x) by (1 + x)−n. We consider the kth derivative of the Laplace transform
(−1)k ∫∞
0
xke−sxL(x)dx. We use integration by parts k + 2 times to find
F (k)(s) = (−1)k k!L(0)
sk+1
+(−1)k (k + 1)!L
′(0)
sk+2
+
(−1)k
sk+2
∫ ∞
0
(L(x)xk)(k+2)e−sxdx.
Because of the regularity assumption (4.2.1) the latter integral absolutely con-
verges and hence F admits a C∞-extension on the imaginary axis except pos-
sibly at the origin. The bounds (4.2.1) actually give for arbitrary ε > 0∣∣∣F (k)(it)∣∣∣ ≤ |L(0)||t| k!|t|k + |L
′(0)|
|t|2
(k + 1)!
|t|k
+
1
|t|k+2
∫ ∞
0
k+2∑
j=2
(
k + 2
j
) ∣∣∣L(j)(x)∣∣∣ k!
(j − 2)!x
j−2dx
≤ C ′ (1 + |t|)(k + 1)!
|t|k+2
+
1
|t|k+2
∫ ∞
0
k+2∑
j=2
CAj
(k + 2)!k!
(k + 2− j)!(j − 2)! (1 + x)
−2dx
≤ C ′ (1 + |t|)(k + 1)!
|t|k+2
+
A2Cpi(k + 2)!
2 |t|k+2
k∑
j=0
Aj
(
k
j
)
≤ Cε (1 + |t|)|t|2
k!(1 +A+ ε)k
|t|k
,
where Cε only depends on ε and L. Therefore, F admits an analytic extension
to the disk around it with radius |t| /(1 + A). The union of all such disks is
precisely the sector in the statement of the lemma.
4.3 The absence of remainders in the Wiener-
Ikehara theorem
We are ready to show our main theorem, which basically tells that no remainder
of the form O(xρ(x)) with ρ(x) a function tending to 0 could be expected in
the Wiener-Ikehara theorem from just the hypothesis of analytic continuation
of G(s)− a/(s− 1) to a half-plane containing <e s ≥ 1.
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Theorem 4.3.1. Let ρ be a positive function, let a > 0, and 0 < α < 1. Sup-
pose that every non-decreasing function S on [1,∞), whose Mellin transform
G(s) is such that G(s) − a/(s − 1) admits an analytic extension to <e s > α,
satisfies
S(x) = ax+O(xρ(x)).
Then, one must necessarily have
ρ(x) = Ω(1).
Proof. Since a > 0, we may actually assume that the “Tauberian theorem” hy-
pothesis holds for every possible constant a > 0. Assume that ρ(x)→ 0. Then,
one can choose a non-increasing function `(x) → 0 such that `(log x)/ρ(x) →
∞. We now apply Lemma 4.2.1 to ` to get a function L with `(x) L(x)→ 0
and the estimates (4.2.1) on its derivatives. We set xρ(x) = 1/δ(x). If we
manage to show δ(x) = O(1/xL(log x)), then one obtains a contradiction
with `(log x)/ρ(x) → ∞ and hence ρ(x) 9 0. We thus proceed to show
δ(x) = O(1/xL(log x)). Obviously, we may additionally assume that L sat-
isfies
L(x) x−1/2. (4.3.1)
We are going to define two Fre´chet spaces. The first one consists of all
Lipschitz continuous functions on [1,∞) such that their Mellin transforms can
be analytically continued to <e s > α and continuously extended to the closed
half-plane <e s ≥ α. We topologize it via the countable family of complete
norms
‖T‖n,1 = ess sup
x
|T ′(x)|+ sup
<e s≥α,|=m s|≤n
|GT (s)| ,
where GT stands for (the analytic continuation of) the Mellin transform of T .
The second Fre´chet space is defined via the complete norms
‖T‖n,2 = sup
x
|T (x)δ(x)|+ ‖T‖n,1 .
The hypothesis in the theorem ensures that the two spaces have the same
elements. Obviously the inclusion mapping from the second space into the first
one is continuous. Hence, by the open mapping theorem, the inclusion mapping
from the first space into the second one is also continuous. Therefore, there
exist sufficiently large N and C such that
sup
x
|T (x)δ(x)| ≤ C ‖T‖N,1 (4.3.2)
for all T in our Fre´chet space. This inequality extends to the completion of
the Fre´chet space with regard to the norm ‖ · ‖N,1. We note that any function
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T for which T ′(x) = o(1), T (1) = 0, and whose Mellin transform has analytic
continuation in a neighborhood of {s : <e s ≥ α, |=m s| ≤ N} is in that
completion. Indeed, let ϕ ∈ S(R) be such that ϕ(0) = 1 and ϕˆ ∈ D(R); then
T˜λ(x) :=
∫ x
1
T ′(u)ϕ(λ log u)du converges to T as λ → 0+ in the norm ‖ · ‖N,1.
We now consider
Tb(x) :=
∫ x
1
L(log u) cos(b log u)du.
Obviously the best Lipschitz constant for Tb is bounded by the supremum of
L. Its Mellin transform is
Gb(s) =
1
2s
(L{L; s− 1 + ib}+ L{L; s− 1− ib}) .
Because of Lemma 4.2.2 it follows that Gb is analytic in {z : <es ≥ α, |=m s| ≤
N} for all sufficiently large b, let us say for every b > M . Hence, the norm
‖Tb‖N,1 is uniformly bounded in b for b ∈ [M,M + 1]. A quick calculation
shows for b ∈ [M,M + 1]
Tb(x) :=
xL(log x)
b2 + 1
(cos(b log x) + b sin(b log x)) +O
(
x
log x
)
,
where the O-constant is independent of b. For each y large enough there is
b ∈ [M,M + 1] such that sin(b log y) = 1. Therefore, for y sufficiently large,
taking also (4.3.1) into account, we have
sup
b∈[M,M+1]
Tb(y) ≥ inf
b∈[M,M+1]
byL(log y)
b2 + 1
+O
(
y
log y
)
≥ CMyL(log y),
with CM a positive constant. Consequently, for all sufficiently large y, the
inequality (4.3.2) yields
δ(y) ≤ sup
b∈[M,M+1]
Tb(y)δ(y)
CMyL(log y)
≤ sup
b∈[M,M+1]
sup
x
|Tb(x)δ(x)|
CMyL(log y)
≤ C
CMyL(log y)
sup
b∈[M,M+1]
‖Tb‖N,1 = O
(
1
yL(log y)
)
.
4.4 The Ingham-Karamata theorem
We recall a version of the Ingham-Karamata theorem with continuous exten-
sion boundary hypothesis. Remember that a real-valued function τ is slowly
decreasing if for each ε > 0 there is δ > 0 such that (2.1.1) holds.
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Theorem 4.4.1. Let τ ∈ L1loc[0,∞) be slowly decreasing and have convergent
Laplace transform
L{τ ; s} =
∫ ∞
0
τ(x)e−sxdx for <e s > 0.
Suppose that L{τ ; s} has continuous extension to the imaginary axis. Then,
τ(x) = o(1).
The result from Section 4.3 yields,
Theorem 4.4.2. Let η be a positive function and let −1 < α < 0. Suppose
that every slowly decreasing function τ ∈ L1loc[0,∞), whose Laplace transform
converges on <es > 0 and has analytic continuation to the half-plane <es > α,
satisfies
τ(x) = O(η(x)).
Then, we necessarily have
η(x) = Ω(1).
Proof. We reduce the problem to Theorem 4.3.1. So set ρ(x) = η(log x) and
we are going to show that ρ(x) = Ω(1). Suppose that S is non-decreasing on
[1,∞) such that its Mellin transform G(s) converges on <e s > 1 and
G(s)− 1
s− 1
analytically extends to <e s > 1 + α. By the Wiener-Ikehara theorem τ(x) =
e−xS(ex) − 1 = o(1) and in particular it is slowly decreasing. Its Laplace
transform
L{τ ; s} = G(s+ 1)− 1
s
is analytic on <e s > α and thus τ(x) = O(η(x)), or equivalently, S(x) =
x+O(xρ(x)). Since S was arbitrary, Theorem 4.3.1 gives at once ρ(x) = Ω(1).
The proof is complete.
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Chapter 5
Generalization of the
Wiener-Ikehara theorem
We study the Wiener-Ikehara theorem under the so-called log-linearly slowly
decreasing condition. Moreover, we clarify the connection between two different
hypotheses on the Laplace transform occurring in exact forms of the Wiener-
Ikehara theorem, that is, in “if and only if” versions of this theorem.
5.1 Introduction
The Wiener-Ikehara theorem plays a central role in Tauberian theory [71].
Since its publication [51, 103], there have been numerous applications and
generalizations of this theorem, see, e.g., [2, 29, 46, 72, 89, 107] and Chapter 2
of this thesis.
Recently, Zhang has relaxed the non-decreasing Tauberian condition in the
Wiener-Ikehara theorem to so-called log-linear slow decrease. Following Zhang,
we shall call a function f linearly slowly decreasing if for each ε > 0 there is
a > 1 such that
lim inf
x→∞ infy∈[x,ax]
f(y)− f(x)
x
≥ −ε,
and we call a function S log-linearly slowly decreasing if S(log x) is linearly
slowly decreasing, i.e., if for each ε > 0 there exist δ > 0 and x0 such that
S(x+ h)− S(x)
ex
≥ −ε, for 0 ≤ h ≤ δ and x ≥ x0. (5.1.1)
Using the latter condition, Zhang was able to obtain an exact form of the
Wiener-Ikehara theorem. His theorem1 reads as follows,
1W.-B. Zhang communicated Theorem 5.1.1 in his talk Exact Wiener-Ikehara theorems,
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Theorem 5.1.1. Let S ∈ L1loc[0,∞) be log-linearly slowly decreasing. Assume
that
L{S; s} =
∫ ∞
0
e−sxS(x)dx is absolutely convergent for <e s > 1 (5.1.2)
and that there is a constant a for which
G(s) = L{S; s} − a
s− 1
satisfies: There is λ0 > 0 such that for each λ ≥ λ0
Iλ(h) = lim
σ→1+
∫ λ
−λ
G(σ + it)eiht
(
1− |t|
λ
)
dt (5.1.3)
exists for all sufficiently large h > hλ and
lim
h→∞
Iλ(h) = 0. (5.1.4)
Then,
S(x) ∼ aex. (5.1.5)
Theorem 5.1.1 is exact in the sense that if (5.1.5) holds, then S is log-linearly
slowly decreasing and (5.1.2)–(5.1.4) hold as well. Note that the hypotheses
(5.1.3) and (5.1.4) in Zhang’s result cover as particular instances the cases when
L{S; s} − a/(s− 1) has analytic or even L1loc-extension to <e s = 1, as follows
from the Riemann-Lebesgue lemma.
About a decade ago, Korevaar [72] also obtained an exact form of the
Wiener-Ikehara theorem for non-decreasing functions. His exact hypothesis on
the Laplace transform was the so-called local pseudofunction boundary behav-
ior. We refer the reader to Chapter 2 for the establishment of local pseudofunc-
tion behavior as a minimal boundary assumption in other complex Tauberian
theorems for Laplace transforms and Chapter 7 for their applications in Beurl-
ing prime number theory (see also [24, 37, 38, 92, 107]); in fact, in that setting
one must work with zeta functions whose boundary values typically display
very low regularity properties.
In this chapter we show that local pseudofunction boundary behavior is also
able to deliver an exact form of the Wiener-Ikehara theorem if one works with
log-linear slow decrease. Moreover, we clarify the connection between local
pseudofunction boundary behavior and the exact conditions of Zhang, giving
a form of the Wiener-Ikehara theorem that contains both versions (Theorem
5.2.8).
We thank H. G. Diamond and W.-B. Zhang for useful discussions on the
subject.
presented at the Number Theory Seminar of the University of Illinois at Urbana-Champaign
on July 5, 2016.
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5.2 Generalizations of the Wiener-Ikehara the-
orem
We begin our investigation with a boundedness result. We call a function S
log-linearly boundedly decreasing if there is δ > 0 such that
lim inf
x→∞ infh∈[0,δ]
S(x+ h)− S(x)
ex
> −∞,
that is, if there are δ, x0,M > 0 such that
S(x+ h)− S(x) ≥ −Mex, for 0 ≤ h ≤ δ and x ≥ x0. (5.2.1)
Functions defined on [0,∞) are always tacitly extended to (−∞, 0) as 0 for
x < 0.
Proposition 5.2.1. Let S ∈ L1loc[0,∞). Then,
S(x) = O(ex), x→∞, (5.2.2)
if and only if S is log-linearly boundedly decreasing and its Laplace transform
L{S; s} =
∫ ∞
0
e−sxS(x)dx converges for <e s > 1 (5.2.3)
and admits pseudomeasure boundary behavior at the point s = 1.
Proof. Suppose (5.2.2) holds. It is obvious that S must be log-linearly bound-
edly decreasing and that (5.2.3) is convergent for <es > 1. Set ∆(x) = e−xS(x)
and decompose it as ∆ = ∆1 + ∆2, where ∆2 ∈ L∞(R) and ∆1 is compactly
supported. The boundary value of (5.2.3) on <e s = 1 is the Fourier trans-
form of ∆, that is, the distribution ∆ˆ1 + ∆ˆ2. By definition ∆ˆ2 ∈ PM(R),
while ∆ˆ1 ∈ C∞(R) ⊂ PFloc(R) because it is in fact the restriction of an entire
function to the real line. So, actually ∆ˆ ∈ PMloc(R).
Let us now prove that the conditions are sufficient for (5.2.2). Since chang-
ing a function on a finite interval does not violate the local pseudomeasure
behavior of the Laplace transform, we may assume that (5.2.1) holds for all
x ≥ 0. Iterating the inequality (5.2.1), one finds that there is C such that
S(u)− S(y) ≥ −Ceu for all u ≥ y ≥ 0. (5.2.4)
We may thus assume without loss of generality that S is positive. In fact, if
necessary, one may replace S by S˜(u) = S(u) + S(0) + Ceu, whose Laplace
transform also admits local pseudomeasure boundary behavior at s = 1.
We set again ∆(x) = e−xS(x), its Laplace transform is L{S; s + 1}, so
that L{∆; s} has pseudomeasure boundary behavior at s = 0. There are a
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sufficiently small λ > 0 and a local pseudomeasure g on (−λ, λ) such that
limσ→0+ L{∆;σ+it} = g(t) inD′(−λ, λ). Let ϕ be an arbitrary (non-identically
zero) smooth function with support in (−λ, λ) such that its Fourier transform
ϕˆ is non-negative. By the monotone convergence theorem and the equality
L{∆;σ + it} = F{∆(x)e−σx; t} in S ′(R),∫ ∞
0
∆(x)ϕˆ(x− h)dx = lim
σ→0+
∫ ∞
0
∆(x)e−σxϕˆ(x− h)dx
= lim
σ→0+
∫ ∞
−∞
L{∆;σ + it}eihtϕ(t)dt
=
〈
g(t), eihtϕ(t)
〉
= O(1), as h→∞.
Set now B =
∫∞
0
e−xϕˆ(x)dx > 0. Appealing to (5.2.4) once again, we obtain
e−hS(h) =
1
B
∫ ∞
0
e−x−hS(h)ϕˆ(x)dx
≤ 1
B
∫ ∞
0
e−x−hS(x+ h)ϕˆ(x)dx+
C
B
∫ ∞
0
ϕˆ(x)dx
≤ 1
B
∫ ∞
0
∆(x)ϕˆ(x− h)dx+ C
B
∫ ∞
0
ϕˆ(x)dx = O(1).
If one reads the above proof carefully, one realizes that we do not have to
ask the existence of λ > 0 such that〈
g(t), eihtϕ(t)
〉
= O(1), h→∞, for all ϕ ∈ D(−λ, λ),
where g is as in the proof of Proposition 5.2.1. Indeed, one only needs one
appropriate test function in this relation. To generalize Proposition 5.2.1, we
introduce the ensuing terminology. The Wiener algebra is A(R) = F(L1(R)).
We write Ac(R) for the subspace of A(R) consisting of compactly supported
functions.
Definition 5.2.2. An analytic function G(s) on the half-plane <e s > α is
said to have pseudomeasure boundary behavior (pseudofunction boundary be-
havior) on <e s = α with respect to ϕ ∈ Ac(R) if there is N > 0 such that
Iϕ(h) = lim
σ→α+
∫ ∞
−∞
G(σ + it)eihtϕ(t)dt
exists for every h ≥ N and Iϕ(h) = O(1) (Iϕ(h) = o(1), resp.) as h→∞.
Let us check that the notions from Definition 5.2.2 in fact generalize those
of local pseudomeasures and pseudofunctions.
Proposition 5.2.3. Let G(s) be analytic on the half-plane <e s > α and
have local pseudomeasure (local pseudofunction) boundary behavior on α+ iU .
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Then, G has pseudomeasure (pseudofunction) boundary behavior on <e s = α
with respect to every ϕ ∈ Ac(R) with suppϕ ⊂ U .
Proof. Fix ϕ ∈ Ac(R) with suppϕ ⊂ U . Let f ∈ L∞(R) be such that
limσ→α+ G(σ+it) = fˆ(t), distributionally, on a neighborhood V ⊂ U of suppϕ.
As in the proof of Proposition 1.1.3, one deduces from the edge-of-the-wedge
theorem that G1(s) = G(s) − L{f+, s − α} has analytic continuation through
α+ iV , where f+(x) = f(x)H(x). Thus,
Iϕ(h) =
∫ ∞
−∞
G1(α+ it)ϕ(t)e
iht dt+ lim
σ→0+
∫ ∞
−∞
L{f+;σ + it}ϕ(t)eihtdt
= o(1) + lim
σ→0+
∫ ∞
0
e−σxf+(x)ϕˆ(x− h)dx
= o(1) +
∫ ∞
−∞
f(x+ h)ϕˆ(x)dx,
which is O(1). In the pseudofunction case we may also require lim|x|→∞ f(x) =
0, so that Iϕ(h) = o(1).
Exactly the same argument given in proof of Proposition 5.2.1 would work
when pseudomeasure boundary behavior of L{S; s} at s = 1 is replaced by
pseudomeasure boundary behavior on <e s = 1 with respect to a single ϕ ∈
Ac(R) \ {0} with non-negative Fourier transform if one is able to justify the
Parseval relation∫ ∞
−∞
∆(x)e−σxϕˆ(x− h)dx =
∫ ∞
−∞
L{∆;σ + it}eihtϕ(t)dt.
But this holds in the L2-sense as follows from the next simple lemma2.
Lemma 5.2.4. Let S ∈ L1loc[0,∞) be log-linearly boundedly decreasing with
convergent Laplace transform for <e s > 1. Then, S(x) = o(eσx), x→∞, for
each σ > 1.
Proof. As in the proof of Theorem 5.2.1, we may assume that (5.2.4) holds and
S is positive. For fixed σ > 1,
0 < e−σhS(h) =
σ
1− e−σ
∫ h+1
h
(S(h)− S(x))e−σxdx+ oσ(1)
≤ σCe
−(σ−1)h(1− e1−σ)
(σ − 1)(1− e−σ) + oσ(1) = oσ(1), h→∞.
The following alternative version of Proposition 5.2.1 should now be clear.
2More precisely, we first apply Lemma 5.2.4 and then modify S in a finite interval so that
we may assume that ∆(x)e−σx belongs to L2(R) for each σ > 0. Clearly, ϕ ∈ L2(R) as well.
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Corollary 5.2.5. Let S ∈ L1loc[0,∞) and let ϕ ∈ Ac(R) be non-identically zero
and have non-negative Fourier transform. Then, (5.2.2) holds if and only if S is
log-linearly boundedly decreasing, (5.2.3) holds, and L{S; s} has pseudomeasure
boundary behavior on <e s = 1 with respect to ϕ.
Next, we proceed to extend the actual Wiener-Ikehara theorem.
Theorem 5.2.6. Let S ∈ L1loc[0,∞). Then,
S(x) ∼ aex (5.2.5)
holds if and only if S is log-linearly slowly decreasing, (5.2.3) holds, and
L{S; s} − a
s− 1 (5.2.6)
admits local pseudofunction boundary behavior on the whole line <e s = 1.
Proof. The direct implication is straightforward. Let us show the converse.
As before, we set ∆(x) = e−xS(x). Applying Proposition 5.2.1, we obtain
∆(x) = O(1), because 1/(s−1) is actually a global pseudomeasure on <es = 1.
In particular, we now know that ∆ ∈ S ′(R). Let H be the Heaviside function.
Note that the Laplace transform of H is 1/s, <e s > 0. We then have that the
Fourier transform of ∆ − aH is the boundary value of L{S; s + 1} − a/s on
<e s = 0, and thus a local pseudofunction on the whole real line; but this just
means that for each φ ∈ F(D(R))
〈∆(x)− aH(x), φ(x− h)〉 = 1
2pi
〈
∆ˆ(t)− aHˆ(t), φˆ(t)eith
〉
= o(1), h→∞,
i.e., ∫ ∞
−∞
∆(x+ h)φ(x) dx = a
∫ ∞
−∞
φ(x) dx+ o(1), h→∞. (5.2.7)
Since ∆ is bounded for large arguments, its set of translates ∆(x+h) is weakly
bounded in S ′(R). Also, F(D(R)) is dense in S(R). We can thus apply the
Banach-Steinhaus theorem to conclude that (5.2.7) remains valid3 for all φ ∈
S(R). Now, let ε > 0 and choose δ and x0 such that (5.1.1) is fulfilled. Pick a
non-negative test function φ ∈ D(0, δ) such that ∫ δ
0
φ(x)dx = 1. Then,
∆(h) =
∫ δ
0
∆(h)φ(x) dx ≤ ε+
∫ δ
0
ex∆(x+ h)φ(x) dx
≤ ε+ eδ
∫ δ
0
∆(x+ h) φ(x)dx = ε+ eδ(a+ o(1)), h ≥ x0,
3In the terminology of [87], this means that ∆ has the S-limit a at infinity.
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where we have used (5.2.7). Taking first the limit superior as h → ∞, and
then letting δ → 0+ and ε→ 0+, we obtain lim suph→∞∆(h) ≤ a. The reverse
inequality with the limit inferior follows from a similar argument, but now
choosing the test function φ with support in (−δ, 0). Hence, (5.2.5) has been
established.
We can further generalize Theorem 5.2.6 by using the following simple con-
sequence of Wiener’s local division lemma.
Lemma 5.2.7. Let φ1, φ2 ∈ L1(R) be such that supp φˆ2 is compact and that
φˆ1 6= 0 on supp φˆ2. Let τ ∈ L∞(R) satisfy (τ ∗φ1)(h) = o(1), then (τ ∗φ2)(h) =
o(1).
Proof. By Wiener’s division lemma [71, Chap. II, Thm. 7.3], there is ψ ∈
L1(R) such that ψˆ = φˆ2/φˆ1, or ψ ∗ φ1 = φ2. Since convolving an o(1)-function
with an L1-function remains o(1), we obtain (τ ∗ φ2)(h) = ((τ ∗ φ1) ∗ ψ)(h) =
o(1).
Theorem 5.2.8. Let S ∈ L1loc[0,∞) and let {ϕλ}λ∈J be a family of functions
such that ϕλ ∈ Ac(R) for each λ ∈ J and the following property holds:
For any t ∈ R, there exists some λt ∈ J such that ϕλt(t) 6= 0. More-
over, when t = 0, the Fourier transform of the corresponding ϕλ0 is
non-negative as well.
Then,
S(x) ∼ aex
if and only if S is log-linearly slowly decreasing, (5.2.3) holds, and the analytic
function (5.2.6) has pseudofunction boundary behavior on <es = 1 with respect
to every ϕλ.
Proof. By Corollary 5.2.5, it follows that ∆(x) := e−xS(x) = O(1). Mod-
ifying ∆ on a finite interval, we may assume that ∆ ∈ L∞(R). The usual
calculations done above show that
∫∞
−∞(∆(x + h) − aH(x + h))ϕˆλ(x)dx =
o(1), x → ∞, for each λ ∈ J , where again H denotes the Heaviside func-
tion. (We may now apply dominated convergence to interchange limit and
integral because ∆ ∈ L∞(R).) Pick t0 ∈ R. Lemma 5.2.7 then ensures〈
∆ˆ(t)− aHˆ(t), ϕ(t)eiht
〉
= 〈∆(x+ h)− aH(x+ h), ϕˆ(x)〉 = o(1) for all ϕ ∈
D(R) with support in a sufficiently small (but fixed) neighborhood of t0. This
shows that ∆ˆ− aHˆ ∈ PFloc(R). Since this distribution is the boundary value
of (5.2.6) on <e s = 1, Theorem 5.2.6 yields S(x) ∼ aex.
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Observe that Zhang’s theorem (Theorem 5.1.1) follows at once from The-
orem 5.2.8 upon setting ϕλ(t) = χ[−λ,λ](t)(1 − |t| /λ). Calculating its Fourier
transform one finds ϕˆλ(x) = 4 sin
2(λx/2)/(x2λ). More generally,
Corollary 5.2.9. Let S ∈ L1loc[0,∞) and let ϕ ∈ Ac(R) be such that ϕ(0) 6= 0
and ϕˆ is non-negative. Then,
S(x) ∼ ax
if and only if S is log-linearly slowly decreasing, (5.2.3) holds, and the analytic
function G(s) = L{S; s} − a/(s − 1) satisfies: There is λ0 > 0 such that for
each λ ≥ λ0
Iλ(h) = lim
σ→1+
∫ ∞
−∞
G(σ + it)eihtϕ
(
t
λ
)
dt
exists for all sufficiently large h > hλ and lim
h→∞
Iλ(h) = 0.
We conclude the chapter with a remark about Laplace-Stieltjes transforms.
Remark 5.2.10. Suppose that S is of local bounded variation on [0,∞) so
that L{S; s} = s−1L{dS; s} = s−1 ∫∞
0− e
−sxdS(x). Then, the pseudomeasure
boundary behavior of L{S; s} at s = 1 in Proposition 5.2.1 becomes equivalent
to that of L{dS; s} because the boundary value of s is the invertible smooth
function 1 + it and smooth functions are multipliers for local pseudomeasures
(and pseudofunctions). Likewise, the local pseudofunction boundary behavior
of (5.2.6) in Theorem 5.2.6 is equivalent to that of
L{dS; s} − a
s− 1 . (5.2.8)
On the other hand, we do not know whether the pseudomeasure (pseudofunc-
tion) boundary behavior of L{S; s} (of (5.2.6)) with respect to ϕ (with respect
to every ϕλ) can be replaced by that of L{dS; s} (of (5.2.8)) in Corollary 5.2.5
(in Theorem 5.2.8). The same comment applies to Corollary 5.2.9.
Chapter 6
A sharp remainder
Tauberian theorem
In this chapter we will develop a sharp remainder version of the Ingham-
Karamata Tauberian theorem (see Chapters 2 and 3) and we provide a new
method for dealing with one-sided Tauberian conditions. The emphasis in this
chapter does not lie on the generality of the results, but on the simple and
transparent ideas in the proofs. In fact, the theorems and lemmas in this
chapter are only stated for very particular cases. More detailed analysis and
generalizations shall be made available in future publications.
6.1 The Tauberian argument
In this section we develop some lemma, which allows us to deduce the asymp-
totic behavior of a function S from a Tauberian condition and certain convo-
lution average relation.
We shall here not work directly with Lipschitz continuous or slowly decreas-
ing functions, but rather with their primitives. The Tauberian condition we
are going to use here is S(x) +Mx being non-decreasing.
Lemma 6.1.1. Let S(x) be a locally integrable function such that S(x) +
Mx is non-decreasing. Let φi be two functions such that
∫∞
−∞ φi(x)dx = 1,∫∞
−∞ |xφi(x)|dx ≤ Ci and let φ1 (resp. φ2) be positive (resp. negative) for
x ≥ 0 and negative (resp. positive) for x ≤ 0. Then for each λ, h > 0,
λ
∫ ∞
−∞
S(x+ h)φ2(λx)dx− MC2
λ
≤ S(h) ≤ λ
∫ ∞
−∞
S(x+ h)φ1(λx)dx+
MC1
λ
.
(6.1.1)
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Proof. We have
S(h) = λ
∫ ∞
−∞
S(h)φ1(λx)dx
≤ λ
∫ ∞
−∞
S(x+ h)φ1(λx)dx+ λM
∫ ∞
−∞
xφ1(λx)dx
≤ λ
∫ ∞
−∞
S(x+ h)φ1(λx)dx+
MC1
λ
.
The other inequality follows by considering φ2.
The Tauberian argument from Lemma 6.1.1 is as far as the author knows
new, but is surprisingly strong in the sense that it can massively simplify proofs
with regard to one-sided Tauberian conditions. With this Tauberian argument,
many proofs of Tauberian theorems with one-sided Tauberian conditions be-
come of the same level of difficulty as their two-sided counterparts, whereas the
proof of the one-sided Tauberian condition usually required a more difficult and
delicate treatment.
As an illustration, we wish to make a small digression and simplify the proof
of Theorem 2.2.1. We follow the proof up to step 2. In step 3, we give quite
an elaborate argument to conclude that τ(x) ≤ O(1). That argument can now
be replaced. We will use the following ingredients established up to step 2 of
the proof: the Tauberian condition enables us to assume that for some M
τ(y)− τ(x) ≥ −M(y − x+ 1), for all x ≤ y. (6.1.2)
and from τ(x) = O(x), it follows that τ ∗ φ(h) = o(1) for all φ ∈ F(D(−λ, λ))
with sufficiently small λ satisfying
∫∞
−∞ |xφ(x)|dx < ∞, with a similar argu-
ment as in step 1 of the proof. (We need to use dominated convergence instead
of monotone convergence.) We now choose φ ∈ F(D(−λ, λ)) such that it sat-
isfies the requirements for φ1 from Lemma 6.1.1. We hence obtain:
τ(h) =
∫ ∞
−∞
τ(h)φ(x)dx
≤
∫ ∞
−∞
τ(x+ h)φ(x)dx+M
∫ ∞
−∞
xφ(x)dx+M
∫ ∞
−∞
|φ(x)|dx
= τ ∗ φˇ(h) +O(1) = O(1).
The lower bound can be established in a similar way.
To conclude this section, we prove that appropiate φi for Lemma 6.1.1
actually exist.
Lemma 6.1.2. There exists φ ∈ S(R) with compactly supported Fourier trans-
form such that φ(x) ≥ 0 for x ≥ 0, φ(x) ≤ 0 for x ≤ 0, ∫∞−∞ φ(x)dx = 1.
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Moreover φ can be chosen such that φ(x) = O(exp(− |x|γ) for each 0 < γ < 1
as |x| → ∞.
Proof. By the Denjoy-Carleman theorem, there is a non-trivial ϕ0 ∈ D(R)
whose Fourier transform satisfies O(exp(− |x|γ) for γ < 1. We set ϕ1 as the
Fourier transform of ϕ0 ∗ ϕˇ0. It follows that ϕ1(t) = |ϕˆ0(t)|2, hence ϕ1 is a non-
negative function with compactly supported Fourier transform which satisfies
O(exp(− |x|γ). We now wish to set φ(x) = xϕ1(x). Then, since φˆ(x) = iϕˆ1′(x),
φ satisfies all requirements, except possibly for
∫∞
−∞ φ(x)dx = 1. We thus
proceed to evaluate
∫∞
−∞ φ(x)dx = φˆ(0) = iϕˆ1
′(x). Since ϕ is a real-valued
function, it is clear that ϕˆ′1(0) has to be strictly imaginary. Hence, if we set
ϕ(x) = xϕ1(x), we find that
∫∞
−∞ ϕ(x)dx = c, where c is real. If c is positive we
thus find the required function φ by dividing by c. If c is negative, we find the
required function by φ(x) = c−1ϕ(−x). It thus remains to find an appropiate
function φ when ϕˆ1
′(0) = 0. Then we have
ϕˆ1(0) =
1
2pi
∫ ∞
−∞
|ϕ0(y)|2 dy =: d > 0, (6.1.3)
since ϕ0 was non-trivial. We now set ϕ2(x) = ϕ1(x − 1/d). It is clear that
ϕ2 is non-negative, has compactly supported Fourier transform and has decay
O(exp(− |x|γ). Also
ϕˆ2
′(0) = (ϕˆ1e−i·/d)′(0) = ϕˆ1′(0)− i
d
ϕˆ1(0) = −i. (6.1.4)
If we then set φ(x) = xϕ2(x), all the requirements for φ are fulfilled and we
have found a suitable φ in all cases.
6.2 A Tauberian remainder theorem
We show a remainder version of the Ingham-Karamata theorem (see Chapters
2 and 3). The Tauberian hypothesis is a bit more restrictive than the slowly
decreasing hypothesis used in Chapter 2. However, one can relax the Tauberian
condition with the methods from Section 6.4. It is also worth mentioning
that the conditions on the Laplace transform can easily be generalized (or
restricted for a better remainder). We can require other properties than at
most polynomial growth assumptions. Furthermore, it is also possible to treat
cases when the Laplace transform admits an analytic continuation to some
region beyond the imaginary axis together with some specific bounds inside
that region.
Theorem 6.2.1. Let S be a locally integrable function such that S(x) +Mx is
non-decreasing. If the Laplace transform of S is convergent for <e s > 0 and
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admits a CN -extension Sˆ to the imaginary axis such that S(N)(t) = O(|t|k) for
some k > −1, then S(x) = O(x−N/(k+2)).
Proof. In view of Lemma 6.1.1, we investigate
∫∞
−∞ S(x + h)φ(λx)dx with φ
obtained from Lemma 6.1.2. By the usual Ingham-Karamata theorem or via
Theorem 2.2.1, we deduce that S is bounded and in particular S ∈ S ′(R).
Therefore, Parseval’s relation is justified if φ ∈ S(R), in particular when φˆ ∈
D(R). Taking into account that suppφ ⊆ [−1, 1], we obtain
2pi
∣∣∣∣λ ∫ ∞−∞ S(x+ h)φ(λx)dx
∣∣∣∣ = ∣∣∣〈Sˆ(t), eihtφˆ(−t/λ)〉∣∣∣
=
∣∣∣∣∣
∫ λ
−λ
Sˆ(t)eihtφˆ(−t/λ)dt
∣∣∣∣∣
=
∣∣∣∣∣ 1(ih)N
∫ λ
−λ
eiht
(
Sˆ(t)φˆ(−t/λ)
)(N)
dt
∣∣∣∣∣
≤ CN
hN
max
0≤j≤N
∫ λ
−λ
∣∣∣Sˆ(j)(t)∣∣∣λj−Ndt
≤ C
′
N
hN
max
0≤j≤N
∫ λ
−λ
(1 + t)k+N−jλj−Ndt
≤ C ′′Nλk+1h−N .
The proof is completed upon choosing λ = hN/(k+2) in Lemma 6.1.1.
6.3 Sharpness considerations
Here we show that the remainder obtained in Theorem 6.2.1 is optimal. To do
this, we use the same functional analysis technique as in Chapter 4, but here
the analysis is simpler.
Theorem 6.3.1. If every φ supported on the positive half-axis whose derivative
φ′ is bounded and whose Laplace transform admits an extension to an n times
differentiable function on the imaginary axis, satisfying the the bound O(|t|k)
(with k > −1), satisfies φ(x) = O(1/V (x)), then
V (y) = O(yn/(k+2)). (6.3.1)
Proof. Let V be such an admissible remainder function, we consider the two
Banach spaces with the norms
‖φ‖1 = ‖φ′‖L∞(0,∞) + sup
t∈R
∣∣∣∣∣ φˆ(n)(t)(1 + |t|)k
∣∣∣∣∣ (6.3.2)
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and
‖φ‖2 = ‖φ‖1 + ‖φV ‖L∞(0,∞) . (6.3.3)
Since V is an admissible remainder function, the two normed spaces consist of
the same members and it is clear that the inclusion mapping from the second
normed space into the first one is continuous. By the open mapping theorem,
it follows that the inclusion mapping from the first one is also continuous into
the second one. Hence there is C such that
‖φV ‖L∞(0,∞) ≤ C
(
‖φ′‖L∞(0,∞) + sup
t∈R
∣∣∣∣∣ φˆ(n)(t)(1 + |t|)k
∣∣∣∣∣
)
, ∀φ. (6.3.4)
We now consider a fixed compactly supported ϕ with ϕ(0) = 1, bounded ϕ′
and ϕˆ(j)(0) = 0 for j < n + k and ϕˆ(j)(t) = O(|t|k) for all j ≤ n. We now set
φy,λ(x) = ϕ(λ(x− y)). For sufficiently large y, we get
|V (y)| ≤ ‖φy,λV ‖L∞(0,∞) ≤ C ′λ+C ′ sup
j≤n,t∈R
yj
∣∣ϕˆ(n−j)(t/λ)∣∣
λ(1 + |t|)k ≤ C
′λ+C ′′
yn
λk+1
.
Choosing λ = yn/(k+2) delivers the result.
6.4 Weakening the Tauberian condition
In this section we generalize the Tauberian condition of S(x) +Mx being non-
decreasing. In this way, we can treat Laplace transforms with much wilder
boundary singularities on the imaginary axis. We are namely going to treat
the Tauberian condition of S(x) + f(x) being non-decreasing for some suitable
function f . Substracting the singularity, we are able to deal with it as long as
it is the Laplace transform of a function f which is “suitable”, made precise in
the following lemma.
Lemma 6.4.1. Let f(x) be a continuously differentiable increasing function for
x ≥ C and bounded for x < C. Suppose that f satisfies f ′(x+ h) ≤ f ′(h)g(|x|)
wherever it makes sense (x + h, h > C), and f(h) ≤ hf ′(h)g(h/2) for large
enough arguments where g is a non-decreasing function g, satisfying g(x) ≥ x.
Let S(x) be a locally integrable function such that S(x)+f(x) is non-decreasing.
Let φi be two functions with
∫∞
−∞ φi(x)dx = 1,
∫∞
−∞ |xg(x)φi(x)|dx ≤ C and
let φ1 (resp. φ2) be positive (resp. negative) for x ≥ 0 and negative (resp.
positive) for x ≤ 0. Then for each λ ≥ 1 and h large enough (independent of
λ),
λ
∫ ∞
−∞
S(x+ h)φ2(λx)dx− C |f
′(h)|
λ
≤ S(h)
S(h) ≤ λ
∫ ∞
−∞
S(x+ h)φ1(λx)dx+
C |f ′(h)|
λ
.
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Proof. First we derive that
|f(x+ h)− f(h)| ≤ |f ′(h)| |x| g(|x|), for all x and sufficiently large h.
(6.4.1)
Indeed, we may suppose that h ≥ 2C. Suppose first that x + h < C which
implies that |x| ≥ h/2. Then the left-hand side of (6.4.1) is bounded by
O(f(h)) = O(hg(h/2)f ′(h)) = O(|x| g(|x|)f ′(h)). If x + h > C, we use the
mean value theorem to find
|f(x+ h)− f(h)| = |x| f ′(h+ θ) ≤ |x| f ′(h)g(|θ|) ≤ f ′(h) |x| g(|x|), (6.4.2)
where θ lies between x+ h and h. From the assumptions on g(x) ≥ x we have
S(h) = λ
∫ ∞
−∞
S(h)φ1(λx)dx
≤ λ
∫ ∞
−∞
S(x+ h)φ1(λx)dx+ λ
∫ ∞
−∞
(f(x+ h)− f(h))φ1(λx)dx
≤ λ
∫ ∞
−∞
S(x+ h)φ1(λx)dx+ |f ′(h)|
∫ ∞
−∞
λ |xg(|x|)φ1(λx)|dx
≤ λ
∫ ∞
−∞
S(x+ h)φ1(λx)dx+
|f ′(h)|
λ
∫ ∞
−∞
∣∣xg(λ−1 |x|)φ1(x)∣∣ dx
≤ λ
∫ ∞
−∞
S(x+ h)φ1(λx)dx+
|f ′(h)|
λ
∫ ∞
−∞
|xg(|x|)φ1(x)|dx
≤ λ
∫ ∞
−∞
S(x+ h)φ1(λx)dx+ |f ′(h)| C
λ
.
The lower inequality is similar.
We now list some standard functions (which give rise to standard singu-
larities on the Fourier transform) that satisfy the hypotheses of Lemma 6.4.1.
We verify explicitly1 the hypothesis f ′(x + h) ≤ f ′(h)g(x). We notice that
this condition for f ′ is stable under taking sums and products2: indeed let
fi(x+ h) ≤ fi(h)gi(x), then f1(x+ h) + f2(x+ h) ≤ (f1(h) + f2(h)) max gi(x)
and f1(x + h)f2(x + h) ≤ f1(h)f2(h)g1(x)g2(x). There are a lot of standard
functions (which give rise to standard singularities on the Fourier transform)
that satisfy the hypotheses of Lemma 6.4.1. We list some of them:
• f(x) = xα with3 α ≥ 1: it follows as (x + h)α−1 ≤ hα−1(1 + |x|)α−1 for
all h ≥ 1 and x.
1The condition f(h) ≤ hf ′(h)g(h/2) is immediate, while the existence for appropiate φ
follows from Lemma 6.1.2 as long as g(x) = O(exp(xγ)) with γ < 1.
2Note that product of two admissible functions could violate the existence of appropiate
φ if g is no longer O(exp(xγ)) with γ < 1.
3We define the functions f always 0 on the negative axis.
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• f(x) = xα with 0 < α < 1: for β > 0,
(x+ h)−β = h−β
(
h
x+ h
)β
= h−β
(
1− x
x+ h
)β
≤ h−β (1 + |x|)β ,
for x+ h > 1.
• f(x) = logα x (defined on x ≥ 1) with α ≥ 1; as f ′(x) = αx−1 logα−1 x
and x−1 has already been verified to satisfy the condition on f ′, the prop-
erty remains to be verified only for logα−1 x (since products are stable):
logα−1(x+ h) ≤ logα−1(h)(1 + log(1 + |x|))α−1,
for h large enough via a similar argument as for f(x) = xα (α ≥ 1).
• f(x) = logα x (defined on x ≥ 1) with 0 < α < 1: as before it suffices to
verify the condition on f ′ for logα−1 x. For β > 0, we have
log−β(x+ h) ≤ log−β h(1 + log(1 + |x|))−β ,
if h and x+ h are large enough via a similar argument as for f(x) = xα
with 0 < α < 1.
• f(x) = xα logβ x, defined for x large enough and α > 0 and β ∈ R. The
condition for f ′ follows from the previous cases and the fact that the
condition is stable under products and sums. Here β is allowed to be
negative as that would not violate the non-decreasing assumption on f .
• f(x) = exp(βxα) with 0 < α < 1 and β > 0: as f ′(x) = αβ exp(βxα)xα−1
it suffices to consider exp(βxα). Since tα is concave and non-decreasing:
exp(β(x+ h)α) ≤ exp(β(hα + |x|α)) ≤ exp(β(hα)) exp(β |x|α),
for h > 0.
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Part II
Beurling generalized prime
number theory
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Chapter 7
PNT equivalences
In classical prime number theory several asymptotic relations are considered
to be “equivalent” to the prime number theorem. In the setting of Beurling
generalized numbers, this may no longer be the case. Under additional hy-
potheses on the generalized integer counting function, one can however still
deduce various equivalences between the Beurling analogues of the classical
PNT relations. We establish some of the equivalences under weaker conditions
than were known so far.
7.1 Introduction
Several asymptotic relations in classical prime number theory are considered
to be “equivalent” to the prime number theorem. This means that they are
deducible from one another by simple real variable arguments (see [7, Sect. 5.2],
[34], and [83, Sect. 6.2]). In recent works [36, 38], Diamond and Zhang have
investigated the counterparts of several of these classical asymptotic relations
in the context of Beurling generalized numbers. They showed by means of
examples that some of the implications between the relations may fail without
extra hypotheses, and they found conditions under which the equivalences do
or do not hold.
The aim of this chapter is to improve various of their results by relaxing
hypotheses on the generalized number systems. While Diamond and Zhang
employed elementary methods in [36, 38] (a version of Axer’s lemma and con-
volution calculus for measures), our approach here is different. Our arguments
are based on recent complex Tauberian theorems for Laplace transforms with
pseudofunction boundary behavior, which we developed in Chapter 2 (see also
[72]). This approach will enable us to clarify that only certain boundary prop-
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erties of the zeta function near s = 1 play a role for the equivalences.
As in classical number theory, the PNT pi(x) ∼ x/ log x always becomes
equivalent [5] to Π(x) ∼ x/ log x, and to
ψ(x) ∼ x.
We are also interested in the asymptotic relation
ψ1(x) :=
∫ x
1
dψ(t)
t
=
∑
nk≤x
Λ(nk)
nk
= log x+ c+ o(1), (7.1.1)
which, as in [36], we call a sharp Mertens relation. Note that for the ordinary
rational primes (7.1.1) holds with c = −γ, where γ is the Euler-Mascheroni
constant; however, in general, we may have c 6= −γ. (For instance, adding
an extra prime to the rational primes makes c > −γ.) Nonetheless, c may be
related to a generalized gamma constant associated to the generalized number
system, see (7.1.4) below.
The sharp Mertens relation is known to be equivalent to the PNT for ratio-
nal primes. In the general case it is very easy to see that (7.1.1) always yields
the PNT [36, Prop. 2.1] for Beurling primes. On the other hand, it was shown
in [36] that the converse implication only holds conditionally.
Our first goal is to investigate conditions under which the equivalence be-
tween the PNT and the sharp Mertens relation remains true. In particular, we
shall show:
Theorem 7.1.1. Suppose that a generalized number system satisfies the PNT
and the conditions
N(x) = ax+ o
(
x
log x
)
(7.1.2)
and ∫ ∞
1
∣∣∣∣N(x)− axx2
∣∣∣∣ dx <∞, (7.1.3)
for some a > 0. Then, the sharp Mertens relation (7.1.1) is satisfied as well
with constant
c = −1− 1
a
∫ ∞
1
N(x)− ax
x2
dx = −1
a
lim
x→∞
∑
nk≤x
1
nk
− a log x
 . (7.1.4)
Theorem 7.1.1 contains the following result of Diamond and Zhang:
Corollary 7.1.2 ([36]). Suppose that the PNT holds and for some a > 0∣∣∣∣N(x)− axx
∣∣∣∣ ≤ D(x), x ≥ 1, (7.1.5)
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where D is right continuous, non-increasing, and satisfies∫ ∞
1
D(x)
x
dx <∞. (7.1.6)
Then, (7.1.1) holds.
Proof. Clearly the assumption implies (7.1.3). Moreover, since D is non-
increasing, we must have D(x) = o(1/ log x), so (7.1.2) should hold as well.
A simple condition that is included in those of both Theorem 7.1.1 and
Corollary 7.1.2 is
N(x) = ax+O
(
x
logα x
)
(7.1.7)
if α > 1. Interestingly, (7.1.7) with α = 1 and the PNT are not strong enough
to ensure the sharp Mertens relation, as established by an example in [36, 38].
We will strengthen that result as well.
Proposition 7.1.3. We have:
(i) The PNT and (7.1.2) do not necessarily imply the sharp Mertens relation.
(ii) The PNT and (7.1.3) do not necessarily imply the sharp Mertens relation
either.
Under the hypotheses (7.1.5) and (7.1.6) with D as in Corollary 7.1.2, Di-
amond and Zhang were also able to show [38] the equivalence between
M(x) :=
∑
nk≤x
µ(nk) = o(x) (7.1.8)
and
m(x) :=
∑
nk≤x
µ(nk)
nk
= o(1), (7.1.9)
with µ the Beurling analogue of the Mo¨bius function. We will also improve this
result by using a weaker condition. Note that for rational primes the equiva-
lence between (7.1.8), (7.1.9), and the PNT was first established by Landau in
1911 ([75], [83, Sect. 6.2.7]); because of that, we refer to them as the Landau
relations. It is worth noticing that the implication (7.1.9) ⇒ (7.1.8) holds un-
conditionally, as can easily be seen via integration by parts; therefore, one only
has to focus on the conditional converse.
Theorem 7.1.4. (7.1.8) and the condition (7.1.3) for some a > 0 imply the
other Landau relation (7.1.9).
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We point out that we have only stated here our main results in their sim-
plest forms. In Section 7.2 and Section 7.3 we will replace (7.1.2) and (7.1.3)
by much weaker assumptions in terms of convolution averages. These convolu-
tion average versions of (7.1.2) and (7.1.3) express the fact that only the local
behavior of the zeta function at s = 1 is responsible for the equivalences under
consideration. In Section 7.4 we construct examples in order to give a proof of
Proposition 7.1.3.
7.2 Sharp Mertens relation and the PNT
We now prove Theorem 7.1.1. As in classical number theory, the Chebyshev
function has Mellin-Stieltjes transform∫ ∞
1
x−sdψ(x) = −ζ
′(s)
ζ(s)
. (7.2.1)
Our goal in this section is to provide a proof of the ensuing theorem. Our
conditions for the equivalence between the PNT and the sharp Mertens relation
are in terms of convolution averages of the remainder function E in
N(x) = ax+ xE(log x), x ≥ 1, (7.2.2)
where we set E(y) = 0 for y < 0. In the sequel ∗ always denotes additive
convolution.
Theorem 7.2.1. Suppose that a generalized number system satisfies the PNT.
Let K1 and K2 be two kernels such that Kˆj(0) 6= 0 and
∫∞
−∞(1+|y|)1+ε|Kj(y)| <
∞ for some ε > 0. If the remainder function E determined by (7.2.2), where
a > 0, satisfies
(E ∗K1)(y) = o
(
1
y
)
, y →∞, (7.2.3)
and
E ∗K2 ∈ L1(R), (7.2.4)
then the sharp Mertens relation
ψ1(x) =
∫ x
1
dψ(t)
t
= log x+ c+ o(1) (7.2.5)
holds as well, with c = −b/a− 1 where b = (Kˆ2(0))−1
∫∞
−∞(E ∗K2)(y)dy.
Implicitly in Theorem 7.2.1 we need the existence of the convolutions E∗Kj .
This is always ensured by the PNT, as follows from the next simple proposition
which delivers the bound E(y)ε y1+ε for every ε > 0.
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Proposition 7.2.2. The PNT implies the bound N(x)ε x log1+ε x, for each
ε > 0.
Proof. By the PNT we have log ζ(σ) ∼ − log(σ−1), and so ζ(σ) (σ−1)−1−ε
as σ → 1+. Using that N is non-decreasing,
N(x) ≤ x
∫ x
1−
u−1dN(u) ≤ x
∫ x
1−
u−1 exp
(
1− log u
log x
)
dN(u)
≤ exζ (1 + 1/ log x) x log1+ε x.
It is very easy to verify that Theorem 7.2.1 contains Theorem 7.1.1. In
fact, (7.1.3) is the same as E ∈ L1(R), which always yields (7.2.4) for any
kernel K2 ∈ L1(R). Furthermore, (7.1.2) implies (7.2.3) for any kernel such
that
∫∞
−∞ |K1(y)|(1 + |y|)dy <∞.
Note that we do not necessarily require in Theorem 7.2.1 that N has a
positive asymptotic density, that is, that
N(x) ∼ ax. (7.2.6)
In fact, this condition plays basically no role for our arguments. On the other
hand, either (7.1.2) or (7.1.3) automatically implies (7.2.6), as one may deduce
from elementary arguments in the second case. In the general case, (7.2.6) also
follows from (7.1.2) or (7.1.3) if one of the Kj is a Wiener kernel. The next
proposition collects this assertion as well as the useful bound N(x) x, which
is actually crucial for our proof of Theorem 7.2.1 and turns out to be implied
by its assumptions.
Proposition 7.2.3. Let N satisfy N(x)  x logα x and let K be such that
Kˆ(0) 6= 0 and ∫∞−∞(1 + |y|)α|K(y)|dy <∞, where α ≥ 0. If E ∗K ∈ L∞(R) or
E ∗K ∈ L1(R), then N(x) x (and hence E ∈ L∞(R)). If additionally K is a
Beurling-Wiener kernel, that is, Kˆ(t) 6= 0 for all t ∈ R, and (E ∗K)(y) = o(1)
or E ∗K ∈ L1(R), then (7.2.6) holds. (Here a = 0 is allowed).
Proof. The bound on N ensures that E(y) = O((|y| + 1)α). Convolving K
with a test function ϕ ∈ S(R) yields (E ∗K ∗ ϕ)(y) = o(1) if E ∗K ∈ L1(R).
Thus, replacing K by K ∗ ϕ with ϕˆ(t) 6= 0 for all t ∈ R if necessary, we may
just deal with the cases E ∗ K ∈ L∞(R) and (E ∗ K)(y) = o(1). Assume
E ∗ K ∈ L∞(R). Applying the analogue of the Wiener division theorem [71,
Thm. II.7.3, p. 81] for the weighted Beurling algebra [11, 71] L1ω(R) with non-
quasianalytic weight function ω(y) = (1 + |y|)α, we obtain that Eˆ ∈ PMloc(I)
for some open interval 0 ∈ I on which Kˆ(t) does not vanish. The Laplace
transform of E, ζ(s+ 1)/(s+ 1)−a/s, thus has local pseudomeasure boundary
behavior on iI. Multiplying by the smooth function (s + 1) preserves the
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local pseudomeasure boundary behavior, and substituting s + 1 by s gives
that ζ(s) − a/(s − 1) has local pseudomeasure boundary behavior on 1 + iI,
and so does ζ(s) because a/(s − 1) is actually a global pseudomeasure on
<e s = 1. Hence, S(x) = N(ex) ex is a consequence of Theorem 2.2.1. If we
additionally know that Kˆ(t) never vanishes and (E ∗K)(y) = o(1), the division
theorem yields Eˆ ∈ PFloc(R), or equivalently, that ζ(s) − a/(s − 1) has local
pseudofunction boundary behavior on the whole line <e s = 1. The conclusion
N(x) ∼ ax now follows from Theorem 2.4.5 applied to S(x) = N(ex).
Examples of kernels that can be used in Theorem 7.2.1, and for which
one can apply Proposition 7.2.3 to deduce (7.2.6) as a consequence of either
(7.2.3) or (7.2.4), are familiar summability kernels such as the Cesa`ro-Riesz
kernels K(y) = e−y(1 − e−y)β+ with β ≥ 0, the kernel of Abel summability
K(y) = e−ye−e
−y
, and the Lambert summability kernel K(y) = e−yp(e−y)
with p(u) = (u/(1 − eu))′; see [71] and [44, Sect. 1.5, p. 15] for many other
possible examples. Also, note that if we write k1(x) = x
−1K1(− log x), then
(7.2.3) takes the form∫ ∞
1
N(u)
u
k1
(u
x
)
du = ax
∫ ∞
0
k1(u)du+ o
(
x
log x
)
, x→∞.
In the previous examples we have k1(u) = (1− u)β+, k1(u) = e−u, and k1(u) =
p(u).
We now concentrate in showing Theorem 7.2.1. Our proof is based on
the application of the Tauberian theorems from the previous section and two
lemmas. We begin by translating the PNT and the sharp Mertens relation into
boundary properties of the zeta function.
Lemma 7.2.4. A generalized number system satisfies the PNT if and only if
−ζ
′(s)
ζ(s)
− 1
s− 1 (7.2.7)
admits local pseudofunction boundary behavior on <e s = 1; the sharp Mertens
relation (7.2.5) holds if and only if
− ζ
′(s)
(s− 1)ζ(s) −
1
(s− 1)2 −
c
s− 1 (7.2.8)
has local pseudofunction boundary behavior on <e s = 1.
Proof. The PNT is S(x) = ψ(ex) ∼ ex, which is equivalent to the local pseud-
ofunction boundary of (7.2.7) by Theorem 2.4.5 and (7.2.1). Next, we apply
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Theorem 2.4.2 to the non-decreasing function ψ1(e
y), which has Laplace trans-
form L{ψ1(ey); s} = −ζ ′(s+ 1)/(ζ(s+ 1)s; the sharp Mertens relation,
ψ1(e
y) =
∫ ey
1
dψ(u)
u
= y + c+ o(1),
holds if and only if
− ζ
′(s+ 1)
ζ(s+ 1)s
− 1
s2
− c
s
has local pseudofunction behavior on <e s = 0.
By multiplying (7.2.8) by (s− 1), it follows that the sharp Mertens relation
always implies the PNT. This should not be so surprising because the PNT can
also be easily deduced from (7.2.5) via integration by parts, as was done in [36,
Prop. 2.1]. The non-trivial problem is of course the converse implication of the
conditional equivalence. Observe that (s − 1)−1 is smooth off s = 1, so that
(it)−1 is a multiplier for PFloc(R\{0}); consequently, the local pseudofunction
boundary behavior of the two functions (7.2.7) and (7.2.8) becomes equivalent
except at the boundary point s = 1.
Summarizing, since we are assuming the PNT, our task reduces to show that
(7.2.8) has local pseudofunction boundary behavior on a boundary neighbor-
hood of the point s = 1. The next lemma allows us to extract some important
boundary behavior information on the zeta function from the condition (7.2.4).
It also provides the alternative formula
c = −1− 1
a
∫ ∞
1
N(x)− ax
x2
dx = −1
a
(
lim
x→∞
∫ x
1−
t−1dN(t)− a log x
)
.
for the constant in the sharp Mertens relation (7.2.5) if we additionally assume
that Kˆ2 never vanishes in Theorem 7.2.1.
Lemma 7.2.5. Suppose that N(x)  x log x and E ∗ K ∈ L1(R) where
Kˆ(0) 6= 0 and ∫∞−∞(1 + |y|)K(y)dy <∞. (Here we may allow a = 0.) Then,
1
s− 1
(
ζ(s)− a
s− 1
)
− a+ b
s
(7.2.9)
has local pseudofunction behavior near s = 1, where b = (Kˆ(0))−1
∫∞
−∞(E ∗
K)(y)dy. If in addition Kˆ(t) 6= 0 for all t, then the integral∫ ∞
1
N(x)− ax
x2
dx =
∫ ∞
0
E(y)dy (7.2.10)
converges to b and (7.2.9) has local pseudofunction boundary behavior on the
whole line <e s = 1.
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Proof. Set τ(x) :=
∫ x
0
E(y)dy. Proposition 7.2.3 yields N(x) x, i.e., E(y) =
O(1). Now, for x > 0, (τ ∗ K)(x) = ∫ x−∞(E ∗ K)(y)dy = bKˆ(0) + o(1) =
b·(χ[0,∞)∗K)(x)+o(1), because the latter integral is even absolutely convergent.
By applying the division theorem for the Beurling algebra [11, 71] with weight
function (1 + |y|), we obtain that the Fourier transform of τ(x)− bχ[0,∞)(x) is
a pseudofunction in a neighborhood of the origin. So,
L{τ ; s} − b
s
=
1
s
(
ζ(s+ 1)
s+ 1
− a
s
)
− b
s
(7.2.11)
has local pseudofunction boundary behavior near s = 0. Multiplication of
(7.2.11) by (s+ 1) produces an equivalent expression in terms of local pseudo-
function boundary behavior on a boundary neighborhood of s = 0. Thus, since
the term −b is negligible, we obtain that
1
s
(
ζ(s+ 1)− a
s
)
− a+ b
s− 1 (7.2.12)
has local pseudofunction boundary behavior near s = 0. Under the extra
assumption that K is a Beurling-Wiener kernel, we obtain that the Fourier
transform of τ(x) − bχ[0,∞)(x) belongs to PFloc(R) again from the division
theorem. Thus (7.2.11) and (7.2.12) both have local pseudofunction boundary
behavior on the whole line <e s = 0. Noticing that τ is slowly decreasing, we
can apply Theorem 2.4.2 to conclude τ(x) = b+ o(1).
We can now give a proof of Theorem 7.2.1.
Proof of Theorem 7.2.1. As we have already mentioned, it suffices to establish
the local pseudofunction boundary behavior of (7.2.8) near s = 1. We will show
that
ζ ′(s)
ζ(s)
(
ζ(s)− a
s− 1
)
+
a+ b
s− 1 (7.2.13)
and
ζ ′(s) +
a
(s− 1)2 (7.2.14)
both admit local pseudofunction boundary behavior (near s = 1). This would
prove the theorem. Indeed, subtracting (7.2.14) from (7.2.13) gives that
− aζ
′(s)
ζ(s)(s− 1) +
a+ b
s− 1 −
a
(s− 1)2 (7.2.15)
has local pseudofunction boundary behavior. This yields the local pseudofunc-
tion boundary behavior of (7.2.8) with c = −1 − b/a after division of (7.2.15)
by a, which implies the sharp Mertens relation in view of Lemma 7.2.4.
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For the local pseudofunction boundary behavior of (7.2.13), it is enough to
show that (
−ζ
′(s)
ζ(s)
− 1
s− 1
)
.
(
ζ(s)− a
s− 1
)
(7.2.16)
has local pseudofunction boundary behavior near s = 1. In fact, (7.2.13) is
(7.2.16) minus (7.2.9), and our claim then follows from Lemma 7.2.5. Now,
applying the Wiener division theorem [71, Thm. 7.3], the fact E ∈ L∞(R)
(Proposition 7.2.3), and the hypothesis E ∗K2 ∈ L1(R), we obtain that Eˆ ∈
Aloc(I) for some neighborhood I of t = 0. Thus, the second factor ζ(s) −
a/(s−1) of (7.2.16) has Aloc-boundary behavior on 1+ iI. Thus, the PNT and
Lemma 1.1.4 give the local pseudofunction boundary behavior of (7.2.16).
Finally, it remains to verify that (7.2.14) has local pseudofunction boundary
behavior near s = 1. Note that
ζ ′(s) +
a
(s− 1)2 = L{E, s− 1}+ s
d
ds
(L{E, s− 1}).
Therefore, we should show that the derivative of Eˆ(t) is a pseudofunction in a
neighborhood of t = 0. Let 0 ∈ I be an open interval such that Eˆ ∈ PFloc(I)
and Kˆ1(t) 6= 0 for all t ∈ I. If φ = ϕˆ ∈ D(I), we can write ϕ = K1 ∗Q, where∫ ∞
−∞
(1 + |y|)|Q(y)|dy <∞, (7.2.17)
as follows from the division theorem for non-quasianalytic Beurling algebras
[11, 71]. Thus, making use of (7.2.3) and (7.2.17), we have (ϕ ∗ E)(h) =∫∞
−∞(E∗K1)(y+h)Q(−y)dy = o(1/h) as h→∞. But since suppE ⊆ [0,∞), we
also have (ϕ ∗E)(h) = o(1/|h|) as −h→∞. In conclusion, 〈Eˆ(t), e−ithφ(t)〉 =
o(1/|h|) for any φ ∈ D(I). Now, if φ ∈ D(I),
〈Eˆ′(t), e−ithφ(t)〉 = −〈Eˆ(t), e−ithφ′(t)〉+ ih〈Eˆ(t), e−ithφ(t)〉
= o(1/|h|) + o(1) = o(1).
So, Eˆ′ ∈ PFloc(I) and the proof is complete.
The same method as above leads to the following corollary.
Corollary 7.2.6. The sharp Mertens relation and (7.2.4), for some kernel
with Kˆ2(0) 6= 0 and
∫∞
−∞(1 + |y|)|K2(y)|dy < ∞, imply (7.2.3) for any K1
such that
∫∞
−∞(1 + |y|)|K1(y)|dy < ∞ and supp Kˆ1 is a compact subset of the
interior of supp Kˆ2. (Here we may have a = 0.)
Proof. Let us first verify that the convolution E ∗K2 is well-defined. We show
that the sharp Mertens relation gives the bound N(x) = o(x log x). In fact,
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integrating by parts, we see that ψ1(x) = log x+ c+ o(1) implies∫ x
1
dΠ(u)
u
=
∫ x
1
dψ1(u)
log u
= log log x+ c1 +O
(
1
log x
)
,
for some c1. This readily yields log ζ(σ) = − log(σ − 1) + c1 − γ + o(1) as
σ → 1+, so that
ζ(σ) ∼ e
c1−γ
σ − 1 .
Applying the Karamata Tauberian theorem [71], we conclude∫ x
1−
dN(u)
u
∼ ec1−γ log x,
and hence integration by parts yields N(x) = o(x log x) as claimed. Proposition
7.2.3 then allows us to improve the estimate to N(x) x.
Set U = {t ∈ R : Kˆ2(t) 6= 0}. Next, the proof of Lemma 7.2.5, a Wiener
division argument, and Lemma 1.1.4 give at once that (7.2.9) and (7.2.16),
and hence (7.2.13), all have local pseudofunction boundary behavior on 1+ iU .
Using Lemma 7.2.4, multiplying (7.2.8) by a, and subtracting the resulting
expression from (7.2.13), we obtain that (d = ca− a+ b)
ζ ′(s) +
a
(s− 1)2 −
d
(s− 1) = L{E; s− 1}+ s
d
ds
(L{E, s− 1})− d
(s− 1) .
also has local pseudofunction boundary behavior on 1 + iU . As Eˆ ∈ Aloc(U) ⊂
PFloc(U), we must have iEˆ
′(t) − d(it + 0)−1 ∈ PFloc(U), where (it + 0)−1
denotes the distributional boundary value of 1/s on <e s = 0. If we now take
an arbitrary ϕ ∈ S(R) such that ϕˆ ∈ D(U), we obtain that
y(E ∗ ϕ)(y) = dϕˆ(0) + o(1) +
∫ y
−∞
((y − u)E(y − u)− d)ϕ(u)du
+
∫ y
−∞
E(y − u)uϕ(u)du
= dϕˆ(0) + o(1), y →∞,
namely,
(E ∗ ϕ)(y) ∼ d
y
ϕˆ(0), y →∞.
Since 0 ∈ U , and (E ∗ ϕ) ∈ L1(R) because Eˆ ∈ Aloc(U), we conclude d = 0,
upon taking ϕ with ϕˆ(0) 6= 0. So, (E ∗ ϕ)(y) = o(1/y) as y → ∞ for any
ϕ with ϕˆ ∈ D(U). If K1 satisfies the conditions from the statement, we can
write K1 = K1 ∗ ϕ for any ϕˆ ∈ D(U) being equal to 1 on supp Kˆ1. Therefore,
(E ∗K1)(y) = ((E ∗ ϕ) ∗K1)(y) = o(1/y) as well.
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Remark 7.2.7. We end this section with some remarks on possible variants
for the assumptions on the convolution kernels in Theorem 7.2.1.
(i) If one the of the kernels K1 or K2 is non-negative, we can replace the
requirements ∫ ∞
−∞
(1 + |y|)1+ε|Kj(y)|dy <∞ (7.2.18)
by the weaker ones ∫ ∞
−∞
(1 + |y|)|Kj(y)|dy <∞.
In fact, the conditions (7.2.18) were only used in order to ensure the
existence of the convolutions via Proposition 7.2.2, but the rest of our
arguments still works if we would have a priori known the better bound
N(x)  x log x. Now, if K is non-negative, a bound (E ∗K)(y) = O(1)
necessarily implies N(x)  x. In fact, set T (y) = e−yN(ey). Since
N is non-decreasing, we have T (h)e−y ≤ T (y + h) for h ≥ 0. Setting
C−1 =
∫ 0
−∞ e
yK(y)dy, we obtain
T (h) ≤ C
∫ ∞
0
T (y + h)K(−y)dy ≤ C(T ∗K)(y) 1.
(ii) The Wiener type division arguments can be completely avoided if Kˆj
is C∞ near 0 (or on R whenever the global non-vanishing is required).
Indeed, in this case the division can be performed in the Fourier transform
side as the multiplication of a distribution by a smooth function, a trivial
procedure in distribution theory. In particular, Theorem 7.1.1 can be
shown without appealing to Wiener type division theorems.
(iii) In connection with the previous comment, one can even drop the inte-
grability conditions on Kj and employ distribution kernels. It is well
known that the space of convolutors for tempered distributions O′C(R)
satisfies F(O′C(R)) ⊂ C∞(R) [41, 87, 93]. So, Theorem 7.2.1 holds if we
assume that K1,K2 ∈ O′C(R) are such that Kˆj(0) 6= 0 and (7.2.3) and
(7.2.10) are satisfied. A list of useful kernels belonging to O′C(R) and
having nowhere vanishing Fourier transforms is discussed in Ganelius’
book [44, Sect. 1.5, p. 15]. An even more general result is possible: we
can weaken K1,K2 ∈ O′C(R) to K1,K2 ∈ S ′(R), Kˆj is C∞ and non-zero
in a neighborhood of 0, and E ∗Kj exists in the sense of S ′-convolvability
[64].
108 7 – PNT equivalences
7.3 The Landau relations
The section is devoted to conditions on N that imply the equivalence between
(7.1.8) and (7.1.9). So, we consider the Landau relations
M(x) = o(x) (7.3.1)
and
m(x) =
∫ x
1−
dM(u)
u
= o(1). (7.3.2)
It is a simple fact that (7.3.2) always implies (7.3.1). This follows from
integration by parts:
M(x) =
∫ x
1−
udm(u) = xm(x)−
∫ x
1
m(u)du = o(x).
Our aim in this section is to show that the conditional converse implication
holds under a weaker hypothesis than in Theorem 7.1.4.
Theorem 7.3.1. Suppose that N(x) x and there are a > 0 and K ∈ L1(R)
such that Kˆ(0) 6= 0 and
E ∗K ∈ L1(R), (7.3.3)
where E is the remainder function determined by (7.2.2). Then,
M(x) = o(x) implies m(x) = o(1).
Proof. Note first that
m(ex) =
M(ex)
ex
+
∫ x
0
M(ey)
ey
dy
is slowly decreasing because M(ex) = o(ex). Since L{dM(ex); s} = 1/ζ(s), the
Abelian part of Theorem 2.4.5 gives that M(x) = o(x) implies that 1/ζ(s) has
local pseudofunction boundary behavior on the whole line <e s = 1. On the
other hand, the Laplace transform of the slowly decreasing function m(ex) is
L{m(ex); s} = 1/(sζ(s + 1)), <e s > 0; one then deduces from Theorem 2.4.2
that it suffices to show that this analytic function admits local pseudofunction
behavior on the line <es = 0. Since 1/s is smooth away from s = 0, it is enough
to establish the local pseudofunction boundary behavior of 1/(sζ(s+ 1)) near
s = 0. We now verify the latter property. By employing the Wiener division
theorem [71, Thm. 7.3], we have that Eˆ ∈ Aloc(I) for some open interval I
containing 0. This leads to the Aloc-boundary behavior of (ζ(s+1)/(s+1)−a/s)
on iI; multiplying by (s + 1) and adding a, we conclude that ζ(s + 1) − a/s
has boundary values in the local Wiener algebra on the boundary line segment
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iI. The local pseudofunction boundary behavior of 1/sζ(s+ 1) near s = 0 now
follows from
1
sζ(s+ 1)
= − 1
aζ(s+ 1)
·
(
ζ(s+ 1)− a
s
)
+
1
a
and Lemma 1.1.4.
Remark 7.3.2. We mention some variants of Theorem 7.3.1:
(i) If the kernel K is non-negative, the bound N(x) x becomes superfluous
because it is implied by (7.3.3), see Remark 7.2.7(i).
(ii) If only a bound N(x)  x logα x, α > 0, is initially known for N , we
can compensate it by strengthening the assumption on K to
∫∞
−∞(1 +
|y|)α|K(y)|dy < ∞. As a matter of fact, the bound N(x)  x would
then be implied by Proposition 7.2.3.
(iii) The comments from Remark 7.2.7(ii) and Remark 7.2.7(iii) also apply to
Theorem 7.3.1. In order to use distribution kernels K, one assumes that
N(x) x logα x for some α to ensure that E is a tempered distribution.
7.4 Examples
We shall now construct examples in order to prove Proposition 7.1.3. In ad-
dition, we give an example of a generalized number system such that M(x) =
o(x), m(x) = o(1), the condition (7.3.3) holds for any kernel K ∈ S(R), but
for which (7.1.3) is not satisfied.
Example 7.4.1. (Proposition 7.1.3(i)). By constructing an example [36, 38],
Diamond and Zhang showed that the PNT and
N(x) = ax+O
(
x
log x
)
(7.4.1)
do not imply the sharp Mertens relation in general. We slightly modify their
arguments to produce an example that satisfies the stronger relation (7.1.2).
Let ω be a positive non-increasing function on [1,∞) such that∫ ∞
2
ω(x)
x log x
dx =∞, (7.4.2)
and
ω(x1/n)
ω(x)
≤ Cnα, (7.4.3)
where C,α > 0. For example, ω(x) = 1/ log log x for x ≥ ee and ω(x) = 1 for
x ∈ [1, ee] satisfies (7.4.2) and the better inequality ω(x1/n)/ω(x) ≤ 1 + log n.
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We construct here a generalized number system satisfying the PNT, the
asymptotic estimate
N(x) = ax+O
(
xω(x)
log x
)
, (7.4.4)
for some a > 0, but for which the sharp Mertens relation fails. Upon addition-
ally choosing ω with ω(x) = o(1), we obtain (7.1.2).
We prove that
dΠ(u) =
1− u−1
log u
du+
(
1− u−1
log u
)2
ω(u)du
fulfills our requirements. (ω(u) = 1 is the example from [36, 38]). For the PNT,
Π(x) = Li(x) +O(log log x) +
(∫ √x
2
+
∫ x
√
x
)
O(1)
log2 u
du
=
x
log x
+O
(
x
log2 x
)
,
because ω is bounded. Next, by (7.4.2),
ψ1(x)− log x =
∫ x
1
log u
u
dΠ(u)− log x ≥ −1 + 1
4
∫ x
2
ω(u)
u log u
du→∞.
To get (7.4.4), we literally apply the same convolution method as in [38, Sect.
14.4]. Using that exp∗M ((1− u−1)/ log u du) = χ[1,∞)(u)du + δ(u− 1) (with δ
the Dirac delta), and that the latter measure has distribution function x (for
x ≥ 1), one easily checks that
N(x) = x
∫ x
1−
exp∗M (dν) = x
(
1 +
∞∑
n=1
1
n!
∫ x
1
dν∗Mn
)
,
where
dν(u) =
(1− u−1)2
u log2 u
ω(u)du.
Since
c =
∫ ∞
1
dν ≤ O(1)
∫ ∞
1
(1− u−1)2
u log2 u
du <∞,
we obtain N(x) = x(ec −R(x)) with
R(x) =
∞∑
n=1
1
n!
∫ ∞
x
dν∗Mn =
∞∑
n=1
1
n!
∫
· · ·
∫
x<u1u2...un
dν(u1) . . . dν(un).
We estimate R(x) for x ≥ 2. Since all variables in the multiple integrals
from the above summands are greater than 1, introducing the constraint un > x
gives
∫ ·· · ∫
x<u1u2...un
≥ ∫∞
1
. . .
∫∞
1
∫
un>x
, namely,∫ ∞
x
dν∗Mn ≥ c
n−1
4
∫ ∞
x
ω(u)
u log2 u
du.
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On the other hand, as noticed in [36], at least one of the variables uj should
be > x1/n, and therefore∫ ∞
x
dν∗Mn ≤ ncn−1
∫ ∞
x1/n
ω(u)
u log2 u
du ≤ Cn2+αcn−1
∫ ∞
x
ω(u)
u log2 u
du.
Adding up these estimates, we obtain
0 < C1
∫ ∞
x
ω(u)
u log2 u
du ≤ e
cx−N(x)
x
≤ C2
∫ ∞
x
ω(u)
u log2 u
du
with
C1 =
ec − 1
4c
and C2 = C
∞∑
n=0
cn
n!
(n+ 1)α+1.
In particular, the upper bound yields (7.4.4) with a = ec because ω is non-
increasing.
Example 7.4.2 (Proposition 7.1.3(ii)). We now give an example to prove that
the PNT and the condition (7.1.3) do not imply a sharp Mertens relation in
general. The generalized number system has the form
dΠ(u) =
1− u−1
log u
du+
f(log u)
log2 u
χ[A,∞)(u)du (7.4.5)
where f will be suitably chosen below, andA ≥ e. We suppose that |f(y)| ≤ y/2
on [logA,∞) in order to ensure that dΠ is a positive measure. Observe that we
do not assume here that f is non-negative, actually letting f be oscillatory is
important for our construction. We start with a preliminary lemma that gives
a condition for the function N to satisfy (7.1.3).
Lemma 7.4.3. Suppose that the integral
∫∞
logA
y−2|f(y)|dy is finite and let
a = exp(
∫∞
logA
y−2f(y)dy). Then, (7.1.3) holds if∫ ∞
x
f(y)
y2
dy ∈ L1(R). (7.4.6)
Conversely, (7.1.3) implies (7.4.6) if
∫∞
logA
y−2|f(y)|dy < pi.
Proof. The method of this proof is essentially due to Kahane [59, p. 633]. De-
note as B(R) the Banach algebra of Fourier transforms of finite Borel measures.
Note that the elements of B(R) are multipliers for the Wiener algebra A(R).
We have to show that Eˆ ∈ A(R) if and only if (7.4.6) holds, where as usual
E(y) = e−yN(ey)− a. Write
L(t) =
∫ ∞
logA
e−ityf(y)
y2
dy,
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and note that a = eL(0),
ζ(1 + it) =
(1 + it)eL(t)
it
,
and
Eˆ(t) =
ζ(1 + it)
(1 + it)
− e
L(0)
it
= eL(0)
eL(t)−L(0) − 1
L(t)− L(0) ·
L(t)− L(0)
it
.
We have that L(t)−L(0) ∈ B(R), because it is the Fourier transform of the fi-
nite measure y−2f(y)χ[logA,∞)(y) dy − L(0)δ(y), where δ is the Dirac delta.
Since entire functions act on Banach algebras, we have that (eL(t)−L(0) −
1)/(L(t) − L(0)) ∈ B(R) is a multiplier for A(R). Therefore, Eˆ ∈ A(R)
if (L(t) − L(0))/(it) ∈ A(R). The rest follows by noticing that the latter
function is the Fourier transform of − ∫∞
x
y−2f(y)dy. Conversely, (L(t) −
L(0))/(eL(t)−L(0)−1) ∈ B(R) because z/(ez−1) is analytic in the disc |z| < 2pi
and ‖L− L(0)‖B(R) ≤ 2
∫∞
logA
y−2|f(y)|dy < 2pi.
We now set out the construction of f . Select a non-negative test function
ϕ ∈ D(−1/2, 1/2) with ϕ(0) = 1. In the sequel we consider the non-negative
function
g(x) =
∞∑
n=1
ϕ(n3(x− n− 1/2)).
It is clear that ∫ ∞
0
g(x)dx =
(∫ 1/2
−1/2
ϕ(x)dx
)( ∞∑
n=1
1
n3
)
,
|g′(x)|  x3, and
∫ ∞
x
g(y)dy  1
x2
.
We set f(y) = g′(log y) in (7.4.6) and choose A so large that |f(y)| ≤ y/2
for y ≥ logA. The PNT holds,
Π(x) =
x
log x
+O
(
x
log2 x
)
+O
(∫ x
A
|g′(log log u)|
log2 u
du
)
=
x
log x
+O
(
x(log log x)3
log2 x
)
.
Furthermore, since lim supx→∞ g(x) = 1, lim infx→∞ g(x) = 0, and
ψ1(x) = log x− 1 +
∫ x
A
f(log u)
u log u
du+ o(1)
= log x− 1 + g(log log x)− g(log logA) + o(1),
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we obtain that the sharp Mertens relation does not hold. It remains to check
(7.1.3) via Lemma 7.4.3, that is, we verify that (7.4.6) is satisfied. Indeed,∫ ∞
x
f(y)
y2
dy = −g(log x)
x
+
∫ ∞
x
g(log y)
y2
dy
= −g(log x)
x
+O
(
1
x log2 x
)
∈ L1(R).
Example 7.4.4. We now provide an example that shows that there are situ-
ations in which (7.1.3) fails, but Theorem 7.3.1 could still apply to deduce the
equivalence between the Landau relations. In addition, this example satisfies
N(x) = ax+ Ω±
(
x
log1/2 x
)
. (7.4.7)
Consider
dΠ(u) =
1 + cos(log u)
log u
χ[2,∞)(u)du.
This continuous generalized number system is a modification of the one used
by Beurling to show the sharpness of his PNT [10]. Note the PNT fails for Π,
one has instead
Π(x) =
x
log x
(
1 +
√
2
2
cos
(
log x− pi
4
))
+O
(
x
log2 x
)
.
We have
log ζ(s) = − log(s− 1)− 1
2
log(s− 1− i)− 1
2
log(s− 1 + i) +G(s),
so that,
ζ(s) =
eG(s)
(s− 1)√1 + (s− 1)2 ,
where G(s) is an entire function. If we set a = eG(1), we obtain that ζ(s) −
a/(s− 1) has L1loc-boundary behavior on <e s = 1, so that, by Theorem 2.4.5,
N(x) ∼ ax,
although ζ(1 + it) is unbounded at t = ±i. The condition (7.1.3) would imply
continuity of ζ(1 + it) at all t 6= 0, hence, we must have∫ ∞
1
∣∣∣∣N(x)− axx2
∣∣∣∣dx =∞. (7.4.8)
Using the same method as in Section 11.5, one can even show that there are
constants d0, d1, . . . and θ0, θ2, . . . with d0 6= 0 such that
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N(x) ∼ ax+ x
log1/2 x
∞∑
j=0
dj
cos(log x+ θj)
logj x
(7.4.9)
= ax+ d0
x cos(log x+ θ0)
log1/2 x
+O
(
x
log3/2 x
)
.
This yields (7.4.7), and also another proof of (7.4.8).
On the other hand, ζ(s)−a/(s−1) has an analytic extension to 1+iR\{1±i};
in particular, it has Aloc-boundary behavior on 1 + i(−1, 1). Thus, (7.3.3)
holds for any kernel K ∈ L1(R) with supp Kˆ ⊂ (−1, 1). So, the conditions
from Theorem 7.3.1 on N are fulfilled. Furthermore, applying the Erde´lyi’s
asymptotic formula [41, p. 148] for finite part integrals we easily see that the
entire function
G(s) = −F.p.
∫ e2
0
e−(s−1)y
1 + cos y
y
dy + 2γ
occurring in the formula for log ζ(s) satisfies G(1 + it) = 2 log |t| + O(1) and
that all of its derivatives G(n)(1 + it) = o(1). So, ζ(n)(1 + it)  1 for each
n ∈ N. Therefore, we obtain that E ∗K ∈ S(R) for all K ∈ S(R) without any
restriction on the support of its Fourier transform. In particular, E∗K ∈ L1(R)
for all kernels K ∈ S(R).
That M(x) = o(x) can be verified here by applying Tauberian theorems.
For instance, we have that dM + dN = 2
∑∞
n=0 dΠ
∗M2n/(2n)! is a positive
measure with L{dM+dN ; s} = ζ(s)+1/ζ(s); by Theorem 2.4.5, M(x)+N(x) ∼
ax, i.e., M(x) = o(x). Theorem 7.3.1 implies m(x) = o(1), but this can also
be deduced from Theorem 2.4.2 because m(ex) is slowly decreasing and in
this example we control ζ(s) completely: L{m(ex); s} = 1/(sζ(s + 1)) has
continuous extension to <e s = 0.
One can also construct a discrete example sharing similar properties with
Π and N via Diamond’s discretization procedure (see Chapter 11 or [32]). In
fact, define the generalized primes
P = {pk}∞k=1, pk = Π−1(k)
and denote by NP , piP , MP , mP , and ζP the associated generalized number-
theoretic functions. Since piP (x) = Π(x) + O(1), we have that ζP (s)/ζ(s)
analytically extends to <e s > 1/2. By using the same arguments as for the
continuous example, we easily get (with c = aζP (1)/ζ(1)) that
MP (x) = o(x), mP (x) = o(1),
∫ ∞
1
∣∣∣∣NP (x)− cxx2
∣∣∣∣ dx =∞, EP ∗K ∈ L1(R),
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with EP (y) = e
−yNP (ey)− c and any K ∈ L1(R) with supp Kˆ ⊂ (−1, 1), and
piP (x) =
x
log x
(
1 +
√
2
2
cos
(
log x− pi
4
))
+O
(
x
log2 x
)
.
It can be shown as well that there are b0 6= 0, b1, . . . and β0, β1, . . . such
that
NP (x) ∼ cx+ x
log1/2 x
∞∑
j=0
bj
cos(log x+ βj)
logj x
(7.4.10)
= cx+ b0
x cos(log x+ β0)
log1/2 x
+O
(
x
log3/2 x
)
.
The proofs of the asymptotic formulas (7.4.9) and (7.4.10) require additional
work, but the details go along the same lines as those provided in Sections 11.4
and 11.5; we therefore choose to omit them.
Remark 7.4.5. Diamond and Zhang used a simple example [38] to show that
in general the implication M(x) = o(x) ⇒ m(x) = o(1) does not hold. They
considered pi(x) =
∑
p≤x p
−1, where the sum runs over all rational primes. Here
one has N(x) = o(x) and M(x) = o(x), but m(x) = 6/pi2 + o(1). Presumably,
pointwise asymptotics of type (7.1.2) could be unrelated to the conditional
equivalence between M(x) = o(x) and m(x) = o(1). So, we wonder: Are
there examples satisfying (7.1.2) but for which M(x) = o(x) does not imply
m(x) = o(1)?
Remark 7.4.6. In analogy to Example 7.4.4, it would be interesting to con-
struct an example of a generalized number system such that the sharp Mertens
relation holds, N satisfies the conditions (7.2.3) and (7.2.4) from Theorem 7.2.1
for suitable kernels K1 and K2, and such that (7.1.2) and (7.1.3) do not hold.
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Chapter 8
Asymptotic density of
generalized integers
We give a short proof of the L1 criterion for Beurling generalized integers to
have a positive asymptotic density. We actually prove the existence of density
under a weaker hypothesis. We also discuss related sufficient conditions for the
estimate m(x) =
∑
nk≤x µ(nk)/nk = o(1), with µ the Beurling analog of the
Mo¨bius function.
8.1 Introduction
A central question in the theory of generalized numbers is to determine con-
ditions, as minimal as possible, on one of the functions N(x) or Π(x) such
that the other one becomes close to its classical counterpart. Starting with the
seminal work of Beurling [10], the problem of finding requirements on N(x)
that ensure the validity of the prime number theorem Π(x) ∼ x/ log x has been
extensively investigated; see, for example, [10, 38, 58, 92, 108]. In the opposite
direction, Diamond proved in 1977 [33] the following important L1 criterion for
generalized integers to have a positive density.
Theorem 8.1.1. Suppose that∫ ∞
2
∣∣∣∣Π(x)− xlog x
∣∣∣∣ dxx2 <∞. (8.1.1)
Then, there is a > 0 such that
N(x) ∼ ax. (8.1.2)
117
118 8 – Asymptotic density of generalized integers
It can be shown (see [38, Thm. 5.10 and Lemma 5.11, pp. 47–48]) that the
value of the constant a in (8.1.2) is given by
log a =
∫ ∞
1
x−1
(
dΠ(x)− 1− 1/x
log x
dx
)
.
Diamond’s proof of Theorem 8.1.1 is rather involved. It depends upon
subtle decompositions of the measure dΠ and then an iterative procedure. In
their recent book [38, p. 76], Diamond and Zhang have asked whether there is
a simpler proof of this theorem.
The goal of this chapter is to provide a short proof of Theorem 8.1.1. Our
proof is of Tauberian character. It is based on the analysis of the boundary
behavior of the zeta function via local pseudofunction boundary behavior and
then an application of the distributional version of the Wiener-Ikehara theorem
(see Chapter 5 or [72]). Our method actually yields (8.1.2) under a weaker
hypothesis than (8.1.1), see Theorem 8.3.1 in Section 8.2. We mention that
Kahane has recently obtained another different proof yet of Theorem 8.1.1 in
[60].
In Section 8.4, we apply our Tauberian approach to study the estimate
m(x) =
∑
nk≤x
µ(nk)
nk
= o(1), (8.1.3)
with µ the Beurling analog of the Mo¨bius function. The sufficient conditions
we find here for (8.1.3) generalize the ensuing recent result of Kahane and Sa¨ıas
[61, 62]: the L1 hypothesis (8.1.1) suffices for the estimate (8.1.3).
8.2 Proof of Theorem 8.1.1
Our starting point is the zeta function link between the non-decreasing func-
tions N and Π,
ζ(s) =
∫ ∞
1−
x−sdN(x) = exp
(∫ ∞
1
x−sdΠ(x)
)
. (8.2.1)
The hypothesis (8.1.1) is clearly equivalent to∫ ∞
2
|Π(x)−Π0(x)| dx
x2
<∞, (8.2.2)
where
Π0(x) =
∫ x
1
1− 1/u
log u
du for x ≥ 1. (8.2.3)
Note also that ∫ ∞
1
x−sdΠ0(x) = log
(
s
s− 1
)
for <e s > 1.
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This guarantees the convergence of (8.2.1) for <e s > 1. Calling
J(s) =
∫ ∞
1
x−1−s(Π(x)−Π0(x))dx , <e s > 1, (8.2.4)
log a = J(1), and subtracting a/(s− 1) from (8.2.1), we obtain the expression
ζ(s)− a
s− 1 =
sesJ(1) − eJ(1)
s− 1 +s
2esJ(1)· e
s(J(s)−J(1)) − 1
s(J(s)− J(1)) ·
J(s)− J(1)
s− 1 . (8.2.5)
The first summand in the right side of (8.2.5) and the term s2esJ(1) are entire
functions. Thus, Theorem 2.4.5 yields (8.1.2) if we verify that(
es(J(s)−J(1)) − 1
s(J(s)− J(1))
)
· J(s)− J(1)
s− 1 (8.2.6)
has local pseudofunction boundary behavior on <e s = 1. The hypothesis
(8.2.2) gives that J extends continuously to <es = 1, but also the more impor-
tant membership relation J(1 + it) ∈ A(R). Thus, (1 + it)(J(1 + it)− J(1)) ∈
Aloc(R). Since the local Wiener algebra is closed under (left) composition
with entire functions, we conclude that the first factor in (8.2.6) has Aloc-
boundary behavior on <e s = 1. On the other hand, the second factor of
(8.2.6) has as boundary distribution on <e s = 1 the Fourier transform of∫ ey
1
u−2(Π(u)−Π0(u))du− J(1) = o(1), a global pseudofunction. So, the local
pseudofunction boundary behavior of (8.2.5) is a consequence of Lemma 1.1.4.
This establishes Theorem 8.1.1.
8.3 A generalization of Theorem 8.1.1
A small adaptation of our method from the previous section applies to show
the following generalization of Diamond’s theorem:
If the zeta function (8.2.1) converges for <e s > 1, then Aloc-boundary
behavior of
log ζ(s)− log
(
1
s− 1
)
(8.3.1)
on <e s = 1 still suffices for N to have a positive asymptotic density. Indeed,
a key point in Section 8.2 to establish (8.1.2) via Theorem 2.4.5 was the Aloc-
boundary behavior on <e s = 1 of the function J defined in (8.2.4), but the
latter is in fact equivalent to the assumption of Aloc-boundary behavior on
(8.3.1). The function (8.2.5) then has local pseudofunction boundary behavior
on <e s = 1 because (J(s) − J(1))/(s − 1) does, as follows from Lemma 8.3.2
below.
We can actually deduce a more general result. Note that the last argument
in the proof of Theorem 8.3.1 we give below could also have been used to show
Theorem 8.1.1 in a more direct way through Lemma 8.3.2.
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Theorem 8.3.1. Suppose the zeta function (8.2.1) converges for <e s > 1
and there are a discrete set of points 0 < η < t1 < t2 < . . . and constants
−1 < β1, β2, . . . such that
(a) log ζ(s)− log(1/(s− 1)) has Aloc-boundary behavior on 1 + i(−η, η),
(b) for each T > 0 there is a constant KT > 0 such that
log |ζ(σ + it)| ≤ KT +
∑
0<tn<T
βn log |σ − 1 + i(t− tn)|
for every η/2 < t < T and 1 < σ < 2.
Then, N has a positive asymptotic density.
Proof. Set G(s) = exp(log ζ(s)− log(1/(s− 1))), a = G(1), and
FT (s) = log ζ(s)−
∑
tn<T
βn(log(s− 1− itn) + log(s− 1 + itn)).
Condition (b) says that <e FT (s) is bounded from above on the rectangles
(1, 2)× (η/2, T ) and (1, 2)× (−T,−η/2). Thus, since T is arbitrary,
ζ(s)− a
s− 1 = exp(FT (s))
∏
0<tn<T
((s− 1)2 + t2n)βn −
a
s− 1
has L1loc-boundary extension to 1 + i(R \ [−η/2,−η/2]). By condition (a),
G(1 + it) ∈ Aloc(−η, η) and ζ(s)− a/(s− 1) is equal to
G(s)−G(1)
s− 1 . (8.3.2)
So, (8.1.2) follows at once by combining Theorem 2.4.5 with the next lemma.
Lemma 8.3.2. Let G(s) be analytic for <e s > 1 and let U ⊂ R be open. If
G has boundary extension to 1 + iU as an element of the local Wiener algebra
G(1 + it) ∈ Aloc(U) and s0 ∈ 1 + iU , then
G(s)−G(s0)
s− s0
has local pseudofunction boundary behavior on 1 + iU .
Proof. We may assume that 0 ∈ U and s0 = 1. Since (8.3.2) has a continuous
boundary function on 1 + iU except perhaps at s = 1, it is enough to verify its
local pseudofunction boundary behavior at s = 1. As in the proof of Lemma
1.1.4 with the aid of the Painleve´ theorem on analytic continuation, we can
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find an analytic function G˜(s) in a neighborhood of s = 1 and a function
g+ ∈ L1(R) such that supp g+ ⊆ [0,∞) and G(1 + it) = G˜(1 + it) + gˆ+(t) for,
say, t ∈ (−λ, λ). The boundary value of (8.3.2) on 1 + (−iλ, iλ) is the sum of
the analytic function
G˜(1 + it)− G˜(1)
it
and the Fourier transform fˆ(t), where f is the function f(x) = − ∫∞
x
g+(u)du
for x > 0 and f(x) = 0 for x < 0, whence the assertion follows.
We also obtain,
Corollary 8.3.3. Suppose there are 0 < t1 < t2 < · · · < tk, y1, y2, . . . , yk, and
b1, b2, . . . , bk such that
∫ ∞
2
∣∣∣∣∣∣Π(x)− xlog x
1 + k∑
j=1
bj cos(tj log x+ yj)
∣∣∣∣∣∣ dxx2 <∞. (8.3.3)
If
bj(1 + t
2
j )
1/2 cos(yj + arctan tj) < 2, j = 1, . . . , k, (8.3.4)
then N has positive asymptotic density.
Proof. Indeed, setting θj = yj + arctan tj , we obtain from (8.3.3) that
log ζ(s)+log(s−1)+
k∑
j=1
bj
(1 + t2j )
1/2
2
(eiθj log(s−1−itj)+e−iθj log(s−1+itj))
has Aloc-boundary behavior on <es = 1. An application of Theorem 8.3.1 then
yields the result.
We now discuss three examples. The first two examples show that there
are instances of generalized number systems for which the L1 condition (8.1.1)
may fail, but the other criteria given in this section apply to show N(x) ∼ ax.
The third example shows that the assumption −1 < β1, β2, . . . in Theorem
8.3.1 cannot be relaxed.
Example 8.3.4. Let k ≥ 2 be an integer and let ϕ be a (non-trivial) Ck
function with suppϕ ⊂ (0, 1) and such that ‖ϕ(k)‖L∞(R) ≤ 1/8. We consider
the generalized number system with absolutely continuous prime distribution
function
Π(x) = Π0(x) + x
∞∑
n=3
1
n log1/k n
ϕ(k−1)((log n)1/k(log x− n)),
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where Π0 is the function (8.2.3). Since ‖ϕ(k−1)‖L∞(R) ≤ 1/8 as well,∣∣∣∣∣
(
x
∞∑
n=3
1
n(log n)1/k
ϕ(k−1)((log n)1/k(log x− n))
)′∣∣∣∣∣
= 0 if x ≤ e
3,
≤ 1
2 log x
if x > e3,
and thus Π′(x) ≥ 0 for all x ≥ 1. Also,∫ ∞
2
|Π(x)−Π0(x)| dx
x2
= ‖ϕ(k−1)‖L1(R)
∞∑
n=3
1
n(log n)2/k
=∞,
so that (8.1.1) does not hold for this example. On the other hand, setting
f(u) =
∞∑
n=3
1
n log n
ϕ((log n)1/k(u− n)),
we have that
log ζ(s)− log
(
1
s− 1
)
= log s+ s(s− 1)k−1
∫ ∞
0
e−(s−1)uf(u) du
has Aloc-boundary behavior on <e s = 1 because∫ ∞
0
|f(u)| du = ‖ϕ‖L1(R)
∞∑
n=3
1
n(log n)1+1/k
<∞.
So, Theorem 8.3.1 applies to show N(x) ∼ ax for some a > 0.
Example 8.3.5. Let
dΠ(u) =
1 + cos(log u)
log u
χ[2,∞)(u)du.
This continuous generalized number system is a modification of the one used
by Beurling to show the sharpness of his PNT [10]. Note the PNT fails for Π,
one has instead
Π(x) =
x
log x
(
1 +
√
2
2
cos
(
log x− pi
4
))
+O
(
x
log2 x
)
. (8.3.5)
It is then clear that ∫ ∞
2
∣∣∣∣Π(x)− xlog x
∣∣∣∣ dxx2 =∞,
but Π satisfies the hypotheses of Corollary 8.3.3, so that N(x) ∼ ax holds.
Example 8.3.6. We consider
Π(x) =
∑
2k+1/2≤x
2k+1/2
k
.
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Its zeta function is 4pii/ log 2 periodic and in fact given by
log ζ(s) = −2−(s−1)/2 log(1− 2−(s−1)).
From this explicit formula one verifies that conditions (a) and (b) from Theorem
8.3.1 are satisfied with η = 2pi/ log 2, tn = 4pin/ log 2, and βn = −1, n ∈ N+.
On the other hand, it shall been proved in Example 9.4.2 that N(x) has no
asymptotic density due to wobble,
lim inf
x→∞
N(x)
x
< 1.37 < 1.52 < lim sup
x→∞
N(x)
x
,
and moreover m(x) = Ω(1).
8.4 The estimate m(x) = o(1)
In this section we study sufficient conditions that imply the estimate (8.1.3).
The estimate (8.1.3) takes the form
m(x) =
∫ x
1−
dM(t)
t
= o(1).
Theorem 8.4.1. Suppose that N has asymptotic density (8.1.2) and there are
a discrete set of points 0 < t1 < t2 < . . . and a corresponding set of constants
β1, β2, · · · < 1 such that for each T > 0 there is KT > 0 such that
log |ζ(σ+ it)| > −KT − log |σ−1+ it|+
∑
0<tn<T
βn log |σ−1+ i(t− tn)| (8.4.1)
holds for every 0 < t < T and 1 < σ < 2. Then, m(x) = o(1) holds.
Proof. First observe that m(ex) is slowly oscillating (in the sense explained in
Chapter 2, see (2.4.6)),
sup
η∈[1,c]
|m(ηx)−m(x)| ≤
∫ cx
x
|dM(u)|
u
≤
∫ cx
x
dN(u)
u
=
N(cx)
cx
− N(x)
x
+
∫ cx
x
N(u)
u2
du
= o(1) + a log c, x→∞.
Writing
IT (s) = log ζ(s)− log(1/(s−1))−
∑
0<tn<T
βn(log(s−1− itn) + log(s−1 + itn)),
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the condition (8.4.1) tells that −<e IT (σ + it) is bounded from above for 1 <
σ < 2 when t stays on the interval (−T, T ). Now,∫ ∞
0
m(et)e−(s−1)tdt =
∫ ∞
1
m(x)
xs
dx =
1
(s− 1)ζ(s)
= exp(−IT (s))
∏
0<tn<T
((s− 1)2 + t2n)−βn
has L1loc-boundary extension to <e s = 1 and hence, by Theorem 2.4.2, m(x) =
o(1).
A somewhat simpler sufficient condition for m(x) = o(1), included in The-
orem 8.4.1, is stated in the next corollary.
Corollary 8.4.2. If N(x) ∼ ax and log ζ(s)− log(1/(s− 1)) has a continuous
extension to <e s = 1, then the estimate m(x) = o(1) holds.
In view of Theorem 8.3.1, the hypotheses of Corollary 8.4.2 are fulfilled if
log ζ(s)− log(1/(s−1)) has Aloc-boundary behavior on <es = 1. In particular,
Corollary 8.4.3. The condition (8.1.1) implies the estimate m(x) = o(1).
In addition, a less restrictive set of hypotheses for m(x) = o(1) than (8.1.1)
is provided by (8.3.3) from Corollary 8.3.3 but with (8.3.4) strengthened as
follows:
Corollary 8.4.4. If (8.3.3) holds with distinct tj > 0 and
(1 + t2j )
1/2|bj cos(yj + arctan tj)| < 2, j = 1, . . . , k, (8.4.2)
then m(x) = o(1).
Corollary 8.4.3 recovers a result of Kahane and Sa¨ıas. Their formulation is
slightly different, making use of the Liouville function. Define dL via its Mellin
transform as ∫ ∞
1−
x−sdL(x) =
ζ(2s)
ζ(s)
.
Using elementary convolution arguments as in classical number theory, it is not
hard to verify that m(x) = o(1) is always equivalent to
`(x) =
∫ x
1−
dL(u)
u
= o(1), (8.4.3)
which is the relation that Kahane and Sa¨ıas established in [61, 62] under the
hypothesis (8.1.1). Note that for discrete generalized number systems (8.4.3)
takes the familiar form ∞∑
k=0
λ(nk)
nk
= 0.
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Finally, we point out that other sufficient conditions for m(x) = o(1) are
known. The validity of (8.1.3) shall been proved in Corollary 9.3.3 under a
Chebyshev upper estimate hypothesis, that is,
lim sup
x→∞
Π(x) log x
x
<∞, (8.4.4)
and the condition ∫ ∞
1
|N(x)− ax|
x2
dx <∞. (8.4.5)
We end this chapter with some examples that compare the different sets
of hypotheses we have discussed here for m(x) = o(1). In addition to these
examples, observe that Corollary 8.4.2 applies to Example 8.3.4, but Corollary
8.4.3 does not because (8.1.1) fails for it.
Example 8.4.5. In this example we provide an instance of a generalized num-
ber system for which (8.1.1) holds (so that Corollary 8.4.3 applies to deduce
m(x) = o(1)), the Chebyshev upper estimate is satisfied, but the hypothesis
(8.4.5) of Corollary 9.3.3 does not hold.
Let
dΠ(u) =
1− u−1
log u
du+
(
1− u−1
log u
)2
ω(u)du,
where ω is non-increasing positive function on [1,∞) such that∫ ∞
2
ω(x)
x log x
dx =∞, ω(x
1/n)
ω(x)
≤ Cnα, and ω(x) = o(1), (8.4.6)
with C,α > 0. (For example, ω(x) = 1/ log log x for x ≥ ee and ω(x) = 1 for
x ∈ [1, ee] satisfies these requirements.) Since ω is non-increasing, one readily
verifies that the PNT
Π(x) =
x
log x
+O
(
x
log2 x
)
holds. Thus, both (8.4.4) and (8.1.1) are satisfied; in particular, N(x) ∼ ax
for some a > 0, by Theorem 8.1.1. We have shown in Example 7.4.1 the lower
bound ∫ ∞
x
ω(u)
u log2 u
du ax−N(x)
x
,
Dividing through by x, integrating on [1,∞), exchanging the order of integra-
tion, and using the first condition in (8.4.6), we obtain that∫ ∞
1
|ax−N(x)|
x2
dx =∞.
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Example 8.4.6. We consider an example constructed by Kahane in [59]. Let
1 < a1 < a2 < . . . and 0 < b1 < b2 < . . . be two sequences such that
bj < aj+1 − aj , limj→∞ bj =∞, and
∞∑
j=1
b2j
aj
<∞.
Define the prime measure
dΠ(u) =
1
log u
χ[2,∞)(u)du+
∞∑
j=1
eaj log
(
1 +
bj
aj
)
δ(u− eaj )
− 1
log u
χ[eaj ,eaj+bj )(u)du,
where δ(u) is the Dirac delta measure and χB is the characteristic function of
a set B. For this example, it is essentially shown in [59, pp. 631–634] that
(8.4.5) holds for some a > 0,
lim sup
x→∞
Π(x) log x
x
=∞,
but Π satisfies (8.1.1) (so that, once again, Corollary 8.4.3 applies here, but
Corollary 9.3.3 does not).
Example 8.4.7. For Example 8.3.5, the hypotheses of both Corollary 8.4.2
and Corollary 9.3.3 are violated, but Corollary 8.4.4 still applies to conclude
m(x) = o(1). We already saw that (8.1.1) does not hold. Because of (8.3.5),
one has Chebyshev lower and upper estimates,
x
log x
 Π(x) x
log x
,
but (8.4.5) fails. This can be proved by looking at the zeta function, which is
given by
ζ(s) =
eG(s)
(s− 1)√1 + (s− 1)2 ,
where G(s) is an entire function. Since ζ(s) is unbounded at s = 1 ± i and
(8.4.5) would force continuity at those points, we must have∫ ∞
1
|N(x)− ax|
x2
dx =∞.
Actually, log ζ(s) − log(1/(s − 1)) does not have a continuous extension to
<e s = 1, so that Corollary 8.4.2 does not apply to this example either.
Chapter 9
M(x) = o(x) Estimates
In classical prime number theory there are several asymptotic formulas said to
be “equivalent” to the PNT. One is the bound M(x) = o(x) for the sum func-
tion of the Mo¨bius function. For Beurling generalized numbers, this estimate
is not an unconditional consequence of the PNT. Here we give two conditions
that yield the Beurling version of the M(x) bound, and examples illustrating
failures when these conditions are not satisfied.
9.1 Introduction
Let µ(n) denote the Mo¨bius arithmetic function and M(x) its sum function.
Von Mangoldt first established the estimate M(x) = o(x), essentially going
through the steps used in proving the prime number theorem (PNT). A few
years later, Landau showed by relatively simple real variable arguments that
this and several other estimates followed from the PNT [76, §150]. Similarly,
these relations imply each other and the PNT; thus they are said to be “equiv-
alent” to the PNT.
In this chapter we consider an analog of the M bound for Beurling gen-
eralized prime numbers. The PNT-related assertions are somewhat different
for Beurling numbers: not all implications between the several corresponding
assertions hold unconditionally, see e.g. Chapter 7, Section 8.4, [38, Chap. 14]
and [106]. Here we study the Beurling version of the assertion M(x) = o(x)
and show this can be deduced (a) from the PNT under an O-boundedness
condition N(x) = O(x) or (b) from a Chebyshev-type upper bound assuming
N(x) ∼ ax (for a > 0) and the integral condition (9.3.2) (below). At the end,
we give examples in which M estimates fail.
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9.2 PNT hypothesis
In this section we show that the PNT together with the “O-density” condition
N(x) x implies M(x) = o(x).
Theorem 9.2.1. Suppose that for a Beurling prime number system the PNT
holds and N(x) x. Then M(x) = o(x).
Other sufficient conditions for an M estimate are known, see for instance
[38, Prop. 14.10], if the PNT holds for a Beurling prime number system and
the integer counting function satisfies the logarithmic density condition∫ x
1−
dN(t)
t
∼ a log x, (9.2.1)
then M(x) = o(x). The present result differs from the other in that log-density
and O-density are conditions that do not imply one another; also, the proofs
are very different.
The key to our argument is the following relation.
Lemma 9.2.2. Under the hypotheses of the theorem,
M(x)
x
=
−1
log x
∫ x
1
M(t)
t2
dt+ o(1). (9.2.2)
Proof of the lemma. A variant of Chebyshev’s identity for primes reads
LdM = −dM ∗ dψ,
where L is the operator of multiplication by log t and ∗ is multiplicative con-
volution. This can be verified (in the classical or in the Beurling case) via a
Mellin transform. Note that this transform carries convolutions into pointwise
products and the L operator into (−1)×differentiation. The equivalent Mellin
formula is the identity { 1
ζ(s)
}′
= − 1
ζ(s)
· ζ
′(s)
ζ(s)
.
Now add and subtract the term (δ1+dt)∗dM in the variant of the Chebyshev
relation, with δ1 the point mass at 1 and dt the Lebesgue measure on (1, ∞).
Integrating, we find∫ x
1−
LdM =
∫ x
1−
dM ∗ (δ1 + dt− dψ)−
∫ x
1−
dM ∗ (δ1 + dt). (9.2.3)
Integrating by parts the left side of the last formula, we get
M(x) log x−
∫ x
1
M(t)
t
dt = M(x) log x+O(x),
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since |dM | ≤ dN , and hence |M(t)| ≤ N(t) t. If we evaluate the convolution
integrals by the iterated integral formula∫ x
1−
dA ∗ dB =
∫∫
st≤x
dA(s) dB(t) =
∫ x
1−
A(x/t) dB(t)
and use the PNT, we find the first term on the right side of (9.2.3) to be∫ x
1−
{x/t− ψ(x/t)} dM(t) =
∫ x
1−
o(x/t) dN(t) = o(x log x).
Also, the last term of (9.2.3) is, upon integrating by parts,∫ x
1−
x
t
dM(t) = M(x) + x
∫ x
1
M(t)
t2
dt.
Finally, we combine the bounds for the terms of (9.2.3), divide through by
x log x, and note that M(x) x to obtain (9.2.2).
Proof of Theorem 9.2.1. First, we can assume that M(x) has an infinite num-
ber of sign changes. Otherwise, there is some number z such that M(x) is of
one sign for all x ≥ z. By (9.2.2), as x→∞,
M(x)
x
=
−1
log x
∫ z
1
O(t)
t2
dt− 1
log x
∫ x
z
M(t)
t2
dt+ o(1).
Thus we have
M(x)
x
+
1
log x
∫ x
z
M(t)
t2
dt =
O(log z)
log x
+ o(1) = o(1).
Since M(x) and the integral are of the same sign, M(x)/x→ 0 as x→∞, and
this case is done.
Now suppose that M(x), which we regard as a right-continuous function,
changes sign at x. We show that M(x)/x = o(1). If M(x)/x = 0, there is
nothing more to say here. If, on the other hand, M(x) > 0, then there is a
number y ∈ (x− 1, x) with M(y) ≤ 0. If we apply (9.2.2) again, we find
M(x)
x
=
− log y
log x
1
log y
∫ y
1
M(t)
t2
dt− 1
log x
∫ x
y
M(t)
t2
dt+ o(1)
=
log y
log x
M(y)
y
+
1
log x
∫ x
y
O(t) dt
t2
+ o(1).
Thus M(x)/x−M(y)/y = o(1), and since M(x)/x > 0 ≥M(y)/y, each is o(1).
A similar story holds if M(x) < 0.
Finally, suppose that M(t) changes sign at t = y (so that M(y)/y = o(1))
and M(t) is of one sign for y < t ≤ z. By yet another application of (9.2.2),
we find for any x ∈ (y, z]
M(x)
x
=
− log y
log x
1
log y
∫ y
1
M(t)
t2
dt− 1
log x
∫ x
y
M(t)
t2
dt+ o(1)
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or
M(x)
x
+
1
log x
∫ x
y
M(t)
t2
dt =
log y
log x
M(y)
y
+ o(1) = o(1)
as y →∞. Since M(x)/x and the integral are of the same sign, it follows that
M(x)/x = o(1).
9.3 Chebyshev hypothesis
What happens if the PNT hypothesis of the last theorem is weakened to just a
Chebyshev upper bound? In the examples of Section 9.4 we show that even two-
sided Chebyshev estimates by themselves are not strong enough to ensure that
M(x) = o(x) holds. Furthermore, this bound could fail even if, in addition
to Chebyshev estimates, one also assumes that N satisfies both (9.2.1) and
N(x)  x, see Example 9.4.2. We shall show, however, that if the regularity
hypothesis on N is slightly augmented, then one can indeed deduce the desired
M bound.
Theorem 9.3.1. Suppose that a Beurling prime number system satisfies the
following conditions:
(a) a Chebyshev upper bound, that is,
lim sup
x→∞
ψ(x)
x
<∞, (9.3.1)
(b) for some positive constant a, N(x) ∼ ax,
(c) for some β ∈ (0, 1/2) and all σ ∈ (1, 2)∫ ∞
1
|N(x)− ax|
xσ+1
dx (σ − 1)−β . (9.3.2)
Then, M(x) = o(x) holds.
As a simple consequence we have an improvement of a result of W.-B. Zhang
[106, Cor. 2.5]:
Corollary 9.3.2. If a Beurling prime number system satisfies (9.3.1) and
N(x)− ax x log−γ x
for some γ > 1/2, then M(x) = o(x) holds.
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W.-B. Zhang had conjectured1 that a Chebyshev bound along with the L1
bound ∫ ∞
1
|N(x)− ax|
x2
dx <∞ (9.3.3)
imply M(x) = o(x). Naturally, (9.3.3) is included in (9.3.2) and N(x) ∼ ax.
It is easy to show that M(x) = o(x) is always implied by
m(x) =
∫ x
1−
dM(u)
u
= o(1), (9.3.4)
but the converse implication is not true in general [38]. On the other hand,
because of Theorem 7.1.4 the assertions become equivalent under the additional
hypothesis (9.3.3). So, Theorem 9.3.1 and the quoted result yield at once:
Corollary 9.3.3. Under (9.3.1) and (9.3.3), relation (9.3.4) holds as well.
We can also strengthen another result of W.-B. Zhang [106, Thm. 2.3].
Corollary 9.3.4. The condition (9.3.3) and∫ x
1
(N(t)− at) log t
t
dt x (9.3.5)
imply (9.3.4).
Proof. Chebyshev bounds are known to hold under the hypotheses (9.3.3) and
(9.3.5) [38, Thm. 11.1]. The rest follows from Corollary 9.3.3.
We shall prove Theorem 9.3.1 using several lemmas. Our method is inspired
by W.-B. Zhang’s proof of a Hala´sz-type theorem for Beurling primes [106]. Our
first step is to replace M(x) = o(x) by an equivalent asymptotic relation.
Lemma 9.3.5. Suppose that the integer counting function of a Beurling prime
number system has a positive density, i.e., N(x) ∼ ax for some a > 0. Then,
M(x) = o(x) if and only if
f(x) =
∫ x
1
(∫ u
1
log t dM(t)
)
du
u
= o(x log x). (9.3.6)
Proof. The direct implication is trivial. For the converse, we set
g(x) =
∫ x
1−
log t (dN(t) + dM(t)).
Notice that
dN + dM = 2
∞∑
n=0
dΠ∗2n/(2n)!
1Oral communication
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is a non-negative measure, so that g is non-decreasing. The hypotheses (9.3.6)
and N(x) ∼ ax give ∫ x
1
g(u)
u
du ∼ ax log x.
Hence, ∫ x
1
g(u) du = x
∫ x
1
g(u)
u
du−
∫ x
1
(∫ t
1
g(u)
u
du
)
dt ∼ a
2
x2 log x.
Since g is a non-decreasing function, we see by a simple differencing argument
(see e.g. [71, p. 34]) that g(x) ∼ ax log x. But also we have ∫ x
1− log udN(u) ∼
ax log x; consequently,
∫ x
1− log udM(u) = o(x log x). Integration by parts now
yields
log xM(x) =
∫ x
1
log udM(u) +
∫ x
1
M(u)
u
du = o(x log x) +O(x),
and the result then follows by dividing by log x.
The next lemma provides a crucial analytic estimate.
Lemma 9.3.6. Suppose that N(x) ∼ ax, with a > 0. Then,
1
ζ(σ + it)
= o
(
1
σ − 1
)
, σ → 1+, (9.3.7)
uniformly for t on compact intervals.
Proof. We first show that (9.3.7) holds pointwise, i.e., for each fixed t ∈ R,
without the uniformity requirement. If t = 0 this is clear because ζ(σ) ∼
a/(σ − 1) and thus 1/ζ(σ) = o(1). Note that N(x) ∼ ax implies
ζ(s) =
a
s− 1 + o
( |s|
σ − 1
)
uniformly. If t 6= 0, we obtain, ζ(σ + 2it) = ot(1/(σ − 1)). Applying the 3-4-1
inequality, we conclude that
1 ≤ |ζ(σ)|3|ζ(σ + it)|4|ζ(σ + 2it)| = |ζ(σ + it)|4 ot
(
1
(σ − 1)4
)
,
which shows our claim. Equivalently, we have
exp
(
−
∫ ∞
1
x−σ(1 + cos(t log x)) dΠ(x)
)
=
1
|ζ(σ)ζ(σ + it)| = ot(1).
The left-hand side of the last formula is a net of continuous monotone functions
in the variable σ that tend pointwise to 0 as σ → 1+; Dini’s theorem then asserts
that it must also converge to 0 uniformly for t on compact sets, as required.
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The next lemma is very simple but useful.
Lemma 9.3.7. Let F be a right continuous function of local bounded vari-
ation with support in [1,∞) satisfying the bound F (x) = O(x). Set F̂ (s) =∫∞
1− x
−sdF (x), <e s > 1. Then,
∫
<e s=σ
∣∣∣∣∣ F̂ (s)s
∣∣∣∣∣
2
|ds|  1
σ − 1 .
Proof. Indeed, by the Plancherel theorem,
∫
<e s=σ
∣∣∣∣∣ F̂ (s)s
∣∣∣∣∣
2
|ds| = 2pi
∫ ∞
0
e−2σx|F (ex)|2 dx
∫ ∞
0
e−2(σ−1)x dx
=
1
2(σ − 1) .
If a Beurling prime system satisfies a Chebyshev upper bound, then Lemma
9.3.7 implies ∫
<e s=σ
∣∣∣∣ ζ ′(s)sζ(s)
∣∣∣∣2 |ds|  1σ − 1 . (9.3.8)
Similarly, N(x) = O(x) yields∫
<e s=σ
∣∣∣∣ζ(s)s
∣∣∣∣2 |ds|  1σ − 1 . (9.3.9)
Also, we shall need the following version of the Wiener-Wintner theorem
[6, 80].
Lemma 9.3.8. Let F1 and F2 be right continuous functions of local bounded
variation with support in [1,∞). Suppose that their Mellin-Stieltjes transforms
F̂j(s) =
∫∞
1− x
−sdFj(x) are convergent on <e s > α, that F1 is non-decreasing,
and |dF2| ≤ dF1. Then, for all b ∈ R, c > 0, and σ > α,∫ b+c
b
|F̂2(σ + it)|2 dt ≤ 2
∫ c
−c
|F̂1(σ + it)|2 dt.
We are ready to present the proof of Theorem 9.3.1.
Proof of Theorem 9.3.1. In view of Lemma 9.3.5, it suffices to show (9.3.6).
The Mellin-Stieltjes transform of the function f is
−1
s
(
1
ζ(s)
)′
.
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Given x > 1, it is convenient to set σo = 1 + 1/ log x. By the Perron inversion
formula, the Cauchy-Schwarz inequality, and (9.3.8), we have
|f(x)|
x
=
1
2pi
∣∣∣∣∫<e s=σo x
s−1ζ ′(s)
s2ζ2(s)
ds
∣∣∣∣ ≤ e2pi
∫
<e s=σo
∣∣∣∣ ζ ′(s)s2ζ2(s)
∣∣∣∣ |ds|
 log1/2 x
(∫
<e s=σo
∣∣∣∣ 1sζ(s)
∣∣∣∣2 |ds|
)1/2
.
Next, we take a large number λ, fixed for the while. We split the integration
line {<e s = σo} of the last integral into two parts, {σo + it : |t| ≥ λ} and
{σo + it : |t| ≤ λ}, and we denote the corresponding integrals over these sets
as I1(x) and I2(x) respectively, so that
|f(x)|
x
 ((I1(x))1/2 + (I2(x))1/2) log1/2 x. (9.3.10)
To estimate I1(x), we apply Lemma 9.3.8 to |dM | ≤ dN and employ (9.3.9),(∫ −λ−m
−λ−m−1
+
∫ λ+m+1
λ+m
)∣∣∣∣ 1ζ(σo + it)
∣∣∣∣2 dt ≤ 4 ∫ 1−1 |ζ(σo + it)|2 dt log x.
Therefore, we have the bound
I1(x) log x
∞∑
m=0
1
1 +m2 + λ2
 log x
λ
. (9.3.11)
To deal with I2(x), we need to derive further properties of the zeta function.
Using the hypothesis (9.3.2), we find that
ζ(s)− a
s− 1 = s
∫ ∞
1
x−s
N(x)− ax
x
dx+ a
 |s|
∫ ∞
1
x−σ
|N(x)− ax|
x
dx = O
(
1 + |t|
(σ − 1)β
)
.
Hence, we obtain
ζ(σo + it) =
a
σo − 1 + it +O((1 + |t|) log
β x) (9.3.12)
for some number β ∈ (0, 1/2), uniformly in t. We are ready to estimate I2(x).
Set η = (1− 2β)/(1− β) and note that η ∈ (0, 1). Then, using Lemma 9.3.6,
I2(x) ≤
∫ λ
−λ
∣∣∣∣ 1ζ(σo + it)
∣∣∣∣2 dt ≤
(∫ λ
−λ
∣∣∣∣ 1ζ(σo + it)
∣∣∣∣2−η dt
)
oλ(log
η x).
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On the other hand, applying Lemma 9.3.8 to dF1 = exp
∗(−(1− η/2) dΠ) and
dF2 = exp
∗((1− η/2) dΠ) and using (9.3.12), we find∫ λ
−λ
∣∣∣∣ 1ζ(σo + it)
∣∣∣∣2−η dt ≤ 4 ∫ λ−λ |ζ(σo + it)|2−η dt

∫ λ
−λ
dt
((σo − 1)2 + t2)1−η/2 + λλ
2−η log(2−η)β x
 λ3−η log1−η x,
which implies I2(x) = oλ(log x). Inserting this and the bound (9.3.11) into
(9.3.10), we arrive at |f(x)|/(x log x)  λ−1/2 + oλ(1). Taking first the limit
superior as x→∞ and then λ→∞, we have shown that
lim
x→∞
f(x)
x log x
= 0.
By Lemma 9.3.5, M(x) = o(x). This completes the proof of Theorem 9.3.1.
9.4 Three examples
The examples of this section center on the importance of N(x) being close to
ax in Theorem 9.3.1. In the first example, N(x)/x has excessive wobble and in
the second one, excessive growth; in both cases M(x) = o(x) fails. The third
example shows that condition (9.3.2) is not sufficient to insure the convergence
of N(x)/x, whence the introduction of this hypothesis.
In preparation for treating the first two examples, we give a necessary
condition for M(x) = o(x). An analytic function G(s) on the half-plane
{s : <e s > α} is said to have a right-hand zero of order β > 0 at s = it0 +α if
limσ→α+(σ − α)−βG(it0 + σ) exists and is non-zero. Our examples violate the
following necessary condition:
Lemma 9.4.1. If M(x) = o(x), then ζ(s) does not have any right-hand zero
of order ≥ 1 on {<e s = 1}.
Proof. We must have
1
ζ(σ + it)
= s
∫ ∞
1
x−it−σ
M(x)
x
dx = o
(
1
σ − 1
)
, σ → 1+,
uniformly for t on compact intervals.
Example 9.4.2. We consider
Π(x) =
∑
2k+1/2≤x
2k+1/2
k
.
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This satisfies the Chebyshev bounds: we have
ψ(x) = 2blog x/ log 2+1/2c+1/2 log 2 +O(x/ log x).
Thus
lim inf
x→∞
ψ(x)
x
= log 2 and lim sup
x→∞
ψ(x)
x
= 2 log 2.
Further, the zeta function of this Beurling number system can be explicitly
computed:
log ζ(s) = 2−(s−1)/2
∞∑
k=1
2−k(s−1)
k
= −2−(s−1)/2 log(1− 2−(s−1)).
We conclude that
ζ(σ) ∼ 1
(σ − 1) log 2 , σ → 1
+;
therefore, by the Hardy-Littlewood-Karamata Tauberian theorem [38], [71], N
has logarithmic density ∫ x
1−
dN(u)
u
∼ log x
log 2
. (9.4.1)
Furthermore, ζ(s) has infinitely many right-hand zeros of order 1 at the points
s = 1± i2pi(2n+ 1)/ log 2, n ∈ N, because
ζ
(
σ ± i2pi(2n+ 1)
log 2
)
=
1
ζ(σ)
∼ (σ − 1) log 2.
It follows, by Lemma 9.4.1, that
M(x) = Ω(x).
To show the wobble of F (x) = N(x)/x, we apply an idea of Ingham [55] that
is based on a finite form of the Wiener-Ikehara method. We use (essentially)
the result given in [7, Thm. 11.12]. For <e s > 0,∫ ∞
1
x−s−1F (x) dx =
ζ(s+ 1)
s+ 1
= G(s).
The discontinuities of G(s) on the line segment (−8pii/ log 2, 8pii/ log 2), which
provide a measure of the wobble, occur at s = 0 and s = ±4pii/ log 2.
We analyze the behavior of G near these points. Let s be a complex number
with <e s ≥ 0 (to avoid any logarithmic fuss) and 0 < |s| ≤ 1/2 (so log s 
log |1/s| is valid). For n = 0, ±1, a small calculation shows that
ζ(1 + s+ 4pini/ log 2) =
1
s log 2
+O(log |1/s|).
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For n = −1, 0, 1 set
γn = 4pin/ log 2, αn = 1/(log 2 + 4piin).
Take T a number between 4pi/ log 2 and 8pi/ log 2, e.g. T = 36, and set
G∗(s) =
∑
−1≤n≤1
αn
s− iγn , F
∗
T (u) =
∑
−1≤n≤1
αn
(
1− |γn|
T
)
eiγnu.
Now G − G∗ has a continuation to the closed strip {s : σ ≥ 0, |t| ≤ T}
as a function that is continuous save logarithmic singularities at γ−1, γ0, γ1.
In particular, G − G∗ is integrable on the imaginary segment (−iT, iT ). The
result in [7] is stated for an extension that is continuous at all points of such
an interval, but integrability is a sufficient condition for the result to hold.
We find that
lim inf
u→∞ F (u) ≤ infu F
∗
T (u) < sup
u
F ∗T (u) ≤ lim sup
u→∞
F (u).
By a little algebra,
sup
u
F ∗T (u) =
1
log 2
+
2
| log 2− 4pii|
(
1− 4pi
36 log 2
)
> 1.52,
inf
u
F ∗T (u) =
1
log 2
− 2| log 2− 4pii|
(
1− 4pi
36 log 2
)
< 1.37.
Thus N(x)/x has no asymptote as x→∞.
It is interesting to note that ζ is 4pii/ log 2 periodic. So ζ(s) has an ana-
lytic continuation to {s : <e s = 1, s 6= 1 + 4npii/ log 2, n ∈ N}. One could
show a larger oscillation by a more elaborate analysis exploiting additional
singularities.
Finally, we discuss m(x) =
∫ x
1− u
−1dM(u) for this example. Since M(x) =
Ω(x), we necessarily have m(x) = Ω(1). We will prove that
m(x) = O(1). (9.4.2)
This shows that, in general, having Chebyshev bounds, log-density (9.2.1),
N(x) x, and (9.4.2) together do not suffice to deduce the estimate M(x) =
o(x).
To prove (9.4.2), we first need to improve (9.4.1) to∫ x
1−
dN(u)
u
=
log x
log 2
− log log x
2
+O(1). (9.4.3)
This estimate can be shown by applying a Tauberian theorem of Ingham-Fatou-
Riesz type (See Chapter 2 and [52, 71]). In fact, the Laplace transform of the
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non-decreasing function τ1(x) =
∫ ex
1− u
−1dN(u) is analytic on <e s > 0 and
G(s) = L{τ1; s} − 1
s2 log 2
+
log(1/s)
2s
=
ζ(s+ 1)
s
− 1
s2 log 2
+
log(1/s)
2s
=
1 + log log 2
2s
+O(log2 |1/s|), |s| < 1/2,
as a small computation shows. G(s) has local pseudomeasure boundary behav-
ior on the imaginary segment (−i/2, i/2); in fact, its boundary value on that
segment is the sum of a pseudomeasure and a locally integrable function. One
then deduces (9.4.3) directly from Theorem 2.2.7. Similarly, we use the fact
that (s ζ(s+ 1))−1 has a continuous extension to the same imaginary segment
and we apply the same Tauberian result to the non-decreasing function τ2(x) =∫ ex
1− u
−1(dM(u) + dN(u)), whose Laplace transform is L{τ2; s} = L{τ1; s} +
(sζ(s + 1))−1. The conclusion is again the asymptotic formula τ2(log x) =
log x/ log 2 − (log log x)/2 + O(1). One then obtains (9.4.2) upon subtracting
(9.4.3) from this formula.
Example 9.4.3. As a second example, we consider a modification of the
Beurling-Diamond examples from [10, 32] (see also Chapter 11), namely, the
continuous prime measure dΠB given by
ΠB(x) =
∫ x
1
1− cos(log u)
log u
du
and the discrete Beurling prime system
qk = Π
−1
B (k), k = 1, 2, . . . ,
with prime and integer counting functions piD(x) and ND(x).
We study here the continuous prime measure dΠC = 2dΠB and the discrete
g-primes formed by taking each qk twice, that is, the Beurling prime system
P = {q1, q1, q2, q2, q3, q3, . . . }.
The associated number-theoretic functions will be denoted as piP(x), ΠP(x),
NP(x), MP(x), and ζP(s), and those corresponding to dΠC we denote by
NC(x), MC(x), and ζC(s).
It is easy to verify that
ΠC(x) =
x
log x
(
2−
√
2 cos
(
log x− pi
4
))
+O
(
x
log2 x
)
and, since piP(x) = 2piD(x) = 2bΠB(x)c = ΠC(x) +O(1),
piP (x) =
x
log x
(
2−
√
2 cos
(
log x− pi
4
))
+O
(
x
log2 x
)
, (9.4.4)
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whence both ΠC and piP satisfy lower and upper Chebyshev bounds. The zeta
function ζC(s) can be explicitly computed:
log ζC(s) = −2 log(s− 1) + log(s− 1− i) + log(s− 1 + i),
and so
ζC(s) =
(s− 1)2 + 1
(s− 1)2 = 1 +
1
(s− 1)2 .
Now ζC(s) has right-hand zeros of order 1 located at 1± i, and so Lemma
9.4.1 implies that MC(x) = Ω(x). For the discrete Beurling number system,
we have
ζP(s) = ζC(s) exp(G(s)),
where G(s) =
∫∞
1
x−sd(ΠP −ΠC)(x) is analytic on <e s > 1/2 because
ΠP(x) = piP(x) +O(
√
x) = ΠC(x) +O(
√
x).
Thus, the same argument yields MP(x) = Ω(x).
Note that ζC is the Mellin transform of the measure dNC = δ1 + log udu,
and therefore we have the exact formula
NC(x) = x log x− x+ 2, x ≥ 1.
We now show that NP satisfies a lower bound of a similar type. It is well known
(see Chapter 11 or [32]) that ND(x) = cx + O(x log
−3/2 x) with c > 0. Thus
ND(x) ≥ c′x for some c′ > 0 and all x ≥ 1 and so
NP(x) =
∫ x
1
dND ∗ dND =
∫ x
1
ND(x/t) dND(t) ≥
∫ x
1
c′x/t dND(t)
≥ c′
∫ x
1
ND(x/t) dt ≥ c′ 2
∫ x
1
x/t dt = c′ 2x log x 6= O(x).
Applying the Dirichlet hyperbola method, one can actually obtain the
sharper asymptotic estimate
NP(x) = c2x log x+ bx+O
(
x
log1/2 x
)
(9.4.5)
with certain constants b, c ∈ R. We leave the verification of (9.4.5) to the
reader.
Example 9.4.4. There exists a non-decreasing function N on [1, ∞) for which∫ ∞
1
|N(x)− x|
xσ+1
dx (σ − 1)−1/3 . (9.3.2 bis)
holds for 1 < σ < 2, but lim supx→∞N(x)/x = ∞. (The exponent 1/3 could
be replaced by any positive number less than 1/2.)
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To see this, set f(n) = ee
n
and take
N(x) =

x, x ≥ 1, x 6∈
∞⋃
m=1
[
f(m), em/3f(m)
]
en/3f(n), f(n) ≤ x ≤ en/3f(n).
Clearly, N
(
ee
n)
/ee
n
= en/3 →∞.
On the other hand, for each n we have∫ en/3f(n)
f(n)
|N(x)− x|
xσ+1
dx < en/3f(n)
∫ en/3f(n)
f(n)
dx
xσ+1
< en/3f(n)
∫ ∞
f(n)
dx
xσ+1
< en/3f(n)−(σ−1).
Instead of summing en/3f(n)−(σ−1), we calculate the corresponding integral:∫ ∞
0
eu/3e−(σ−1)e
u
du =
∫ ∞
0
v1/3e−(σ−1)v
dv
v
= Γ(1/3)(σ − 1)−1/3.
Also, {en/3f(n)−(σ−1)} is a unimodal sequence whose maximal term is of size
at most (3e(σ − 1))−1/3  (σ − 1)−1/3. Thus (9.3.2 bis) holds.
Chapter 10
Prime number theorems
with remainder O(x/ logn x)
We show that for Beurling generalized numbers the prime number theorem in
remainder form
pi(x) = Li(x) +O
(
x
logn x
)
for all n ∈ N
is equivalent to (for some a > 0)
N(x) = ax+O
(
x
logn x
)
for all n ∈ N,
where N and pi are the counting functions of the generalized integers and
primes, respectively. This was already considered by Nyman (Acta Math. 81
(1949), 299–307), but his article on the subject contains some mistakes. We
also obtain an average version of this prime number theorem with remainders
in the Cesa`ro sense.
10.1 Introduction
A typical question in Beurling prime number theory is to determine conditions
on N , as mild as possible, such that the PNT still holds. This question for the
PNT in the form
pi(x) ∼ x
log x
(10.1.1)
has been studied quite intensively, starting with the seminal work of Beurling
[10]. We refer to [5, 10, 58, 92, 108] for results in this direction.
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In this chapter we are interested in stronger PNT versions than (10.1.1) for
Beurling generalized primes. Our aim is to study the PNT with remainder
pi(x) = Li(x) +On
(
x
logn x
)
, for all n ∈ N , (10.1.2)
where Li stands for the logarithmic integral. Naturally (10.1.2) is equivalent
to the asymptotic expansion
pi(x) ∼ x
log x
∞∑
n=0
n!
logn x
.
The following theorem will be shown:
Theorem 10.1.1. The PNT with remainder (10.1.2) holds if and only if the
generalized integer counting function N satisfies (for some a > 0)
N(x) = ax+On
(
x
logn x
)
, for all n ∈ N. (10.1.3)
Nyman has already stated Theorem 10.1.1 in [86], but his proof contained
some mistakes [57]. It is not true that his condition [86, statement (B), p. 300],
in terms of the zeta function
ζ(s) =
∞∑
k=0
n−sk =
∫ ∞
1−
x−sdN(x), (10.1.4)
is equivalent to either (10.1.2) or (10.1.3) (see Examples 10.3.3–10.3.5 below)
and his proof has several gaps.
We will show a slightly more general version of Theorem 10.1.1 in Section
10.3 which also applies to non-discrete generalized number systems (cf. Section
1.2). For it, we first obtain a complex Tauberian remainder theorem in Section
10.2, and we then give a precise translation of (10.1.2) and (10.1.3) into proper-
ties of the zeta function. In Section 10.4 we provide a variant of Theorem 10.1.1
in terms of Cesa`ro-Riesz means of the remainders in the asymptotic formulas
(10.1.2) and (10.1.3).
10.2 A Tauberian theorem with remainder
The following Tauberian remainder theorem for Laplace transforms will be
our main tool for translating information on the zeta function of a general-
ized number system into asymptotic properties for the functions N and Π in
the next section. Theorem 10.2.1 extends a Tauberian result by Nyman (cf.
[86, Lemma II]). We point out that our O-constants hereafter depend on the
parameter n ∈ N.
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Theorem 10.2.1. Suppose S is non-decreasing and T is a function of (locally)
bounded variation such that it is absolutely continuous for large arguments and
T ′(x) ≤ Aex with A ≥ 0. Let both functions have support in [0,∞). Assume
that
G(s) =
∫ ∞
0−
e−su(dS(u)− dT (u)) is convergent for <e s > 1
and can be extended to a C∞-function on the line <e s = 1, admitting the
following bounds:
G(n)(1 + it) = O(|t|βn) for each n ∈ N, (10.2.1)
where the βn are such that
lim
n→∞
βn
n
= 0. (10.2.2)
Then, the ensuing asymptotic formula holds:
S(x) = T (x) +O
(
ex
xn
)
, for all n ∈ N. (10.2.3)
Proof. Clearly, by enlarging the exponents in (10.2.1) if necessary, we may
assume the βn is a non-decreasing sequence of positive numbers. Modifying T
on finite intervals does not affect the rest of the hypotheses, so we assume that
T is locally absolutely continuous on the whole [0,∞) and that the upper bound
on its derivative holds globally. Furthermore, we may assume without loss of
generality that T ′(x) ≥ 0. Indeed, if necessary we may replace S by S + T−
and T by T+, where T (x) = T+(x) − T−(x) with T+ and T− the distribution
functions of the positive and negative parts of T ′. Since T (x) = O(ex), the
Laplace-Stieltjes transform of S also converges on <e s > 1. Thus,
S(x) =
∫ x
0−
dS(u) ≤ eσx
∫ ∞
0−
e−σudS(u) = Oσ(eσx), σ > 1.
Let us define ∆(x) = e−x(S(x)− T (x)) and calculate its Laplace transform,
L{∆; s} =
∫ ∞
0
e(−s−1)u(S(u)− T (u))du = 1
1 + s
∫ ∞
0−
e(−s−1)ud(S − T )(u)
=
1
1 + s
L{dS − dT ; s+ 1} = G(s+ 1)
s+ 1
, <e s > 0,
where we have used that ∆(x) = o(eηx) for each η > 0. Setting s = σ + it
and letting σ → 0+ in this expression in the space S ′(R), we obtain that the
Fourier transform of ∆ is the smooth function
∆ˆ(t) =
G(1 + it)
1 + it
.
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Since βn is non-decreasing, we obtain the estimates
∆ˆ(n)(t) = O((1 + |t|)βn−1). (10.2.4)
We now derive a useful Tauberian condition on ∆ from the assumptions on
S and T . If x ≤ y ≤ x + min{∆(x)/2A, log(4/3)} and ∆(x) > 0, we find, by
using the upper bound on T ′,
∆(y) =
S(y)− T (y)
ey
≥ S(x)− T (x)
ex
ex
ey
−A(y − x) ≥ ∆(x)e
x
ey
− ∆(x)
2
≥ ∆(x)
4
.
Similarly one can show that
−∆(y) ≥ −∆(x)/2 if x+ ∆(x)/2A ≤ y ≤ x and ∆(x) < 0.
We now estimate ∆(h) in the case ∆(h) > 0. Set ε = min{∆(h)/2A, log(4/3)}
and choose φ ∈ D(0, 1) such that φ ≥ 0 and ∫∞−∞ φ(x)dx = 1. We obtain
∆(h) =
1
ε
∫ ε
0
∆(h)φ
(x
ε
)
dx
≤ 4
ε
∫ ε
0
∆(x+ h)φ
(x
ε
)
dx =
2
pi
∫ ∞
−∞
∆ˆ(t)eihtφˆ(−εt)dt
=
2
(ih)npi
∫ ∞
−∞
eiht
(
∆ˆ(t)φˆ(−εt)
)(n)
dt
≤ 2
hnpi
n∑
j=0
(
n
j
)∫ ∞
−∞
∣∣∣∣∆ˆ(j)( tε
)
φˆ(n−j)(−t)
∣∣∣∣ εn−j−1dt
= O
(
1
hnεβn
)
,
where we have used φˆ ∈ S(R) and (10.2.4). If ∆(x) < 0 one gets an analogous
estimate by using a φ ∈ D(−1, 0) such that φ ≥ 0 and ∫∞−∞ φ(x)dx = 1. If
ε = log(4/3), it clearly follows that ∆(h) = o(1) and we may thus assume that
ε = ∆(h)/2A. This gives that ∆(h) = On(h
−n/(βn+1)) which proves (10.2.3)
because of (10.2.2).
We will also need a converse result, an Abelian counterpart. It is noteworthy
that the bounds for G(n)(1 + it) we get from the converse result are actually
much better than the ones needed for Theorem 10.2.1.
Proposition 10.2.2. Let S be a non-decreasing function, let T be of (locally)
bounded variation such that it is absolutely continuous for large arguments and
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T ′(x) ≤ Aex for some positive A, and let both functions have support in [0,∞).
Suppose that the asymptotic estimate (10.2.3) holds for all n. Then,
G(s) =
∫ ∞
0−
e−su(dS(u)− dT (u)) is convergent for <e s ≥ 1.
Furthermore, G is C∞ on <e s = 1 and for each ε > 0 and n ∈ N its n-th
derivative satisfies the bound
G(n)(σ + it) = O((1 + |t|)ε), σ ≥ 1, t ∈ R, (10.2.5)
with global Oε,n-constants. Moreover, if T
′(x) ≤ Bx−1ex for some positive B
and x 1, then the better asymptotic estimate
G(σ + it) = o(log |t|) (10.2.6)
is valid uniformly for σ ≥ 1 as |t| → ∞.
Proof. As in the proof of Theorem 10.2.1, we may assume that T is locally
absolutely continuous on [0,∞) and 0 ≤ T ′(x) ≤ Aex. From the assumptions
it is clear that S as well as T are O(ex). The asymptotic estimates (10.2.3)
obviously give the convergence of G(s) for <e s ≥ 1 and the fact that G is C∞
on <e s = 1. Let us now show the asymptotic bounds (10.2.5). It is clear that
it holds with ε = 0 on the half-plane σ ≥ 2. We thus restrict our attention to
the strip 1 ≤ σ < 2. We keep |t| ≥ 1. Let X  1 be a constant, which we will
specify later. We have
G(s) =
∫ X
0−
e−sxdS(x)−
(∫ X
0
e−sxT ′(x)dx+ T (0)
)
+ s
∫ ∞
X
e−sx (S(x)− T (x)) dx+ e−sX (S(X)− T (X)) . (10.2.7)
We differentiate the above formula n times and bound each term separately.
The first term can be estimated by∣∣∣∣∣
∫ X
0−
e−sx(−x)ndS(x)
∣∣∣∣∣ ≤
∫ X
0−
e−xxndS(x)
= e−XXnS(X) +
∫ X
0
e−xxnS(x)dx
− n
∫ X
0
e−xxn−1S(x)dx
≤ CXn+1,
as S is non-decreasing and O(ex). The second term from (10.2.7) can be
bounded in a similar way by this quantity, while the last term is even O(1). It
146 10 – Prime number theorems with remainder O(x/ logn x)
thus remains to bound the third term from (10.2.7). Suppose that S(x)−T (x) =
O(exx−γ), where γ > n+ 1, then∣∣∣∣∫ ∞
X
e−sxxn (S(x)− T (x)) dx
∣∣∣∣ ≤ ∫ ∞
X
xn−γdx ≤ C ′Xn−γ+1.
Combining these inequalities and choosing X = |t|1/γ , we obtain∣∣∣G(n)(σ + it)∣∣∣ ≤ C ′′Xn+1 + (2 + |t|)Xn−γ+1 = O (|t|n+1γ ) .
Since γ can be chosen arbitrarily large, (10.2.5) follows.
The proof of (10.2.6) is similar if we work under the assumption T ′(x) ≤
Bx−1ex. This bound implies that T (x)  Li(ex) = O(x−1ex), which gives
S(x) = O(x−1ex) as well. The starting point is again the formula (10.2.7)
for G. Via the same reasoning as above, the bounds for the first and second
term, in case n = 0, can be improved to logX. Employing the same bound for
the third term, we obtain the result after choosing X = |t|1/(γ−1) and letting
γ →∞.
10.3 The PNT with Nyman’s remainder
We establish in this section the following general form of Theorem 10.1.1:
Theorem 10.3.1. For a generalized number system, the following four state-
ments are equivalent:
(i) For some a > 0, the generalized integer distribution function N satisfies
N(x) = ax+O
(
x
logn x
)
, for all n ∈ N. (10.3.1)
(ii) For some a > 0, the function
G(s) = ζ(s)− a
s− 1 (10.3.2)
has a C∞-extension to <e s ≥ 1 and there is some ε > 0 such that
G(n)(1 + it) = O(|t|ε), for all n ∈ N. (10.3.3)
(iii) For some a > 0 and each ε > 0, the function (10.3.2) satisfies
G(n)(σ + it) = O((1 + |t|)ε), σ > 1, t ∈ R, for all n ∈ N, (10.3.4)
with global Oε,n-constants.
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(iv) The Riemann prime distribution function Π satisfies
Π(x) = Li(x) +O
(
x
logn x
)
, for all n ∈ N. (10.3.5)
Remark 10.3.2. The condition (iii) implies the apparently stronger assertion
that G has a C∞-extension to <e s ≥ 1 and that (10.3.4) remains valid for
σ ≥ 1, as follows from a standard local L∞ weak∗ compactness argument.
Before giving a proof of Theorem 10.3.1, we make a comment on reference
[86]. Therein, Nyman stated that the conditions (i) and (iv) from Theorem
10.3.1 were also equivalent to: for each ε > 0 and n ∈ N
ζ(n)(σ + it) = O(|t|ε) and 1
ζ(σ + it)
= O(|t|ε), (10.3.6)
uniformly on the region σ > 1 and |t| ≥ ε. It was noticed by Ingham in
Mathematical Reviews [57] that (10.3.6) fails to be equivalent to (10.3.1) and
(10.3.5). In fact (10.3.6) can hardly be equivalent to any of these two asymp-
totic formulas because it does not involve any information about ζ near s = 1,
contrary to our conditions (ii) and (iii). A large number of counterexamples
to Nyman’s statement can easily be found among zeta functions arising as gen-
erating functions from analytic combinatorics and classical number theory. We
discuss three examples here, the first of them is due to Ingham [57], while the
second one was suggested by W.-B. Zhang.
Example 10.3.3. Consider the generalized primes given by pk = 2
k. The
prime counting function for these generalized primes clearly satisfies pi(x) =
log x/ log 2 + O(1) and therefore (10.3.5) does not hold. The bound pi(x) =
O(log x) gives that its associated zeta function is analytic on <e s > 0 and
satisfies ζ(n)(s) = O(1) uniformly on any half-plane <e s ≥ σ0 > 0. We also
have the same bound for 1/ζ(s) because |ζ(σ)||ζ(σ + it)| ≥ 1, which follows
from the trivial inequality 1 + cos θ ≥ 0 (see the 3-4-1 inequality in the proof
of Lemma 10.3.6 below). In particular, Nyman’s condition (10.3.6) is fulfilled.
The generalized integer counting function N does not satisfy (10.3.1), because,
otherwise, ζ would have a simple pole at s = 1. Interestingly, in this exam-
ple N(x) =
∑
2k≤x p(k), where p is the unrestricted partition function, which,
according to the celebrated Hardy-Ramanujan-Uspensky formula, has asymp-
totics
p(n) ∼ e
pi
√
2n
3
4n
√
3
. (10.3.7)
From (10.3.7) one easily deduces
N(x) ∼ A e
pi
√
2 log x
3 log 2
√
log x
, (10.3.8)
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with A = (2pi
√
2)−1
√
log 2, but (10.3.7) and (10.3.8) simultaneously follow from
Ingham’s theorem for abstract partitions [54].
Example 10.3.4. A simple example is provided by the generalized prime
number system
2, 2, 3, 3, 5, 5, . . . , p, p, . . . ,
that is, the generalized primes consisting of ordinary rational primes p each
taken exactly twice. The set of generalized integers for this example then
consists of ordinary rational integers n, each repeated d(n) times, where d(n)
is the classical divisor function. In this case the associated zeta function to
this number system is the square of the Riemann zeta function, which clearly
satisfies Nyman’s condition (10.3.6). On the other hand, Dirichlet’s well known
asymptotic estimate for the divisor summatory function and the classical PNT
yield
N(x) =
∑
n≤x
d(n) = x log x+ (2γ − 1)x+O(√x)
and
Π(x) = 2 Li(x) +O(x exp(−c
√
log x)).
Example 10.3.5. This example and Example 10.3.3 are of similar nature. This
time we use generalized integers that arise as coding numbers of certain (non-
planar) rooted trees via prime factorization [79]. Consider the set of generalized
primes given by the subsequence {p2k}∞k=0 of ordinary rational primes, where
{pk}∞k=1 are all rational primes enumerated in increasing order. Using the
classical PNT for rational primes, one verifies that the prime counting function
pi of these generalized primes satisfies
pi(x) =
log x
log 2
− log log x
log 2
+O(1).
By the same reason as above, one obtains that the zeta function of these gener-
alized numbers satisfies Nyman’s condition (10.3.6). The generalized integers
corresponding to this example are actually the Matula numbers of rooted trees
of height ≤2, whose asymptotic distribution was studied in [97]; its generalized
integer counting function N satisfies
N(x) ∼ A(log x)
log(pi/
√
6 log 2)
2 log 2 exp
(
pi
√
2 log x
3 log 2
− (log log x)
2
8 log 2
)
,
for a certain constant A > 0, see [97, Thm. 1].
The rest of this section is dedicated to the proof of Theorem 10.3.1. First we
derive some bounds on the inverse of the zeta function and the non-vanishing
of ζ on <e s = 1.
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Lemma 10.3.6. Suppose that the third condition from Theorem 10.3.1 holds.
Then, (s − 1)ζ(s) has no zeros on <e s ≥ 1 and, in particular, 1/ζ(s) has a
C∞-extension to <e s ≥ 1 as well. Furthermore, for each ε > 0,
1
ζ(σ + it)
= O ((1 + |t|)ε) , σ ≥ 1, t ∈ R, (10.3.9)
with a global Oε-constant.
Proof. We use (iii) in the form stated in Remark 10.3.2. The non-vanishing
property of ζ follows already from results of Beurling [10], but, since we partly
need the argument in the process of showing (10.3.9), we also prove this fact
for the sake of completeness. Let t 6= 0. We closely follow Hadamard’s classical
argument [56] based on the elementary 3-4-1 trigonometric inequality, that is,
P (θ) := 3 + 4 cos(θ) + cos(2θ) ≥ 0.
Using the expression ζ(s) = exp
(∫∞
1− x
−sdΠ(x)
)
and the 3-4-1 inequality, one
derives, for 1 < η,
3 log |ζ(η)|+ 4 log |ζ(η + it)|+ log |ζ(η + 2it)| =
∫ ∞
1−
x−ηP (t log x)dΠ(x) ≥ 0,
namely, ∣∣ζ3(η)ζ4(η + it)ζ(η + 2it)∣∣ ≥ 1.
This 3-4-1 inequality for ζ already implies that 1/ζ(η + it) = O(1) uniformly
on η ≥ 2. We assume in the sequel that 1 < η < 2. Since ζ(η) ∼ a/(η − 1) as
η → 1+, we get
(η − 1)3 ≤ (η − 1)3ζ3(η) ∣∣ζ4(η + it)∣∣ |ζ(η + 2it)|
≤ A |ζ(η + it)|4 |t|ε . (10.3.10)
As is well known, (10.3.10) yields that ζ(1 + it) does not vanish for t 6= 0.
Indeed, if ζ(1+it0) = 0, the fact that ζ(s) and ζ
′(s) have continuous extensions
to <es = 1 would imply (η−1)3 = O(|ζ(η+it0)|4) = O((
∫ η
1
|ζ ′(λ+it0)|dλ)4) =
O((η − 1)4), a contradiction. The assertions about the C∞-extensions of (s−
1)ζ(s) and 1/ζ(s) must be clear, in particular 1/ζ(1) = 0.
Let us now establish the bound (10.3.9) on the range 1 ≤ σ ≤ 2. We keep
here |t|  1. If 1 ≤ σ ≤ η < 2, we find
|ζ(σ + it)− ζ(η + it)| =
∣∣∣∣∫ η
σ
ζ ′(u+ it)du
∣∣∣∣ ≤ A′(η − 1) |t|ε ,
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where we have used the bound (10.3.3) for ζ ′. Combining this inequality with
(10.3.10), we find
|ζ(σ + it)| ≥ |ζ(η + it)| −A′(η − 1) |t|ε
≥ (η − 1)
3/4
A1/4 |t|ε/4
−A′(η − 1) |t|ε .
Now choose η = η(t) in such a way that
(η − 1)3/4
A1/4 |t|ε/4
= 2A′(η − 1) |t|ε ,
i.e.,
η = 1 +
1
A(2A′)4|t|5ε = 1 +
A′′
|t|5ε ,
assuming t large enough to ensure η < 2. Then, in this range,
|ζ(σ + it)| ≥ A′(η − 1) |t|ε = A′A′′ |t|−4ε .
For the range 1 +A′′|t|−5ε ≤ σ ≤ 2, the estimate (10.3.10) with σ instead of η
yields exactly the same lower bound.
We now aboard the proof of Theorem 10.3.1.
Proof of Theorem 10.3.1. Upon setting S(x) = N(ex) and T (x) = aex, so that
G(s) = L{dS − dT ; s} = ζ(s)− a
s− 1 ,
Theorem 10.2.1 gives the implication (ii)⇒ (i), Proposition 10.2.2 yields (i)⇒
(iii), whereas (iii) ⇒ (ii) follows from Remark 10.3.2. So, the first three
conditions are equivalent and it remains to establish the equivalence between
any of these statements and (iv).
(iii)⇒ (iv). We now set S1(x) := Π(ex) and
T1(x) :=
∫ ex
1
1− 1y
log y
dy = Li(ex)− log x+A, x ≥ 0.
A quick calculation gives an explicit expression for G1(s) := L{dS1 − dT1; s},
namely,
G1(s) = log ζ(s)− log s+ log(s− 1) = log((s− 1)ζ(s))− log s, (10.3.11)
with the principal branch of the logarithm. By Remark 10.3.2, Lemma 10.3.6,
and the Leibniz rule, we obtain that G1(1 + it) ∈ C∞(R) and bounds G(n)1 (1 +
it) = Oε,n(|t|ε), |t|  1. Another application of Theorem 10.2.1 yields (10.3.5).
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(iv)⇒ (ii). Conversely, let (10.3.5) hold and retain the notation S1, T1, and
G1 as above. We apply Proposition 10.2.2 to S1 and T1 to get that (10.3.11)
admits a C∞-extension to <e s = 1 and all of its derivatives on that line are
bounded by O(|t|ε) for each ε > 0. This already yields that the function G(s)
given by (10.3.2), no matter the value of the constant a, has also a C∞-extension
to <e s = 1 except possibly at s = 1. Moreover, since T1(x) = O(ex/x),
we even get from Proposition 10.2.2 that G1(t) = o(log |t|) for |t|  1, or,
which amounts to the same, ζ(1 + it) = O(|t|ε), for each ε > 0. Thus, by
this bound and the bounds on the derivatives of log ζ(1 + it), we have that
ζ(n)(1+ it) = O(|t|ε), as can easily be deduced by induction with the aid of the
Leibniz formula.
Summarizing, we only need to show that there exists a > 0 for which
ζ(s)− a/(s− 1) has a C∞-extension on the whole line <e s = 1. The function
log((s − 1)ζ(s)) however admits a C∞-extension to this line, and its value
at s = 1 coincides with that of the function G1, as shown by the expression
(10.3.11). Therefore, (s−1)ζ(s) also extends to <es ≥ 1 as a C∞-function, and
its value at s = 1 can be calculated as a = limσ→1+ eG1(σ) = eG1(1) > 0, because
G1(σ) is real-valued when σ is real. Hence ζ(s) − a/(s − 1) has also a C∞-
extension to <e s ≥ 1 (This follows from the general fact that t−1(f(t)− f(0))
is Ck−1 for a Ck-function f .) This concludes the proof of the theorem.
10.4 A Cesa`ro version of the PNT with remain-
der
In this last section we obtain an average version of Theorem 10.3.1 where the
remainders in (10.3.1) and (10.3.5) are taken in the Cesa`ro sense. The motiva-
tion of this new PNT comes from a natural replacement of (ii), or equivalently
(iii), by a certain weaker growth requirement on ζ.
Let us introduce some function and distribution spaces. The space OC(R)
consists of all g ∈ C∞(R) such that there is some β ∈ R with g(n)(t) =
On(|t|β), for each n ∈ N. This space is well-known in distribution theory. When
topologized in a canonical way, its dual spaceO′C(R) corresponds to the space of
convolutors of the tempered distributions [41, 87]. Another well known space is
that of multipliers of S ′(R), denoted as OM (R) and consisting of all g ∈ C∞(R)
such that for each n ∈ R there is βn ∈ R such that g(n)(t) = On(|t|βn). Of
course, we have the inclusion relation OC(R) ( OM (R).
Observe that condition (ii) from Theorem 10.3.1 precisely tells that for
some a > 0 the analytic function G(s) = ζ(s)− a/(s− 1) has boundary values
on <e s = 1 in the space OC(R), that is, G(1 + it) ∈ OC(R). We now weaken
152 10 – Prime number theorems with remainder O(x/ logn x)
this membership relation to G(1 + it) ∈ OM (R). To investigate the connection
between the latter condition and the asymptotic behavior of N and Π, we need
to use asymptotics in the Cesa`ro sense. For a locally integrable function E,
with support in [0,∞), and α ∈ R, we write
E(x) = O
(
x
logα x
)
(C) (x→∞) (10.4.1)
if there is some (possibly large) m ∈ N such that the following average growth
estimate holds: ∫ x
0
E(u)
u
(
1− u
x
)m
du = O
(
x
logα x
)
. (10.4.2)
The order m of the Cesa`ro-Riesz mean to be taken in (10.4.2) is totally ir-
relevant for our arguments below and we therefore choose to omit it from the
notation in (10.4.1). The meaning of an expression f(x) = g(x) +O (x/ logα x)
in the Cesa`ro sense should be clear. We remark that Cesa`ro asymptotics can
also be defined for distributions, see [41, 87]. The notion of Cesa`ro summability
of integrals is well-known, see e.g. [41].
We have the following PNT with remainder in the Cesa`ro sense:
Theorem 10.4.1. For a generalized number system the following four state-
ments are equivalent:
(i) For some a > 0, the generalized integer distribution function N satisfies
N(x) = ax+O
(
x
logn x
)
(C), for all n ∈ N. (10.4.3)
(ii) For some a > 0, the function
G(s) = ζ(s)− a
s− 1 (10.4.4)
has a C∞-extension to <e s ≥ 1 and G(1 + it) ∈ OM (R).
(iii) For some a > 0, there is a positive sequence {βn}∞n=0 such that the func-
tion (10.4.4) satisfies
G(n)(s) = O((1 + |s|)βn), for all n ∈ N, (10.4.5)
on <e s > 1 with global On-constants.
(iv) The Riemann prime distribution function Π satisfies
Π(x) = Li(x) +O
(
x
logn x
)
(C), for all n ∈ N. (10.4.6)
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We indicate that, as in Remark 10.3.2, the bounds (10.4.5) also imply that
G has a C∞-extension to <e s ≥ 1 and that (10.4.5) remains valid on <e s ≥
1. Naturally, the PNT (10.4.6) delivered by Theorem 10.4.1 is much weaker
than (10.3.5). Before discussing the proof of Theorem 10.4.1, we give a family
of examples of generalized number systems which satisfy condition (ii) from
Theorem 10.4.1 but not those from Theorem 10.3.1.
Example 10.4.2. The family of continuous generalized number systems whose
Riemann prime distribution functions are given by
Πα(x) =
∫ x
1
1− cos(logα u)
log u
du , for α > 1,
shall be studied in Chapter 11. It follows from Theorem 11.3.1 that there are
constants aα such that their zeta functions have the property that Gα(s) =
ζα(s) − aα/(s − 1) admit C∞-extension on <e s = 1. In this case, Theorem
11.3.1 also implies that Gα(1 + it) ∈ OM (R), but it does not belong to OC(R).
We need some auxiliary results in order to establish Theorem 10.4.1. The
next theorem is of Tauberian character. Part of its proof is essentially the same
as that of Lemma 11.2.1, but we include it for the sake of completeness.
Theorem 10.4.3. Let E be of locally bounded variation with support on [1,∞)
and suppose that E(x) = O(x) (C). Set
F (s) =
∫ ∞
1−
x−sdE(x) (C), <e s > 1.
Then, E satisfies (10.4.1) for every α > 0 if and only if F has a C∞-extension
to <e s ≥ 1 that satisfies F (1 + it) ∈ OM (Rt). If this is the case, then there is
a sequence {βn}∞n=0 such that for each n
F (n)(s) = O((1 + |s|)βn), on <e s ≥ 1. (10.4.7)
Furthermore, assume additionally that
V (E, [1, x]) =
∫ x
1−
|dE|(u) = O
(
x
log x
)
, (10.4.8)
where |dE| stands for the total variation measure of dE. Then,
F (s) = O(log(1 + |=m s|)), on <e s ≥ 1. (10.4.9)
Proof. We note that the Cesa`ro growth assumption implies that F (s) is Cesa`ro
summable for <e s > 1 and therefore analytic there. Let F1(s) = F (s)/s and
R(u) = e−uE(eu). It is clear that F1(s) has a C∞-extension to <e s = 1 that
154 10 – Prime number theorems with remainder O(x/ logn x)
satisfies F (1 + it) ∈ OM (R) if and only if F1 has the same property. The
latter property holds if and only if R ∈ O′C(R). Indeed, since R ∈ S ′(R) and
F1(s+1) = L{R; s}, we obtain that Rˆ(t) = F1(1+it), whence our claim follows
because the spaces O′C(R) and OM (R) are in one-to-one correspondence via the
Fourier transform [41].
Now, by definition of the convolutor space, R ∈ O′C(R) if and only if∫∞
−∞R(u + h)φ(u)du = O(h
−α), for each α > 0 and φ ∈ D(R) [87]. Writ-
ing h = log λ and φ(x) = exϕ(ex), we obtain that R ∈ O′C(R) if and only if
E(x)/x has the quasiasymptotic behavior [41, 87]
E(λx)
λx
= O
(
1
logα λ
)
, λ→∞ , in D(0,∞) , (10.4.10)
which explicitly means that∫ ∞
1
E(λx)
λx
ϕ(x)dx = O
(
1
logα λ
)
, λ→∞,
for every test function ϕ ∈ D(0,∞). Using [87, Thm. 2.37, p. 154], we obtain
that the quasiasymptotic behavior (10.4.10) in the space D(0,∞) is equivalent
to the same quasiasymptotic behavior in the space D(R), and, because of the
structural theorem for quasiasymptotic boundedness [87, Thm. 2.42, p. 163]
(see also [98, 99]), we obtain that R ∈ O′C(R) is equivalent to the Cesa`ro
behavior (10.4.1) for every α.
Note that we have E(x) logn x = O(x/ logα x) (C) for every α > 0 as well.
So the bounds (10.4.7) can be obtained from these Cesa`ro asymptotic estimates
by integration by parts. The bound (10.4.9) under the assumption (10.4.8) can
be shown via a similar argument to the one used in the proof of Proposition
10.2.2. It is enough to show the bound for σ = <es > 1. Consider the splitting
F (s) =
∫ eX
1−
x−sdE(x) +
∫ ∞
eX
x−sdE(x),
with X  1. We can actually assume that 1 < σ < 2 and |t|  1 because
otherwise F is already bounded in view of (10.4.8). The first term in this
formula is clearly O(logX) because of (10.4.8). We handle the second term via
integration by parts. Let Em be an m-primitive of E(x)/x such that Em(x) =
O(xm/ log2 x). The absolute value of the term in question is then bounded by
|s| · · · |s+m|
(
C +
∣∣∣∣∫ ∞
eX
Em(x)
xs+m
dx
∣∣∣∣) ≤ Cm|t|m+1 ∫ ∞
eX
dx
x log2 x
= Cm
|t|m+1
X
,
and we obtain F (s) = O(log |t|) by taking X = |t|m+1
With the same technique as the one employed in Lemma 10.3.6, one shows
the following bound on the inverse of ζ:
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Lemma 10.4.4. Suppose that condition (iii) from Theorem 10.4.1 is satisfied.
Then, (s − 1)ζ(s) has no zeros on <e s ≥ 1 and, in particular, 1/ζ(s) has a
C∞-extension to <e s ≥ 1 as well. Furthermore, there is some β > 0 such that
1
ζ(s)
= O((1 + |s|)β), on <e s ≥ 1.
Let us point out that the Cesa`ro asymptotics (10.4.3) always leads to
N(x) ∼ ax, while (10.4.6) leads to Π(x) ∼ x/ log x, which can be shown by
standard Tauberian arguments. This comment allows us the application of
Theorem 10.4.3 to the functions E1(x) = N(x)−ax and E2(x) = Π(x)−Li(x).
The rest of the proof goes exactly along the same lines as that of Theo-
rem 10.3.1 (using Theorem 10.4.3 instead of Theorem 10.2.1 and Proposition
10.2.2), and we thus omit the repetition of details. So, Theorem 10.4.1 has
been established.
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Chapter 11
Some examples
Several examples of generalized number systems are constructed to compare
various conditions occurring in the literature for the prime number theorem in
the context of Beurling generalized primes.
11.1 Introduction
In this last chapter we shall construct various examples of generalized number
systems in order to compare three major conditions for the validity of the
prime number theorem (PNT) in the setting of Beurling’s theory of generalized
primes.
Beurling’s problem is to determine asymptotic requirements on N , as min-
imal as possible, which ensure the PNT in the form
pi(x) ∼ x
log x
, x→∞ . (11.1.1)
Three chief conditions on N are the following ones. The first of such was
found by Beurling in his seminal work [10]. He showed that
N(x) = ax+O
(
x
logγ x
)
, x→∞ , (11.1.2)
where a > 0 and γ > 3/2, suffices for the PNT (11.1.1) to hold. A significant
extension to this result was achieved by Kahane [58]. He proved, giving so a
positive answer to a long-standing conjecture by Bateman and Diamond [5],
that the L2-hypothesis∫ ∞
1
∣∣∣∣ (N(t)− at) log tt
∣∣∣∣2 dtt <∞ , (11.1.3)
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for some a > 0, implies the PNT. We refer to the recent article [109] by Zhang
for a detailed account on Kahane’s proof of the Bateman-Diamond conjecture
(see also the expository article [35]). Another condition yet for the PNT has
been recently provided by Schlage-Puchta and Vindas [92], who have shown
that
N(x) = ax+O
(
x
logγ x
)
(C) , x→∞ , (11.1.4)
with a > 0 and γ > 3/2 is also sufficient to ensure the PNT. The symbol
(C) stands for the Cesa`ro sense [41] and explicitly means that there is some
(possibly large) m ∈ N such that the following average estimate holds:∫ x
1
N(t)− at
t
(
1− t
x
)m
dt = O
(
x
logγ x
)
, x→∞ . (11.1.5)
We note that if N satisfies any of the three conditions (11.1.2)–(11.1.4), then
N(x) ∼ ax; consequently, if two of such conditions are simultaneously satisfied,
the constant a should be the same. It is obvious that Beurling’s condition
(11.1.2) is a particular instance of both (11.1.3) and (11.1.4). Furthermore,
Kahane’s PNT also covers an earlier extension of Beurling’s PNT by Diamond
[30]. However, as pointed out in [92, 109], the relation between (11.1.3) and
(11.1.4) is less clear. Our main goal in this paper is to compare (11.1.3) and
(11.1.4). We shall construct a family of sets of generalized primes fulfilling the
properties stated in the following theorem:
Theorem 11.1.1. Let 1 < α < 3/2. There exists a generalized prime number
system Pα whose generalized integer counting function NPα satisfies (for some
aα > 0)
NPα(x) = aαx+O
(
x
logn x
)
(C) , for n = 1, 2, 3, . . . , (11.1.6)
but violates (11.1.3), namely,∫ ∞
1
∣∣∣∣ (NPα(t)− aαt) log tt
∣∣∣∣2 dtt =∞ . (11.1.7)
Moreover, these generalized primes satisfy the PNT with remainder
piPα(x) =
x
log x
+O
(
x
logα x
)
. (11.1.8)
Our method for establishing Theorem 11.1.1 is first to construct examples
of continuous prime counting functions witnessing the desired properties. For
it, we shall translate in Section 11.2 the conditions (11.1.6) and (11.1.7) into
analytic properties of zeta functions. Our continuous examples are actually
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inspired by the one Beurling gave in [10] to show that his theorem is sharp,
that is, an example that satisfies (11.1.2) for γ = 3/2 but for which the PNT
(11.1.1) fails. Concretely, in Section 11.3 we study the associated zeta functions
ζC,α to the family of continuous Riemann prime counting functions
ΠC,α(x) =
∫ x
1
1− cos(logα u)
log u
du , x ≥ 1 . (11.1.9)
If α = 1 in (11.1.9), this reduces to the example of Beurling, whose associated
zeta function is ζC,1(s) = (1 + 1/(s − 1)2)1/2. In case α > 1, explicit formu-
las for the zeta function of (11.1.9) are no longer available, which makes its
analysis considerable more involved than that of Beurling’s example. In the
absence of an explicit formula, our method rather relies on studying qualita-
tive properties of the zeta function, which will be obtained in Theorem 11.3.1
via the Fourier analysis of certain related singular oscillatory integrals. As we
show, the condition 1 < α < 3/2 from Theorem 11.1.1 is connected with the
asymptotic behavior of the derivative of ζC,α(s) on <e s = 1.
The next step in our construction for the proof of Theorem 11.1.1 is to
select a discrete set of generalized primes Pα whose prime counting function
piPα is sufficiently close to (11.1.9). We follow here a discretization idea of
Diamond, which he applied in [32] for producing a discrete example showing
the sharpness of Beurling’s theorem. We prove in Section 11.4 that the set of
generalized primes
Pα = {pk}∞k=1 , pk = Π−1C,α(k) , (11.1.10)
satisfies all requirements from Theorem 11.1.1.
Note that Diamond’s example from [32] is precisely the case α = 1 of
(11.1.10). However, it should be also noticed that the analysis of our exam-
ple (11.1.10) that we carry out in Section 11.4 is completely different from
that given in [32]. Our arguments rely on suitable bounds for the associated
zeta functions and their derivatives. Moreover, our ideas lead to more accu-
rate asymptotic information for the generalized integer counting function of
Diamond’s example. We give a proof of the following theorem in Section 11.5.
Theorem 11.1.2. Let P1 be the set of generalized primes (11.1.10) correspond-
ing to α = 1. There are constants c, {dj}∞j=0, and {θj}∞j=0 such that NP1 has
the following asymptotic expansion
NP1(x) ∼ cx+
x
log3/2 x
∞∑
j=0
dj
cos(log x+ θj)
logj x
(11.1.11)
= cx+ d0
x cos(log x+ θ0)
log3/2 x
+O
(
x
log5/2 x
)
, x→∞ ,
with c > 0 and d0 6= 0, while the PNT does not hold for P1.
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We mention that Theorem 11.1.2 not only shows the sharpness of γ > 3/2
in Beurling’s condition (11.1.2) for the PNT, but also that of γ > 3/2 in
(11.1.4). In addition, (11.1.11) implies that all Riesz means of the relative
error (NP1(x)− cx)/x satisfy∫ x
1
NP1(t)− ct
t
(
1− t
x
)m
dt = Ω±
(
x
log3/2 x
)
, x→∞ , m = 0, 1, 2, . . . .
Observe also that Theorem 11.1.1 in particular shows that the PNT by Schlage-
Puchta and Vindas is a proper generalization Beurling’s result. They gave an
example in [92, Sect. 6] to support this result, but their proof contains a few
mistakes (there are gaps in the proof of [92, Lemma 6] and the proof of [92, Eq.
(6.4)] turns out to be incorrect). The last section of this thesis will be devoted
to correcting these mistakes, we prove there:
Theorem 11.1.3. There is a set of generalized primes P ∗ such that NP∗(x) =
x + Ω(x/ log4/3 x), but NP∗(x) = x + O(x/ log
5/3−ε x) in Cesa`ro sense for
arbitrary ε > 0. Furthermore, for this number system we have piP∗(x) =
x/ log x+O(x/ log4/3−ε x).
We mention that throughout this chapter asymptotic estimates O(g(x)) are
meant for x 1 unless otherwise specified.
11.2 Auxiliary lemmas
In this section we connect (11.1.3) and (11.1.4) with the boundary behavior of
ζ(s) on the line <e s = 1.
11.2.1 A sufficient condition for the Cesa`ro behavior
The following Tauberian lemma gives sufficient conditions on the zeta function
for N to have the Cesa`ro behavior (11.1.4) with γ = n ∈ N. The proof of this
result makes use of the notion of the quasiasymptotic behavior of Schwartz
distributions; for it, we use the notation exactly as in [87, Sect. 2.12, p. 160]
(see also [92, p. 304]).
Lemma 11.2.1. Let n ∈ N. Suppose that the function F (s) = ζ(s)−a/(s− 1)
can be extended to the closed half-plane <e s ≥ 1 as an n times continuously
differentiable function. If for every 0 ≤ j ≤ n the functions F (j)(1 + it) have
at most polynomial growth with respect to the variable t, then N satisfies the
Cesa`ro estimate
N(x) = ax+O
(
x
logn x
)
(C) , x→∞ . (11.2.1)
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Proof. We define the function R with support in [0,∞) in such a way that the
relation N(x) = axH(x−1)+xR(log x) holds (H is the Heaviside function). By
the Wiener-Ikehara theorem (cf. [71, 107]), the assumptions imply N(x) ∼ ax.
This ensures that R ∈ S ′(R). A quick computation shows that F (s) = a +
sL{R; s− 1} for <e s > 1. Let φ be an arbitrary test function from S(R). We
obtain
〈R(u+ h), φ(u)〉 = 1
2pi
〈
Rˆ(t), φˆ(−t)eiht
〉
=
1
2pi
lim
σ→1+
∫ ∞
−∞
F (σ + it)− a
σ + it
φˆ(−t)eihtdt
=
1
2pi
∫ ∞
−∞
F (1 + it)− a
1 + it
φˆ(−t)eihtdt .
By using integration by parts n times, we can bound this last term as
(−1)n
2pi
∫ ∞
−∞
(
F (1 + it)− a
1 + it
φˆ(−t)
)(n)
eiht
inhn
dt = O(h−n) , h→∞ .
The last step is justified because all the derivatives of F (1 + it) have at most
polynomial growth and any test function in S(R) decreases faster than any
inverse power of |t|. We thus find that ∫∞−∞R(u + h)φ(u)du = O(h−n). As-
suming that φ ∈ D(R) and writing h = log λ and ϕ(x) = exφ(ex), we obtain
the quasiasymptotic behavior
R(log λx) = O
(
1
logn λ
)
, λ→∞ , in D′(0,∞) , (11.2.2)
which explicitly means that∫ ∞
1
R(log λx)ϕ(x)dx = O
(
1
logn λ
)
, λ→∞,
for every test function ϕ ∈ D(0,∞). Using [98, Thm. 4.1], we obtain that
the quasiasymptotic behavior (11.2.2) in the space D′(0,∞) is equivalent to
the same quasiasymptotic behavior in the space D′(R), and, because of the
structural theorem for quasiasymptotic boundedness [87, Thm. 2.42, p. 163]
(see also [98, 99]), we obtain the Cesa`ro behavior (11.2.1).
11.2.2 Kahane’s condition in terms of ζ
Note first that Kahane’s condition (11.1.3) can be written as
N(x) = ax+
x
log x
E(log x) , x ≥ 1 .
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where E ∈ L2(R). We set E(u) = 0 for u < 0. Notice that E(u)/u is continuous
from the right at every point, as follows directly from its definition, and in
particular it is integrable near u = 0.
In the rest of this discussion we consider a generalized number system which
satisfies Kahane’s condition (11.1.3) with a > 0. Since we have N(x) ∼ ax,
the abscissa of convergence of ζ is equal to 1. Furthermore, ζ(1 + it) always
makes sense as a tempered distribution (the Fourier transform of the tempered
measure e−udN(eu)). With these ingredients we can compute the zeta function.
We obtain
ζ(s) =
a
s− 1 + a+ sG(s) <e s > 1 , (11.2.3)
with
G(s) =
∫ ∞
0
e−(s−1)u
E(u)
u
du .
The function G admits a continuous and bounded extension to <e s = 1:
G(1 + it) =
∫ ∞
0
e−itu
E(u)
u
du .
Indeed since E(u)u−1 ∈ L1(R) ∩ L2(R), its Fourier transform G(1 + it) ∈
C(R) ∩ L∞(R) ∩ L2(R). Furthermore,
G′(1 + it) = −Eˆ(t) ∈ L2(R) .
These observations lead to the following lemma. Recall that H is the
Heaviside function, so that H(|t| − 1) below is the characteristic function of
(−∞,−1) ∪ (1,∞).
Lemma 11.2.2. Kahane’s condition (11.1.3) holds if and only if the boundary
value distribution of (ζ(s)− a/(s− 1))′ on <e s = 1 satisfies
d
ds
(
ζ(s)− a
s− 1
)∣∣∣∣
s=1+it
∈ L2loc(R) (11.2.4)
and (
ζ(1 + it)
t
)′
H(|t| − 1) ∈ L2(R) . (11.2.5)
Naturally, the derivative in (11.2.5) is taken in the distributional sense with
respect to the variable t.
Proof. We have already seen that Kahane’s condition holds if and only if G′(1+
it) ∈ L2(R), and that (11.2.4) and (11.2.5) are necessary for it. Assume this
two conditions. Note that (11.2.4) is sufficient to conclude G(1 + it) ∈ C(R),
while (11.2.5) and (11.2.3) imply the bound
G(1 + it) = O(
√
|t|) for |t| > 1 ,
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because
|ζ(1 + it)|  |t|
∫
1≤|u|≤|t|
∣∣∣∣∣
(
ζ(1 + iu)
u
)′∣∣∣∣∣du |t|3/2,
by Ho¨lder’s inequality. So, we may take the continuity of G(1 + it) and the
bound G(1 + it) = O(
√|t|) for granted in the rest of the proof. In view of
(11.2.3), the function involved in (11.2.4) is precisely G(1+it)+(1+it)G′(1+it);
therefore, (11.2.4) yields G′(1+it) ∈ L2loc(R). It remains to show that G′(1+it)
is square integrable on R \ [−1, 1]. For |t| > 1, appealing again to the defining
equation (11.2.3), we have
i(1 + it)
t
G′(1 + it) =
(
ζ(1 + it)
t
)′
+
2a
it3
+
(a+G(1 + it))
t2
=
(
ζ(1 + it)
t
)′
+O
(
1
|t|3/2
)
∈ L2 (R \ [−1, 1]) ,
which now gives G′(1 + it) ∈ L2(R).
Our strategy in the next two sections to show Theorem 11.1.1 is to exhibit
examples of generalized number systems which break down the conditions from
Lemma 11.2.2 but satisfy those from Lemma 11.2.1.
11.3 Continuous examples
We shall now study the family of continuous Riemann prime counting functions
(11.1.9). For ease of writing, we drop α from the notation and we simply write
ΠC(x) = ΠC,α(x) =
∫ x
1
1− cos(logα u)
log u
du , x ≥ 1 . (11.3.1)
The number-theoretic functions associated with this example will also have the
subscripts C, that is, we denote them as NC and ζC . As pointed out in the
Introduction, when α = 1 we recover the example of Beurling. For this reason,
it is clear that α = 1 will not yield an example for Theorem 11.1.1, as the
prime number theorem is not even fulfilled and hence neither holds the Cesa`ro
behavior (11.1.6) for NC with n > 3/2. We assume therefore in this section
that α > 1. Now we calculate the function ζC of our continuous number system
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via formula (1.2.4):
log ζC(s) =
∫ ∞
1
dΠC(x)
xs
=
∫ ∞
1
1− cos(logα x)
xs log x
dx
=
∫ ∞
0
1− cosuα
u
e−(s−1)udu
= F.p.
∫ ∞
0
e−(s−1)u
u
du− F.p.
∫ ∞
0
cosuα
u
e−(s−1)udu
= − log(s− 1)− γ −K(s) , <e s > 1 ,
where γ = 0.57721 . . . is (from now on in this chapter) the Euler-Mascheroni
constant,
K(s) := F.p.
∫ ∞
0
cosuα
u
e−(s−1)udu , <e s > 1 , (11.3.2)
and F.p. stands for the Hadamard finite part of a divergent integral [41, Sect.
2.4]. Summarizing, we have found that
ζC(s) =
e−γe−K(s)
s− 1 , <e s > 1 . (11.3.3)
It is clear that we must investigate the properties of the function K in
order to make further progress in our understanding of the zeta function ζC of
(11.3.1). The next theorem is of independent interest, it tells us a number of
useful analytic properties of the singular integral (11.3.2).
Theorem 11.3.1. Let α > 1. The function K, defined by (11.3.2) for <es > 1,
has the ensuing properties:
(a) K admits a C∞-extension on the line <e s = 1 and the derivatives have
asymptotic behavior
K(1+it) = − log |t|−γ− pii
2
sgn(t)+O
(
1
|t|α
)
+O
(
1
|t| α2(α−1)
)
, (11.3.4)
K ′(1 + it) = Aα,1|t|
1−α/2
α−1 exp
(
−i sgn(t)
(
Bα|t| αα−1 − pi
4
))
+O
(
1
|t|
)
,
(11.3.5)
and, for m = 2, 3, . . . ,
K(m)(1 + it) = Aα,m|t|
m−α/2
α−1 exp
(
−i sgn(t)
(
Bα|t| αα−1 − pi
4
))
+O
(
|t|m−3α/2α−1
)
, (11.3.6)
as |t| → ∞, where
Bα = (α− 1)α− αα−1 and Aα,m = (−1)mα
1/2−m
α−1
√
pi
2(α− 1) , (11.3.7)
for m = 1, 2, 3, . . . .
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(b) K(1) = −γ/α.
Proof. We shall obtain all claimed properties of K from those of the analytic
function
F (z) := F.p.
∫ ∞
0
e−izu
u
eiu
α
du , =m z < 0 .
The two functions are obviously linked via the relation
K(1 + iz) =
F (z) + F (−z¯)
2
. (11.3.8)
We shall need a (continuous) Littlewood-Paley resolution of the unity [50, Sect.
8.5]. So, find an even smooth function ϕ ∈ D(R) with the following properties:
suppϕ ⊂ (−1, 1) and ϕ(x) = 1 for x ∈ [−1/2, 1/2]. Set ψ(x) = −xϕ′(x), an
even test function with support on (−1, 1/2] ∪ [1/2, 1), so that we have the
decomposition of the unity
1 = ϕ(x) +
∫ 1
0
ψ(yx)
dy
y
, x ∈ R .
This leads to the continuous Littlewood-Paley decomposition
F (z) = θ(z) + v(z) , =m z < 0 , (11.3.9)
where
θ(z) = F.p.
∫ ∞
0
ϕ(u)ei(u
α−zu)
u
du , v(z) =
∫ 1
0
Φ(y, z)
dy
y
,
and
Φ(y, z) =
∫ ∞
0
ψ(yu)ei(u
α−zu)
u
du , =m z < 0 .
The formula for v still makes sense for z = t ∈ R if it is interpreted in the
sense of tempered distributions, where the integral with respect to y is then
understood as a weak integral in the space S ′(R). Observe that θ(z) and Φ(y, z)
are entire functions of z, as follows at once from the well-known Paley-Wiener-
Schwartz theorem [101]. The asymptotic behavior of θ and its derivatives on
the real axis can be computed directly from the Estrada-Kanwal generalization
of Erde´lyi’s asymptotic formula [41, p. 148]; indeed, employing only one term
from the quoted asymptotic formula, we obtain
θ(t) = − log |t| − γ − pii
2
sgn(t) +O
(
1
|t|α
)
and (11.3.10)
θ(m)(t) =
(−1)m(m− 1)!
tm
+O
(
1
|t|α+m
)
,
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m = 1, 2, . . . , as |t| → ∞. We now study the integral ∫ 1
0
Φ(y, z)y−1dy. If we
consider z = t+ iσ, we can write (t 6= 0)
∂mz Φ(y, z) = y
1−m(−i)m |t| 1α−1
×
∫ ∞
0
ρm
(
|t| 1α−1 yx
)
ei|t|
α
α−1 (xα−sgn(t)x)+σ|t|
1
α−1 xdx ,
where ρm(x) = x
m−1ψ(x), m ∈ N. We need to establish some asymptotic
estimates for the integrals occurring in the above expression, namely, for
Jm(y, t;σ) =
∫ ∞
0
ρm
(
|t| 1α−1 yx
)
ei|t|
α
α−1 (xα−sgn(t)x)+σ|t|
1
α−1 xdx . (11.3.11)
We shall show that for each n ∈ N
Jm(y, t; 0) =
O (ynt−n) if t > 0 and t
1
α−1 y > 2α
1
α−1 ,
O
(
ynα−1t−
1
α−1
)
if t > 0 and t
1
α−1 y < 1/2 ,
(11.3.12)
and
Jm(y, t; 0) =
O (yn|t|−n) if t < 0 and |t|
1
α−1 y ≥ 1 ,
O
(
ynα−1|t|− 1α−1
)
if t < 0 and |t| 1α−1 y < 1 ,
(11.3.13)
where all big O-constants only depend on α, n, and the L∞-norms of the
derivatives of ρm. Furthermore, using (11.3.13), one obtains at once that
v(m)(t) = O
(|t|−n) as t→ −∞, ∀n ∈ N . (11.3.14)
In order to prove (11.3.12) in the range t
1
α−1 y > 2α
1
α−1 , we rewrite (11.3.11)
as
Jm(y, t; 0) =
∫ ∞
0
ρm(t
1
α−1 yx)
g′(x)
g′(x)eit
α
α−1 g(x)dx ,
where g(x) = xα − x. The estimate (11.3.12) for t 1α−1 y > 2α 1α−1 follows by
integrating by parts n times and noticing that |g′(x)| > 1 − 21−α > 0 for
x ∈ (0, α −1α−1 /2). In fact, one integration by parts gives
Jm(y, t; 0) ≤ ‖g‖L
∞ + ‖g′‖L∞
(1− 21−α)2 t
−α/(α−1)
×
∫ (2α 1α−1 )−1
0
(yt
1
α−1 |ρ′m(yt
1
α−1x)|+ |ρm(yt 1α−1x)|)dx yt−1,
because ρ(yt
1
α−1x) = 0 for x ≥ (2α 1α−1 )−1 and t−α/(α−1) ≤ (2α 1α−1 )−1yt−1.
In the general case, we iterate this procedure n times to obtain Jm(y, t; 0) =
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O(ynt−n) where the O-constant only depends on α and ‖ρm‖L∞(R), ‖ρ′m‖L∞(R),
. . . , ‖ρ(n)m ‖L∞(R). On the other hand, if t
1
α−1 y < 1/2, we integrate by parts n
times the integral written as
Jm(y, t; 0) =
1
t
1
α−1 y
∫ 1
1/2
ρm(x)
f ′y(x)
f ′y(x)e
iy−αfy(x)dx ,
where fy(x) = x
α − yα−1tx. The second part of (11.3.12) holds because∣∣f ′y(x)∣∣ ≥ <e f ′y(x) > (α − 1)21−α and the derivatives of fy of order ≥ 2
are bounded on (1/2, 1); once again, the O-constant merely depends on α and
‖ρm‖L∞(R), ‖ρ′m‖L∞(R), . . . , ‖ρ(n)m ‖L∞(R). The estimate (11.3.13) is proved in
a similar fashion.
We now obtain the asymptotic behavior of v(t) and its derivatives as t→∞.
Employing (11.3.12), we have for each n ∈ N
v(m)(t) = (−i)mt 1α−1
∫ 2(α/t) 1α−1
t
− 1
α−1 /2
y−mJm(y, t; 0)dy +O
(
t−n
)
= (−i)mt mα−1
∫ 2α 1α−1
1/2
y−m
∫ ∞
0
ρm(yx)e
it
α
α−1 (xα−x)dxdy +O
(
t−n
)
,
as t → ∞. The asymptotic expansion of ∫∞
0
ρm(yx)e
it
α
α−1 (xα−x)dx can be
derived as a direct consequence of the stationary phase principle (cf. [49, Thm.
7.7.5]). The only critical point of xα − x lies at x = α− 1α−1 , the stationary
phase principle therefore leads, after a routine computation, to∫ ∞
0
ρm(yx)e
it
α
α−1 (xα−x)dx = Aαt
− α
2(α−1) e−i(α−1)(
t
α )
α
α−1
ρm
(
α
1
1−α y
)
+O
(
t−
3α
2(α−1)
)
,
as t→∞, uniformly for y ∈ (1/2, 2α 1α−1 ), where
Aα =
√
2pii
α
1
α−1 (α− 1)
and the big O-constant depends only on α, m, and the derivatives of order ≤ 2
of ψ. Observe also that∫ 2α 1α−1
1/2
y−mρm(α
1
1−α y)dy = α
1−m
α−1
∫ 1
1/2
ψ(y)
y
dy = α
1−m
α−1 .
Hence,
v(m)(t) = (−i)mα 1/2−mα−1 tm−α/2α−1 e−i(α−1)( tα )
α
α−1
√
2pii
α− 1 +O
(
t
m−3α/2
α−1
)
,
(11.3.15)
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as t→∞. The asymptotic estimates (11.3.4)–(11.3.6) with constants (11.3.7)
follow by combining (11.3.8), (11.3.10), (11.3.14), and (11.3.15). Thus, the
proof of (a) is complete. It remains to establish the property (b). Notice that
K(1) = <e F (0) because of (11.3.8). On the other hand, applying the Cauchy
theorem to ∮
C
eiξ
α
ξ
dξ
in the contours C = [ε, r] ∪ {ξ = reiϑ : ϑ ∈ [0, pi/(2α)]} ∪ {ξ = xei pi2α : x ∈
[ε, r]} ∪ {ξ = εeiϑ : ϑ ∈ [0, pi/(2α)]}, one deduces that
F (0) = F.p.
∫ ∞
0
eiu
α
u
du
= F.p.
∫ ∞
0
e−x
α
x
dx+ lim
ε→0+
i
∫ pi
2α
0
eiε
αeiαϑdϑ
=
1
α
F.p.
∫ ∞
0
e−x
x
dx+
ipi
2α
= −γ
α
+
ipi
2α
.
The previous theorem and (11.3.3) imply that ζC has a simple pole
1 at
s = 1 with residue
Ress=1ζC(s) = e
−(1− 1α )γ .
Thus, in view of part (a) from Theorem 11.3.1, the function NC fulfills the
hypotheses of Lemma 11.2.1 with a = exp(−γ(1− 1/α)) for every n. Further-
more, (11.2.4) is also satisfied, as ζC(s) − a/(s − 1) has a C∞-extension on
<e s = 1. Since we are interested in breaking down Kahane’s condition, we
must investigate (11.2.5). The Leibniz rule for differentiation gives, for |t| > 1,(
ζC(1 + it)
t
)′
=
(
−e
−K(1+it)−γK ′(1 + it)
t2
+
2e−K(1+it)−γ
t3
)
i .
Using (11.3.4) from Theorem 11.3.1 we see that the absolute value of the second
term is asymptotic to (2/t2)H(|t| − 1) ∈ L2(R). Employing Lemma 11.2.2 and
(11.3.4) once again, we find that Kahane’s condition for NC becomes equivalent
to
K ′(1 + it)
t
H(|t| − 1) ∈ L2(R) .
The asymptotic behavior of t−1K ′(1 + it) is given by (11.3.5): as |t| → ∞
K ′(1 + it)
t
= Aα,1|t|
2−3α/2
α−1 exp
(
−i sgn(t)
(
Bα|t| αα−1 − pi
4
))
+O
(
1
|t|2
)
.
1At this point, it is still unclear whether ζC really admits an analytic extension beyond
the line <es = 1, but for the sake of convenience we will use the terminology pole and residue
for the behavior of the zeta functions near s = 1, despite not being technically correct.
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The second term above is L2 for |t| ≥ 1, while the first term only when α > 3/2.
We summarize our results in the following proposition, which shows that our
continuous number system satisfies the properties stated in Theorem 11.1.1.
As usual, we set
Li(x) =
∫ x
2
dt
log t
.
Proposition 11.3.2. Let α > 1. The functions NC and ΠC satisfy
NC(x) = xe
−γ(1− 1α ) +O
(
x
logn x
)
(C), for n = 1, 2, . . . ,
and
ΠC(x) = Li(x) +O
(
x
logα x
)
. (11.3.16)
One has ∫ ∞
1
∣∣∣∣∣∣
(
NC(x)− xe−γ(1− 1α )
)
log x
x
∣∣∣∣∣∣
2
dx
x
=∞
if and only if 1 < α ≤ 3/2.
Proof. We only need to prove (11.3.16). This follows from a calculation,
ΠC(x)− Li(x) = −
∫ x
2
cos(logα u)
log u
du+O(1)
= − 1
α
∫ x
2
u
logα u
d(sin(logα u)) +O(1)
=
1
α
∫ x
2
sin(logα u)
logα u
du−
∫ x
2
sin(logα u)
logα+1 u
du+O
(
x
logα x
)
= O
(
x
logα x
)
,
because ∫ x
2
sin(logα u)
logα u
du
∫ x
√
x
du
logα u
+O(
√
x) x
logα x
,
and similarly the second integral has growth order  x/ logα+1 x.
11.4 Discrete examples. Proof of Theorem 11.1.1
We now discretize the family of continuous examples from the previous section.
Let α > 1. We recall the functions of the continuous example were
ΠC(x) =
∫ x
1
1− cos(logα u)
log u
du and ζC(s) =
e−γe−K(s)
s− 1 ,
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where K is the function studied in Theorem 11.3.1. Our set of generalized
primes Pα is defined as in the introduction, namely, its r-th prime pr is Π
−1
C (r).
We shall now establish Theorem 11.1.1 for Pα. Throughout this section pi, ζ,
N , and Π stand for the number-theoretic functions associated to Pα. We choose
to omit the subscript Pα not to overload the notation. As an easy consequence
of the definition we obtain the inequality 0 ≤ ΠC(x)−pi(x) ≤ 1. By combining
this observation with (11.3.16) from Proposition 11.3.2, we obtain at once that
pi satisfies the PNT
pi(x) = Li(x) +O
(
x
logα x
)
, (11.4.1)
where the only requirement is α > 1.
This shows that the asymptotic formula (11.1.8) from Theorem 11.1.1 holds
for 1 < α ≤ 2. Naturally, (11.4.1) implies that our set of generalized primes
Pα satisfies a version of Mertens’ second theorem, which we state in the next
lemma because we shall need it below. The proof is a simple application of
integration by parts, the relation pi(x) = ΠC(x)+O(1), and the explicit formula
for ΠC ; we therefore omit it. Notice that the asymptotic estimate is even valid
for 0 < α ≤ 1, with the obvious extension of the definition of Pα for these
parameters.
Lemma 11.4.1. Let α > 0. The generalized prime number system Pα satisfies
the following Mertens type asymptotic estimate∑
pr≤x
1
pr
= log log x+M +O
(
1
logα x
)
.
for some constant M = Mα.
We now concentrate in showing (11.1.6) and (11.1.7). We will prove that
they hold with the constant
aα = exp
(
−γ
(
1− 1
α
)
+
∫ ∞
1
x−1d(Π−ΠC)(x)
)
. (11.4.2)
We express the zeta function of this prime number system in terms of ζC . We
find
ζ(s) = ζC(s) exp
(∫ ∞
1
x−sd(Π−ΠC)(x)
)
. (11.4.3)
Note that
∫∞
1
x−sd(Π−ΠC)(x) is analytic on the half-plane <es > 1/2 because
Π(x) − ΠC(x) = Π(x) − pi(x) + pi(x) − ΠC(x) = O(x1/2) + O(1). Employing
Theorem 11.3.1, we see that, when α > 1, ζ admits a C∞-extension on <es = 1
except at s = 1 and
Ress=1ζ(s) = aα ,
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where aα is given by (11.4.2). Hence, the hypothesis (11.2.4) from Lemma
11.2.2 is satisfied with aα for all α > 1.
As we are interested in the growth behavior of ζ on the line <e s = 1, we
will try to control the term
∫∞
1
x−1−itd(Π−ΠC)(x). The following lemma gives
a useful bound for it and this section will mostly be dedicated to its proof.
Lemma 11.4.2. Let α ≥ 1. The discrete prime number system Pα satisfies
the following bound:∣∣∣∣<e∫ ∞
1
x−1−itd(Π−ΠC)(x)
∣∣∣∣ = ∣∣∣∣∫ ∞
1
cos(t log x)
x
d(Π−ΠC)(x)
∣∣∣∣
= O(log log |t|) .
The same bound holds for the imaginary part and the proof is exactly the
same. We first give a Hoheisel-Ingham type estimate for the gaps between
consecutive primes from Pα.
Lemma 11.4.3. Let α ≥ 1. Then, we have the bound pr+1 − pr < p2/3r log pr
for sufficiently large r.
Proof. Set d = p
2/3
r log pr. It suffices to show that for pr sufficiently large we
have ∫ pr+d
pr
1− cos(logα u)
log u
du > 1 ,
which is certainly implied by
∫ pr+d
pr
(1− cos(logα u)) du > 2 log pr. If pr < u <
pr + d, then
logα
(
u+
d
4
)
− logα u ≥ αd log
α−1 u
4(u+ d4 )
≥ d
5pr
.
Since cos t ≤ 1− t2/3 for |t| < pi/4, this implies that among the four intervals
[pr, pr + d/4], . . . , [pr + 3d/4, pr + d] there is one, which we call I, such that
cos(logα u) ≤ 1− d
2
75p2r
for all u ∈ I. The integrand in question is non-negative for all u, we may thus
restrict the range of integration to I and obtain as lower bound∫
I
(1− cos(logα u)) du > d
4
· d
2
75p2r
=
log3 pr
300
> 2 log pr .
Hence our claim follows.
We can now give a proof of Lemma 11.4.2.
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Proof of Lemma 11.4.2. First we are going to change the measure we integrate
by, ∣∣∣∣∫ ∞
1
cos(t log x)
x
d(Π−ΠC)(x)
∣∣∣∣ ≤ ∣∣∣∣∫ ∞
1
cos(t log x)
x
d(Π− pi)(x)
∣∣∣∣
+
∣∣∣∣∫ ∞
1
cos(t log x)
x
d(pi −ΠC)(x)
∣∣∣∣ .
We can estimate the first integral as follows:∣∣∣∣∫ ∞
1
cos(t log x)
x
d(Π− pi)(x)
∣∣∣∣ ≤ ∫ ∞
1
1
x
d(Π− pi)(x) <∞ ,
where we have used that d(Π − pi) is a positive measure and Π(x) − pi(x) =
O(x1/2). Only the second integral remains to be estimated. We are going to
split the integral in intervals of the form [pr, pr+1). Such an interval delivers
the contribution∣∣∣∣∣
∫
[pr,pr+1)
cos(t log x)
x
d(pi −ΠC)(x)
∣∣∣∣∣
=
∣∣∣∣∫ pr+1
pr
(
cos(t log pr)
pr
− cos(t log x)
x
)
dΠC(x)
∣∣∣∣ ,
since
∫ pr+1
pr
dΠC(x) = 1. This integral can be further estimated by∣∣∣∣∫ pr+1
pr
(
cos(t log pr)
pr
− cos(t log x)
x
)
dΠC(x)
∣∣∣∣
≤
∫ pr+1
pr
∣∣∣∣cos(t log pr)pr − cos(t log x)pr
∣∣∣∣dΠC(x)
+
∫ pr+1
pr
∣∣∣∣cos(t log x)pr − cos(t log x)x
∣∣∣∣dΠC(x) .
The second of these integrals can be bounded by∫ pr+1
pr
(
1
pr
− 1
pr+1
)
dΠC(x) =
pr+1 − pr
prpr+1
≤ p
2/3+ε
r
p2r
,
by Lemma 11.4.3, and after summation on r this gives a contribution which
is finite and does not depend on t. We now bound the other integral. By the
mean value theorem, we have∫ pr+1
pr
∣∣∣∣cos(t log pr)pr − cos(t log x)pr
∣∣∣∣ dΠC(x) ≤ |t log pr+1 − t log pr|pr
≤ |t|
pr
log
(
1 +
p
2/3+ε
r
pr
)
≤ |t|
p
4/3−ε
r
≤ 1
p
5/4
r
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for pr ≥ |t|13 and pr sufficiently large. As the sum over finitely many small
pr is O(1), the latter condition is insubstantial. After summation on r we see
that these integrals deliver a finite contribution which does not depend on t.
Finally, it remains to bound the integrals for pr ≤ |t|13. We can estimate these
as follows because of Corollary 11.4.1:∑
pr≤|t|13
∫ pr+1
pr
∣∣∣∣cos(t log pr)pr − cos(t log x)pr
∣∣∣∣dΠC(x) ≤ ∑
pr≤|t|13
2
pr
= O(log log |t|) .
With the same techniques the following bounds can also be established:∫ ∞
1
x−1−it logn x d(Π−ΠC)(x) = O(logn |t|), n = 1, 2, 3, . . . . (11.4.4)
We have set the ground for the remaining part of the proof of Theorem
11.1.1. With these bounds it is clear that ζ(1 + it), ζ ′(1 + it), ζ ′′(1 + it),
. . . have at most polynomial growth. By Lemma 11.2.1 the counting function
N of this discrete prime number system satisfies the Cesa`ro behavior (11.1.6)
with the constant (11.4.2) whenever α > 1. For Kahane’s condition we calculate
(ζ(1+it)t−1)′ by the Leibniz rule. All the involved terms are L2 except possibly
for
e−K(1+it)K ′(1 + it) exp
(∫∞
1
x−1−itd(Π−ΠC)(x)
)
t2
. (11.4.5)
Using the fact that there exists an m ∈ N such that2∣∣∣∣exp(∫ ∞
1
x−1−itd(Π−ΠC)(x)
)∣∣∣∣ 1logm |t| for |t|  1 ,
and applying Theorem 11.3.1, exactly as in the discussion from Section 11.3,
we find that (11.4.5) is not L2 when 1 < α < 3/2. Lemma 11.2.2 yields (11.1.7)
for 1 < α < 3/2 and Theorem 11.1.1 has been so established for Pα.
Remark 11.4.4. If α > 3/2 then Pα does satisfy Kahane’s condition, as also
follows from the above argument. In contrast to Proposition 11.3.2, whether
Kahane’s condition holds true or false for P3/2 is an open question.
11.5 On the examples of Diamond and Beurl-
ing. Proof of Theorem 11.1.2
In the previous section we extracted a discrete example from a continuous
one by applying Diamond’s discretization procedure used in [32] to show the
2The proof of Lemma 11.4.2 shows that m = 2 suffices.
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sharpness of Beurling’s PNT. However, our technique used to prove that our
family of discrete examples have the desired properties from Theorem 11.1.1
was quite different (Diamond’s technique is rather based on operational calculus
for the multiplicative convolution of measures). In this section we show how our
method can also be applied to provide an alternative analysis of the Diamond-
Beurling examples for the sharpness of the condition γ = 3/2 in Beurling’s
theorem. In fact, our techniques below leads to a more precise asymptotic
formula for the generalized integer counting function of Diamond’s example.
So, the goal of this section is to prove Theorem 11.1.2.
We recall that Beurling’s example provided in [10] is the Riemann prime
counting function
ΠC,1(x) =
∫ x
1
1− cos(log u)
log u
du ,
corresponding to the case α = 1 in (11.1.9). Its associated zeta function is
ζC,1(s) :=
(
1 +
1
(s− 1)2
)1/2
= exp
(∫ ∞
1
x−sdΠC,1(x)
)
.
Diamond’s example P1 is then the case α = 1 of (11.1.10). We immediately get
ΠC,1(x) =
x
log x
(
1−
√
2
2
cos
(
log x− pi
4
))
+O
(
x
log2 x
)
and, since piP1(x) = ΠC,1(x) +O(1),
piP1(x) =
x
log x
(
1−
√
2
2
cos
(
log x− pi
4
))
+O
(
x
log2 x
)
, (11.5.1)
whence neither ΠC,1 nor piP1 satisfy the PNT.
To study NC,1 and NP1 , we need a number of properties of their zeta func-
tions on <e s = 1. We control ζC,1 completely. On this line ζC,1 is analytic
except for a simple pole at s = 1 with residue 1, and two branch singular-
ities at s = 1 + i and s = 1 − i, where ζC,1 is still continuous. Writing
ζC,1(s) = (s− 1− i)1/2(s− 1 + i)1/2(s− 1)−1, we have around 1± i the expan-
sions
ζC,1(s) = (1− i)(s−1− i)1/2+
∞∑
k=1
ak(s−1− i)k+1/2 , |s−1− i| < 1 . (11.5.2)
and
ζC,1(s) = (1+ i)(s−1+i)1/2+
∞∑
k=1
ak(s−1+i)k+1/2 , |s−1+i| < 1 , (11.5.3)
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where explicitly ak = (1− i)ik
∑k
j=0
(
1/2
j
)
(−1/2)j . On the other hand, we have
that
∫∞
1
x−sd(ΠP1 − ΠC,1)(x) is analytic on the half-plane <e s > 1/2, where
ΠP1 is the Riemann generalized prime counting function associated to P1. So,
ζP1(s) =
(
1 +
1
(s− 1)2
)1/2
exp
(∫ ∞
1
x−sd(ΠP1 −ΠC,1)(x)
)
, (11.5.4)
and we obtain that ζP1 shares similar analytic properties as those of ζC,1,
namely, it has a simple pole at s = 1, with residue
c := Ress=1ζP1(s) = exp
(∫ ∞
1
x−1d(ΠP1 −ΠC,1)(x)
)
> 0 , (11.5.5)
and two branch singularities at s = 1 ± i. We also have the expansions at
s = 1± i
ζC,1(s) = b0(s− 1− i)1/2 +
∞∑
k=1
bk(s− 1− i)k+1/2 , |s− 1− i| < 1/2 , (11.5.6)
and
ζC,1(s) = b0(s− 1 + i)1/2 +
∞∑
k=1
bk(s− 1 + i)k+1/2 , |s− 1 + i| < 1/2 , (11.5.7)
where b0 = (1 − i) exp
(∫∞
1
x−1−id(ΠP1 −ΠC,1)(x)
) 6= 0 and the rest of the
constants bj come from (11.5.2) and the Taylor expansion of the function
exp
(∫∞
0
x−sd(ΠP1 −ΠC,1)(x)
)
at s = 1 + i.
We shall deduce full asymptotic series for NP1(x) and NC,1(x) simultane-
ously from the ensuing general result.
Theorem 11.5.1. Let N be non-decreasing and vanishing for x ≤ 1 with zeta
function ζ(s) =
∫∞
1− x
−sdN(x) convergent on <e s > 1. Suppose there are
constants a, r1, . . . , rn ∈ [0,∞) and θ1, . . . , θn ∈ [0, 2pi) such that
G(s) := ζ(s)− a
s− 1 − s
n∑
j=1
(
rje
θji(s− 1− i)j− 12 + rje−θji(s− 1 + i)j− 12
)
(11.5.8)
admits a Cn-extension to the line <e s = 1 and∣∣∣G(j)(1 + it)∣∣∣ = O(|t|β+n−j) , |t| → ∞ , j = 0, 1, . . . , n ,
for β ≥ 0. Then
N(x) = ax+
2x
log1/2 x
n∑
j=1
rj cos(log x+ θj)
Γ(−j + 1/2) logj x +O
(
x
log
n
1+β x
)
, x→∞ ,
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Proof. Set
T (x) := aex + 2ex
n∑
j=1
(rj cos(θj) cos(x)− rj sin(θj) sin(x))
x
−j− 12
+
Γ(−j + 1/2)
and define R(x) := e−x(N(ex) − T (x)). The tempered distributions x−j−1/2+
are those defined in [41, Sect. 2.4], i.e., the extension to [0,∞) of the sin-
gular functions x−j−1/2H(x) at x = 0 via Hadamard finite part regulariza-
tion. By the classical Wiener-Ikehara theorem we have that N(x) ∼ ax and
this implies R(x) = o(1). We have to show that R(x) = O(x−n/(1+β)) as
x→∞. Since L{cos(x)x−j−1/2+ ; s} = (Γ(−j+1/2)/2)[(s−i)j−1/2+(s+i)j−1/2]
and L{sin(x)x−j−1/2+ ; s} = (Γ(−j + 1/2)/(2i))[(s − i)j−1/2 − (s + i)j−1/2], we
have sL{R; s − 1} = G(s) − a Letting <e s→ 1+, we obtain that Rˆ(t) =
(1 + it)−1(G(1 + it)− a) in the space S ′(R).
We now derive a useful relation for R. Notice that there exists a B such
that |T ′(x)| ≤ Bex for x ≥ 1. Applying the mean value theorem to T and
using the fact that N is non-decreasing, we obtain
R(y) ≥ N(e
x)− T (x)
ex
ex
ey
−B(y − x) ≥ R(x)
4
if x ≤ y ≤ x+ min{R(x)/2B, log(4/3)} and R(x) > 0. Similarly, we have
−R(y) ≥ −R(x)
2
if R(x) < 0 and x+
R(x)
2B
≤ y ≤ x .
We now estimate R if R(x) > 0. The case R(x) < 0 can be treated similarly.
We choose an ε ≤ min{R(x)/2B, log(4/3)} and a test function φ ∈ D(0, 1) such
that φ ≥ 0 and ∫∞−∞ φ(y)dy = 1. Using the derived inequality for R and the
estimates on the derivatives of G, we obtain
R(x) ≤ 4
ε
∫ ε
0
R(y + x)φ
(y
ε
)
dy
=
2
pi
∫ ∞
−∞
Rˆ(t)eixtφˆ(−εt) dt
=
2
(ix)npi
∫ ∞
−∞
eixt
(
Rˆ(t)φˆ(−εt)
)(n)
dt
= O(1)x−n
n∑
j=0
(
n
j
)∫ ∞
−∞
(1 + |t|)β−1+n−jεn−j |φˆ(n−j)(−εt)| dt
= O(1)x−nε−β ,
where we have used Parseval’s relation in the distributional sense. If we choose3
ε = R(x)/2B, we get that R(x) = O(x−n/(1+β)). A similar reasoning gives the
result for R(x) < 0. This concludes the proof of the theorem.
3Since our bounds yield R(x) = o(1), we may assume that R(x)/2B ≤ log(4/3) for x large
enough.
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We can apply this theorem directly to NC . Indeed, employing (11.5.2) and
(11.5.3), one concludes that
NC(x) ∼ x− x sin(log x)√
pi log3/2 x
+
x
log5/2 x
∞∑
j=0
cj
cos(log x+ ϑj)
logj x
(11.5.9)
= x− x sin(log x)√
pi log3/2 x
+O
(
x
log5/2 x
)
, x→∞ ,
for some constants cj and ϑj .
To show that NP1 has a similar asymptotic series, we need to look at the
growth of ζP1 on <e s = 1. This can be achieved with the aid of Lemma
11.4.2 and the bounds (11.4.4). In fact, if we combine those estimates with the
formula (11.5.4), we obtain at once that ζ
(n)
P1
(1 + it) = O(logn+2 |t|) for |t| > 2.
This and the expansions (11.5.6) and (11.5.7) allow us to apply Theorem 11.5.1
and conclude that NP1(x) has an asymptotic series (11.1.11) as x→∞, where
the constant c is given by (11.5.5),
d0 =
1√
pi
exp
(∫ ∞
1
cos(log x)
x
d(ΠP1 −ΠC,1)(x)
)
> 0
and
θ0 =
pi
2
−
∫ ∞
1
sin(log x)
x
d(ΠP1 −ΠC,1)(x) .
The proof of Theorem 11.1.2 is complete.
We conclude this section with a remark:
Remark 11.5.2. The asymptotic formula NC,1(x) = x + O(x/ log
3/2 x) was
first obtained by Beurling [10] via the Perron inversion formula and contour
integration. The asymptotic expansion (11.5.9) appears already in Diamond’s
paper [32]. He refined Beurling’s computation and also deduced from (11.5.9)
the first order approximation NP1(x) = cx + O(x/ log
3/2 x) via convolution
techniques. On the other hand, the asymptotic formula (11.1.11) is new and
our proof, in contrast to those of Diamond and Beurling, avoids any use of
information about the zeta functions on the region <e s < 1.
11.6 Proof of Theorem 11.1.3
In this section we amend the arguments from [92] and show that the number
system constructed in [92, Sect. 6] does satisfy the requirements from Theo-
rem 11.1.3. This generalized prime number system is denoted here by P ∗ and
is constructed by removing and doubling suitable blocks of ordinary rational
primes. Throughout this section we write pi = piP∗ and N = NP∗ , once again
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to avoid an unnecessary overloading in the notation. For the sake of complete-
ness, some parts of this section overlap with [92]. What differs here from [92,
Sect. 6] is the crucial [92, Lemma 6.3] and the proof of [92, Prop. 6.2], which
substantially require new technical work.
For the construction of our set of generalized primes, we begin by selecting
a sequence of integers xi, where x1 is chosen so large that for all x > x1 the
interval [x, x + x
log1/3 x
] contains more than x
2 log4/3 x
ordinary rational prime
numbers and xi+1 = b2 4
√
xic. One has that i = O(log log xi) and we may
thus assume that i ≤ log1/6 xi. We associate to each xi four disjoint intervals
Ii,1, . . . , Ii,4. We start with Ii,2 = [xi, xi +
xi
log1/3 xi
] and define Ii,3 as the
contiguous interval starting at xi +
xi
log1/3 xi
which contains as many (ordinary
rational) prime numbers as Ii,2. It is important to notice that each of the
intervals Ii,2 and Ii,3 has at least
xi
2 log4/3 xi
ordinary rational prime numbers.
Therefore, the length of Ii,3 is also at most O(
xi
log1/3 xi
), in view of the classical
PNT. We now choose Ii,1 and Ii,4 in such a way that they fulfill the properties
of following lemma, whose proof was given in [92].
Lemma 11.6.1. There are intervals Ii,1 and Ii,4 such that Ii,1 has upper bound
xi, Ii,4 has lower bound equal to the upper bound of Ii,3, and Ii,1 and Ii,4 contain
the same number of (ordinary rational) primes, and
i∏
ν=1
∏
p∈Iν,1∪Iν,3
(
1− 1
p
)(−1)ν+1 ∏
p∈Iν,2∪Iν,4
(
1− 1
p
)(−1)ν
= 1 +O
(
1
xi
)
.
In addition, the lengths of Ii,1 and Ii,4 are O(
ixi
log1/3 xi
) and each of them contains
O( ixi
log4/3 xi
) (ordinary rational) primes.
We define x−k to be the least integer in Ik,1, and x
+
k the largest integer in
Ik,4. It follows that
xk
log1/3 xk
≤ x+k − x−k = O( kxklog1/3 xk ). Since k < log
1/6 xk,
we therefore have that x+k < 2xk and x
−
k > 2
−1xk, for sufficiently large k. We
may thus assume that these properties hold for all k.
The sequence of generalized primes P ∗ = {pν}∞ν=1 is then constructed as
follows. We use the term ‘prime number’ for the ordinary rational primes and
‘prime element’ for the elements of P ∗. Take one prime element p for each
prime number p which is not in any of the intervals Ii,j . If i is even, take no
prime elements in Ii,2 ∪ Ii,4 and two prime elements p for all prime numbers
p which are in one of the intervals Ii,1, Ii,3. If i is odd, no prime elements in
Ii,1 ∪ Ii,3 and two prime elements for all prime numbers p which belong to one
of the intervals Ii,2, Ii,4. As previously mentioned, we simplify the notation and
write pi(x) = piP∗(x) and N(x) = NP∗(x) for the counting functions of P
∗ and
its associated generalized integer counting function. The rest of the section is
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dedicated to proving that N and pi have the properties stated in Proposition
11.1.3. We actually show something stronger:
Proposition 11.6.2. We have N(x) = x + Ω(x/ log4/3 x); however for an
arbitrary ε > 0,
N(x) = x+O
(
x
log5/3−ε x
)
(C, 1) ,
i.e., its first order Cesa`ro-mean N has asymptotics
N(x) :=
∫ x
1
N(t)
t
dt = x+O
(
x
log5/3−ε x
)
. (11.6.1)
For this system,
pi(x) =
x
log x
+O
(
x log log x
log4/3 x
)
.
The asymptotic bound for the prime counting function pi of our generalized
prime set P ∗ follows immediately from the definition of P ∗ and the classical
prime number theorem. The non-trivial part in the proof of Proposition 11.6.2
is to establish the asymptotic formulas for N and N .
To achieve further progress, we introduce a family of generalized prime
number systems approximating P ∗. We define the generalized prime set P ∗k by
means of the same construction used for P ∗, but only taking the intervals Ii,j
with i ≤ k into account; furthermore, we write Nk(x) = NP∗k (x).
We first try to control the growth Nk(x) on suitable large intervals. For
this we will use a result from the theory of integers without large prime factors
[48]. This theory studies the function
Ψ(x, y) = #{1 ≤ n ≤ x : P (n) ≤ y} ,
where P (n) denotes the largest prime factor of n with the convention P (1) = 1.
This function is well studied [48] and we will only use the simple estimate [48,
Eqn. (1.4)]:
Ψ(x, y) xe− log x/2 log y log y . (11.6.2)
A weaker version of the following lemma was stated in [92], but the proof
given there contains a mistake. Furthermore, the range of validity for the
estimates in [92, Lemma 6.3] appears to be too weak to lead to a proof of
the Cesa`ro estimate (11.6.1). We correct the error in the proof and show the
assertions in a broader range.
Lemma 11.6.3. Let η > 1. If exp(logη xk) ≤ x < exp(x3/5k ), then we have
Nk(x) = x+O
(
x
log5/3 x
)
(11.6.3)
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and
Nk(x) :=
∫ x
1
Nk(t)
t
dt = x+O
(
x
log5/3 x
)
, (11.6.4)
for all sufficiently large k.
Proof. Let f(n) be the number of representations of n as finite products of
elements of P ∗k . Note that Nk(x) =
∑
n≤x f(n). Setting f(1) = 1, the function
f(n) becomes multiplicative and we have
f(pα) =

α+ 1 , if ∃2i ≤ k : p ∈ I2i,1 ∪ I2i,3 ,
0 , if ∃2i ≤ k : p ∈ I2i,2 ∪ I2i,4 ,
0 , if ∃2i+ 1 ≤ k : p ∈ I2i+1,1 ∪ I2i+1,3 ,
α+ 1 , if ∃2i+ 1 ≤ k : p ∈ I2i+1,2 ∪ I2i+1,4 ,
1 , otherwise.
We also introduce the multiplicative function4 g(n) =
∑
d|n µ(n/d)f(d). The
values of g at powers of prime numbers are easily seen to be
g(pα) =

1 , if f(p) = 2 ,
−1 , if f(p) = 0 and α = 1 ,
0 , otherwise.
Denote by Hk the set of all integers which have only prime divisors in⋃
i≤k Ii,j , and for each integer n, let nHk be the largest divisor of n belonging
to Hk. We have
Nk(x) =
∑
m∈Hk
∑
n≤x
nHk=m
f(m) =
∑
m∈Hk
∑
n≤x
m|n
g(m)
=
∑
m∈Hk
g(m)
[ x
m
]
= x
∑
m∈Hk
g(m)
m
− x
∑
m∈Hk
d>x
g(m)
m
+O (|Hk ∩ [1, x]|) ,
and, since∑
m∈Hk
g(m)
m
=
k∏
i=1
∏
p∈Ii,1∪Ii,3
(
1− 1
p
)(−1)i+1 ∏
p∈Ii,2∪Ii,4
(
1− 1
p
)(−1)i
,
we thus obtain
Nk(x) = x+O
(
x
xk
)
+O (|Hk ∩ [1, x]|)− x
∑
m∈Hk
d>x
g(m)
m
.
4Here µ denotes the classical Mo¨bius function and not the Beurling version one.
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The first error term is negligible because x < exp(x
3/5
k ). For the estimation of
the remaining two terms we use the function Ψ. Any element of Hk has only
prime divisors below 2xk. Using this observation and employing the estimate
(11.6.2), we find that
|Hk ∩ [1, x]|  x1−
1
2 log(2xk) log xk
 x
log5/3 x
(
(xk log xk)
2 log(2xk)
x
) 1
2 log(2xk)
 x
log5/3 x
, for exp(8 log2 xk) ≤ x < exp(x3/5k ) .
Similarly, we can extend the bound to the broader region,
|Hk ∩ [1, x]|  x1−
1
2 log(2xk) log xk
 x
log5/3 x
(
(log13/3 xk)
2 log(2xk)
x
) 1
2 log(2xk)
 x
log5/3 x
, for exp(logη xk) ≤ x < exp(8 log2 xk) ,
which is valid for all sufficiently large k. For the other term,∣∣∣∣∣∣∣
∑
d∈Hk
d>x
g(d)
d
∣∣∣∣∣∣∣ ≤
∑
P (d)≤2xk
d>x
1
d
=
∫ ∞
x−
1
t
dΨ(t, 2xk)
= lim
t→∞
Ψ(t, 2xk)
t
− Ψ(x, 2xk)
x
+
∫ ∞
x
Ψ(t, 2xk)
t2
dt .
The limit term equals 0 because it is O(t−1/2 log(2xk) log 2xk) by (11.6.2). The
second term is negligible because it is a negative term in a positive result. It
remains to bound the integral:∫ ∞
x
Ψ(t, 2xk)
t2
dt
∫ ∞
x
t
−1− 1
2 log(2xk) log 2xkdt
 x− 12 log(2xk) log2 xk
 1
log5/3 x
because exp(logη xk) ≤ x ≤ exp(x3/5k ) ,
where the last inequality is deduced in the same way as above. This concludes
the proof of (11.6.3). We now address the Cesa`ro estimate. Using the estimates
already found for Nk(x), we find
Nk(x)− x = O
(
x
log5/3 x
)
+O
(∫ x
1
|Hk ∩ [1, t]|
t
dt
)
+O
(∫ x
1
∫ ∞
t
Ψ(s, 2xk)
s2
dsdt
)
.
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We bound the double integral in the given range. The other term can be treated
similarly. We obtain∫ x
1
∫ ∞
t
Ψ(s, 2xk)
s2
dsdt
∫ x
1
∫ ∞
t
s
−1− 1
2 log(2xk) log(2xk) dsdt
=
∫ x
1
t
− 1
2 log(2xk) 2 log2(2xk)dt
 x1− 12 log(2xk) log3(2xk) = O
(
x
log5/3 x
)
,
where again the last step is shown by considering the regions exp(8 log2 xk) ≤
x < exp(x
3/5
k ) and exp(log
η xk) ≤ x < exp(8 log2 xk) separately.
We end the thesis with the proof of Proposition 11.6.2.
Proof of Proposition 11.6.2. We choose η smaller than 5/35/3−ε in Lemma 11.6.3.
The Ω-estimate for N(x) follows almost immediately from (11.6.3). For x <
x+k+1, we have N(x) = Nk(x) with the exception of the missing and doubled
primes from [x−k+1, x
+
k+1]. Observe that, because xk+1 = bexp(x1/4k log 2)c,
[x−k+1, x
+
k+1] ⊂ [exp (logη xk) , exp(x3/5k )) .
Since we changed more than x
4 log4/3 x
primes when x is the upper bound of
either the interval Ik+1,1 or Ik+1,2, we obtain from Lemma 11.6.3 that |N(x)−x|
becomes as large as x
8 log4/3 x
infinitely often as x→∞.
It remains to show (11.6.1). We bound the Cesa`ro means of N in the range
x−k ≤ x < x−k+1. We start by observing that N(x) = Nk(x) within this range,
so (11.6.4) gives (11.6.1) for exp(logη xk) ≤ x < x−k+1. Assume now that
x−k ≤ x < exp(logη xk) .
Lemma 11.6.3 implies that
Nk−1(x) =
∫ x
1
Nk−1(t)
t
dt = x+O
(
x
log5/3 x
)
,
because, by construction of the sequence, the interval [x−k , exp(log
η xk)] is con-
tained in [exp(logη xk−1), exp(x
3/5
k−1)]. Therefore, it suffices to prove that
Nk(x)−Nk−1(x) =
∫ x
x−k
Nk(t)−Nk−1(t)
t
dt (11.6.5)
has growth order O( x
log5/3−ε x ) in the interval [x
−
k , exp(log
η xk)]. Note that
only the intervals ν · (Ik,1 ∪ . . .∪ Ik,4) contribute to the integral (11.6.5) with ν
a generalized integer from the number system generated by P ∗k . Only the
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generalized integers ν ≤ x/x−k deliver a contribution. There are at most
O(x/x−k ) = O(x/xk) such integers. The contribution of one such a general-
ized integer is then
O
(
kxk
log4/3 xk
)∫ νx+k
νx−k
dt
t
= O
(
k2xk
log5/3 xk
)
,
where we have used that the length of the intervals Ik,i are O(kxk log
−1/3 xk)
as derived in Lemma 11.6.1. In total the integral is bounded by
O
(
x
xk
)
O
(
k2xk
log5/3 xk
)
= O
(
k2x
log5/(3η) x
)
= O
(
x
log5/3−ε x
)
.
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Deze thesis gaat over Tauberse stellingen en hun toepassingen op de veralge-
meende priemgetallen van Beurling. In het eerste deel worden onderwerpen
behandelt die uitsluitend in het gebied van Tauberse theorie liggen terwijl in
the tweede deel de nadruk ligt op veralgemeende priemgetallen. In het tweede
deel zijn er ook enkele Tauberse stellingen verscholen die specifiek ontwikkeld
werden voor toepassingen in veralgemeende priemgetallen.
Het eerste deel beslaat voornamelijk twee zeer belangrijke stellingen uit de
Tauberse theorie (en de wiskundige analyse in het algemeen): de stelling van
Ingham en Karamata en de stelling van Wiener en Ikehara.
Stelling (Ingham, Karamata). Zij τ een traag dalende functie zodat de Laplace
transformatie
L{τ ; s} =
∫ ∞
0
e−sxτ(x)dx convergeert voor <e s > 0
en een continue uitbreiding heeft op de imaginaire as <e s = 0, dan is τ(x) =
o(1).
De definitie van een traag dalende functie wordt gegeven in (2.1.1). In
Hoofdstuk 2 achterhalen we voor verschillende Tauberse stellingen wat de
zwakst mogelijke voorwaarden1 op de Laplace transformatie zijn (in plaats
van een continue uitbreiding op de imaginaire as) opdat de conclusie toch blijft
gelden (τ(x) = o(1)). Voor de stelling van Ingham en Karamata is dit lokaal
pseudofunctiegedrag op de imaginaire as. In Hoofdstuk 5 vergelijken we dan
verschillende zwakst mogelijke voorwaarden voor de stelling van Wiener en
Ikehara met elkaar.
1Voor de stelling van Ingham en Karamata betekent dit dat τ(x) = o(1) deze voorwaarden
moet impliceren. Zo impliceert τ(x) = o(1) bijvoorbeeld niet dat de Laplace transformatie
continu moet zijn op de imaginaire as.
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In Hoofdstuk 3 onderzoeken we de vraag wat we kunnen besluiten in de
stelling van Ingham en Karamata2 als de Laplace transformatie geen continue
(of lokale pseudofunctie) uitbreiding heeft op de imaginaire as, maar slechts op
een interval (−iλ, iλ). We tonen aan dat τ dan begrensd is en berekenen de
grootst mogelijke waarde voor lim supx→∞ |τ(x)| en hiermee beantwoorden we
een probleem dat verschillende decennia open lag.
In Hoofdstuk 4 bewijzen we dat in de stelling van Ingham en Karamata (en
van Wiener en Ikehara) geen betere asymptotische informatie kan verkregen
worden dan τ(x) = o(1), zelfs als verondersteld wordt dat de Laplace transfor-
matie een analytische uitbreiding toestaat op een halfvlak <e s > α.
In Hoofdstuk 6 deduceren we een optimale Tauberse reststelling.
Stelling. Zij τ(x) +Kx stijgend en veronderstel dat de Laplace transformatie
G(s) = L{τ ; s} =
∫ ∞
0
e−sxτ(x)dx convergeert voor <e s > 0,
en dat G een N keer afleidbare uitbreiding heeft op de imaginaire as met
G(N)(it) = O(|t|M ) en M > −1, dan is τ(x) = O(x−N/(M+2)).
We bewijzen ook dat onder deze voorwaarden voor τ de rest O(x−N/(M+2))
niet verbeterd kan worden. We veralgemenen ook de Tauberse hypothese dat
τ(x) +Kx stijgend is.
In het tweede deel van de thesis bestuderen we veralgemeende priemgetal-
systemen van Beurling; in het bijzonder wordt de priemgetalstelling in deze
context onderzocht. In Hoofdstuk 7 bekijken we “priemgetalstellingequivalen-
ties”. Dit zijn relaties die in de klassieke priemgetaltheorie op elementaire wijze
uit de priemgetalstelling volgen en de priemgetalstelling impliceren. Voor ver-
algemeende priemgetallen zijn er meestal echter extra voorwaarden nodig om
de equivalentie aan te kunnen tonen. In dit hoofdstuk ontwikkelen we een
nieuwe aanpak voor dit soort problemen. De technieken zijn niet meer elemen-
tair, maar maken gebruik van analytische methodes, in het bijzonder van de
Tauberse stellingen uit Hoofdstuk 2. Deze aanpak stelt ons ook in staat om
bestaande resultaten te verbeteren.
In Hoofdstuk 8 gebruiken we de analytische aanpak uit het vorige hoofdstuk
voor een ander probleem, nl. welke voorwaarden zijn er nodig op de veralge-
meende priemgetallen opdat de veralgemeende gehelen een dichtheid zouden
hebben, i.e. N(x) ∼ ax voor zekere a > 0. Diamond gaf in 1977 al een vol-
doende voorwaarde. Hoewel zijn bewijs elementair was, was het niet eenvoudig
en in zijn boek dat hij samen met Zhang schreef, vroeg hij zich af er hiervoor
geen eenvoudiger bewijs te vinden was. Hier vinden we een nieuw bewijs voor
2De Tauberse hypothese wordt voor deze vraag versterkt tot Lipschitz continu¨ıteit.
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zijn stelling en de analytische methode laat ons ook toe om enkele veralgeme-
ningen aan te tonen.
In Hoofdstuk 9 bekijken we opnieuw op de relatie M(x) :=
∑
nk≤x µ(nk) =
o(1) voor de somfunctie van de Mo¨bius functie. We zoeken zwakke voorwaar-
den (op de veralgemeende Chebyshev functie ψ en de telfunctie van het veralge-
meend getalsysteem N) zodat deze “priemgetalstellingequivalentie”geldt voor
veralgemeende priemgetalsystemen.
In Hoofdstuk 10 bestuderen we de priemgetalstelling met restterm in de
context van veralgemeende priemgetallen, nl. we bestuderen het volgende pro-
bleem: als de telfunctie van de veralgemeende gehelen voldoet aan
N(x) = ax+O
(
x
logn x
)
, voor elke n ∈ N,
met a > 0, welke rest R kunnen we dan vinden zodat
pi(x) = Lix+O(R˜(x)).
We tonen aan dat x/ logn x voldoet voor elke n. Deze stelling werd al geformu-
leerd door Nyman in 1949, maar zijn bewijs bevatte enkele fouten, die we hier
rechtzetten.
Ten slotte, in Hoofdstuk 11 construeren we enkele voorbeelden van veral-
gemeende priemgetalsystemen om verschillende voorwaarden te vergelijken die
de priemgetalstelling voor Beurlings priemgetallen impliceren.
188 Nederlandstalige samenvatting
Bibliography
[1] G. R. Allan, A. G. O’Farrell, T. J. Ransford, A Tauberian theorem arising
in operator theory, Bull. London Math. Soc. 19 (1987), 537–545.
[2] J. Aramaki, An extension of the Ikehara Tauberian theorem and its ap-
plication, Acta Math. Hungar. 71 (1996), 297–326.
[3] W. Arendt, C. J. K. Batty, Tauberian theorems and stability of one-
parameter semigroups, Trans. Amer. Math. Soc. 306 (1988), 837–852.
[4] W. Arendt, C. J. K. Batty, M. Hieber, F. Neubrander, Vector-
valued Laplace transforms and Cauchy problems, Second edition,
Birkha¨user/Springer Basel AG, Basel, 2011.
[5] P. T. Bateman, H. G. Diamond, Asymptotic distribution of Beurling’s
generalized prime numbers, in: Studies in Number Theory, pp. 152–210,
Math. Assoc. Amer., Prentice-Hall, Englewood Cliffs, N.J., 1969.
[6] P. T. Bateman, H. G. Diamond, On the oscillation theorems of Pring-
sheim and Landau, in: Number theory, pp. 43–54, Trends Math.,
Birkha¨user, Basel, 2000.
[7] P. T. Bateman, H. G. Diamond, Analytic number theory. An introductory
course, World Scientific, Singapore, 2004. Reprinted, with minor changes,
in Monographs in Number Theory, Vol. 1, 2009.
[8] C. J. K. Batty, A. Borichev, Y. Tomilov, Lp-tauberian theorems and Lp-
rates for energy decay, J. Funct. Anal. 270 (2016), 1153–1201.
[9] J. J. Benedetto, Spectral synthesis, Academic Press, Inc., New York-
London, 1975.
[10] A. Beurling, Analyse de la loi asymptotique de la distribution des nombres
premiers ge´ne´ralise´s, Acta Math. 68 (1937), 255–291.
189
190 Bibliography
[11] A. Beurling, Sur les inte´grales de Fourier absolument convergentes et
leur application a` une transformation fonctionelle, in: IX Congr. Math.
Scand., pp. 345–366, Helsingfors, 1938.
[12] N. H. Bingham, C. M. Goldie, J. L. Teugels, Regular variation, Ency-
clopedia of Mathematics and its Applications 27, Cambridge University
Press, Cambridge, 1989.
[13] H. Bremermann, Distributions, complex variables and Fourier trans-
forms, Addison-Wesley, Reading, Massachusetts, 1965.
[14] R. Carmichael, A. Kamin´ski, S. Pilipovic´, Boundary values and convolu-
tion in ultradistribution spaces, World Scientific Publishing Co. Pte. Ltd.,
Hackensack, NJ, 2007.
[15] R. Carmichael, D. Mitrovic´, Distributions and analytic functions, Pit-
man Research Notes in Mathematics Series, 206, Longman Scientific &
Technical, Harlow; John Wiley & Sons, Inc., New York, 1989.
[16] R. Chill, Tauberian theorems for vector-valued Fourier and Laplace trans-
forms, Studia Math. 128 (1998), 55–69.
[17] R. Chill, D. Seifert, Quantified versions of Ingham’s theorem, Bull. Lond.
Math. Soc. 48 (2016), 519–532.
[18] D. Choimet, H. Queffe´lec, Twelve landmarks of twentieth-century analy-
sis, Cambridge University Press, New York, 2015.
[19] A. Debrouwere, J. Vindas, On the non-triviality of certain spaces of an-
alytic functions. Hyperfunctions and ultrahyperfunctions of fast growth,
Rev. R. Acad. Cienc. Exactas F´ıs. Nat. Ser. A. Math. RACSAM 112
(2018), 473–508.
[20] G. Debruyne, H. G. Diamond, J. Vindas, M(x) = o(x) Estimates for
Beurling numbers, J. The´or. Nombres Bordeaux, to appear.
[21] G. Debruyne, J.-C. Schlage-Puchta, J. Vindas, Some examples in the
theory of Beurling’s generalized prime numbers, Acta Arith. 176 (2016),
101–129.
[22] G. Debruyne, J. Vindas, Generalization of the Wiener-Ikehara theorem,
Illinois J. Math. 60 (2016), 613–624.
[23] G. Debruyne, J. Vindas, On general prime number theorems with remain-
der, in: Generalized Functions and Fourier Analyis, pp. 79-94. Oper.
Theory Adv. Appl., Vol. 260, Springer, 2017.
Bibliography 191
[24] G. Debruyne, J. Vindas, On PNT equivalences for Beurling numbers,
Monatsh. Math., 184 (2017), 401–424.
[25] G. Debruyne, J. Vindas, Complex Tauberian theorems for Laplace trans-
forms with local pseudofunction boundary behavior, J. Anal. Math., to
appear.
[26] G. Debruyne, J. Vindas, On Diamond’s L1 criterion for asymptotic den-
sity of Beurling generalized integers, Michigan Math. J., to appear.
[27] G. Debruyne, J. Vindas, Optimal Tauberian constant in Ingham’s theo-
rem for Laplace transforms, Israel J. Math., to appear.
[28] G. Debruyne, J. Vindas, Note on the absence of remainders in the
Wiener-Ikehara theorem, Proc. Amer. Math. Soc., to appear.
[29] H. Delange, Ge´ne´ralisation du the´ore`me de Ikehara, Ann. Sci. Ecole
Norm. Sup. 71 (1954), 213–242.
[30] H. G. Diamond, The prime number theorem for Beurling’s generalized
numbers, J. Number Theory 1 (1969), 200–207.
[31] H. G. Diamond, Asymptotic distribution of Beurling’s generalized inte-
gers, Illinois J. Math. 14 (1970), 12–28.
[32] H. G. Diamond, A set of generalized numbers showing Beurling’s theorem
to be sharp, Illinois J. Math. 14 (1970), 29–34.
[33] H. G. Diamond, When do Beurling generalized integers have a density?
J. Reine Angew. Math. 295 (1977), 22–39.
[34] H. G. Diamond, Elementary methods in the study of the distribution of
prime numbers, Bull. Amer. Math. Soc. (N.S.) 7 (1982), 553–589.
[35] H. G. Diamond, Two results on Beurling generalized numbers, Publ.
Math. Debrecen 79 (2011), 401–409.
[36] H. G. Diamond, W.-B. Zhang, A PNT equivalence for Beurling numbers,
Funct. Approx. Comment. Math. 46 (2012), 225–234.
[37] H. G. Diamond, W.-B. Zhang, Chebyshev bounds for Beurling numbers,
Acta Arith. 160 (2013), 143–157.
[38] H. G. Diamond, W.-B. Zhang, Beurling generalized numbers, Mathe-
matical Surveys and Monographs series, American Mathematical Society,
Providence, RI, 2016.
192 Bibliography
[39] P. Dimovski, S. Pilipovic´, J. Vindas, New distribution spaces associated to
translation-invariant Banach spaces, Monatsh. Math. 177 (2015), 495–
515.
[40] P. Dimovski, S. Pilipovic´, J. Vindas, Boundary values of holomorphic
functions in translation-invariant distribution spaces, Complex Var. El-
liptic Equ. 60 (2015), 1169–1189.
[41] R. Estrada, R. P. Kanwal, A distributional approach to asymptotics. The-
ory and applications, Second edition, Birkha¨user, Boston, 2002.
[42] R. Estrada, J. Vindas, On Romanovski’s lemma, Real Anal. Exchange
35 (2010), 431–443.
[43] R. Estrada, J. Vindas, A general integral, Dissertationes Math. 483
(2012), 1–49.
[44] T. H. Ganelius, Tauberian remainder theorems, Lecture Notes in Math-
ematics, 232, Springer-Verlag, Berlin-New York, 1971.
[45] R. A. Gordon, The integrals of Lebesgue, Denjoy, Perron, and Henstock,
Amer. Math. Soc., Providence, 1994.
[46] S. W. Graham, J. D. Vaaler, A class of extremal functions for the Fourier
transform, Trans. Amer. Math. Soc. 265 (1981), 283–302.
[47] T. Hilberdink, Generalised prime systems with periodic integer counting
function, Acta Arith. 152 (2012), 217–241.
[48] A. Hildebrand, G. Tenenbaum, Integers without large prime factors, J.
The´or. Nombres Bordeaux 5(2) (1993), 411–484.
[49] L. Ho¨rmander, The analysis of linear partial differential operators. I.
Distribution theory and Fourier analysis, Second edition, Grundlehren
der Mathematischen Wissenschaften, 256, Springer-Verlag, Berlin, 1990.
[50] L. Ho¨rmander, Lectures on nonlinear hyperbolic differential equations,
Mathe´matiques & Applications, 26, Springer-Verlag, Berlin, 1997.
[51] S. Ikehara, An extension of Landau’s theorem in the analytic theory of
numbers, J. Math. and Phys. M.I.T. 10 (1931), 1–12.
[52] A. E. Ingham, On Wiener’s method in Tauberian theorems, Proc. London
Math. Soc. (2) 38 (1935), 458–480.
Bibliography 193
[53] A. E. Ingham, Some trigonometrical inequalities with applications to the
theory of series, Math. Z. 41 (1936), 367–379.
[54] A. E. Ingham, A Tauberian theorem for partitions, Ann. of Math. 42
(1941), 1075–1090.
[55] A. E. Ingham, On two conjectures in the theory of numbers, Amer. J.
Math. 64 (1942), 313–319.
[56] A. E. Ingham, The distribution of prime numbers, Cambridge University
Press, Cambridge, 1990.
[57] A. E. Ingham, Review #MR0032693 (11,332b), Mathematical Reviews,
American Mathematical Society.
[58] J.-P. Kahane, Sur les nombres premiers ge´ne´ralise´s de Beurling. Preuve
d’une conjecture de Bateman et Diamond, J. The´or. Nombres Bordeaux
9 (1997), 251–266.
[59] J.-P. Kahane, Le roˆle des alge`bres A de Wiener, A∞ de Beurling et H1
de Sobolev dans la the´orie des nombres premiers ge´ne´ralise´s de Beurling,
Ann. Inst. Fourier (Grenoble) 48 (1998), 611–648.
[60] J.-P. Kahane, Conditions pour que les entiers de Beurling aient une den-
site´, J. The´or. Nombres Bordeaux 29 (2017), 681–692.
[61] J.-P. Kahane, E´. Sa¨ıas, Sur l’exemple d’Euler d’une fonction
comple`tement multiplicative a` somme nulle, C. R. Math. Acad. Sci. Paris
354 (2016), 559–561.
[62] J.-P. Kahane, E´. Sa¨ıas, Fonctions comple`tement multiplicatives de somme
nulle, Expo. Math., 35 (2007), 364–389.
[63] J.-P. Kahane, R. Salem, Ensembles parfaits et se´ries trigonome´triques,
Second edition, Hermann, Paris, 1994.
[64] A. Kamin´ski, Convolution, product and Fourier transform of distribu-
tions, Studia Math. 74 (1982), 83–96.
[65] J. Karamata, U¨ber einen Satz von Heilbronn und Landau, Publ. Inst.
Math. (Beograd) 5 (1936), 28–38.
[66] Y. Katznelson, An introduction to harmonic analysis, Third edition,
Cambridge University Press, Cambridge, 2004.
194 Bibliography
[67] Y. Katznelson, L. Tzafriri, On power bounded operators, J. Funct. Anal.
68 (1986), 313–328.
[68] J. A. C. Kolk, On Euler numbers, Hilbert sums, Lobachevski˘ı integrals,
and their asymptotics, Indag. Math. (N.S.) 14 (2003), 445–449.
[69] J. Korevaar, On Newman’s quick way to the prime number theorem,
Math. Intelligencer 4 (1982), 108–115.
[70] J. Korevaar, A century of complex Tauberian theory, Bull. Amer. Math.
Soc. (N.S.) 39 (2002), 475–531.
[71] J. Korevaar, Tauberian theory. A century of developments, Grundlehren
der Mathematischen Wissenschaften, 329, Springer-Verlag, Berlin, 2004.
[72] J. Korevaar, Distributional Wiener-Ikehara theorem and twin primes,
Indag. Math. (N.S.) 16 (2005), 37–49.
[73] J. Korevaar, A Tauberian theorem for Laplace transforms with pseudo-
function boundary behavior, Complex analysis and dynamical systems II,
pp. 233–242, Contemp. Math., 382, Amer. Math. Soc., Providence, RI,
2005.
[74] J. Korevaar, The Wiener-Ikehara theorem by complex analysis, Proc.
Amer. Math. Soc. 134 (2006), 1107–1116
[75] E. Landau, U¨ber einige neuere Grenzwertsa¨tze, Rend. Palermo 34 (1912),
121–131.
[76] E. Landau, Handbuch der Lehre von der Verteilung der Primzahlen,
Teubner, Leipzig-Berlin, 1909, reprinted with an appendix by Paul T.
Bateman. Chelsea Publishing Co., New York, 1953.
[77] P. D. Lax, L. Zalcman, Complex proofs of real theorems, University Lec-
ture Series, 58, American Mathematical Society, Providence
[78] B. F. Logan, Extremal problems for positive-definite bandlimited func-
tions. II. Eventually negative functions, SIAM J. Math. Anal. 14 (1983),
253–257.
[79] D. W. Matula, A natural rooted tree enumeration by prime factorization,
SIAM Rev. 10 (1968), 273.
[80] H. L. Montgomery, Topics in multiplicative number theory, Lecture Notes
in Mathematics, Vol. 227, Springer-Verlag, Berlin-New York, 1971.
Bibliography 195
[81] H. L. Montgomery, R. C. Vaughan, Multiplicative number theory. I. Clas-
sical theory, Cambridge Studies in Advanced Mathematics, Vol. 97, Uni-
versity Press, Cambridge, 2007.
[82] M. Mu¨ger, On Ikehara type Tauberian theorems with O(xγ) remainders,
Abh. Math. Semin. Univ. Hambg. 88 (2018), 209–216.
[83] W. Narkiewicz, The development of prime number theory. From Euclid
to Hardy and Littlewood, Springer-Verlag, Berlin, 2000.
[84] D. J. Newman, Simple analytic proof of the prime number theorem, Amer.
Math. Monthly 87 (1980), 693–696.
[85] D. J. Newman, Analytic number theory, Springer-Verlag, New York, 1998.
[86] B. Nyman, A general prime number theorem, Acta Math. 81 (1949),
299–307.
[87] S. Pilipovic´, B. Stankovic´, J. Vindas, Asymptotic behavior of generalized
functions, Series on Analysis, Applications and Computation, 5., World
Scientific Publishing Co. Pte. Ltd., Hackensack, NJ, 2012.
[88] T. J. Ransford, Some quantitative Tauberian theorems for power series,
Bull. London Math. Soc. 20 (1988), 37–44.
[89] Sz. Gy. Re´ve´sz, A. de Roton, Generalization of the effective Wiener-
Ikehara theorem, Int. J. Number Theory 9 (2013), 2091–2128.
[90] P. Romanovski, Essai d’une exposition de l’integrale de Denjoy sans nom-
bres transfini, Fund. Math. 19 (1932), 38–44.
[91] W. Rudin, Lectures on the edge-of-the-wedge theorem, Conference Board
of the Mathematical Sciences Regional Conference Series in Mathematics,
No. 6, AMS, Providence, R.I., 1971.
[92] J.-C. Schlage-Puchta, J. Vindas, The prime number theorem for Beurl-
ing’s generalized numbers. New cases, Acta Arith. 153 (2012), 299–324.
[93] L. Schwartz, The´orie des distributions, Hermann, Paris, 1966.
[94] D. Seifert, A quantified Tauberian theorem for sequences, Studia Math.
227 (2015), 183–192.
[95] M. A. Shubin, Pseudodifferential operators and spectral theory, Second
edition, Springer-Verlag, Berlin, 2001.
196 Bibliography
[96] G. Tenenbaum, Introduction to analytic and probabilistic number theory,
American Mathematical Society, Providence, RI, 2015.
[97] H. Vernaeve, J. Vindas, A. Weiermann, Asymptotic distribution of in-
tegers with certain prime factorizations, J. Number Theory 136 (2014),
87–99.
[98] J. Vindas, Structural theorems for quasiasymptotics of distributions at
infinity, Publ. Inst. Math. (Beograd) (N.S.) 84 (2008), 159–174.
[99] J. Vindas, The structure of quasiasymptotics of Schwartz distributions,
in: Linear and non-linear theory of generalized functions and its appli-
cations, pp. 297–314, Banach Center Publ. 88, Polish Acad. Sc. Inst.
Math., Warsaw, 2010.
[100] J. Vindas, R. Estrada, Distributional point values and convergence of
Fourier series and integrals, J. Fourier Anal. Appl. 13 (2007), 551–576.
[101] V. S. Vladimirov, Methods of the theory of generalized functions, An-
alytical Methods and Special Functions, 6, Taylor & Francis, London,
2002.
[102] V. S. Vladimirov, Y. N. Drozhzhinov, B. I. Zavialov, Tauberian theorems
for generalized functions, Kluwer Academic Publishers Group, Dordrecht,
1988.
[103] N. Wiener, The Fourier integral and certain of its applications, Reprint
of the 1933 edition, Cambridge University Press, Cambridge, 1988.
[104] D. Zagier, Newman’s short proof of the prime number theorem, Amer.
Math. Monthly 104 (1997), 705–708.
[105] A. H. Zemanian, Distribution theory and transform analysis. An intro-
duction to generalized functions, with applications, Second edition, Dover
Publications, Inc., New York, 1987.
[106] W.-B. Zhang, A generalization of Hala´sz’s theorem to Beurling’s gener-
alized integers and its application, Illinois J. Math. 31 (1987), 645–664.
[107] W.-B. Zhang, Wiener-Ikehara theorems and the Beurling generalized
primes, Monatsh. Math. 174 (2014), 627–652.
[108] W.-B. Zhang, Extensions of Beurling’s prime number theorem, Int. J.
Number Theory 11 (2015), 1589–1616.
Bibliography 197
[109] W.-B. Zhang, A proof of a conjecture of Bateman and Diamond on Beurl-
ing generalized primes, Monatsh. Math. 176 (2015), 637–656.
198 Bibliography
Index
Abel summability kernel, 102
Arendt-Batty theorem, 15
Beurling generalized prime number
system, 7, 8
Beurling-Wiener kernel, 101
boundary values, 4
boundedly decreasing, 18, 67
boundedly oscillating, 24, 62
Cesa`ro asymptotics, 152, 158
Cesa`ro-Riesz summability kernel,
102
Chebyshev function, 7
Chebyshev upper bound, 125
decrease modulus, 67
Denjoy-Carleman theorem, 89
density, 101, 117
Dini’s theorem, 132
Dirichlet hyperbola, 139, 148
distribution, 1
bounded, 27
periodic, 41
tempered, 1
edge-of-the-wedge theorem, 5
Erde´lyi’s asymptotic formula, 114,
165
Euler product, 8
Fatou-Riesz theorem, 42
Fourier transform, 1
Fre´chet space, 75
Graham-Vaaler theorem, 47
Hadamard finite part, 164
Hardy-Ramanujan formula, 147
Ingham-Karamata theorem, 15, 77
finite form, 38, 46
remainder, 89
sharp remainder, 90
Karamata representation theorem,
24
Karamata Tauberian theorem, 106,
136
Katznelson-Tzafriri theorem, 43
Lambert summability kernel, 102
Landau relation, 99
Laplace transform, 1
Laplace-Stieltjes transform, 47
linearly slowly decreasing, 79
Liouville function, 124
Littlewood-Paley decomposition,
165
log-linearly boundedly decreasing,
81
log-linearly slowly decreasing, 79
Mo¨bius function, 8
Matula numbers, 148
199
200 Index
Mellin transform, 72
Mellin-Stieltje transform, 100
Mertens theorem, 170
multiplier, 6
null set, 15
open mapping theorem, 75, 91
oscillation modulus, 32, 62
Parseval relation, 83
Perron inversion formula, 134
PNT equivalence, 97
prime number theorem (PNT), 98
remainder, 142
pseudofunction, 2
characterization, 26
local, 2
uniform local, 61
pseudofunction spectrum, 27
pseudomeasure, 2
local, 2
quasiasymptotics, 154, 161
R-slowly decreasing, 67
R-slowly oscillating, 32, 62
Riemann prime counting function,
7
Riemann-Lebesgue lemma, 2
Riesz mean, 160
Romanovski’s lemma, 28
sharp Mertens relation, 98
singular pseudofunction support,
26
slowly decreasing, 14, 67
slowly oscillating, 32, 62
slowly varying, 33
smooth variation theorem, 73
space of convolutors, 151
space of multipliers, 151
stationary phase principle, 167
test function, 1
vector-valued Tauberian theorem,
61
very slowly decreasing, 33
very slowly oscillating, 33
von Mangoldt function, 8
Wiener algebra, 2, 82
Wiener division lemma, 85
Wiener-Ikehara theorem, 36, 71
Wiener-Wintner theorem, 133
zeta function, 8
zig-zag function, 52
