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The conformational changes that biological macro-molecules undergo play a crucial role in functionality. 
These changes are measurable at the single molecular level using a technique known as single molecule 
Förster resonance energy transfer (smFRET). By measuring conformational changes at the single 
molecule (SM) level, distributions of physical properties, such as dwell times of the stepping motion 
observed in molecular motors, can be statistically modelled and monitored over time. However, there are 
several sources of error that are introduced when recording smFRET data. The recorded data typically 
have a low signal-to-noise ratio (SNR) and the number of conformations and transitional rates need to be 
estimated from this noisy data. Common software packages are available to analyze smFRET data, 
estimating these parameters and have some success in applications to data where the power of the noise 
is much less than that of the underlying signal. As the SNR is lowered, these packages naturally produce 
less accurate parameter estimations. In this thesis, we investigate the denoising ability of the K-SVD 
algorithm, which computes the singular value decomposition (SVD) of transform coefficients to improve 
the reconstructive abilities of the atoms in a transform dictionary. A dictionary is learned through varying 
training data parameters until an optimal dictionary is produced. Simulated data is then approximated and 
analyzed after projecting the data to a sparse subspace determined by the learned dictionary. The 
approximations from the K-SVD allow accurate estimation of the number of conformations in the data and 
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1.1 Motivation for single molecule measurements 
Studying single molecules provides information that is not accessible from traditional bulk 
measurements. In particular, single molecule (SM) measurements are very useful if 1) populations are 
heterogeneous and 2) the system behavior produces outliers within the average population. Since the 
first detection of single molecules2, SM studies have generated wide interests in diverse fields, particularly 
in biology. In contrast to ensemble measurements where properties of individual molecules are averaged 
out, SM data reveal insights into the details hidden in bulk measurements and can quantify the inherent 
heterogeneity. Significant advancements of the temporal and spatial resolutions of microscopy techniques 
have enabled experiments on SMs and even sub-population of molecules, which are far more insightful 
than an ensemble average of a system. It is also possible to identify intermediate states that would 
otherwise be hidden in ensemble measurements3. However, SM data can be very noisy due to inherent 
weak signals and therefore, appropriate methods of analysis are needed, which is currently an active 
area of research. 
The remainder of this introductory chapter reviews which SM measurements that are typically 
seen in the lab and how the data are recorded. Then, the topic of this thesis, i.e., noisy data analysis will 
be introduced. Then, a brief overview of the literature describing methods that have been implemented in 
the past will be presented. The chapter will conclude with a brief description of how we approached the 
problem and how all the methods used in the thesis will be analyzed and compared. 
  
1.1.1 Types of SM data 
There are four general types of SM data: 1) time-series data, the focus of this thesis, where the 
signal interconverts between states and can arise due to conformational changes of a protein3 and 
current variations in ion channels4. For example, conformational dynamics of a protein can be studied by 
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measuring the single molecule Forster Resonance Energy Transfer (smFRET) between two fluorescent 
dyes attached to two domains; 2) diffusive data, where a molecule or a cluster of molecules randomly 
moves in solution or on a substrate. For example, the diffusion of matrix metalloproteinases (MMPs) on 
collagen fibrils is an application where bulk measurements of kinetics are not possible because collagen 
fibrils are insoluble in aqueous buffers. As the enzymes diffuse and degrade fibrils attached to a sample 
slide, fluorescent dyes can be excited with a thin layer of the evanescent wave in a Total Internal 
Reflection Fluorescence Microscope (TIRFM). The location of a SM can then be determined by fitting a 
Gaussian to the detected pixel values around the bright spot due to the SM5; 3) stepping motion of 
molecular motors such as myosin6, kinesin7, and dynein8 that are essential for cargo transport in cells; 
and 4) force-based extension and contraction of biopolymers9 are attached to a slide on one end and 
attached to an AFM tip or a bead controlled optical/magnetic traps on the other. An example of each of 
these data types can be seen in Figure 1.1. 
 
1.1.2 Single molecule techniques 
There are a number of ways to detect and perform measurements on SMs. These tools can be 
broken into two separate camps. First, there are those that manipulate the molecule by applying an 
external force and measure the response. Second, there are those that require attaching fluorophores to 
the molecules and measuring the emitted light after being excited with a laser. 
 
Force-based measurements 
Force-based measurements require tethering one end of a macromolecule to a stage and binding 
the other end to something that can be manipulated at nanometer scales. The three most common force-
based methods used today are atomic force microscopy, optical tweezers, and magnetic tweezers10,11. 
These methods are described in more detail below. 
 
Atomic Force Microscopy (AFM): Atomic force microscopy uses a cantilever arm connected to a 
tethered molecule to measure the forces exerted by a molecule. As the molecule pulls and 




Figure 1.1. Examples of SM data. (a) Diffusive, (b) Motion of a molecular motor, (c) Time series of protein 
conformational dynamics or firings of ion channels, and (d) Pushing-pulling of DNA using force applied in 
magnetic or optical tweezers. Adapted from Colomb et al.1. 
 
force to make that change is calculated. Atomic force microscopy can measure with nm spatial 
resolution and ms temporal resolution. AFM also can detect forces in the ten to thousands of pN. 
AFM can measure force-extension curves, molecular motor forces, conformational forces and the 
topography of the system.  
 
Optical Tweezers: Optical tweezer work by attaching one end of a macromolecule to a stage and 
a polystyrene bead to the other end. The molecule can then have forces applied to it by 
manipulating the focal point of a high-intensity laser. As a molecule moves and interacts with its 
environment, the forces the molecule exerts on the bead can be measured. Optical tweezers can 
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measure with nm spatial resolution and s  temporal resolution. Optical tweezers also can detect 
forces between 0.1 to 100 pN. Optical tweezers work with measure force-extension curves, 
molecular motor forces and conformational forces. Again, optical tweezers are not a useful tool 
for measuring diffusion constants. 
 
Magnetic Tweezers: Magnetic tweezers work in a similar way to optical tweezers but can now 
apply or measure the torque of a molecule with the use of magnets. Magnetic tweezers can 
measure with nm spatial resolution and s  temporal resolution. Magnetic tweezers also can 
detect forces between 0.001 to 10000 pN. Magnetic tweezers can measure all the same 
situations optical tweezers can measure but can additional forces in each case due to the ability 
to measure/apply torque. 
 
Fluorescence-based measurements 
There are several methods to measure SMs by measuring the emitted light from excited 
fluorophores. These methods will generally fall into one of two setups: confocal microscopy and total 
internal reflection fluorescence microscopy. Fluorescence-based measurements have the advantage of 
being able to measure interactions within a cell. Confocal microscopy and TIRFM are described in more 
detail below. 
 
Confocal Microscopy: When using confocal microscopy, the fluorophores attached to the 
macromolecules are excited and emit the light back but only molecules within the focal volume 
are measured. The remainder of the light isn't measured. Due to the lack of measured photons, 
the intensity of the light is low. Avalanche diodes or photomultiplier tubes are commonly used to 
strengthen the signal. Confocal microscopy is typically used to measure diffusing molecules and 
thus its observation time is low12. Confocal microscopy can measure diffusion constants and 
conformation dynamics, so long as the conformational changes occur within the time scale of the 
molecule being in the focal volume. Confocal microscopy can measure with nm spatial resolution 
and ms temporal resolution. 
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Total Internal Reflection Fluorescence Microscopy (TIRFM): Total internal reflection fluorescence 
microscopy uses evanescence waves to excite the attached fluorophores. This method has the 
advantage to measure interactions from within the walls of a cell to study a molecule in its 
environment. One important difference between TIRFM and confocal microscopy is the amount of 
data collected. In TIRFM, most of the light is collected as opposed to only some of the light within 
a focal volume. As a result, the measured signal will have much more noise and greatly affect the 
SNR. TIRFM can be used to measure diffusion constants, molecular motors, and conformational 
dynamics13. TIRFM can measure with nm spatial resolution and ms temporal resolution.  
 
1.2 The thesis objective: noisy data analysis 
The objective of this thesis is to analyze time-series data of protein conformational dynamics that 
have a low signal-to-noise (SNR). Having a low SNR means that the noise is similar or larger than the 
signal itself. When noise dominates the signal, many of the available methods used today become 
unreliable and the experimenter would need to set up more equipment to try and get cleaner data. It is the 
goal of this thesis to simulate noisy conformational data and accurately estimate the simulated 
parameters. The problem is exemplified in Figure 1.2, where the SNR is too low to accurately analyze 
using the currently available packages.  
With SM measurements, noise is produced by shot noise14 (photon noise and dark noise), 
thermal noise from the CCD camera, errors from optics15, the mechanical drift of microscope stage5, and 
errors from data analysis16. 
 
1.3 Matrix Metalloproteinase-1 and its conformational dynamics 
Matrix metalloproteinases (MMPs) are a family of twenty-three zinc dependent enzymes that are 
produced by cells in their inactive forms17. Once activated, these enzymes are responsible for the 
degradation of the macromolecules within the extracellular matrix (ECM). MMPs have been linked to 
several physiological functions including healing wounds18 and bone growth. MMPs have also been 
associated to numerous pathologies including multiple sclerosis, cardiovascular disease19, and cancer 
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metastasis20. MMPs typically consist of a catalytic domain, hemopexin domain, a linker region connecting 
the two larger domains and a signal peptide. 
MMP1, also known as collagenase-I, can degrade type I, II, and III interstitial collagen, type I 
being the most abundant form. The ECM is mostly composed of collagen fibrils, which are responsible for 
the scaffolding of cellular structures. MMP1’s catalytic domain of is responsible for the degradation of 
collagen fibrils. The hemopexin domain aids in binding MMP1 to collagen and the linker communicates 
the information across the two domains. The structure of MMP1 is shown in Figure 1.3. Our lab has 
developed a method to express and purify MMP1 molecules, enabling us to study the system at the SM 
level. 
MMP1’s catalytic domain is capable of degrading denatured collagen independently of the 
hemopexin domain. However, both domains are required to degrade collagen fibrils, suggesting that there  
 
Figure 1.2. A simulated example of SM data with high noise. (a) Simulated conformational time series 
data with three states, S = {0.2, 0.4, 0.7} a.u. The kinetic rates are k12 = 5s-1, k13 = 25s-1, k21 = 20s-1, k23 = 
10s-1, k31 = 15s-1, k32 = 30s-1. Gaussian noise with a mean of 0 a.u. and a standard deviation of 0.45 a.u. 
was added to the simulated three state transitions. (b) A histogram binning the values from the simulated 
data. (c) A histogram of the pairwise difference between consecutive data points. The standard deviation 





Figure 1.3: Crystal structure of MMP1 bound to collagen monomer (PDB ID: 4AUO). The catalytic domain 
is bound to the N-terminal side of collagen. Two residues SER123 and SER347 (red) are suitable for 
mutations to CYS residues which will be labeled with a FRET pair, Alexa 555 and Alexa 647. Image 
courtesy, Ryan Harrison. 
 
is a correlation between the inter-domain conformations and MMP1’s activity. Our lab is interested in 
measuring these inter-domain conformational changes, among other properties, and correlating these 
motions with the overall catalytic rate of MMP1. 
 MMP1’s catalytic domain is capable of degrading denatured collagen independently of the 
hemopexin domain. However, both domains are required to degrade collagen fibrils, suggesting that there 
is a correlation between the inter-domain conformations and MMP1’s activity. Our lab is interested in 
measuring these inter-domain conformational changes, among other properties, and correlating these 
motions with the overall catalytic rate of MMP1. 
To measure MMP1’s conformational dynamics in activity, we attached fluorescent dyes (Alexa 
555 and Alexa 647) at two sites (SER 123 and SER 348) on the separate domains. The distance between 
the two sites are calculated from the smFRET efficiencies between the two dyes using a TIRFM. We have 
observed that a low smFRET conformation is present in active MMP1 measurements but absent from the 
inactive MMP1 measurements. This conformation is also reproduced in molecular dynamic (MD) 
simulations. This suggests that the low smFRET conformation is functionally relevant.  
Furthermore, we have also demonstrated that MMP1 is not only capable of degrading interstitial 
collagen fibrils, but can also degrade many biological substrates that were previously unknown to bind to 
MMP1, such as fibrin and bacterial biofilms23. MMP1’s ability to degrade these various substrates 
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questions MMP functionality and we are interested in understanding what the roles of the inter-domain 
conformations are in relation to the bound substrate. However, experimental measurements of MMP1 
conformational dynamics suffer from the sources of noise mentioned in Section 1.2, as can be seen in 
recently collected data in our lab where the typical anti-correlated has been observed. These data can be 
seen in Figure 1.4. This thesis is focusing on analyzing noisy SM conformational data such that we can 
accurately estimate the underlying dynamics of MMP1 in our lab and answer the questions outlined 
above.  
 
Figure 1.4: Three samples of MMP1 conformational changes measured in our lab. The green and red 
signals are the normalized emission intensities of the donor and acceptor fluorophores respectively. 
 
1.4 Review of SM data analysis 
The enzymatic activity has been measured at the SM level as early as the 60’s26, but thanks to 
recent advances in measuring techniques27, we can now measure inter- and intra- domain conformational 
changes28. Conformational data are time-series measurements that hold all the properties of interest. 
Here are brief descriptions of what has been used to analyze the data and how parameter estimation was 
done in the past. 
 
1.4.1 Midpoint thresholding and moving average 
Initial methods for conformational parameter estimation were simple. FRET efficiencies where 
binned and fit with Gaussian mixture models. The parameters of the Gaussian mixture model can then be 
used in such a way that thresholds are created29. After the thresholds were set, the signal could be 
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idealized, or noise removed, by setting all the data between the thresholds by the mean of that data. This 
method gives the state parameters easily and quickly. The kinetics can then be determined by binning all 
the dwell times, or time spent in a given state. The dwell times of a Poisson distribution are exponentially 
distributed. So, fitting an exponential distribution to the dwell times from one conformation to another will 
give the kinetic rate of that conformational change. This method works well when the SNR is high and the 
number of states is easily identifiable. As the noise increases, this method becomes unreliable as the 
noise can spike above or below a threshold causing an artificial transition (transient) that will greatly affect 
the analysis the kinetic rates. SM data is inherently noisy, making this method largely unusable if 
accuracy is the goal. Figure 1.5 demonstrates the issue of having artifacts in the idealized signal. 
Another simple method often used in SM conformational data analysis was to take a moving 
average over the data28. There are two shortcomings of this approach. By choosing a larger window, 
there is a larger denoising effect, which is helpful if there is a small SNR. However, larger windows will  
 
Figure 1.5: Simulated SM data with three states and relatively low noise. a) Plot of the data with the 
thresholds. b) The idealized data with the mid-state thresholding method. 
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over smooth the data. The over smoothing has the effect of easily identifying the states, but we lose 
temporal resolution and can no longer pinpoint when the molecule transitions. Another problem with using 
moving averages to analysis the data is that the transitions can be short (less than two time steps). If a 
larger window is chosen, the smaller dwell times will be averaged out, and the experimenter will not know 
they averaged out important data. Choosing smaller windows is also a problem because the smoothing 
effect isn't as great. If the noisy data still has a low SNR after the moving average is applied, we are 
prone to the same problems the thresholding method had. Artifacts will cause an overestimation of the 
kinetic rates as there are fast transitions artificially introduced into the data. 
 
1.4.2 Statistical approaches 
The simple methods mentioned above are subjective and prone to errors. More recently statistical 
methods have used to maximize the probability of the data given the set of parameters30. All of the 
approaches mentioned in this thesis maximize the probability using hidden Markov models (HMM's)31 but 
differ in how the parameters are estimated. A simple application of HMM's will use an expectation-
maximization algorithm32 to find the most likely parameters whereas the Bayesian methods will use 
Bayesian inference33 to estimate the parameters. There are other statistical methods that were not looked 
into, such as a bootstrapping34,35, extended Kalman filters36, and variations on HMM31,37 that each had 
meaningful results when used. This thesis isn't meant to be inclusive of all the available methods so 
methods that have software packages were opted into instead. 
 
1.4.3 Denoising with Wavelets 
Another approach to analyzing the data is to remove the noise before the identification of states 
and kinetic rates. By using the correct wavelet family, the data can be transformed into a sparse space 
where added noise is easily identifiable. This method, known as wavelet shrinkage, was shown to work38 
when the SNR is moderate to high. Wavelet shrinkage improves upon the simple methods but has the 





1.5 Overview of the data analysis approach in this thesis 
This thesis approaches this problem of parameter estimation in low SNR conformational signals 
by first denoising the data. To remove the noise, we used a method of dimension reduction known as 
Dictionary learning (DL)39.  DL algorithms are popular algorithms in image compression, as they learn the 
mathematical basis to represent the original image in just a few non-zero transform coefficients. DL 
algorithms can also be used to denoise those same images by projecting the data onto a lower dimension 
in order to remove the high dimensional noise. In the same way, this thesis will reduce the dimension of 
the noisy data onto a lower dimension to remove some of the noise. Specifically, the K-SVD algorithm40, 
which uses the singular value decomposition (SVD) analogously to the k-means algorithm, is used for this 
purpose. The K-SVD algorithm produces one possible solution to a convex optimization problem, 
meaning that there are one or more minima that the algorithm can converge to, so a series of tests were 
devised to find a local minimum better than the one found by simply applying the K-SVD algorithm. After 
we determine which dictionary we will use, a series of test cases of simulated data are denoised and 
parameters estimated. Each test case will compare the DL estimates with the estimates of other statistical 







BACKGROUND TO SPARSE SIGNAL PROCESSING 
 
Denoising time series data in the wavelet domain requires an orthogonal transform. This 
orthogonality of the wavelet transform ensures that there is a single, unique set of wavelet coefficients   
for a given set of data. However, sparse representations are not limited to orthogonal dictionaries. In fact, 
for the last couple of decades sparse signal processing research has focused on sparse representations 
using redundant dictionary transforms. The focus of this chapter is how to induce sparsity in measured 
signals with orthogonal dictionaries and redundant dictionaries and how it can be applied to 
conformational time-series data to sufficiently denoise recorded data. We begin with a description of 
sparse signal processing. 
 
2.1 What is sparse signal processing? 
Signal processing seeks to describe a signal f  as a superposition of basis functions 
(continuous) or basis vectors (discrete). The collection of basis functions/vectors is known as a dictionary 
D  and the individual functions/vectors of the dictionary are known as atoms 
i
 ; the building blocks of 
the function/vector space. In other words, signals can be described as the superposition of atoms 
i
  in 
the space spanned by the dictionary D. This is written mathematically as: 
 = Df x         (2.1) 
  =  i i
i
f   (2.2) 
where Equation 2.1 is the basic linear algebra equation that describes the signal's decomposition in D. 





, the scaling coefficient for the ith atom.  
13 
 
Sparse signal processing uses these same ideas but adds an additional constraint. Equation 2.1 
can have no unique solution, one unique solution or an infinite number of solutions. The number of 
solutions to Equation 2.1 depends on the dictionary D used in the transform. If D is orthogonal and has a 
single unique solution, a sparse solution would be one with only a few nonzero coefficients. If D is chosen 
such that there are an infinite number of solutions, sparse signal processing algorithms search for the 
solution with the fewest nonzero coefficients. This sparsity constraint can be written as: 
  =  i i
i
f  subject to 
0
  M   (2.3) 
where 
0
  is the 
0
l  norm, which is a count of all the nonzero values the set of scaling coefficients and M 
is a constant that sets the upper limit for the number of coefficients to use. When D is overcomplete and 
there is an infinite number of solutions, there are many algorithms that can approximate the sparsest 
solution. These will be discussed in more detail later in this chapter. Currently, we are only considering 
orthogonal dictionaries that have a single unique solution. 
 
2.2 Fourier Transforms 
A common tool that physicists have at their disposal for data analysis is the Fourier transform, 
which decomposes recorded data into a sum of complex exponentials. If the signal is made of only a few 
frequencies, the signal could be decomposed into as many components. This is an example of 
transforming data into a sparse space where it can be perfectly or closely approximated with a few 
coefficients. Operating in a sparse space has the advantage of being able to identify the important 
coefficients that represent a signal. For example, Figure 2.1 shows the Fourier transform of both a signal 
with no noise and the same signal with a standard normal distribution added to it to simulate noise. In 
both instances the three coefficients that the signal is composed of are identifiable.  
Fourier transforms work well at sparsely representing data that is periodic in nature, but 
experimental data is often non-periodic. The frequencies from the Fourier transform can’t be localized 
either, making data with sharp discontinuities require several high-frequency coefficients to approximate 
the signal. For these reasons, the Fourier transform is a poor transformation to sparsely represent the 




Figure 2.1. (a) A simulated signal made up of 10, 16, and 24 Hz frequencies sampled every 0.01 
seconds. (b) The Fourier transform of the signal in (a). (c) The same simulated signal in (a) but with a 
Gaussian-distributed, N(0,1), noise added to the signal. (d) Fourier transform of the noisy signal in (c). 
 
2.3 Wavelets 
Wavelets are a time-frequency transform that extracts low-frequency information with low time 
resolution and high-frequency information with high time resolution. How wavelets accomplish this is by 
scaling and translating a mother wavelet that has a compact support. The atoms of wavelet dictionaries 











  (2.4) 
where   is one of many available wavelet transforms, s scales the wavelet and u translates it. At the 
largest scale, a wavelet is applied to the entire dataset. At the next scale, the wavelet is applied twice to 
15 
 
the data: once to the first half and a second time to the second half. As the scale is reduced the wavelet is 
applied more times at that scale and higher frequencies can be localized. Data that is non-periodic and 
discontinuous can be represented in wavelet space with fewer coefficients if the wavelets are chosen 
correctly. 
Wavelets with p vanishing moments are orthogonal to p-1 degree polynomials and lower. If we 
choose a wavelet that is orthogonal to our data, except at the discontinuities, we can represent the data 
as detail coefficients that hold time information on the discontinuities.  
Conformational time series data can be described as a piecewise constant function, one that takes a 
single value for some time before changing to a different value where it will stay for another amount of 
time. Since our signals of interest are 0-degree polynomials, we will be able to sparsely represent the 
data with Haar wavelets, which have a single vanishing moment. Figure 2.2 shows what is known as the 
mother wavelet for the Haar wavelet, which is an unscaled version of the wavelet. 
 To demonstrate amplitudes of noise coefficients in wavelet space, an example piecewise 
constant function was produced with and without noise and their wavelet transforms plotted next to the 
respective data. The results of the transform can be seen in Figure 2.3.  
 
Figure 2.2. A mother Haar Wavelet 
 
2.4 Denoising with wavelets 
An observed signal can be broken into the sum of two parts: 




Figure 2.3. (a) A simulated piecewise constant time series. (b) The wavelet transform of the signal in (a). 
(c) The same simulated signal in but with Gaussian white noise added to the signal. (d) Wavelet transform 
of the noisy signal in (c). 
 
where f is the observed signal, x is the true signal we wish to observe, and w is additive noise that hides 
the true signal. The wavelet transform is linear, so the transform of the signal f is the sum of the wavelet 
transform of x and the wavelet transform of w. 
         = +   W f n W x n w n   (2.6) 
           = +     W f n W x n W w n   (2.7) 
To understand the denoising method discussed shortly, there needs to be a brief description of 
estimators. Estimators are operators designed to estimate x  from the observed data f . Given an 
estimator, T  a signal estimate is defined as ˆ =x Tf . The risk of the estimator, or the MSE of the 
estimate x̂  usingT , is defined as: 
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 ( ) 2 2
2 2
ˆ, =  − =  −r T x x x x Tf   (2.8) 
We want to choose an estimator that minimizes the risk for not just the signal x but the class of 
signals  that x belongs to. However, finding the estimator that minimizes the risk for  isn't possible 
because the probability distribution for all the signals in  isn't known. What we can do is find an 
estimator that minimizes the maximum risk for  . This is known as the minimax risk41,42 and is defined 
as: 





r r T x   (2.9) 
It has been shown that if we have perfect knowledge of the signal f  we can use a diagonal estimator 
known as the oracle attenuator43. Thresholding estimators, another diagonal estimator, have been shown 
to have near oracle attenuator risk without any knowledge of f 43.  
 
2.5 Linear projection estimators 
Linear projection estimators project the signal onto a fixed M dimensional subspace. This is 
accomplished with weights 
n
b  that carry a value of 0 or 1. The space is often chosen by the analyst and 
usually applied to the first M coefficients. This method isn't preferred because it doesn't reliably return the 












f b   (2.10) 
If the first M coefficients are kept, the risk of the linear projection estimator is ( ), +l M f M  where  l  
is the linear approximation error. If the signal is sparse the risk becomes proportional to  , or the 
variance of f . 
 
2.6 Nonlinear projection estimators 
Non-linear projection estimators are similar to their linear counterparts, since both project the 
measured signal onto an M dimensional subspace. However, they differ in what coefficients are kept. 
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With non-linear projection estimators, the largest M coefficients are kept using a thresholding estimator to 
zero all the coefficients less than the threshold. Thresholding estimators are nonlinear because the M 
dimensional subspace the data is projected to depend on the coefficients of the transformed signal. 
Instead of projecting the signal into are arbitrary subspace, the optimal representation is chosen by the M 
largest coefficients. 
There are a variety of ways to choose M. One could arbitrarily choose the number of basis 
vectors to use or you could use a variety of thresholding estimators. The two main thresholding 
estimators are the hard and soft threshold estimators. These estimators both require a threshold T before 
estimating the signal x . It has been shown that choosing 2=T LnN  performs with near oracle risk 
in wavelet space42. The reason the estimators perform so well with that threshold is that assuming the 
noise is Gaussian white noise with zero mean and 
2  variance, where the largest value the noise will 
have in wavelet space is T with high probability. The nonlinear estimate x̂  is defined as: 
 ˆ  

= nl i i
i M
x   (2.11) 
where   is a set of M atoms that provides the best M-term approximation.  
If 2=T LnN  is the threshold chosen in for the thresholding estimators, the risk of the 
nonlinear projection estimator is proportional to ( ) ( )ln N r f where ( )r f is the oracle attenuator for the 
signal f . If the magnitude of the wavelet coefficients f decays quickly, the risk becomes proportional to 
( ) ( )2 1/ − sln N . So denoising sparse signals with thresholding estimators provides optimal 
approximations. 
 
2.6.1 Hard thresholding 
When one performs hard thresholding, the coefficients that were kept after the thresholding keep 
their magnitudes. This method will leave sharp discontinuities in the approximations, which isn't 
necessarily bad. For instance, we might want to identify the discontinuities in conformational time series 
data so we would prefer this method over other thresholding estimators that smooth out the 




Figure 2.4. (a) Denoised time series from Figure 2.3a using linear approximation with the first 26 
coefficients. (b) Denoised data from using a nonlinear approximation with soft thresholding with the 26 
largest coefficients. (c) Denoised data from using a nonlinear approximation with hard thresholding with 














  (2.12) 
2.6.2 Soft thresholding 
Soft thresholding reduces the magnitude of the wavelet coefficients kept after the threshold is 
applied. The magnitude of the threshold is subtracted from the magnitude of the remaining coefficients. 
The result is smoother transitions on the discontinuities. This is the preferred method in most image 
processing applications. The rule for soft thresholding can be written as: 
 
 
max 1 , 0
 





  (2.13) 
 
Denoising conformational data with wavelet thresholding 
Taylor et al.38 used a combination of Bayesian inference to identify photoblinking and wavelet 
shrinkage to denoise the data. As described above, non-linear thresholding minimizes the risk and are 
thus the best operators for denoising the data. However, wavelet shrinkage isn't the best thresholding in 
this case. As we demonstrated in Figure 2.4 hard thresholding performs the best when analyzing 






Denoising time series data in the wavelet domain required an orthogonal transform. This 
orthogonality of the wavelet transform ensures that there is a single, unique set of wavelet coefficients   
for a given set of data. However, sparse representations are not limited to orthogonal dictionaries. In fact, 
for the last couple of decades sparse signal processing research has focused on sparse representations 
of a redundant dictionary transform.  
 
2.7.0 Redundant dictionaries 
If a dictionary D is complete and spans Rn, then there is exactly one unique solution to =f D ; 
where f  is a signal and   is a coefficient vector, each is of length n . When we allow a dictionary D to 
be overcomplete and span the same Rn space, then we have more variables then we do equations. An 
infinite number of solutions now exist, and the coefficients lose all physical meaning. If we wish to operate 
in a sparse space, we can search the infinite set of solutions for the sparsest solution. This is formally 
defined in Equation 2.14, where 
0
  is the pseudo 0l , which counts all the non-zero coefficients in . 
Redundant dictionaries are being used to develop state of the art signal processing algorithms that 
improve image compression, image denoising, impainting and blind source separation. Redundant 





  subject to ;=f D   (2.14) 
Solving Equation 2.14 is considered np-hard meaning it is unlikely that an exact solution will ever be 
found due to the time it would take to find it. However, algorithms have been developed to find near-
optimal solutions to this equation. 
 
2.8 Sparse Coding 
Finding a sparse solution to Equation 2.14 is often referred to as sparse coding. Finding an 
optimal M dimensional subspace to project the data is not as simple as it is when the dictionary was 
orthogonal. The difficulty comes from the relationship of the free parameters of the linear set of equations. 
Defining one coefficient changes all the other coefficients and thus the subspace the signal is projected to 
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also change with each coefficient chosen. The resulting projection isn't optimal. Better M-term 
approximations exist. 
There are numerous methods to sparse code the approximations but the most commonly used 
are relaxation methods44 and greedy algorithms45. These methods don't necessarily project the signal on 
an optimal subspace either but they are efficient at producing close approximations. Both relaxation 
methods and greedy algorithms simplify the problem by searching for a set   that is both sparse and 





 subject to 
2
2
−f D   (2.15)  
 
2.8.1 Greedy algorithms 
Greedy algorithms are iterative methods that build the support   of  (fix), by choosing atoms 
that fit a criterion for the respective method. Matching pursuit, for example, creates an M-term 
approximation by first finding the largest correlated basis vector 
i
 with the signal .f In the next iteration, 
the algorithm finds the largest correlated basis vector 
i
 with the residual r , a part of the signal that was 
unexplained by the first atom. This process is repeated until r  is sufficiently small or the support   has 
the desired number of non-zero coefficients.  
Matching pursuit returns an approximation to the projection in an M-dimensional subspace so it is 
not considered optimal. One solution is to follow the procedure from matching pursuit but in each 
iteration, create a subset of all the atoms used previously and orthogonalize the set. By projecting the 
residual onto the orthogonal set of atoms, the residuals converge quicker and approximate the optimal 
solution better than matching pursuit does. This variation is called orthogonal matching pursuit (OMP). 
While this method does return better approximations, it requires the orthogonalization of several high 
dimensional atoms using a numerical Gram-Schmidt method. OMP is a computationally intensive method 






2.8.2 Relaxation methods 
Relaxation methods are characterized by a relaxation in the constraints of the optimization 
problem. The most common way of relaxing the constraints is to change the 
0
l  pseudo-norm in Equation 
2.15 to the 
1





  subject to 
2
2
−f D  (2.16) 
2.9 Dictionary learning 
How redundant dictionaries are chosen can impact how sparse a signal can be represented. In 
many cases, combining two known orthogonal dictionaries can lead to better sparse representation than 
one dictionary on its own. In other cases, a dictionary can be taught to sparsely represent signals in a 
method known as dictionary learning. Dictionary learning is a type of machine learning that takes in 
training data and returns a dictionary that will sparsely represent similar signals. Simply put, if you are out 
of options with dictionaries to represent your data sparsely, dictionary learning will create a dictionary just 
for your signal. It was developed for image processing methods like image denoising and image 











C i   (2.17) 
where F is a set of training data, A is the coefficient matrix for the training data and C is a constant that 
limits the number of nonzero coefficients each signal uses in its approximation. 
 
2.9.1 K-SVD 
Dictionary learning is performed by a broad class of algorithms. The commonly used dictionary 
learning algorithm is called the K-SVD, which stands as a benchmark algorithm. K-SVD approaches the 
problem of solving equation 2.17 iteratively by first holding the dictionary D fixed and determining the best 
coefficients via sparse coding via greedy or relaxation methods, and then holding the coefficients fixed 
and updating the atoms of the dictionary, using single value decomposition, to better represent the 
signals that use the respective atoms. The authors of the K-SVD saw their algorithm analogous to the k-
means algorithm, where the means were used to update the centers of the k clusters in the data. Here 
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the SVD is used to update the k atoms that were used in the approximation of each signal. Here we list 
the steps involved in the K-SVD algorithm outlined by the authors. 
 
2.9.2 K-SVD Algorithm 
1. Initialize iterator 0,=t  estimate 0
ˆ 0,=f  residuals 
0
,=R f  and support . =   
2. Determine which column has the largest scaler product with the current residual 































4. Update the support: . k  
5. Update the estimate and residual: 
 
1 2 1 1 2
2 2
, ,ˆ ˆ ˆ; .+ + += + = − = −
R R
R R
t t t t
t t t t t t t
t t
u u
f f u f f u
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6. Repeat steps 2 through 5 until R
t
is sufficiently small or contains the desired number of 
terms. 
 Dictionary update 
1. Define a group of the columns in A that use d
i
as ( ) : 0 . = i kk i   
2. Compute the residual error with the ith column of D removed as .

= − E F d ji j
j i
 
3. Perform SVD on ( )  = E E U VTi ii i  which is made from the columns of E i  that   





with the first column of U and replace the non-zero coefficients in  i  with the first 
column of VT multiplied by ( )1,1 .  







EXPERIMENT AND LEARNING THE DICTIONARY 
 
Before we begin with applying of the K-SVD algorithm to the simulated signals, we must first be 
decided how to initialize the atoms of D. We chose to use sample signals from the training data simulated 
for the purposes of training D to use as the initial atoms and remove the samples from the training set. 
Those signals must be removed because they are perfectly represented by a single atom in the 
dictionary. The K-SVD algorithm has difficulty converging when those signals remain in the training data. 
After a dictionary D is initialized, a sparse coding algorithm needs to be chosen. We decided to use 
orthogonal matching pursuit (OMP). Although more computationally expensive, OMP produces more 
optimal projections than MP, which is important in this problem. The 
1
l  can produce global minimums, but 
it costs even more computation power than OMP. 
Next, the algorithm needs to be shown to converge after a number of iterations to prove the K-
SVD is performing as expected, finding a dictionary D that minimizes Equation 2.17. We can use the MSE 
of the signal approximations to observe the convergence of the algorithm.   
After convergence is proven we can transform the conformational time series data into a 
superposition of atoms from the learned dictionary D. However, this dictionary is just one of many 
dictionaries that minimize the multi-convex problem. We can find other dictionaries with lower minimums 
by varying the parameters of the training data and dictionary itself and record the response in MSE of the 
approximated signals. These dictionary parameters are, signal length (number of rows), redundancy 
(number of columns), sparsity (how many coefficients to use for sparse coding), noise (noise in the 
training data), number of states (number of states the training data is simulated with) and the number of 
training signals used in the learning algorithm. 
After we measure the MSE of the approximations as the parameters are varied, we can run the 




Figure 3.1. Parameter optimization of the Dictionary Learning algorithm using simulated training data. A 
series of tests that show the response in MSE vs. (a) number of iterations (b) the std of noise in the 
training data, (c) length of data that is being transformed, (d) the number of coefficients used in the OMP 
sparse coding step of the K-SVD, (e) the number of signals used in the training set, (f) the number of 
states the training data was simulated with, and (g) The number of columns of the dictionary. 
 
more than the all other dictionaries tested. Even with this procedure, finding the dictionary that converges 
to the global minimum isn't guaranteed. Changing how we initialize the dictionary has been shown to 
improve the MSE of the approximations as well, but these methods were not explored46. 
With this final dictionary, the simulated data can now be analyzed by denoising the data with the 
K-SVD algorithm. We want to minimize Equation 2.15 with no objective way to do so. As a result, we 
perform sparse coding of each time series until the estimates signal is as close to the simulated signal as 
possible. This is a study into the viability of dictionary learning as it applies to signal processing. 
 
3.0 Training the dictionary 
We simulated time trajectories with and without noise. The simulation parameters were chosen 
similar to what we would expect in experiments. The simulated data were then used to train the DL 
algorithm to calculate the denoised output. The difference between the denoised output and the simulated 
data without noise was quantified using the mean square error (MSE). 
First, we determined the number of iterations required for convergence of the DL algorithm using 
a single set of training trajectories simulated with fixed parameters. For each iteration, the MSE between 
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the denoised output and the simulated data without noise was calculated. As shown in Figure 3.1a, the 
optimum number of iterations was determined to be 60 to balance between computational accuracy and 
time. Repeating the algorithm several times had similar results, varying between 55 and 65 iterations to 
convergence. We chose to use a number of iterations such that increasing the number of iterations by 
one would not decrease the MSE by more than 2%. Next, we determined the values of other DL algorithm 
parameters after 60 iterations. However, it should be noted that varying the other DL algorithm 
parameters might change the number of iterations required for convergence. For this reason, we used 60 
iterations, which was sufficient for convergence for each parameter range shown in Figures 3.1b-g. 
In Figure 3.1b, all parameters were held constant as the standard deviation of the additive 
Gaussian noise was varied from 0.000005 a.u. to 0.4 a.u.. For each level of noise used in the training, a 
new set of training trajectories were used. The MSE between the denoised training data and the idealized 
training data decreases as the noise in the noisy training data decreases. We can conclude from these 
tests on the standard deviation of the noise present in the training data that the less noise used in the 
training data the better the denoised training data estimates the ideal training data. In the final dictionary 
used in the remainder of this chapter, the std of the noise present in the training data was set to 0.000003 
a.u. 
The next parameter that was trained was the signal length. Signal length of the training data 
varied from twenty time steps to five hundred time steps. The training signals were simulated to have one 
thousand time steps but were then split into nxp arrays, where n is the signal length and p is 1000 divided 
by n. After the analysis is done, the signal is combined to be a single column vector again. Just as in the 
tests with the std of noise, a new training set was simulated along with the idealized trajectories for each 
length tested for. All other parameters were held fixed. The result of this series of tests shows that the 
MSE is minimized when one hundred time steps were used to train the data. One hundred time steps are 
therefore the parameter value in the final dictionary used to analyze the SM data. Figure 3.1c shows this 
relationship between the MSE and the signal length of the training data.  
We then tested how sparsity, or the number of coefficients used to represent the data in the 
dictionary space, affected the MSE between the denoised training data and the idealized training data. 
This was tested by limiting the number of coefficients used in the sparse coding phase of the K-SVD 
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algorithm from five coefficients to fifty. The same number of coefficients are used to produce the denoised 
data that is compared to the idealized training data. Figure 3.1d shows that fewer coefficients used to 
estimate the training data produce lower MSE values. However, we need to use at least one but using 
only one coefficient would require the training signal to be included as an atom inside the dictionary. For 
this reason, we continued to use five coefficients, even though the data trends downwards past five 
coefficients. 
Figure 3.1e shows the results of testing if the number of training signals improved or reduced the 
MSE of the denoised data to the idealized training data. Again, all other parameters are held constant as 
the number of training signals used in the algorithm varies from two thousand trajectories to twenty 
thousand trajectories. The MSE tends to lower as the number of training trajectories used increases. We 
used one hundred thousand training trajectories in the final dictionary. 
Next, we tested the number of states present in the training data. In each test, a new set of 
training data was simulated with a fixed number of states. The number of states ranged from two states to 
ten. After running all the simulated data through the K-SVD algorithm, it is clear that there is no 
relationship between the MSE of the denoised data to the idealized training data. This is shown in Figure 
3.1f. We decided to use three states to train the dictionary. 
Similar to the previous test, the redundancy of the dictionary also had no identifiable relationship 
with the MSE of the estimates. All other parameters were held constant as the number of columns used in 
the dictionary varied from one hundred twenty to three hundred. One important thing to note here is that 
in order for dictionary learning to word there needs to be some redundancy, which required there to be 
more columns in the dictionary than rows and the number of rows is limited by the length of the signals 
being estimated. Figure 3.1g shows that there are in fact no trends in the error of estimates as the 
redundancy is increased. In the final dictionary used in the remainder of the chapter, we used one 
hundred and sixty columns in the dictionary. 
The other four tests show trends in the MSE that can help push us towards the global minimum. 
For example, the less noise the training data is given, the better the MSE performs. The number of 
coefficients used in the sparse coding step also produces better results as the number of coefficients 
drops. Unsurprisingly, the approximations improve as more training data is given to the K-SVD. Last, 
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applying a dictionary learning over 100 time steps as opposed to the whole length of the time series 
produces better approximations. All of this is taken into account and in the final learned dictionary I used 
the following set of parameters: std of noise in training data = 0, number of training signals = 100000, 
number of states in training data = RNG(1-10), redundancy = 160, number of iterations = 60, sparsity = 4, 
and transform length = 100.  
The resulting dictionary is closer to the local minimum but it’s likely not to be the global minimum. 
It's difficult to quantify without having knowledge of the optimal solution. The approximations are better 
but still are smooth and autocorrelated, just less so. I show this as I analyze the same 3 cases simulated 






RESULTS AND DISCUSSION 
 
We developed a trained dictionary D in Chapter 3. In this chapter, we present our simulations of 
stochastic conformational dynamics with known kinetic parameters and noise, and analyze using the 
dictionary D to test how well the dictionary is able to recover the hidden parameters in the noisy simulated 
signals. We begin this chapter with a review of the analysis methods and then continue into the analysis 
of the simulated data describing stochastic inter-conversion for a 2-state system, followed by a 3-state 
system. The results obtained from the analysis using different methods will then be compared. We will 
conclude this chapter with a discussion of the results and future work. 
 
4.1 Stochastic simulations of conformational dynamics 
To validate the methods of analysis, we used simulated data with known parameters describing 
conformational dynamics and added noise. We simulated emitted photon counts of the two fluorophores 
used to measure the conformational dynamics such that there was a constant probability of a transition 
from one conformation to another, i.e., the dynamics were described by Poisson processes. We added 
Gaussian noise of different magnitudes to simulate a piecewise-constant time series describing the noisy 
SM data that we observed in the experiments. The amount of data created is constant across all 
simulations parameters; 5000 simulations for 200 separate molecules for a total of one million simulated 
data points in each set of simulated data. Gaussian white noise was then added to the signals to simulate 
thermal fluctuations and instrument errors. For each scenario studied in this chapter, we simulated ten 
sets of data in order to determine the repeatability or precision of analysis. All the simulated data were 
saved in two versions: one without noise and the other with noise. This will help quantify the similarity 
between the approximated signals recovered after analysis with the simulated signals without noise. 
Once the data is created, we can continue to the next step, where our noisy data is denoised by 
using our learned dictionary D from Chapter 3. We saw in Chapter 3 that when the dictionary was trained 
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using fewer coefficients to approximate the signal we saw better approximations of our signals. The 
dictionary that was trained for the analysis used four coefficients to approximate our signals. For that 
reason, our signals are approximated using only four coefficients as well. Later in this chapter, the results 
from this analysis will be compared with those from the software packages of HaMMy (hidden Markov 
models), vbFRET (variational Bayesian FRET), ebFRET (empirical Bayesian FRET) and the denoising 
algorithm of wavelet shrinkage (hard thresholding). The procedure for those methods is largely the same 
but differ in how the signal is approximated. 
With our noisy data now denoised, we will idealize the data to reduce our data back to a 
piecewise constant function, similar to the signals that were simulated in the beginning. This will help 
simplify the calculation of the transitional rates since we will be able to identify the locations of each 
transition in the data. To idealize the data, we first need to determine the number of means in the data. 
We used the gap statistic47, which is often used in cluster analysis to choose the most likely number of 
clusters in a set of data. The number of clusters is varied from one cluster to six. The number of clusters 
with the largest gap statistic is then used to determine what means are present in the approximated data 
and what measurements belong to that mean. This process is repeated in the HaMMy, vbFRET and 
wavelet shrinkage analysis results as well. ebFRET sets the model hyper-parameters to be equal across 
all the data, so there is no variation in the means between the separate molecules. ebFRET allows the 
user to determine which model they prefer, meaning we choose the model with the number of 
conformations we believe are in the data. ebFRET helps with this decision by displaying the posteriors for 
the means and rates for each model applied and allows for an educated choice. 
In the last step of the analysis, we determine the transitional rates by binning the times each 
molecule spent in each state before transitioning to another. Before we begin binning the dwell times, we 
need to first remove the data before the first transition and after the last transition for each molecule. This 
is because we do not know how long the molecule was in the beginning conformation before we started 
measuring. Similarly, we do not know how long the molecule remains in the last conformation after the 
fluorophores photobleach. After removing the data, we bin the dwell times to the appropriate arrays to 
keep track of dwell times before specific transitions. To calculate the rates, we fit the cumulative 
distribution function (CDF) with an exponential distribution. The exponential fit parameter is proportional 
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to the transitional rate estimate by a factor in the sampling frequency. The CDF was chosen to circumvent 
using a probability distribution function, which will vary with the choice of bin width. The CDF isn’t reliant 
on bin width, which will reduce errors in the estimations. This step in the analysis is applied identically to 
the other methods. 
One last calculation will be made with each method discussed in this chapter. The MSE will be 
calculated according to Equation 4.1 to quantify the difference between the denoised and idealized 
signals with the simulated signals without noise. This procedure is repeated ten times to quantify the 
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4.2 Simulation and analysis of two-state systems 
Before we generalize the method for use with experimental data, where we can expect to see 
multiple conformations, it will be advantageous to study a few scenarios present in a simple two state 
system. We have decided to look at these 4 scenarios specifically: distant smFRET efficiencies with 
slower rates, distant smFRET efficiencies with faster rates, close smFRET efficiencies with slower rates 
and close smFRET efficiencies with faster rates. We begin by looking at the distant smFRET 
conformations and slower rates as this will set a benchmark for how good DL can be for analyzing these 
signals. 
 
4.2.1 Well-separated two-state systems with slower rates 
The parameters used to simulate the data used in this scenario were: S1 = 0.3 a.u., S2 = 0.8 au, 
k12 = 2/s and k21 = 5/s. Two hundred molecule traces were simulated for a total of five seconds sampled 
at 1000 Hz or once every 0.001 seconds. Gaussian noise was added to both the donor and acceptor 
fluorophores with a standard deviation (std) of 100 photons. The following are the results of the procedure 
described in Chapter 3. 
Figure 4.1 gives a visual flow of the analysis produced by one of the data sets of simulated data 
with distant conformational states and slower rates. These simulated data are a benchmark for how well 
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any algorithm should work as the conformational states in the data are well separated and the rates are 
sufficiently slow. The gap statistic has a maximum value of 3.48 at 2 groups meaning there are most likely 
two groups present in the denoised approximations. Figure 4.1e shows that the DL approximations have 
several transients throughout the data. Any sufficiently large spikes will likely be grouped in larger 
conformational efficiencies and thus shorten the approximated dwell times, greatly affecting the kinetic 
rate estimations. 
Figure 4.1. Simulation and analysis of a well-separated two-state system with slower transition rates. (a) 
Time series of the simulated data (blue) with S1 = 0.3 a.u., S2 = 0.8 a.u., k12 = 2 s-1, k21 = 5 s-1 and blurred 
with Gaussian white noise of 100 photons (~0.08 a.u). The DL approximation (orange) of the signal is 
overlaid on top. (b) A histogram showing the smFRET efficiency distribution with the distribution of DL 
efficiency approximations overlaid the top. (c) A plot of the Gap statistic for one through five clusters. A 
peak at two signifies that there are most likely two groups in the data. (d) The distribution of DL efficiency 
approximations split into two groups. (e) Time series of the DL approximation (orange) and the idealized 




Figure 4.2. Recovery of exponentially-distributed dwell times in each state. CDF plots and exponential fits 
of the dwell times from DL approximation from simulated data with two distant conformations and slower 
rates for the a) k12 transitions and b) k21 transitions. 
 
Figure 4.2 shows the ideal dwell times are exponentially distributed as expected. The estimated 
conformational smFRET efficiencies (Table 4.1) and kinetic rates (Table 4.2) for each data set are given 
below. 
The average smFRET efficiencies for the separate conformational states are S1 = 0.3007 ± 
0.0001 (0.2% error) and S2 = 0.8002 ± 0.0002 (0.03% error), with an average MSE of 2.67E-4. These 
estimates are highly accurate and precise. The average kinetic rates are k12 = 2.53 ± 0.13 (26.5% error) 
and k21 = 4.43 ± 0.13 (8.6% error). These are caused by the approximations remaining S1 for longer times 
and remaining in S2 for less time than the simulated rates. This can be explained by the smoothing effect 
DL  
Table 4.1. Recovered FRET efficiencies after the analysis of simulated data. Table containing DL 
estimated means present in data simulated with two distant conformations and slow rates. The estimates 
are given with their 95% confidence intervals. The average calculated is the mean and standard deviation 
of all the estimates given in the ten data sets. The MSE between the idealized signal and the simulated 
data is calculated and reported for each data set. 
 Simulate States 0.3 0.8 MSE
Data Set 1 0.3008 ± 0.0008 0.8003 ± 0.0024 0.00025876
Data Set 2 0.3007 ± 0.0008 0.8002 ± 0.0026 0.00026869
Data Set 3 0.3006 ± 0.0008 0.8003 ± 0.0024 0.00026648
Data Set 4 0.3007 ± 0.0008 0.8005 ± 0.0024 0.00027333
Data Set 5 0.3007 ± 0.0007 0.8002 ± 0.0023 0.00026771
Data Set 6 0.3007 ± 0.0007 0.8004 ± 0.0023 0.00027021
Data Set 7 0.3007 ± 0.0008 0.8002 ± 0.0020 0.00026416
Data Set 8 0.3007 ± 0.0007 0.8000 ± 0.0028 0.00027106
Data Set 9 0.3007 ± 0.0007 0.7998 ± 0.0027 0.00026161
Data Set 10 0.3008 ± 0.0007 0.8001 ± 0.0023 0.00026918
Average 0.3007 ± 0.0001 0.8002 ± 0.0002 0.00026712
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Table 4.2. Recovered kinetic rates after analysis of simulated data. Table containing the DL estimated 
rates present in data simulated with two distant conformations and slow rates. The estimates are given 
with their 95% confidence intervals. The average calculated is the mean and standard deviation of all the 
estimates given in the ten data sets. 
 
 
approximations have on the data. This idea of over-smoothing will be demonstrated in greater detail in 
later data set analyses. Interestingly we still see the Poisson statistics holding true in these estimates. 
The resulting sum of two independent Poisson distributions with parameters λ1 and λ2 is a Poisson 
distribution with events occurring at a rate of λ1+λ2. The simulated rates where k12 = 2s-1 and k21 = 5s-1, so 
the estimated number of transitions per second in the data should be 7s-1. We see this relationship in our 
estimates too. 
Table 4.3 shows the results from repeating the procedure above with commonly used statistical 
and denoising methods. HaMMy produces the most accurate set of parameters, excluding the S2 
estimate. ebFRET’s approximation is the closest to the noiseless simulated data. DL gives the most 
accurate estimation for S2. 
Table 4.3. Comparisons of our DL method with other currently available methods. A parameter estimate 
comparison between the averages of DL and other available smFRET data analysis methods for data 
simulated with two distant conformations and slow rates. A comparison of the average MSE from all the 
included methods is also recorded here. 
 Simulated Rates 2 5
Data Set 1 2.48 ± 0.14 4.63 ± 0.22
Data Set 2 2.48 ± 0.14 4.56 ± 0.21
Data Set 3 2.46 ± 0.13 4.58 ± 0.21
Data Set 4 2.44 ± 0.13 4.32 ± 0.20
Data Set 5 2.44 ± 0.13 4.07 ± 0.20
Data Set 6 2.53 ± 0.14 4.40 ± 0.21
Data Set 7 2.55 ± 0.14 4.49 ± 0.21
Data Set 8 2.55 ± 0.14 4.70 ± 0.23
Data Set 9 2.50 ± 0.14 4.36 ± 0.21
Data Set 10 2.65 ± 0.14 4.19 ± 0.20
Average 2.53 ± 0.13 4.43 ± 0.20
 0.3 0.8 2 5 MSE
HaMMy 0.2994 ± 0.0001 0.8055 ± 0.0028 2.20 ± 0.07 5.22 ± 0.14 0.00059825
vbFRET 0.2994 ± 0.0001 0.8035 ± 0.0002 2.56 ± 0.26 3.94 ± 0.42 0.00002572
ebFRET 0.2994 ± 0.0001 0.8042 ± 0.0002 2.56 ± 0.07 3.97 ± 0.25 0.00000394
Wavelets 0.2994 ± 0.0001 0.8044 ± 0.0002 2.58 ± 0.06 3.94 ± 0.18 0.00005818
DL 0.3007 ± 0.0001 0.8002 ± 0.0002 2.53 ± 0.13 4.43 ± 0.20 0.00026712
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4.2.2 Well-separated two-state systems with faster rates  
The parameters used to simulate the data used in this scenario were: S1 = 0.3 a.u., S2 = 0.8 a.u., 
k12 = 25/s and k21 = 35/s. Two hundred molecule traces were simulated for a total of five seconds 
sampled at 1000 Hz or once every 0.001 seconds. Gaussian noise was added to both the donor and 
acceptor fluorophores with a standard deviation of 100 photons. The following are the results of the 
procedure described in Chapter 3. 
Figure 4.3 gives a visual of the analysis of the simulated data with distant conformational states 
and faster kinetic rates. We begin to notice major flaws in DL approximations in this scenario. To begin 
with, the gap statistic has a maximum value of 1.44 at three groupings. We see in Figure 4.3b that there 
is a significant bridge between the two larger orange groupings. The k-means algorithm gives an 
intermediate conformation at 0.4666 in one of the data sets. 
Figure 4.3d shows a noticeable shrinkage between the DL approximated signal and the idealized 
signal. This is caused by those same transient effects seen in Figure 4.3b. The transients that are being 
grouped with the lower conformation state are raising the S1 estimate and the transients being grouped 
with the upper conformational state are pulling the S2 estimate down. 
Figure 4.4, left panel, shows the DL approximated data split into the three groups estimated to be 
in the data. We see that the overwhelming majority of the intermediate conformational state take values 
near the other conformational estimates. Figure 4.4, right panel, is a zoomed-in frame from Figure 4.3a. 
This image gives us the impression that this third conformation estimated by the gap is likely due to the 
over-smoothing present in the DL approximations. In the simulated data, there is a transition from the low 
conformation to the high conformation. Before the DL approximation reaches the full conformational 
change, there is another transition back to the lower conformation and the approximation follows. The 
result is a transient spike that can be mistaken for its own conformational state. For these reasons, the 
analysis completed for this scenario was completed with a two-state model to override this transient 
effect. 
Figures 4.5a-b are the CDF fits of the dwell times counted from the idealized time series. The 
dwell time distributions are still exponential even with the complications of model selection, which means 
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that the DL approximation is preserving the expectation of Poisson statistics in conformation time series 
data.  
The estimated conformational smFRET efficiencies (Table 4.4) and kinetic rates (Table 4.5) for 
each data set are given below. The average smFRET efficiencies for the separate conformational states  
 
Figure 4.3. Simulation and analysis of a well-separated two-state system with faster transition rates. (a) 
Time series of the simulated data (blue) with S1 = 0.3 a.u., S2 = 0.8 a.u., k12 = 25 s-1, k21 = 35 s-1 and 
blurred with Gaussian white noise of 100 photons (~0.08 a.u). The DL approximation (orange) of the 
signal is overlaid on top. (b) A histogram showing the smFRET efficiency distribution with the distribution 
of DL efficiency approximations overlaid the top. (c) A plot of the Gap statistic for one through five 
clusters. A peak at three signifies that there are most likely three groups in the data. We decided to fit a 
two-state model to the data, opposing the gap static. Figure 4.4 will demonstrate why this decision was 
made. (d) The distribution of DL efficiency approximations split into two groups. (e) Time series of the DL 




Figure 4.4. Gap statistic analysis to determine the number of possible states. (Left panel) Histogram of 
the DL approximation of the smFRET conformations efficiencies through time, split into the three groups 




Figure 4.5. Recovery of exponentially-distributed dwell times in each state. CDF plots and exponential fits 
of the dwell times from DL approximation from simulated data with two distant conformations and faster 
rates for the a) k12 transitions and b) k21 transitions. 
 
are S1 = 0.3176 ± 0.0002 (5.9% error) and S2 = 0.7754 ± 0.0002 (3.1% error), with an average MSE of 
4.17E-3. The estimates are precise but show a significant decrease in accuracy from the last scenario. 
Again, this is largely because of the transients being grouped into either conformation, pulling the 
conformational state estimates towards each other. 
The average kinetic rates are k12 = 22.75 ± 0.27 (9% error) and k21 = 24.34 ± 0.26 (30.5% error). 
Both kinetic rate estimates are lower than their simulated counterparts. This is likely caused by missed 
transitions. The transient spike in the left panel of Figure 4.4 was grouped with the lower conformation 
even though there was a transition in the simulated data. The effect of missing transitions like that is that 
dwell times are longer and estimations of transitions per second are lowered. The faster the rate the more 
often these missed transitions occur, which is why the k21 estimate is significantly worse than the k12 
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estimate. We no longer see the coupling of Poisson rates in our estimates in this scenario. While the 
dwell times are exponentially distributed, they don’t add to the sum of the simulated rates, which is 
another indicator that the rates are not accurate. 
 
Table 4.4. Recovered FRET efficiencies after the analysis of simulated data. Table containing DL 
estimated means present in data simulated with two distant conformations and fast rates. The estimates 
are given with their 95% confidence intervals. The average calculated is the mean and standard deviation 
of all the estimates given in the ten data sets. The MSE between the idealized signal and the simulated 




Table 4.5. Recovered kinetic rates after analysis of simulated data. Table containing the DL estimated 
rates present in data simulated with two distant conformations and fast rates. The estimates are given 
with their 95% confidence intervals. The average calculated is the mean and standard deviation of all the 
estimates given in the ten data sets. 
 
Table 4.6 gives the recordings from the analyses from all the methods tested with the same ten 
data sets. HaMMy again has the best kinetic rate estimates. vbFRET produced the most accurate state 
 Simulated States 0.3 0.8 MSE
Data Set 1 0.3173 ± 0.0027 0.7750 ± 0.0045 0.00418350
Data Set 2 0.3175 ± 0.0028 0.7756 ± 0.0043 0.00417510
Data Set 3 0.3174 ± 0.0026 0.7757 ± 0.0045 0.00413613
Data Set 4 0.3176 ± 0.0029 0.7755 ± 0.0043 0.00418414
Data Set 5 0.3174 ± 0.0027 0.7750 ± 0.0045 0.00420969
Data Set 6 0.3174 ± 0.0028 0.7749 ± 0.0044 0.00421271
Data Set 7 0.3177 ± 0.0031 0.7755 ± 0.0046 0.00412759
Data Set 8 0.3177 ± 0.0027 0.7759 ± 0.0046 0.00416487
Data Set 9 0.3179 ± 0.0029 0.7759 ± 0.0044 0.00415670
Data Set 10 0.3179 ± 0.0030 0.7754 ± 0.0045 0.00419576
Average 0.3176 ± 0.0002 0.7754 ± 0.0003 0.00417462
 Simulate Rates 25 35
Data Set 1 22.71 ± 0.41 24.23 ± 0.44
Data Set 2 22.81 ± 0.42 24.35 ± 0.44
Data Set 3 22.34 ± 0.41 24.47 ± 0.45
Data Set 4 22.55 ± 0.41 24.62 ± 0.45
Data Set 5 22.54 ± 0.41 24.30 ± 0.44
Data Set 6 23.17 ± 0.42 23.94 ± 0.44
Data Set 7 23.00 ± 0.42 24.05 ± 0.44
Data Set 8 23.06 ± 0.42 24.11 ± 0.44
Data Set 9 22.50 ± 0.41 24.75 ± 0.45
Data Set 10 22.86 ± 0.42 24.54 ± 0.45
Average 22.75 ± 0.27 24.34 ± 0.26
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estimates. ebFRET once again produced the most accurate approximation to the simulated time series 
data. 
 
Table 4.6. Comparisons of our DL method with other currently available methods. A parameter estimate 
comparison between the averages of DL and other available smFRET data analysis methods for data 
simulated with two distant conformations and fast rates. A comparison of the average MSE from all the 
included methods is also recorded here. 
 
4.2.3 Not well-separated two-state systems with slower rates 
Next, we considered that the two states may not be well-separated and as such, can influence 
the results of the analysis. The parameters used to simulate the data used in this scenario were: S1 = 0.3 
a.u., S2 = 0.35 a.u., k12 = 2/s and k21 = 5/s. Two hundred molecule traces were simulated for a total of five 
seconds sampled at 1000 Hz or once every 0.001 seconds. Gaussian noise was added to both the donor 
and acceptor fluorophores with a standard deviation of 100 photons. The following are the results of the 
procedure described in Chapter 3. 
Figures 4.6 and 4.7 are visual representations of the analysis done on one of the data sets with 
close conformations and slower rates.  The gap statistic correctly identified the number of groups in the 
data with a gap statistic of 2.81 at two groups. There are noticeable transient spikes seen in the DL 
approximation in Figure 4.6e that will greatly affect the rate estimation. Unlike the previous two scenarios 
we looked at, the transient spikes will register a transition in the k-means algorithm. This will result in 
faster transitions and the dwell times are shortened. The dwell times are again exponential as we would 
expect (Figure 4.7). 
Table 4.7 and Table 4.8 report the parameter estimates for each set of data. The average 
smFRET efficiencies for the separate conformational states are S1 = 0.2997 ± 0.0003 (0.1% error) and S2 
= 0.3489 ± 0.0001 (0.3% error), with an average MSE of 1.57E-5. This reduction in MSE from the 
previous two scenarios is caused by the reduced difference between the conformational states. 
 0.3 0.8 25 35 MSE
HaMMy 0.2994 ± 0.0011 0.8053 ± 0.0023 23.97 ± 0.24 33.84 ± 0.32 0.00032515
vbFRET 0.2994 ± 0.0001 0.8016 ± 0.0004 27.10 ± 0.40 29.10 ± 0.61 0.00007997
ebFRET 0.2994 ± 0.0001 0.8042 ± 0.0001 27.10 ± 0.32 29.10 ± 0.44 0.00000556
Wavelets 0.3011 ± 0.0001 0.8023 ± 0.0001 26.88 ± 0.35 29.20 ± 0.38 0.00006465
DL 0.3176 ± 0.0002 0.7754 ± 0.0003 22.75 ± 0.27 24.34 ± 0.26 0.00417462
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The major problem areas of the DL approximations are in the transitions due to the over-smoothing 
effect. When the difference of conformation efficiencies is lowered, the error produced by a delayed 
transition is also lowered. 
 
Figure 4.6. Simulation and analysis of a not well-separated two-state system with slower transition rates. 
(a) Time series of the simulated data (blue) with S1 = 0.3 a.u., S2 = 0.35 a.u., k12 = 2 s-1, k21 = 5 s-1 and 
blurred with Gaussian white noise of 100 photons (~0.08 a.u). The DL approximation (orange) of the 
signal is overlaid on top. (b) A histogram showing the smFRET efficiency distribution with the distribution 
of DL efficiency approximations overlaid the top. (c) A plot of the Gap statistic for one through five 
clusters. A peak at two signifies that there are most likely two groups in the data. (d) The distribution of 
DL efficiency approximations split into two groups. (e) Time series of the DL approximation (orange) and 






Figure 4.7. Recovery of exponentially-distributed dwell times in each state. CDF plots and exponential fits 
of the dwell times from DL approximation from simulated data with two close conformations and slower 
rates for the a) k12 transitions and b) k21 transitions. 
 
 
Table 4.7. Recovered FRET efficiencies after the analysis of simulated data. Table containing DL 
estimated means present in data simulated with two close conformations and slow rates. The estimates 
are given with their 95% confidence intervals. The average calculated is the mean and standard deviation 
of all the estimates given in the ten data sets. The MSE between the idealized signal and the simulated 
data is calculated and reported for each data set. 
 
 
The average kinetic rates are k12 = 3.46 ± 0.13 (73% error) and k21 = 5.01 ± 0.18 (0.2% error). It’s 
unlikely that the k21 estimate will be as accurate in data with different kinetic rate parameters as it was in 
these sets of data. With an increase in the kinetic rate k12 due to the transients, we should expect an 
increase in the k21 rate as well due to the signal quickly returning to the lower smFRET conformation. 
However, we don’t see that increase, which leads us to believe the estimate is a coincidence and not 
repeatable with other parameters. More data needs to be simulated to support this argument. 
 
 Simulate States 0.3 0.35 MSE
Data Set 1 0.2998 ± 0.0006 0.3489 ± 0.0009 0.00001699
Data Set 2 0.2998 ± 0.0005 0.3489 ± 0.0008 0.00001504
Data Set 3 0.2992 ± 0.0005 0.3487 ± 0.0008 0.00001555
Data Set 4 0.2999 ± 0.0005 0.3490 ± 0.0008 0.00001484
Data Set 5 0.2998 ± 0.0005 0.3491 ± 0.0007 0.00001505
Data Set 6 0.2998 ± 0.0006 0.3489 ± 0.0008 0.00001817
Data Set 7 0.2998 ± 0.0006 0.3489 ± 0.0008 0.00001555
Data Set 8 0.2991 ± 0.0005 0.3488 ± 0.0007 0.00001558
Data Set 9 0.2998 ± 0.0005 0.3490 ± 0.0008 0.00001504
Data Set 10 0.2998 ± 0.0005 0.3489 ± 0.0007 0.00001493
Average 0.2997 ± 0.0003 0.3489 ± 0.0001 0.00001568
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Table 4.8. Recovered kinetic rates after analysis of simulated data. Table containing the DL estimated 
rates present in data simulated with two close conformations and slow rates. The estimates are given with 
their 95% confidence intervals. The average calculated is the mean and standard deviation of all the 
estimates given in the ten data sets. 
 
Table 4.9 records the parameter estimates for all methods investigated. Interestingly, HaMMy 
gives accurate estimates for the conformational efficiencies but gives kinetic rates that are an order of 
magnitude larger than the simulated parameters. These estimates are caused by the EM algorithm used 
in HaMMY that cannot distinguish between noise and actual transitions. This causes rapid transitions and 
estimates of much quicker transitions. vbFRET gives the best estimates for the S2 conformational 
efficiency and closest approximation to the noiseless simulated data. Wavelet shrinkage gives us the best 
estimate for the k12 estimate. The DL approximation gives the best estimates for the S1 and k21 
parameters. However, as mentioned before, the kinetic rate estimate may be coincidental and more data 
would need to be simulated to confirm its accuracy. 
 
Table 4.9. Comparisons of our DL method with other currently available methods. A parameter estimate 
comparison between the averages of DL and other available smFRET data analysis methods for data 
simulated with two close conformations and slow rates. A comparison of the average MSE from all the 
included methods is also recorded here. 
 
 Simulate Rates 2 5
Data Set 1 3.59 ± 0.17 4.83 ± 0.22
Data Set 2 3.36 ± 0.16 4.80 ± 0.23
Data Set 3 3.47 ± 0.16 5.13 ± 0.24
Data Set 4 3.41 ± 0.16 5.02 ± 0.23
Data Set 5 3.58 ± 0.17 4.91 ± 0.23
Data Set 6 3.63 ± 0.17 4.77 ± 0.22
Data Set 7 3.56 ± 0.16 5.07 ± 0.23
Data Set 8 3.39 ± 0.16 5.32 ± 0.24
Data Set 9 3.29 ± 0.15 5.09 ± 0.24
Data Set 10 3.28 ± 0.16 5.14 ± 0.24
Average 3.46 ± 0.13 5.01 ± 0.18
 0.3 0.35 2 5 MSE
HaMMy 0.2993 ± 0.0006 0.3497 ± 0.0007 22.43 ± 0.79 53.52 ± 0.37 0.00008740
vbFRET 0.2994 ± 0.0001 0.3497 ± 0.0001 2.77 ± 0.86 4.13 ± 1.02 0.00000764
ebFRET 0.3006 ± 0.0047 0.3491 ± 0.0134 2.51 ± 0.06 3.81 ± 0.15 0.00015420
Wavelets 0.3011 ± 0.0001 0.3455 ± 0.0002 2.13 ± 0.09 3.09 ± 0.11 0.00008199
DL 0.2997 ± 0.0003 0.3489 ± 0.0001 3.46 ± 0.13 5.01 ± 0.18 0.00001568
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4.2.4 Not well-separated two-state systems with faster rates 
The parameters used to simulate the data used in this scenario were: S1 = 0.3 a.u., S2 = 0.35 
a.u., k12 = 25/s and k21 = 35/s. Two hundred molecule traces were simulated for a total of five seconds 
sampled at 1000 Hz or once every 0.001 seconds. Gaussian noise was added to both the donor and 
acceptor fluorophores with a standard deviation of 100 photons. The following are the results of the 
procedure described in Chapter 3. 
Figure 4.8 shows the analysis flow with data simulated with close conformational states and 
faster rates. The gap plot tells us with a gap statistic of 1.98 that there are most likely two conformations 
present in the approximated data. The denoised data has similar problems to the data with distant 
smFRET efficiencies and faster rates. 
The combination of over-smoothing and short dwell times results in many missed transitions. Due 
to the lowered difference in smFRET efficiencies, the transients are incorrectly labeled as transitions 
which result in shortened dwell time which will lead to quicker rate estimates. 
Whether the transients will have a larger effect on the rate estimations than the missed transitions 
from the over-smoothing will depend on how often each event occurs. Table 4.10 shows the estimates for 
the recovered FRET values. 
The average smFRET efficiencies for the separate conformational states are S1 = 0.3020 ± 
0.0001 (0.7% error) and S2 = 0.3459 ± 0.0001 (1.2% error), with an average MSE of 1.06E-4. The 
increase in MSE from the previous set of data is due to the combination of missed transitions and false 
transitions. Similar to the results from the data with distant conformations and faster rates, the estimates 
of S1 and S2 are pulled inward towards each other due to the over-smoothing through quick transitions. 
Table 4.11 are the recorded estimates from each of the ten data sets for the means and kinetic 
rates respectively. The average kinetic rates are k12 = 24.08 ± 0.33 (3.7% error) and k21 = 24.85 ± 0.38 
(29% error). These estimates tell us that the prevailing errors are from missed transitions in the 
approximations, giving us longer dwell times and slower kinetic rate estimates. However, both rates are 
faster than their counterparts in the simulated data where the conformations were distant, which tells us 
that the transients where significant enough to alter the estimates.  
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Table 4.12 are the recordings from all the methods tested for this set of data. The most notable 
results in the table are from ebFRET’s approximations.  
While ebFRET detected two distinct conformations in the data, it was unable to identify any of the 
transitions and applied a signal with a constant value to each signal. Without any transitions we cannot  
 
Figure 4.8. Simulation and analysis of a not well-separated two-state system with faster transition rates. 
(a) Time series of the simulated data (blue) with S1 = 0.3 a.u., S2 = 0.35 a.u., k12 = 25 s-1, k21 = 35 s-1 and 
blurred with Gaussian white noise of 100 photons (~0.08 a.u). The DL approximation (orange) of the 
signal is overlaid on top. (b) A histogram showing the smFRET efficiency distribution with the distribution 
of DL efficiency approximations overlaid the top. (c) A plot of the Gap statistic for one through five 
clusters. A peak at two signifies that there are most likely two groups in the data. (d) The distribution of 
DL efficiency approximations split into two groups. (e) Time series of the DL approximation (orange) and 




Figure 4.9. Recovery of exponentially-distributed dwell times in each state. CDF plots and exponential fits 
of the dwell times from DL approximation from simulated data with two close conformations and faster 
rates for the (a) k12 transitions and (b) k21 transitions. 
 
 
make any estimates of the kinetic rates. vbFRET produced the best conformational smFRET efficiency 
estimates and also created the best approximation to the noiseless simulated data. The DL 
approximations gave the best estimates of the kinetic rates. However, these estimates are flawed due to 
the combinations of false transitions and missed transitions. 
 
Table 4.10. Recovered FRET efficiencies after the analysis of simulated data. Table containing DL 
estimated means present in data simulated with two close conformations and fast rates. The estimates 
are given with their 95% confidence intervals. The average calculated is the mean and standard deviation 
of all the estimates given in the ten data sets. The MSE between the idealized signal and the simulated 








 Simulate States 0.3 0.35 MSE
Data Set 1 0.3021 ± 0.0006 0.3459 ± 0.0007 0.00010600
Data Set 2 0.3021 ± 0.0007 0.3460 ± 0.0008 0.00010555
Data Set 3 0.3020 ± 0.0006 0.3458 ± 0.0008 0.00010681
Data Set 4 0.3020 ± 0.0006 0.3459 ± 0.0007 0.00010596
Data Set 5 0.3020 ± 0.0007 0.3459 ± 0.0008 0.00010598
Data Set 6 0.3020 ± 0.0006 0.3459 ± 0.0007 0.00010454
Data Set 7 0.3021 ± 0.0006 0.3459 ± 0.0008 0.00010536
Data Set 8 0.3020 ± 0.0006 0.3459 ± 0.0008 0.00010540
Data Set 9 0.3020 ± 0.0007 0.3460 ± 0.0007 0.00010576
Data Set 10 0.3021 ± 0.0006 0.3460 ± 0.0008 0.00010498
Average 0.3020 ± 0.0001 0.3459 ± 0.0001 0.00010563
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Table 4.11. Recovered kinetic rates after analysis of simulated data. Table containing the DL estimated 
rates present in data simulated with two close conformations and fast rates. The estimates are given with 
their 95% confidence intervals. The average calculated is the mean and standard deviation of all the 
estimates given in the ten data sets. 
 
Table 4.12. Comparisons of our DL method with other currently available methods. A parameter estimate 
comparison between the averages of DL and other available smFRET data analysis methods for data 
simulated with two close conformations and fast rates. A comparison of the average MSE from all the 
included methods is also recorded here. 
 
4.3 Simulation and analysis of three-state systems  
Now that we understand how DL approximations behave in two-state systems, we want to 
generalize the application of DL to three or more state systems. There are three scenarios in three state 
systems we are interested in looking into: three equally distant conformations, three conformations, two of 
which have a small smFRET efficiency difference, and three conformations with small smFRET efficiency 
differences. We are mainly interested in the ability to identify and how the DL approximations respond to 




 0.3 0.35 25 35 MSE
HaMMy 0.2990 ± 0.0001 0.3496 ± 0.0001 40.48 ± 0.41 77.34 ± 0.63 0.00031191
vbFRET 0.2995 ± 0.0001 0.3497 ± 0.0001 21.73 ± 0.17 23.47 ± 0.32 0.00007226
ebFRET 0.3149 ± 0.0038 0.3234 ± 0.0021 - - 0.00060139
Wavelets 0.3093 ± 0.0002 0.3349 ± 0.0003 5.89 ± 0.17 7.14 ± 0.32 0.00046001
DL 0.3020 ± 0.0001 0.3459 ± 0.0001 24.08 ± 0.33 24.85 ± 0.38 0.00010563
 Simulate Rates 25 35
Data Set 1 24.41 ± 0.44 24.47 ± 0.44
Data Set 2 24.21 ± 0.43 24.77 ± 0.44
Data Set 3 23.93 ± 0.43 25.45 ± 0.45
Data Set 4 24.19 ± 0.43 25.08 ± 0.45
Data Set 5 24.07 ± 0.43 24.49 ± 0.44
Data Set 6 23.56 ± 0.42 24.93 ± 0.45
Data Set 7 24.30 ± 0.43 24.81 ± 0.44
Data Set 8 24.01 ± 0.43 24.84 ± 0.44
Data Set 9 23.56 ± 0.42 25.41 ± 0.45
Data Set 10 24.56 ± 0.44 24.29 ± 0.43
Average 24.08 ± 0.33 24.85 ± 0.38
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4.3.1 All three states are well-separated 
The parameters used to simulate the data used in this scenario were: S1 = 0.2 a.u., S2 = 0.4 a.u., 
S3 = 0.6 a.u., k12 = 1 s-1 and k13 = 15 s-1, k21 = 20 s-1, k23 = 2 s-1, k31 = 0.5 s-1 and k32 = 25 s-1. Two hundred 
molecule traces were simulated for a total of five seconds sampled at 1000 Hz or once every 0.001  
 
Figure 4.10. Simulation and analysis of a three-state system where all three states are well-separated. (a) 
Time series of the simulated data (blue) with S1 = 0.2 a.u., S2 = 0.4 a.u., S3 = 0.6 a.u. k12 = 1 s-1, k13 = 15 
s-1, k21 = 20 s-1, k23 = 2 s-1, k31 = 0.5 s-1, k32 = 25 s-1 and blurred with Gaussian white noise of 100 photons 
(~0.08 a.u). The DL approximation (orange) of the signal is overlaid on top. (b) A histogram showing the 
smFRET efficiency distribution with the distribution of DL efficiency approximations overlaid the top. (c) A 
plot of the Gap statistic for one through five clusters. A peak at three signifies that there are most likely 
three groups in the data. (d) The distribution of DL efficiency approximations split into two groups. (e) 
Time series of the DL approximation (orange) and the idealized (green) time series after grouping the 
data.groups. (e) Time series of the DL approximation (orange) and the idealized (green) time series after 
grouping the data. 
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seconds. Gaussian noise was added to both the donor and acceptor fluorophores with a standard 
deviation of 100 photons. The following are the results of the procedure described in Chapter 3. Figure 
4.10 gives the visual flow of the analysis of simulated data with three equally distant conformations. The 
gap statistic correctly identifies the three groups in the approximations give us a gap value of 2.23 at 
three groups. There are two flaws present in our DL approximations that are difficult to see in Figure 
4.10. These issues are demonstrated in Figure 4.11. 
 
Figure 4.11. Examples of complications in approximations of three-state systems. The orange signal is 
the DL approximation and the green signal is the idealization of the orange signal. (a) Due to the over-
smoothing properties of DL, the transition from the lowest smFRET state to the largest smFRET is not 
possible to record. The approximation spends a significant amount of time in the intermediate state. (b) 
An example of the k-means algorithm converging to an incorrect solution. 
 
Once again, there are over-smoothing issues with our approximations. When the signal transitions 
from the lower conformation to the upper conformation, we see that the signal spends a significant amount 
of time in the intermediate state region. After the application of the k-means algorithm, the signal values 
that spent time in that intermediate region are grouped into the intermediate state. The result of this makes 
transitions from the lower conformations to the higher conformations or vice versa impossible to measure 
due to there not being any transitional data that can be linked to those transitions. This effect can be seen 
in Figure 4.11a. The other issue is that the k-means algorithm is not converging correctly for all molecules 
in a given set of data. The time series data shown in Figure 4.11 was determined to have three separate 
conformations, but the three means identified by the k-means algorithm are incorrect, possibly due to poor 
initial values. If the analysis is run again on the same data, there is a chance that the application of k-means 




Figure 4.12. CDF plots and exponential fits of the dwell times from DL approximation from simulated data 
with three conformations. (a) k12 transitions, (b) k13 transitions, (c) k21 transitions, (d) k23 transitions, (e) k31 
transitions, and (f) k32 transitions. 
 
converges incorrectly for several molecules in each data set. These flaws need to be considered when 
evaluating the parameter estimates later in the analysis. 
Figure 4.12 shows the CDF fits of the dwell times for each possible transition. The first point of 
interest is that there are transitional data for the k13 and k31 transitions even though we are not expecting 
them due to the over-smoothing issues. The reason why we see a few transition measurements for those 
rates is again the transients present throughout the data. The transients change quickly enough that the 
approximated data doesn’t spend any time in the intermediate state and a transition is measured in the 
idealized signal. In the ten data sets analyzed for this scenario, there were on average 36 transitions per 
data set from the low smFRET efficiency to the high smFRET efficiency. There were also on average 4 
transitions per data set from the high smFRET efficiency to the low smFRET efficiency. Another figure of 
interest is Figure 4.12d, where the dwell times are no longer exponentially distributed. The estimates 
produced for each data set are recorded in Table 4.13 and Table 4.14. 
The average smFRET efficiencies (Table 4.13) for the separate conformational states are S1 = 
0.2017 ± 0.0063 (0.9% error), S2 = 0.3995 ± 0.0142 (0.1% error) and S3 = 0.5951 ± 0.0089 (8.17% error), 
with an average MSE of 6.30E-4. The standard deviations of the estimates increased from the two-state  
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Table 4.13. Recovered FRET efficiencies after the analysis of simulated data. Table containing DL 
estimated means present in data simulated with three distant conformations. The estimates are given with 
their 95% confidence intervals. The average calculated is the mean and standard deviation of all the 
estimates given in the ten data sets. The MSE between the idealized signal and the simulated data is 
calculated and reported for each data set. 
 
systems studied earlier. This is likely due to the k-means algorithm converging to incorrect solutions and 
placing the intermediate state near the low and high-efficiency states. That would also explain why the std 
of S2 is larger than the other standard deviations. 
The average kinetic rates are k12 = 9.49 ± 0.39 (849% error), k13 = 15.13 ± 1.87 (0.9% error), k21 
= 19.13 ± 0.59 (4.4% error), k23 = 21.24 ± 0.95 (962% error), k31 = 17.94 ± 21.24 (3488% error) and k21 = 
16.94 ± 0.82 (32.2% error). As predicted from accessing the flaws in Figure 4.11, these estimates of the 
kinetic rates are unreliable and highly inaccurate. Even the kinetic rate estimates with low error, like the 
k13 and k21 transitions, are coincidental and shouldn’t be used. 
Table 4.15 records the state mean estimates and approximation MSE’s from all the software 
used to analyze the data. ebFRET produces the closest approximation to the noiseless simulated data, 
while the wavelet shrinkage algorithm produces the best estimates of the state efficiencies. DL produces 
the worst approximations on average than any of the other methods studied. However, if the times of the 
erroneous transitions are removed, keeping 98.4% of the data, the average MSE of the DL 
approximations drops to 7.54E-6 which is comparable to ebFRET’s approximation accuracy. Table 4.16 
records the kinetic rate estimates from all the software approach. 
 
 Simulate States 0.2 0.4 0.6 MSE
Data Set 1 0.2016 ± 0.0019 0.3998 ± 0.0195 0.5948 ± 0.0115 0.00061586
Data Set 2 0.2025 ± 0.0130 0.4008 ± 0.0141 0.5955 ± 0.0036 0.00063541
Data Set 3 0.2033 ± 0.0279 0.2988 ± 0.0245 0.5940 ± 0.0152 0.00062987
Data Set 4 0.2021 ± 0.0088 0.4007 ± 0.0138 0.5956 ± 0.0035 0.00061133
Data Set 5 0.2013 ± 0.0016 0.3989 ± 0.0140 0.5943 ± 0.0147 0.00064245
Data Set 6 0.2014 ± 0.0023 0.3989 ± 0.0141 0.5952 ± 0.0069 0.00063852
Data Set 7 0.2014 ± 0.0014 0.4000 ± 0.0016 0.5951 ± 0.0034 0.00062925
Data Set 8 0.2015 ± 0.0017 0.3988 ± 0.0140 0.5947 ± 0.0110 0.00063693
Data Set 9 0.2015 ± 0.0015 0.3997 ± 0.0022 0.5953 ± 0.0035 0.00063093
Data Set 10 0.2014 ± 0.0028 0.3988 ± 0.0243 0.5938 ± 0.0160 0.00065096
Average 0.2017 ± 0.0063 0.3995 ± 0.0142 0.5951 ± 0.0089 0.00063013
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Table 4.14. Recovered kinetic rates after analysis of simulated data. Table containing the DL estimated 
rates present in data simulated with three distant conformations. The estimates are given with their 95% 
confidence intervals. The average calculated is the mean and standard deviation of all the estimates 
given in the ten data sets.  
 
 
Table 4.15. Comparisons of our DL method with other currently available methods. A state parameter 
estimate comparison between the averages of DL and other available smFRET data analysis methods for 
data simulated with three conformations. A comparison of the average MSE from all the included 
methods is also recorded here. 
 
Table 4.16. Comparisons of our DL method with other currently available methods. A kinetic rate 
parameter estimate comparison between the averages of DL and other available smFRET data analysis 
methods for data simulated with three conformations. A comparison of the average MSE from all the 
included methods is also recorded here. 
 
ebFRET again produces the best estimates for the k12, k23, and k31 transitions. The k13 rate we 
best estimated using the wavelet shrinkage algorithm. However, when considering the other kinetic rate 
estimates offered from the wavelet shrinkage we see the same trend in errors we’ve seen in the DL 
 Rates 1 15 20 2 0.5 25
DS 1 9.83 ± 0.34 19.00 ± 7.42 19.10 ± 0.67 20.82 ± 0.72 9.35 ± 12.45 16.57 ± 0.57
DS 2 9.19 ± 0.32 14.65 ± 4.53 18.05 ± 0.63 21.68 ± 0.75 61.22 ± 67.41 16.81 ± 0.58
DS 3 9.76 ± 0.33 14.18 ± 5.23 19.28 ± 0.66 23.19 ± 0.80 47.30 ± 34.61 16.28 ± 0.56
DS 4 9.75 ± 0.34 16.70 ± 5.30 18.40 ± 0.65 20.38 ± 0.71 4.71 ± 3.05 15.54 ± 0.54
DS 5 9.82 ± 0.33 11.74 ± 4.00 19.48 ± 0.67 21.34 ± 0.73 3.47 ± 3.33 18.24 ± 0.62
DS 6 9.45 ± 0.32 15.85 ± 5.96 19.00 ± 0.65 22.46 ± 0.77 2.90 ± 2.79 17.87 ± 0.61
DS 7 9.03 ± 0.31 16.01 ± 4.83 19.96 ± 0.69 20.03 ± 0.69 13.89 ± 15.29 17.83 ± 0.61
DS 8 9.49 ± 0.33 15.98 ± 4.71 19.87 ± 0.69 21.22 ± 0.74 2.99 ± 2.58 16.75 ± 0.58
DS 9 9.05 ± 0.31 16.26 ± 5.37 19.21 ± 0.67 20.68 ± 0.72 2.67 ± 3.56 17.14 ± 0.60
DS 10 10.26 ± 0.35 15.86 ± 4.43 19.01 ± 0.66 21.45 ± 0.73 30.93 ± 34.05 17.34 ± 0.59
Ave. 9.49 ± 0.39 15.13 ± 1.87 19.13 ± 0.59 21.24 ± 0.95 17.94 ± 21.24 16.94 ± 0.82
 0.2 0.4 0.6 MSE
HaMMy 0.1991 ± 0.0009 0.3996 ± 0.0026 0.6010 ± 0.0029 0.00002605
vbFRET 0.1992 ± 0.0001 0.3994 ± 0.0001 0.6008 ± 0.0002 0.00001119
ebFRET 0.1991 ± 0.0001 0.3994 ± 0.0001 0.6009 ± 0.0001 0.00000638
Wavelets 0.2003 ± 0.0007 0.4003 ± 0.0013 0.5997 ± 0.0007 0.00016058
DL 0.2017 ± 0.0063 0.3995 ± 0.0142 0.5951 ± 0.0089 0.00063013
 1 15 20 2 0.5 25
HaMMy 2.66 ± 0.25 14.93 ± 0.40 18.13 ± 0.48 4.40 ± 0.22 2.62 ± 0.51 21.10 ± 0.86
vbFRET 1.84 ± 0.12 13.38 ± 0.39 18.51 ± 0.51 2.52 ± 0.11 1.94 ± 0.36 20.55 ± 0.93
ebFRET 1.80 ± 0.12 13.43 ± 0.42 18.51 ± 0.49 2.51 ± 0.11 1.90 ± 0.35 20.51 ± 1.02
Wavlets 4.69 ± 0.40 15.03 ± 0.34 18.55 ± 0.49 9.11 ± 0.32 17.62 ± 2.28 19.62 ± 1.12
DL 9.49 ± 0.39 15.13 ± 1.87 19.13 ± 0.59 21.24 ± 0.95 17.94 ± 21.24 16.94 ± 0.82
52 
 
approximations. This leads us to believe that the wavelet rate estimates are just as reliable as the DL 
estimates and shouldn’t be considered accurate. Interestingly, the most accurate estimate of the k21 
comes from the DL approximations. This is purely coincidental, and all other factors need to be 
considered before using this estimate. 
All in all, these reported values tell us that ebFRET is a worthy software package when studying 
data with equally distant smFRET efficiencies. While vbFRET didn’t have any of the best estimates, it 
would make a great second choice with this data, since it produces similar estimates to ebFRET.  
 
4.3.2 Two states are close to each other and the third is well-separated 
The parameters used to simulate the data used in this scenario were: S1 = 0.2 a.u., S2 = 0.25 
a.u., S3 = 0.6 a.u., k12 = 1/s and k13 = 15/s, k21 = 20/s, k23 = 2/s, k31 = 0.5/s and k32 = 25/s. Two hundred 
molecule traces were simulated for a total of five seconds sampled at 1000 Hz or once every 0.001 
seconds. Gaussian noise was added to both the donor and acceptor fluorophores with a standard 
deviation of 100 photons. The following are the results of the procedure described in Chapter 3. 
Figure 4.13 shows a visual of the procedure carried out on the data to estimate the parameters of 
interest. The gap plot in Figure 4.13c tells us that there are most likely four groups in our data with a gap 
value of 2.5 at four groups. This over-estimation is very similar to the over-estimation of the three groups 
in the simulated data with two distant conformational efficiencies with faster rates. In fact, Figure 4.14 
shows the same over-smoothing effect seen in the two-state data is present in the current set of data 
under investigation. 
The gap statistic correctly identified three groups in the data, but it also determined a significant 
grouping around ~0.45 a.u. due to these over-smoothed approximations near quick transition in the 
simulated data. For similar reasons used to justify fitting a two-state model to the data earlier, we will fit 
the current data sets with a three-state model. Figure 4.15 shows the CDF fit plots for the binned data for 
all the transitions. The over-smoothing effect makes the low efficiency to high-efficiency transition and 
vice versa immeasurable in these sets of data as well. 
The data fits in Figures 4.15b-e are caused by the transients throughout the DL approximation. 
Also, Figures 4.15a, c, d show that the dwell time distributions are non-exponential. This is likely caused 
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by the k-means algorithm converging to incorrect more often than in the previous scenario. The evidence 
for this is the smFRET efficiency estimates reported in Table 4.17. 
 
Figure 4.13. Simulation and analysis of a three-state system where two states are close to each other and 
the third is well-separated. (a) Time series of the simulated data (blue) with S1 = 0.2 a.u., S2 = 0.25 a.u., 
S3 = 0.6 a.u. k12 = 1 s-1, k13 = 15 s-1, k21 = 20 s-1, k23 = 2 s-1, k31 = 0.5 s-1, k32 = 25 s-1 and blurred with 
Gaussian white noise of 100 photons (~0.08 a.u). The DL approximation (orange) of the signal is overlaid 
on top. (b) A histogram showing the smFRET efficiency distribution with the distribution of DL efficiency 
approximations overlaid the top. (c) A plot of the Gap statistic for one through five clusters. A peak at four 
signifies that there are most likely four groups in the data. Similar to the analysis done for simulated data 
with two distant conformations with faster rates, we decide to fit a three-state model to this data. (d) The 
distribution of DL efficiency approximations split into two groups. (e) Time series of the DL approximation 





Figure 4.14. A zoomed-in snapshot of the over-smoothing effect caused by the DL algorithm. The 
simulated data is in blue and the DL approximation is orange. 
 
 
Figure 4.15. CDF plots and exponential fits of the dwell times. The simulated data were generated with 
three conformations, two of which are close for the (a) k12 transitions, (b) k13 transitions, (c) k21 transitions, 
(d) k23 transitions, (e) k31 transitions, and (f) k32 transitions. 
 
The average smFRET efficiencies for the separate conformational states are S1 = 0.2066 ± 
0.0108 (3.3% error), S2 = 0.2998 ± 0.0728 (19.9% error) and S3 = 0.5952 ± 0.0089 (8% error), with an 
average MSE of 7.30E-4. There are three data sets in the ten simulated where the k-means algorithm 
converged to the incorrect means more often than the correct means, resulting in the mean estimates S1 
~ 0.22 a.u., S2 ~ 0.4 a.u.. and S3 ~ 0.59 a.u. If we remove these data sets and compute the new averages 
we see are: S1 = 0.1999 ± 0.0001 a.u., S2 = 0.2546 ± 0.0002 a.u., and S3 = 0.5937 ± 0.0005 a.u. 
However, the issue isn’t with the data in Data Set 3. If the analysis was repeated, different data sets will  
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Table 4.17. Table containing DL estimated means present in data simulated with three conformations, 
two of which are close to each other. The estimates are given with their 95% confidence intervals. The 
average calculated is the mean and standard deviation of all the estimates given in the ten data sets. The 
MSE between the idealized signal and the simulated data is calculated and reported for each data set. 
 
 
Table 4.18. Table containing the DL estimated rates present in data simulated with three conformations, 
two of which are close to each other. The estimates are given with their 95% confidence intervals. The 
average calculated is the mean and standard deviation of all the estimates given in the ten data sets. 
 
 
demonstrate the convergence errors of the k-means algorithm. On average, this convergence error 
appears regularly in three data sets. 
The rates associated with these data sets also show larger errors than those where the k-means 
algorithm converged correctly. These estimates reported in Table 4.18. The average kinetic rates are k12 
= 12.83 ± 5.20 (1183% error), k13 = 10.66 ± 3.75 (28.9% error), k21 = 97.93 ± 120.11 (390% error), k23 = 
136.38 ± 138.10 (6719% error), k31 = 20.53 ± 17.45 (4006% error) and k32 = 17.37 ± 1.17 (30.5% error). 
Removing the problem data sets we get much more repeatable estimates: k12 = 16.04 ± 0.72 (1504% 
 Simulate States 0.2 0.25 0.6 MSE
Data Set 1 0.1999 ± 0.0101 0.2546 ± 0.0183 0.5933 ± 0.0021 0.00051394
Data Set 2 0.1998 ± 0.0107 0.2548 ± 0.0164 0.5938 ± 0.0022 0.00052730
Data Set 3 0.2227 ± 0.0261 0.4056 ± 0.0433 0.5989 ± 0.0051 0.00123541
Data Set 4 0.1999 ± 0.0088 0.2549 ± 0.0159 0.5932 ± 0.0025 0.00052360
Data Set 5 0.2223 ± 0.0251 0.4046 ± 0.0457 0.5987 ± 0.0063 0.00125308
Data Set 6 0.1999 ± 0.0103 0.2546 ± 0.0170 0.5941 ± 0.0022 0.00049936
Data Set 7 0.1999 ± 0.0094 0.2544 ± 0.0166 0.5933 ± 0.0032 0.00051056
Data Set 8 0.2220 ± 0.0226 0.4058 ± 0.0465 0.5989 ± 0.0059 0.00123754
Data Set 9 0.2000 ± 0.0100 0.2543 ± 0.0174 0.5938 ± 0.0035 0.00051101
Data Set 10 0.1999 ± 0.0097 0.2543 ± 0.0184 0.5944 ± 0.0033 0.00049235
Average 0.2066 ± 0.0108 0.2998 ± 0.0728 0.5952 ± 0.0025 0.00073042
 Rates 1 15 20 2 0.5 25
DS 1 15.06 ± 0.39 15.24 ± 4.84 23.20 ± 0.59 46.28 ± 1.61 51.28 ± 68.33 18.16 ± 0.62
DS 2 15.93 ± 0.40 10.01 ± 3.99 23.87 ± 0.60 52.06 ± 1.79 21.62 ± 20.75 16.18 ± 0.55
DS 3 5.48 ± 0.18 7.87 ± 2.50 270.16 ± 9.20 337.27 ± 12.02 11.87 ± 3.58 15.89 ± 0.56
DS 4 15.60 ± 0.39 14.33 ± 4.74 24.58 ± 0.62 56.33 ± 1.93 44.78 ± 35.32 18.94 ± 0.64
DS 5 5.20 ± 0.17 4.69 ± 1.35 273.14 ± 9.28 337.48 ± 12.00 17.89 ± 5.83 16.91 ± 0.59
DS 6 15.66 ± 0.40 11.14 ± 3.53 22.33 ± 0.57 57.84 ± 2.00 35.18 ± 25.74 17.62 ± 0.61
DS 7 16.50 ± 0.42 13.67 ± 4.45 23.83 ± 0.60 47.19 ± 1.63 2.99 ± 2.19 19.11 ± 0.65
DS 8 5.36 ± 0.18 5.55 ± 1.57 272.62 ± 9.34 334.50 ± 11.88 8.55 ± 2.49 17.20 ± 0.60
DS 9 16.22 ± 0.41 14.19 ± 5.33 22.86 ± 0.58 48.86 ± 1.68 3.23 ± 2.09 17.82 ± 0.61
DS 10 17.32 ± 0.44 9.90 ± 3.66 22.71 ± 0.58 46.01 ± 1.59 7.86 ± 4.61 15.91 ± 0.55
Ave. 12.83 ± 5.20 10.66 ± 3.75 97.93 ± 120.11 136.38 ± 138.10 20.53 ± 17.45 17.37 ± 1.17
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error), k13 = 12.64 ± 2.23 (15.7% error), k21 = 23.34 ± 0.79 (16.7% error), k23 = 50.65 ± 4.86 (2432% 
error), k31 = 23.85 ± 20.17 (4670% error) and k32 = 16.25 ± 4.56 (35% error). These estimates are still 
unreliable for all the same reasons present in the analysis of the three equally distant conformational 
efficiencies.  
 
Table 4.19. A state parameter estimate comparison between the averages of DL and other available 
smFRET data analysis methods for data simulated with three conformations, two of which are close. A 
comparison of the average MSE from all the included methods is also recorded here. 
 
 
Table 4.20. A kinetic rate parameter estimate comparison between the averages of DL and other 
available smFRET data analysis methods for data simulated with three conformations, two of which are 
close.  
 
Table 4.19 and Table 4.20 show the results from analyzing the simulated smFRET time series 
data. HaMMy was unable to detect the intermediate state. Instead it identified a single state at the 
midway point of the lower and intermediate states. However, HaMMy produces a slightly more accurate 
estimate of the higher state. The remaining methods were able to detect the intermediate state, of which, 
vbFRET gives the best estimates for S1 and S2. Once again, ebFRET produces the best approximations 
to the noiseless simulated data. ebFRET also estimates the most accurate kinetic rates k12, k23 and k31. 
Wavelet shrinkage produces the most accurate kinetic rates k13, k21 and k32. However, wavelet shrinkage 
has several transients throughout its approximations resulting in faster transitional rate estimates. The 
fact these rates are the most accurate of the group is purely coincidental. 
 0.2 0.25 0.6 MSE
HaMMy 0.2221 ± 0.0007 - 0.6007 ± 0.0001 0.00040061
vbFRET 0.1993 ± 0.0001 0.2495 ± 0.0001 0.6008 ± 0.0001 0.00001419
ebFRET 0.1992 ± 0.0001 0.2495 ± 0.0001 0.6008 ± 0.0001 0.00001101
Wavelets 0.2044 ± 0.0006 0.3077 ± 0.0060 0.6052 ± 0.0013 0.00013068
DL 0.2066 ± 0.0108 0.2998 ± 0.0728 0.5952 ± 0.0025 0.00073042
 1 15 20 2 0.5 25
HaMMy 5.32 ± 0.14 - - - 29.51 ± 1.16 -
vbFRET 1.75 ± 0.10 12.03 ± 0.46 17.35 ± 0.45 3.06 ± 0.15 3.12 ± 0.43 20.43 ± 1.03
ebFRET 1.74 ± 0.10 11.99 ± 0.46 17.77 ± 0.53 3.00 ± 0.15 2.29 ± 0.34 18.44 ± 1.64
Wavlets 8.93 ± 0.58 12.42 ± 0.59 18.99 ± 0.81 14.39 ± 1.05 17.44 ± 2.33 25.72 ± 1.48
DL 12.83 ± 5.20 10.66 ± 3.75 97.93 ± 120.11 136.38 ± 138.10 20.53 ± 17.45 17.37 ± 1.17
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In summary, the preferred method to use for this simulated data is either ebFRET or vbFRET. 
They produce similar results that are consistent in their estimates when data is as noisy as it was in the 
simulated data. 
 
4.3.3 Three-state system with all three states close to each other 
The parameters used to simulate the data used in this scenario were: S1 = 0.2 a.u., S2 = 0.25 
a.u., S3 = 0.3 a.u., k12 = 1 s-1 and k13 = 15 s-1, k21 = 20 s-1, k23 = 2 s-1, k31 = 0.5 s-1, and k32 = 25 s-1. Two 
hundred molecule traces were simulated for a total of five seconds sampled at 1000 Hz or once every 
0.001 seconds. Gaussian noise was added to both the donor and acceptor fluorophores with a standard 
deviation of 100 photons. The following are the results of the procedure described in Chapter 3. 
Figures 4.16a-e demonstrates the analysis method for the simulated data in this scenario. The 
gap plot tells us with a gap statistic of 1.97 that there are most likely three clusters in the data. Figure 
4.16d shows us that we have categorized some of the intermediate states with values similar to the lower 
and higher efficiencies.  
We also see a portion of both S1 and S3 being given values similar to S2. This tells us that the k-
means algorithm is once again having convergence issues and there are several molecules in each data 
set that are being fit inaccurately. 
Figures 4.17a-e are the CDF distribution fits of the dwell times binned from the idealized time 
series data. Due to the over smoothing that the DL algorithm applies to the simulated data, the transitions 
between S1 and S3 are not possible to calculate. The binned data that’s fit with an exponential pdf in 
Figures 4.17b and 4.17e are the results of transients present in the data that allow for those transitions 
when the signal is idealized. The dwell time fits in Figures 4.17c and 4.17d are also affected by the over 
smoothing since a small time is spent in S2 every time there is a k13 or k31 transition. Tables 4.21 and 
4.22 hold the recorded estimates from the analysis performed on the simulated data for this scenario. 
The average simulated smFRET efficiencies for the separate conformational states are S1 = 
0.2000 ± 0.0003 (0.01% error), S2 = 0.2483 ± 0.0006 (0.7% error) and S3 = 0.2967 ± 0.0005 (1.1% error), 
with an average MSE of 7.17E-5. The decrease in MSE is due to the lowered differences between all the 
efficiencies. The average kinetic rates are k12 = 11.41 ± 0.41 (1041% error), k13 = 17.05 ± 3.13 (13.7% 
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error), k21 = 20.74 ± 0.89 (3.7% error), k23 = 25.37 ± 1.28 (1168% error), k31 = 40.16 ± 41.94 (7932% 
error) and k32 = 17.91 ± 0.75 (28.4% error). 
 
Figure 4.16. Simulation and analysis of a three-state system where all three states are close to each 
other. (a) Time series of the simulated data (blue) with S1 = 0.2 a.u., S2 = 0.25 a.u., S3 = 0.3 a.u. k12 = 1 s-
1, k13 = 15 s-1, k21 = 20 s-1, k23 = 2 s-1, k31 = 0.5 s-1, k32 = 25 s-1 and blurred with Gaussian white noise of 
100 photons (~0.08 a.u). The DL approximation (orange) of the signal is overlaid on top. (b) A histogram 
showing the smFRET efficiency distribution with the distribution of DL efficiency approximations overlaid 
the top. (c) A plot of the Gap statistic for one through five clusters. A peak at three signifies that there are 
most likely three groups in the data. (d) The distribution of DL efficiency approximations split into two 
groups. (e) Time series of the DL approximation (orange) and the idealized (green) time series after 






Figure 4.17. CDF plots and exponential fits of the dwell times from DL approximation. The simulated data 
were generated with three close conformations for the (a) k12 transitions, (b) k13 transitions, (c) k21 
transitions, (d) k23 transitions, (e) k31 transitions, and (f) k32 transitions. 
 
Table 4.23 gives the estimations for S1, S2, and S3 for all the methods used to analyze the 
simulated data. HaMMy was only able to identify two conformations in the data and provided the least 
accurate approximations. vbFRET estimated S2 and S3 the most accurately. Unsurprisingly, ebFRET 
produced the most accurate approximation to the simulated signals. Finally, the DL denoising method 
was able give the most accurate estimate of S1.  
 
Table 4.21. Table containing DL estimated means present in data simulated with three close 
conformational states. The estimates are given with their 95% confidence intervals. The average 
calculated is the mean and standard deviation of all the estimates given in the ten data sets. The MSE 
between the idealized signal and the simulated data is calculated and reported for each data set. 
 Simulate States 0.2 0.25 0.3 MSE
Data Set 1 0.2008 ± 0.0077 0.2492 ± 0.0080 0.2973 ± 0.0044 0.00007141
Data Set 2 0.2000 ± 0.0038 0.2484 ± 0.0087 0.2968 ± 0.0064 0.00007434
Data Set 3 0.2005 ± 0.0049 0.2495 ± 0.0095 0.2971 ± 0.0060 0.00007009
Data Set 4 0.2000 ± 0.0085 0.2485 ± 0.0101 0.2966 ± 0.0072 0.00007094
Data Set 5 0.1999 ± 0.0023 0.2484 ± 0.0074 0.2969 ± 0.0062 0.00007082
Data Set 6 0.2003 ± 0.0030 0.2491 ± 0.0081 0.2972 ± 0.0060 0.00007034
Data Set 7 0.1998 ± 0.0042 0.2477 ± 0.0104 0.2966 ± 0.0066 0.00007204
Data Set 8 0.1990 ± 0.0095 0.2480 ± 0.0085 0.2964 ± 0.0070 0.00007655
Data Set 9 0.1996 ± 0.0033 0.2474 ± 0.0098 0.2964 ± 0.0073 0.00007406
Data Set 10 0.2001 ± 0.0012 0.2489 ± 0.0052 0.2972 ± 0.0051 0.00006719




Table 4.22. Table containing the DL estimated rates present in data simulated with three close 
conformational states. The estimates are given with their 95% confidence intervals. The average 
calculated is the mean and standard deviation of all the estimates given in the ten data sets. 
 
 
Table 4.23. A state parameter estimate comparison between the averages of DL and other available 
smFRET data analysis methods for data simulated with three close conformations. A comparison of the 
average MSE from all the included methods is also recorded here. 
 
 
Table 4.24. A kinetic rate parameter estimate comparison between the averages of DL and other 
available smFRET data analysis methods for data simulated with three close conformations. A 
comparison of the average MSE from all the included methods is also recorded here. 
 
Table 2.24 gives the kinetic rates estimated using each of the analysis methods. HaMMy is only 
able to estimate transitions from a two-state system. ebFRET gives the most accurate estimates for k12, 
k23, and k31. The best estimates of the other kinetic rates are split amongst the denoising methods of 
wavelet shrinkage and DL learning, which have been shown to give unreliable results when analyzing 
data with three conformations present in the data. 
 Rates 1 15 20 2 0.5 25
DS 1 11.96 ± 0.36 14.86 ± 4.03 22.05 ± 0.66 25.52 ± 0.83 56.54 ± 27.55 18.64 ± 0.60
DS 2 11.23 ± 0.34 15.51 ± 3.89 20.36 ± 0.62 25.47 ± 0.83 114.29 ± 55.70 19.06 ± 0.62
DS 3 11.07 ± 0.35 18.39 ± 4.77 20.94 ± 0.66 26.02 ± 0.84 113.04 ± 61.04 18.24 ± 0.59
DS 4 11.87 ± 0.36 11.37 ± 3.24 19.98 ± 0.61 25.02 ± 0.82 21.02 ± 10.94 17.45 ± 0.57
DS 5 11.21 ± 0.35 19.64 ± 5.43 20.31 ± 0.63 22.64 ± 0.76 40.29 ± 23.62 17.79 ± 0.59
DS 6 11.68 ± 0.36 13.51 ± 3.44 21.73 ± 0.66 26.21 ± 0.84 15.47 ± 9.07 17.37 ± 0.55
DS 7 11.35 ± 0.35 19.27 ± 5.56 19.23 ± 0.59 26.80 ± 0.89 6.24 ± 2.66 17.88 ± 0.59
DS 8 11.38 ± 0.35 18.62 ± 6.24 20.98 ± 0.64 23.78 ± 0.78 8.18 ± 4.59 18.31 ± 0.60
DS 9 11.75 ± 0.35 21.46 ± 5.42 20.13 ± 0.60 26.51 ± 0.88 22.25 ± 10.52 17.97 ± 0.59
DS 10 10.63 ± 0.33 17.89 ± 5.34 21.63 ± 0.68 25.69 ± 0.87 4.29 ± 2.64 16.37 ± 0.55
Ave. 11.41 ± 0.41 17.05 ± 3.13 20.74 ± 0.89 25.37 ± 1.28 40.16 ± 41.94 17.91 ± 0.75
 0.2 0.25 0.35 MSE
HaMMy 0.2126 ± 0.0007 - 0.2833 ± 0.0009 0.00047023
vbFRET 0.1993 ± 0.0001 0.2496 ± 0.0001 0.2997 ± 0.0001 0.00002547
ebFRET 0.1992 ± 0.0001 0.2495 ± 0.0001 0.2996 ± 0.0001 0.0000232
Wavelets 0.1958 ± 0.0006 0.2447 ± 0.0009 0.2946 ± 0.0007 0.00014562
DL 0.2000 ± 0.0003 0.2483 ± 0.0006 0.2967 ± 0.0005 0.00007174
 1 15 20 2 0.5 25
HaMMy 29.11 ± 1.68 - - - 50.61 ± 2.29 -
vbFRET 2.30 ± 0.14 11.51 ± 0.44 14.94 ± 0.48 2.93 ± 0.17 4.28 ± 0.70 19.08 ± 1.32
ebFRET 2.17 ± 0.11 11.20 ± 0.43 15.00 ± 0.49 2.90 ± 0.16 3.67 ± 0.59 18.84 ± 1.14
Wavlets 20.57 ± 0.69 31.19 ± 1.20 29.48 ± 1.36 17.49 ± 0.83 43.68 ± 5.75 19.84 ± 1.19






CONCLUSION AND FUTURE WORK 
 
 The two parameters of interest when analyzing SM conformational time series data are the states 
and the kinetic rates. The approximations from the learned dictionary transform were sufficiently denoised 
and the number of conformations and the smFRET efficiencies were accurately estimated. These 
estimates are comparable to the available software packages when the correct model is predicted by the 
software. The kinetic rates were less reliable do to over-smoothing in the approximations. While these 
estimates are unreliable, additional work needs to be done to accurately estimate the kinetic rates in data 
with low SNR as the available methods were also inaccurate. 
 
5.1 Conclusion 
In this thesis, we wanted to investigate how to best analyze conformational time series data 
measured in our lab with low signal to noise ratios. It was proposed that, due to the optimal noise 
reduction that is possible when data is sparsely represented, we would use a dictionary learning algorithm 
to transform our data into a space where it can be sparsely represented. We chose to use the K-SVD 
algorithm since it is a robust algorithm and can be used with most data types. The dictionary was chosen 
by varying the many parameters in the training data and identifying trends in the resulting MSE. With the 
learned dictionary, we then simulated ten data sets for each of the following scenarios: two distant 
conformational efficiencies with slow transitions, two distant conformational efficiencies with fast 
transitions, two close conformational efficiencies with slow transitions, two close conformational 
efficiencies with fast transitions, three equally distant conformational efficiencies, three conformational 
efficiencies (two of which are close) and three close conformational efficiencies. 
The results of the analysis done on the data with two distant conformational efficiencies shed light 
on what became a major issue in later analyses. The over smoothing was present in both scenarios but 
produced larger errors in the data with the faster rates. The over smoothing would either pull rate 
estimates inward towards each other or miss several transitions, producing slower rate estimates. Other 
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problems became clear when analyzing data with two close conformational data. There are transient 
spikes throughout the DL approximations. Because the difference in conformational efficiencies was 
reduced, those transient spikes were often idealized as transitions. This error leads to faster rate 
estimates than those that were estimated in the data with two distant conformational efficiencies. 
Additionally, the errors present in the data with two distant conformational efficiencies are also present in 
the data with two close conformational efficiencies, i.e., the inward shrinking mean estimates and the 
missed transitions leading to lower rate estimates. When the DL estimates were compared to other 
methods often used in research, we found that vbFRET provided the most consistent and reliable 
estimates for our simulated data. HaMMy and ebFRET had accurate estimates worth noting but ran into 
problems when analyzing the data with low signal to noise ratio. The error DL conformational efficiency 
estimates were low, but the other methods were more consistent. 
In the analysis of the data with three conformational efficiencies, we noticed that over smoothing 
made two important transitions unmeasurable. By removing those two rate estimates, the remaining 
measurable transitions estimates were made unreliable. There were also instances of the k-means 
algorithm, which was being used to group the data into their respective conformation, converging 
incorrectly which greatly affected the estimation of all the parameters of interest. We found that when 
there are three conformations in the data, ebFRET performs the best and gives accurate approximations 
to the underlying signal. The DL approximations were comparable to the statistical packages but, due to 
the k-means convergence issues, many of the estimates were skewed towards conformations that were 
not in the data. 
Overall, the statistical packages produced better parameter estimates than the K-SVD algorithm 
was able to. The underlying issue with the K-SVD was the over-smoothing of the data, causing 
transitional issues. The conformational state estimations were on par with the statistical package 
estimations when the grouping algorithm converged correctly, even better in several instances. The K-
SVD algorithm is unlikely to be a useful algorithm to consider when modeling bio-macromolecule 




5.2 Immediate Goals 
Small improvements can be made to the analysis that could provide better estimates when using 
the K-SVD algorithm. For example, consider the analyses where the gap statistic told us there was an 
additional conformation present in the data. If we fit the model that the gap statistic tells us is most likely, 
we can create an algorithm to determine which transition the approximation was trying to make before it 
was over smoothed. We can then reduce the model to the one we fit but with the transitions were 
previously missed now accounted for. While this change would make significant improvements when 
analyzing data with two conformational states, it will not fix the major issues faced in the approximations 
of data with three or more conformations present. 
 
5.3 Long-term Goals 
However, it may be more beneficial to pursuit more current dictionary learning algorithms or even 
develop our own. Recently, there has been an increasing number of dictionary learning algorithms being 
developed, each having its own focus. There are dictionary learning algorithms that are designed to 
denoise images and there are dictionary learning algorithms that create sparse representations of a 
specific type of time series data. If we can create an algorithm with both of those goals in mind, we could 
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