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David Bradley
Moving objects are detected by virtue of their
shifting image on the retina. But to know how
objects are moving in the world, we must take into
account the rotation of our eyes, as well as the
rotation of our head. A recent paper describes
neurons that carry out this computation.
It seems easy. You stare at your asparagus as the salt
shaker rolls past you on the table. Do you realize it is
moving? Of course you do. But now imagine looking
directly at the salt shaker as it rolls by. Do you still
perceive it as moving? Well, of course you do. But
think of what must go on in the brain for motion to be
perceptible in both cases. If the eyes are fixed, the salt
shaker’s image moves across the retina, so subse-
quent visual processing needs to analyze this retinal
motion signal. But if one is tracking the salt shaker, it
must be stationary on the retina — that is, after all, the
goal of visual tracking. So, if there is no retinal motion,
what is there for the visual system to analyze? How do
we know the salt shaker is moving? The reader has
probably guessed that our brain is aware of the eye
movement and is able to factor it in. But how does this
factoring take place? A new study by Ilg et al. [1] helps
answer this question.
To understand this experiment, we must look first at
a 1992 study performed in the same laboratory [2].
That study, following seminal work at other universi-
ties [3,4], tested neurons in area MSTl, the lateral part
of the medial superior temporal cortex of macaque
monkeys [5], specifically focusing on a subset of
neurons called visual tracking (VT) cells. Thier and
Erickson [2] found that VT cells were sensitive to the
direction of moving objects, and that this sensitivity
was manifest in three ways. First, they were sensitive
to the direction of motion of an image on the retina
when the eyes and head were still. Second, they were
sensitive to the direction of smooth eye movements
which occurred during visual tracking with the head
still. And finally, they were sensitive to the direction of
smooth head movements which occurred while the
eyes remained fixed in the head. 
The logic was simple: a moving target can either
move relative to a stationary retina, or we can track it.
In the latter case, we may turn our eyes in our head, or
we may turn our head. The important discovery was
that VT neurons discharged under all three conditions,
and the preferred direction — the direction eliciting
the strongest neuronal discharge — was generally the
same for all three conditions.
Think of each mechanism — retinal motion, eye
rotation and head rotation — as reporting on object
motion through the firing rate of a VT neuron. The
finding that the three mechanisms have their preferred
directions aligned means that they are reporting the
same thing — the likelihood that a visual target is
moving in their preferred direction. This, in turn,
suggests that the three signals may be combined to
form a meaningful total. And this would make sense —
in any situation, the sum of retinal motion, eye-in-head
rotation and head rotation must equal object velocity. 
But do these signals indeed combine in the
appropriate way? This is what brings us to the recent
paper. Ilg et al. [1] trained monkeys to track a moving
spot on a screen, either with their eyes alone —
keeping their head still — or free to move their head
and eyes at will. With microelectrodes, they simulta-
neously measured the firing activity of VT neurons in
area MSTl. Figure 1 shows an example result based
on a typical VT neuron. The solid black regions show
the firing rate as a function of time, and the colored
bands above indicate the position of the head, eyes-
in-head and gaze, the last being roughly the sum of
the first two (it would be exactly the sum if the eyes
and head turned on the same axis). The target is indi-
cated by a black line. The left two panels pertain to
trials where the target drifted left; for the right panels,
the target was moving right. Looking first at panel A,
we see that the head (green band) was still, and that
the eyes (blue band) closely followed the target. In
panel C, below, the head was allowed to move, which
it did; so much so in fact that the eyes had to reverse
direction to compensate (as indicated by the blue
band looping upward). The gaze (red band) remains
locked on the target. Correspondingly, the firing rate
remains unchanged compared to panel A.
Could it be that the eye and head movements
simply do not affect the firing rate? Panels B and D in
Figure 1 recreate the same conditions, this time for the
visual target moving to the right. This neuron had a
strong preference for leftward pursuit, so its firing rate
was totally suppressed for the right-moving target.
This remained in effect despite the presence of both
leftward and rightward eye movements (panel D).
Therefore, this neuron was able to abstract the
individual eye and head rotation components of target
tracking in such a way that the firing rate depended
only on the gaze.
But what about retinal motion? Can these cells sum
eye and head rotation with retinal motion to form a
total abstraction, one which would represent the
motion of an object in the world? To answer this, one
needs to create a situation where the three variables
change and are not fully correlated with each other. Ilg
et al. [1] achieved this by having monkeys pursue a
visual target that moved left and right in a sinusoidal
oscillation. At the same time, the monkeys themselves
were rotated sinusoidally, but at a different frequency.
This created a situation where target velocity, eye
rotation and head rotation were strongly decoupled.
As for the retinal motion signal, we must realize that
unless the monkey knows the future trajectory of the
Current Biology, Vol. 14, R892–R894, October 26, 2004, ©2004 Elsevier Ltd. All rights reserved. DOI 10.1016/j.cub.2004.09.072
Psychology Department, The University of Chicago, 5848
South University Avenue, Green 314, Chicago, Illinois 60637,
USA. E-mail: bradley@uchicago.edu
visual target, it must at some point move relative to
the retina (called a ‘retinal slip signal’). Therefore, in
this dual-oscillation experiment, we may assume that
retinal motion signals were present as well.
The first observation was that gaze rotation was
better coupled with the neurons’ firing rate than the
eye rotation or head rotation individually. This
confirmed results from the experiment just described
— that eye and head rotation effects are abstracted in
favor of their combination. Now, the difference
between target motion and gaze rotation is retinal
motion. The question, then, is whether firing rates
reflected target motion above and beyond their corre-
lation with gaze rotation. If so, this would mean that
VT cells combine head, eye-in-head and retinal motion
signals in such a way as to compute the motion of
objects in the world.
Figure 2 shows the relationship between two kinds
of correlation coefficient. On the abscissa is rgaze, the
coefficient for the correlation between VT neuron firing
rates and gaze velocity. The ordinate shows the
correlation for target velocity, rtarget. Nearly all of the
points are above the unity line, indicating that in
general, firing rates were better coupled with target
velocity than with gaze velocity. We must take this
result with some caution because unlike target
velocity, which is experimentally controlled and thus
known with precision, gaze is a measured variable
and thus contains some noise. That might have
decreased the correlation coefficients, rgaze, although
eye position measurements are generally very precise.
Still, let us not forget that these neurons are clearly
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Figure 1. Results from an exemplary VT
neuron. 
Overall, the panels show how the neuron
discharges under conditions where a
moving target is tracked with the eyes
alone or with the eyes and head in com-
bination. The lower half of each panel
shows the neuron's firing rate over time.
This graphic is itself divided into two: the
filled area in the lower part denotes firing
rate in terms of its height, and the rasters
above denote individual action potentials
with ticks. The upper traces give the posi-
tion of the eyes, head and gaze. The left
panels (A,C) correspond to a left-moving
target, the right panels (B,D) a right-
moving target. The salient points are fully
discussed in the text; briefly, in compar-
ing the eyes-only tracking condition
(upper panels; A,B) to the head and eyes
condition (lower panels; C,D), the firing
rates are the same. This occurs in spite of
the fact that the individual head and eye
position traces are very different in the
two conditions, indicating that firing rates
are locked to the gaze. Po
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Figure 2. 
A comparison of rgaze, the correlation between neuronal firing
and gaze velocity, and rtarget, the correlation between firing and
target velocity. Each point represents one neuron. As most of
the points are above the diagonal line, the correlation was gen-
erally better for target velocity.
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able to abstract eye and head rotation into their sum
— gaze velocity — that they are sensitive to retinal
motion, and that the preferred directions for all
mechanisms are aligned. These considerations, taken
with Figure 2, make a compelling argument that VT
neurons in MSTl produce a firing rate signal that
reflects object motion in world-centered coordinates,
which is to say a coordinate frame that does not shift
when the eyes or head move.
Getting back to the example of the salt shaker, the
problem of world-centered motion perception is
among the most important tasks the visual system
must solve. Are VT neurons the final solution to this
problem? Maybe not, but now more than ever we
suspect that these neurons have a central role. In
recent years, great progress has also been made in
uncovering the mechanisms of several other basic
motion tasks, such as multidirectional perception
[6,7], distinguishing object from background motion
[8], the perception of self-motion [9–11], and the
integration of vectors to compute pattern motion
[12–14]. The new Ilg et al. [1] study thus finds itself
comfortably situated in a class of enlightening studies
that successfully match computational requirements
with neuronal behavior. Let us hope that this class
continues to expand as rapidly as possible.
References
1. Ilg, U.J., Schumann, S., and Thier, P. (2004). Posterior parietal
cortex neurons encode target motion in world-centered coordi-
nates. Neuron 43, 145-151.
2. Thier, P., and Erickson, R.G. (1992). Vestibular input to visual-track-
ing neurons in area MST of awake rhesus monkeys. Ann. N. Y.
Acad. Sci. 656, 960-963.
3. Newsome, W.T., Wurtz, R.H., and Komatsu, H. (1988). Relation of
cortical areas MT and MST to pursuit eye movements. II. Differen-
tiation of retinal from extraretinal inputs. J. Neurophysiol. 60, 604-
620.
4. Kawano, K., and Sasaki, M. (1984). Response properties of neurons
in posterior parietal cortex of monkey during visual vestibular stim-
ulation. II Optokinetic neurons. J. Neurophysiol. 51, 352-360.
5. Maunsell, J.H., and van Essen, D.C. (1983). The connections of the
middle temporal visual area (MT) and their relationship to a cortical
hierarchy in the macaque monkey. J. Neurosci. 3, 2563-2586.
6. Snowden, R.J., Treue, S., Erickson, R.G., and Andersen, R.A. (1991).
The response of area MT and V1 neurons to transparent motion. J.
Neurosci. 11, 2768-2785.
7. Bradley, D.C., Qian, N., and Andersen, R.A. (1995). Integration of
motion and stereopsis in middle temporal cortical area of
macaques. Nature 373, 609-611.
8. Erickson, R.G., and Thier, P. (1991). A neuronal correlate of spatial
stability during periods of self-induced visual motion. Exp. Brain
Res. 86, 608-616.
9. Duffy, C.J., and Wurtz, R.H. (1995). Response of monkey MST
neurons to optic flow stimuli with shifted centers of motion. J.
Neurosci. 15, 5192-5208.
10. Bradley, D.C., Maxwell, M., Andersen, R.A., Banks, M.S., and
Shenoy, K.V. (1996). Mechanisms of heading perception in primate
visual cortex. Science 273, 1544-1547.
11. Saito, H., Yukie, M., Tanaka, K., Hikosaka, K., Fukada, Y., and Iwai,
E. (1986). Integration of direction signals of image motion in the
superior temporal sulcus of the macaque monkey. J. Neurosci. 6,
145-157.
12. Movshon J.A., A.E.A., Gizzi M., Newsome W.T. (1985). The analysis
of moving visual patterns. In Study group on pattern recognition
mechanisms, G.R. Chagas C., Gross C.G., ed. (Vatican City: Pontif-
ica Academia Scientiarum), pp. 117-151.
13. Stoner, G.R., and Albright, T.D. (1992). Neural correlates of percep-
tual motion coherence. Nature 358, 412-414.
14. Pack, C.C.B.R.T. (2001). Temporal dynamics of a neural solution to
the aperture problem in macaque visual area MT. Nature 409, 1040-
1042.
