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Key Points 9 
• Water level class observations can be informative for hydrological model calibration. 10 
• Model parameters calibrated with water level class data performed similarly well as those 11 
calibrated with precise water level measurements. 12 




While hydrological models generally rely on continuous streamflow data for calibration, 17 
previous studies have shown that a few measurements can be sufficient to constrain model 18 
parameters. Other studies have shown that continuous water level or water level class (WL-class) 19 
data can be informative for model calibration. In this study, we combined these approaches and 20 
explored the potential value of a limited number of WL-class observations for calibration of a 21 
bucket-type runoff model (HBV) for four catchments in Switzerland. We generated synthetic 22 
data to represent citizen science data and examined the effects of the temporal resolution of the 23 
observations, the numbers of WL-classes, and the magnitude of the errors in the WL-class data 24 
on the model validation performance. Our results indicate that on average one observation per 25 
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week for a one-year period can significantly improve model performance compared to the 26 
situation without any streamflow data. Furthermore, the validation performance for model 27 
parameters calibrated with WL-class observations was similar to the performance of the 28 
calibration with precise water level measurements. The number of WL-classes did not influence 29 
the validation performance noticeably when at least four WL-classes were used. The impact of 30 
typical errors for citizen-science-based estimates of WL-classes on the model performance was 31 
small. These results are encouraging for citizen science projects where citizens observe water 32 
levels for otherwise ungauged streams using virtual or physical staff gauges. 33 
 34 
Plain Language Summary 35 
Normally, multiple years of streamflow measurements are used to calibrate a hydrological model 36 
for a specific catchment so that it can be used to, for instance, predict floods or droughts. Taking 37 
these measurements is expensive and requires a lot of effort. Therefore, such data are often 38 
missing, especially in remote areas and developing countries. We investigated the potential value 39 
of water level class data for model calibration. Water level classes can be observed by citizens 40 
with the help of a virtual ruler with different classes that is pasted onto a picture of a stream 41 
shore as a sticker.  42 
We show that one WL-class observation per week for one year improves model calibration 43 
compared to situations without streamflow data. The model results for the WL-class observations 44 
were as good as precise water level observations that require a physical staff gauge or continuous 45 
water level data measurements that can be obtained from a water level sensor that is installed in 46 
the stream. However, the results were not as good as when streamflow data were used for model 47 
calibration, but these are more expensive to collect. Errors in the WL-class observations did in 48 
most cases not affect the model performance noticeably. 49 
 50 
51 
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1 Introduction 52 
Hydrological models are usually calibrated with continuous streamflow data acquired at 53 
gauging stations. Such datasets are scarce, especially for remote regions and developing 54 
countries, even though people in these areas are often affected by various kinds of water issues 55 
(Mulligan, 2013). Globally, hydrological observation networks are on the decline, mainly due to 56 
reduced financial resources (Kundzewicz, 1997). Furthermore, access to available data is often 57 
restricted (Fekete et al., 2012). To collect data in ungauged basins, citizen science approaches 58 
that use modern communication technology (i.e., smartphones) can be helpful. Citizen science 59 
approaches can also incorporate local knowledge, for instance, for hazard assessment (Sy et al., 60 
2018) and help to raise public awareness of environmental issues (Lanfranchi et al., 2014). 61 
However, the usefulness of citizen science data is often questioned due to, for example, the 62 
perceived lack of experience of the volunteers (Cohn, 2008) and potential biases, such as 63 
location bias related to the population density or temporal bias related to the timing of the 64 
observations (Kosmala et al., 2016). It is important to standardize measurement protocols 65 
(Dickinson et al., 2012), e.g., by using smartphone applications, to evaluate the accuracy and 66 
value of the collected data, and to improve the measurement protocols iteratively when needed. It 67 
is also useful to thoroughly examine the potential use of citizen science data before starting a 68 
new project.  69 
Publications that include citizen science projects focusing on water quantity in streams 70 
are still rather scarce; most publications on water related citizen science projects have focused on 71 
water quality (Buytaert et al., 2014; Njue et al., 2019). Some recent examples of water quantity-72 
focused projects are the EU-funded citizen observatories that aim to complement data collection 73 
by authorities, such as WeSenseIt (www.wesenseit.com; Lanfranchi et al., 2014), 74 
GroundTruth2.0 (https://gt20.eu) and SCENT (https://scent-project.eu). Projects that specifically 75 
focus on streamflow or water levels are: CrowdHydrology in the US (Lowry et al., 2019; Lowry 76 
& Fienen, 2013), Smartphones4Water in Nepal (www.smartphones4water.org; Davids et al., 77 
2017), a project in Kenya (www.uni-giessen.de/hydro/hydrocrowd_kenya; Weeser et al., 2018), 78 
Cithyd in Italy (www.cithyd.com; Balbo & Galimberti, 2016), and CrowdWater 79 
(www.crowdwater.ch; Seibert et al., 2019). The CrowdWater project aims to explore the value of 80 
citizen science data and to collect water level class (WL-class) data (Seibert et al., 2019), as well 81 
as qualitative data on soil moisture and the state of temporary streams (Kampf et al., 2018; 82 
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Seibert et al., 2019), and riverine export of macro plastic. For observations of WL-classes, virtual 83 
staff gauges with class markings are inserted onto a photograph of the streambank, bridge pillar, 84 
or other features in the stream. These features and the virtual staff gauge then serve as a 85 
reference to which later observations of the water level are compared. Repeated observations 86 
result in time series of WL-classes. However, these series are irregular in time and potentially 87 
contain observation errors (Strobl et al., 2019a).  88 
Several studies have examined the value of discontinuous streamflow data for the 89 
calibration of hydrological models. For example, Pool et al. (2019) investigated the value of a 90 
limited number of streamflow measurements for calibration of the HBV model (Bergström, 91 
1976; Lindström et al., 1997) and found that twelve measurements taken during a one-year 92 
period can lead to satisfying model simulations. Seibert & McDonnell (2015) showed for the 93 
Maimai catchment in New Zealand that streamflow measurements throughout an event or ten 94 
observations during high flow periods provide as much information for model calibration as 95 
three months of continuous measurements. These model studies assumed error-free streamflow 96 
measurements. All measurements are affected by errors, and these can be considerable for 97 
streamflow measurements (particularly during high flows or low flows; McMillan et al., 2018), 98 
but for citizen science data, errors might be particularly large (Aceves-Bueno et al., 2017). This 99 
can significantly limit the value of the data. Therefore, we previously investigated the value of 100 
streamflow data that included errors that are typical for citizen based estimates of streamflow 101 
(Etter et al., 2018). We found that streamflow estimates from citizens, who did not receive any 102 
form of training, did not improve model performance compared to a model with random 103 
parameter sets. We concluded that either the errors in the streamflow estimates have to be 104 
reduced by some form of training, or that a quantity, that is easier to estimate, such as water 105 
levels or WL-classes, should be used (Strobl et al., 2019a). Water level measurements require the 106 
installation of a staff gauge. Citizens then can read the water level from the staff gauge and 107 
report them via text messages or a mobile application. Previous studies have shown that this 108 
method works well and can provide useful and accurate data (Lowry et al., 2019; Weeser et al., 109 
2018). However, the installation of a staff gauge can be complicated in practice. Beyond issues 110 
such as how to securely fix the gauge, permissions by local authorities might be required. 111 
Obtaining permits can require time and effort and cause additional costs. WL-class estimates, as 112 
used within the CrowdWater project, do not require a physical staff gauge and are, thus, more 113 
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scalable. However, the data have a lower precision (and likely also lower accuracy) than readings 114 
from a staff gauge. 115 
Continuous (e.g., daily) water level or WL-class data can be informative for hydrological 116 
model calibration. Seibert & Vis (2016) concluded that the use of daily water level data for 117 
model calibration results in a surprisingly good model performance, especially for humid 118 
catchments. For arid regions additional information was necessary to achieve a good simulation. 119 
In another study, van Meerveld et al. (2017) showed that daily WL-class data are informative for 120 
hydrological model calibration as well, and that the performance of the model calibrated with 121 
WL-class data with at least five equally frequent classes, was not much worse than a model 122 
calibrated with water level data.  123 
In this study, we used a similar approach as in Etter et al. (2018) in order to be able to 124 
compare the results. We aim to develop a methodology that is quick and easy to use for citizen 125 
scientists, while at the same time being robust and informative for the calibration of hydrological 126 
models. We therefore investigated the potential value of discontinuous WL-class data as these 127 
can be obtained by citizens using synthetic data. Our objectives were to (i) assess the potential 128 
value of a few WL-class observations at intervals that are realistic for citizen science projects, for 129 
model calibration, (ii) assess the potential effect of likely errors in WL-class observations on 130 
model performance, and (iii) investigate the influence of the number of WL-classes in 131 
combination with different observation scenarios on model performance. 132 
 133 
2 Methods 134 
At the time of writing this paper, an insufficient number of repeated observations had 135 
been collected with the CrowdWater App to determine the value of WL-class data for model 136 
calibration. We, therefore, used synthetic data (cf. Etter et al., 2018; van Meerveld et al., 2017; 137 
Seibert & Vis, 2016), which is an efficient approach to assess data-requirements before making 138 
considerable efforts to collect the data (Christophersen et al., 1993; Pool et al., 2019). First, we 139 
converted the water level time series for four Swiss catchments into WL-class time series. From 140 
these continuous datasets, we created time series with fewer data points representing different 141 
observation scenarios and introduced errors that are typical for citizen estimates of WL-classes 142 
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(Strobl et al., 2019a). We then used these synthetic datasets to calibrate a simple bucket-type 143 
model, the HBV model (Bergström, 1976; Lindström et al., 1997; Seibert & Vis, 2012). Finally, 144 
we used the calibrated parameter sets to evaluate the model performance for the validation period 145 
by comparing it to the observed streamflow. We compared the validation performance to the 146 
validation performance of the model calibrated with the original (continuous, and assumed to be 147 
error free) streamflow data (upper benchmark), and the validation performance of the non-148 
informed case, where the model is run with random parameter sets (lower benchmark).  149 
 150 
2.1 Catchments 151 
For this study, we selected four gauged catchments in Switzerland with flow regimes 152 
(Aschwanden & Weingartner, 1985). Streamflow measurements at the outlet of these catchments 153 
have good quality for both high and low flow conditions and are unaffected by backwater issues. 154 
Furthermore, the catchments are relatively little affected by anthropogenic influences and have 155 
no glaciers. The catchment areas range from 79 to 186 km2 and the mean elevations from 652 to 156 
1651 m a.s.l. (Table 1 and Figure 1).  157 
 158 
2.2 HBV model 159 
We used the bucket-type hydrological model HBV (Lindström et al., 1997), which was 160 
originally developed at the Swedish Meteorological and Hydrological Institute (SMHI) by 161 
Bergström (1976). The HBV model consists of routines for snow storage, soil water and 162 
groundwater. In this study, we used the model implementation HBV-light (Seibert & Vis, 2012). 163 
The catchments were divided into elevation zones, each covering a band of 100 m, for which the 164 
snow, soil, and groundwater routines were computed individually.  165 
166 
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Table 1 Catchment characteristics for the four Swiss catchments used in this study. Long-term 167 
annual averages were computed for the period 1974-2014, except for Verzasca for which the 168 
1990-2014 period was used.  169 
Catchment Murg Guerbe Mentue Verzasca 
Gauging station 























Area [km2] 79 117 105 186 
Elevation  
[m a.s.l.] 
Min  465 522 445 490 









Min / Max Pardé 
coefficients  
0.68 / 1.34 0.77 / 1.39 0.46 / 1.57 0.23 / 2.22 
Mean annual streamflow Q 
[mm/y] 
756 746 491 1764 
Mean annual precipitation P 
[mm/y] 
1343 1319 1287 2014 
Mean runoff ratio (Q/P) 0.56 0.57 0.38 0.88 
July – September streamflow [mm] (calibration | validation) 
Dry 90 | 86 106 | 94 26 | 24 324 | 307 
Average 125 | 149 202 | 195 54 | 62 417 | 439 
Wet 220 | 228 308 | 451 93 | 187 670 | 810 
Annual runoff ratio (calibration | validation) 
Dry 0.72 | 0.54 0.37 | 0.82 0.41 | 0.41 0.982 | 0.71 
Average 0.55 | 0.43 0.48 | 0.60 0.52 | 0.65 0.66 | 0.63 
Wet  0.56 | 0.54 0.54 | 0.81 0.50 | 0.52 1.322| 0.73 
1 Regime types according to Aschwanden & Weingartner (1985) 170 
2 For Verzasca the calibration years 2011 and 2013 have an unrealistic runoff-rainfall ratio (>0.9) and 171 
were therefore excluded from all simulations (see text). 172 




Figure 1 Map of Switzerland showing the location of the four catchments and the weather 174 
stations used to derive the temperature data. For each catchment, monthly average precipitation 175 
(P), streamflow (Q), temperature (T) and potential evapotranspiration (PET) are shown for the 176 
period 1974-2014, except for Verzasca for which the period 1990-2014 was used. 177 
 178 
2.3 Measured data 179 
Water level and streamflow time series were obtained from the Swiss Federal Office for 180 
the Environment (FOEN). The 10-minute measurements were averaged to obtain hourly water 181 
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level and streamflow time series. Hourly areal precipitation sums were obtained from the 182 
CombiPrecip dataset of MeteoSwiss (Sideris et al., 2014). The data for the years 2011 and 2013 183 
suggest an unrealistic high runoff-rainfall ratio (>0.9) for the Verzasca catchment and were, thus, 184 
excluded from all simulations. A possible reason is that the weather stations are located outside 185 
the catchment and that precipitation is highly variable in this alpine terrain. Furthermore, the 186 
station data used in the CombiPrecip dataset are not corrected for wind undercatch, which can 187 
lead to errors of up to 40 % in winter for windy locations in Switzerland (Sevruk, 1985). 188 
The hourly temperature at the mean elevation of the catchment was calculated from data 189 
from nearby weather stations (see Table 1 and Figure 1) using Thiessen polygons and a lapse rate 190 
of -6 °C per 1000 m. The potential evapotranspiration was calculated using the day of the year, 191 
the latitude and the temperature following the approach of McGuinness & Bordne (1972). We 192 
chose this simple model because more physically based potential evapotranspiration models 193 
would require more input data, which are not available with a satisfying spatial resolution in 194 
alpine terrain.  195 
 196 
2.4 Selection of years for model calibration and validation 197 
To obtain information on the influence of wetness conditions on the value of citizen 198 
science derived WL-class data for model calibration, we selected for each catchment an average, 199 
a dry and a wet year for model calibration and validation. For the average year, we selected the 200 
two years within the 2006-2014 period (the period with available hourly precipitation data at the 201 
time of the study) for which the total summer streamflow (July-September) was closest to the 202 
average summer streamflow for the 1974-2014 period. For the wet and the dry year, we selected 203 
the two years with the highest and lowest streamflow sum during the summer, respectively. For 204 
the calibration, we used the years that were second closest to the average, highest, or lowest 205 
value; for the validation, we used the year that were closest to the average and the years with the 206 
highest and lowest total streamflow during the summer (Table 1). Even though citizen science 207 
projects can obtain long-term data (e.g., the Audubon Christmas Bird Count has collected data 208 
for more than 100 years; Meehan et al., 2019), we wanted to test the value of one year of citizen 209 
science derived WL-class data for hydrological modelling because in reality most studies do not 210 
have time to obtain more extended time series. 211 
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2.5 Synthetic data 212 
2.5.1 WL-class time series 213 
We assume that the water level class observations are made at the catchment outlet. In 214 
order to determine the effect of the number of classes, we split the water level records from the 215 
FOEN into 2 to 10, 15 and 20 classes, resulting in 11 different WL-class time series per 216 
catchment. The WL-classes could, for instance, be obtained from a photograph of the stream 217 
with a sticker of a staff gauge added to it. The case with ten classes corresponds to the “virtual 218 
staff gauge” approach used in the CrowdWater app (Seibert et al., 2019; see example in Figure 219 
2). The class borders were set at equal water level intervals between the 5th and 95th percentile of 220 
the water level record for the period for which the rating curve did not change and included the 221 
calibration years (Table 2). The cumulative frequency distribution of the water levels was 222 
approximately linear between the 5th and 95th percentile for all four catchments. Water levels 223 
below the 5th and above the 95th percentile would likely be below or above the virtual staff 224 
gauges set by the citizen scientists and were assigned to the lowest and highest WL-classes, 225 
respectively (Figure 2 and Figure 3).  226 
  227 




Figure 2 Timeseries of WL-Classes at the Aare river in Zollikofen, Switzerland based on the 229 
virtual staff gauge inserted on the reference picture (left picture in the upper row of the figure), 230 
which can then be used to estimate the water level class at the later dates (other pictures in the 231 
upper row). The entire time series of observations for this location can be found at: 232 
https://www.spotteron.com/crowdwater/spots/141766. Note that this time series illustrates the 233 
water level class data that can be observed by citizen scientists; we did not use this time series in 234 
the modelling described in this study. All photos were taken by Auria Buchs.  235 
236 
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Table 2. The time periods of the water level records that were used to determine the WL-class 237 
boundaries and the dry, average and wet years chosen for model calibration and validation. The 238 
rating curves did not change considerably during the selected time period to determine the WL-239 
class boundaries. 240 
 Murg Guerbe Mentue Verzasca 
Period used for class 
definition 1974-2014 1996-2009* 1974-2014 1990-2013 
Calibration years 
Dry 2013 2011* 2010 2013 
Average 2008 2008 2006 2007 
Wet 2007 2007 2014 2011 
Validation years 
Dry 2009 2013 2009 2010 
Average 2011 2006 2013 2006 
Wet 2014 2014 2007 2008 
* For the Guerbe catchment, the dry calibration (2011) year occurred in a period after the rating curve 241 
changed so that there was a systematic shift in the water level data. Therefore, the class borders were 242 
determined for this period separately. For the validation period, we used streamflow data that were 243 
calculated with an adapted rating curve and therefore did not include this shift.  244 
 245 
2.5.2 Observation scenarios 246 
We created water level and WL-class time series for observation scenarios that differed in the 247 
number of observations and the clustering of the observations throughout the year (Table 3). We 248 
used the same observation scenarios as Etter et al. (2018) for comparability For the Crowd52 and 249 
Crowd12 scenarios, we assigned higher probabilities to periods when people are more likely to 250 
be outdoors (i.e., a higher probability for summer than winter, a higher probability for weekends 251 
than weekdays, and a higher probability outside office hours; see Table 3 in Etter et al., 2018). 252 
This led to a larger number of observations during the summer for the Crowd52 scenario than the 253 
Weekly scenario (median of 33 observations between May and September for Crowd52 vs 22 for 254 
Weekly) and for Crowd12 vs. the Monthly data (median of 8 for Crowd12 vs. 5 for Monthly). In 255 
citizen science projects, the number of contributions will vary but based on our experience in the 256 
CrowdWater project, we assume that these scenarios cover a wide range of plausible cases.  257 
In addition to the scenarios of Etter et al. (2018), we added the daily resolution for comparability 258 
with the results of van Meerveld et al. (2017). Daily data are not likely for citizen science 259 
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projects but near-daily data are possible: in CrowdHydrology 347 observations per year were 260 
made in the location with most contributions (Lowry et al., 2019). The location with most 261 
contributions in CrowdWater receives on average one observation every 1.2 days and in the spot 262 
in Figure 2 there was on average one observation every 3.2 days). The hourly water level data 263 
represent data from a water level logger, while hourly WL-class data could potentially be 264 
obtained from webcam images. 265 
 266 
Table 3 The different scenarios for the temporal resolution of the observations used in this study, 267 
with the number of data points in one year of data (n) 268 
Hourly One data point per hour (8760 ≤ n ≤ 8784, depending on the year) 
Daily One data point every day (365 ≤ n ≤ 366), randomly between 6 am and 8 pm 
Weekly One data point per week, every Saturday, randomly between 6 am and 8 pm 
(52 ≤ n ≤ 53) 
Monthly One data point per month on the 15th of the month, randomly between 6 am 
and 8 pm (n=12) 
IntenseSummer One data point every other day between July and September, randomly 
between 6 am and 8 pm (~15 observations per month, n = 46). 
WeekendSummer One data point each Saturday and each Sunday between May and October, 
randomly between 6 am and 8 pm (52 ≤ n ≤ 54) 
WeekendSpring One data point on each Saturday and each Sunday between March and August, 
randomly between 6 am and 8 pm (52 ≤ n ≤ 54) 
Crowd52 52 data points (in order to be comparable to the Weekly, IntenseSummer, and 
WeekendSpring time series), between 6 am and 8 pm  
Crowd12 12 data points (comparable to the Monthly data), between 6 am and 8 pm  
 269 
2.5.3 Adding errors to the WL-class time series with 10 classes 270 
Citizen-science-derived data likely contain errors. We assessed the typical errors in WL-271 
class observations in a series of field surveys (Strobl et al., 2019a). We analysed 440 estimates of 272 
WL-classes from citizens who compared the water level in the stream that they were looking at 273 
to a photo of the same stream taken at an earlier time with a sticker of a staff gauge with ten 274 
classes added to it (the first photo in Figure 2 shows an example). Nearly half (48 %) of the 275 
participants chose the right class (as determined by experts) and 40 % were off by only one class 276 
(Strobl et al., 2019a). The errors (i.e., the difference between the reported WL-class and the 277 
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actual WL-class as determined by experts) were approximately normally distributed (Figure 3). 278 
We used these discrete class value probabilities to add random errors to each WL-class data 279 
point for the scenarios with 10 WL-classes. The same probability of errors was used for all four 280 
watersheds and years. In addition to this error, hereafter referred to as large error, we also created 281 
two time series with reduced errors to consider possible benefits of training or error-filtering (e.g. 282 
via reassessment of the WL-class data by multiple volunteers based on a comparison of images; 283 
Strobl et al., 2019b): 284 
• Large error: typical errors of citizen scientists, i.e., random errors according to the 285 
normal distribution of errors from the survey of Strobl et al. (2019), as shown in 286 
Figure 3. 287 
• Medium error: random errors according to the normal distribution with the 288 
standard deviation divided by two. 289 
• Small error: random errors according to the normal distribution with the standard 290 
deviation divided by four. 291 
• No error: The ten classes based on water level measurements by the FOEN, which 292 
are considered to be error-free and the benchmark in terms of quality for WL-293 
class data. 294 
295 




Figure 3 Distribution of the errors in the WL-class estimates (i.e., the difference between the 297 
reported WL-class and the actual WL-class, as determined by experts) from field surveys for nine 298 
different locations. The data was obtained from (Strobl et al., 2019a). This distribution was used 299 
to create WL-class time series with large errors.  300 
 
 
Figure 4 Observed streamflow at Mentue in 2014 (grey area), the hourly WL-class time 
series with 10 classes (blue line) derived from continuous water level data, and the 
synthetic data series for the Crowd52 scenario without any errors (blue dots) and large 
errors (orange circles) that were used for model calibration. The error distribution and 
formula used to add errors to the WL-Classes derived from the water level data are given in 
Figure 3. 
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2.6 Model calibration 301 
We calibrated the hydrological model for each of the synthetic data series (nine different 302 
temporal resolutions, three error magnitudes with ten classes, and eleven class sizes without 303 
errors) for each of the three calibration years for each of the four catchments. We also calibrated 304 
the model for the nine different temporal resolutions of the water level data and the hourly 305 
streamflow data for each year and catchment. For the calibration with measured streamflow we 306 
used the overall performance index (POA; Finger et al., 2011). The POA is the mean of the Nash-307 
Sutcliffe efficiency for the streamflow (Nash and Sutcliffe, 1970), the Nash-Sutcliffe efficiency 308 
for the log-transformed streamflow, the mean absolute relative error, and the volume error. For 309 
each calibration with water levels or WL-classes, we optimized the Spearman rank correlation 310 
coefficient (Spearman, 1904) for the relation between the synthetic WL-class data and the 311 
simulated streamflow using a genetic optimisation algorithm (Seibert, 2000). The calibration-312 
ranges for the 16 parameters were based on their typical range and are the same as in Etter et al. 313 
(2018). For each calibration, we used the preceding year as the warm-up period and calibrated 314 
the model 100 times to account for parameter uncertainty. Each model calibration consisted of 315 
3500 model runs and 1000 runs for local optimisation. This resulted in 100 parameter sets for 316 
each of the three hourly streamflow calibrations (dry, average and wet year respectively), each of 317 
the 27 water level simulations (3 years and 9 temporal resolutions), and each of the 378 WL-318 
class simulations (3 years, 9 temporal scenarios, and 3 error magnitudes plus 11 different class 319 
sizes) per catchment, except for Verzasca for which only the average year was used for 320 
calibration (Table 1). For the Crowd52 and Crowd12 datasets different realisations of the 321 
observation times are possible and we, thus, randomly selected different observation times for 322 
each of the 100 calibration trials. For these cases, the spread of the results is, thus, a combination 323 
of parameter uncertainty and observation timing.  324 
The Spearman rank coefficient cannot be computed if the WL-class dataset contained 325 
data for only one class (i.e. due to a low variation in the water level data). This occurred for less 326 
than 1% of all the scenarios studied here. For computation of the Spearman rank coefficient also 327 
for these scenarios, the WL-class for the observation at the time of the highest streamflow was 328 
manually changed to the next (higher) class. 329 
 330 
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2.7 Model validation 331 
For each scenario, we used the 100 calibrated parameter sets to simulate the streamflow 332 
for the validation years. The validation performance was assessed using the overall performance 333 
index POA, as was done for the assessment of the value of uncertain streamflow data by Etter et 334 
al. (2018). We determined the median of the 100 POA values for each scenario and compared it to 335 
the median POA of the validation for the model calibrated with the observed streamflow data, 336 
which was considered the best possible model performance and thus the upper benchmark.  337 
We similarly compared the median model validation performance for the different WL-338 
class scenarios to the median validation performance of the model calibrated with the hourly 339 
water level time series. For each WL-class scenario, we also compared the validation 340 
performance to the validation performance of the model calibrated with water level data with the 341 
same temporal resolution in order to compare the value of citizen science based WL-class data 342 
and citizen science based water level data for model calibration. We used the one-sided paired 343 
Wilcoxon test to determine if the median model validation performance for the calibration with 344 
WL-class data was significantly worse than the validation performance for the model calibrate 345 
with the measured water level data. If there is not significant difference, then more easily 346 
scalable methods that do not require the installation of sensors, such as virtual staff gauges, are 347 
equally useful for model calibration as physical staff gauges. If the performance is significantly 348 
worse, it might be useful to invest in the installation of an actual staff gauge and have citizens 349 
report the water level from this staff gauge (Table 4). 350 
The lower benchmark was defined as a situation were no streamflow, water level or WL-351 
class data is available for model calibration. In wet environments, random parameters can result 352 
in surprisingly good model performance as long as the model reproduces the water balance. 353 
Therefore, the lower benchmark serves as the minimum model performance that can be expected 354 
based on the water balance alone (Seibert et al., 2018). Thus for the lower benchmark, we used 355 
the median performance of 1000 generated streamflow time series generated from the 356 
precipitation and temperature data in the validation period based on 1000 parameter sets that 357 
were selected randomly from the parameter ranges. We then compared the median validation 358 
performance of the models calibrated with streamflow, water level or WL-class data to the 359 
median model validation performance for the 1000 random parameter sets. We tested whether 360 
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the median model validation performance of the WL-class scenarios (for all nine calibration and 361 
validation year combinations for all four catchments) was significantly better than the median 362 
validation performance for the random parameters using the one-sided paired Wilcoxon test. We 363 
considered the dataset useful for calibration when the median validation performance was 364 
significantly better than for the random parameters (Table 4).  365 
To determine the significance of differences in the median validation performance for the 366 
different observation scenarios (i,e., different temporal resolutions) but the same number of WL-367 
classes and error category, we used a Kruskal-Wallis test with the Dunn Bonferroni post hoc test 368 
with adjusted p-values for multiple comparisons (Bonferroni, 1936; Dunn, 1959).  369 
 370 
Table 4 Overview of the different model validation comparisons used to evaluate the value of 371 
crowdsourced WL-class data. For each comparison the median validation performances were 372 
compared using the one-sided paired Wilcoxon test. Significant differences are indicated by 373 
filled squares in Figure 5 andFigure 6. 374 
Validation performance for 
calibration using WL-class 
data vs 
Statistically significant difference in median POA value indicates: 
Hourly streamflow data  
(upper benchmark) 
A gauging station is more useful for model calibration than citizen 
science derived WL-class data using a virtual staff gauge  
Hourly water level data Installation of a water level recorder is more useful for model 
calibration than a virtual staff gauge that citizen scientists can use to 
determine the WL-class  
Water level scenarios Installation of a staff gauge from which citizens can read water levels 
is more useful for model calibration than a virtual staff gauge to 
determine the WL-class  
Random parameter sets  
(lower benchmark) 
Citizen science derived WL-class data have added value for model 
calibration 
  375 
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3 Results 376 
3.1 Model performance for calibration based on hourly data 377 
In general, the HBV model was able to reproduce the observed streamflow reasonably 378 
well when it was calibrated using the hourly streamflow data (upper benchmark). The median 379 
POA value for these calibrations was 0.82 (range: 0.66-0.88, with the lowest value for the 380 
calibration of the Guerbe for a dry year). The simulations for the validation period were not as 381 
good with a median POA of 0.64 (range: 0.19–0.83). The lowest validation POA value was for the 382 
Guerbe catchment when it was calibrated for the dry year and validated for the wet year (Table 383 
5). These years had very different runoff-ratios (0.37 for the dry calibration year and 0.81 for the 384 
wet validation year; Table 1). The median validation performance (for all combinations of 385 
calibration and validation years) was also worst for the Guerbe catchment (POA = 0.55, range of 386 
other catchments 0.64 to 0.80; Table 5). 387 
 388 
Table 5 Median validation performance (i.e., median POA values for the 100 parameters) for the 389 
different calibration and validation years when the model was calibrated with hourly streamflow 390 
data (upper benchmark). 391 











(of all year 
combinations) 
Murg 0.71 0.76 0.74 0.58 0.59 0.56 0.79 0.78 0.80 0.74 
Guerbe 0.35 0.51 0.57 0.63 0.75 0.77 0.19 0.36 0.55 0.55 
Mentue 0.40 0.41 0.23 0.64 0.64 0.75 0.66 0.65 0.73 0.64 
Verzasca 0.63* 0.83 0.48* 0.52* 0.78 0.47* 0.65* 0.80 0.68* 0.80 
* These years had a runoff rainfall ratio >0.9 (see Table 1) and were not included in any of the other 392 
results. 393 
 394 
The median validation result of all model simulations based on model calibration using 395 
hourly water level data (median: 0.52; range: -0.39 to 0.78) was significantly worse than for the 396 
calibration with the hourly streamflow data (p < 0.001; Figure 5). The use of hourly water level 397 
data for model calibration caused the most noticeable decline in the median model validation 398 
performance for the Guerbe (POA relative to the upper benchmark: 0.45, range for the other 399 
catchments 0.75-0.92).  400 
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Calibration based on the hourly WL-class data led to a significantly worse median 401 
validation performance than calibration using streamflow data, regardless of the number of WL-402 
classes (2-20 classes, all p<0.001). However, for the case without errors, the performance of the 403 
model calibrated with hourly WL-class data was not significantly worse than when the hourly 404 
water level data (i.e., hourly) were used for calibration, except for the case with ten classes due 405 
to outliers (see white squares in the second row on the top of Figure 5). 406 
 407 
3.2 Effect of the number of observations and WL-classes (no-error case) 408 
In general, the model validation performance was poorer when the model was calibrated 409 
with fewer water level or WL-class observations. Overall, the dataset with 52 crowdsourcing-like 410 
observations (Crowd52) led to the best model validation performance of all datasets with on 411 
average one observation per week. The scenario with two observations each weekend between 412 
March and August (WeekendSpring) and the scenario with regularly spaced weekly observations 413 
(Weekly) led to the next best model performance. Although the median validation performance 414 
for the models calibrated with the WeekendSpring data was always higher than for the model 415 
calibrated with observations each weekend from May to October (WeekendSummer), or every 416 
other day from July to September (IntenseSummer) (Figure 4), this difference was not 417 
statistically significant according to the Dunn-Bonferroni test (adjusted p-values were all >1.0).  418 
As one would expect, the model validation performance decreased slightly when the 419 
number of WL-classes decreased, but the effect depended on the temporal resolution of the data 420 
used for calibration (Figure 5). For two water level classes, only the scenarios Hourly, Daily and 421 
Crowd52 led to similar model validation performances as the continuous water level data. For all 422 
other scenarios, performances were significantly worse (p ≤ 0.03). 423 
When daily WL-class data were used, the model validation performance was only for the 424 
cases with 15 and 20 classes significantly worse than the performance of the model calibrated 425 
with continuous water level data (p-values = 0.03 and 0.02, Figure 5). This was largely due to 426 
two outliers in both cases in the Guerbe catchment with POA-values between -0.18 and -0.4 or 427 
scores relative to the POA of the upper benchmark between -0.5 and -1.9. The validation 428 
performance of the model calibrated with the temporally discontinuous Crowd52 water level or 429 
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WL-class datasets was never significantly worse from the validation performance of the model 430 
calibrated with the continuous water level data. The validation performance of the scenario 431 
focused on summer (IntenseSummer) was not significantly worse than the validation 432 
performance of continuous water level data if five or more WL-classes were used. The median 433 
model validation performance for the scenario with two observations each weekend between 434 
March and August (WeekendSpring) with 3, 4, 6, 15, and 20 WL-classes was not significantly 435 
different (p-values: 0.05-0.08) to the performance of the model calibrated with the hourly water 436 
level data either. This was also the case for the observations every other day between July and 437 
September (IntenseSummer) with at least 5 WL-classes (p-values: 0.06-0.27). For all the other 438 
scenarios the model validation performance was significantly worse than for the calibration with 439 
continuous water level data (see black squares in the second row above the main plot in Figure 440 
5).  441 
Calibration with discontinuous WL-class data led in only very few cases to a significantly 442 
poorer model performance than calibration with temporally discontinuous but precisely 443 
measured water level data: the Crowd12 scenario regardless of the number of WL-classes, the 444 
Monthly scenario with 2, 4, and 9 classes, and the Crowd52, WeekendSpring, WeekendSummer 445 
and IntenseSummer scenario with two classes (see black squares in first row above Figure 5).  446 
The validation performance for the model calibrated with the Hourly, Daily and Crowd52 447 
datasets was always better than the lower benchmark. However, monthly WL-class data 448 
(Monthly) never improved the validation performance compared to the lower benchmark (Figure 449 
5). For five or fewer classes, there were more scenarios for which the model did not perform 450 
significantly better than the lower benchmark, e.g., the Weekly, Crowd12, WeekendSpring, 451 
WeekendSummer and IntenseSummer scenarios. However, the p-values were close to 0.05 and 452 
therefore the significance test results differed for the different number of WL-classes. The model 453 
performance for the IntenseSummer and WeekendSpring scenarios did not systematically 454 
improve with an increasing number of classes, hence model performance for these scenarios was 455 
best when eight or nine WL-classes were used. 456 




Figure 5 Box plots of the validation performance of the HBV-model calibrated with synthetic WL-class data (different temporal 458 
resolutions and different numbers of WL-classes) relative to the performance of the model calibrated with hourly streamflow data. The 459 
lower benchmark (in grey) represents the median performance of the model run with 1000 randomly selected parameter sets. The grey 460 
background shading highlights the scenarios for which the median model performance was not significantly better than for the lower 461 
benchmark. The filled squares at the top of the graph indicate cases where the median validation performance for the model 462 
calibrated with WL-class data was significantly worse compared to the calibration with water level data with the same temporal 463 
resolution (top row) and compared to the calibration with continuous (hourly) water level data (second row); empty squares indicate 464 
no statistically significant difference based on the one-sided paired Wilcoxon test. All scenarios led to a significantly worse model 465 
validation performance than calibration with continuous streamflow data. The WL-classes were equally sized and assumed to be error 466 
free. The box extends from the 25th to 75th percentile and the whiskers extend to the 10th and 90th percentile. The black line inside the 467 
box represents the median. Numbers at the bottom indicate outliers with a relative Poa<0.00.  468 
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3.3 Effect of errors in WL-class estimates with ten classes 469 
Including errors in the WL-class data resulted in only a minor decrease in the overall 470 
model validation performance. This effect was particularly small compared to the effect of the 471 
temporal resolution of the data used for model calibration (Figure 6). For all Hourly, Daily, 472 
Crowd52, Crowd12, and the WeekendSpring cases with ten WL-classes, the model validation 473 
performance was better than the lower benchmark, even when large errors were included in the 474 
calibration data (Figure 6). The effect of errors on model validation performance was most 475 
substantial for calibration with the Weekly and IntenseSummer datasets for which the scenarios 476 
with medium and large errors were not significantly better than the lower benchmark. The 477 
addition of medium or large errors also caused the validation performance for the model 478 
calibrated with the IntenseSummer data to become significantly worse than the model calibrated 479 
with continuous hourly water level data (Figure 6). The performance of the model calibrated 480 
with the Daily data also became only significantly worse than the model calibrated with 481 
continuous water level data when small or medium errors were included. The model validation 482 
performance for calibration with Hourly and Crowd52 WL-class data was not significantly worse 483 
than the validation performance for calibration with continuous water levels, even with large 484 
errors (Figure 6).  485 
The median validation performance of the model calibrated with the discontinuous WL-486 
class data remained similar to the performance of the model calibrated with discontinuous water 487 
level data, except for Crowd12 and Hourly WL-classes (again due to the large outliers in the 488 
Guerbe catchment) for which the calibration with WL-class data with errors led to a significantly 489 
worse validation performance than calibration with discontinuous water level data. 490 




Figure 6 Box plots of the model validation performance of the HBV-model calibrated with water 492 
level data with different temporal resolutions and the synthetic WL-class data (ten equal sized 493 
classes) with different temporal resolutions and different errors, relative to the validation 494 
performance of the model calibrated with hourly streamflow data (upper benchmark). The lower 495 
benchmark shown (in grey) is the median validation performance of the model run with 1000 496 
random parameters. The grey shading indicates a median model performance that is not 497 
significantly better than the lower benchmark (p>0.05). The filled black squares at the top of the 498 
graph indicate cases where the median validation performance for the calibration with WL-class 499 
data is significantly worse than the calibration with water level data with the same temporal 500 
resolution (top row) and compared to continuous water level data (second row); empty squares 501 
indicate no statistically significant difference based on the one-sided paired Wilcoxon test.  502 
 503 
3.4 Effects of variability in WL-class data on model performance 504 
For the Crowd52 scenarios, there were 100 realisations for every catchment and year. 505 
This allowed us to explore the effect of the distribution of the WL-class observations on model 506 
performance. For the wet years with more streamflow in summer, there was a more balanced 507 
distribution of data points across the classes than for the dry years. For the wet years, 14% of all 508 
data points were in the lowest class, 19% in the second class, and 22% in the third class when ten 509 
WL-classes were used. The corresponding numbers were 20, 24 and 17% for the average year 510 
and 45, 16 and 14% for the dry years. For the Crowd52 scenario with ten classes and no errors, 511 
the median validation performance for parameter sets obtained by calibration with data from the 512 
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wet year (median POA = 0.54) and the average year (median POA = 0.56) were significantly better 513 
than for the calibration with data from the dry years (median POA = 0.44, both p ≤ 0.001).  514 
We also compared the model validation performance of Crowd52 scenarios for WL-class 515 
data based on 10 classes and without errors with a different number of observations in classes 1 516 
and 2 (i.e. observations during baseflow conditions). If more than half of the observations were 517 
in classes 1 or 2, model validation performance was significantly worse than if there were 518 
relatively fewer observations for classes 1 and 2 (and thus more observations for classes 3-10). 519 
This indicates that the model performance increases when there are more observations for the 520 
higher WL-classes. However, for the Crowd52 scenario, there was no correlation between the 521 
variance in WL-classes used for calibration and model validation performance for the resulting 522 
100 calibrated parameter sets (adjusted r-squares all ≤0.01). This is likely due to the large 523 
variability in the individual parameter sets and their effect on model performance because for the 524 
Crowd52 scenario only one parameter set was obtained for each observation scenario. 525 
 526 
4 Discussion 527 
With this study, we extended our understanding of the value of uncertain data for 528 
hydrological model calibration. The usefulness of WL-class data for model calibration was 529 
shown earlier for continuous WL-class data for a large number of catchments in the US by van 530 
Meerveld et al. (2017). Here we show that even discontinuous WL-class data are useful for 531 
model calibration. We used the HBV model for the analyses but argue that the findings would be 532 
similar for other bucket-type hydrological models. For physically-based spatially distributed 533 
models that are used without calibration, WL-class data might still be useful for model 534 
evaluation. The results are likely different for arid regions, where rivers only flow at certain 535 
times of the year, as Seibert & Vis (2016) showed that model parameterizations based on 536 
calibration against water level data were less suitable to simulate streamflow for arid regions 537 
than for humid regions.  538 
 539 
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4.1 Value of WL-class data for hydrological model calibration 540 
Usually hydrological models are calibrated using streamflow data derived from water 541 
level measurements and a rating curve. In practice, this is the most expensive method to obtain 542 
stream-related data but it also leads to the best validation results (which is why we consider this 543 
the upper benchmark). Continuous water level measurements are easier to obtain; water level 544 
loggers have become cheaper and can now easily store a year of data. However, the installation 545 
of water level loggers still requires some investment and maintenance, particularly in steep 546 
mountainous terrain where the stream channel may change frequently due to scour and 547 
deposition. The different temporal observation scenarios with precise water level data represent 548 
the case when a physical staff gauge is placed in a stream and passers-by read the level and 549 
transmit their observation, as it is for example done in the CrowdHydrology project (Lowry & 550 
Fienen, 2013), Cithyd (www.cithyd.com; Balbo & Galimberti, 2016) and a project in Kenya 551 
(Weeser et al., 2018).  552 
The median validation performance for the models calibrated using WL-class data was 553 
worse than for the model that was calibrated using streamflow data but as good as using water 554 
level data with the same temporal resolution. Even for the realistic citizen science scenario 555 
Crowd52, the validation performance was not significantly worse than when hourly water level 556 
data that are recorded with a water level logger are used for calibration. These results suggest 557 
that while traditional streamflow measurements are most informative for hydrological model 558 
calibration and continuous hourly water level data certainly have their value, observations of 559 
WL-classes, e.g., based on virtual staff gauges (Seibert et al., 2019), are also valuable for model 560 
calibration and can lead to reasonable streamflow simulations when streamflow data are not 561 
available. Model calibration with WL-class data can be used to transform the measured WL-562 
classes into streamflow time series and, thus, be used to derive useful information, such as 563 
hydrologic signatures (e.g., runoff-rainfall ratios). The use of regionalized parameter values 564 
(Andréassian et al., 2014) would be an alternative approach to derive streamflow estimates for 565 
ungauged basins. This approach, however, is also subject to uncertainties as the transfer 566 
functions will only be approximations (Hundecha et al., 2002). This was therefore not part of this 567 
study but it raises the interesting question whether a few water level class observations can 568 
improve regionalized parameter sets for areas where there are no other streamflow data.  569 




4.2 Effects of timing of the WL-class observations and errors on model performance 571 
The number of observations and the timing of the observations in the year had a larger 572 
influence on model performance than errors in the WL-class observations. Errors generally had 573 
the largest effect on model performance when few observations were available for calibration, as 574 
was the case for the Monthly and the Crowd12 scenarios (Figure 6). Compared to the effect of 575 
errors in streamflow estimates on model validation performance (Etter et al., 2018), the effect of 576 
errors in the WL-classes was minor. This can be explained by the fact that there are no extreme 577 
outliers in the WL-class data and that the errors in the WL-class estimates are smaller than those 578 
for streamflow estimates (Strobl et al., 2019a). Even for the large error case, 48 % of the 579 
observations were in the correct class and 88 % of the observations were within ±1 class of the 580 
correct class (Strobl et al., 2019; Figure 3).  581 
 Although there was a general trend of increasing model performance with an increasing 582 
number of observations, the timing of the observations within the year also had a substantial 583 
effect on model performance. The validation performance for the model calibrated with 584 
Crowd52 data (i.e., with more observations in summer) was comparable to the performance of 585 
the model calibrated with hourly water level data, regardless of the number of classes. On the 586 
other hand, the model validation performance of the model calibrated with Weekly data was 587 
significantly worse than the performance of the model calibrated with hourly water level data, 588 
even when using 20 water level classes. This is contrary to the results for uncertain streamflow 589 
observations of Etter et al. (2018), where Weekly data resulted in a better model validation 590 
performance than Crowd52 data. For WL-class estimates, it is probably beneficial to obtain 591 
observations that cover a larger variation in streamflow magnitudes than for streamflow directly 592 
because it takes a relatively large change in the actual water level (and thus also streamflow) to 593 
change one WL-class. More variations in streamflow occur more often during wet years with 594 
higher flows, leading to the significantly better validation performance for the wet or average 595 
years compared to the dry years for the Crowd52 dataset. A denser sampling strategy during 596 
summer is also more likely to catch more of the variation in streamflow, leading to the better 597 
model validation performance for the model calibrated with Crowd52 data compared to Weekly 598 
data and for the IntenseSummer data (with observations every other day during June, July and 599 
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August) compared to WeekendSummer data. This also explains why the IntenseSummer scenario 600 
led to a similar performance as WeekendSpring, even though that scenario covers more 601 
streamflow variation during spring. The median model validation performance for the calibration 602 
with the WeekendSpring data was higher than for the WeekendSummer data and comparable (i.e., 603 
not significantly worse) to the validation performance of the model calibrated with the hourly 604 
water level data, while calibration with the WeekendSummer data led to a significantly worse 605 
model performance than when hourly water level data were used for calibration.  606 
4.3 Influence of the number of WL-classes on model performance 607 
The staff gauges in the survey of Strobl et al. (2019) had ten classes and, thus, the errors 608 
used in this study are typical for staff gauges with ten classes. However, in practice fewer classes 609 
will be used for many locations as the virtual staff gauges that are inserted in the pictures are 610 
often too large, so that it is unlikely that the water level will reach the highest classes (Seibert et 611 
al., 2019). Our results indicate, however, that even when the water level fluctuates in only two or 612 
three classes, such data can be informative for model calibration if there is on average at least 613 
one observation per week. The influence of errors on such observations might, however, be 614 
larger than when all ten classes are used (although the chances for large observation errors are 615 
likely smaller for very large virtual staff gauges). 616 
The benefit of using more than four to five WL-classes (depending on the scenario) for 617 
model calibration was negligible. This is roughly in line with the findings of van Meerveld et al. 618 
(2017), who showed for continuous WL-class data for about 600 catchments in the US that there 619 
was hardly any improvement in model performance if more than five WL-classes were used. 620 
However, the observation scenario affects this result, e.g., for the Weekly scenario the results 621 
tended to be more stable when ten classes or more were used (Figure 5). However, the results of 622 
the scenarios with observations during summer (WeekendSummer and IntenseSummer) suggest 623 
that in terms of model performance it is not necessarily helpful to have more WL-classes. 624 
Especially in summer, when extended periods of low flows can be expected, eight to ten classes 625 
might provide the model enough degrees of freedom to perform well in a validation year that is 626 
different from the calibration year, whereas more WL-classes can lead to overfitting of the model 627 
to the calibration period. During periods of low flow, the water level will vary across more 628 
classes when more classes are used (and individual WL-classes are thus smaller), which might 629 
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lead to overfitting of the model for that particular year and result in calibrated parameter sets that 630 
do not perform well during other years. 631 
4.4 Implications for citizen science projects 632 
For citizen science projects, where the data quality often is an important issue (Show, 633 
2015), clear and straightforward procedures help to ensure good data quality (Cohn, 2008). 634 
Based on the results of this study, a simple approach using a virtual staff gauge with ten classes 635 
(as implemented in the CrowdWater app; Seibert et al., 2019) can provide data that are useful for 636 
model calibration. The WL-class estimates seem to be superior for citizen science projects than 637 
streamflow estimates as indicated by the significantly better model performance of the Crowd52 638 
and WeekendSpring data sets compared to the calibration using random parameters, even when 639 
the errors in the observations were large. This was not the case for streamflow estimates, for 640 
which large errors hampered the usefulness of the data for model calibration (Etter et al., 2018). 641 
The lack of an increase in model performance for most scenarios when more than four to 642 
five WL-classes were used indicates that the exact number of WL-classes does not significantly 643 
impact model calibration if at least four to five WL-classes are used. It also suggests that model 644 
performance should not be impacted dramatically if citizen scientists do not perfectly place the 645 
virtual staff gauge in the CrowdWater app so that the water level fluctuations do not cover all 646 
classes, as long as the water level fluctuates over at least four classes. In some cases, even fewer 647 
classes might be sufficient, especially if there is on average more than one observation per week, 648 
which is not unlikely when dedicated volunteers submit observations (Lowry et al., 2019).  649 
More observations at higher flows and therefore higher WL-classes improved the model 650 
performance. Based on the significantly worse model performance for the Crowd52 scenarios for 651 
which the percentage of observations during baseflow conditions was larger than 50 % compared 652 
to scenarios for which this was less, we conclude that it is beneficial to encourage observations 653 
during times with larger water level fluctuations. This finding was also supported by the better 654 
model performance for the model calibrated with the Crowd52 data for wet or average years 655 
compared to dry years. This is also the case when physical staff gauges (instead of virtual staff 656 
gauges for WL-class observations) are used. For some streams, particularly those with a flashy 657 
response, it may be difficult to get observations at high flow conditions because people are less 658 
likely to be outside and willing to stop to submit an observation. For other streams, this is 659 
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possible, particularly when dedicated volunteers contribute regular observations because the high 660 
water levels are also very interesting for them (see example in Figure 3). A larger number of 661 
observations during these high flow periods can be obtained by sending push-messages if there is 662 
an app, text messages, e-mails or social media posts.  663 
Although the differences in model validation performance for the discontinuous water 664 
level and WL-class data were in most cases not statistically significant (Figure 5 Figure 6), there 665 
are advantages and disadvantages for both methods. The advantage of a real staff gauge is that 666 
citizens who pass by a location of interest may notice the staff gauge and are more directly 667 
invited to participate in the project. With the virtual staff gauge approach, this is not the case for 668 
people who have not installed the app yet (or haven't looked at the map of existing observation 669 
sites). Signpost to encourage participation could be used to highlight the virtual staff gauge site 670 
but this requires additional effort (for the project administrators to install the sign and for the 671 
citizen scientists to first download the app). Another advantage of a physical staff gauge is that at 672 
locations where the streambed doesn't change, the water level observations could be transformed 673 
to streamflow once a rating curve is available for that location. This is also possible for the WL-674 
class data but of course results in an upper and lower bound of the streamflow for each WL-class 675 
observation (Strobl et al., 2019a). When the riverbed changes drastically either a new (virtual) 676 
staff gauge needs to be ‘installed’ or the timeseries need to be considered separately. In case the 677 
data are used for model calibration, the alternative (though less preferable option) might be to 678 
use different parameter sets for the different periods.  679 
The advantage of the virtual staff gauge approach is that it is easily scalable because only the 680 
citizen scientist needs to be at the location to set up a station and no equipment, permission and 681 
local maintenance are required (Seibert et al., 2019). Of course, the use of an app, text messages 682 
or even paper forms and mailboxes, can also be combined. From a data quality perspective, the 683 
advantage of a virtual staff gauge approach to collect WL-class data using an app (e.g., the 684 
CrowdWater app) is that observations can be stored offline if no cellular network connection is 685 
available and can be uploaded later. Furthermore, the observations come with a picture of the 686 
situation, which allows some form of checking the data quality and allows further analysis using 687 
image recognition techniques. This is also possible for water level observations at real staff 688 
gauges but when only text messages are sent, the recipient must trust the sender that the water 689 
level reading and the time of the observation are correct.  690 
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5 Conclusions 691 
We studied the potential value of water level (WL)-class data that can be collected in 692 
citizen science projects for hydrological model calibration. Such data will be irregular in time, 693 
affected by errors and less precise than water level data. Our findings show that citizen science 694 
approaches to collect water level data using virtual or physical staff gauges with a few classes or 695 
precise markings are a promising way to obtain useful data for hydrological modelling in data-696 
scarce catchments. 697 
The results from the synthetic datasets indicated that time series with on average one 698 
WL-class observation per week over a one-year period provides valuable information for 699 
calibration of a lumped bucket type model if there are four or more classes. Typical errors in the 700 
WL-class estimates for citizen science projects (Strobl et al., 2019) did not impact model 701 
performance considerably. Although the validation performance of the model calibrated with 702 
synthetic WL-class data with realistic frequencies for citizen science projects was not as good as 703 
when streamflow data were used for calibration, the performance was comparable to calibration 704 
with data collected with water level loggers or physical staff gauges with precise markings. The 705 
WL-class observation approach has the advantage of being easier to implementation and more 706 
scalable because it does not require any physical installations (and, thus, no special equipment, 707 
permits or maintenance).  708 
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7 Shared data 718 
 The streamflow and water level data used for this study were obtained from the Swiss 719 
Federal Office for the Environment (FOEN); the station numbers are given in Table 1. The 720 
weather data were obtained from MeteoSwiss. The data repository for this study (Etter et al., 721 
2019) contains the streamflow data from the FOEN for the selected calibration and validation 722 
years, the water level data, and WL-class data for all error types and observation scenarios, the 723 
model input and output files, the table with the parameter ranges, and the R-scripts. 724 
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