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Abstract. We consider a semilinear elliptic equation in a bounded do-
main with zero boundary conditions. The nonlinearity is discontinuous
and monotone, but it is not a Carathe´odory’s function. The existence
theorem has been proved.
1. Main Theorem
Let M ⊂ Rm be a bounded open domain with smooth boundary ∂M .
The space Rm is equipped with standard Lebesgue measure.
(A) Let f : M × R → R be a Borel measurable function such that for all
x ∈M and for any y ≤ y′ one has
f(x, y) ≤ f(x, y′).
(B) Assume that for any constant c > 0 there is a constant νc so that
sup{f(x, y) | |y| ≤ c, x ∈M} ≤ νc.
(C) There exists a constant a such that for all (x, y) ∈ M × R one has
a ≤ f(x, y).
(D) Suppose that a problem
−∆ξ = f(x, 0), ξ(∂M) = 0
has a solution ξ ∈ H10 (M) and ξ(x) ≤ 0 almost everywhere. This
condition is surely satisfied provided f(x, 0) ≤ 0 a. e. (See Proposition
1 below.)
Remark 1. By standard properties of the Laplace operator, from (D) it
follows that ξ ∈ H2,p(M) for all p > 1 and thus by the embedding theorem
ξ ∈ C(M).
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Consider the following problem
−∆u = f(x, u), u(∂M) = 0. (1.1)
Theorem 1.1. Problem (1.1) has a solution
u ∈ H10 (M)
⋂
L∞(M).
Remark 2. This immediately implies that u ∈ H2,p(M) for any p > 1.
Example 1. Condition (A) is essential. Indeed, introduce a function
g(u) =
{
1, u < 0
−1, u ≥ 0
.
Then problem
−uxx = g(u), u(0) = u(1) = 0
does not have a solution in H10 (0, 1).
Example 2. Condition (C) is essential. Indeed, the problem
−uxx = λ(u
3 − 1), u(0) = u(1) = 0
does not have a solution in H10 (0, 1) provided λ > 0 is sufficiently large.
Example 3. Condition (D) is essential. The problem
−uxx = λe
u, u(0) = u(1) = 0
does not have a solution in H10 (0, 1) provided λ > 0 is sufficiently large.
2. Proof of Theorem 1.1
The set L∞(M) is partially ordered by the relation f(x) ≤ g(x) almost
everywhere, f, g ∈ L∞(M). Denote this partial order by f ≪ g.
Lemma 2.1. Let C ⊂ L∞(M) be a chain. Suppose this chain is bounded
from below by a constant c3 i.e. for each g ∈ C one has c3 ≪ g.
Then there exists a function ψ ∈ L∞(M). such that
(I) for any u ∈ C the estimate ψ ≪ u holds,
(II) if a function w ∈ L∞(M) is such that for any u ∈ C we have w ≪ u
then w ≪ ψ,
(III) there exists a sequence w1 ≫ w2 ≫ . . . , wi ∈ C such that wi → ψ
a. e.
Proof. The set C ⊂ L1(M) is separable with respect to L1−norm as a subset
of a separable space. Let V = {vn}n∈N be a dense set in C, V ⊆ C.
Introduce a sequence wn as follows. Find an element vk1 such that vk1 ≪
v1 and put w1 = vk1 . Then find element vk2 such that vk2 ≪ v1, vk2 ≪ v2
and vk2 ≪ w1 then put w2 = vk2 . Then find vk3 so that
vk3 ≪ v1, vk3 ≪ v2, vk3 ≪ v3
and vk3 ≪ w2 , put w3 = vk3 , and so on.
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We have obtained sequence {wn} ⊆ C with the following properties
wk ≪ vj, wk+1 ≪ wk, j = 1, . . . , k, k ∈ N.
The sequence {wn} is decreased and it is bounded from below, so it is
convergent a. e. to a function ψ ∈ L∞(M). We show that this ψ is the
function we are looking for.
Item (II) of the Lemma is clear. Indeed, the function w satisfies the
relation w ≪ wn. Passing in this formula to limit as n→∞ , for almost all
x ∈M we obtain w(x) ≤ ψ(x).
To prove (I) assume the converse: there exists a function u ∈ C such that
u(x) + c1 ≤ ψ(x) for almost all x ∈ D ⊆M, µ(D) > 0 and for some fixed
constant c1 > 0. Here µ is the standard Lebesgue measure in R
m.
Take a subsequence {v′n} ⊆ {vn} such that v
′
n → u in L
1(M). This implies
that there exists a subsequence {v′′n} ⊆ {v
′
n} such that v
′′
n → u a. e. in M .
By the Egorov Theorem this implies that for any ε > 0 there exist a set
Q ⊂M, µ(M\Q) < ε such that v′′n → u uniformly in Q.
Under suitable choice of the constant ε we have µ(P ) > 0, P = Q ∩D.
And for almost all x ∈ P it follows that v′′n + c1/2 ≤ ψ if only n is large
enough.
Since ψ(x)≪ vn(x), n ∈ N , we get a contradiction.

Denote by (−∆)−1h the solution of the problem
−∆w = h ∈ L∞(M), w
∣∣
∂M
= 0.
Let us recall a version of the maximum principle.
Proposition 1 ([1]). Let v ∈ H1(M) and ∆v ≥ 0.
If v(x) ≤ 0 for almost all x ∈ ∂M then inequality v(x) ≤ 0 holds a.e. in
M .
Introduce an operator
G = (−∆)−1f : L∞(M)→ H10 (M).
Remark 3. Proposition 1 implies that the mapping (−∆)−1 : L∞(M) →
H10 (M) is not decreased with respect to the relation ≪. If u ≪ v then
(−∆)−1u≪ (−∆)−1v.
The operator G is also not decreased in the same sense.
Introduce a set
W = {u ∈ L∞(M) | G(u)≪ u}.
Lemma 2.2. The following assertions hold.
(i) The set W is nonvoid.
(ii) The set W is bounded from below: there exists a constant c2 such that
c2 ≪ u for all u ∈W .
(iii) The map G takes W to itself.
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Proof. To prove Item (i) observe that by (D) and (A) we have f(x, ξ(x))≪
f(x, 0). Then by Remark 3 one obtains G(ξ)≪ ξ. Consequently, ξ ∈W .
Consider item (ii). By Proposition 1 and due to (C) for any function
u ∈W we have
(−∆)−1a≪ G(u)≪ u. (2.1)
The function λ(x) = (−∆)−1a is smooth and thus it has minimum in M :
c2 = inf
x∈M
λ(x).
From formula (2.1) it follows that G(u) ∈ L∞(M) for all u ∈W .
To prove item (iii) it just remains to observe that
G(G(u)) ≪ G(u), u ∈W.

By using the Zorn Lemma we show that W has minimum. Take a chain
C ⊆W . By Lemma 2.1 this chain has a lower bound ψ.
The function ψ belongs to W . Indeed, by Lemma 2.1 we have estimates
G(ψ)≪ G(wn)≪ wn.
For almost all x ∈M pass to the limit as n→∞ and get G(ψ)≪ ψ.
Thus the set W has minimum, denote this minimum by p(x) ∈W . Since
G(p) ≪ p we have G(p) = p. This fixed point p is the desired solution to
system (1.1).
The Theorem is proved.
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