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Ates JFPC 2005IGC : Une nouvelle onsistane partielle pourles CSPs ontinusGilles Chabert Gilles Trombettoni Bertrand NeveuPROJET COPRIN I3S-INRIA-CERTIS2004 route des Luioles06902 Sophia Antipolis, FRANCE(habert|trombe|neveu)sophia.inria.frRésuméDans et artile, nous proposons une nouvelle lassede onsistanes partielles sur les CSPs ontinus, jusque-là ignorée. Cette approhe est motivée par le aratèreinfrutueux des algorithmes de propagation de type AC3onçus pour des problèmes disrets, et appliqués telsquels en domaine ontinu, 'est à dire ave la même no-tion de support (au sens des valeurs réelles). Nous don-nons une nouvelle dénition, elle de support-intervalle,oïnidant ave une autre abstration du problème, etdélinons plusieurs propriétés des CSPs liées à ette dé-nition. Nous montrons que seule l'une d'elles (IGC)semble exploitable, et qu'il est possible à partir de l'al-gorithme de base AC3 de l'obtenir, moyennant le reoursà des ROBDD (redued ordered binary deision dia-grams), au lieu de simples intervalles, pour la représen-tation des domaines.1 IntrodutionLa programmation par ontraintes en domaineontinu est une disipline qui s'attahe à résoudredes problèmes numériques en utilisant une approhe"ontraintes". L'une des voies de reherhe onsisteà transposer des tehniques de ltrage de CSPs dis-rets en des tehniques de ltrage de CSPs ontinus.Cet artile s'intéresse à la plus lassique d'entre elles,l'ar-ohérene.Dans ette optique, plusieurs travaux ont déjà étémenés, notamment eux d'Hyvönen [7℄, Lhomme [8℄,Faltings [5℄ et Benhamou [1℄. En général ils ont aboutià la onlusion suivante : Si AC3 s'avère eae, sonpendant en domaine ontinu ne l'est plus du tout. Lefait que la omplexité soit polynomiale en le nombrede valeurs du domaine ne peut plus être aepté siette borne est atteinte en pratique, ar la disrétisa-tion implique rapidement un nombre trop important
de valeurs. Le moyen lassique de pallier ette inadé-quation aux valeurs réelles onsiste à limiter le ltrageaux bornes des domaines. La propriété obtenue s'ap-pelle la 2B-ohérene. Nous proposons ii une autreapprohe.A partir d'observations sur un exemple, nous in-troduisons une ohérene partielle plus forte, nomméeIGC, qui permet de déeler dans la boule de propa-gation des blos de valeurs (sous forme d'intervalles)ne ontenant auune solution. Cette ohérene reposesur une autre vision du problème : un graphe où lesintervalles forment les sommets et où les arêtes repré-sentent l'existene de supports. Notre idée est alorsd'éliminer au fur et à mesure les intervalles sans sup-port.Apparaît alors un éueil : la suppression de tels in-tervalles ontient un problème sous-jaent de reherhede lique maximale. Plutt que de greer un algo-rithme générique de graphes pour eetuer ette re-herhe, nous proposons une méthode (Etiq-AC) adap-tée à notre problème, dont l'eaité tient à son im-briation peu oûteuse dans la boule de propagation.Auune reherhe n'est délenhée expliitement, onse ontente de stoker dans des BDDs des informationsau ours de la propagation qui permettent de déteterl'absene de lique. La omplexité reste exponentiellear nous verrons que le problème est NP-diile, maisle résultat est très enourageant en pratique.1.1 ContexteNotre travail porte sur le problème de satisfation deontraintes, ave des variables réelles. On note NCSP(numerial onstraint satisfation problem) une ins-tane de e problème. Nous limitons dans et artileles ontraintes à :
 y = f(x), où f est une fontion réelle monotone. y = xp, pour p entier positif quelonque. x = y + z, x = y   z, x = yz et x = y=z.Nous éartons les fontions trigonométriques parsoui de simpliité, mais elles pourraient aussi êtreprises en ompte sans que la théorie hange. L'algo-rithme, par ontre, deviendrait beauoup plus lourd.De plus, pour rendre les exemples plus lisibles, nousutiliserons parfois des ontraintes plus élaborées. Leleteur pourra vérier que haun de es exemples peutêtre transformé en un système de ontraintes primi-tives sans que ela ne hange le propos (il n'y a jamaisd'ourrene multiple de variable).Un NCSP est un triplet (C; V;D) où C est l'en-semble des ontraintes, V = fx1; : : : ; xng l'ensembledes variables, et D = Dx1 : : :Dxn le produit arté-sien des domaines de resp. x1; : : : ; xn. La question estde savoir s'il existe un point de D qui satisfait haqueontrainte de C.Conernant la représentation des domaines, nous se-rons amenés à manier 2 types de NCPS : (C; V;B) est un NCSP-boîte si B est le produitde n intervalles fermés de réels. (C; V;G) est un NCSP-gruyère si G est le pro-duit artésien de n unions disjointes nies d'inter-valles fermés de réels.1.2 RappelsDans les dénitions suivantes, on se réfère à unNCSP quelonque (sans supposition sur la nature desdomaines).Dénition 1.1 (Projetion) Soit  une ontrainteimpliquant les variables x; y1; :::; yk. On appelle pro-jetion de  sur x la fontion suivante :x : D ! fv 2 Dx j 9(v1; :::; vk) 2 Dy1  ::: Dyk ; (v; v1; :::; vk) est vraigDénition 1.2 (Ar-ohérene)Soit P = (C; V;D) un NCSP. P est ar-ohérent ssi :8<; x> 2 CV ave x impliquée dans , Dx=x(D).Dénition 1.3 (Partie ar-ohérente) La partiear-ohérente d'un NCSP est le sous-NCSP ar-ohérent maximal, au sens de l'inlusion ensembliste(des domaines).Remarque 1.1 On ne sait pas en général quelle est lanature de la partie ar-ohérente d'un NCSP (notam-ment si pour un NCSP-boîte, elle peut être représen-tée par un ensemble dénombrable d'intervalles) maison prouve son existene et son uniité grâe aux deuxpoints suivants :- ; est un sous-NCSP ar-ohérent.- Une union (.a.d. l'union des domaines pour haquevariable) quelonque de sous-NCSPs ar-ohérents estégalement un sous-NCSP ar-ohérent.
Nous devons introduire une notion d'approximationpour aboutir à une propriété plus faible que l'ar-ohérene, qu'il soit possible de représenter ave desintervalles, et de aluler ave un algorithme. Nous uti-liseront une approximation notée -AC ( désigne unedisrétisation des réels), dont la dénition est renvoyéeen annexe. Cette dénition s'applique à des NCSP-gruyères. Les propriétés introduites dans e papier,omme AC et IGC sont dépendantes de l'approxima-tion sous-jaente et seront renommées -AC et -IGClorsqu'on ne pourra pas faire abstration de .2 Présentation d'IGCIl a été montré [3℄ qu'il existe des NCSPs pour les-quels la partie -AC possède un nombre d'intervallesde l'ordre du nombre de ottants (i.e., jj) ontenusdans le domaine initial. La borne de omplexité (.f.proposition A.1 en annexe) est don atteinte systéma-tiquement pour ertains problèmes.Exemple 2.1 (Exemple-type)Soit (f1; 2g; fx; yg; B) le NCSP suivant :B = Dx Dy = [1; 9℄ [1; 9℄(1) : ( 34 (x   5))2 = y(2) : x = yDans la gure suivante, les 4 vignettes représententl'évolution des domaines de x et y au l des proje-tions.
état initial projetion sur x
projetions sur y projetions sur x puis yFig. 1  Filtrage AC de l'exemple-type (vue réels)2.1 Vue marosopiqueL'ar-ohérene appliquée telle quelle en domaineontinu peut donner lieu à une explosion du nombre








Fig. 2  Exemple de faux heminConsidérons maintenant l'intervalle - par exemple.Il va se projeter de variable en variable jusqu'à zn,puis enn y. Il est possible alors que de nouveau deuxintervalles apparaissent pour x, et pourtant, on voitbien que la partie + de ette projetion ne ontientauune solution puisque l'intervalle projeté provientd'une partie -. C'est e genre de faux hemins quiest à l'origine de l'explosion (haque projetion de ysur x peut doubler le nombre d'intervalles).Cette observation suggère une vision plus maro-sopique de notre gruyère. Plutt que de limiter notrevision aux supports entre valeurs, on peut regarder glo-balement sur quels intervalles un intervalle possède dessupports. On obtient alors un graphe très simplié, quipermet de déteter qu'un intervalle entier est inonsis-tant. La dénition suivante se plae diretement dansla as ternaire (mais les exemples de ette setion sontdans le as binaire) :Dénition 2.1 (Support-intervalle) Soient x, y etz, trois variables reliées par une ontrainte .Soit I (resp. J , K) un intervalle du domaine de x(resp. y, z).On dit que I, J et K sont ompatibles s'il existe vi 2 I,vj 2 J et vk 2 K tels que (vi; vj ; vk).La gure 3 illustre dans l'exemple-type ??, l'évolu-tion du gruyère du point de vue marosopique, 'est àdire un graphe où les sommets représentent des inter-valles et les arêtes des supports-intervalles. Pour mieuxvoir ette évolution, nous avons ajouté une variablesupplémentaire z, et déomposé 2 (x = y) en deuxontraintes, x = z et z = y.
x
y
z1. état initial 2. projetion sur x
3. projetion sur z 4. projetion sur y
5. projetion sur x 6. intervalle inonsistantFig. 3  Filtrage AC (vue intervalles)La gure 3.6 représente le fait que l'intervalle orres-pondant au point noiri ne peut ontenir de solution.Ses supports, apparaissant en pointillés, montrent eneet une inompatibilité.Notre idée onsiste à éliminer les intervalles présen-tant e genre d'inompatibilité. On introduit pour elala notion de I-lique.Dénition 2.2 (I-lique) Soit P = (C; V;G) unNCSP-gruyère.Une I-lique de P est un n-uplet onstitué d'un in-tervalle du domaine de haque variable de P , tel queles n intervalles soient tous ompatibles trois par trois(ou deux par deux pour les ontraintes binaires).Ainsi, dans la gure 3.6 de l'exemple-type, il n'est paspossible de former une I-lique ave l'intervalle noiri1.Nous pouvons maintenant dénir la propriété quenous herhons à aluler.2.2 IGCDénition 2.3 (IGC) Un NCSP-gruyère (C; V;G)est interval global-ohérent (IGC) si tout intervalledu domaine de n'importe quelle variable appartient àune I-lique de G.Dénition 2.4 (Partie IGC)Soit P un NCSP-boîte.On appelle partie IGC de P le NCSP-gruyère formédes intervalles IGC-ohérents de la partie AC de P .1Une I-lique ne orrespond pas exatement à une liquemaximale dans le graphe qui sert habituellement à représen-ter un CSP. En eet, il faut ajouter des sommets pour haqueouple de variables, ela étant du à la présene de ontraintesternaires. Un exemple est donné à la gure 7 plus loin.
Remarque sur les I-liquesLa notion de I-lique est plus faible que la notionde boîte ar-ohérente. Ainsi, même dans un pro-blème ar-ohérent, une I-lique n'est pas forémentune boîte ar-ohérente, et n'en ontient pas forémentnon plus :Exemple 2.2 P = ((1; 2; 3); fx1; x2; yg; Dx1 Dx2 Dy)Dx1 = [ 2; 2℄Dx2 = [ 2; 2℄Dy = [ 2; 1℄ [ [1; 2℄1 : (y   x1)2 = [0; 1℄2 : (y   x2)2 = [0; 1℄3 : x1 =  x2P est bien ar-ohérent et on peut voir par exemplesur la gure 4 i-dessous que ([ 2; 2℄; [ 2; 2℄; [1; 2℄)est une I-lique. Cependant, si on suit les supportsde haque valeur, on s'aperçoit bien que la boîte[ 2; 2℄ [ 2; 2℄ [1; 2℄ n'est pas ar-ohérente. Danse as, elle ontient une sous-boîte ar-ohérente, enl'ourrene [0; 0℄ [0; 0℄ [1; 2℄. Mais il sut d'ajou-ter une ontrainte, par exemple, (x1   x2)2 = 1 pourqu'il n'y ait plus de sous-boîte ar-ohérente (l'ajoutde ette ontrainte ne hange pas le fait que P soitar-ohérent, ni les I-liques).
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yFig. 4  Exemple de I-liques3 AlgorithmeNous dérivons maintenant notre approhe pour al-uler la partie IGC d'un NCSP. Notre question devientdon : Comment isoler un intervalle n'appartenantpas à une I-lique ?.Nous dénissons pour ela un nouvel opérateur derévision, qui en plus de la projetion à proprement par-ler, vérie les ompatibilités (au sens de la dénition2.1) entre les intervalles des domaines.3.1 Desription informelleL'algorithme onsiste à assoier à haque intervalledu gruyère, une étiquette mémorisant les projetions
disjontives dont il est issu depuis le début de la pro-pagation. Quelle que soit la fontion impliquée dans laontrainte (puissane ou division), une projetion dis-jontive sur x rée forément deux intervalles de partet d'autre de la valeur 0. Il sut don de savoir si unintervalle prend support sur la partie négative x (equ'on note x ) ou sur la partie x+, pour garder latrae de ette projetion.Lorsqu'on intersete un intervalle étiqueté x  aveun intervalle étiqueté x+, il s'agit don d'un faux he-min, et le résultat de ette intersetion peut être eaédu domaine.Nous allons dérouler l'algorithme sur un exemple :Exemple 3.1Dx = [ 4; 4℄ Dy = [ 4; 4℄ Dz = [ 8; 8℄ Dk = [4; 16℄1 : x2 = k2 : y2 = k3 : z = x+ y4 : k = 0:75 z + 10Tout d'abord, la projetion de 1 sur x donnera deuxintervalles, [ 4; 2℄ (étiqueté x ) et [2; 4℄ (étiquetéx+). Même observation pour la projetion de 2 sury. La gure suivante montre le résultat de la proje-tion de 3 sur z et de 4 sur k.
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Si à e stade on eetuait une projetion lassique de1 sur x, voii e que l'on obtiendrait :
−4 −3.6 −3.4 −2.9 −2.6 −2 2 2.6 2.9 3.63.4 4
4 11.58.57 1613
k
xLa gure suivante montre que la projetion étiquetéepermet d'éliminer 2 intervalles.








(x− y+) (x+ y−) (x+ y+)(−x− y−)
−3.4 −2.9 −2.6 −2 2.9 3.63.4 4
k
x+x−xLes 4 intervalles restant ontiennent haun 1 so-lution du problème, et leur étiquette indique l'unique
boîte monotone (dénition plus bas) à laquelle appar-tient ette solution. Cet exemple montre égalementqu'il ne sut pas de mémoriser une information parvariable (exemple : x ), mais bien toutes les ombi-naisons possibles (omme fx y+; x+y g), sans quoi lapropriété IGC n'est pas obtenu, et surtout, l'explosionobservée ave l'ar-ohérene se produit de nouveau.Nous allons maintenant ommener par expliiter lealul d'une projetion dans le as d'un gruyère.3.2 Projetions d'unions d'intervallesTout d'abord, notons que le alul des projetionsse ramène à des évaluations (au sens intervalles). Parexemple, la projetion de la ontrainte y = exp(x)sur y (resp. x) onsiste à évaluer exp(x) pour toutx 2 Dx (resp. ln(y) pour tout y 2 Dy) don à alulerExp(Dx) (resp. Ln(Dy)), où Exp et Ln désignent lesextensions aux intervalles des fontions exp et ln. Dansle as d'une ontrainte non monotone, par exempley = x2, la projetion sur x se ramène à 2 aluls, eluide py et de  py.L'étude des projetions se limite don à 4 as. Onnotera Dy = Y1 [ : : : [ Yl (resp. Dz = Z1 [ : : : [ Zm)l'union disjointe représentant le domaine de y (resp.z). Dans les 4 as, le alul se fait en deux étapes :l'étape eval, et l'étape intersetion.1. projetion sur x de x = f(y)eval : on alule U := F (Y1) [ : : : [ F (Yl).intersetion : on alule Dx \ U .2. projetion sur x de y = xp (p pair2)eval : on alule U := ( pY1 [ : : : [  pYl) [(+pY1 [ : : : [+pYl)intersetion : on alule Dx \ U3. projetion sur x de x = y ./ z (ave ./2f+; ;; =g, et 0 62 Dz si ./= =)eval : on alule l'union suivante des (lm) inter-valles :U := (Y1 ./ Z1 [ : : : [ Y1 ./ Zm) [ : : : [ (Yl ./Z1 [ : : : [ Yl ./ Zm)intersetion : on alule Dx \ U .4. projetion sur x de x = y=z, ave 0 2 DzElle est basée sur l'arithmétique d'intervallesétendue.Supposons que pour un intervalle de z,noté [; ℄, on ait  < 0 < 3.eval : On alule pour [; ℄, deux valeurs notéesa et b. Si 0 2 Dy alors a = b = 0. Sinon, a estle minimum des rapports fY = si Y < 0, Y =sinong, lorsque Y dérit fY1; : : : ; Ylg, et de façonsymétrique, b est le minimum des rapports fY =2On supposera p = 2, pour alléger les notations.3C'est le as le plus ompliqué, nous ne détaillerons pas iiles autres as, omme elui où  = 0 < .
si Y > 0, Y = sinong.L'étape eval pour les autres intervalles de z (quine peuvent ontenir 0) se alule omme dans leas 3, et produit une union U .On alule enn U 0 := U [ [ 1; a℄ [ [b;+1℄.intersetion : on alule Dx \ U 0.Nous allons assoier maintenant une étiquette àhaque intervalle traité, mais à titre de trae, 'est àdire sans impater les domaines.3.3 Étiquettes : Dénitions et notationsSoient P = (C; V;B) un NCSP, W = fw1; : : : ; wn0gl'ensemble des variables impliquées dans une disjon-tion de P .Quitte à réordonner les variables, on peut supposerV = fw1; : : : ; wn0 ; xn0+1; : : : ; xng.On appelle boîte monotone un élément de
 = f[ 1; 0℄; [0;+1℄gn0  f[ 1;+1℄gn n0 eton appelle étiquette un sous-ensemble de 
. Uneétiquette peut don prendre 22n0 valeurs possibles.Exemple :Supposons V = fx; y; zg et W = fx; yg. Unexemple d'étiquette est f([ 1; 0℄,[0;+1℄,[ 1;+1℄),([0;+1℄; [ 1; 0℄,[ 1;+1℄)g, e qu'on notera de fa-çon plus suinte : f(x ; y+); (x+; y )g. Ave ettedernière notation, on pourra s'autoriser de per-muter les variables (et d'érire don par exemplef(y+; x ); (y ; x+)g). L'important est de pouvoir as-soier, sans ambiguïté, à toute boîte monotone b onte-nue dans une étiquette un domaine pour haque va-riable. On notera d'ailleurs bx le domaine assoié à xdans b. Ainsi, ave le même exemple, si b = fx ; y+g,alors bx = [ 1; 0℄, by = [0;+1℄ et bz = [ 1;+1℄.3.4 CalulSi I est un intervalle, on désignera par dIe son éti-quette. A haque nouvelle étape de projetion, on al-ule les étiquettes du domaine mis à jour grâe aushéma suivant :Base :Au départ, haque intervalle possède pour étiquette 
lui-même (i.e. l'ensemble des boîtes monotones).Indution :Dans la phase eval, des étiquettes intermédiaires sontdénies de la manière suivante (se référer au 3.2 pourles notations) :1. 8i  l; dF (Yi)e := dYie2. 8i  l;d pYie := dYie \ fx gQw2Ww 6=x fw ; w+gd+pYie := dYie \ fx+gQw2Ww 6=x fw ; w+g
3. 8i  l 8j  m; dYi ./ Zje = dYie \ dZje4. d[ 1; ℄e := (dY1e [ : : : [ dYle) \ fx g Qw2Ww 6=x fw ; w+gd[;+1℄e := (dY1e [ : : : [ dYle) \ fx+g Qw2Ww 6=x fw ; w+gConsidérons les intervalles de U , mis sous formed'une union disjointe.Dans les 4 as, un intervalle de U peut résulter dela fusion de plusieurs intervalles obtenus par le alulintermédiaire préédent 4, on le dote alors d'une éti-quette égale à l'union des étiquettes de es intervalles.Dans la phase intersetion, haque intervalle I ob-tenu pour la variable sur laquelle on projette résultede l'intersetion d'un intervalle J de U et d'un inter-valle Î du domaine préédent de la variable. On posealors simplement : dIe := dJe \ dÎe5.3.5 Prinipe d'Etiq-ACL'algorithme Etiq-AC est exatement AC3 (ou pluttson équivalent en domaine ontinu, donné en annexe),sauf que l'opérateur de révision eetue un travail plusomplexe qu'une simple projetion : il alule en plusl'étiquette de haque intervalle (nous verrons dans lapartie implémentation omment le faire de façon ef-ae) et supprime au fur et à mesure les intervallesayant des étiquettes vides.Cette suppression est don synhronisée ave la pro-jetion.Dans la setion 5, on prouve que et algorithme estorret, i.e, qu'il alule bien IGC. Cette preuve s'ar-tiule autour de 2 propositions :Corretion : La proposition 5.1 énone qu'un inter-valle dont l'étiquette est l'ensemble vide n'appar-tient à auune I-lique (et peut don être éliminé).Complétude : La proposition 5.3 énone qu'un in-tervalle ayant une étiquette autre que l'ensemblevide, appartient bien à une I-lique.La proposition intermédiaire 5.2 sert pour la preuve dela proposition 5.3, et onstitue aussi la lef de voûtede notre implémentation.4 Implémentation4.1 Struture de donnéesSupposons que notre système omporte 3 va-riables disjontives, w1, w2 et w3. Ave nos no-tations, nous aurons don 
 = f(w 1 ; w 2 ; w 3 );4Dans le as 1, ela ne peut être dû qu'à un problème d'ar-rondi.5Puisqu'on eetue une projetion approximative en élargis-sant les bornes des intervalles aux valeurs de , si deux inter-valles deviennent ontigus, on doit également les fusionner enalulant l'union des étiquettes.
(w 1 ; w 2 ; w+3 ); : : : ; (w+1 ; w+2 ; w+3 )g et rappelons qu'uneétiquette est un sous-ensemble de 





































I’ II’’4.2 Nouvelle projetion (étiquetée)Un BDD peut se voir omme la représentation d'unefontion f de Bn dans B, ave B = f0; 1g. Une opéra-tion logique (mettons _) entre 2 BDDs f1 et f2 peutêtre réalisée grâe à une fontion générique APPLY [2℄qui produit le BDD représentant la fontion f1 _ f2.APPLY est basée sur le prinipe suivant : Phase desendante : Parourir de façon synhro-nisée le DAG de f1 et f2 en générant les ombi-
naisons de valeurs possibles pouvant mener à desfeuilles de f1 _ f2. Calul des feuilles : Lorsqu'une ombinaison notéew1; : : : ; wn aboutit à une feuille de f1 _ f2, la va-leur de ette feuille se alule en appliquant l'opé-ration logique entre les feuilles orrespondantesde f1 et f2, i.e. : (f1 _ f2)(w1; : : : ; wn) :=f1(w1; : : : ; wn) _ f2(w1; : : : ; wn). Phase asendante : Le DAG est réduit de tellesorte que haque n÷ud ait des sous-DAGs dié-rents (non-redundant test), et que pour une va-riable donnée, deux n÷uds étiquetés par ette va-riable n'aient pas à la fois même sous-DAG gauheet même sous-DAG droite (uniqueness).Phase eval (as monotone)Plaçons-nous d'abord dans le as 3, elui de la pro-jetion sur x de x = y ./ z. APPLY peut être éten-due pour des fontions de Bn dans n'importe quel en-semble, et e pour n'importe quel type d'opération.Notre BDD servant à représenter le domaine d'unevariable, dans sa version optimisée, est une fontionde Bn dans l'ensemble des intervalles, et on peut ap-pliquer une opération arithmétique entre deux de esfontions. Ainsi, le alul des feuilles devient :(f1 ./ f2)(w1; : : : ; wn) := f1(w1; : : : ; wn) ./f2(w1; : : : ; wn)L'algorithme se déroule de la même manière, ave tou-tefois la nuane suivante :Dans la version originale d'APPLY, pour réduire le DAGdans la phase asendante, on est amené à ompa-rer des n÷uds et des feuilles. La omparaison entren÷uds utilise une égalité de pointeurs, et la omparai-son entre feuilles une égalité de valeurs (0 ou 1). Dansnotre version étendue d'APPLY, la omparaison entre 2feuilles J et J 0 utilise la relation J \ J 0 6= ;. Lorsquedeux feuilles sont égales (lorsqu'elles vérient la re-lation), elles sont don fusionnées, et l'opération defusion onsiste à aluler l'enveloppe J [J 0. Exemple :Dans la gure 5, la ombinaison w 1 ; w+2 ; w 3 donnel'intervalle [1; 2℄ + [ 3; 2℄, soit [ 2; 0℄. La ombinai-son w+1 ; w+2 ; w+3 donne l'intervalle [ 2; 1℄+[2; 3℄, soit[0; 2℄. Ces deux feuilles sont fusionnées en un seul in-tervalle [ 2; 2℄.Ce n'est don plus exatement une somme que l'onalule, mais préisément la phase eval de la proje-tion étiquetée dérite au 3.Le as 1 de la projetion, elui de x = f(y), se dé-duit failement de notre disussion. Il orrespond à uneopération unaire eetuée sur le BDD de x, obtenueomme pour un not sur un BDD ordinaire.
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1 4 9 −3 1 2 53 4−1−225160 Fig. 6  Projetion de y = x2







Proposition 5.1 Soient (C; V;G) un NCSP-gruyèreétiqueté, x 2 V , I un intervalle de Dx, et b 2 
.b 62 dIe =) (G \ b)x I ne ontient pas de I-lique.
preuve :Base : C'est vrai au départ puisque les étiquettesontiennent toutes les boîtes monotones.Indution : Il sut de montrer que l'opération de pro-jetion onserve ette propriété. Soit I un intervalleobtenu pour x, la variable sur laquelle on projette. Irésulte de l'intersetion d'un intervalle Î de l'aniendomaine de x, et de l'union ~I de plusieurs intervalles(mettons 2) issus de la phase eval. Soit b 2 











Proposition 5.2 Soient (C; V;G) un NCSP-gruyèreétiqueté.8x 2 V , 8I 2 Dx et 8I 0 2 Dx :I 6= I 0 () dIe \ dI 0e = ;, i.e., les étiquettes desintervalles d'une variable sont deux à deux disjointes.preuve : Toujours par indution.Base : C'est vrai puisque le domaine de haque va-riable ne omporte qu'un seul intervalle.












Fig. 7  Problème du point xevariable (ar l'ar ohérene est atteinte) dont l'éti-quette ontienne b (puisque les étiquettes sont stables),et un seul (d'après la proposition 5.2). On obtientun n-uplet d'intervalles ompatibles ave I , mais emême n-uplet est aussi ompatible ave ses autres in-tervalles, en répétant le même argument. Il s'agit donbien d'une I-lique, et ette I-lique s'intersete ave b(e qu'on montre failement par indution). NDe part l'uniité de la partie ar ohérente d'unNCSP, et la onvergene vers ette partie de l'algo-rithme AC3, on peut don assoier à toute partie arohérente d'un NCSP-boîte, une étiquette à haqueintervalle, et de telle sorte que les étiquettes soientstables.Nous pouvons alors énoner la proposition suivante,qui est une onséquene immédiate des propositions5.2 et 5.3 :Proposition 5.4 Soient P = (C; V;B) un NCSP-boîte, P 0 = (C; V;G) la partie ar ohérente de P .P 0 est IGC () tout intervalle de G possède une éti-quette non vide.Corrolaire 5.1 Soit P un NCSP-boîte ayant n0 va-riables impliquées dans une disjontion.Si P 0 est la partie IGC de P , alors le nombre d'inter-valles pour haque variable de P 0 est borné par 2n0 .Très souvent en pratique, la partie -IGC est ungruyère nettement plus petit que la partie -AC. Ilexiste des ontre-exemples :Exemple 5.2Soit le NCSP ((1; : : : ; m); (x1; : : : ; xm); [ 2; 2℄m)1 : x21 = 12 : (x2   x1)2 = 1=23 : (x3   x2)2 = 1=4: : :m : (xm   xm 1)2 = 1=(2m 1)Supposons que  soit une subdivision uniforme depas 1=2m de [ 2; 2℄. Dans e problème, on voit alorsque la partie -IGC se projette en 2m = 2n0 inter-valles disjoints sur xm. Ainsi, dans la partie -IGC,
le nombre d'intervalles peut atteindre la borne 2n0 et,d'autre part, être de l'ordre de jj.Il apparaît, au travers de l'exemple préédent, qu'unalgorithme qui alulerait IGC soit a priori exponentiel(en n0). Néanmoins, nous avons pris dans et exemple de telle sorte que jj  2n0 . Or, puisqu'on herhe àaluler une onsistane à -près, on pourrait espérertrouver un algorithme alulant la partie -IGC quireste polynomial en jj, et don, en utilisant un dé-oupage assez gros, éviter l'explosion ombinatoirequi se produit dans le as où 2n0  .Autrement dit, nous disposerions d'un algorithmequi vérierait deux ritères d'eaité : Théorique : Avoir une omplexité en temps po-lynomiale en jj (et don ne jamais présenter deperformanes moins bonnes que -AC3). Pratique : Ne produire qu'un petit nombre d'in-tervalles en alulant la partie -IGC.Hélas, ela n'est pas possible :Proposition 5.5 Soit un NCSP-boîte B et  une sub-division des réels. En supposant que P 6= NP , iln'existe pas d'algorithme polynomial pour aluler lapartie -IGC de B.Le théorème repose sur des relations entre le pro-blème 3-SAT [6℄ et deux problèmes P1 et P2 liés auxNCSPs.P1 :Langage : soit G un NCSPgruyère et  une sub-division ; Question : est-e que G est AC et ontientune I-lique ?P2 :Langage : soit B un NCSPboîte et  un entierpositif ; Question : la partie IGC de G est-elle nonvide ?Le théorème 5.5 déoule des deux lemmes suivants :Lemme 1 Le problème P1 est NP-omplet.Lemme 2 Le problème P2 est au moins aussi diileque le problème P1.Démonstration du théorème 5.5A partir des lemmes 1 et 2, on déduit immédiate-ment que le problème P2 est NP-diile, d'où le théo-rème.Preuve du lemme 1Nous allons démontrer que le problème 3-SAT peutse réduire polynomialement vers le problème P1.Rédution polynomiale. Soit F = (L;C) une ins-tane de 3-SAT ; L est l'ensemble des variables boo-léennes ; C est l'ensemble des lauses. Soit G0 unNCSP issu de la transformation polynomiale, C 0 l'en-semble des ontraintes de G0, V 0 l'ensemble des va-riables de G0,  la subdivision dans G0.
Pour haque variable booléenne x 2 L, on rée unevariable lx 2 V 0 de G0 ave un domaine [ 3; 3℄. Onhoisit la subdivision  égale à f 3; 2; 1; 0; 1; 2; 3g.On rée également une ontrainte l2x = 5 dans C 0 deG0 (e qui donne seulement deux intervalles possiblespour lx : [ 3; 2℄ et [2, 3℄).Chaque lause  est une disjontion de 3 littéraux l1,l2 et l3. Elle produit une ontraintexl1+xl2xl3  5 dans C 0 de G0. Le signe est positif (resp. négatif)si le littéral est positif (négatif) dans .L'intuition derrière ette rédution est la suivante :si la valuation d'une variable booléenne explique lasatisabilité d'une lause donnée, on séletionne l'in-tervalle orrespondant pour la variable orrespondantedans la ontrainte ternaire assoiée : [2; 3℄ si la variableest à vrai ; [-3,-2℄ si elle est à faux. Cela assure qu'undes termes de la ontrainte ternaire est [2; 3℄, si bienqu'elle est satisfaite (et -AC). En eet, si l'un destrois termes est [2; 3℄, alors la ontrainte est néessai-rement satisfaite, indépendamment du domaine des 2autres variables ([-3,-2℄ ou [2,3℄ ou [ 3; 2℄[ [2; 3℄). Deplus, aluler la -AC de ette ontrainte ne réduit (afortiori supprime) auun des intervalles des domaines(à ause de l'inégalité qui ne ltre rien).P1 2 NP .Vérier que G0 est AC est en O(m) (m est lenombre de ontraintes, au plus ternaires). Il sut eneet d'eetuer toutes les projetions (au plus 3m pro-jetions) possibles et de vérier pour haune d'entreelles que l'intervalle de la variable projetée ne peut êtreréduit. Vérier qu'un ensemble de n intervalles donnésforment une I-lique se fait en O(n). La réponse à laquestion de P1 se teste en temps polynomial, montrantl'appartenane de P1 à la lasse NP.Il nous reste à démontrer l'équivalene entre (i) unesolution S pour n'importe quelle instane F de 3-SATet (ii) une solution S0 pour l'instane G0 du problèmeP1 obtenue par la rédution présentée i-dessus.(i)! (ii) Pour onstruire la solution S0 de G0, on sé-letionne, dans la ontrainte ternaire orrespondante,l'intervalle (positif ou négatif) selon la valuation desvariables booléennes.L'intuition de la rédution montre diretement le ré-sultat. La ontrainte l2x = 5 de G0 restreint le domainede lx à [ 3; 2℄ [ [2; 3℄. Les ontraintes ternaires sont-AC ar l'intervalle séletionné produit un terme [2; 3℄dans la ontrainte et l'inégalité fait que l'on ne peutpas réduire ou supprimer des intervalles : G0 est don-AC.On voit que l'ensemble des intervalles ainsi séle-tionnés forment une I-lique : ette I-lique passe parun intervalle de haque variable et les intervalles sontompatibles entre eux.
(ii) ! (i) Pour onstruire la solution S de F , ononsidère les intervalles séletionnés dans la I-liquede S0. On eetue l'opération duale de l'autre sensde la démonstration : si l'intervalle est [ 3; 2℄ (resp.[2; 3℄), on value la variable booléenne orrespondanteà faux (resp. vrai) dans S.Comme la I-lique satisfait haque ontrainte ter-naire, les valuations orrespondantes dans F satisfonthaune des lauses, par onstrution. .q.f.d.Preuve du lemme 2Par ontradition. Si e n'était pas vrai, alors il exis-terait un algorithme polynomial pour résoudre P2. Cetalgorithme fournirait également une réponse à P1 entemps polynomial, e qui est impossible à ause dulemme 1 (si P 6= P 0). En eet, s'il existe une partie IGC non vide alors il existe néessairement un NCSPgruyère AC ontenant au moins une Ilique.5.1 Autres ohérenes d'intervallesNous avons à e stade deux hoix possibles :- Soit aluler -AC, avoir une omplexité polyno-miale (en jj), mais en pratique avoir à gérer unnombre d'intervalles de l'ordre de jj, e qui estinenvisageable ave jj très grand.- Soit aluler -IGC, ave un petit nombre d'in-tervalles en pratique, mais une omplexité au pireexponentielle (en n0).Dans et artile, nous avons montré une façon de al-uler la partie -IGC d'un NCSP. Mais il serait de bonaloi de s'assurer qu'il n'existe pas un ltrage intermé-diaire entre -AC et -IGC qui umulerait l'avantagedes deux ritères. Plutt que de résoudre un problèmeNP-diile pour eetuer un ltrage, on resterait alorssur le plan théorique dans un adre polynomial, touten évitant sur le plan pratique d'atteindre la bornedu ottant.Malheureusement, ela semble peu probable. Desontre-exemples peuvent être donnés, lorsqu'on ap-plique un ltrage au niveau intervalles assez fort telque PIC ou Max-RPC [4℄.6 ConlusionA e jour, un premier prototype d'Etiq-AC a été im-planté, ave des algorithmes naïfs (notamment pourla fontion APPLY). Elle a permis de vérier e qui estavané dans et artile : Le ltrage IGC s'obtient enpratique ave très peu d'intervalles, notamment là oùl'ar-ohérene éhoue. Les as pathologiques semblenttrès artiiels. D'autre part, les temps de alul sontenourageants, au sens où Etiq-AC perd un fateuronstant par rapport à la 2B, et nous avons bon es-poir de réduire e fateur en nous appuyant sur une
bibliothèque de gestion de BDDs optimisée. Nous dis-poserons ainsi d'un ltrage par ar-ohérene ommeréelle alternative à la 2B.A -ACDans ette annexe, nous proposons de dénir unéquivalent à l'ar-ohérene en domaine ontinu, avele soui de rendre ette dénition exploitable. Pluspréisément, il s'agit de prendre en ompte deuxontraintes : la représentation des domaines des va-riables doit reourir à une struture de données quiexlut par exemple la possibilité de manipuler une in-nité d'éléments. Ensuite, la propriété doit être al-ulable, i.e., doit pouvoir être appliquée par un algo-rithme.L'idée est d'autoriser autour des points satisfaisantune ontrainte, tous les points appartenant à un pe-tit intervalle. On introduit pour ela une subdivisiondes domaines, notée . Cette notion subsume d'ailleurselle de ottant.On suppose que la droite réelle ahevée (i.e., om-plétée par +1 et  1) est subdivisée par un nombreni de points6, ff1; : : :g. Pour tout nombre réel v 62 ,on notera (v) l'unique intervalle [fi; fi+1℄ ontenantv. Pour fi 2 , (fi) peut être hoisi omme étant soit[fi 1; fi℄, soit [fi; fi+1℄, il sut d'établir une onven-tion. Pour (fi) := [fi 1; fi℄, on parlera de onven-tion gauhe, et pour (fi) := [fi; fi+1℄, de onventiondroite7.Dénition A.1 (-approximation) Soit (x; y)une ontrainte. On appelle -approximation de  laontrainte (x; y) dénie par :(x; y)() 9x0 2 (x); y0 2 (y) tq (x0; y0)Dénition A.2 (partie -ar ohérente) SoitP = (f1; : : : ; mg; V;D) un NCSP,  une subdivisiondes réels. On appelle partie -ar ohérente de P lapartie ar-ohérente de (f1 ; : : : ; mg; V;D)Il y a don uniité de la partie -ar ohérente. L'in-térêt d'avoir introduit  est dans ette proposition :Proposition A.1 Soit P un NCSP,  une subdivi-sion des réels. La partie -ar-ohérente de P est ungruyère où le nombre d'intervalles pour haque va-riable est borné par jj.preuve : Prenons une variable x, et notons D0x le do-maine de x dans la partie -AC de P . Supposons que xsoit impliqué dans toutes les ontraintes (1; : : : ; m),et onsidérons maintenant l'ensemble D00x  D0x des6Par simpliité, on hoisira la même subdivision pour haquevariable, mais e n'est pas obligé.7Dans les deux as, ( 1) reste le premier intervalle de lasubdivision, et (+1) le dernier.
valeurs qui possèdent un support (pour 1; : : : ; m)dans le domaine des autres variables de la partie-AC de P . Considérons enn l'ensemble suivant :U := Sv2D00x (v). Clairement, tous les points de Upeuvent satisfaire 1 ; : : : ; m, et e sont les seuls. DonD0x  U , et par dénition U  D0x, U est don unreouvrement de D0x. Or, on peut extraire de e re-ouvrement un sous-reouvrement ni de D0x (puisqueD0x  Dx est borné), où tous les intervalles sont dis-joints. En répétant et argument pour haque variable,on voit que le gruyère obtenu, est bien -ar-ohérentet maximal. NL'algorithme pour aluler la partie -ar ohérented'un NCSP-boîte est donné i-dessous. Comme il nemanipule que des gruyères, on notera G le produit desdomaines. Cet algorithme possède une seule préondi-tion : dans la boîte B (en entrée) haque borne d'in-tervalle doit oïnider ave un élément de 8.Proedure 1 -AC3(NCSP-boîte (C; V;B))var Q : Queue2: var G : Gruyère4: G  Bfor all pairs <; x> in C  V do6: if x is related by  thenadd <; x> in Q8: while Q is not empty dopop a pair <; x> from Q10: G0x    (x(G))if G0x  Gx then12: Propagate((C; V;G), Q, , x)Gx  G0x // Gx est le domaine de x dans GA la ligne 10, (x(G)) signie Sv2x(G) (v). Lespreuve de terminaison et de omplétude ne sont pasdonnées ii : on est exatement ramené au as de gured'un CSP ni sur lequel on appliquerait AC3.Exemple A.1Soit le NCSP (f1; 2g; fx; yg; [0; 4℄[0; 5℄).1 : y = 2 x2 : y = xLa partie AC de e NCSP est la boîte [0; 0℄[0; 0℄. Sion hoisit la subdivision des entiers (don à 1 près),les étapes de projetion de -AC3 donneront :8Cette restrition ne pose pas de problème en pratique. Si onsouhaite ltrer une boîte à 10 6 près il faut simplement élargirau préalable les bornes des domaines au multiple de 10 6 le plusprohe.
projetion onvention gauhe onvention droite< 1; x > [0; 3℄ [0; 5℄ [0; 3℄ [0; 5℄< 2; y > [0; 3℄ [0; 3℄ [0; 3℄ [0; 4℄< 1; x > [0; 2℄ [0; 3℄ n< 2; y > [0; 2℄ [0; 2℄ n< 1; x > [0; 1℄ [0; 2℄ n< 2; y > [0; 1℄ [0; 1℄ n< 1; x > n nA.1 ComplexitéLe ompte du nombre de projetions se fait ommepour AC3 (voir [9℄). Il y a autant de projetions qued'entrées eetuées dans la queue.La boule d'initialisation (ligne 4-7) eetue O(3 m) = O(m) entrées (les ontraintes sont au plus ter-naire). Le pire qui puisse se produire est qu'un seulottant (un intervalle élémentaire [fi; fi + 1℄) soitsupprimé à haque projetion, hose qui ne peut seproduire qu'au plus jj fois par variable, et que tous lesouples liés au ouple (ontrainte, variable) en oursdoivent être réinsérés dans la queue.Le total est en O(mjj). Dans le pire des as, lenombre d'intervalles pour une variable est en O(jj),e qui implique que l'opération de projetion (ligne 10)est au pire en O(jj2), bien que les ontraintes soientternaires.Au nal, on trouve une omplexité en O(mjj3), si-milaire à elle en domaines nis.Référen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