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Introduzione 
Lo  scopo  di  questa  tesi  consiste  nello  studio  e  realizzazione  di  un  sistema  di 
prevenzione delle intrusioni per reti informatiche distribuito, utilizzando il software open-
source Snort come punto di partenza efficace. 
La fase di sviluppo è stata preceduta da uno studio dei principali attacchi alla rete, 
riportato nel capitolo 1, nei vari livelli della pila ISO/OSI, e dei modelli di rilevamento e 
prevenzione delle intrusioni, al capitolo 2. 
Successivamente sono state vagliate le scarse soluzioni esistenti al problema della 
prevenzione distribuita, che si limitavano ad un descrizione astratta della soluzione ma non 
riportavano implementazioni ritenute efficaci e si è studiata la struttura del software Snort, 
riportata al capitolo 3,in modo da sfruttare le caratteristiche già presenti all’interno della sua 
architettura e integrare con successo le procedure implementate, descritte nel capitolo 4. 
I risultati finali, riportati nel capitolo 6, hanno portato alla definizione di un modello 
per  la  prevenzione  distribuita  delle  intrusioni  applicabile  alle  reti  aziendali,  e  ai  risultati 
sperimentali  ottenuti  dalla  piattaforma  di  test  implementata  che  hanno  evidenziato  la Introduzione  Metodologia con bilanciamento del carico per 
la prevenzione distribuita delle intrusioni 
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possibilità  di  arrivare  ad  un  aumento  della  velocità  di  trasmissione  del  28%  rispetto  al 
software Snort originale. 
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1  Attacchi alla rete 
La diffusione degli accessi alla rete Internet con connessioni di tipo broadband nelle 
aziende e nelle famiglie ha velocizzato lo scambio di informazioni e messaggi in tempo reale, 
nonché la possibilità di accedere a servizi (come pubblica amministrazione, poste o banche) 
direttamente da casa e in qualsiasi momento. Tale diffusione ha però fatto sorgere nuovi 
problemi riguardanti la sicurezza dei dati trasferiti e delle transazioni remote, la gestione dei 
dati  personali  e  questioni  sulla  continuità  del  servizio.  Questi  ed  altri  problemi  possono 
essere  causati  da  guasti  alle  apparecchiature,  errori  umani  di  programmazione  o 
configurazione, oppure possono essere causati attivamente da individui che vogliano avere 
accesso a dati riservati o vogliano causare la cessazione (anche temporanea) di un servizio. 
I tipi di attacco alla rete si moltiplicano col tempo che passa, evolvendosi col software 
e  adattandosi  alle  nuove  vulnerabilità  scovate  al  loro  interno,  stimolando  una  continua 
rincorsa  per  la  messa  in  sicurezza  dei  sistemi:  da  una  parte  progettando  sistemi 
intrinsecamente più sicuri, dall’altra correggendo i bug trovati. Attacchi alla rete  Metodologia con bilanciamento del carico per 
la prevenzione distribuita delle intrusioni 
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In questa sezione della tesi verranno introdotti alcuni attacchi che possono essere 
portati ad una rete, dai livelli più bassi della pila ISO/OSI, fino agli strati applicazione. 
1.1  Livello fisico: ethernet 
Il primo livello che consideriamo è il secondo della pila ISO/OSI, in particolare la 
tecnologia  ethernet.  Ethernet  è  un  insieme  di  tecnologie  a  bus  condiviso  per  reti  locali 
realizzato nel 1973 che viene utilizzato nei nostri giorni in concerto con switch, che permette 
di realizzare una topologia punto-punto nella rete. Questa caratteristica permette ad una 
rete  di  instradare  correttamente  il  traffico  verso  i  segmenti  di  rete  che  gli  competono, 
aumentando le performance e diminuendo i colli di bottiglia. 
 
Figura 1 - Formato del pacchetto Ethernet 
Lo  switching  ethernet  utilizza  indirizzi  di  48  bit,  chiamati  MAC  address,  per 
identificare univocamente un adattatore ethernet. Tali indirizzi sono tutti diversi
1, poiché 
vengono impostati al momento della fabbricazione secondo un criterio che ne garantisca 
l’unicità. Gli switch mantengono una tabella (chiamata Content Addressable Memory Table) 
di  quali  MAC  address  sono  stati  visti  pacchetti  e  in  quale  porta  si  sono  manifestati, 
                                                      
1 È possibile modificare a piacimento gli indirizzi MAC, come vedremo successivamente Attacchi alla rete  Metodologia con bilanciamento del carico per 
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aggiornata periodicamente per riflettere i cambiamenti avvenuti nella rete. Grazie a questa 
all’arrivo di un pacchetto esso viene reinoltrato nella corretta porta se il destinatario è già 
presente all’interno della tabella, altrimenti viene inoltrato su tutte le porte nella speranza 
che il destinatario sia presente in una di queste e risponda alla comunicazione, permettendo 
di aggiornare la tabella CAM.  
Questo sistema permette di realizzare una connessione punto-punto tra sorgente e 
destinatario. 
Vista la stretta relazione che ha avuto lo standard Ethernet con le reti di tipo IP 
(livello 3, di rete), questo livello (IP) facilita il lavoro a quello inferiore con il protocollo ARP 
(Address Resolution Protocol), che si occupa di indicare a quale indirizzo MAC si trova uno 
specificato indirizzo IP. (1) 
Un’altra caratteristica del livello ethernet è la MTU (Maximum Transfer Unit), che 
corrisponde alla dimensione massima dei dati trasportabili in un unico pacchetto (payload) 
su  una  certa  interfaccia.  Generalmente  per  le  reti  ethernet  (e  sulla  rete  Internet  più  in 
generale) tale parametro prende il valore di 1500 byte, anche se non è raro trovare MTU più 
bassi (il limite inferiore è rappresentato da 64 bytes). 
1.1.1  Attacchi CAM flooding  
Tali tipi di attacco hanno come obiettivo la tabella CAM dello switch. Con tali tipi di 
attacco  si  vuole  riempire  la  tabella  CAM,  in  modo  che  i  pacchetti  che  passano 
legittimamente  per  la  rete,  non  trovando  un  elemento  che  li  interessi  all’interno  della 
tabella, vengano reinoltrati a tutte le porte dello switch, inviando il traffico a destinatari che 
non dovrebbero riceverlo. 
Questo tipo di attacco sfrutta la caratteristica che gli switch, al fine di mantenere 
elevata la velocità di trasmissione, sono generalmente strumenti con una limitata capacità di 
memoria e una limitata elaborazione effettuata sui pacchetti passanti.  
Il  rilevamento  e  il  blocco  di  questi  tipi  di  attacco  non  è  una  procedura  di  facile 
attuazione, per l’eventualità di bloccare tentativi legittimi di accesso alla rete. Contromisure 
efficaci sono state implementate da Cisco e 3Com nei loro prodotti. Attacchi alla rete  Metodologia con bilanciamento del carico per 
la prevenzione distribuita delle intrusioni 
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1.1.2  Attacchi ARP Spoofing 
Come  già  indicato  sopra,  il  protocollo  ARP  si  occupa  dell’associazione  tra  il  MAC 
address e un determinato indirizzo IP. Il sistema agisce periodicamente e prevede che: 
1.  un host che debba inviare dei dati ad un determinato indirizzo IP effettui prima 
una  ARP  REQUEST,  ovvero  l’invio  broadcast  di  una  richiesta  di  informazioni 
riguardante il destinatario desiderato 
2.  l’host  destinazione  risponde  con  un  pacchetto  ARP  REPLY  con  all’interno  il 
proprio indirizzo MAC 
3.  il mittente può iniziare ad inviare i dati utilizzando una connessione punto-punto 
con l’host destinazione 
L’attacco si inserisce al punto 2 della precedente lista: un host che voglia dirottare 
una connessione verso di sé invia un ARP REPLY con l’indicazione del proprio MAC address al 
suo interno, e da quel momento il mittente invierà i dati a lui e non all’host legittimo. 
Una visione schematica si può avere nelle figure seguenti. 
 
 Attacchi alla rete  Metodologia con bilanciamento del carico per 
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Figura 2 - ARP Spoofing, Situazione iniziale 
 
 
Figura 3 - ARP Spoofing , attacco 
 Attacchi alla rete  Metodologia con bilanciamento del carico per 
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Figura 4 - ARP Spoofing, situazione finale 
 
Questo tipo di attacco può essere evitato impostando staticamente nello switch gli 
indirizzi MAC corrispondenti alle porte, ma questo rappresenta in generale un problema di 
gestione in grandi reti aziendali, o quando ci siano computer portatili che si collegano da 
diverse postazioni. 
Situazioni anomale riguardanti il protocollo ARP possono venire rilevate da IDS come 
snort od altri software, come arpwatch e OpenAAPD. Meccanismi di prevenzione sono il 
protocollo SARP (Secure ARP) oppure 802.1X. 
1.2  Livello di rete: IP 
Gli attacchi effettuati a livello ethernet hanno come vincolo il loro campo d’azione 
ristretto, che è limitato al segmento di rete in cui sono presenti le vittime. A livello IP invece 
le  cose  cambiano  drasticamente:  esso  infatti  ha  l’obiettivo  di  poter  far  comunicare Attacchi alla rete 
14 
 
direttamente 2 computer in qualsiasi rete essi siano, trasportando comunicazioni legittime 
oppure permettendo ad un attaccante di raggiungere computer dall’altra parte del globo.
In questa sezione vedremo i più comuni tipi di attacco a
utilizzato nelle reti di tutto il mondo 




1.2.1  IP Spoofing 
Come  è  possibile  falsificare  il  proprio  MAC  Address
l’indirizzo IP sorgente, poiché il protocollo IP non fornisce un meccanismo di autenticazione
che garantisca il mittente di un pacchetto
Tipico scenario che si realizza nei DoS (Denial of Service) in cui un attaccante effettua 
una richiesta ad un server utilizzando l’indirizzo IP della vittima e il server risponde inviando i 
                                        
2 Tramite l’integrazione con IPsec, un insieme di protocolli per la cifratura del flusso di informazioni 
che fornisce autenticazione, confidenzialità e integrità ai dati trasmessi, e la non frammentabilità dei pacchetti 
dai router (solo gli host possono far
avere 666×10
12 indirizzi per metro quadrato per ogni angolo della terra.
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e 2 computer in qualsiasi rete essi siano, trasportando comunicazioni legittime 
oppure permettendo ad un attaccante di raggiungere computer dall’altra parte del globo.
In questa sezione vedremo i più comuni tipi di attacco all’IP versione 4, largamente 
utilizzato nelle reti di tutto il mondo e che verrà un giorno sostituita dalla versione 6, le cui 
caratteristiche  intrinseche  dovrebbero  garantirle  migliore  sicurezza  da  questo  punto  di 
Figura 5 - Pacchetto IPv4 
Come  è  possibile  falsificare  il  proprio  MAC  Address,  così  è  falsificabile  anche 
poiché il protocollo IP non fornisce un meccanismo di autenticazione
che garantisca il mittente di un pacchetto. 
Tipico scenario che si realizza nei DoS (Denial of Service) in cui un attaccante effettua 
una richiesta ad un server utilizzando l’indirizzo IP della vittima e il server risponde inviando i 
                                                      
Tramite l’integrazione con IPsec, un insieme di protocolli per la cifratura del flusso di informazioni 
che fornisce autenticazione, confidenzialità e integrità ai dati trasmessi, e la non frammentabilità dei pacchetti 
dai router (solo gli host possono farlo). Ulteriormente la disponibilità totale di 2
128 indirizzi permetterebbe di 
indirizzi per metro quadrato per ogni angolo della terra. 
Metodologia con bilanciamento del carico per 
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e 2 computer in qualsiasi rete essi siano, trasportando comunicazioni legittime 
oppure permettendo ad un attaccante di raggiungere computer dall’altra parte del globo.(2) 
ll’IP versione 4, largamente 
sostituita dalla versione 6, le cui 
caratteristiche  intrinseche  dovrebbero  garantirle  migliore  sicurezza  da  questo  punto  di 
 
,  così  è  falsificabile  anche 
poiché il protocollo IP non fornisce un meccanismo di autenticazione 
Tipico scenario che si realizza nei DoS (Denial of Service) in cui un attaccante effettua 
una richiesta ad un server utilizzando l’indirizzo IP della vittima e il server risponde inviando i 
Tramite l’integrazione con IPsec, un insieme di protocolli per la cifratura del flusso di informazioni 
che fornisce autenticazione, confidenzialità e integrità ai dati trasmessi, e la non frammentabilità dei pacchetti 
indirizzi permetterebbe di Attacchi alla rete  Metodologia con bilanciamento del carico per 
la prevenzione distribuita delle intrusioni 
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dati  alla  vittima.  Questa  situazione,  moltiplicando  il  numero  di  server  o  aumentando  la 
quantità di dati richiesta, causa un sovraccarico della macchina o della rete della vittima, 
quindi l’impossibilità di utilizzo delle risorse da parte degli utenti. 
In modo analogo nei DDoS (Distributed DoS), falsificando l’indirizzo mittente, si può 
attaccare un server richiedendo la connessione per conto di molteplici altri indirizzi fasulli, 
portando di nuovo alla saturazione delle risorse della vittima e alla cessazione dei servizi 
forniti dal server. 
Questo tipo di attacchi sono difficilmente risolvibili per la difficoltà di distinguere tra 
le  connessioni  legittime  o  meno.  Le  principali  organizzazioni  di  controllo  e  gestione  di 
Internet  considerano  che  passaggio  alla  versione  6  del  protocollo  IP  potrà  risolvere  o 
perlomeno mitigare questo tipo di problemi. 
 
 
Figura 6 - IP Spoofing, prima parte del'attacco 
 Attacchi alla rete  Metodologia con bilanciamento del carico per 
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Figura 7 - IP Spoofing , termine dell’attacco 
 
1.2.2  Frammentazione IP 
Nei router la frammentazione IP è il processo di divisione di un pacchetto in due o più 
a causa di una minore dimensione dell’MTU della rete che dovrà attraversare il pacchetto. 
Questo  serve  a  garantire  che  il  pacchetto  prosegua  integro  nel  percorso  verso  la 
destinazione, dove verrà riassemblato nella sua forma originale e verrà fornito agli strati più 
alti dello stack. 
Molti sono gli attacchi che storicamente hanno sfruttato questa caratteristica dell’IP 
e la non corretta gestione dei pacchetti frammentati da parte del sistema operativo. Le 
caratteristiche sfruttate sono: 
1.  Sovrapposizione dei frammenti: frammenti diversi che una volta riassemblati si 
sovrappongono e che non vengono correttamente gestiti 
2.  Riempimento del buffer: si tenta di riempire il buffer di gestione dei pacchetti 
frammentati Attacchi alla rete 
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3.  Sovraccarico del pacchetto: quando il pacchetto riassemblato supera il limite dei 
65,535 del pacchetto IP
4.  L’unione dei precedenti con la 
Gli attacchi di questo genere sono
3.1.2 - Preprocessori). 




Lo  User  Datagram  Protocol  fornisce  un  sistema  semplice,  leggero  e  senza 
connessione per applicazioni che necessitino maggiormente di velocità che 
Fornisce 65535 porte per la sorgente e altrettante per la destinazione, la lunghezza 
del  datagramma  e  il  checksum.  Altri  campi  opzionali 
l’acknoledgment number vengono volutamente omessi nello st
per andare incontro ad esigenze come lo streaming audio real
perdita sporadica di qualche pacchetto non 
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Sovraccarico del pacchetto: quando il pacchetto riassemblato supera il limite dei 
65,535 del pacchetto IP 
L’unione dei precedenti con la variazione di dimensioni e offset. 
attacchi di questo genere sono generalmente rilevati dagli IDS (vedi paragrafo 
asporto: UDP 
Figura 8 - Formato datagramma UDP 
Lo  User  Datagram  Protocol  fornisce  un  sistema  semplice,  leggero  e  senza 
connessione per applicazioni che necessitino maggiormente di velocità che 
Fornisce 65535 porte per la sorgente e altrettante per la destinazione, la lunghezza 
del  datagramma  e  il  checksum.  Altri  campi  opzionali  come  il  numero  di  sequenza  o 
cknoledgment number vengono volutamente omessi nello standard (ma previsti nel TCP)
per andare incontro ad esigenze come lo streaming audio real-time o applicazioni in cui la 
perdita sporadica di qualche pacchetto non rappresenta un problema critico
Metodologia con bilanciamento del carico per 
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Sovraccarico del pacchetto: quando il pacchetto riassemblato supera il limite dei 
rilevati dagli IDS (vedi paragrafo 
 
Lo  User  Datagram  Protocol  fornisce  un  sistema  semplice,  leggero  e  senza 
connessione per applicazioni che necessitino maggiormente di velocità che di affidabilità.(3) 
Fornisce 65535 porte per la sorgente e altrettante per la destinazione, la lunghezza 
come  il  numero  di  sequenza  o 
andard (ma previsti nel TCP) 
time o applicazioni in cui la 
rappresenta un problema critico. Ci sono molti Attacchi alla rete  Metodologia con bilanciamento del carico per 
la prevenzione distribuita delle intrusioni 
18    Alessandro Rizzati  
 
protocolli che si basano su UDP, tra i più utilizzati citiamo: DNS, NFS





La caratteristica di essere un protocollo connectionless permette ad un attaccante di 
poter inserire in qualsiasi punto di uno stream pacchetti modificati senza dover fronteggiare 
problemi riguardanti il numero di sequenza del pacchetto. Da questo punto di vista UDP non 
consente di migliorare la sicurezza di IP. 
Ecco quindi che è possibile effettuare molto facilmente: 
1.  UDP Spoofing: l’inserimento di pacchetti in modo casuale all’interno del flusso 
2.  UDP hijacking: se un host può inserirsi nel mezzo del canale di comunicazione tra 
due  host,  è  semplice  per  lui  sostituire  pacchetti  o  modificarli  o  raccogliere 
informazioni (username, password...) da riutilizzare successivamente. 
3.  UDP  portscan:  l’invio  di  dati  ad  una  porta  UDP  chiusa  causa  il  ritorno  di  un 
messaggio  ICMP  Port  unreachable,  altrimenti  ci  può  essere  una  risposta  dal 
server o l’accettazione senza risposta dei dati. Questo meccanismo, sebbene non 
sia un vero e proprio attacco ma una semplice raccolta di informazioni sull’host, 
permette molto semplicemente di controllare quali porte UDP siano aperte in un 
sistema. 
1.4  Livello di trasporto: TCP 
Il Transmission Control Protocol è un protocollo utilizzato quando l’affidabilità del 
collegamento è più importante della velocità.(4)  
Esso implementa le seguenti caratteristiche: 
1.  Negoziazione della connessione 
                                                      
3 Network File System: protocollo per l’accesso a filesystem remoti 
4 Protocolli per il Voice Over IP 
5  Simple  Network  Management  Protocol:  protocollo  per  la  supervisione  e  il  controllo  di  apparati 
collegati alla rete 
6 Routing Information Protocol: uno dei protocolli più utilizzati per il routing sulle reti locali Attacchi alla rete  Metodologia con bilanciamento del carico per 
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2.  Numero di sequenza per ogni pacchetto: per poter rilevare la perdita di pacchetti 
e attivare la ritrasmissione 
3.  Ritrasmissione dei pacchetti persi 
4.  Controllo di congestione della rete 
5.  65535 porte per la sorgente e altrettante per la destinazione 
6.  Finestra  di  ricezione:  quantità  di  dati  che  il  mittente  può  mandare  prima  di 
attendere l’acknoledgment dei pacchetti predecenti 
7.  Possibilità di inserire opzioni all’interno dell’header. 
Dal  punto  di  vista  della  sicurezza  TCP  offre  un  servizio  migliore  dell’UDP  grazie 
all’implementazione dei numeri di sequenza. All’inizio della connessione i valori iniziali di tali 
numeri  vengono  impostati  in  modo  random  dalle  parti.  La  caratteristica  della  loro  non 
prevedibilità non permette ad un attaccante di poter inserire dati all’interno di un flusso già 
stabilito, poiché pacchetti che siano al di fuori della finestra attesa vengono scartati. Con 
sistemi operativi ormai obsoleti (Windows 98, Irix...), nel quale il numero di sequenza era 
facilmente  prevedibile,  questo  tipo  di  attacco  era  fattibile,  ma  con  i  moderni  sistemi 
operativi questo non rappresenta più un problema.(5) 
1.5  Livello applicazione 
Le  vulnerabilità  fin’ora  descritte  sono  per  la  maggior  parte  intrinseche  nella 
definizione  del  protocollo  e  quindi  indipendenti  dalle  singole  implementazioni.  Le 
vulnerabilità  che  colpiscono  il  livello  applicazione  sono  invece  di  diversa  natura:  esse 
nascono principalmente da errori di programmazione, problemi di gestione della memoria o 
problemi di gestione dell’input. 
Una delle vulnerabilità più comuni è il buffer overflow, che permette all’attaccante di 
andare a scrivere in zone di memoria precedentemente occupate da altri dati. Il problema 
riguarda la gestione della memoria e la gestione dell’input ed era in passato difficile da 
scovare e da correggere. In breve, le tecniche di attacco che si basano sul buffer overflow 
sfruttano il fatto che nella memoria dei computer non c’è una divisione tra spazio riservato Attacchi alla rete  Metodologia con bilanciamento del carico per 
la prevenzione distribuita delle intrusioni 
20    Alessandro Rizzati  
 
ai dati e spazio riservato alle istruzioni: un attaccante che riesca a fornire al software un 
input troppo grande può andare a scrivere in zone della memoria riservate alle istruzioni. Al 
primo passaggio del processore in quella zona di memoria se le istruzioni sono valide esse 
verranno eseguite, permettendo all’attaccante di fare eseguire codice arbitrario con gli stessi 
permessi del software attaccato. 
Le  contromisure  adottate  per  attacchi  di  questo  genere  vanno  dall’utilizzo  di 
debugger  complessi,  che  aiutino  il  lavoro  di  sviluppo  del  software  privo  di  bug, 
all’implementazione all’interno dei nuovi processori di modalità che dividano la parte dati 
con la parte eseguibile, proteggendo quest’ultima dalla modifica. 
La diffusione di linguaggi di scripting web e la possibilità di creare molto velocemente 
e facilmente siti dinamici ha contribuito notevolmente ad aumentare gli attacchi a livello 
applicazione. In particolare il linguaggio PHP detiene il singolare record negativo: nel 2009 il 
29,9% del software non sicuro era scritto in PHP(6)
7. Questo ci dice quanto da una parte la 
grande  diffusione  dell’utilizzo  di  quel  linguaggio  e  dall’altra  una  programmazione  non 
attenta (ignorando le linee guida) possano essere pericolose. Gli attacchi ad applicazione 
PHP possono portare all’esecuzione di comandi di sistema (rimozione e modifica di file in 
primis), all’ottenimento di informazioni presenti sul sistema stesso (dati bancari, carte di 
credito, dati sensibili...), alla scrittura/lettura di dati all’interno dei database (SQL Injection), 
il tutto senza lasciare traccia all’interno del sistema. 
Si comprende quindi che, come un antivirus protegge localmente i software e gli 
utilizzatori da virus e malware in generale, c’è bisogno di un sistema che aiuti a rilevare o 
bloccare le minacce che arrivano dall’esterno, cercando di non bloccare gli accessi legittimi 
ma rispondendo prontamente ai tentativi di intromissione. 
 
 
                                                      
7 Sulla base dei dati presenti nel database del NIST NVD (National Vulnerability Database) IDS/IPS: Stato dell’arte  Metodologia con bilanciamento del carico per 
la prevenzione distribuita delle intrusioni 
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2  IDS/IPS: Stato dell’arte 
Nella accezione più generica della sigla, un IDS (Intrusion Detection System) è un 
sistema  software  o  hardware  che  rileva  e  segnala  accessi  o  tentativi  di  accesso  non 
autorizzati a computer o reti locali. Gli attacchi possono provenire da cracker, hacker oppure 
da worm, trojan o virus. 
Un IDS è uno strumento puramente passivo: ciò significa che la sua azione si limita al 
mero rilevamento di eventi ritenuti sospetti, ma spetta ad un agente umano (tipicamente un 
sistemista od un responsabile della manutenzione degli apparati informatici) appurare la 
veridicità della segnalazione ed eventualmente attivare una risposta o una difesa all’attacco. 
I principali componenti di un IDS sono: 
1.  Sensori: uno o più, si occupano del raccoglimento delle informazioni dal sistema 
o dalla rete che si vuole controllare 
2.  Firme: (in inglese signatures) insieme di dati che caratterizzano gli eventi che si 
vogliono rilevare (ad esempio: scrittura su file protetti, accesso a determinate IDS/IPS: Stato dell’arte  Metodologia con bilanciamento del carico per 
la prevenzione distribuita delle intrusioni 
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porte TCP da rete esterna…). Sono generalmente fornite da società di sicurezza 
che si occupano della loro accuratezza e del loro aggiornamento. 
3.  Motore: software che si occupa di controllare le firme sui dati forniti dai sensori 
4.  Console di monitoraggio: sistema che permette di visionare gli eventi registrati. 
Gli IDS possono essere di due tipi: 
1.  Host Intrusion Detection System (HIDS) 
2.  Network Intrusion Detection System (NIDS). 
2.1  Host Intrusion Detection System 
Uno  HIDS  è  un  IDS  specializzato  nel  controllo  di  una  singola  postazione  (host).  I 
controlli effettuati da questo tipo di software sono sul contenuto dei file di configurazione, 
sullo  stato  dei  software  in  esecuzione  sulla  macchina,  sul  checksum  dei  software  che 
vengono avviati e quant’altro riguardante i file o la configurazione del computer. 
I  software  di  questo  tipo  si  basano  sull’assunzione  che  una  intrusione  lasci  una 
qualche  traccia  all’interno  del  sistema,  traccia  che  può  essere  rilevata  se  è  stata 
precedentemente inserita in un database di elementi da verificare. 
Software di questo tipo sono : 
1.  SAMHAIN (7) 
2.  md5deep (8) 
3.  AIDE (9) 
4.  OSSEC (10) 
2.2  Network Intrusion Detection System 
Un NIDS è un IDS specializzato nel controllo dei dati passanti per un nodo della rete. 
I sensori per questo tipo di software vengono posizionati in punti strategici della rete 
(tipicamente dove passa la maggior parte o tutto il traffico) e permettono di controllare gli IDS/IPS: Stato dell’arte  Metodologia con bilanciamento del carico per 
la prevenzione distribuita delle intrusioni 
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accessi provenienti dalla rete Internet verso uno o più servizi ospitati all’interno della rete 
locale. 
 
Figura 9 - Rete con IDS passivo 
 
Gli  eventi  segnalati  da  un  NIDS  sono  generalmente:  tentativi  di  portscan,  exploit 
riguardanti gli URL, sfruttamento di vulnerabilità di determinati software server, denial of 
service o accessi non autorizzati. 
La tipica modalità di utilizzo indicata in Figura 9 prevede che il NIDS sia collegato ad 
una specifica porta presente nella maggior parte degli switch di fascia alta, chiamata mirror 
port, sulla quale viene replicato tutto il traffico passante per le altre porte. Il NIDS controlla 
quindi passivamente ogni pacchetto passante per lo switch, che comprende il traffico da e 
verso Internet. 
Come  gli  HIDS,  anche  i  NIDS  si  basano  su  un  insieme  di  firme,  sulle  quali  ogni 
pacchetto  ricevuto  viene  controllato,  oppure  possono  seguire  un  approccio 
comportamentale, in cui il sistema cerca di “capire” quale sia il traffico legittimo e marca 
come  attacco  tutto  quello  che  devia  da  esso. Come  si  può  immaginare  questo  secondo 
approccio è meno accurato del primo, ha bisogno di un iniziale periodo di training ma non 
necessita degli aggiornamenti periodici delle firme ed è in grado di rilevare attacchi non 
ancora formalizzati in regole.(11) IDS/IPS: Stato dell’arte  Metodologia con bilanciamento del carico per 
la prevenzione distribuita delle intrusioni 
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Software di questo tipo sono: 
1.  Snort (12) 
2.  Proventia (13) 
3.  Bro(14) 
4.  Suricata (15) 
2.3  Network Intrusion Prevention Systems 
Un NIPS (o più brevemente IPS) è un NIDS che oltre al rilevamento può proteggere la 
rete in modo attivo, bloccando gli attacchi nel momento in cui essi vengono rilevati. 
Il suo funzionamento è analogo al NIDS passivo, tranne per il fatto che il traffico non 
viene  rilevato  passivamente,  ma  passa  attraverso  quel  nodo  (solitamente  per  motivi  di 




Figura 10 - Rete con IPS attivo 
 
Questo tipo di topologia/modalità presenta diversi pro e contro. 
Pro: 
1.  Tentativi di intrusione possono essere bloccati non appena sono rilevati 
2.  I pacchetti in transito possono essere modificati IDS/IPS: Stato dell’arte  Metodologia con bilanciamento del carico per 
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3.  Maggiore sicurezza rispetto al caso IDS passivo (possibilità di eliminare pacchetti) 
Contro: 
1.  Notevole carico di lavoro (specialmente se collegato ad una rete Gigabit) 
2.  Un guasto o un malfunzionamento dell’IPS può compromettere la connettività 
da e verso internet 
3.  Firme non accurate possono bloccare tentativi legittimi di accesso. 
4.  Un sovraccarico del nodo causato da tentativi di denial of service può diminuire 
di  molto  il  throughput  della  rete  (a  causa  dell’aumento  del  RTT,  che  è 
inversamente proporzionale al throughput) 
Con  il  software  Snort  è  possibile  configurare  un  IPS  (ci  si  riferisce  a  questa 
impostazione some Snort in modalità inline), mantenendo le stesse capacità della versione 
passiva e aggiungendone altre (vedi capitolo 3.1.4 - Modalità inline). 
2.4  Distributed Intrusion Detection/Prevention System 
Per Distributed IDS/IPS in letteratura si hanno due interpretazioni. 
La prima si riferisce ad un sistema che permette di gestire vari IDS autonomi collocati 
in punti diversi della rete, anche topologicamente lontani (vedi Figura 11 - Distributed IDS - 
Tipo 1). Questi IDS sono molteplici copie indipendenti di uno stesso software (ad esempio 
Snort), al di sopra del quale viene posto uno strato che si occupa della gestione del sistema 
distribuito. 
Sistemi di questo tipo sono già utilizzati e presentano una serie di problematiche: la 
gestione delle regole da remoto, la notifica e la gestione degli eventi in real-time, degli 
errori, dei crash, la gestione di uno stesso attaccante a diverse sedi ed in generale tutte le 
problematiche connesse con la realizzazione di un sistema distribuito. IDS/IPS: Stato dell’arte  Metodologia con bilanciamento del carico per 
la prevenzione distribuita delle intrusioni 
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Figura 11 - Distributed IDS - Tipo 1 
 
La  seconda  interpretazione  di  Distributed  IDS  prende  invece  in  considerazione  il 
fattore prestazioni con bilanciamento del carico dinamico, assieme alla fault tolerance, in 
una core network ed è l’argomento principale di questa tesi. 
In  questa  seconda  interpretazione  si  suddivide  l’analisi  del  traffico  in  due  o  più 
macchine, in modo tale da poter scaricare il lavoro di una sola macchina congestionata in più 
macchine  posizionate  in  punti  diversi  della  rete  (ovvero  non  necessariamente  contigue). 
Esemplificato in Figura 12 - Distributed IPS modello ad albero vediamo uno schema in cui il 
traffico  da e  verso  internet  viene  controllato  da  un primo  IPS e  successivamente da  un IDS/IPS: Stato dell’arte  Metodologia con bilanciamento del carico per 
la prevenzione distribuita delle intrusioni 
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secondo IPS, bilanciando il carico tra i due IPS in modalità seriale (IPS #1 e IPS #2X) tramite la 
suddivisione dei controlli da effettuare sui pacchetti, e in modalità parallela (IPS #2A e IPS 
#2B) tramite la suddivisione del volume di traffico operata dal router. 
 
 
Figura 12 - Distributed IPS modello ad albero 
 
Di questo tipo di IDS/IPS non sono state trovate implementazioni reali in letteratura, 
ma solo studi teorici (vedi (16) e (17)) da cui questa tesi prende spunto. 
Per approfondimenti si veda (18)(19)(20) (21). 
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3  Snort come IPS 
In questo capitolo si descrive il funzionamento di snort come IPS, analizzandone le 
caratteristiche peculiari e quelle che sono state sfruttate per la realizzazione del presente 
lavoro di tesi. 
3.1  Descrizione generale 
Snort è un software IDS open-source capace di effettuare il logging e analisi real-time 
del  traffico  su  reti  IP.  Originariamente  scritto  da  Martin  Roesch  è  ora  sviluppato  da 
Sourcefire, un’azienda fondata dallo stesso Roesch che fornisce servizi commerciali legati 
alla sicurezza delle reti e servizi accessori al software Snort. 
Data la popolarità del software e la sua notevole configurabilità, sono stati sviluppati, 
allo scopo di essere affiancati a Snort, molti programmi (sia open-source che commerciali) di Snort come IPS  Metodologia con bilanciamento del carico per 
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utilità  generale:  gestione  delle  regole,  visualizzazione  grafica  degli  eventi,  miglioramento 
delle prestazioni di logging.
8 
In prima approssimazione (una analisi approfondita del funzionamento interno del 
software verrà specificata al paragrafo 3.2 - Funzionamento interno di Snort) Snort recupera 
ogni pacchetto passante per l’interfaccia di rete specificata, tale pacchetto viene analizzato 
prima da una serie di preprocessori e poi viene eseguito un confronto fra tutte le regole, 
specificate  all’interno  del  file  di  configurazione,  che  possono  attivare  degli  eventi  (log 
dell’evento, dump del pacchetto...).  
3.1.1  Regole  
Nel software Snort ci si riferisce a quelle che in generale sono chiamate firme col 
termine signature (o regola), che hanno una forma del tipo: 
alert tcp !192.168.1.0/24 any -> 192.168.1.0/24 111 \ 
(content: "|00 01 86 a5|"; msg: "external mountd access";) 
Nell’esempio, in cui si può notare la sintassi molto semplice, la regola stabilisce di 
generare un alert per i pacchetti TCP con sorgente non appartenente alla rete 192.168.1.0, 
destinatario interno alla rete, che contenga all’interno del payload del pacchetto la stringa 
esadecimale 000186A5. 
Il primo token della regola riguarda l’azione da intraprendere se i parametri della 
regola sono soddisfatti. Le principali azioni sono: 
1.  alert: genera un allarme e logga il pacchetto 
2.  log: logga il pacchetto 
3.  pass: ignora il controllo delle restanti regole per il pacchetto 
4.  drop: scarta il pacchetto, che non viene reinoltrato (solo modalità inline) 
5.  reject: come drop, ma invia un “TCP reset” o un “ICMP port unreachable” al 
mittente. 
                                                      
8 Sguil, Snorby e EasyIDS: interfaccia grafica per snort; BASE: interfaccia web per la gestione degli alert 
di Snort; Aanval: analisi di snort e di syslog; IDS Policy Manager: gestore delle regole… Snort come IPS  Metodologia con bilanciamento del carico per 
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Nel  caso  si  volesse  combinare  più  azioni  o  per  facilitare  la  scrittura  delle  regole, 
possono essere aggiunte azioni personalizzate tramite l’apposita sintassi. 
Il  secondo  token  specifica  il  protocollo  a  cui  si  applica  la  regola.  Questi  possono 
essere: 
1.  TCP 
2.  UDP 
3.  ICMP 
4.  IP 
Il terzo e il quarto token (così come il sesto e il settimo) rappresentano nell’ordine 
l’indirizzo IP di origine e la porta (rispettivamente l’indirizzo IP della destinazione e la porta), 
che possono essere specificati come indirizzo IP singolo, blocco CIDR, una lista degli stessi 
oppure come keyword “any” per indicare “qualsiasi”, per l’indirizzo, e come intervallo, lista 
oppure any per le porte. 
All’interno della parentesi si possono aggiungere altre opzioni per meglio specificare 
il funzionamento della regola, tra le quali le più importanti sono: 
1.  gid, sid: utilizzate per l’identificazione univoca della regola (Signature ID) e per 
un raggruppamento logico delle stesse (Group ID) 
2.  content: rappresentante una delle più importanti caratteristiche del motore di 
analisi di snort, effettua il controllo del payload del pacchetto rispetto ad un 
pattern specificato, utilizzando una Boyer-Moore pattern matching machine.(22) 
3.  uricontent: un’altra molto importante caratteristica di snort, effettua il controllo 
sugli  URL  normalizzati
9  contenuti  all’interno  del  pacchetto  (ad  esempio  per 
rilevare attacchi a vulnerabilità note di Content Management Systems, forum e 
di pagine dinamiche molto diffuse nel web). 
4.  pcre: effettua una analisi del payload del pacchetto sulla base di una espressione 
regolare specificata nel linguaggio Perl 
5.  ipopts: controllo delle opzioni IP impostate nel pacchetto 
                                                      
9 Ovvero ripuliti da caratteri di escape interpretati dai webserver Snort come IPS  Metodologia con bilanciamento del carico per 
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6.  ip_proto: controllo sul protocollo  
Si rimanda al manuale di Snort per una chiara ed esaustiva esposizione della sintassi e 
delle numerose opzioni disponibili per la scrittura delle regole. (23) 
3.1.2  Preprocessori 
I preprocessori sono dei moduli di Snort che effettuano un controllo del pacchetto 
dopo che esso è stato decodificato ma prima che esso venga passato al motore di controllo 
delle  regole,  e  servono  a  coadiuvare  la  decodifica  o  il  rilevamento  di  particolari  tipi  di 
attacchi. 
I principali preprocessori forniti all’interno del software sono:  
1.  Frag3: gestisce i pacchetti frammentati a livello IP. 
2.  Stream5: gestione dei flussi di tipo TCP o UDP 
3.  sfPortscan: rileva i portscan 
4.  Performance  Monitor:  monitor  delle  prestazioni  (vedi  3.1.5  -  Controllo  delle 
performance) 
5.  HTTP Inspect: decodifica il protocollo HTTP all’interno del payload dei pacchetti. 
La sua attivazione è necessaria per l’utilizzo dell’opzione uricontent all’interno 
delle regole. 
3.1.3  Output degli eventi 
Snort  permette  di  registrare  il  match  di  una  regola,  come  altri  eventi  specificati 
tramite i file di configurazione, in numerosi modi. 
I principali sono: 
1.  Syslog: log inviati al monitor di sistema della macchina 
2.  File: indicando un file di log (tipicamente in /var/log/snort) 
3.  Socket: eventi inviati ad un programma esterno 
4.  Tcpdump file: file che include il pacchetto completo che genera l’evento 
5.  Database: database locale (o remoto) Snort come IPS  Metodologia con bilanciamento del carico per 
la prevenzione distribuita delle intrusioni 
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6.  Unified2: plugin di output principale che permette una notevole configurabilità 
nelle opzioni 
Per  migliorare  le  performance  nell’output  degli  eventi  è  disponibile  il  software 
Barnyard2,  creato  dalla  comunità  open-source,  che  disaccoppia  il  peso  dell’output  degli 
eventi dal lavoro di analisi di Snort, aumentandone la velocità.(24) 
3.1.4  Modalità inline 
Una  delle  funzionalità  più  importanti  e  più  apprezzate  di  Snort  è  l’impostazione 
“inline”, che è disponibile dalla versione 2.3 RC1. 
In questa modalità è possibile utilizzare Snort come un NIPS (vedi Figura 10 - Rete con 
IPS attivo) ed è possibile proteggere attivamente e in modo automatico la rete e i servizi 
interni alla propria rete. 
La tipica installazione di Snort in modalità inline prevede una macchina linux dotata di 
due schede di rete ed impostata per effettuare il bridging (livello 2) tra i due segmenti (vedi 
Appendice A - Installazione). L’installazione di Snort con l’opzione inline attivata, l’utilizzo 
della libreria libnet e del firewall iptables consentono l’utilizzo delle azioni drop, reject e 
sdrop all’interno delle regole. 
Come già detto all’interno del paragrafo 2.3 Network Intrusion Prevention Systems 
questa modalità va utilizzata con cognizione di causa, poichè è possibile bloccare connessioni 
legittime e può complicare il debugging di altre applicazioni che utilizzino il traffico passante 
per il nodo. 
3.1.5  Controllo delle performance 
Il  controllo  delle  performance  di  Snort  può  venire  fatto  in  3  modi:  con  il 
preprocessore Performance Monitor (perfmonitor), con la direttiva di configurazione Rule e 
Preprocessor Profiler (profile_rules e profile_preprocs) e con l’opzione Packet Performance 
Monitor (ppm). 
Il preprocessore Performance Monitor misura le performance massime raggiungibili 
da  Snort  e  si  è  reso  indispensabile  per  il  lavoro  di  questa  tesi  per  la  misurazione  del Snort come IPS  Metodologia con bilanciamento del carico per 
la prevenzione distribuita delle intrusioni 
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miglioramento delle performance. Tra le informazioni più importanti che vengono misurate 
ci sono: Mbits/Sec, KPkts/Sec e Avg Bytes/Pkt, utili anche per indicare in modo semplice e 
veloce agli amministratori di rete le caratteristiche medie del traffico passante (traffico TCP, 
traffico UDP, dimensione dei pacchetti...) 
Il  Rule  Profiler  si presenta  come  una direttiva  da  impostare  all’interno  del  file di 
configurazione e riporta statistiche riguardanti il numero di controlli, il numero dei match, il 
numero di alert e il tempo speso per il controllo (in µs) di ogni regola, ordinati in una lista 
secondo  vari  parametri  (tempo  totale,  numero  di  alert  generati…).  Analogamente  il 
Preprocessor Profiler riporta statistiche analoghe per i preprocessori. L’utilizzo congiunto dei 
profiler e del Performance Monitor consente di rilevare regole che hanno un impatto elevato 
sulle performance e permette di misurare i miglioramenti prestazionali delle loro modifiche. 
Il  Packet  Performance  Monitor  (anch’essa  una  direttiva  all’interno  dei  file  di 
configurazione) consente di impostare dei limiti di tempo per il controllo delle regole per un 
determinato pacchetto, interrompendo l’analisi se dovesse rivelarsi troppo lunga (e quindi 
impattare troppo sul throughput) oppure sospendendo temporaneamente il controllo delle 
regole considerate troppo costose in termini di tempo. 
3.1.6  Lettura di file pcap 
Per dare la possibilità di testare, debuggare e verificare le performance di Snort è 
possibile specificare che i pacchetti vengano prelevati non da una interfaccia di rete, ma da 
uno o più file pcap. 
Il  formato  pcap  è  un  formato  che  è  stato  ideato  al  Lawrence  Berkeley  National 
Laboratory e poi tramite il software tcpdump(25) si è imposto all’interno della comunità 
open-source. Permette di poter conservare all’interno di un unico file pacchetti che sono 
stati prelevati in un particolare momento da un nodo di rete, riportando la configurazione 
grezza dei bit dal livello applicazione al livello data link. 
Il formato è ampiamente utilizzato da software open-source e commerciali e può 
essere considerato uno standard de facto per l’analisi dei pacchetti. 
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3.2  Funzionamento interno di Snort 
Durante  la  fase  di  inizializzazione  del  software,  le  regole  lette  dai  file  di 
configurazione  vengono  inserite  in  varie  strutture  dati,  divise  per  protocollo  (TCP,  UDP, 
ICMP,  solo  IP)  prima  e  per  porta  (destinazione  e  sorgente)  poi  (per  i  protocolli  che  le 
presentano) per ricavare un insieme omogeneo di controlli da applicare. Successivamente 
tali informazioni vengono inserite in una struttura dati PORT_GROUP, che contiene tutti e 
solo i controlli che si devono fare per un definita coppia protocollo e porta. 
All’arrivo di un pacchetto quindi, le sue caratteristiche di protocollo, porta sorgente e 
porta  destinazione  determineranno  l’insieme  dei  controlli  che  gli  verranno  applicati.  I 
controlli sono organizzati all’interno della struttura PORT_GROUP come più alberi (generici, 
non bilanciati e dalla profondità dei rami variabile), suddivisi per controlli riguardo il payload 
del  pacchetto  (content),  gli  URI
10  rilevati  (uricontent)  e  controlli  riguardanti  l’header  del 
pacchetto (nocontent). 
Il  codice  che  esegue  il  controllo  sugli  alberi  si  trova  partendo  dalla  funzione 
fpEvalHeaderSW()  (fpdetect.c),  che  chiama  ulteriormente  le  funzioni  mpseSearch() 
(sfutil/mpse.c)  rule_tree_match()  (fpdetect.c)  per  il  pattern  match  sul  contenuto  del 
pacchetto (regole content e uricontent), e detection_option_tree_evaluate() (fpdetect.c) per 
le  regole  che  non  prevedono  controlli  sul  payload  del  pacchetto.  Essendo  Snort  un 
programma a singolo thread, le analisi sui pacchetti vengono effettuate in maniera seriale, 
nell’ordine in cui vengono resi disponibili dall’interfaccia di acquisizione. 
Le  funzioni  che  effettivamente  eseguono  il  controllo  sulle  caratteristiche  del 
pacchetto  (ad  esempio:  flag  abilitati,  valori  della  window,  type  of  service...)  si  trovano 
suddivise per tipologia nei file all’interno della directory src/detection-plugins. 
Di seguito riportiamo la definizione della struttura PORT_GROUP, evidenziandone le 
parti principali:  
 
                                                      
10  Uniform  Resource  Identifier,  è  una  stringa  identificativa  per  indicare  univocamente  una  risorsa 
generica (indirizzo web, un file, un’immagine, un servizio...) Snort come IPS  Metodologia con bilanciamento del carico per 
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typedef struct { 
  /* lista delle regole content */ 
  RULE_NODE *pgHead, *pgTail, *pgCur; 
  int   pgContentCount; 
  
  /* lista delle regole nocontent */ 
  RULE_NODE *pgHeadNC, *pgTailNC, *pgCurNC; 
  int   pgNoContentCount; 
 
  /*  lista delle regole uricontent */ 
  RULE_NODE *pgUriHead, *pgUriTail, *pgUriCur; 
  int   pgUriContentCount; 
  
  /* puntatori a strutture dati per il pattern matching */ 
  void * pgPatData; 
  void * pgPatDataUri; 
 
  /* puntatore a struttura dati contenente l’albero dei 
controlli nocontent /*  
  void * pgNonContentTree; 
  ... 
 
  /* 
  **  contatore degli elementi presenti all’interno degli 
alberi  
  */ 
  int pgCount; 
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Figura 13 - Snort loop principale 
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4   Snort come IPS distribuito 
Come già accennato nei capitoli precedenti, questa tesi propone l’implementazione 
di una nuova architettura distribuita per IPS, che chiameremo DistIPS. 
Questa  architettura  si  propone  di  aumentare  la  sicurezza  delle  reti  aziendali  nei 
confronti  di  attacchi  esterni,  consentendo  l’analisi  di  tutto  il  traffico  senza  diminuire  il 
throughput ma ripartendo il carico di lavoro su più macchine generiche. 
4.1  Approcci al problema: distribuzione del carico 
Al fine di costruire una procedura corretta e performante per la distribuzione del 
carico sono stati seguiti tre diversi approcci. 
Il primo approccio prevedeva l’interruzione del controllo su di un pacchetto in punti 
generici  dell’albero  di  analisi,  la  propagazione  dello  stato  dell’analisi  aggiungendo  un 
opportuno  campo  opzione  all’interno  del  pacchetto  e  la  continuazione  da  parte  dei 
successivi  nodi,  che  avrebbero  ripreso  l’analisi  sulla  base  delle  informazioni  incluse  nel Snort come IPS distribuito  Metodologia con bilanciamento del carico per 
la prevenzione distribuita delle intrusioni 
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pacchetto. Tale idea si basava sulla supposizione che le routine di analisi effettuate da snort 
rappresentassero la maggior parte del carico computazionale, cosa che è stata poi smentita 
in  un  primo  periodo  di  test.  Misurazioni  effettuate  con  traffico  costruito  ad  hoc  hanno 
evidenziato  che  l’interruzione  in  punti  noti  dell’albero  di  analisi  (simulando  l’effetto  di 
ripartizione del carico partizionando l’albero) non abbassa in modo significativo il tempo 
richiesto, evidenziando altresì che le procedure “di contorno” eseguite per ogni pacchetto 
prima di arrivare all’albero (misurazioni per le statistiche, caricamento del corretto set di 
regole, gestione della struttura degli eventi) hanno un peso preponderante. 
Un  secondo  approccio  studiato  prevedeva  di  ripartire  il  carico  di  lavoro  agendo 
selettivamente al momento della chiamata della funzione fpEvalHeaderSW() (vedi Figura 15 - 
Interruzione delle chiamate fpEvalHeaderSW) oppure ancora prima nel codice, continuando 
l’analisi sulla base del protocollo del pacchetto. Anche se questo approccio migliorava le 
prestazioni rispetto al primo, non arrivava ai risultati sperati, tuttavia indicava la strada verso 
l’approccio finale, che è poi stato implementato. 
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L’approccio  effettivamente  portato  in  fase  di  realizzazione  prevede  che  la 
prosecuzione  dell’analisi  o  l’inoltro  vengano  decise,  sulla  base  di  elementi  che  vedremo 
successivamente, subito dopo la decodifica del pacchetto (dopo la funzione grinder()). 




Figura 16 - Interruzione della chiamata prima di Preprocess() 
 
4.2  DistIPS - Panoramica iniziale 
L’architettura DistIPS ha come target applicativo una core network aziendale o di un 
provider di connettività. Le caratteristiche di tale rete sono: Snort come IPS distribuito  Metodologia con bilanciamento del carico per 
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1.  Progettata ed installata una volta sola: durante i lavori di edificazione degli uffici 
oppure muta molto lentamente 
2.  Semplicità: la topologia rispecchia la struttura a zone o piani dell’edificio 
3.  Ridondanza: accesso alla rete internet ridondante e fail-safe 
4.  Alta velocità: le reti interne hanno velocità Gigabit o 10-Gigabit 
La sua funzione principale è quella di portare connettività all’interno di un edificio, 
ove  essa  serva.  Le  sue  terminazioni  comprendono  quindi:  sale  server,  switch/router 
principali per determinate zone/piani dell’edificio per i client, collegamenti verso la rete 
Internet. 
Si  definisce  Snort  Aware  Network  (successivamente  SAW)  una  core  network 
all’interno  della  quale  siano  presenti  dei  nodi  con  attivo  il  software  Snort  in  modalità 
distributed  IPS  (successivamente  detto  DistIPS)  che  analizza  tutto  il  traffico  passante, 
entrante e uscente. I nodi su cui è attivo il software saranno tutti i nodi che collegano la core 
network ad uno specifico segmento di rete, ad Internet (in questi due casi sono nodi di 
frontiera) e nodi interni alla core network (router generici). 
Tutto  il  traffico  di  rete  passante  per  la  core  network,  nel  percorso  verso  la 
destinazione, viene ispezionato da almeno un nodo. Con Snort in modalità inline, l’analisi di 
ogni pacchetto richiede un notevole lavoro, se effettuato su una unica macchina, causando 
l’abbassamento del throughput della rete. In modalità DistIPS invece, il carico di lavoro viene 
suddiviso su un numero arbitrario di macchine (general pourpose) sulla base delle condizioni 
di traffico passante per il nodo stesso e eliminando quanto prima possibile (con un approccio 
best-effort simile a quello del TCP-IP) il traffico pericoloso. 
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Figura 17 - Esempio di Snort DistIPS e Snort Aware Network 
 
4.3  Posizionamento  dei  nodi  DistIPS  e  propagazione 
dell’informazione 
Per la corretta analisi del traffico passante per la rete, è importante inserire i nodi 
DistIPS  in  ogni  terminazione  della  SAW.  Alcuni  nodi  intermedi  interni,  sebbene  non 
indispensabili per il corretto funzionamento dell’architettura, possono essere utili a rinforzo 
di segmenti di rete dall’intenso traffico. 
Ogni  pacchetto  analizzato  che  si  trova  all’interno  della  SAW  viene  marcato  con 
l’inserimento  di  una  opzione  IP,  che  viene  aggiunta  non  appena  è  stata  eseguita  con 
successo l’analisi e viene rimossa dall’ultimo nodo DistIPS che il pacchetto attraversa, in 
modo  tale  che  la  presenza  della  SAW  sia  trasparente  ai  nodi  esterni  la  rete  stessa.  La 
presenza della corretta opzione funge da indicatore dell’avvenuta analisi del pacchetto. Il 
contenuto  dell’opzione  (della  dimensione  di  2  byte)  può  contenere  una  firma  o  una 
sequenza di byte che possono indicare l’identificativo del nodo che ha eseguito l’analisi (e 
quindi  permettere  ad  ogni  nodo  che  successivamente  legge  l’opzione  di  rilevare  delle 
statistiche)  o  una  chiave  che  permetta  di  firmare  l’avvenuta  analisi  del  pacchetto  e  il Snort come IPS distribuito 
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rilevamento  di  nodi  compromessi  all’interno  della  rete.  L’aspetto  riguardante  la  firma  o 
eccanismi di controllo efficienti dell’analisi sul pacchetto viene comun
Figura 18 - Pacchetto con opzione DIstIPS 
Figura 19 - Formato IP v4  
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viene comunque lasciato come 
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4.4  Load balancing dei nodi 
Il meccanismo di bilanciamento del carico sui vari nodi DistIPS adotta un approccio 
volto a minimizzare l’overhead, aumentare la sicurezza e diminuire i colli di bottiglia. 
Ad ogni nodo DistIPS viene associato un “dominio di controllo”, ovvero un insieme di 
destinazioni per cui il nodo è responsabile della corretta analisi e pulizia del traffico uscente. 
Le destinazioni che fanno parte del dominio possono essere configurate come indirizzi IP 
singoli o insiemi di indirizzi (in notazione CIDR) in combinazione con la porta (TCP o UDP) di 
destinazione. La configurabilità del sistema permette di collegare in serie 2 o più nodi DistIPS 
verso  uno  stesso  segmento  di  rete  con  domini  di  controllo  diversi  (sperabilmente 
complementari). 
Ogni nodo DistIPS può trovarsi in due stati: 
1.  FULL: il nodo analizza ogni pacchetto passante, le condizioni di traffico passante 
per il nodo consentono una analisi completa senza che si verifichi un eccessivo 
overhead 
2.  LOW: a causa dell’intenso traffico il nodo analizza solo il traffico appartenente al 
proprio dominio di controllo, ignorando il resto del traffico. 
Nella seguente tabella vengono riassunte le azioni del software DistIPS sulla base di 
alcuni parametri. 
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SI  SI  SI  QUALSIASI  NO  RIMUOVI 
SI  NO  SI  QUALSIASI  SI  RIMUOVI 
SI  SI  NO  QUALSIASI  SI 
DROP 
PACCHETTO 
NO  NA  SI  QUALSIASI  SI  IGNORA 
NO  NA  NO  FULL  SI  IGNORA 
NO  NA  NO  LOW  NO  IGNORA 

































































SI  QUALSIASI  NA  NA  NA 
DROP 
PACCHETTO 
NO  NA  NO  FULL  SI  INSERISCI 







































SI  SI  NA  QUALSIASI  NO  NA 
SI  NO  NA  FULL  SI 
DROP 
PACCHETTO 
SI  NO  NA  LOW  NO 
DROP 
PACCHETTO 
NO  NA  NA  FULL  SI  INSERISCI 
NO  NA  NA  LOW  NO  IGNORA 
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Si  evidenzia  il fatto  che  la  presenza di una opzione DistIPS  non  valida  determina 
l’eliminazione del pacchetto dal sistema, poiché viene considerato un esplicito tentativo di 
forzare il sistema per far passare pacchetti maligni. 
4.5  Transizione tra stati 
La transizione tra i due stati rappresenta un aspetto critico del sistema DistIPS: esso 
deve reagire prontamente a burst di traffico e allo stesso tempo deve evitare un continuo 
saltellamento tra i due stati. Quest’ultima problematica si evidenzia nel momento in cui si 
vanno a gestire pacchetti frammentati a livello IP. All’interno del software originario Snort è 
presente un preprocessore (frag3, vedi paragrafo 3.1.2 - Preprocessori) che si occupa della 
deframmentazione e dell’analisi del pacchetto ricostruito mano a mano che si aggiungono 
frammenti. Nel sistema DistIPS a tale preprocessore (come a tutto il set dei preprocessori e 
successivamente alla procedura di analisi delle regole) il pacchetto viene fornito solamente 
qualora si ritenga necessaria l’analisi del pacchetto (seguendo le regole precedentemente 
descritte).  Si  nota  quindi  che  una  interruzione  della  raccolta  dei  pacchetti  per  il 
riassemblaggio,  come  l’inizio  dell’assemblaggio  partendo  da  un  pacchetto  successivo  al 
primo, eventualità causate dal cambio di stato, portano ad una inconsistenza logica e ad una 
possibile  vulnerabilità  del  sistema,  che  localmente  in  un  nodo  DistIPS  si  troverebbe  ad 
analizzare dati incompleti. 
Tale problematica, che si presenterebbe solamente nel passaggio dallo stato FULL 
allo stato LOW, potrebbe causare il passaggio di pacchetti non analizzati, e trova soluzione 
nell’inserimento di uno stato INTERMEDIO che, restando attivo per una finestra temporale 
abbastanza ampia, permetta al software di analizzare per intero il pacchetto frammentato. 
Ai pacchetti frammentati in questo stato non viene aggiunta l’opzione, in modo tale che lo 
stesso pacchetto venga analizzato una seconda volta da un successivo nodo DistIPS. 
L’algoritmo che regola la transizione di stato, come precedentemente detto, deve 
tenere conto dei burst di pacchetti, come dei “vuoti” temporanei, e mediare in qualche 
modo la necessità di analisi dei pacchetti con la congestione e il throughput. Si è scelto di Snort come IPS distribuito  Metodologia con bilanciamento del carico per 
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implementare un algoritmo che richiama alcuni concetti del leaky bucket, in cui la base della 
misurazione è il TIA (Tempo di Inter-Arrivo) tra 2 pacchetti consecutivi prelevati dalla coda. 
Tale tempo prende in considerazione l’ottenimento del pacchetto dalla coda, la sua analisi 
(condizionata dai parametri sopra descritti), il reinserimento nella rete e l’ottenimento del 
pacchetto  successivo.  Essendo  il  TIA  molto  variabile  in  base  a  vari  elementi,  come  una 
onerosa analisi del pacchetto precedente, il tempo di processore condiviso con altri processi 
e cambi di stato, l’algoritmo accumula una serie di eventi che inducono alla transizione. Tali 
eventi sono, per lo stato FULL, un TIA inferiore ad una certa soglia (nel grafico chiamata 
SOGLIA1) consecutivamente per un certo numero di volte (LIMIT1), che viene indotto dalla 
presenza di traffico abbastanza sostenuto, e per lo stato LOW un TIA superiore ad un’altra 
soglia  (nel  grafico  chiamata  SOGLIA2)  consecutivamente  per  un  certo  numero  di  volte 
(LIMIT2), che indica un basso traffico. 
In tale modo si vuole attivare il cambio di stato solo dopo un determinato tempo, 
quando le condizioni per il cambio persistono. 
In  Figura  21  -  Flowchart  dell'algoritmo  di  transizione  tra  stati  viene  specificato  il 
flowchart,  con  l’indicazione  delle  variabili  di  accumulo  a  e  b  e  della  variabile  WIN  che 
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5  Test e risultati 
La  piattaforma  di  test  per  il  sistema  si  limita  alla  disponibilità  di  3  computer:  2 
desktop  e  1  laptop  (vedi  specifiche  in  Appendice  A  -  Installazione),  ma  è  comunque 
sufficiente  a  dimostrare  il  miglioramento  delle  performance,  la  bontà  del  sistema  e  la 
necessità  di  test  più  estesi  per  affinare  le  caratteristiche  del  software  e  analizzarne  il 
comportamento in più casi. 
5.1  Piattaforma di test 
La piattaforma di test è costituita dai 3 computer sopra menzionati, collegati secondo 
il diagramma in Figura 22 - Piattaforma di test. Tutte le schede di rete utilizzate per i test 
sono impostate per operare in modalità Full duplex a 1000 Mbit/s. I collegamenti tra le 
schede di rete sono stati fatti direttamente da scheda a scheda, sfruttando le capacità di 
auto-cross delle schede gigabit, per minimizzare l’eventuale influenza di switch esterni (auto-
MDX). Test e risultati  Metodologia con bilanciamento del carico per 
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Figura 22 - Piattaforma di test 
Il  sistema  scarico  non  raggiunge  le  prestazioni  promesse  dalle  schede  gigabit, 
indifferentemente configurando il nodo DistIPS come semplice router (livello 3 della pila 
ISO/OSI) o bridge (livello 2), arrivando ad una velocità massima tra nodo A e nodo B con 
protocollo UDP di 348/352 Mbit/s, equivalente a circa 44 Mbyte/s, oltre la quale si hanno 
perdite di pacchetti al nodo DistIPS. Le ragioni di questo sono da ricercare nella genericità 
della macchina utilizzata come nodo intermedio: le schede sono collegate sul bus PCI, che è 
condiviso e può trasferire dati da 32 bit a 33 Mhz (133 Mbyte/s massimo teorico sul bud), 
dati che competono per l’utilizzo del canale. Oltre la soglia dei 44 Mbyte/s al nodo DistIPS il 
buffer di ingresso viene sovraccaricato e la scheda elimina (drop) i pacchetti in arrivo che 
non trovano spazio. 
Con il protocollo TCP la velocità massima stabile raggiungibile dal nodo A al nodo B 
oscilla tra 170 e 190 Mbit/s, equivalenti a circa 21 e 24 Mbyte/s. Si sono osservate anche 
velocità maggiori (230 Mbit/s), ma la perdita di qualche pacchetto dopo qualche secondo 
causa  l’intervento  del  meccanismo  del  controllo  di  flusso  e  il  throughput  viene 
drasticamente abbassato dal mittente, evidenziando un andamento altalenante del flusso. 
La velocità massima stabile raggiunta tra 2 nodi contigui con UDP (nodo A e nodo 
DistIPS) è di 590 Mbit/s, corrispondente a 73,5 Mbyte/s.  
Il ping medio (con la rete scarica) dal nodo A al nodo B è di 0,307 ms, con una 
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5.2  Dettagli software dei test 
I test sono stati effettuati configurando il software con un insieme di regole molto 
esteso: esse comprendono l’intero set di regole standard che viene fornito da Sourcefire, più 
un altro intero set di regole, molto più abbondante, fornito dalla comunità di Emerging 
Threats (26), che ne garantisce l’accuratezza e l’aggiornamento. 
Questo tipo di configurazione di regole non viene solitamente impiegato nei sistemi 
reali,  ma  ci  consente  di  andare  ad  appesantire  il  software,  mostrando  le  potenzialità 
dell’architettura DistIPS. Nella tabella seguente vengono mostrate il numero di regole e il 
tipo per le porte testate.  
 
Protocollo  Porta destinazione  Regole content  Regole uricontent  Regole nocontent 
TCP  80  1450  6331  24 
UDP  10101  497  13  24 
 
La scelta della porta TCP 80 è data dal fatto che un utilizzo tipico di Snort è di fronte 
ad un web server HTTP, questo spiega il numero di regole disponibili per tale porta che 
prendono in considerazione tante vulnerabilità di software CMS
11, forum e applicazioni web 
mal programmate. La porta UDP 20.000 è stata scelta come porta che rappresentasse tutte 
le altre come numero medio di regole ad essa associate (si veda l’output della funzione 
prmShowStats() in Appendice A - Installazione). 
Per testare il sistema con il protocollo UDP si è scelto di utilizzare il software packETH 
(27), che permette di creare pacchetti ethernet di qualsiasi tipo, anche con parametri non 
validi, e consente di regolare la velocità di generazione, in modo da poter testare il sistema 
sotto varie condizioni. 
Un altro software utilizzato per generare e ricevere pacchetti è netcat (28), una utility 
che può leggere e scrivere dati su una connessione TCP o UDP, molto utilizzata all’interno di 
script automatici o anche come strumento di hacking. Netcat è stato utilizzato solamente 
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come strumento per la ricezione dei pacchetti, dato che non fornisce la possibilità di limitare 
la velocità di una connessione uscente.  
Per testare il protocollo TCP si è utilizzato iperf(29), tramite la sua interfaccia grafica 
scritta in Java jperf (30). Questo software permette di misurare la banda UDP o TCP tra 2 
host (anche la propria connessione Internet), configurando a piacimento parametri come la 
dimensione  dei  buffer  di  invio/ricezione,  la  finestra  TCP  (window  TCP)  e  la  lettura  del 
contenuto del pacchetto da un file. 
Per il rilevamento della velocità raggiunta al ricevitore si è utilizzata l’utility iftop (31), 
presente  di  default  nella  maggior  parte  delle  distribuzioni  linux,  fornisce  la  velocità  del 
traffico passante per una specificata interfaccia, specificando per ogni sorgente, destinazione 
e porta la velocità istantanea e media degli ultimi 10 secondi. 
 
 
Figura 23 – iftop, immagine di esempio 
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Durante le sperimentazioni di notevole utilità sono state le applicazioni ethtool e 
ifconfig.  La  prima  permette  di  leggere  i  parametri  delle  schede  ethernet  presenti  sul 
computer ed impostarne i parametri, ad esempio modalità duplex (full o half) e la velocità 
della scheda. La seconda permette di attivare, disattivare, leggere e configurare le interfacce 
di rete, utile per impostare MTU ed indirizzi IP. 
5.3  Performance Snort 
In questo paragrafo sono riportati i risultati dei test effettuati utilizzando la versione 
originale di Snort, la numero 2.8.5.2, l’ultima al momento dell’inizio dello studio. 
Questi risultati, assieme alle prestazione della rete scarica presentate nel paragrafo 




Mbit/s  Mbyte/s 
% CPU di Snort nel 
nodo intermedio 
Velocità massima TCP  170 - 190  21,2 – 23,7  99,9% 
Velocità massima UDP  252  31,5  77% - 82% 
Velocità massima HTTP  17,5 – 18,5  2,2 – 2,3  99% 
Figura 24 - Tabella performance di Snort 2.8.5.2 originale 
 
Note sulla velocità HTTP: i pacchetti mandati consistono in richieste HTTP GET, nel 
numero di circa 1272 richieste al secondo. 
Note  sull’utilizzo  della  CPU  dalla  lettura  delle  mailing  list  di  Snort  e  dalla 
documentazione presente on-line: di solito nelle installazioni operative di Snort si preferisce 
utilizzare macchine di una potenza tale per cui il traffico medio di rete non faccia superare 
un utilizzo medio della CPU del 50%. Questo per evitare che il nodo Snort introduca un 
ritardo troppo elevato nelle connessione e per poter far fronte a burst di traffico occasionali, 
che potrebbero rallentare o bloccare la rete a causa del sovraccarico computazionale. In Test e risultati  Metodologia con bilanciamento del carico per 
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aggiunta  a  ciò,  solitamente  a  corredo  di  una  installazione  di  Snort  ci  sono  anche  altri 
programmi  per  la  gestione  di  Snort  e  la  visualizzazione  dei  log  e  degli  alert  (vedi  3.1  - 
Descrizione generale), che richiedono loro stessi del tempo di CPU. 
Pertanto, nell’intento di testare il sistema al meglio delle sue capacità, le velocità si 
riferiscono al valore massimo raggiungibile prima che la Snort Aware Network inizi a perdere 
più dell’1% dei pacchetti. Tali valori con il TCP si ottengono instaurando una connessione che 
abbia una velocità costante nell’arco di qualche minuto, con l’UDP controllando che non 
vengano persi pacchetti osservando i flussi al mittente, al destinatario e le indicazioni fornite 
dal comando ifconfig nel nodo intermedio. 
5.4  Performance Snort DistIPS 
In questo paragrafo sono riportati i risultati dei test effettuati con la versione DistIPS 
di Snort 2.8.5.2. I primi risultati che vengono considerati sono riferiti allo stato FULL, in cui 
ogni pacchetto passante viene processato e viene inserita l’opzione DistIPS. 
 
 
Mbit/s  Mbyte/s 
% CPU di Snort nel 
nodo DistIPS 
Velocità massima TCP  270  33,7  99,9% 
Velocità massima UDP  242  30,2  84% - 89% 
Velocità massima HTTP  16 – 20  2 – 2,5  99,9% 
Figura 25 - Tabella performance di Snort DistIPS in modalità FULL 
 
Da notare come le prestazioni ottenute con il protocollo TCP e HTTP sono le stesse 
della versione non modificata del software, segno che le routine di aggiunta dell’opzione e 
della gestione del modello DistIPS pesano in modo irrilevante confrontato con le procedure 
di controllo (non modificate). 
Nella seguente tabella invece riportiamo i dati che si riferiscono alla situazione in cui 
il nodo DistIPS si trovi in modalità LOW e tutti i pacchetti passanti vengano reinoltrati senza Test e risultati  Metodologia con bilanciamento del carico per 
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eseguire il controllo né aggiungere l’opzione (corrispondente alla situazione in cui i pacchetti 
non appartengano al dominio di controllo impostato per quella macchina). 
 
 
Mbit/s  Mbyte/s 
% CPU di Snort nel 
nodo DistIPS 
Velocità massima TCP  290  36,8  99,9% 
Velocità massima UDP  324  40,5  54% - 59% 
Velocità massima HTTP  290  36,8  99,9% 
Figura 26 - Tabella performance di Snort DistIPS in modalità LOW 
 
Osserviamo come le velocità di TCP e HTTP siano le stesse, poiché la limitazione della 
banda è data principalmente dalle caratteristiche del protocollo TCP, su cui HTTP risiede. 
Importante è il risultato della velocità massima UDP: se confrontata con i risultati 
ottenuti  nella  configurazione  senza  software  frapposto  (348  Mbit/s)  al  paragrafo  5.2- 
Dettagli software dei test, vediamo come in questo caso il sistema si avvicini molto alle 
velocità massime intrinseche al sistema hardware. 
Ulteriori test sono stati fatti impostando il software in modalità LOW e utilizzando 
come traffico di test l’unione di due flussi: uno appartenente al dominio di controllo della 
macchina e l’altro no. I risultati con il protocollo UDP riportano l’aumento della velocità 
massima a 283 Mbit/s, corrispondenti a 35,4 Mbyte/s, con una suddivisione equa del traffico 
tra i 2 flussi (50% e 50%) e un aumento ancora maggiore a 308 Mbit/s, corrispondenti a 38,5 
Mbyte/s, con 1/3 del traffico appartenente al dominio di controllo e 2/3 del traffico al di 
fuori. 
Nello stesso tipo di test con protocollo TCP i risultati ottenuti sono stati di una banda 
totale oscillante tra 100 e 170 Mbit/s, corrispondente a 12,5 e 21,25 Mbyte/s, con i flussi che 
tendevano ad uguagliarsi in velocità. Quest’ultimo risultato, sebbene positivo per gli scopi 
della tesi, dipende fortemente da fattori quali il sistema di controllo della congestione del 
TCP, la perdita casuale di qualche pacchetto che abbassa il throughput di uno dei due flussi, Test e risultati 
56 
 
con l’aumento istantaneo dell’altro flusso, 
l’istante di inizio di uno o dell’altro flusso.
 
Nelle immagini successive è presente una riassunto grafico del miglioramento delle 
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con l’aumento istantaneo dell’altro flusso, per poi lentamente uguagliarsi di nuovo, oppure 
l’istante di inizio di uno o dell’altro flusso. 
Nelle immagini successive è presente una riassunto grafico del miglioramento delle 
performance, in Mbit/s e in percentuale sulle prestiazioni della versione or
27 - Grafico riassuntivo delle prestazioni UDP 
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per poi lentamente uguagliarsi di nuovo, oppure 
Nelle immagini successive è presente una riassunto grafico del miglioramento delle 
performance, in Mbit/s e in percentuale sulle prestiazioni della versione originale di Snort. 
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Figura 28 - Grafico del miglioramento percentuale delle prestazioni
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Grafico del miglioramento percentuale delle prestazioni UDP 
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6  Sviluppi futuri  
Il sistema implementato in questa tesi è stato testato con un insieme ristretto di 
macchine. Delle misurazioni e dei controlli più accurati si potranno effettuare ampliando il 
numero di computer costruendo diverse topologie di rete e rispecchiando una possibile rete 
aziendale,  con  all’interno  server  web,  mail,  FTP  e  quant’altro  possa  essere  attaccabile 
dall’esterno o dall’interno. 
L’utilizzo di computer reali è preferito all’utilizzo di macchine virtuali: per ragioni di 
semplicità d’uso e di configurabilità all’inizio del lavoro di tesi si è utilizzato la macchina 
virtuale  fornita  da  Oracle,  Virtualbox  (32).  Tale  sistema  permette  di  creare  facilmente 
svariate topologie di rete ed un numero macchine virtuali interconnesse, molto comode da 
amministrare perchè presenti tutte all’interno della stessa macchina reale, ma con l’ovvia 
contropartita delle basse prestazioni dovuta all’ambiente emulato. 
Interessante  sarebbe  lo  studio delle  prestazioni  dello  stesso  sistema  con  l’utilizzo 
delle  librerie  libnetfilter_queue  invece  delle  obsolete  libipq  che  vengono  correntemente 
utilizzate all’interno di Snort. Sviluppi futuri  Metodologia con bilanciamento del carico per 
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La versione di Snort utilizzata per lo sviluppo di Snort DistIPS è la 2.8.5.2 ed il suo 
ramo di sviluppo è correntemente supportato da Sourcefire (l’ultima versione stabile è la 
2.8.5.3), ma è già presente sul sito una versione Beta della futura piattaforma Snort 3.0 (33). 
Tale sistema software, che prenderà il nome di Snort Security Platform 3.0 (SnortSP), porterà 
notevoli  miglioramenti  al  software  attuale,  introducendo  un  motore  di  analisi  capace  di 
supportare molteplici sensori nello stesso momento, per sfruttare appieno le potenzialità dei 
processori multi-core, una interfaccia utente, supporto nativo all’IPv6 e alle configurazioni 
inline. Il sistema DistIPS andrà adattato alla nuova architettura e alle nuove caratteristiche di 
Snort. 
Per  aumentare  il  controllo  sul  sistema  distribuito  di  sensori  interessante  sarebbe 
l’implementazione di un software che fornisca l’aggiornamento in tempo reale dello stato 
dei  nodi  DistIPS,  con  informazioni  sugli  allarmi  generati,  stato  delle  risorse,  traffico  e 
quant’altro, come una console di comando che permetta di configurare i domini di controllo 
per i singoli nodi. 
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7  Conclusioni 
L’utilizzo ormai pervasivo dei sistemi di telecomunicazioni per il business o per svago 
rende sempre più importante la questione della sicurezza e della prevenzione delle intrusioni 
nei sistemi informativi, onde evitare la diffusione di dati sensibili degli utenti all’interno di 
tali sistemi o la fuoriuscita di segreti aziendali. 
Il lavoro qui presente si è focalizzato sulla possibilità di sfruttare il software open-
source Snort per la costruzione di quella che è stata chiamata Snort Aware Network, ovvero 
una rete in cui il traffico passante viene controllato e eventualmente ripulito quanto prima 
dai tentativi di attacco.  
L’architettura, così come è stata pensata, utilizza un approccio best-effort per quanto 
riguarda  l’analisi  del  traffico,  permettendo  al  sistema  di  mantenere  il  controllo  senza 
intaccare le prestazioni velocistiche della rete, nonchè garantendo una tolleranza al guasto 
di una macchina sostituendo il suo lavoro ribilanciandolo tra le altre macchine. 
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Appendice A - Installazione 
Installazione  del  sistema  operativo  utilizzato  nei  test:Ubuntu  server 
9.20 
 
Si  è  scelto  il  sistema  operativo  Ubuntu  9.10  Server,  disponibile  gratuitamente  su 
http://www.ubuntu-it.org/download.shtml 
Durante  l'installazione  sono  stati  scaricati  gli  aggiornamenti  disponibili  in  quel 
momento (Ottobre 2009) e si è creato un utente di nome "test". 
All'installazione base è stata aggiunta l'interfaccia grafica Kde tramite i comandi: 
 
sudo sh -c "echo 'deb http://ppa.launchpad.net/kubuntu-
ppa/backports/ubuntu karmic main' >> /etc/apt/sources.list" 
gpg --keyserver keyserver.ubuntu.com --recv 2836CB0A8AC93F7A 
gpg --export --armor 2836CB0A8AC93F7A | sudo apt-key add - 
sudo apt-get update 
sudo apt-get upgrade Appendice A - Installazione  Metodologia con bilanciamento del carico per 
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sudo apt-get install kubuntu-desktop  
 
Per eliminare alcuni problemi di visualizzazione dell’interfaccia grafica, terminato il 
download e l'installazione dei pacchetti, da una shell, raggiungibile digitando CTRL + ALT + 
F1, digitare: 
sudo stop kdm 
Xorg -configure 
sudo nano xorg.conf 
impostare il driver "vesa" e usciti dall’editor riavviare l’interfaccia grafica con: 
sudo start kdm 
 
Configurazione del filesystem proc 
 
(Da Wikipedia Italia) Nei sistemi operativi Unix-like  procfs (abbreviazione per process 
filesystem) è uno pseudo-filesystem usato per accedere alle informazioni relative ai processi 
fornite dal kernel. Il filesystem si trova solitamente montato nella directory  /proc; poiché 
non è un filesystem reale, esso non occupa spazio sul disco rigido ma solo una limitata 
quantita' di memoria.(34) 
Nel  lavoro  di  tesi  si  è  utilizzato  il  filesystem  proc  per  la  configurazione  della 
dimensione dei buffer, ovvero le porzioni di memoria in cui vengono messi i pacchetti in 
arrivo dalle interfacce di rete, al fine di aumentare le prestazioni delle schede di rete gigabit 
ed avvicinarle il più possibile al loro massimo teorico. I valori di default presenti all'interno 
delle distribuzioni sono troppo bassi e causano la perdita di tutti i pacchetti in arrivo quando 
il buffer è pieno, nonché falsano i risultati delle misurazioni di banda. 
I parametri che sono stati modificati sono (seguiti dalla descrizione presente nel file 
/usr/src/linux-VERSIONE/Documentation/sysctl/net.txt e all'interno delle man page): 
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The default setting of the socket receive buffer in bytes. 
 
/proc/sys/net/core/rmem_max 
The maximum receive socket buffer size in bytes. 
 
/proc/sys/net/core/wmem_default 
The default setting (in bytes) of the socket send buffer. 
 
/proc/sys/net/core/wmem_max 
The maximum send socket buffer size in bytes. 
 
/proc/sys/net/ipv4/udp_mem 
vector of 3 INTEGERs: min, pressure, max 
Number of pages allowed for queueing by all UDP sockets. 
- min: Below this number of pages UDP is not bothered about its 
memory appetite. When amount of memory allocated by UDP exceeds 
this number, UDP starts to moderate memory usage. 
- pressure: This value was introduced to follow format of tcp_mem. 
- max: Number of pages allowed for queueing by all UDP sockets. 




Minimal size of receive buffer used by UDP sockets in moderation. 
Each UDP socket is able to use the size for receiving data, even if 
total pages of UDP sockets exceed udp_mem pressure. The unit is byte. 
Default: 4096 Appendice A - Installazione  Metodologia con bilanciamento del carico per 
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Minimal size of send buffer used by UDP sockets in moderation. 
Each UDP socket is able to use the size for sending data, even if 
total pages of UDP sockets exceed udp_mem pressure. The unit is byte. 
Default: 4096 
 
Di seguito riportiamo lo script bash (nel cui interno sono individuabili i parametri 
utilizzati) per la configurazione dei buffer: 
 
#!/bin/bash 
sudo bash -c 'echo 3000000 > /proc/sys/net/core/rmem_default' 
sudo bash -c 'echo 3000000 > /proc/sys/net/core/rmem_max' 
sudo bash -c 'echo 3000000 > /proc/sys/net/core/wmem_default' 
sudo bash -c 'echo 3000000 > /proc/sys/net/core/wmem_max' 
sudo bash -c ' echo 1450000 1450000 1450000 > 
/proc/sys/net/ipv4/udp_mem' 
sudo bash -c 'echo 3000000 > /proc/sys/net/ipv4/udp_rmem_min' 
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Installazione  dell’ambiente  per  Snort  in  modalità  inline  su  Ubuntu 
Server 9.10 
 
Con i seguenti comandi installiamo all’interno del sistema le librerie necessarie per 




sudo apt-get update  
sudo apt-get install make linux-headers-$(uname -r) gcc build-
essential libpcap0.8-dev libpcre3-dev iptables-dev bison flex 
autoconf automake1.9 libtool libmysqlclient-dev php-pear php5-
gd 
 
Installazione manuale di libnet versione 1.0.2a 
NB:  versioni  successive  della  stessa  libreria  non  funzionano,  a  causa  di  un 
cambiamento delle API della libreria. Si sconsiglia quindi di installare la libreria tramite il 
sistema apt, che recupera sempre l’ultima versione disponibile per il software. 
NB: I riferimenti all'interno di molte guide all'installazione di Snort in modalità inline 
presentano  come  sito  di  riferimento  della  libreria  un  sito  ora  non  più  raggiungibile.  La 
libreria non dispone più quindi di un sito ufficiale, ma va cercata presso altri repository di file 
presenti in rete. 
NB: per sistemi a 64 bit: la procedura di configurazione non rileva correttamente 
l'architettura a 64 bit del sistema. Per correggere la mancanza si consiglia di copiare il file 
config.sub (presente in altri pacchetti  di installazione aggiornati, ad esempio snort-2.8.5.2) 
nella directory root del pacchetto libnet. 
tar -xzvf libnet-1.0.2a.tar.gz 
cd Libnet-1.0.2a Appendice A - Installazione  Metodologia con bilanciamento del carico per 
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./configure 
Modificare il file Makefile impostando: 
MAN_PREFIX = /usr/share/doc/ 
e 
DEFINES          +=    -DHAVE_CONFIG_H  -D_BSD_SOURCE  -D__BSD_SOURCE  -
D__FAVOR_BSD -DHAVE_NET_ETHERNET_H   
 
make 
sudo make install 
 





Installazione snort modalità inline (o Snort DistIPS) 
 
Switch di configurazione minimi per replicare l'ambiente di test e l'installazione di 
Snort in modalità inline e di Snort DistIPS: 
./configure --enable-inline --enable-ppm  --enable-
perfprofiling  
make 
sudo make install 
sudo mkdir /var/log/snort 
sudo mkdir /etc/snort 
sudo mkdir /etc/snort/rules 
sudo mkdir /etc/snort/preproc_rules 
 
sudo chown test:users /etc/snort/  
sudo chown test:users /etc/snort/*  
sudo chown test:users /var/log/snort Appendice A - Installazione  Metodologia con bilanciamento del carico per 
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cp etc/* /etc/snort 
cp preproc_rules/decoder.rules /etc/snort/preproc_rules 
cp preproc_rules/preprocessor.rules /etc/snort/preproc_rules 
touch /etc/snort/rules/local.rules 
 
Se  la  procedura  è  stata  eseguita  correttamente  si  può  eseguire  con  successo  il 
comando: 
snort -V 
e,  se  l’inizializzazione  del  software  ha  avuto  successo,  comparirà  nella  console  il 
messaggio: 
 
   ,,_     -*> Snort! <*- 
  o"  )~   Version 2.8.5.2 (Build 121) inline 
   ''''    By Martin Roesch & The Snort Team: 
http://www.snort.org/snort/snort-team 
           Copyright (C) 1998-2009 Sourcefire, Inc., et al. 
           Using PCRE version: 7.8 2008-09-05 
 
Per disinstallare Snort (o Snort DistIPS) dalla directory di installazione eseguire
12 
sudo make uninstall 
che rimuoverà il software dalle cartelle di sistema. 
Il comando  
make distclean  
permette di cancellare tutti i file temporanei utilizzati per la compilazione e consente 
di rieseguire la procedura di configure, mentre 
make clean  
                                                      
12  Queste  procedure  sono  le  stesse  per  tutti  i  tipi  di  software  installati  tramite  le  utility  make  e 
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permette  di  cancellare  solo  i  file  di  compilazione  ed  è  utile  quando  si  voglia 
modificare e ricompilare solo alcuni file sorgenti. 
 
Configurazione di un router (layer 3) con linux 
 
La configurazione di una macchina linux che abbia più schede di rete consiste nella 
modifica di un file di configurazione: /etc/sysctl.conf 
Trovare la riga con  
net/ipv4/ip_forward=1 
e decommentarla togliendo il carattere #. 
Successivamente configurare le 2 interfacce con indirizzi appartenenti a reti diverse e 
la macchina inizierà a funzionare come router. 
 
Configurazione di un bridge (layer 2) con linux 
 
Snort in modalità inline può lavorare anche su una macchina configurata come bridge 
(nel  qual  caso  la  sua  presenza  è  trasparente  agli  strati  superiori),  che  è  la  modalità 
consigliata  dalla  documentazione  di  Snort,  ma  che  non  consente  al  software  DistIPS  di 
rilevare quale sia l'interfaccia di provenienza di un pacchetto. Si sconsiglia quindi l’utilizzo di 
questa modalità. 
Di seguito sono riportati i comandi per l’installazione del software base: 
sudo apt-get update 
sudo apt-get install bridge-utils 
Per impostare una macchina come bridge eseguire quindi i seguenti comandi: 
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sudo ifconfig eth0 0.0.0.0 
sudo ifconfig eth1 0.0.0.0 
sudo brctl addbr testbridge 
sudo brctl addif testbridge eth0 
sudo brctl addif testbridge eth1 
sudo brctl setfd testbridge 0 
sudo ifconfig testbridge up 
brctl show 
 
Per disattivare il bridge: 
sudo ifconfig testbridge down 
sudo brctl delbr testbridge 
 
Maggiori  informazioni  su  possono  trovare  nelle  man  page  o  su 
http://www.linuxfoundation.org/collaborate/workgroups/networking/bridge. 
 
Configurazione per il debugging  
 
Per il debug del software si è utilizzato il debugger gdb (e il suo derivato grafico 
Kdbg). Al fine di abilitare l'inserimento all'interno dell'eseguibile finale delle informazioni utili 
per il debugger, al comando make è stato aggiunto il parametro 
CFLAGS="-ggdb -DDEBUG". 
Come  ulteriore  fonte  di  informazioni,  gli  sviluppatori  di  Snort  hanno  inserito 
all'interno del codice delle sezioni che riportano sul terminale informazioni esplicite riguardo 
il  funzionamento  interno  (variabili,  attivazione  di  eventi,  informazioni  varie...),  che  si 
ottengono aggiungendo al comando configure il parametro 
–enable-debug Appendice A - Installazione  Metodologia con bilanciamento del carico per 
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e  successivamente utilizzando  la  CShell  (csh),  con  le  indicazioni  fornite  all'interno 
delle FAQ presenti nella cartella /doc del pacchetto di installazione, verranno stampate a 
video le informazioni richieste. 
 
Pacchetti utilizzati per i test 
Il pacchetto TCP utilizzato con il protocollo HTTP esegue una richiesta GET creata in 
modo tale da riempire un datagramma ethernet. Qui di seguito è riportato il payload del 




















User-Agent: Mozilla/5.0 (X11; U; Linux x86_64; it; rv:1.9.1.7) 
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Internet Protocol, Src: 192.168.1.3 (192.168.1.3), Dst: 192.168.2.3 
(192.168.2.3) 
    Version: 4 
    Header length: 20 bytes 
    Differentiated Services Field: 0x00 (DSCP 0x00: Default; ECN: 
0x00) 
        0000 00.. = Differentiated Services Codepoint: Default 
(0x00) 
        .... ..0. = ECN-Capable Transport (ECT): 0 
        .... ...0 = ECN-CE: 0 
    Total Length: 1484 
    Identification: 0x1234 (4660) 
    Flags: 0x04 (Don't Fragment) 
        0... = Reserved bit: Not set 
        .1.. = Don't fragment: Set 
        ..0. = More fragments: Not set 
    Fragment offset: 0 
    Time to live: 255 
    Protocol: UDP (0x11) 
    Header checksum: 0xdf95 [correct] 
        [Good: True] 
        [Bad : False] 
    Source: 192.168.1.3 (192.168.1.3) 
    Destination: 192.168.2.3 (192.168.2.3) 
User Datagram Protocol, Src Port: ezmeeting-2 (10101), Dst Port: 
ezmeeting-2 (10101) 
    Source port: ezmeeting-2 (10101) 
    Destination port: ezmeeting-2 (10101) 
    Length: 1464 
    Checksum: 0x1b7d [correct] 
        [Good Checksum: True] 
        [Bad Checksum: False] 
Data (1456 bytes) 
    Data: 1234567890ABCDEF1234567890ABCDEF1234567890ABCDEF... 
    [Length: 1456] 
 
Set di regole: funzione prmShowStats() 
 
I test sono stati effettuati utilizzando come porte di destinazione le porte: Appendice A - Installazione  Metodologia con bilanciamento del carico per 
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·  80 per il traffico TCP – HTTP 
·  20000 per il traffico TCP 
·  10101 per il traffico UDP 
Di seguito riportiamo un estratto dell’output della funzione built-in prmShowStats( 
snort_conf->prmUdpRTNX  )  e  prmShowStats(  snort_conf->prmTcpRTNX  )  di  Snort  che 
restituisce alla console il numero di regole e il tipo per la configurazione in uso. 
Per il TCP: 
















Src Port 10101 : 13 uricontent, 497 content, 24 nocontent   
 
Hardware della macchina DistIPS utilizzata per i test 
 
Output di lspci: 
00:00.0 Host bridge: Silicon Integrated Systems [SiS] 662 Host (rev 01) 
00:01.0 PCI bridge: Silicon Integrated Systems [SiS] SiS AGP Port (virtual 
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00:02.0 ISA bridge: Silicon Integrated Systems [SiS] SiS966 [MuTIOL Media 
IO] (rev 59) 
00:02.5 IDE interface: Silicon Integrated Systems [SiS] 5513 [IDE] (rev 01) 
00:03.0 USB Controller: Silicon Integrated Systems [SiS] USB 1.1 Controller 
(rev 0f) 
00:03.1 USB Controller: Silicon Integrated Systems [SiS] USB 1.1 Controller 
(rev 0f) 
00:03.3 USB Controller: Silicon Integrated Systems [SiS] USB 2.0 Controller 
00:04.0 Ethernet controller: Silicon Integrated Systems [SiS] 190 Ethernet 
Adapter (rev 01) 
00:05.0 IDE interface: Silicon Integrated Systems [SiS] SATA Controller / 
IDE mode (rev 02) 
00:06.0 PCI bridge: Silicon Integrated Systems [SiS] PCI-to-PCI bridge 
00:07.0 PCI bridge: Silicon Integrated Systems [SiS] PCI-to-PCI bridge 
00:0b.0 Ethernet controller: Realtek Semiconductor Co., Ltd. RTL-8169 
Gigabit Ethernet (rev 10) 
00:0d.0 Ethernet controller: Realtek Semiconductor Co., Ltd. RTL-8169 
Gigabit Ethernet (rev 10) 
00:0f.0 Audio device: Silicon Integrated Systems [SiS] Azalia Audio 
Controller 
00:1f.0 PCI bridge: Silicon Integrated Systems [SiS] PCI-to-PCI bridge 
01:00.0 VGA compatible controller: Silicon Integrated Systems [SiS] 
661/741/760 PCI/AGP or 662/761Gx PCIE VGA Display Adapter (rev 04) 
 
Parti salienti dell’output di lshw: 
ubuntu-snort-1 
    description: Desktop Computer 
    width: 64 bits 
    capabilities: smbios-2.4 dmi-2.4 vsyscall64 vsyscall32 
    configuration: boot=normal chassis=desktop uuid=01020304-0506-0708-
090A-00508D94B5B9 
  *-core 
       description: Motherboard 
       product: SG-95 
       vendor: http://www.abit.com.tw/ 
       physical id: 0 
     *-firmware 
          description: BIOS 
          vendor: American Megatrends Inc. 
          physical id: 0 
          version: 080013 (08/29/2006) 
          size: 64KiB 
          capacity: 448KiB 
          capabilities: isa pci pnp apm upgrade shadowing escd cdboot 
bootselect socketedrom edd int13floppy1200 int13floppy720 int13floppy2880 Appendice A - Installazione  Metodologia con bilanciamento del carico per 
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int5printscreen int9keyboard int14serial int17printer int10video acpi usb 
ls120boot zipboot biosbootspecification 
     *-cpu 
          description: CPU 
          product: Intel(R) Celeron(R) D CPU 3.33GHz 
          vendor: Intel Corp. 
          physical id: 4 
          bus info: cpu@0 
          version: Intel(R) Celeron(R) D CPU 3.33GHz 
          serial: To Be Filled By O.E.M. 
          slot: CPU 1 
          size: 3325MHz 
          capacity: 3325MHz 
          width: 64 bits 
          clock: 133MHz 
          capabilities: fpu fpu_exception wp vme de pse tsc msr pae mce cx8 
apic sep mtrr pge mca cmov pat pse36 clflush dts acpi mmx fxsr sse sse2 ss 
ht tm pbe syscall nx x86-64 constant_tsc up pebs bts pni dtes64 monitor 
ds_cpl cid cx16 xtpr pdcm lahf_lm 
        *-cache:0 
             description: L1 cache 
             physical id: 5 
             slot: L1-Cache 
             size: 16KiB 
             capacity: 16KiB 
             capabilities: internal write-back data 
        *-cache:1 
             description: L2 cache 
             physical id: 6 
             slot: L2-Cache 
             size: 512KiB 
             capacity: 512KiB 
             capabilities: internal write-back unified 
     *-memory 
          description: System Memory 
          physical id: 28 
          slot: System board or motherboard 
          size: 1GiB 
        *-bank:0 
             description: DIMM SDRAM Synchronous 
             product: PartNum0 
             vendor: Manufacturer0 
             physical id: 0 
             serial: SerNum0 
             slot: DIMM0 
             size: 1GiB 
             width: 64 bits 
     *-pci 
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          product: 662 Host 
          vendor: Silicon Integrated Systems [SiS] 
          physical id: 100 
          bus info: pci@0000:00:00.0 
          version: 01 
          width: 32 bits 
          clock: 33MHz 
          configuration: driver=agpgart-sis latency=64 
          resources: irq:0 memory:d8000000-dfffffff 
        *-pci:0 
             description: PCI bridge 
             product: SiS AGP Port (virtual PCI-to-PCI bridge) 
             vendor: Silicon Integrated Systems [SiS] 
             physical id: 1 
             bus info: pci@0000:00:01.0 
             version: 00 
             width: 32 bits 
             clock: 66MHz 
             capabilities: pci bus_master 
             resources: ioport:e000(size=4096) memory:feb00000-febfffff 
memory:d0000000-d7ffffff(prefetchable) 
           *-display UNCLAIMED 
                description: VGA compatible controller 
                product: 661/741/760 PCI/AGP or 662/761Gx PCIE VGA Display 
Adapter 
                vendor: Silicon Integrated Systems [SiS] 
                physical id: 0 
                bus info: pci@0000:01:00.0 
                version: 04 
                width: 32 bits 
                clock: 66MHz 
                capabilities: pm agp agp-3.0 cap_list 
                configuration: latency=0 
                resources: memory:d0000000-d7ffffff(prefetchable) 
memory:febe0000-febfffff ioport:ec00(size=128) 
        *-isa 
             description: ISA bridge 
             product: SiS966 [MuTIOL Media IO] 
             vendor: Silicon Integrated Systems [SiS] 
             physical id: 2 
             bus info: pci@0000:00:02.0 
             version: 59 
             width: 32 bits 
             clock: 33MHz 
             capabilities: isa bus_master 
             configuration: latency=0 
        *-ide:0 
             description: IDE interface 
             product: 5513 [IDE] Appendice A - Installazione  Metodologia con bilanciamento del carico per 
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             vendor: Silicon Integrated Systems [SiS] 
             physical id: 2.5 
             bus info: pci@0000:00:02.5 
             logical name: scsi2 
             logical name: scsi3 
             version: 01 
             width: 32 bits 
             clock: 33MHz 
             capabilities: ide pm bus_master cap_list emulated 
             configuration: driver=pata_sis latency=128 
             resources: irq:0 ioport:1f0(size=8) ioport:3f6 
ioport:170(size=8) ioport:376 ioport:fff0(size=16) 
        *-pci:1 
             description: PCI bridge 
             product: PCI-to-PCI bridge 
             vendor: Silicon Integrated Systems [SiS] 
             physical id: 6 
             bus info: pci@0000:00:06.0 
             version: 00 
             width: 32 bits 
             clock: 33MHz 
             capabilities: pci msi pciexpress pm bus_master cap_list 
             configuration: driver=pcieport-driver 
             resources: irq:24 ioport:fff00000(size=1732782470851461120) 
        *-pci:2 
             description: PCI bridge 
             product: PCI-to-PCI bridge 
             vendor: Silicon Integrated Systems [SiS] 
             physical id: 7 
             bus info: pci@0000:00:07.0 
             version: 00 
             width: 32 bits 
             clock: 33MHz 
             capabilities: pci msi pciexpress pm bus_master cap_list 
             configuration: driver=pcieport-driver 
             resources: irq:25 
        *-network:1 
             description: Ethernet interface 
             product: RTL-8169 Gigabit Ethernet 
             vendor: Realtek Semiconductor Co., Ltd. 
             physical id: b 
             bus info: pci@0000:00:0b.0 
             logical name: eth2 
             version: 10 
             serial: 00:19:e0:73:b2:92 
             size: 10MB/s 
             capacity: 1GB/s 
             width: 32 bits 
             clock: 66MHz Appendice A - Installazione  Metodologia con bilanciamento del carico per 
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             capabilities: pm bus_master cap_list rom ethernet physical tp 
mii 10bt 10bt-fd 100bt 100bt-fd 1000bt 1000bt-fd autonegotiation 
             configuration: autonegotiation=on broadcast=yes driver=r8169 
driverversion=2.3LK-NAPI duplex=half latency=64 link=no maxlatency=64 
mingnt=32 multicast=yes port=MII speed=10MB/s 
             resources: irq:17 ioport:c000(size=256) memory:feafc800-
feafc8ff memory:feac0000-feadffff(prefetchable) 
        *-network:2 
             description: Ethernet interface 
             product: RTL-8169 Gigabit Ethernet 
             vendor: Realtek Semiconductor Co., Ltd. 
             physical id: d 
             bus info: pci@0000:00:0d.0 
             logical name: eth4 
             version: 10 
             serial: 00:18:e7:18:7d:9c 
             size: 10MB/s 
             capacity: 1GB/s 
             width: 32 bits 
             clock: 66MHz 
             capabilities: pm bus_master cap_list rom ethernet physical tp 
mii 10bt 10bt-fd 100bt 100bt-fd 1000bt 1000bt-fd autonegotiation 
             configuration: autonegotiation=on broadcast=yes driver=r8169 
driverversion=2.3LK-NAPI duplex=half latency=64 link=no maxlatency=64 
mingnt=32 multicast=yes port=MII speed=10MB/s 
             resources: irq:16 ioport:bc00(size=256) memory:feafc400-
feafc4ff memory:feaa0000-feabffff(prefetchable) 
        *-pci:3 
             description: PCI bridge 
             product: PCI-to-PCI bridge 
             vendor: Silicon Integrated Systems [SiS] 
             physical id: 1f 
             bus info: pci@0000:00:1f.0 
             version: 00 
             width: 32 bits 
             clock: 33MHz 
             capabilities: pci pciexpress msi pm bus_master cap_list 
             configuration: driver=pcieport-driver 
             resources: irq:26 
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Appendice B - Codice sorgente di Snort DistIPS 
Vengono di seguito riportati i pezzi di codice salienti aggiunti/modificati al codice di 
Snort alla versione 2.8.5.2. 
 
inline.c 








 * variabile extern per la presenza di opzione 
 * se ha opzione valida DistIDS 1 
 * se ha opzione non valida 2 
 * altrimenti 0 
 */ Appendice B - Codice sorgente di Snort DistIPS Metodologia con bilanciamento del carico 
per la prevenzione distribuita delle intrusioni 




Funzione IpqLoop() modificata: 
void IpqLoop(void) 
{ 
    int status; 
    struct pcap_pkthdr PHdr; 
    unsigned char buf[PKT_BUFSIZE]; 
    static ipq_packet_msg_t *m; 
  ipq_packet_msg_t *m_temp; 
   while(1) 
    { 
        ResetIV(); 
        // resetto variabili DistIDS 
        dids_option = 0; 
    ip_opt_add = 0; 
        status = ipq_read(ipqh, buf, PKT_BUFSIZE, 1000000); 
        if (status < 0) 
        { 
            ipq_perror("IpqLoop: "); 
        } 
        /* man ipq_read tells us that when a timeout is specified 
         * ipq_read will return 0 when it is interupted. */ 
        else if(status == 0) 
        { 
            /* Do the signal check. If we don't do this we will 
             * evaluate the signal only when we receive an actual 
             * packet. We don't want to depend on this. */ 
            if (SignalCheck()) 
            { 
#ifndef SNORT_RELOAD 
                Restart(); 
#endif 
            } 
        } 
        else 
        { 
            switch(ipq_message_type(buf)) 
            { 
                case NLMSG_ERROR: 
                    fprintf(stderr, "Received error message %d\n",  
                            ipq_get_msgerr(buf)); 
                    break; 
                case IPQM_PACKET:  
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                    g_m = m; 
#ifdef DEBUG_INLINE 
                    printf("%02X:%02X:%02X:%02X:%02X:%02X\n", m-
>hw_addr[0], m->hw_addr[1], 
                           m->hw_addr[2], m->hw_addr[3], m-
>hw_addr[4], m->hw_addr[5]); 
#endif               
                    TranslateToPcap(m, &PHdr); 
                    PcapProcessPacket(NULL, &PHdr, (u_char *)m-
>payload); 
                    if (dids_option == 2) { 
            // opzione non valida, drop in ogni 
caso 
            iv.drop = 1; 
          } 
          if (iv.drop || iv.reject || !(p.iph)) { 
            // è da scartare oppure non è IP 
            HandlePacket(m); 
          } else if( !dids_option && 0 ){ 
            // il pacchetto non aveva l'opzione, è 
stato controllato 
            // e sta uscendo dalla rete 
            // NON aggiungo opzione     
            ip_opt_add =0; 
            HandlePacket(m); 
          } 
           
          /* 
          * se DistIPS di confine allora impostare lo 
strcmp  
          * con l'interfaccia verso la rete non SAN 
          */         
          else if(  p.iph && dids_option && strcmp( m-
>outdev_name, "eth4" ) ){ 
            // PACCHETTO IN USCITA DALLA SNORT 
AWARE NETWORK 
            // il pacchetto aveva le opzioni, le 
tolgo 
            // struttura di supporto sulla copia 
            struct iphdr *ip_header_temp_1 =  
(struct iphdr *) m->payload; 
             
            // offset di fine ip header originario       
            // HEADER SENZA OPZIONE 
            size_t insert_offset =  (size_t) ( 
(ip_header_temp_1->ihl * 4) - 4); 
             
            //  nuova struttura diminuita di 4 
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            m_temp = (ipq_packet_msg_t *) malloc( 
sizeof( ipq_packet_msg_t ) + m->data_len - 4 ); 
             
            if (m_temp == NULL ) 
              printf("errore NULL POINTER  da 
malloc\n"); 
             
            // copio prima parte della struttura 
dati 
            memcpy( (void *) m_temp, (void *) m , 
sizeof( ipq_packet_msg_t ) + insert_offset); 
             
            void * m_temp_ptr; 
            void * m_ptr; 
             
            // UGUALE A  m_temp + sizeof( 
ipq_packet_msg_t ) 
            m_temp_ptr = m_temp->payload + 
insert_offset; 
            // m + sizeof( ipq_packet_msg_t )  
            m_ptr = m->payload + insert_offset + 
4; 
             
            // seconda parte del pacchetto SENZA 
OPZIONI 
            memcpy(  m_temp_ptr, m_ptr, m-
>data_len - insert_offset - 4); 
             
            // correggo lunghezza nella struttura 
            m_temp->data_len -= 4; 
             
            struct iphdr *ip_header_temp_2 =  
(struct iphdr *) m_temp->payload; 
             
            // correggo ihl (unità di misura 32 
bit = 4 byte per salto) 
            ip_header_temp_2->ihl = 5; 
            // e la lunghezza ip datagram (unità 
di misura 8 bit = 1 byte per salto) 
            u_char * lunghezza_totale = &( 
ip_header_temp_2->tot_len); 
            (lunghezza_totale[1]) = 
lunghezza_totale[1] - 4; 
 
            // finita modifica pacchetto con 
rimozione ip_option 
            // CHECKSUM 
            // prima lo azzero, poi calcolo il 
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            ip_header_temp_2->check = 0; 
            ip_header_temp_2->check = (uint16_t) 
in_chksum_ip( (u_short *) m_temp->payload, 20  ); 
             
            // chiamata per impostare il rimpiazzo 
del payload aggiornato 
            //  quando faccio handlepacket() 
            InlineReplace(); 
            ip_opt_add =0; 
             
            HandlePacket(m_temp); 
            free( (void *) m_temp ); 
          } 
          else if ( p.iph && ip_opt_add == 1 && 
dids_option == 0 && !(p.ip_option_count) ){ 
            // PACCHETTO SENZA OPZIONE, la 
aggiungo 
            //  nuova struttura aumentata di 4 
byte  
            m_temp = (ipq_packet_msg_t *) malloc( 
sizeof( ipq_packet_msg_t ) + m->data_len + 4 ); 
             
            if (m_temp == NULL ) 
              printf("errore NULL POINTER  da 
malloc\n"); 
             
            // copio struttura dati 
            memcpy( (void *) m_temp, (void *) m , 
sizeof( ipq_packet_msg_t ) + m->data_len ); 
             
            // struttura di supporto sulla copia 
            struct iphdr *ip_header_temp_2 =  
(struct iphdr *) m_temp->payload; 
             
            // offset di fine ip header originario       
            size_t insert_offset =  (size_t) ( 
ip_header_temp_2->ihl * 4); 
 
            // shifto pacchetto per fare spazio 
            memmove( m_temp->payload + 
insert_offset + 4, m_temp->payload + insert_offset , m->data_len - 
insert_offset ); 
             
            // inserisco la mia opzione in memoria 
            // uint32_t mia_opzione = 0xDD04DDDD; 
             
            char * opzione = ( m_temp->payload + 
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            opzione[0] = 0xDD; 
            opzione[1] = 0x04; 
            opzione[2] = 0xDD; 
            opzione[3] = 0xDD; 
             
            // correggo lunghezza nella struttura 
            m_temp->data_len += 4; 
             
            // correggo ihl (unità di misura 32 
bit = 4 byte per salto) 
            ip_header_temp_2->ihl++; 
             
            // e la lunghezza ip datagram (unità 
di misura 8 bit = 1 byte per salto) 
            u_char * lunghezza_totale = &( 
ip_header_temp_2->tot_len); 
            (lunghezza_totale[1]) = 
lunghezza_totale[1] + 4; 
             
            // finita modifica pacchetto con 
aggiunta ip_option 
            // CHECKSUM 
            // in_chksum_ip si trova in checksum.h 
            // prima lo azzero, poi calcolo il 
nuovo checksum 
 
            ip_header_temp_2->check = 0; 
            ip_header_temp_2->check = (uint16_t) 
in_chksum_ip( (u_short *) m_temp->payload, 24  ); 
             
            // chiamata per impostare il rimpiazzo 
del payload aggiornato 
            // quando faccio handlepacket() 
            InlineReplace(); 
            ip_opt_add = 0; 
            HandlePacket(m_temp); 
             
            // libero lo spazio da me allocato per 
il pacchetto 
            // la memoria di m viene liberata da 
ip_queue 
            free( m_temp ); 
          } 
          else {         
            HandlePacket(m);   
          } 
           
                    break; 
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        } /* if - else */ 
    } /* while() */ 
} 
snort.h 










 * stato della stazione 
 */ 
extern int stato; 
 
/* 
 * conteggio tick 
 */ 
extern uint64_t tia, now, prev, thick_ref; 
 
/* 
 * il pacchetto correntemente in analisi, decodificato 
 */ 
extern Packet p; 
 
/* 
 * se ha opzione valida DistIDS 1 
 * se ha opzione non valida 2 
 * altrimenti 0 (non c'è o non applicabile) 
 *  
 */ 
extern int dids_option; 
 
/* 
 * se aggiungere o meno la ipoptions sul pacchetto corrente 
 */ 
extern int ip_opt_add; 
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 * struttura che specifica un elemento filtro che specifica quali 
pacchetti 
 * vengono analizzati da questo nodo 
 */ 
struct DistIDS_item{ 
  struct in_addr indirizzo; 
  struct in_addr maschera; 
  struct in_addr mascherato; 
  u_int16_t hi_dst_port; 




 * numero di item nella lista 
 */ 
int item_num = 2; 
 
struct DistIDS_item items[ 2 ]; 
 
/* 
 * array di stage filter item con MAX_FILTERS 




 * 1 se pacchetto è da controllare in questo stage 
 *    perchè appartenente al suo spazio 
 * 0 se non appartiene al suo spazio 
 */ 
int DistIDS_pkt_for_my_stage( Packet *); 
 
/* 
 * 1 se pacchetto non contiene DistIDS option (non è stato 
controllato dal suo 
 *   stage a causa di un fault) o se DistIDS option non valida 
 * 0 se già controllato da un altro stage (DistIDS option valida) 
 */ 
int DistIDS_dirty_pkt( Packet *); 
 
/* 
 * imposta la lista di item con l'indirizzo dst netmaskerato 
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 * stato della stazione 
 */ 
int stato = 0; 
 
/* 
 * ipoption add flag 
 * a 1 se è da aggiungere l'opzione 
 */ 
int ip_opt_add = 0; 
 
/* 
 * place where to place thick count 
 * sono variabili extern, dichiarate in snort.h 
 */ 
uint64_t tia, now, prev, thick_ref; 
 
/* 
 * contatori per gli stati 
 * 
 */ 
unsigned int count_a = 0; 
unsigned int count_b = 0; 
 
/* 
 * LIMITI PER I CONTATORI 
 */ 
 
unsigned int limitA = 5; 
unsigned int limitB = 100000000; 
 
/* 
 * limiti per il TIA per il determinato stato 
 */ 
 
uint64_t soglia0 = 1234567890; 
uint64_t soglia2 = 12345; 
 
/* 
 * definire finestra di frag 
 * in tick uguale al timeout del tcp ip    
 */ 
uint64_t window = 12; 
 
/* 
 * variabile extern originariamente dichiarata dentro funzione Appendice B - Codice sorgente di Snort DistIPS Metodologia con bilanciamento del carico 
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 * variabile extern per la presenza di opzione 
 * se ha opzione valida DistIDS 1 
 * se ha opzione non valida 2 
 * altrimenti 0 
 */ 






  items[0].indirizzo.s_addr = inet_addr("192.168.2.3"); 
  items[0].maschera.s_addr  = inet_addr("255.255.255.255"); 
  items[0].mascherato.s_addr = items[0].indirizzo.s_addr & 
items[0].maschera.s_addr; 
  items[0].hi_dst_port = 81; 
  items[0].lo_dst_port = 20100; 
   
  items[1].indirizzo.s_addr = inet_addr("172.168.1.3"); 
  items[1].maschera.s_addr  = inet_addr("255.255.255.0"); 
  items[1].mascherato.s_addr = items[1].indirizzo.s_addr & 
items[1].maschera.s_addr; 
  items[1].hi_dst_port = 0; 
  items[1].lo_dst_port = 65000; 
  return 1; 
} 
 
int DistIDS_pkt_for_my_stage( Packet *p ) 
{ 
  /* 
   * indirizzo ip di destinazione del pacchetto 
   */ 
  struct in_addr dst_pkt; 
  dst_pkt.s_addr = p->iph->ip_dst.s_addr; 
  /* 
   * porta destinazione del pacchetto 
   */ 
  uint16_t pkt_dst_port = p->dp; 
  /* LogMessage("\n\n\n"); 
  LogMessage("indirizzo pacchetto : %s \n", inet_ntoa( dst_pkt ) ); 
  LogMessage("destinazione: %d\n", pkt_dst_port); 
  */ 
  int i;  
  for ( i = 0; i < item_num; i++){ 
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    pkt_mascherato.s_addr = dst_pkt.s_addr & 
items[i].maschera.s_addr; 
    // LogMessage("indirizzo pacchetto mascherato: %s \n", 
inet_ntoa( pkt_mascherato ) ); 
    // LogMessage("indirizzo item      mascherato: %s \n", 
inet_ntoa( items[i].mascherato ) ); 
 
    /* 
     * controllo bitwise se uguali 
     * se tutto = allora sono uguali 
     */ 
    if ( pkt_mascherato.s_addr ^ items[i].mascherato.s_addr ) 
    { 
      // LogMessage("diversi: continuo ciclo\n"); 
    } 
    else 
    { 
      // LogMessage("indirizzi compatibili, continuo\n"); 
      if ( (items[i].hi_dst_port == 0 && 
items[i].lo_dst_port == 0) || 
          ( items[i].lo_dst_port <= pkt_dst_port && 
pkt_dst_port <= items[i].hi_dst_port )) 
      { 
        /* 
         * porta di destinazione matcha 
         */ 
        // LogMessage("match dello stage, ritorno 1\n"); 
        //is_for_me = 1; 
        return 1; 
      } 
      else 
      { 
        // LogMessage("porta non compatibile, continuo 
ciclo\n"); 
        // break; 
      } 
    } 
  } 
  // LogMessage("stage non trova match\n\n"); 




int DistIDS_dirty_pkt( Packet *p) 
{ 
   
  // se non è IP controllo sempre 
  if ( !(p->iph) ){ 
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    dids_option = 0; 
    return 1; 
  } 
 
    if ( p->ip_option_count == 0){ 
      dids_option = 0; 
        return 1;   // non ha opzioni 
    } 
 
    int i = 0; 
    for (i = 0; i <= p->ip_option_count; i++){ 
        // cicla sulle opzioni 
        // check se c'è l'opzione ( QUI controllo eventuale 
sulla validità dell'opzione) 
        if ( p->ip_options[i].code == 0xDD ){ 
        if ( p->ip_options[i].data[0] == 0xDD && p-
>ip_options[i].data[1] == 0xDD ){ 
          // opzione presente e valida 
          dids_option = 1; 
          return 0; 
        } else { // opzione presente ma non valida 
          dids_option = 2; 
          return 1; 
        } 
      } 
   } 
    
   // NON ha l'opzione DistIDS 
  dids_option = 0; 






void ProcessPacket(char *user, const struct pcap_pkthdr * pkthdr, 
const u_char * pkt, void *ft) 
{  
#if defined(MIMICK_IPV6) && defined(SUP_IP6) 
    struct pcap_pkthdr pkthdrx; 
    static u_char pktx[65536+256]; 
    EHDR   *ehdr=0; 
    VHDR   *vhdr; 
    int etype; Appendice B - Codice sorgente di Snort DistIPS Metodologia con bilanciamento del carico 
per la prevenzione distribuita delle intrusioni 
90    Alessandro Rizzati  
 
    if( !conv_ip4_to_ip6(pkthdr,pkt,&pkthdrx,pktx, 0 /* encap46 flag 
0=6, 1=4(6), 2=6(4)*/) ) 
    { 
        /* reset to point to new pkt */ 
        if( mimick_ip6 ) 
        { 
            pkthdr = &pkthdrx; 
            pkt = pktx;  
        }       
        pc.ipv6_up++; 
     } 
     else  
     {  
        pc.ipv6_upfail++;  
# ifdef SUP_IP6 
        //return; 
# endif 
     }  
#endif  /* defined(MIMICK_IPV6) && defined(SUP_IP6) */ 
 
#if !defined(GIDS) && !defined(WIN32) 
    g_drop_pkt = 0; 
#endif 
    setRuntimePolicy(getDefaultPolicy()); 
    /* call the packet decoder */ 
    (*grinder) (&p, pkthdr, pkt);  
    if(!p.pkth || !p.pkt) 
    { 
        return; 
    } 
    /* Make sure this packet skips the rest of the preprocessors */ 
    /* Remove once the IPv6 frag code is moved into frag 3 */ 
    if(p.packet_flags & PKT_NO_DETECT) 
    { 
        DisableAllDetect(&p); 
    } 
    if (ft) 
    { 
        p.packet_flags |= PKT_REBUILT_FRAG; 
        p.fragtracker = ft; 
    }  
    switch (snort_conf->run_mode) 
    { 
        case RUN_MODE__IDS: 
            { 
                int vlanId = (p.vh) ? VTH_VLAN(p.vh) : -1; 
                snort_ip_p srcIp = (p.iph) ? GET_SRC_IP((&p)) : 
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                snort_ip_p dstIp = (p.iph) ? GET_DST_IP((&p)) : 
(snort_ip_p)0; 
 
                //set policy id for this packet 
                setRuntimePolicy(sfGetApplicablePolicyId( 
                            snort_conf->policy_config, vlanId, 
srcIp, dstIp)); 
 
                p.configPolicyId = 
                    snort_conf-
>targeted_policies[getRuntimePolicy()]->configPolicyId; 
 
                //actions are queued only for IDS case 
                sfActionQueueExecAll(decoderActionQ); 
 
                /* allow the user to throw away TTLs that won't 
apply to the 
                   detection engine as a whole. */ 
                if (ScMinTTL() && IPH_IS_VALID((&p)) && 
(GET_IPH_TTL((&p)) < ScMinTTL())) 
                { 
                    DEBUG_WRAP(DebugMessage( 
                                DEBUG_DECODE, "ScMinTTL reached in 
main detection loop\n");); 
                    return; 
                }  
 
                /* just throw away the packet if we are configured 
to ignore this port */ 
                if (p.packet_flags & PKT_IGNORE_PORT) 
                    return; 
 
      int ret = DistIDS_dirty_pkt( &p ); 
 
              /* 
              * cpuclock.h già incluso... 
              * chiamo get_clockticks(val) 
              * dove val è uint64_t val 
              */ 
              get_clockticks( now ); 
              tia = now - prev; 
              prev = now; 
               
              /* 
               * gestione stato e tia 
               */ 
        switch (stato) 
        { 
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          // parte gestione TIA 
          if ( tia > soglia0 )    // ok, poco 
traffico, tengo lo stato 
            count_a = 0; 
          else  {     // tia < soglia0 , 
traffico in aumento 
            if ( count_a < limitA ){ 
              count_a++; 
            } 
            else   {   // a >= limitA  passo allo 
stato successivo (stato di transizione) 
              stato = 1; 
              count_b = 0; 
              thick_ref = 0; 
              //LogMessage("0 to 1 \n"); 
            } 
          } 
          // parte gestione processing 
          if ( ret ) { 
            // se il pacchetto non è già stato 
controllato 
            Preprocess(&p);   // processo il 
pacchetto 
            ip_opt_add = 1;   // I PACCHETTI 
USCENTI SONO TUTTI con IPOPTION SETTATA 
          } 
          else {  // il pacchetto è già stato 
controllato 
            // i pacchetti escono come sono 
entrati (con ipotions) 
          } 
           
        break; 
 
        case 1: 
          // parte gestione TIA 
          if ( thick_ref == 0 ){ 
            thick_ref = now; 
            // LogMessage("thick_ref == 0 \n"); 
          } 
          else { 
            if (now - thick_ref > window ) { 
              stato = 2;    // switch di stato 
al giro successivo 
              // LogMessage("1 to 2 \n"); 
            } 
            else { 
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              // continuo a controllare i 
pacchetti frammentati 
            } 
          } 
 
          if ( tia < soglia2 ){     //     molto 
traffico 
            count_b = 0;  // resto nello stato 
perchè molto traffico 
          } 
          else  {           //   tia > SOGLIA2    vedo 
se cambiare perchè poco traffico 
            if ( count_b < limitB ){ 
              count_b++;   // resto nello stato 
            } 
            else   {       // b >= LIMIT2  cambio 
stato 
              stato = 0; 
              count_a = 0; 
              // LogMessage("1 to 0 \n"); 
            } 
          } 
          // parte gestione processing 
          if ( !(p.iph) ){ // non è IP, controllo 
sempre 
            Preprocess(&p);   
          } 
          else if ( p.frag_flag  && ret ){ 
            // se frammentati e non controllati 
            Preprocess(&p);          
            ip_opt_add = 0; 
          } 
          else if ( ret && DistIDS_pkt_for_my_stage( 
&p ) )   // controllo se per me o se già controllato 
          { 
            // LogMessage("preprocess stato 1\n"); 
            Preprocess(&p); 
            ip_opt_add = 1;      
            // I PACCHETTI USCENTI SONO TUTTI con 
IPOPTION SETTATA 
            // LogMessage("fine preprocess stato 
1\n"); 
          } 
          else {       // non è nel mio dominio e non 
è pacchetto frammentato 
              // I PACCHETTI escono come sono 
entrati 
          } 
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        case 2: 
          // parte gestione tia 
          if ( tia < soglia2 )           //     molto 
traffico 
            count_b = 0;  // resto nello stato 
perchè molto traffico 
          else {            // tia > SOGLIA2    vedo 
se cambiare perchè poco traffico 
            if ( count_b < limitB ) 
              count_b++; 
            else  { // b == LIMIT2 
              stato = 0; 
              count_a = 0; 
              // LogMessage("2 to 0 \n"); 
            } 
          } 
           
          // parte gestione processing 
          if ( ret && DistIDS_pkt_for_my_stage( &p ) ) 
{  // controllo se per me o se già controllato 
            Preprocess(&p);         // I PACCHETTI 
USCENTI SONO TUTTI con IPOPTION SETTATA 
            ip_opt_add = 1; 
          } 
          else { 
            // I PACCHETTI escono come sono 
entrati 
          } 
        break;   
 
        } 
       
                if (ScLogVerbose()) 
                    PrintPacket(&p); 
            } 
            break; 
 
        case RUN_MODE__PACKET_LOG: 
            CallLogPlugins(&p, NULL, NULL, NULL); 
            break;  
        case RUN_MODE__PACKET_DUMP: 
            PrintPacket(&p); 
            break; 
        default: 
            break; 
    } 
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Appendice C – GNU GPL 2 
GNU GENERAL PUBLIC LICENSE 
Version 2, June 1991 
 
 
Copyright (C) 1989, 1991 Free Software Foundation, Inc. 
59 Temple Place, Suite 330, Boston, MA  02111-1307  USA 
Everyone is permitted to copy and distribute verbatim copies 
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The licenses for most software are designed to take away your freedom to share and 
change  it.    By  contrast,  the  GNU  General  Public  License  is  intended  to  guarantee  your 
freedom to share and change free software--to make sure the software is free for all its 
users.  This  General  Public  License  applies  to  most  of  the  Free  Software  Foundation's 
software and to any other program whose authors commit to using it.  (Some other Free 
Software Foundation software is covered by the GNU Library General Public License instead.)  
You can apply it to your programs, too. 
 
When  we  speak  of  free  software,  we  are  referring  to  freedom,  not  price.    Our 
General Public Licenses are designed to make sure that you have the freedom to distribute 
copies of free software (and charge for this service if you wish), that you receive source code 
or can get it if you want it, that you can change the software or use pieces of it in new free 
programs; and that you know you can do these things.  
 
To protect your rights, we need to make restrictions that forbid anyone to deny you 
these rights or to ask you to surrender the rights. These restrictions translate to certain 
responsibilities for you if you distribute copies of the software, or if you modify it. 
 
For example, if you distribute copies of such a program, whether gratis or for a fee, 
you must give the recipients all the rights that you have.  You must make sure that they, too, 
receive or can get the source code. And you must show them these terms so they know their 
rights. 
 
We protect your rights with two steps: (1) copyright the software, and (2) offer you 
this license which gives you legal permission to copy, distribute and/or modify the software. 
 
Also, for each author's protection and ours, we want to make certain that everyone 
understands that there is no warranty for this free software.  If the software is modified by 
someone else and passed on, we want its recipients to know that what they have is not the Appendice C – GNU GPL 2  Metodologia con bilanciamento del carico per 
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original, so that any problems introduced by others will not reflect on the original authors' 
reputations. 
 
Finally, any free program is threatened constantly by software patents.  We wish to 
avoid  the  danger  that  redistributors  of  a  free  program  will  individually  obtain  patent 
licenses, in effect making the program proprietary.  To prevent this, we have made it clear 
that any patent must be licensed for everyone's free use or not licensed at all. 
 
The precise terms and conditions for copying, distribution and modification follow. 
 
GNU GENERAL PUBLIC LICENSE 
TERMS AND CONDITIONS FOR COPYING, DISTRIBUTION AND MODIFICATION 
 
 
0. This License applies to any program or other work which contains a notice placed 
by the copyright holder saying it may be distributed under the terms of this General Public 
License.  The "Program", below, refers to any such program or work, and a "work based on 
the Program" means either the Program or any derivative work under copyright law: that is 
to  say,  a  work  containing  the  Program  or  a  portion  of  it,  either  verbatim  or  with 
modifications and/or translated into another language.  (Hereinafter, translation is included 
without limitation in the term "modification".)  Each licensee is addressed as "you". 
 
Activities other than copying, distribution and modification are not covered by this 
License; they are outside its scope.  The act of running the Program is not restricted, and the 
output from the Program is covered only if its contents constitute a work based on the 
Program (independent of having been made by running the Program). Whether that is true 
depends on what the Program does. 
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1. You may copy and distribute verbatim copies of the Program's source code as you 
receive it, in any medium, provided that you conspicuously and appropriately publish on 
each copy an appropriate copyright notice and disclaimer of warranty; keep intact all the 
notices that refer to this License and to the absence of any warranty; and give any other 
recipients of the Program a copy of this License along with the Program. 
 
You may charge a fee for the physical act of transferring a copy, and you may at your 
option offer warranty protection in exchange for a fee. 
 
2. You may modify your copy or copies of the Program or any portion of it, thus 
forming a work based on the Program, and copy and distribute such modifications or work 
under the terms of Section 1 above, provided that you also meet all of these conditions: 
 
a) You must cause the modified files to carry prominent notices stating that you 
changed the files and the date of any change. 
 
b) You must cause any work that you distribute or publish, that in whole or in part 
contains or is derived from the Program or any part thereof, to be licensed as a whole at no 
charge to all third parties under the terms of this License. 
 
c) If the modified program normally reads commands interactively when run, you 
must cause it, when started running for such interactive use in the most ordinary way, to 
print or display an announcement including an appropriate copyright notice and a notice 
that there is no warranty (or else, saying that you provide a warranty) and that users may 
redistribute the program under these conditions, and telling the user how to view a copy of 
this License. (Exception: if the Program itself is interactive but does not normally print such 
an  announcement,  your  work  based  on  the  Program  is  not  required  to  print  an 
announcement.) 
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These requirements apply to the modified work as a whole. If identifiable sections of 
that work are not derived from the Program, and can be reasonably considered independent 
and separate works in themselves, then this License, and its terms, do not apply to those 
sections when you distribute them as separate works.  But when you distribute the same 
sections as part of a whole which is a work based on the Program, the distribution of the 
whole must be on the terms of this License, whose permissions for other licensees extend to 
the entire whole, and thus to each and every part regardless of who wrote it. 
 
Thus, it is not the intent of this section to claim rights or contest your rights to work 
written entirely by you; rather, the intent is to exercise the right to control the distribution 
of derivative or collective works based on the Program. 
 
In addition, mere aggregation of another work not based on the Program with the 
Program (or with a work based on the Program) on a volume of a storage or distribution 
medium does not bring the other work under the scope of this License. 
 
3. You may copy and distribute the Program (or a work based on it, under Section 2) 
in object code or executable form under the terms of Sections 1 and 2 above provided that 
you also do one of the following:  
 
a) Accompany it with the complete corresponding machine-readable source code, 
which  must  be  distributed  under  the  terms  of  Sections  1  and  2  above  on  a  medium 
customarily used for software interchange; or, 
 
b) Accompany it with a written offer, valid for at least three years, to give any third 
party, for a charge no more than your cost of physically performing source distribution, a 
complete machine-readable copy of the corresponding source code, to be distributed under 
the  terms  of  Sections  1  and  2  above  on  a  medium  customarily  used  for  software 
interchange; or, Appendice C – GNU GPL 2  Metodologia con bilanciamento del carico per 
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c)  Accompany  it  with  the  information  you  received  as  to  the  offer  to  distribute 
corresponding source code.  (This alternative is allowed only for noncommercial distribution 
and only if you received the program in object code or executable form with such an offer, in 
accord with Subsection b above.) 
 
The  source  code  for  a  work  means  the  preferred  form  of  the  work  for  making 
modifications to it.  For an executable work, complete source code means all the source 
code for all modules it contains, plus any associated interface definition files, plus the scripts 
used  to  control  compilation  and  installation  of  the  executable.  However,  as  a  special 
exception, the source code distributed need not include anything that is normally distributed 
(in either source or binary form) with the major components (compiler, kernel, and so on) of 
the  operating  system  on  which  the  executable  runs,  unless  that  component  itself 
accompanies the executable. 
 
If distribution of executable or object code is made by offering access to copy from a 
designated place, then offering equivalent access to copy the source code from the same 
place counts as distribution of the source code, even though third parties are not compelled 
to copy the source along with the object code. 
 
4.  You  may  not  copy,  modify,  sublicense,  or  distribute  the  Program  except  as 
expressly provided under this License.  Any attempt otherwise to copy, modify, sublicense or 
distribute  the  Program  is  void,  and  will  automatically  terminate  your  rights  under  this 
License. However, parties who have received copies, or rights, from you under this License 
will not have their licenses terminated so long as such parties remain in full compliance. 
 
5. You are not required to accept this License, since you have not signed it.  However, 
nothing else grants you permission to modify or distribute the Program or its derivative 
works.  These actions are prohibited by law if you do not accept this License.  Therefore, by Appendice C – GNU GPL 2  Metodologia con bilanciamento del carico per 
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modifying or distributing the Program (or any work based on the Program), you indicate your 
acceptance of this License to do so, and all its terms and conditions for copying, distributing 
or modifying the Program or works based on it. 
 
6. Each time you redistribute the Program (or any work based on the Program), the 
recipient automatically receives a license from the original licensor to copy, distribute or 
modify the Program subject to these terms and conditions. You may not impose any further 
restrictions on the recipients' exercise of the rights granted herein. You are not responsible 
for enforcing compliance by third parties to this License. 
 
7. If, as a consequence of a court judgment or allegation of patent infringement or for 
any other reason (not limited to patent issues), conditions are imposed on you (whether by 
court order, agreement or otherwise) that contradict the conditions of this License, they do 
not excuse you from the conditions of this License.  If you cannot distribute so as to satisfy 
simultaneously your obligations under this License and any other pertinent obligations, then 
as a consequence you may not distribute the Program at all.  For example, if a patent license 
would not permit royalty-free redistribution of the Program by all those who receive copies 
directly or indirectly through you, then the only way you could satisfy both it and this License 
would be to refrain entirely from distribution of the Program. 
 
If any portion of this section is held invalid or unenforceable under any particular 
circumstance, the balance of the section is intended to apply and the section as a whole is 
intended to apply in other circumstances. 
 
It is not the purpose of this section to induce you to infringe any patents or other 
property right claims or to contest validity of any such claims; this section has the sole 
purpose  of  protecting  the  integrity  of  the  free  software  distribution  system,  which  is 
implemented by public license practices.  Many people have made generous contributions to 
the  wide  range  of  software  distributed  through  that  system  in  reliance  on  consistent Appendice C – GNU GPL 2  Metodologia con bilanciamento del carico per 
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application of that system; it is up to the author/donor to decide if he or she is willing to 
distribute software through any other system and a licensee cannot impose that choice. 
 
This  section  is  intended  to  make  thoroughly  clear  what  is  believed  to  be  a 
consequence of the rest of this License. 
 
8. If the distribution and/or use of the Program is restricted in certain countries either 
by  patents  or  by  copyrighted  interfaces,  the  original  copyright  holder  who  places  the 
Program under this License may add an explicit geographical distribution limitation excluding 
those  countries,  so  that  distribution  is  permitted  only  in  or  among  countries  not  thus 
excluded.  In such case, this License incorporates the limitation as if written in the body of 
this License. 
 
9. The Free Software Foundation may publish revised and/or new versions of the 
General Public License from time to time.  Such new versions will be similar in spirit to the 
present version, but may differ in detail to address new problems or concerns.  
 
Each version is given a distinguishing version number.  If the Program specifies a 
version number of this License which applies to it and "any later version", you have the 
option of following the terms and conditions either of that version or of any later version 
published  by  the  Free  Software  Foundation.    If  the  Program  does  not  specify  a  version 
number of this License, you may choose any version ever published by the Free Software 
Foundation. 
 
10. If you wish to incorporate parts of the Program into other free programs whose 
distribution conditions are different, write to the author to ask for permission.  For software 
which  is  copyrighted  by  the  Free  Software  Foundation,  write  to  the  Free  Software 
Foundation; we sometimes make exceptions for this.  Our decision will be guided by the two Appendice C – GNU GPL 2  Metodologia con bilanciamento del carico per 
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goals of preserving the free status of all derivatives of our free software and of promoting 




  11.  BECAUSE  THE  PROGRAM  IS  LICENSED  FREE  OF  CHARGE,  THERE  IS  NO 
WARRANTY FOR THE PROGRAM, TO THE EXTENT PERMITTED BY APPLICABLE LAW.  EXCEPT 
WHEN OTHERWISE STATED IN WRITING THE COPYRIGHT HOLDERS AND/OR OTHER PARTIES 
PROVIDE THE PROGRAM "AS IS" WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESSED OR 
IMPLIED,  INCLUDING,  BUT  NOT  LIMITED  TO,  THE  IMPLIED  WARRANTIES  OF 
MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE.  THE ENTIRE RISK AS TO THE 
QUALITY AND PERFORMANCE OF THE PROGRAM IS WITH YOU.  SHOULD THE PROGRAM 
PROVE  DEFECTIVE,  YOU  ASSUME  THE  COST  OF  ALL  NECESSARY  SERVICING,  REPAIR  OR 
CORRECTION. 
 
12. IN NO EVENT UNLESS REQUIRED BY APPLICABLE LAW OR AGREED TO IN WRITING 
WILL  ANY  COPYRIGHT  HOLDER,  OR  ANY  OTHER  PARTY  WHO  MAY  MODIFY  AND/OR 
REDISTRIBUTE THE PROGRAM AS PERMITTED ABOVE, BE LIABLE TO YOU FOR DAMAGES, 
INCLUDING ANY GENERAL, SPECIAL, INCIDENTAL OR CONSEQUENTIAL DAMAGES ARISING 
OUT OF THE USE OR INABILITY TO USE THE PROGRAM (INCLUDING BUT NOT LIMITED TO 
LOSS OF DATA OR DATA BEING RENDERED INACCURATE OR LOSSES SUSTAINED BY YOU OR 
THIRD  PARTIES  OR  A  FAILURE  OF  THE  PROGRAM  TO  OPERATE  WITH  ANY  OTHER 
PROGRAMS),  EVEN  IF  SUCH  HOLDER  OR  OTHER  PARTY  HAS  BEEN  ADVISED  OF  THE 
POSSIBILITY OF SUCH DAMAGES. 
END OF TERMS AND CONDITIONS 
 
 
How to Apply These Terms to Your New Programs 
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  If you develop a new program, and you want it to be of the greatest possible use to 
the public, the best way to achieve this is to make it free software which everyone can 
redistribute and change under these terms. 
 
To do so, attach the following notices to the program.  It is safest to attach them to 
the start of each source file to most effectively convey the exclusion of warranty; and each 
file should have at least the "copyright" line and a pointer to where the full notice is found. 
 
<one line to give the program's name and a brief idea of what it does.> 
Copyright (C) 19yy  <name of author> 
 
This program is free software; you can redistribute it and/or modify it under the 
terms of the GNU General Public License as published by the Free Software Foundation; 
either version 2 of the License, or (at your option) any later version. 
 
This program is distributed in the hope that it will be useful, but WITHOUT ANY 
WARRANTY; without even the implied warranty of MERCHANTABILITY or FITNESS FOR A 
PARTICULAR PURPOSE.  See the GNU General Public License for more details. 
 
You should have received a copy of the GNU General Public License along with this 
program; if not, write to the Free Software Foundation, Inc., 59 Temple Place, Suite 330, 
Boston, MA  02111-1307  USA 
 
Also add information on how to contact you by electronic and paper mail. 
 
If the program is interactive, make it output a short notice like this 
when it starts in an interactive mode: 
 
Gnomovision version 69, Copyright (C) 19yy name of author Appendice C – GNU GPL 2  Metodologia con bilanciamento del carico per 
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Gnomovision comes with ABSOLUTELY NO WARRANTY; for details type `show w'. 
This is free software, and you are welcome to redistribute it under certain conditions; 
type `show c' for details. 
 
The hypothetical  commands  `show  w'  and  `show  c'  should  show the  appropriate 
parts  of  the  General  Public  License.    Of  course,  the  commands  you  use  may  be  called 
something other than `show w' and `show c'; they could even be mouse-clicks or menu 
items--whatever suits your program. 
 
You should also get your employer (if you work as a programmer) or your school, if 
any, to sign a "copyright disclaimer" for the program, if necessary.  Here is a sample; alter 
the names: 
 
  Yoyodyne, Inc., hereby disclaims all copyright interest in the program `Gnomovision' 
(which makes passes at compilers) written by James Hacker. 
 
<signature of Ty Coon>, 1 April 1989 
Ty Coon, President of Vice 
 
This  General  Public  License  does  not  permit  incorporating  your  program  into 
proprietary programs.  If your program is a subroutine library, you may consider it more 
useful to permit linking proprietary applications with the library.  If this is what you want to 
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