One of the continuing challenges in abstract interpretation is the creation of abstractions that yield analyses that are both tractable and precise enough to prove interesting properties about real-world programs. One source of difficulty is the need to handle programs with different behaviors along different execution paths. Disjunctive (powerset) abstractions capture such distinctions in a natural way. However, in general, powerset abstractions increase space and time costs by an exponential factor. Thus, powerset abstractions are generally perceived as very costly. In this paper, we partially address this challenge by presenting and empirically evaluating a new heap abstraction. The new heap abstraction works by merging shape descriptors according to a partial isomorphism similarity criteria, resulting in a partially disjunctive abstraction. We implemented this abstraction in TVLA-a generic system for implementing program analyses.We conducted an empirical evaluation of the new abstraction and compared it with the powerset heap abstraction. The experiments show that analyses based on the partially disjunctive heap abstraction are as precise as the ones based on the powerset heap abstraction. In terms of performance, analyses based on the partially disjunctive heap abstraction are often superior to analyses based on the powerset heap abstraction. The empirical results show considerable speedups, up to 2 orders of magnitude, enabling previously non-terminating analyses, such as verification of the Deutsch-Schorr-Waite scanning algorithm, to terminate with no negative effect on the overall precision. Indeed, experience indicates that the partially disjunctive shape abstraction improves performance across all TVLA analyses uniformly, and in many cases is essential for making precise shape analysis feasible.
Introduction
One of the continuing challenges in abstract interpretation [3] is the creation of abstractions that yield analyses that are both tractable and precise enough to prove interesting properties about real-world programs. In this paper we partially address this challenge by presenting and empirically evaluating a new heap abstraction, i.e., an abstraction for the (potentially unbounded) dynamically allocated storage manipulated by programs (e.g., see [7, 9, 2, 8, 16, 14, 15] ). Heap abstractions are of fundamental importance to static analysis and verification of programs written in modern languages. Heap abstractions have been used, for instance, in the context of shape analysis (e.g., for proving that a program fragment preserves certain tree structure invariants), as well as in verifying that a client program satisfies certain conformance constraints for the correct usage of a library.
We present our abstraction in the context of the parametric abstract interpretation framework of [15] , which is based on the idea of representing program states using 3-valued logical structures. While it is very natural to view the abstraction we present as a heap abstraction, it can be used for abstracting other domains as well.
The TVLA framework presented in [15] uses a disjunctive (powerset) heap abstraction: the abstract value at every program point is a set of shape descriptors (of bounded size) and set union is used as the join operation. In particular, this abstraction does not attempt to combine (or merge) different shape descriptors into one and relies on the fact that there are only finitely many shape descriptors (as they are of bounded size). This leads to powerful and sophisticated analyses for proving interesting program properties but is usually too expensive to be applied to real-world programs. (The number of distinct shape descriptors is doubly exponential in the size of the program in the worst case.)
The heap abstractions most commonly used in practice, especially when scalability is important, tend to be single-shape heap abstractions, which use a single shape descriptor to describe all possible program states at a program point [9, 2, 14] . The current TVLA implementation provides options to utilize such single-shape heap abstractions. However, our experience has been that for the kind of applications that we have used TVLA for (mostly verification problems), the single-shape abstraction tends to be imprecise and causes a number of "false alarms" (i.e., verification fails for correct programs). Hence, this abstraction is not widely used by TVLA users. (A detailed discussion of the single-shape abstractions is beyond the scope of this paper, because of the complexity of formalizing the single-shape abstractions within the framework of 3-valued-logic.)
This paper presents a partially disjunctive heap abstraction which, in our experience, is significantly more efficient than the powerset heap abstraction, but has turned out to be precise enough for all the applications we have experimented with. Indeed, this abstraction has turned out to be the abstraction of choice for all TVLA users. The main idea behind this abstraction is to reduce the set of shape descriptors arising at a program point by merging "similar" shape descriptors but keeping "dissimilar" shape descriptors apart. Figure 1 shows a method implementing the mark phase of a mark-and-sweep garbage collector. The challenge here is to show that this procedure is partially correct, i.e., to establish that "upon termination, an element is marked if and only if it is reachable from the root." This simple program serves as a running example in this paper.
Running Example
The partial correctness of this program was established using abstract interpretation in [13] . This abstract interpretation was created using TVLA-a generic system for implementing program analyses [10] . The default implementation of TVLA uses the powerset heap abstraction. Verification of the above property using the powerset heap abstraction took 584 cpu seconds and generated 189, 772 different shape descriptorsdefinitely too many for such a simple program and simple property. The situation is worse for verifying a similar property for an implementation of the Deutsch-Schorr- Waite scanning procedure [11] . This verification took 4 hours when the powerset heap abstraction was used.
Powerset heap abstractions are costly since they may distinguish between too many shape descriptors, which may not be necessary in order to verify program properties. In this paper, we define a partially disjunctive heap abstraction, which is coarser than the powerset heap abstraction. The main idea is to reduce the set of shape descriptors arising at a program point by merging "similar" shape descriptors. In the mark example, verification using the partially disjunctive heap abstraction took 3 cpu seconds and generated 1, 133 shape descriptors-a two orders of magnitude improvement over verification using the powerset heap abstraction-with the same precision. Similarly, the verification of an implementation of the Deutsch-Schorr-Waite scanning procedure terminated successfully in 158 cpu seconds using the partially disjunctive heap abstraction.
Main Results
A New Abstraction. We define a new heap abstraction, which we refer to as the partial-isomorphism heap abstraction. The new abstraction is coarser than the powerset heap abstraction and yet keeps certain shape descriptors apart. Our abstraction is parametric. It allows the user to specify which heap properties are of importance for a given analysis, and this guides the abstraction in determining which shape descriptors are merged together.
Robust Implementation. We implemented our abstraction in TVLA. This abstraction has turned out to be the abstraction of choice for all TVLA users (e.g., see [19] ). We believe that it is simple enough to be implemented in other systems besides TVLA (e.g., [17] ).
Empirical Evaluation. We empirically evaluated our abstraction by comparing it with the powerset heap abstraction. In the largest benchmark, SQLExecuter, powerset heap abstraction did not terminate within 20, 000 cpu seconds. In contrast, the new abstraction took 9, 673 cpu seconds and proved correct usage of JDBC objects and absence of null-dereferences.
Outline
In Section 2, we give an overview of 3-valued-logic based program analysis. In Section 3, we describe the partial-isomorphism heap abstraction. In Section 4, we provide an empirical evaluation of the partial-isomorphism heap abstraction and powerset heap abstraction. In Section 5, we outline several other heap abstractions that we are investigating as ongoing work. In Section 6, we discuss related work.
3-valued Shape Analysis Primer
We now present an overview of first order transition systems (FOTS), the formalism underlying the parametric analysis framework of [15] . FOTS may be thought of as an imperative language built around an expression sub-language based on first-order logic with transitive closure.
Concrete Program Configurations
In FOTS, program states are represented using 2-valued logical structures.
Definition 1. A 2-valued logical structure over a set of predicates P is a pair
-U ♮ is the universe of the 2-valued structure.
♮ is the interpretation function mapping predicates to their truth-value in the struc-
In the context of shape analysis, a logical structure is used as a shape descriptor, with each individual corresponding to a heap-allocated object and predicates of the structure corresponding to properties of heap-allocated objects.
In the following, we use p
, omitting the superscript C ♮ , when no confusion is likely. We denote the set of all 2-valued logical structures over a set of predicates P by 2-STRUCT P . We will mostly assume that the set of predicates P is fixed and abbreviate 2-STRUCT P to 2-STRUCT. v 2 ) records the value of a reference (or pointer-valued) field fld; in our example fld ∈ {left, right}. A unary predicate set[s](v) holds when the object v belongs to the set s; in our example s ∈ {marked, pending}.
In this paper, program configurations (i.e., 2-valued logical structures) are depicted as directed graphs. Each individual of the universe is drawn as a node. A unary predicate p(u), which holds for a node u, is drawn inside the node u. If a unary predicate represents a reference variables it is shown by having an arrow drawn from its name to the node pointed by the variable. A binary predicate p(u 1 , u 2 ) which evaluates to 1 is drawn as directed edge from u 1 to u 2 labelled with p. Figure 2 (a) shows a concrete configuration arising at the exit label of the mark procedure, where all the individuals that are reachable from root are marked, as indicated by the value of the set[marked] predicate. The individuals represented by the empty nodes correspond to garbage objects.
Operational Semantics
In FOTS, program statements are modelled by actions that specify how statements transform an incoming logical structure into an outgoing logical structure. This is done primarily by defining the values of the predicates in the outgoing structure using firstorder logical formulae with transitive closure over the incoming structure [15] .
Abstract Program Configurations
We now describe the abstractions used to create a finite (bounded) representation of a potentially unbounded set of 2-valued structures (representing heaps) of potentially unbounded size. The abstractions we use are based on 3-valued logic [15] , which extends boolean logic by introducing a third value 1/2, denoting values that may be 0 or 1. In particular, we utilize the partially ordered set {0, 1, 1/2} with the join operation ⊔, defined by x ⊔ y = x if x = y and 1/2 otherwise. A 3-valued logical structure can be used as an abstraction of a larger 2-valued logical structure. This is achieved by letting an abstract configuration (i.e., a 3-valued logical structure) include summary individuals, i.e., an individual which corresponds to one or more individuals in a concrete configuration represented by that abstract configuration. In the rest of the paper, we assume that the set of predicates P includes a distinguished unary predicate sm to indicate if an individual is a summary individual.
In this paper, 3-valued logical structures are also depicted as directed graphs, where binary predicates with 1/2 values are shown as dotted edges and summary individuals are shown as double-circled nodes.
We denote the set of all 3-valued logical structures over a set of predicates P by 3-STRUCT P , usually abbreviating it to 3-STRUCT. We define a preorder on structures, denoted by ⊑, based on the concept of embedding.
Definition 3. Let S and S
′ be two structures and let f :
for every predicate p (including sm) of arity k, and every k − tuple of individuals u 1 , . . . , u k ∈ U S ,
and
We say that S can be embedded in
Bounded Program Configurations
Note that the size of a 3-valued structure is potentially unbounded and that 3-STRUCT is infinite. The abstractions studied in this paper rely on a fundamental abstraction function for converting a potentially unbounded structure (either 2-valued or 3-valued) into a bounded 3-valued structure, which we define now. This abstraction function α blur [A] is parameterized by a special set of unary predicates A referred to as the abstraction predicates. Let A be a set of unary predicates. An individual u 1 in a structure S 1 is said to be A-compatible to an individual u 2 in a structure S 2 iff for every predicate p ∈ A, p
(Recall that the partial order ⊑ on {0, 1, 1/2} is defined by x ⊑ y iff x = y or y = 1/2.) A 3-valued structure is said to be A-bounded if no two different individuals in its universe are A-compatible. A structure that is A-bounded can have at most 2 |A| individuals. We denote the set of all 3-valued A-bounded structures over a set of predicates by B-STRUCT P,A , and, as usual, omit the subscripts when no confusion is likely.
The abstraction function β blur : 3-STRUCT → B-STRUCT, which converts a (potentially unbounded) 3-valued structure into a bounded 3-valued structure, is defined as follows: we obtain an A-bounded structure from a given structure by merging all pairs of A-compatible individuals. β blur ( U 1 , I ) = U 2 , J , where U 2 is the set of A-compatible equivalence classes of U 1 , and the interpretation J is defined by: The abstraction function β blur serves as the basis for abstract interpretation in TVLA. In particular, it serves as the basis for defining various different abstractions for the (potentially unbounded) set of 2-valued logical structures that arise at a program point.
Powerset Heap Abstraction
This abstraction is based on the fact that there can only be a finite number of bounded structures that are not isomorphic to one another. (Two structures are isomorphic when there is a bijection between their universes that preserves all predicate values.) The powerset abstraction function operates by bounding 2-valued structures with respect to a subset of the unary predicates, and removing duplicates (isomorphic structures).
For the sake of simplicity we will work with canonic bounded structures. Note that the individuals of an A-bounded structure are uniquely identified by the set of values of the predicates in A; we refer to such a set of predicate values as the individual's canonical name. For example, the individual pointed by root in Figure 2(b) has the canonical name u {x=0,root=1,r[root]=1,set[marked]=1,set[pending]=0} . A canonic bounded structure is a bounded structure in which the individuals are identified by their canonical names. We refer to the set of all canonic bounded structures by CB-STRUCT P,A . Note that for a given P and A, CB-STRUCT P,A is finite. The canonic abstraction function β canonic : 2-STRUCT → CB-STRUCT is defined as follows: β canonic (S) is obtained by renaming the individuals of β blur (S), giving them canonic names.
The powerset heap abstraction function α pow : 2 2-STRUCT → 2 CB-STRUCT is defined by
The Partial-Isomorphism Heap Abstraction
The idea behind partial-isomorphism heap abstraction is fairly simple. The powerset heap abstraction keeps all the canonic bounded structures that arise at a program point separate. Single-shape heap abstraction merges all canonic bounded structures arising at a program point into one structure. The partial-isomorphism heap abstraction, in contrast, merges canonic bounded structures into one structure only when they have the same universe.
We say that a pair of canonic bounded structures are universe congruent iff the two structures have the same universe. Universe congruence induces an equivalence relation over sets of canonic bounded structures. This equivalence relation lets us define an abstraction function α pi : 2 2-STRUCT → 2 CB-STRUCT that merges all universe congruent structures. Given a set of canonic bounded structures XS with the same universe U , we define the merged structure XS = U, I that has the same universe as all structures in XS and the following interpretation of predicates. For every predicate p of arity k and tuple of individuals u 1 , . . . , u k ∈ U k :
We are now ready to define the partial-isomorphism heap abstraction function α pi :
is a universe congruence equivalence class .
Thus, partial-isomorphism heap abstraction is less precise than the powerset heap abstraction 3 . As the empirical results presented later show, the partial-isomorphism heap abstraction seems to work as well as (i.e., is as precise as) the powerset heap abstraction, in practice. The following propositions may help explain why.
Proposition 1.
If a pair of bounded structures S 1 and S 2 are universe congruent, then the merged structure S 1 S 2 is the least bounded structure that approximates (embeds) both S 1 and S 2 .
When partial-isomorphism abstraction is applied to a pair of structures S 1 and S 2 , there are two possibilities:
-Structures S 1 and S 2 are not universe congruent. In this case, the result of the abstraction is α pi ({S 1 , S 2 }) = {S 1 , S 2 }, which is the least upper-bound of the powerset abstraction-the most precise approximation of both structures. -Structures S 1 and S 2 are universe congruent. In this case, the result of the abstraction is α pi ({S 1 , S 2 }) = S 1 S 2 , which is the most precise upper bound among all (singleton sets of) bounded structures.
Proposition 2. Partial-isomorphism heap abstraction preserves the values of abstraction predicates.
In other words, partial-isomorphism heap abstraction only loses the same kind of distinctions that can also be lost by β blur -values of non-abstraction predicates.
In terms of worst-case complexity, partial-isomorphism heap abstraction has the same complexity as powerset heap abstraction-doubly-exponential in the number of abstraction predicates. This is due to the number of sets of canonical names, which is the dominant factor in the worst-case complexity. However, partial-isomorphism heap abstraction can save an exponential factor due to binary predicates, which is the dominant factor in many cases, in practice.
Illustrating Example
To illustrate the operation of partial-isomorphism heap abstraction, consider the abstract program configuration shown in Figure 2 (b) and the abstract program configuration shown in Figure 3(a) . Both configurations represent cases where all of the non-garbage nodes have been marked and non-garbage nodes have not been marked, i.e., the program property we want to verify holds for those configurations. The difference between the configurations is in the position of the node pointed by x in the part of the heap that has been marked. In this case, the partial-isomorphism heap abstraction results in the structure shown in Figure 3(b) , which ignores the precise position of the node pointed by x inside the part of the heap that was marked.
The mark program non-deterministically selects an object and removes it from the pending set. This non-determinism allows many different ways of traversing the set of objects reachable from root, which results in many different abstract program configurations that sustain the program property we want to verify and only differ by values of binary predicates. Partial-isomorphism heap abstraction ignores the values of the binary predicates, but keeps precise the overall property for an abstract configuration of having sets of nodes with the same garbage/non-garbage and mark/unmarked properties. This allows the analysis to merge many similar structures without losing the information needed to prove the partial correctness of the mark program. 
Implementation and Empirical Evaluation
We implemented the partial-isomorphism abstraction described in the previous section in TVLA, and the implementation is publicly available [10] . We applied it to verify various specification for the Java programs described in Table 2 . To translate Java programs and their specifications to TVP (TVLA's input language), we used a front-end for Java, which is based on the Soot framework [18] . For all benchmarks, we checked the absence of null dereferences in addition to the properties described in Table 2 . Our specifications include correct usage of JDBC objects, correct usage of Java I/O streams, correct usage of Java collections and iterators, and additional small but interesting specifications.
The experiments were conducted using TVLA version 2, running with SUN's JRE 1.4, on a 1 GHZ Intel Pentium Processor machine with 1.5 GB RAM. We optimized for precision and simplicity by using TVLA's Focus and Coerce operations in all benchmarks. We compared partial isomorphism to the full powerset abstraction in terms of time and space performance and precision.
The results of the analyses are shown in Table 3 . In all the benchmarks the analysis based on the partial-isomorphism heap abstraction achieved the same precision as the analysis based on the powerset heap abstraction, and other TVLA users reported the same phenomena. In all but one example, the analysis based on partial-isomorphism heap abstraction achieved significant performance improvements. 
Implementation Independent Results
Although the results shown in Table 3 measure the time and space consumption of analyses using different abstractions, they are also influenced by the various implementation details of the abstractions.
In Table 4 , we supply implementation independent measurements. We measured the total number of abstract configurations generated by the analysis and the maximal number of abstract configurations that exist in the transition system at any given time during the analysis. The total number of abstract configurations and the maximal number of abstract configurations are always the same with the powerset heap abstraction, since structures are only accumulated in the transition system. For the partial-isomorphism heap abstraction, the maximal number of abstract configurations is often lower than the total number of abstract configurations, indicating that structures discovered in different iterations were merged together.
The results show a consistency between the improvements in time and space performance of the partial-isomorphism heap abstraction, relative to the powerset heap abstraction, and the reduced number of abstract configurations.
