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Abstract
We present a method to compute the class expansion of a symmetric function in
the Jucys-Murphy elements of the symmetric group. We apply this method to one-
row Hall-Littlewood symmetric functions, which interpolate between power sums
and complete symmetric functions.
1 Introduction
Let Sn be the group of permutations of n letters, C[Sn] its group algebra and Zn the
center of C[Sn]. Given a partition µ with weight n, denote by Cµ the conjugacy class of
permutations having cycle-type µ, viewed as the formal sum of its elements. These classes
form a basis of Zn.
For i = 1, . . . , n the Jucys-Murphy elements Ji are defined by Ji =
∑
j<i(ji), where
(ji) is a transposition. These commutative elements were introduced independently in [9]
and [28, 29]. They do not belong to Zn. However Jucys and Murphy proved, by different
means, that Zn coincides with the algebra of symmetric functions in the Ji’s.
Given a symmetric function f , it is therefore a natural problem to study the class
expansion
f(J1, . . . , Jn) =
∑
|µ|=n
aµ(n)Cµ,
i.e. the development of its specialization f(J1, . . . , Jn) in terms of the basis Cµ of Zn. The
purpose of this paper is to present a general method to compute such an expansion.
This problem had been solved before by Jucys [9] for f = ek, the elementary symmetric
function, and by Lascoux and Thibon [14] for f = pk, the power sum symmetric function.
Our method provides a new proof for these classical results, but also allows to handle
many new cases.
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In this paper we consider f = hk, the complete symmetric function and f = Pk(z) the
one-row Hall-Littlewood symmetric function, which interpolates between hk and pk. But,
among others, our method also works with the product f = hkel or with f = s(k,1l), the
Schur function associated with hooks.
It should be emphasized that our method is not performed in the symmetric algebra
C[Sn], but rather in the shifted symmetric algebra [12, 32]. Actually given a partition
λ and χλ the character of the corresponding irreducible representation, by a celebrated
result of Jucys [9, eq. (12)] we have
f(J1, . . . , Jn)χ
λ = f(Aλ)χ
λ,
where Aλ denotes the alphabet of “contents” of λ and χ
λ stands for the central element∑
σ∈Sn
χλ(σ)σ.
This fundamental property allows us to translate the class expansion of the central
element f(J1, . . . , Jn) in terms of the content evaluation f(Aλ). Actually if we define the
central character θλµ by Cµ χ
λ = θλµ χ
λ, we may write equivalently
f(J1, . . . , Jn) =
∑
|µ|=n
aµ(n)Cµ or f(Aλ) =
∑
|µ|=n
aµ(n) θ
λ
µ.
In this paper we consider the second equality, which connects two shifted symmetric
functions and can be studied by analytic means.
This method is indirect but presents the advantage of having a very natural exten-
sion in the framework of Jack polynomials. In that context the symmetric algebra and
the Jucys-Murphy elements have not yet been generalized, but the algebra of α-shifted
symmetric functions is very well known.
The paper is organized as follows. Section 2 is devoted to general facts about the sym-
metric group. Section 3 recalls results about the transition measure. Section 4 presents
our tools and a summary of our method. The latter is used in Sections 5 and 6 to recover
the classical results of Jucys [9] and Lascoux-Thibon [14]. Sections 7 and 8 are respectively
devoted to the new cases of complete symmetric functions and Hall-Littlewood symmetric
functions. The generating functions associated with these class expansions are considered
in Section 9. An extension of our method in the framework of Jack polynomials is briefly
sketched at the end.
2 Generalities and notations
We recall some notions about the symmetric group and its representations, referring the
reader to [4] for a detailed account. In this paper n is an arbitrary positive integer.
2.1 Permutations and partitions
A partition λ = (λ1, ..., λr) is a finite weakly decreasing sequence of nonnegative integers,
called parts. The number l(λ) of positive parts is called the length of λ, and |λ| =
∑r
i=1 λi
2
the weight of λ. For any integer i ≥ 1, mi(λ) = card{j : λj = i} is the multiplicity of the
part i in λ. We write λ = (1m1(λ), 2m2(λ), 3m3(λ), . . .), and λ ⊢ n for |λ| = n.
We denote by λ′ the partition conjugate to λ, with parts given by λ′i =
∑
j≥imj(λ).
We identify λ with its Ferrers diagram {(i, j) : 1 ≤ i ≤ l(λ), 1 ≤ j ≤ λi}. We set
zλ =
∏
i≥1
imi(λ)mi(λ)!, Hλ =
∏
(i,j)∈λ
(λi + λ
′
j − i− j + 1).
For any partition λ and any integer 1 ≤ i ≤ l(λ) + 1, we denote by λ(i) the partition
µ (if it exists) such that µj = λj for j 6= i and µi = λi + 1. Similarly for any integer
1 ≤ i ≤ l(λ), we denote by λ(i) the partition ν (if it exists) such that νj = λj for j 6= i
and νi = λi − 1.
Given some positive integers p, q and a partition ρ, we denote by ρ \ (p) ∪ (q) the
partition (if it exists) obtained by removing a part p and adding a part q to ρ. We denote
by ρ the partition obtained by erasing all parts 1 of ρ. Thus m1(ρ) = 0 and ρ = ρ∪1
|ρ|−|ρ|.
Conversely we denote by ρ˜ the partition obtained by adding parts 1 to ρ up to the weight
n. Thus m1(ρ˜) = m1(ρ) + n− |ρ| and ρ˜ = ρ ∪ 1
n−|ρ|.
Let Sn be the group of permutations of n letters, C[Sn] its group algebra and Zn the
center of C[Sn]. Each permutation σ ∈ Sn factorizes uniquely as a product of disjoint
cycles, whose respective lengths are ordered such as to form a partition µ = (µ1, . . . , µr)
with weight n. This partition, called the cycle-type of σ, determines each permutation
up to conjugacy in Sn. Given a partition µ ⊢ n, we denote by Cµ the conjugacy class of
permutations having cycle-type µ.
We view any central function χ on Sn as the formal sum
∑
σ∈Sn
χ(σ)σ ∈ Zn. We
identify each Cµ with its characteristic function, hence with the formal sum of its elements.
The set {Cµ, µ ⊢ n} forms a basis of Zn.
2.2 Symmetric functions
Let A = {a1, a2, a3, . . .} a (possibly infinite) set of independent indeterminates, called an
alphabet. The generating functions
Ez(A) =
∏
a∈A
(1 + za) =
∑
k≥0
zk ek(A), Hz(A) =
∏
a∈A
(1− za)−1 =
∑
k≥0
zk hk(A)
define symmetric functions known as respectively elementary and complete. The power
sum symmetric functions are defined by pk(A) =
∑
i≥1 a
k
i . For any partition µ, we define
functions eµ, hµ or pµ by
fµ =
l(µ)∏
i=1
fµi =
∏
k≥1
f
mk(µ)
k ,
where fk stands for ek, hk or pk.
When A is infinite, each of the three sets of functions ek, hk or pk forms an algebraic
basis of S, the symmetric algebra with coefficients in R. Each of the sets of functions
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eµ, hµ, pµ is a linear basis of this algebra. Two other linear bases are formed by the
Schur functions sλ and by the monomial symmetric functions mλ, defined as the sum of
all distinct monomials whose exponent is a permutation of λ.
2.3 Shifted symmetric functions
Although the theory of symmetric functions goes back to the early 19th century, shifted
symmetric functions are quite recent. They were introduced and studied in [12, 32].
Being given a finite alphabet A = {a1, a2, . . . , ar}, a polynomial in A is “shifted
symmetric” if it is symmetric in the shifted variables ai − i. When A = {a1, a2, a3, . . .} is
infinite, in analogy with symmetric functions, a “shifted symmetric function” f is a family
{fi, i ≥ 1} such that fi is a shifted symmetric polynomial in (a1, a2, . . . , ai), together with
the stability property fj(a1, a2, . . . , ai, 0, . . . , 0) = fi(a1, a2, . . . , ai) whenever j ≥ i.
This defines S∗, the shifted symmetric algebra with coefficients in R, which is alge-
braically generated by the “shifted power sums”
p∗k(A) =
∑
i≥1
(
(ai − i+ 1)k − (−i+ 1)k
)
.
Here for an indeterminate z and any positive integer p, the falling factorial
(z)p = z(z − 1) . . . (z − p+ 1) =
p∑
i=1
s(p, i) zi,
is the generating function of the Stirling numbers of the first kind s(p, i). Conversely
zp =
p∑
i=1
S(p, i)(z)i
defines the Stirling numbers of the second kind S(p, i).
An element f ∈ S∗ may be evaluated at any sequence (a1, a2, . . .) with finitely many
non zero terms, hence at any partition λ. Moreover by analyticity, f is entirely determined
by its restriction f(λ) to partitions. This identification is usually performed and S∗ is
considered as a function algebra on the set of partitions.
2.4 Contents
Given a partition λ, the content of any node (i, j) ∈ λ is defined as j − i. Denote by
Aλ = {j − i, (i, j) ∈ λ} the finite alphabet of the contents of λ. The symmetric algebra
S[Aλ] is generated by the power sums
pk(Aλ) =
∑
(i,j)∈λ
(j − i)k =
l(λ)∑
i=1
λi∑
j=1
(j − i)k.
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It is well known [12, 32] that the quantities pk(Aλ) are shifted symmetric polynomials
of λ. Indeed for any integer k ≥ 1, applying the identity r(z)r−1 = (z + 1)r − (z)r, we
have
pk(Aλ) =
k∑
r=1
∑
(i,j)∈λ
S(k, r) (j − i)r
=
k∑
r=1
S(k, r)
r + 1
l(λ)∑
i=1
(
(λi − i+ 1)r+1 − (−i+ 1)r+1
)
=
k∑
r=1
S(k, r)
r + 1
p∗r+1(λ).
As a straightforward consequence, the shifted symmetric algebra S∗ is algebraically
generated by the functions pk(Aλ), k ≥ 1 together with p
∗
1(λ) = |λ|. The latter corresponds
to the cardinal of the alphabet Aλ.
In other words, any shifted symmetric function may be written in a unique way f(Aλ),
with f ∈ R[card, p1, p2, p3, . . .]. As mentioned in [35, Proposition 2.4], this fact was already
known to Kerov.
2.5 Representations
The irreducible representations of Sn and their characters are labelled by partitions λ ⊢ n.
Given such a partition, we denote by χλ the corresponding irreducible character. We
write χλµ for its value χ
λ(σ) at any permutation σ of cycle-type µ, and dimλ = χλ1n for
the dimension of the representation λ. The latter is given by
dim λ =
n!
Hλ
=
n!∏l(λ)
i=1(λi + l(λ)− i)!
∏
1≤i<j≤l(λ)
(λi − λj + j − i).
We denote
χˆλµ =
χλµ
dimλ
, θλµ =
Hλ
zµ
χλµ =
n!
zµ
χˆλµ,
respectively the normalized character and central character of the representation λ. In
Zn we have the decompositions
χλ =
∑
µ⊢n
χλµCµ, Cµ =
∑
λ⊢n
χλµ
zµ
χλ.
The family {χλ/Hλ, λ ⊢ n} forms a basis of orthogonal idempotents in Zn, which yields
Cµ χ
λ =
∑
ρ⊢n
χρµ
zµ
χρχλ = θλµ χ
λ.
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2.6 Jucys-Murphy elements
For 1 ≤ i ≤ n the Jucys-Murphy elements Ji are defined by
Ji =
∑
1≤j<i
(ji),
where (ji) denotes a transposition. These elements generate a maximal commutative
subalgebra ofC[Sn]. Jucys [9] and Murphy [29] proved the following fundamental property.
Theorem 2.1. The center Zn is formed of the elements f(J1, . . . , Jn), with f a symmetric
function. These elements act on irreducible characters by
f(J1, . . . , Jn)χ
λ = f(Aλ)χ
λ.
This result has the following important consequence.
Corollary 2.2. For any symmetric functions f, g (which may depend polynomially on n),
the following statements are equivalent:
(i) f = g,
(ii) f(J1, . . . , Jn) = g(J1, . . . , Jn) for any n ≥ 1,
(iii) f(Aλ) = g(Aλ) for any partition λ.
Proof. In view of Theorem 2.1 the implications (i) ⇒ (ii) ⇒ (iii) are obvious. The
implication (iii)⇒ (i) is a consequence of the unicity result stated at the end of Section
2.4 (the polynomial dependence on the cardinal is there crucial).
Now given some symmetric function f ∈ S, consider
f(J1, . . . , Jn) =
∑
|µ|=n
aµ(n)Cµ, (2.1)
the class expansion of its Jucys-Murphy specialization f(J1, . . . , Jn) ∈ Zn. By taking
eigenvalues associated to χλ we get
f(Aλ) =
∑
|µ|=n
aµ(n) θ
λ
µ. (2.2)
for any partition λ ⊢ n. The central character θλµ has been studied by several authors [12,
32, 3, 19]. It is well known that it can be extended to a shifted symmetric function of λ.
Thus the previous equality holds in S∗. We may equivalently study this decomposition in
S∗, rather than the original one in Zn.
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2.7 Inverse problem
We may also consider the inverse problem, and look for an expression of each class Cµ as
the Jucys-Murphy specialization
Cµ = fµ(J1, . . . , Jn)
of some symmetric function fµ (depending polynomially on n). This amounts to write
the corresponding central character as the content evaluation of fµ, namely
θλµ = fµ(Aλ).
Moreover it is equivalent to write (2.1), (2.2) or
f =
∑
|µ|=n
aµ(n) fµ. (2.3)
In other words, the symmetric functions fµ form a basis of S (depending polynomially on
n) [12, 3].
The functions fµ have been made explicit in [19], up to a constant factor. Actually
the central character θλµ may be written as
θλµ =
n!
zµ
χˆλµ =
(n)|µ|
zµ
χˆλµ = z
−1
µ gµ(Aλ),
where gµ is some symmetric function (depending polynomially on n), explicitly given
in [19] in terms of auxiliary symmetric functions.
In other words we have fµ = z
−1
µ gµ. Tables giving gµ for |µ| − l(µ) ≤ 14 are available
on a web page [24].
2.8 Dependence on n
The notion of partial permutation of {1, . . . , n} has been introduced in [8]. It leads to
define an abstract algebra B, a basis of which is formed by elements Bρ indexed by all
partitions ρ.
There is an isomorphism ι between this algebra and the shifted symmetric algebra S∗,
which may be described as follows [8, Theorem 9.1]. For any partition ρ with |ρ| ≤ n we
have
ι(Bρ)(λ) =
(n)|ρ|
zρ
χˆλρ˜
=
(
n− |ρ|+m1(ρ)
m1(ρ)
)
n!
zρ˜
χˆλρ˜
=
(
n− |ρ|
m1(ρ)
)
θλρ˜ ,
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with λ ⊢ n. For |ρ| > n we have ι(Bρ)(λ) = 0.
This isomorphism implies that the decomposition (2.2) of the shifted symmetric func-
tion f(Aλ) takes the form
f(Aλ) =
∑
|ρ|≤n
cρ
(
n− |ρ|
m1(ρ)
)
θλρ˜ ,
the coefficients cρ being independent of n. Equivalently (2.1) may be written as
f(J1, . . . , Jn) =
∑
|ρ|≤n
cρ
(
n− |ρ|
m1(ρ)
)
Cρ˜.
In other words aµ(n) may be written as
aµ(n) =
∑
ρ
cρ
(
n− |ρ|
m1(ρ)
)
,
summed over partitions ρ satisfying ρ = µ, or equivalently ρ˜ = µ.
3 The transition measure
Given a partition λ ⊢ n, the transition measure ωλ is a probability measure on the real
line, studied by Kerov [10, 11] and others.
For any i = 1, . . . , l(λ) + 1 we define the transition probabilities
ci(λ) =
Hλ
Hλ(i)
=
1
n+ 1
dimλ(i)
dimλ
,
if the partition λ(i) exists, and 0 otherwise. We have easily
ci(λ) =
1
λi + l(λ)− i+ 2
l(λ)+1∏
j=1
j 6=i
λi − λj + j − i+ 1
λi − λj + j − i
.
We consider the discrete measure
ωλ =
l(λ)+1∑
i=1
ci(λ) δλi−i+1,
where δu is the Dirac measure at u. It is a probability measure, supported by the points
λi − i+ 1 such that λ
(i) exists.
We denote the moments of ωλ by
σk(λ) =
l(λ)+1∑
i=1
ci(λ) (λi − i+ 1)
k. (3.1)
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The moment generating series of ωλ is given by
Mλ(z) =
∑
k≥0
σk(λ)z
−k−1 =
l(λ)+1∑
i=1
ci(λ)
z − λi + i− 1
. (3.2)
In the more general context of Jack polynomials, we have shown that Mλ may be
alternatively written
Mλ(z) = z
−1 Cλ(−z)
Cλ(−z − 1)
Cλ(−z)
Cλ(−z + 1)
, (3.3)
where Cλ(z) denotes the content polynomial
Cλ(z) =
∏
(i,j)∈λ
(z + j − i).
A proof is obtained by setting α = 1 in a more general result, proved in [18, Theorem 8.1,
p. 3470] by using Lagrange interpolation.
We may identify the developments of (3.2) and (3.3) in descending powers of z. By [18,
Corollary 5.2, p. 3464] (written for y = −1) we obtain
σk(λ) = fk(Aλ),
where
fk =
∑
q,r≥0
q+2r≤k
min(r,k−2r)∑
s=0
(
n+ r − 1
r − s
) ∑
|µ|=k−2r
〈
µ
q
〉
s
z−1µ pµ (3.4)
is a symmetric function depending on n. Here
〈
µ
q
〉
s
is some positive integer explicitly
known (see [17], [18, p. 3459] or [19, p. 392]), in particular by a generating function.
In view of Section 2.4, the moments σk(λ) are shifted symmetric functions. In this
paper we shall mainly need the following elementary values
σ0(λ) = 1, σ1(λ) = 0, σ2(λ) = n, σ3(λ) = 2p1(Aλ). (3.5)
But we may also mention
σ4(λ) = 3p2(Aλ) +
(
n + 1
2
)
,
σ5(λ) = 4p3(Aλ) + 2(n+ 1)p1(Aλ),
σ6(λ) = 5p4(Aλ) + 3(n+ 1)p2(Aλ) + 2p2(Aλ) + 2p
2
1(Aλ) +
(
n+ 2
3
)
.
(3.6)
Since the moments may be written σk(λ) = fk(Aλ) with fk a symmetric function
depending on n, we may also consider the central element
M (k)n = fk(J1, . . . , Jn).
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Biane [1, 2] has shown that M
(k)
n = π(Jkn+1), with π the orthogonal projection of C[Sn+1]
onto C[Sn]. By Jucys’ result, for any λ ⊢ n we have
M (k)n χ
λ = σk(λ)χ
λ.
It is natural to study the equivalent expansions
M (k)n =
∑
|µ|=n
s(k)µ (n)Cµ =
∑
ρ
s(k)ρ
(
n− |ρ|
m1(ρ)
)
Cρ˜,
σk(λ) =
∑
|µ|=n
s(k)µ (n) θ
λ
µ =
∑
ρ
s(k)ρ
(
n− |ρ|
m1(ρ)
)
θλρ˜ .
We shall give them explicitly at the end of Section 6.
4 Tools and method
In this paper we make a crucial use of some linear relations between central characters.
The following auxiliary material is needed.
4.1 Differential operators
In the space RN of N variables (x1, . . . , xN), for any integer k ≥ 0 we introduce the
differential operators
Ek =
N∑
i=1
xki
∂
∂xi
,
Dk =
1
2
N∑
i=1
xki
∂2
∂x2i
+
N∑
i,j=1
i 6=j
xki
xi − xj
∂
∂xi
.
It is not difficult to check that D0 = [E0, D1] and 2D1 = [E0, D2]. The following result is
proved by an easy induction on N .
Lemma. For any integer r ≥ 2, we have
2
N∑
i,j=1
i 6=j
xri
xi − xj
=
r−2∑
i=1
pi pr−i−1 + (2N − r)pr−1.
For r = 1 the left-hand side is obviously N(N − 1). After some easy but tedious
computation, for any integer k ≥ 2 and any partition µ, this lemma yields
2Dk pµ =
∑
r,s≥1
rsmr(µ)(ms(µ)− δrs) pµ\(r,s)∪(r+s+k−2)
+
∑
r≥1
rmr(µ)
r+k−3∑
i=1
pµ\(r)∪(i,r−i+k−2) + (2N − k)
∑
r≥1
rmr(µ) pµ\(r)∪(r+k−2).
(4.1)
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Some attention is needed for k = 1, where we get
2D1 pµ =
∑
r,s≥1
rsmr(µ)(ms(µ)− δrs) pµ\(r,s)∪(r+s−1) +N(N − 1)m1(µ)pµ\(1)
+
∑
r≥3
rmr(µ)
r−2∑
i=1
pµ\(r)∪(i,r−i−1) + (2N − 1)
∑
r≥2
rmr(µ) pµ\(r)∪(r−1).
(4.2)
We have also
E0 pµ =
∑
r≥2
rmr(µ) pµ\(r)∪(r−1) +Nm1(µ)pµ\(1),
E2 pµ =
∑
r≥1
rmr(µ) pµ\(r)∪(r+1).
(4.3)
In these expressions, observe that the term m1(µ)pµ\(1) may also been written ∂/∂p1(pµ).
Finally we introduce the differential operators
E = E0 −N
∂
∂p1
,
D = 2D1 − (2N − 1)E−N(N − 1)
∂
∂p1
.
These operators are independent of N because using (4.2)-(4.3), their action on power
sums is given by
E pµ =
∑
r≥2
rmr(µ) pµ\(r)∪(r−1),
D pµ =
∑
r,s≥1
rsmr(µ)(ms(µ)− δrs) pµ\(r,s)∪(r+s−1)
+
∑
r≥3
rmr(µ)
r−2∑
i=1
pµ\(r)∪(i,r−i−1).
If we denote p̂µ = z
−1
µ pµ we have
E p̂µ =
∑
r≥1
r(mr(µ) + 1) p̂µ\(r+1)∪(r),
D p̂µ =
∑
r,s≥1
(r + s− 1)(mr+s−1(µ) + 1) p̂µ\(r,s)∪(r+s−1)
+
∑
r,s≥1
rs(mr(µ) + 1)(ms(µ) + 1 + δrs) p̂µ\(r+s+1)∪(r,s),
(4.4)
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which is an elementary consequence of
z−1µ zµ\(r+1)∪(r) =
r(mr(µ) + 1)
(r + 1)mr+1(µ)
,
z−1µ zµ\(r,s)∪(r+s−1) =
(r + s− 1)(mr+s−1(µ) + 1)
rsmr(µ)(ms(µ)− δrs)
,
z−1µ zµ\(r+s+1)∪(r,s) =
rs(mr(µ) + 1)(ms(µ) + 1 + δrs)
(r + s+ 1)mr+s+1(µ)
.
4.2 Action on Schur functions
Let ∆0 = p1 considered as a multiplication operator acting on the symmetric algebra S.
For any k ≥ 1 define the k-th nested commutator
∆k = [D2, [D2, · · · , [D2, p1] · · · ]].
After some easy but tedious computation we have
∆1 = E2 + (N − 1)p1,
∆2 = 2D3 + E2 + (N − 1)
2p1.
(4.5)
The Schur functions sλ(x1, . . . , xN ) are eigenfunctions of D2, namely
D2sλ =
(
p1(Aλ) + |λ|(N − 1)
)
sλ.
A proof is obtained by setting α = 1 in a more general result, proved in [36, Theorem 3.1,
p. 84]. This property and the Pieri formula
p1sλ =
l(λ)+1∑
i=1
sλ(i) ,
imply inductively
∆ksλ =
l(λ)+1∑
i=1
(λi +N − i)
k sλ(i). (4.6)
As a consequence of [25, Example 1.5.5, p. 75] we have p⊥1 = ∂/∂p1, hence
∂
∂p1
sλ =
l(λ)∑
i=1
sλ(i).
From [25, Example 1.3.10, p. 47] we deduce
E0sλ = lim
t→0
t−1(sλ(x1 + t, . . . , xN + t)− sλ(x1, . . . , xN)) =
l(λ)∑
i=1
(N + λi − i)sλ(i) .
Therefore we obtain
2D1sλ = [E0, D2]sλ =
l(λ)∑
i=1
(N + λi − i)(N − 1 + λi − i)sλ(i) ,
Finally we get
Esλ =
l(λ)∑
i=1
(λi − i)sλ(i) ,
Dsλ =
l(λ)∑
i=1
(λi − i)
2sλ(i),
(4.7)
which provides another proof of the independence on N of these operators.
4.3 Central characters
We are now in a position to obtain some linear relations between central characters. Our
purpose is to evaluate
l(λ)+1∑
i=1
ci(λ) (λi − i+ 1)
k θλ
(i)
µ ,
at least for the first values of k.
Theorem 4.1. For any partitions λ ⊢ n and µ ⊢ n+ 1, we have
l(λ)+1∑
i=1
ci(λ) θ
λ(i)
µ = θ
λ
µ\(1), (4.8)
l(λ)+1∑
i=1
ci(λ) (λi − i+ 1) θ
λ(i)
µ =
∑
r≥1
r(mr(µ) + 1) θ
λ
µ\(r+1)∪(r), (4.9)
l(λ)+1∑
i=1
ci(λ) (λi − i+ 1)
2 θλ
(i)
µ = (2n−m1(µ) + 1) θ
λ
µ\1
+
∑
r,s≥1
rs(mr(µ) + 1)(ms(µ) + δrs + 1) θ
λ
µ\(r+s+1)∪(r,s)
+
∑
r,s≥2
(r + s− 1)(mr+s−1(µ) + 1) θ
λ
µ\(r,s)∪(r+s−1).
(4.10)
Proof. Since θλµ = Hλz
−1
µ χ
λ
µ, we may write the classical Frobenius formula
sλ =
∑
µ
z−1µ χ
λ
µ pµ
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under the equivalent form
Hλsλ =
∑
µ
θλµ pµ.
We apply the differential operator ∆k on both sides. As a consequence of (4.6) and
Hλ = ci(λ)Hλ(i) we obtain
Hλ∆k sλ =
l(λ)+1∑
i=1
ci(λ) (λi +N − i)
k Hλ(i)sλ(i)
=
∑
ν
( l(λ)+1∑
i=1
ci(λ) (λi +N − i)
k θλ
(i)
ν
)
pν
=
∑
µ
θλµ∆k pµ.
Let us write this identity for k = 2. By (4.5), (4.1) and (4.3) we get
∑
ν
( l(λ)+1∑
i=1
ci(λ) (λi +N − i)
2 θλ
(i)
ν
)
pν
=
∑
µ
θλµ
( ∑
r,s≥1
rsmr(µ)(ms(µ)− δrs) pµ\(r,s)∪(r+s+1)
+
∑
r≥1
rmr(µ)
r∑
i=1
pµ\(r)∪(i,r−i+1) + (2N − 3)
∑
r≥1
rmr(µ) pµ\(r)∪(r+1)
+
∑
r≥1
rmr(µ) pµ\(r)∪(r+1) + (N − 1)
2 pµ∪(1)
)
.
If we denote by L
(k)
µ , (k = 0, 1, 2), the respective left-hand sides of (4.8)–(4.10), we have
∑
ν
( l(λ)+1∑
i=1
ci(λ) (λi +N − i)
2 θλ
(i)
ν
)
pν =
∑
ν
(
L(2)ν + 2(N − 1)L
(1)
ν + (N − 1)
2L(0)ν
)
pν .
Since these quantities are independent of N , we obtain
∑
ν L
(k)
ν pν by identification of the
coefficients of N − 1.
Finally we identify the coefficients of power sums on both sides. Relations (4.8) and
(4.9) are straightforward. For (4.10) some attention is needed with the term∑
r≥1
rmr(µ)
r∑
i=1
pµ\(r)∪(i,r−i+1), (4.11)
which should be written as∑
r,s≥2
(r + s− 1)mr+s−1(µ) pµ\(r+s−1)∪(r,s) + (2|µ| −m1(µ)) pµ∪(1).
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The last term (2|µ| − m1(µ))pµ∪(1) is justified as follows. In (4.11) for r 6= 1, each case
i = 1 and i = r contributes by pµ∪(1). For r = 1 there is only one such contribution,
obtained for i = r = 1. Hence a total of m1(µ) + 2
∑
r≥2 rmr(µ) = 2|µ| −m1(µ).
Remark: Fe´ray [7, Appendix] has observed that
l(λ)+1∑
i=1
ci(λ) (λi − i+ 1)
k θλ
(i)
µ = χˆ
λ(π(Jkn+1Cµ)),
with π the orthogonal projection of C[Sn+1] onto C[Sn] and Cµ ∈ C[Sn+1]. This formula
provides an interesting connection between the analytic and combinatorial points of view.
The proof is an extension of the one given by Biane [1, Proposition 3.3] for µ = 1n+1.
4.4 Our method
Consider a symmetric function f and its central character expansion
f(Aλ) =
∑
|µ|=n
aµ(n) θ
λ
µ.
We sketch the main steps of our method to compute aµ(n).
First step: By definition we have Aλ(i) = Aλ ∪ {λi − i+ 1}. Therefore we may write
f(Aλ(i)) = f(Aλ) +
∑
k≥1
gk(Aλ)(λi − i+ 1)
k, (4.12)
for a finite family of symmetric functions gk. When f is specified this development may
be found explicitly. But the existence of gk is a general fact [25, Example 1.5.3 (b), p.
75]: actually gk = h
⊥
k f .
Second step: Using (3.1) the previous expansion implies for r = 0, 1, 2,
l(λ)+1∑
i=1
ci(λ) (λi − i+ 1)
r f(Aλ(i)) = σr(λ)f(Aλ) +
∑
k≥1
σk+r(λ)gk(Aλ). (4.13)
Then it may be possible (but not always) to eliminate the quantities σi(λ). This can be
done by performing some linear combinations and using the explicit expressions (3.5)–
(3.6). This elimination depends strongly on the specific form of f .
In the most elementary situation (always encountered in this paper), this elimination
transforms (4.13) into
l(λ)+1∑
i=1
ci(λ) (λi − i+ 1)
r f(Aλ(i)) = F (Aλ) +
l(λ)+1∑
i=1
ci(λ) (λi − i+ 1)
sG(Aλ(i)), (4.14)
for some s = 0, 1, 2 and some symmetric functions F , G (all three depending on r).
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Third step: Writing the content evaluation of these functions as
F (Aλ) =
∑
|µ|=n
Fµ(n) θ
λ
µ, G(Aλ) =
∑
|µ|=n
Gµ(n) θ
λ
µ,
the previous relation becomes
∑
|µ|=n+1
aµ(n+ 1)
( l(λ)+1∑
i=1
ci(λ) (λi − i+ 1)
r θλ
(i)
µ
)
=
∑
|ν|=n
Fν(n) θ
λ
ν +
∑
|µ|=n+1
Gµ(n+ 1)
( l(λ)+1∑
i=1
ci(λ) (λi − i+ 1)
s θλ
(i)
µ
)
.
Applying (4.8)–(4.10), the quantities between brackets can be evaluated in terms of the
characters θλν .
Fourth step: The central characters θλν ’s are linearly independent. By identification of their
coefficients, we obtain some linear relations between aµ(n+1) and the Fµ(n), Gµ(n+1)’s.
Final step: These relations may be used to define aµ(n) inductively.
This method will appear much clearer below, when applied to f = ek, pk, hk and the
Hall-Littlewood function f = Pk(z).
5 Elementary functions
As an easy example, let us first apply our method to recover the classical result of Jucys [9].
Theorem 5.1. For any positive integer k we have
ek(J1, . . . , Jn) =
∑
|µ|=n
l(µ)=n−k
Cµ.
Proof. Writing
ek(Aλ) =
∑
|µ|=n
a(k)µ (n) θ
λ
µ,
we must equivalently prove that a
(k)
µ (n) = δl(µ),n−k.
First step: Denoting ui = λi − i+ 1, the generating function Ez(Aλ(i)) satisfies
Ez(Aλ(i)) = Ez(Aλ ∪ ui) = Ez(Aλ)(1 + zui).
Hence the expansion (4.12) takes the very simple form
ek(Aλ(i)) = ek(Aλ) + ek−1(Aλ)ui.
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Second step: Using (3.1) and (3.5) this yields
l(λ)+1∑
i=1
ci(λ) ek(Aλ(i)) =
l(λ)+1∑
i=1
ci(λ)
(
ek(Aλ) + ek−1(Aλ)ui
)
= ek(Aλ),
l(λ)+1∑
i=1
ci(λ) ui ek(Aλ(i)) =
l(λ)+1∑
i=1
ci(λ) ui
(
ek(Aλ) + ek−1(Aλ)ui
)
= nek−1(Aλ), (5.1)
l(λ)+1∑
i=1
ci(λ) u
2
i ek(Aλ(i)) =
l(λ)+1∑
i=1
ci(λ) u
2
i
(
ek(Aλ) + ek−1(Aλ)ui
)
= (nek + 2e1ek−1)(Aλ).
With the notations of Section 4.4, we have G = 0 and F = ek, nek−1, nek + 2e1ek−1,
respectively.
Third step: Applying (4.8) and (4.9) the two first relations may be written as∑
|µ|=n+1
a(k)µ (n+ 1)θ
λ
µ\(1) =
∑
|ν|=n
a(k)ν (n)θ
λ
ν ,∑
|µ|=n+1
a(k)µ (n+ 1)
∑
r≥1
r
(
mr(µ) + 1
)
θλµ\(r+1)∪(r) = n
∑
|ν|=n
a(k−1)ν (n)θ
λ
ν .
Fourth step: By identification of coefficients on both sides, for any µ ⊢ n we obtain
a
(k)
µ∪(1)(n + 1) = a
(k)
µ (n),∑
r≥1
rmr(µ) a
(k)
µ\(r)∪(r+1)(n + 1) = na
(k−1)
µ (n).
(5.2)
Final step: The previous recurrence relations allow us to conclude by a triple induction:
firstly on k, then on n and finally on the lowest part of µ ⊢ n.
We warn the reader that we shall use such a multiple induction several times in this
paper. Details are given here, but will not be repeated below.
(i) Assume a
(i)
µ (n) = δl(µ),n−i for any n and µ, and i ≤ k − 1.
(ii) Assume a
(k)
µ (m− 1) = δl(µ),m−k−1 for any µ ⊢ m− 1. By the first relation (5.2) we
have obviously a
(k)
µ (m) = δl(µ),m−k for those µ ⊢ m whose lowest part is 1.
(iii) Now assume this property to be true for those µ ⊢ m whose lowest part is p− 1.
Let ν ⊢ m having lowest part p. Then µ = ν \ (p)∪ (p− 1) ⊢ m− 1 has lowest part p− 1
with multiplicity 1.
Writing the second relation (5.2) for µ determines a
(k)
ν (m), since all partitions on the
left-hand side have lowest part p− 1, but ν = µ \ (p− 1) ∪ (p). Namely
(p− 1) a(k)ν (m) = (m− 1)a
(k−1)
µ (m− 1)−
∑
r>p−1
rmr(µ) a
(k)
µ\(r)∪(r+1)(m)
=
(
m− 1−
∑
r>p−1
rmr(µ)
)
δl(µ),m−k
= (p− 1)δl(ν),m−k.
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Up to now we have only used the two first equations (5.1). But the third one has also
an interesting consequence.
Proposition 5.2. For any positive integer k we have
(e1ek)(J1, . . . , Jn) =
∑
|µ|=n
l(µ)=n−k−1
aµCµ +
∑
|µ|=n
l(µ)=n−k+1
((
n
2
)
− aµ
)
Cµ,
with aµ =
∑
r≥2mr(µ)
(
r
2
)
.
Proof. The third relation (5.1) may be written as
2(eke1)(Aλ) :=
∑
|µ|=n
2a(k,1)µ (n)θ
λ
µ = −nek+1(Aλ) +
l(λ)+1∑
i=1
ci(λ) (λi − i+ 1)
2 ek+1(Aλ(i)).
Using (4.10), the expansion of the right-hand side is
−n
∑
|µ|=n
l(µ)=n−k−1
θλµ +
∑
|µ|=n+1
l(µ)=n−k
(
(2n−m1(µ) + 1) θ
λ
µ\1
+
∑
r,s≥1
rs(mr(µ) + 1)(ms(µ) + δrs + 1) θ
λ
µ\(r+s+1)∪(r,s)
+
∑
r,s≥2
(r + s− 1)(mr+s−1(µ) + 1) θ
λ
µ\(r,s)∪(r+s−1)
)
.
By identification of coefficients on both sides, we obtain
2a(k,1)µ (n) = −nδl(µ),n−k−1 +
∑
r,s≥1
rsmr(µ)(ms(µ)− δrs) δl(µ)−1,n−k
+
∑
r,s≥1
(r + s− 1)mr+s−1(µ) δl(µ)+1,n−k.
The coefficient of δl(µ),n−k−1 is
−n +
∑
r,s≥1
(r + s− 1)mr+s−1(µ) = −n +
∑
t≥1
t2mt(µ) = 2aµ. (5.3)
The coefficient of δl(µ),n−k+1 is∑
r,s≥1
rsmr(µ)(ms(µ)− δrs) = n
2 −
∑
t≥1
t2mt(µ) = n
2 − n− 2aµ. (5.4)
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6 Power sums
We are now in a position to give an alternative proof of the classical result of Lascoux-
Thibon [14]. We study the expansion
pk(Aλ) =
∑
|µ|=n
a(k)µ (n) θ
λ
µ
in two steps: firstly a recurrence between coefficients, secondly a generating function.
6.1 Recurrence
Denoting ui = λi − i+ 1, the expansion (4.12) takes the very simple form
pk(Aλ(i)) = pk(Aλ) + u
k
i .
Therefore (3.1) and (3.5) yield
l(λ)+1∑
i=1
ci(λ) pk(Aλ(i)) = pk(Aλ) + σk(λ),
l(λ)+1∑
i=1
ci(λ) ui pk(Aλ(i)) = σk+1(λ),
l(λ)+1∑
i=1
ci(λ) u
2
i pk(Aλ(i)) = npk(Aλ) + σk+2(λ).
By elimination we get immediately
l(λ)+1∑
i=1
ci(λ) pk(Aλ(i)) = pk(Aλ) +
l(λ)+1∑
i=1
ci(λ) ui pk−1(Aλ(i)),
l(λ)+1∑
i=1
ci(λ) ui pk(Aλ(i)) = −npk−1(Aλ) +
l(λ)+1∑
i=1
ci(λ) u
2
i pk−1(Aλ(i)).
Applying (4.8)–(4.10) these relations write respectively as∑
|µ|=n+1
a(k)µ (n+ 1) θ
λ
µ\(1) =
∑
|ν|=n
a(k)ν (n) θ
λ
ν
+
∑
|µ|=n+1
a(k−1)µ (n + 1)
∑
r≥1
r
(
mr(µ) + 1
)
θλµ\(r+1)∪(r),
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∑
|µ|=n+1
a(k)µ (n+ 1)
∑
r≥1
r
(
mr(µ) + 1
)
θλµ\(r+1)∪(r) = −n
∑
|ν|=n
a(k−1)ν (n) θ
λ
ν
+
∑
|µ|=n+1
a(k−1)µ (n + 1)
(
(2n−m1(µ) + 1) θ
λ
µ\1
+
∑
r,s≥1
rs(mr(µ) + 1)(ms(µ) + δrs + 1) θ
λ
µ\(r+s+1)∪(r,s)
+
∑
r,s≥2
(r + s− 1)(mr+s−1(µ) + 1) θ
λ
µ\(r,s)∪(r+s−1)
)
.
By identification of coefficients on both sides, for any µ ⊢ n we get
a
(k)
µ∪(1)(n+ 1) = a
(k)
µ (n) +
∑
r≥1
rmr(µ) a
(k−1)
µ\(r)∪(r+1)(n+ 1), (6.1)
∑
r≥1
rmr(µ) a
(k)
µ\(r)∪(r+1)(n+ 1) = −na
(k−1)
µ (n)
+
∑
r,s≥1
rsmr(µ)(ms(µ)− δrs) a
(k−1)
µ\(r,s)∪(r+s+1)(n + 1)
+
∑
r,s≥1
(r + s− 1)mr+s−1(µ) a
(k−1)
µ\(r+s−1)∪(r,s)(n+ 1).
(6.2)
In the second sum on the right-hand side, the cases r = 1 or s = 1 give the total
contribution (2n−m1(µ)) a
(k−1)
µ∪(1)(n+ 1).
These two recurrence relations determine the coefficients a
(k)
µ (n) by a triple induction:
on k, on n and on the lowest part of µ. Firstly (6.1) gives a
(k)
µ (n + 1) for those µ whose
lowest part is 1. Then (6.2) determines a
(k)
µ (n + 1) by induction on the lowest part of µ.
The proof is strictly parallel to the final step of Theorem 5.1 and is left to the reader.
These recurrence relations also imply that a
(k)
µ (n) may be written as
a(k)µ (n) =
∑
ρ=µ
c(k)ρ
(
n− |ρ|
m1(ρ)
)
,
with c
(k)
ρ independent of n (a property already known in view of Section 2.8). By substi-
tution into (6.1)–(6.2), we obtain the corresponding recurrence relations for c
(k)
ρ .
This computation will be used several times in this paper. Since it is rather technical,
we postpone it to an Appendix. Using the Lemma given there with z = 1, we obtain the
following result.
Theorem 6.1. We have the class expansion
pk(J1, . . . , Jn) =
∑
ρ
c(k)ρ
(
n− |ρ|
m1(ρ)
)
Cρ˜,
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where the coefficients c
(k)
ρ are determined by the two recurrence relations
c
(k)
ρ∪(1) =
∑
r≥1
rmr(ρ) c
(k−1)
ρ\(r)∪(r+1), (6.3)
∑
r≥1
rmr(ρ) c
(k)
ρ\(r)∪(r+1) = |ρ| c
(k−1)
ρ +
∑
r,s≥1
rsmr(ρ)(ms(ρ)− δrs) c
(k−1)
ρ\(r,s)∪(r+s+1)
+
∑
r,s≥1
(r + s− 1)mr+s−1(ρ) c
(k−1)
ρ\(r+s−1)∪(r,s).
(6.4)
Remarks: (i) In the second sum on the right-hand side of (6.4), the cases r = 1 or s = 1
give the total contribution (2|ρ| −m1(ρ)) c
(k−1)
ρ∪(1) .
(ii) As above, c
(k)
ρ is inductively defined by (6.3) for ρ having lowest part 1, and by (6.4)
for ρ having lowest part > 1.
(iii) By induction on k and the lowest part of ρ, the coefficients c
(k)
ρ are non zero for
|ρ|+ l(ρ) = k + 2− 2i for some i ≥ 0.
6.2 Generating function
We look for a generating function of the coefficients c
(k)
ρ , written under the form
φρ(t) =
∑
k≥0
c(k)ρ
tk
k!
.
It will be useful to collect the φρ’s for partitions ρ having the same weight w. For that
purpose, we introduce a set of N auxiliary variables X = (x1, . . . , xN), and we define
Φw(t;X) =
∑
|ρ|=w
φρ(t) z
−1
ρ pρ(X).
We shall translate the recurrence relations (6.3)–(6.4) in terms of Φw. This will allow
us to evaluate Φw, hence φρ.
Proposition 6.2. The recurrence relations (6.3)–(6.4) are equivalent with
d
dt
∂
∂p1
Φw = EΦw,
d
dt
EΦw+1 = DΦw+1 + wΦw.
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Proof. Denoting p̂µ = z
−1
µ pµ, (4.4) implies
d
dt
∂
∂p1
Φw =
∑
|ρ|=w
∑
k≥0
c(k)ρ
tk−1
(k − 1)!
p̂ρ\(1),
EΦw =
∑
|ρ|=w
∑
k≥0
c(k)ρ
tk
k!
∑
r≥1
r(mr(ρ) + 1) p̂ρ\(r+1)∪(r)
DΦw+1 =
∑
|ρ|=w+1
∑
k≥0
c(k)ρ
tk
k!
( ∑
r,s≥1
(r + s− 1)(mr+s−1(ρ) + 1) p̂ρ\(r,s)∪(r+s−1)
+
∑
r,s≥1
rs(mr(ρ) + 1)(ms(ρ) + 1 + δrs) p̂ρ\(r+s+1)∪(r,s)
)
.
We conclude by identification of coefficients of tk−1p̂ρ.
Instead of power sums, we may alternatively decompose Φw(t;X) in terms of Schur
functions, and write
Φw(t;X) =
∑
|ρ|=w
ψρ(t) sρ(X).
Using (4.7), by identification of coefficients of Schur functions, Proposition 6.2 writes
equivalently as
l(ρ)+1∑
i=1
d
dt
ψρ(i)(t) =
l(ρ)+1∑
i=1
(ρi − i+ 1)ψρ(i)(t),
l(ρ)+1∑
i=1
(ρi − i+ 1)
d
dt
ψρ(i)(t) =
l(ρ)+1∑
i=1
(ρi − i+ 1)
2 ψρ(i)(t) + |ρ|ψρ(t).
(6.5)
Because p0(J1, . . . , Jn) = n, we have c
(0)
ρ = δρ,(1) for any partition ρ. Therefore this
first order differential system must be solved with the initial conditions ψρ(0) = δρ,(1) for
any ρ.
Proposition 6.3. The solutions of the system (6.5) are given by
|ρ|!ψρ(t) =
{
(et − 1)r−1 (e−t − 1)s if ρ is a hook (r, 1s) with r ≥ 1,
0 otherwise.
Proof. Let P (w) denote the number of partitions with weight w. We have P (w + 1) <
2P (w) as soon as w ≥ 2. The differential system (6.5) written for |ρ| = w is formed of
2P (w) equations and involves P (w + 1) indeterminates. Therefore it is overdetermined
and has at most one solution. It is enough to check that the given values are solutions.
This easy computation is left to the reader.
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We are now in a position to give another proof of the Lascoux-Thibon’s result [14].
We shall make a limited, but crucial, use of λ-ring calculus. Here we shall not enter into
details, and refer the reader to [13, Chapter 2] or [16, Section 3] for a short survey of this
theory.
If f is a symmetric function, we denote by f [P ] its λ-ring action on any polynomial
P . Let q be some indeterminate, X = (x1, . . . , xN) an alphabet and X
† =
∑N
i=1 xi. We
have the fundamental Cauchy formulas [13, p.13]
hw[(q − 1)X
†] =
∑
|ρ|=w
pρ[q − 1] z
−1
ρ pρ(X)
=
∑
|ρ|=w
sρ[q − 1] sρ(X),
with [13, p.11]
pρ[q − 1] =
∏
i≥1
(qi − 1)mi(ρ),
sρ[q − 1] =
{
(−1)sqr−1 (q − 1) if ρ is a hook (r, 1s) with r ≥ 1,
0 otherwise.
Theorem 6.4. In the class expansion
pk(J1, . . . , Jn) =
∑
ρ
c(k)ρ
(
n− |ρ|
m1(ρ)
)
Cρ˜,
the coefficients c
(k)
ρ have the generating function∑
k≥0
c(k)ρ
tk
k!
=
e−t
|ρ|!
(1− e−t)|ρ|−2
∏
i≥1
(eit − 1)mi(ρ).
Proof. The assertion may be written as
φρ(t) =
e−t
|ρ|!
(1− e−t)|ρ|−2 pρ[q − 1]|q=et.
In view of the first Cauchy formula this is equivalent with
Φw(t;X) =
e−t
w!
(1− e−t)w−2 hw[(q − 1)X
†]|q=et .
On the other hand by Proposition 6.3 we have
ψρ(t) =
e−t
|ρ|!
(1− e−t)|ρ|−2 sρ[q − 1]|q=et .
The second Cauchy formula allows us to conclude.
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6.3 Moments
As a quick by-product of our proof we obtain the explicit form of
σk(λ) =
∑
|µ|=n
s(k)µ (n) θ
λ
µ =
∑
ρ
s(k)ρ
(
n− |ρ|
m1(ρ)
)
θλρ˜ ,
which gives also the class expansion of the central element M
(k)
n . A very different proof
was given independently by Fe´ray [5].
Theorem 6.5. The class expansions
pk(J1, . . . , Jn) =
∑
ρ
c(k)ρ
(
n− |ρ|
m1(ρ)
)
Cρ˜, M
(k)
n =
∑
ρ
s(k)ρ
(
n− |ρ|
m1(ρ)
)
Cρ˜
are connected by
s(k)ρ = c
(k)
ρ∪(1).
Proof. At the beginning of Section 6.1, we have seen that
l(λ)+1∑
i=1
ci(λ) pk(Aλ(i)) = pk(Aλ) + σk(λ).
By (4.8) it yields ∑
|µ|=n+1
a(k)µ (n+ 1)θ
λ
µ\(1) =
∑
|ν|=n
(a(k)ν (n) + s
(k)
ν (n)) θ
λ
ν .
Equivalently
s(k)µ (n) = a
(k)
µ∪(1)(n+ 1)− a
(k)
µ (n)
=
∑
ρ=µ
c(k)ρ
((
n + 1− |ρ|
m1(ρ)
)
−
(
n− |ρ|
m1(ρ)
))
=
∑
ρ=µ
c(k)ρ
(
n− |ρ|
m1(ρ)− 1
)
.
As indicated in Section 3, this result gives the class expansion of fk(J1, . . . , Jn) with
fk a symmetric function depending on n, given by (3.4).
7 Complete functions
We now consider the expansion
hk(Aλ) =
∑
|µ|=n
a(k)µ (n) θ
λ
µ =
∑
ρ
c(k)ρ
(
n− |ρ|
m1(ρ)
)
θλρ˜ .
The proof is very similar, though the situation is much more complicated.
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7.1 Recurrence
Denoting ui = λi − i+ 1, we have by definition
Hz(Aλ(i)) = Hz(Aλ)(1− zui)
−1.
Hence the expansion (4.12) may be written as
hk(Aλ(i)) =
k∑
j=0
hk−j(Aλ)u
j
i = hk(Aλ) +
k∑
j=1
hk−j(Aλ)u
j
i .
Using (3.1) and (3.5) we obtain
l(λ)+1∑
i=1
ci(λ) hk(Aλ(i)) =
l(λ)+1∑
i=1
ci(λ)
(
hk(Aλ) +
k∑
j=1
hk−j(Aλ)u
j
i
)
= hk(Aλ) +
k∑
j=2
hk−j(Aλ) σj(λ).
Similarly we have
l(λ)+1∑
i=1
ci(λ) ui hk(Aλ(i)) =
l(λ)+1∑
i=1
ci(λ) ui
(
hk(Aλ) +
k∑
j=1
hk−j(Aλ)u
j
i
)
=
k∑
j=1
hk−j(Aλ) σj+1(λ)
=
k+1∑
j=2
hk−j+1(Aλ) σj(λ).
And also
l(λ)+1∑
i=1
ci(λ) u
2
i hk(Aλ(i)) =
l(λ)+1∑
i=1
ci(λ) u
2
i
( k∑
j=0
hk−j(Aλ)u
j
i
)
=
k∑
j=0
hk−j(Aλ) σj+2(λ)
=
k+2∑
j=2
hk−j+2(Aλ) σj(λ).
By elimination, we get immediately
l(λ)+1∑
i=1
ci(λ) hk(Aλ(i)) = hk(Aλ) +
l(λ)+1∑
i=1
ci(λ) ui hk−1(Aλ(i)),
l(λ)+1∑
i=1
ci(λ) ui hk(Aλ(i)) =
l(λ)+1∑
i=1
ci(λ) u
2
i hk−1(Aλ(i)).
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Applying (4.8)–(4.10) we obtain∑
|µ|=n+1
a(k)µ (n + 1)θ
λ
µ\(1) =
∑
|ν|=n
a(k)ν (n) θ
λ
ν
+
∑
|µ|=n+1
a(k−1)µ (n+ 1)
∑
r≥1
r
(
mr(µ) + 1
)
θλµ\(r+1)∪(r),∑
|µ|=n+1
a(k)µ (n+ 1)
∑
r≥1
r
(
mr(µ) + 1
)
θλµ\(r+1)∪(r) =∑
|µ|=n+1
a(k−1)µ (n+ 1)
(
(2n−m1(µ) + 1) θ
λ
µ\1
+
∑
r,s≥1
rs(mr(µ) + 1)(ms(µ) + δrs + 1) θ
λ
µ\(r+s+1)∪(r,s)
+
∑
r,s≥2
(r + s− 1)(mr+s−1(µ) + 1) θ
λ
µ\(r,s)∪(r+s−1)
)
.
By identification of coefficients on both sides, for any µ ⊢ n we get
a
(k)
µ∪(1)(n+ 1) = a
(k)
µ (n) +
∑
r≥1
rmr(µ) a
(k−1)
µ\(r)∪(r+1)(n+ 1), (7.1)
∑
r≥1
rmr(µ) a
(k)
µ\(r)∪(r+1)(n+ 1) =∑
r,s≥1
rsmr(µ)(ms(µ)− δrs) a
(k−1)
µ\(r,s)∪(r+s+1)(n+ 1)
+
∑
r,s≥1
(r + s− 1)mr+s−1(µ) a
(k−1)
µ\(r+s−1)∪(r,s)(n+ 1).
(7.2)
As for power sums, these two recurrence relations determine the coefficients a
(k)
µ (n) by
a triple induction: on k, on n and on the lowest part of µ. Using the Lemma given in the
Appendix with z = 0, we also obtain the following result.
Theorem 7.1. In the class expansion
hk(J1, . . . , Jn) =
∑
ρ
c(k)ρ
(
n− |ρ|
m1(ρ)
)
Cρ˜,
the coefficients c
(k)
ρ are determined by the two recurrence relations
c
(k)
ρ∪(1) =
∑
r≥1
rmr(ρ) c
(k−1)
ρ\(r)∪(r+1), (7.3)
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∑
r≥1
rmr(ρ) c
(k)
ρ\(r)∪(r+1) = 2|ρ| c
(k−1)
ρ +m1(ρ) c
(k−1)
ρ\(1)
+
∑
r,s≥1
rsmr(ρ)(ms(ρ)− δrs) c
(k−1)
ρ\(r,s)∪(r+s+1)
+
∑
r,s≥1
(r + s− 1)mr+s−1(ρ) c
(k−1)
ρ\(r+s−1)∪(r,s).
(7.4)
Remarks: (i) Surprisingly relation (7.1) (resp.(7.3)) is identical with (6.1) (resp. (6.3)).
(ii) In the second sum at the right-hand side of (7.4), the cases r = 1 or s = 1 give the
total contribution (2|ρ| −m1(ρ)) c
(k−1)
ρ∪(1) .
There is empirical evidence that the coefficients c
(k)
ρ are positive integers. However our
recurrence relations are not sufficient to prove this property. A more thorough analysis is
needed, which can be found in [6, Section 2.4].
The generating function of the coefficients c
(k)
ρ will be studied in Section 9.6, in a more
general context.
7.2 Leading terms
Proposition 7.2. The coefficients c
(k)
ρ are non zero only if |ρ| − l(ρ) = k − 2i for some
i ≥ 0. Moreover if |ρ| − l(ρ) = k, they are non zero only if m1(ρ) = 0.
Proof. This is shown by induction on k and on the lowest part p of ρ. Firstly if p = 1, we
write (7.3) for σ = ρ\(1). At the left-hand side we obtain c
(k)
ρ . By the inductive hypothesis,
the right-hand side is non zero only if |σ| + 1 − l(σ) = k − 1 − 2i for some i ≥ 0. Since
|σ| − l(σ) = |ρ| − l(ρ), we conclude that c
(k)
ρ is non zero only if |ρ| − l(ρ) = k − 2i− 2 for
some i ≥ 0.
In particular if |ρ|− l(ρ) = k and m1(ρ) ≥ 1, i.e. if p = 1, we see that c
(k)
ρ is necessarily
zero.
Secondly if the lowest part of ρ is p > 1, we write (7.4) for σ = ρ \ (p) ∪ (p− 1). We
consider induction on k for each contribution at the right-hand side. The terms c
(k−1)
σ and
c
(k−1)
σ\(1) are non zero only if |σ|−l(σ) = k−1−2i with i ≥ 0. Since |σ|−l(σ) = |ρ|−l(ρ)−1,
these terms are non zero only if |ρ| − l(ρ) = k − 2i for some i ≥ 0. Similarly the
first sum is non zero only if |σ| + 1 − l(σ) + 1 = k − 1 − 2i with i ≥ 0, hence only if
|ρ| − l(ρ) = k − 2i − 2 for some i ≥ 0. Finally the second sum at the right-hand side is
non zero only if |σ|+1− l(σ)− 1 = k− 1− 2i with i ≥ 0, hence only if |ρ| − l(ρ) = k− 2i
for some i ≥ 0.
At the left-hand side of (7.4) we obtain
(p− 1)c(k)ρ +
∑
r≥p
r(mr(ρ)− δrp) c
(k)
ρ\(p,r)∪(p−1,r+1).
Since any partition σ appearing in the sum has lowest part p − 1 and since |σ| − l(σ) =
|ρ| − l(ρ), we conclude by induction on p.
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The following result was proved independently by Murray [30] and Novak [31].
Proposition 7.3. If |ρ| − l(ρ) = k and m1(ρ) = 0, we have
c(k)ρ =
l(ρ)∏
i=1
Cρi−1,
with Cr the Catalan number (2r)!/(r + 1)!r!.
Proof. Let p be the lowest part of ρ. Since m1(ρ) = 0 we have p ≥ 2. In the proof above,
we have seen that equation (7.4) written for σ = ρ \ (p) ∪ (p− 1) defines c
(k)
ρ inductively.
First we assume p ≥ 3. This equation takes the form∑
r≥2
rmr(σ) c
(k)
σ\(r)∪(r+1) = 2|σ| c
(k−1)
σ +
∑
r,s≥2
(r + s− 1)mr+s−1(σ) c
(k−1)
σ\(r+s−1)∪(r,s). (7.5)
Actually at its right-hand side we have m1(σ) = 0 and the first sum vanishes because it is
non zero only if |ρ|− l(ρ) = k−2i−2 for some i ≥ 0, in contradiction with |ρ|− l(ρ) = k.
Observe that for the same reason, the terms in the second sum with r = 1 or s = 1
involve partitions with lowest part 1, and thus vanish. Finally it is enough to substitute
the statement into (7.5) and to prove∑
r≥2
rmr(σ)
Cr
Cr−1
= 2
∑
r≥2
rmr(σ) +
∑
t≥2
tmt(σ)
∑
r,s≥2
r+s=t+1
Cr−1Cs−1
Ct−1
.
But this is an obvious consequence of
Cr = 2Cr−1 +
r−2∑
i=1
CiCr−i−1,
a well known recurrence for Catalan numbers. It remains to consider the case p = 2, i.e.
σ = ρ \ (2) ∪ (1) and m1(σ) = 1. In this case (7.4) becomes
c
(k)
σ\(1)∪(2) = c
(k−1)
σ\(1) , i.e. c
(k)
ρ = c
(k−1)
ρ\(2) ,
because all other terms involve partitions with lowest part 1, and thus vanish due to
|ρ| − l(ρ) = k. The statement is then a consequence of C1 = 1.
8 Hall-Littlewood functions
Let z be an indeterminate and Pλ(z) denote the Hall-Littlewood symmetric functions [25,
Chapter 3]. When λ is the row partition (k), it is known that Pk(z) interpolates between
the power-sum pk and the complete function hk, namely
Pk(0) = hk, Pk(1) = pk.
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Therefore it is a natural problem to study the development of Pk(J1, . . . , Jn; z). This
study will provide a deeper understanding of the case of complete functions through a
continuous deformation of the case of power sums.
For clarity of display, the parameter z being kept fixed, we shall omit its dependence
any time it does not bring confusion. However we emphasize that most of the quantities
introduced below are polynomials in z. We write
Pk(Aλ) =
∑
|µ|=n
a(k)µ (n) θ
λ
µ =
∑
ρ
c(k)ρ
(
n− |ρ|
m1(ρ)
)
θλρ˜ .
8.1 Our equations
Given two alphabets A,B and a partition ρ, we have the fundamental formula
Pρ(A ∪ B) =
∑
σ⊂ρ
Pρ/σ(B)Pσ(A)
involving skew Hall-Littlewood functions Pρ/σ [25, (5.5’), p. 228]. When B has only one
element b, Pρ/σ(B) = 0 unless ρ\σ is a horizontal strip. In this case Pρ/σ(B) = ψρ/σb
|ρ|−|σ|,
where ψρ/σ =
∏
j∈J(1 − z
mj (σ)) and J is the set of j such that ρ \ σ has no node in the
column j and one node in the column j + 1 [25, (5.8’) and (5.14’), p. 229].
Applying this classical result to the alphabet of contents Aλ, and writing ui = λi−i+1,
we obtain
Pρ(Aλ(i)) =
∑
σ⊂ρ
Pσ(Aλ)ψρ/σ u
|ρ|−|σ|
i ,
summed over partitions σ such that ρ \ σ is a horizontal strip. This is the form taken by
(4.12) for Hall-Littlewood symmetric functions.
When ρ = (k) we obtain
Pk(Aλ(i)) = Pk(Aλ) + (1− z)
k−1∑
j=1
Pk−j(Aλ) u
j
i + u
k
i .
Then relations (3.1) and (3.5) yield
l(λ)+1∑
i=1
ci(λ)Pk(Aλ(i)) = Pk(Aλ) + (1− z)
k−1∑
j=2
Pk−j(Aλ) σj(λ) + σk(λ),
l(λ)+1∑
i=1
ci(λ) ui Pk(Aλ(i)) = (1− z)
k∑
j=2
Pk−j+1(Aλ) σj(λ) + σk+1(λ),
l(λ)+1∑
i=1
ci(λ) u
2
i Pk(Aλ(i)) = Pk(Aλ)σ2(λ) + (1− z)
k+1∑
j=3
Pk−j+2(Aλ) σj(λ) + σk+2(λ).
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Here we have omitted the details of the computation since it goes exactly as in Section
7.1. By elimination, we get immediately
l(λ)+1∑
i=1
ci(λ)Pk(Aλ(i)) = Pk(Aλ) +
l(λ)+1∑
i=1
ci(λ) ui Pk−1(Aλ(i)),
l(λ)+1∑
i=1
ci(λ) ui Pk(Aλ(i)) = −nzPk−1(Aλ) +
l(λ)+1∑
i=1
ci(λ) u
2
i Pk−1(Aλ(i)).
8.2 Recurrence
Applying (4.8)–(4.10) the previous relations may be written as∑
|µ|=n+1
a(k)µ (n+ 1)θ
λ
µ\(1) =
∑
|ν|=n
a(k)ν (n) θ
λ
ν
+
∑
|µ|=n+1
a(k−1)µ (n+ 1)
∑
r≥1
r
(
mr(µ) + 1
)
θλµ\(r+1)∪(r),∑
|µ|=n+1
a(k)µ (n+ 1)
∑
r≥1
r
(
mr(µ) + 1
)
θλµ\(r+1)∪(r) = −nz
∑
|ν|=n
a(k−1)ν (n) θ
λ
ν
+
∑
|µ|=n+1
a(k−1)µ (n+ 1)
(
(2n−m1(µ) + 1) θ
λ
µ\1
+
∑
r,s≥1
rs(mr(µ) + 1)(ms(µ) + δrs + 1) θ
λ
µ\(r+s+1)∪(r,s)
+
∑
r,s≥2
(r + s− 1)(mr+s−1(µ) + 1) θ
λ
µ\(r,s)∪(r+s−1)
)
.
By identification of coefficients on both sides, for any µ ⊢ n we get
a
(k)
µ∪(1)(n+ 1) = a
(k)
µ (n) +
∑
r≥1
rmr(µ) a
(k−1)
µ\(r)∪(r+1)(n+ 1), (8.1)
∑
r≥1
rmr(µ) a
(k)
µ\(r)∪(r+1)(n+ 1) = −nza
(k−1)
µ (n)
+
∑
r,s≥1
rsmr(µ)(ms(µ)− δrs) a
(k−1)
µ\(r,s)∪(r+s+1)(n + 1)
+
∑
r,s≥1
(r + s− 1)mr+s−1(µ) a
(k−1)
µ\(r+s−1)∪(r,s)(n+ 1).
(8.2)
As previously, these two recurrence relations determine the coefficients a
(k)
µ (n) by a
triple induction: on k, on n and on the lowest part of µ. Using the Lemma in the
Appendix, we also obtain the following result.
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Theorem 8.1. We have the class expansion
Pk(J1, . . . , Jn; z) =
∑
ρ
c(k)ρ
(
n− |ρ|
m1(ρ)
)
Cρ˜,
where the coefficients c
(k)
ρ are determined by the recurrence relations
c
(k)
ρ∪(1) =
∑
r≥1
rmr(ρ) c
(k−1)
ρ\(r)∪(r+1), (8.3)
∑
r≥1
rmr(ρ) c
(k)
ρ\(r)∪(r+1) = (2− z)|ρ| c
(k−1)
ρ + (1− z)m1(ρ) c
(k−1)
ρ\(1)
+
∑
r,s≥1
rsmr(ρ)(ms(ρ)− δrs) c
(k−1)
ρ\(r,s)∪(r+s+1)
+
∑
r,s≥1
(r + s− 1)mr+s−1(ρ) c
(k−1)
ρ\(r+s−1)∪(r,s).
(8.4)
We recover Theorems 6.1 or 7.1 by making z = 1 or z = 0.
8.3 Leading terms
The following result is proved exactly as Proposition 7.2.
Proposition 8.2. The coefficients c
(k)
ρ are non zero only if |ρ| − l(ρ) = k − 2i for some
i ≥ 0. Moreover if |ρ| − l(ρ) = k, they are non zero only if m1(ρ) = 0.
For any nonnegative integer r, we denote by Cr(z) the polynomial in z defined by
C0(z) = 1 and the recurrence formulas
Cr(z) = (1− z)Cr−1(z) + z
r−1∑
i=0
Ci(z)Cr−i−1(z)
= (1 + z)Cr−1(z) + z
r−2∑
i=1
Ci(z)Cr−i−1(z), (8.5)
the second relation valid for r ≥ 3. Clearly we have Cr(0) = 1, Cr(1) = Cr, the Catalan
number. The first values of Cr(z) are given by
C1(z) = 1, C2(z) = z + 1, C3(z) = z
2 + 3z + 1,
C4(z) = z
3 + 6z2 + 6z + 1, C5(z) = z
4 + 10z3 + 20z2 + 10z + 1.
Using known results about generating functions [37, 38], we have
Cr(z) =
r∑
k=1
N(r, k)zk−1,
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where the Narayana numbers N(r, k) are defined by
N(r, k) =
1
r
(
r
k − 1
)(
r
k
)
.
This polynomial, called Narayana polynomial, is a z-refinement of Catalan numbers be-
cause
r∑
k=1
N(r, k) = Cr.
For more details we refer to [21] and references therein.
Proposition 8.3. If |ρ| − l(ρ) = k and m1(ρ) = 0, we have
c(k)ρ = (1− z)
l(ρ)−1
l(ρ)∏
i=1
Cρi−1(1− z).
Proof. The proof is done by induction on k and the lowest part p of ρ, exactly as in
Proposition 7.3. Let p be the lowest part of ρ. Since m1(ρ) = 0 we have p ≥ 2. Equation
(8.4) written for σ = ρ\ (p)∪ (p−1) defines c
(k)
ρ inductively. First we assume p ≥ 3. This
equation takes the form∑
r≥2
rmr(σ) c
(k)
σ\(r)∪(r+1) = (2− z)|σ| c
(k−1)
σ +
∑
r,s≥2
(r+ s− 1)mr+s−1(σ) c
(k−1)
σ\(r+s−1)∪(r,s), (8.6)
because at the right-hand side m1(σ) = 0, the first sum vanishes due to |ρ| − l(ρ) = k,
and the terms in the second sum with r, s = 1 vanish for the same reason. Finally it is
enough to substitute the statement into (8.6) and to prove
∑
r≥2
rmr(σ)
Cr(1− z)
Cr−1(1− z)
= (2− z)
∑
r≥2
rmr(σ) + (1− z)
∑
u≥2
umu(σ)
∑
r,s≥2
r+s=u+1
Cr−1(1− z)Cs−1(1− z)
Cu−1(1− z)
.
But this is an obvious consequence of (8.5) written for 1 − z. It remains to consider the
case p = 2, i.e. σ = ρ \ (2) ∪ (1) and m1(σ) = 1. In this case (8.4) becomes
c
(k)
σ\(1)∪(2) = (1− z)c
(k−1)
σ\(1) , i.e. c
(k)
ρ = (1− z)c
(k−1)
ρ\(2) ,
because all other terms involve partitions with lowest part 1, and thus vanish due to
|ρ| − l(ρ) = k. The statement is then a consequence of C1(1− z) = 1.
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A result of [26] gives the leading terms of mλ(J1, . . . , Jn), with mλ a monomial sym-
metric function. As a corollary of Proposition 8.3 we may obtain a similar, but weaker,
result for the symmetric function
pr,s =
∑
|λ|=r
l(λ)=s
mλ.
We shall make use of the following property [21, Theorem 2]
Cr(1− z) =
1
r + 1
Pr(1
r+1; z). (8.7)
Proposition 8.4. The leading terms of
pr,s(J1, . . . , Jn) =
∑
ρ
c(r,s)ρ
(
n− |ρ|
m1(ρ)
)
Cρ˜,
are obtained for |ρ| − l(ρ) = r and m1(ρ) = 0. Their coefficients are
c(r,s)ρ =
∑
1≤si≤ρi−1
s1+···+sl(ρ)=s
l(ρ)∏
i=1
N(ρi − 1, si).
Proof. Given an alphabet X and using λ-ring notations (see Section 6.2), it is well
known ([25, (2.10), p. 209] and [16, p. 240]) that
(1− z)Pr(X ; z) = hr[(1− z)X
†] =
∑
|λ|=r
(1− z)l(λ)mλ(X) =
r∑
s=1
(1− z)spr,s(X). (8.8)
Given a partition ρ with |ρ|−l(ρ) = r andm1(ρ) = 0, let us compare the leading coefficient
on both sides. For (1− z)Pr(J1, . . . , Jn; z), it is given by Proposition 8.3 as
l(ρ)∏
i=1
(
(1− z)Cρi−1(1− z)
)
.
In view of (8.7) and (8.8) this may be written as
l(ρ)∏
i=1
(
(1− z)
1
ρi
Pρi−1(1
ρi ; z)
)
=
l(ρ)∏
i=1
ρi−1∑
m=1
(1− z)m
1
ρi
pρi−1,m(1
ρi).
By comparison we obtain that the leading coefficient for pr,s(J1, . . . , Jn) is
∑
1≤si≤ρi−1
s1+···+sl(ρ)=s
l(ρ)∏
i=1
1
ρi
pρi−1,si(1
ρi)
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But [25, Example 1.2.19, p. 33] we have
pr,s(1
n) =
∑
a+b=r
(−1)a−s
(
a
s
)(
n
a
)(
n+ b− 1
b
)
=
(
r − 1
s− 1
)(
n
s
)
,
and
1
r + 1
(
r − 1
s− 1
)(
r + 1
s
)
= N(r, s).
Examples: For s = 1 we recover that the leading term of pk,1 = pk is obtained for
ρ = (k + 1) with coefficient 1. For s = 2 the leading terms of pk,2 are obtained for
ρ = (k + 1) with coefficient
(
k
2
)
, and for |ρ| = (k + 2) and l(ρ) = 2 with coefficient 1.
For s = 3 the leading terms of pk,3 are obtained for ρ = (k + 1) with coefficient N(k, 3),
for |ρ| = (k + 2) and l(ρ) = 2 with coefficient
(
ρ1−1
2
)
+
(
ρ2−1
2
)
, and for |ρ| = (k + 3) and
l(ρ) = 3 with coefficient 1.
9 Generating function
We consider the generating function of the coefficients c
(k)
ρ defined by Theorem 8.1. As
for z = 1, we write it under the form
φρ(t) =
∑
k≥0
c(k)ρ
tk
k!
.
We present two methods to study this generating function.
9.1 First method: differential system
This method is strictly parallel to the case of power sums, given in Section 6.2. However
the situation is much more complicated, and strong difficulties are encountered, which
makes this approach unefficient.
As in Section 6.2 we define
Φw(t;X) =
∑
|ρ|=w
φρ(t) z
−1
ρ pρ(X) =
∑
|ρ|=w
ψρ(t) sρ(X).
The following result is proved exactly as Proposition 6.2.
Proposition 9.1. The recurrence relations (8.3)–(8.4) are equivalent with
d
dt
∂
∂p1
Φw = EΦw,
d
dt
EΦw+1 = DΦw+1 + (2− z)wΦw + (1− z)p1Φw−1. (9.1)
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Applying (4.7), by identification of coefficients of Schur functions on both sides, Propo-
sition 9.1 may be written equivalently as
l(ρ)+1∑
i=1
d
dt
ψρ(i)(t) =
l(ρ)+1∑
i=1
(ρi − i+ 1)ψρ(i)(t),
l(ρ)+1∑
i=1
(ρi − i+ 1)
d
dt
ψρ(i)(t) =
l(ρ)+1∑
i=1
(ρi − i+ 1)
2 ψρ(i)(t)
+ (2− z)|ρ|ψρ(t) + (1− z)
l(ρ)∑
i=1
ψρ(i)(t).
(9.2)
This first order (overdeterminate) differential system must be solved with the initial con-
ditions ψρ(0) = δρ,(0), due to c
(0)
ρ = δρ,(0).
However, in spite of its very simple structure, a general solution of the differential
system (9.2) is as yet unknown. By elementary means we have
ψρ = ψρ|z=1, if |ρ| = 2,
ψρ = (2− z)ψρ|z=1, if |ρ| = 3.
But a general formula for ψρ(t) is lacking even when ρ is a hook (r, 1
s). The case of hooks
is only known for 0 ≤ s ≤ 3, in which cases the structure of ψ(r,1s)(t) is already very
messy [22].
9.2 The case z = 1 revisited
The difficulties encountered to solve the differential system (9.2) lead us to a very different
approach. We shall revisit the case z = 1 where, according to Theorem 6.4, the generating
function φˆρ := φρ|z=1 may be written as
|ρ|! φˆρ(t) = e
(1−|ρ|)t (et − 1)|ρ|−2
∏
i≥1
(eit − 1)mi(ρ).
Let ǫρ = (−1)
|ρ|−l(ρ). Expanding the right-hand side we obtain (up to a constant term
obtained by φˆρ(0) = 0)
|ρ|! φˆρ(t) =
|ρ|−1∑
k=1
f (k)ρ (e
kt + ǫρe
−kt),
where the coefficients f
(k)
ρ are given as follows.
For any integer r ≥ 0, denote by Ir the family of nonnegative integers I = (i0, i1, i2, . . .)
linked by i0 +
∑
u≥1 uiu = r. For k = |ρ| − 1− r we have
f (k)ρ =
∑
I⊂Ir
(−1)|I|
(
|ρ| − 2
i0
)∏
u≥1
(
mu(ρ)
iu
)
.
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For instance I0 = 0, I1 = {(1, 0), (0, 1)}, I2 = {(2, 0, 0), (1, 1, 0), (0, 2, 0), (0, 0, 1)} and
I3 = {(3, 0, 0, 0), (2, 1, 0, 0), (1, 2, 0, 0), (0, 3, 0, 0), (0, 1, 1, 0), (1, 0, 1, 0), (0, 0, 0, 1)} so that
we have
f (|ρ|−1)ρ = 1, f
(|ρ|−2)
ρ = −(|ρ| − 2 +m1(ρ)),
f (|ρ|−3)ρ =
(
|ρ| − 2
2
)
+ (|ρ| − 2)m1(ρ) +
(
m1(ρ)
2
)
−m2(ρ),
f (|ρ|−4)ρ = −
(
|ρ| − 2
3
)
−
(
|ρ| − 2
2
)
m1(ρ)− (|ρ| − 2)
(
m1(ρ)
2
)
−
(
m1(ρ)
3
)
+m1(ρ)m2(ρ) + (|ρ| − 2)m2(ρ)−m3(ρ).
For a better display, we write the multiplicities of ρ as a set of indeterminates m =
(m1, m2, . . .) linked by
∑
i≥1 imi = |ρ|. For I = (i0, i1, i2, . . .) we denote
MI(w,m) = (−1)
|I|
(
w − 2
i0
)∏
u≥1
(
mu
iu
)
.
Then we have for k = |ρ| − 1− r,
f (k)ρ =
∑
I⊂Ir
MI(|ρ|,m). (9.3)
9.3 Second method: expansion of φρ
Inspired by the case z = 1, we try to generalize this expansion of φρ|z=1 for arbitrary z.
Namely for any partition ρ, we look for an expression of φρ as
|ρ|!φρ(t) =
|ρ|−1∑
k=1
(f (k)ρ (t)e
kt + ǫρf
(k)
ρ (−t)e
−kt),
up to a constant term known by φρ(0) = 0. Here f
(k)
ρ is no longer a constant but a
function of t.
Let |ρ| = w. By substitution in the definition of Φw, we get
w!Φw(t;X) =
w−1∑
k=1
∑
|ρ|=w
(f (k)ρ (t)e
kt + ǫρf
(k)
ρ (−t)e
−kt) p̂ρ(X).
Applying (4.4), we obtain
w!
d
dt
∂
∂p1
Φw =
w−1∑
k=1
∑
|ρ|=w
((
kf (k)ρ (t) +
d
dt
f (k)ρ (t)
)
ekt − ǫρ
(
kf (k)ρ (−t) +
d
dt
f (k)ρ (−t)
)
e−kt
)
p̂ρ\(1),
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w!EΦw =
w−1∑
k=1
∑
|ρ|=w
(f (k)ρ (t)e
kt + ǫρf
(k)
ρ (−t)e
−kt)
∑
r≥1
r(mr(ρ) + 1) p̂ρ\(r+1)∪(r)
(w + 1)!DΦw+1 =
w∑
k=1
∑
|ρ|=w+1
(f (k)ρ (t)e
kt + ǫρf
(k)
ρ (−t)e
−kt)
( ∑
r,s≥1
(r + s− 1)(mr+s−1(ρ) + 1) p̂ρ\(r,s)∪(r+s−1)
+
∑
r,s≥1
rs(mr(ρ) + 1)(ms(ρ) + 1 + δrs) p̂ρ\(r+s+1)∪(r,s)
)
.
Finally if we identify the coefficients of products ekt p̂ρ on both sides of equations (9.1),
we obtain for any k = 1, . . . , w,
kf
(k)
ρ∪(1) +
d
dt
f
(k)
ρ∪(1) =
∑
r≥1
rmr(ρ) f
(k)
ρ\(r)∪(r+1), (9.4)
∑
r≥1
rmr(ρ)
(
kf
(k)
ρ\(r)∪(r+1) +
d
dt
f
(k)
ρ\(r)∪(r+1)
)
= w(w + 1)
(
(2− z) f (k)ρ + (1− z)m1(ρ) f
(k)
ρ\(1)
)
+
∑
r,s≥1
rsmr(ρ)(ms(ρ)− δrs) f
(k)
ρ\(r,s)∪(r+s+1)
+
∑
r,s≥1
(r + s− 1)mr+s−1(ρ) f
(k)
ρ\(r+s−1)∪(r,s).
(9.5)
The coefficients f
(k)
ρ are defined inductively as solutions of these equations. Indeed let us
assume that f
(k)
ρ is known for any ρ with |ρ| ≤ w and any k ≤ w − 1. Equations (9.4)–
(9.5) define an overdetermined linear system, the solutions of which are the coefficients
{f
(k)
ρ , |ρ| = w + 1}.
Unfortunately a general solution of this linear system is as yet unknown. Empirically
a (unique) solution does exist. Tables giving φρ(t) for |ρ| ≤ 14 are available on a web
page [23]. First values are given below.
9.4 Examples
We use the convention
ekt ± e−kt = ekt + ǫρ e
−kt, ekt ∓ e−kt = ekt − ǫρ e
−kt.
We denote by Rk(z) the polynomial in z defined by R1(z) = 1 and
Rk(z) =
1
(k − 1)!
k−1∏
j=1
(k − jz).
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For instance R2(z) = 2− z and R3(z) = (3− z)(3− 2z)/2.
We list the first values of φρ. All formulas are given up to a constant term obtained
by φρ(0) = 0 (this constant term is 0 when ǫρ = −1). For |ρ| = 2 we have
φρ(t) = φρ(t)|z=1 =
1
2
(et ± e−t).
For |ρ| = 3 we have
φρ(t) = (2− z)φρ(t)|z=1 =
1
6
R2(z)
(
e2t ± e−2t − (m1 + 1)(e
t ± e−t)
)
.
For |ρ| = 4 we have
4!φρ(t) = R3(z)(e
3t ± e−3t)−R2(z)(2 − z)(m1 + 2)(e
2t ± e−2t) + (et ± e−t)
×
(
(2m1 + 1)(z
2 −
5
2
(z − 1)) +
(
m1
2
)
(z2 −
11
2
(z − 1))−m2(z
2 +
1
2
(z − 1))
)
.
For |ρ| = 5 we have
5!φρ(t) = R4(z)(e
4t ± e−4t)− R3(z)(2− z)(m1 + 3)(e
3t ± e−3t) +R2(z)(e
2t ± e−2t)
×
(
(3m1 + 3)(z
2 −
28
9
(z − 1)) +
(
m1
2
)
(z2 −
16
3
(z − 1))−m2(z
2 +
4
3
(z − 1))
)
− (2− z)(et ± e−t)
(
(3m1 + 1)(z
2 −
7
6
(z − 1)) + 3
(
m1
2
)
(z2 −
17
6
(z − 1))
+
(
m1
3
)
(z2 −
19
2
(z − 1))− (m1m2 + 3m2 −m3)(z
2 +
1
2
(z − 1))
)
.
In the previous examples, all f
(k)
ρ do not depend on t. But for |ρ| = 6 a t-component
appears at k = 1. We have
6!φρ(t) = R5(z)(e
5t ± e−5t)− R4(z)(2− z)(m1 + 4)(e
4t ± e−4t) +R3(z)(e
3t ± e−3t)
×
(
(4m1 + 6)(z
2 −
27
8
(z − 1)) +
(
m1
2
)
(z2 −
21
4
(z − 1))−m2(z
2 +
9
4
(z − 1))
)
− R2(z)(2 − z)(e
2t ± e−2t)
(
(6m1 + 4)(z
2 − 2z + 2) + 4
(
m1
2
)
(z2 −
11
3
(z − 1))
+
(
m1
3
)
(z2 −
26
3
(z − 1))− (m1m2 + 4m2 −m3)(z
2 +
4
3
(z − 1))
)
+ (et ± e−t)
∑
I⊂I4
MI(6,m)
(
z4 + aIz
2(z − 1) + bI(z − 1)
2
)
+ t(et ∓ e−t) (z2 − 1)(2z − 1)
∑
I⊂I4
MI(6,m)cI ,
with aI , bI and cI listed below.
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I aI bI cI
(4,0,0,0,0) (3,1,0,0,0) -7/2 7/4 0
(0,4,0,0,0) -245/12 2035/24 5/4
(1,3,0,0,0) -91/16 591/32 -5/8
(2,2,0,0,0) -47/6 37/12 5/24
(2,0,1,0,0) 0 0 -5/24
I aI bI cI
(0,2,1,0,0) (0,0,0,0,1) -33/4 -77/8 -5/4
(1,1,1,0,0) -263/48 -197/96 5/8
(0,0,2,0,0) 115/12 235/24 5/4
(0,1,0,1,0) -5/12 115/24 5/4
(1,0,0,1,0) -11/16 -49/32 -5/8
Similarly a t-component appears for |ρ| = 7 at k = 1. We have
7!φρ(t) = R6(z)(e
6t ± e−6t)− R5(z)(2 − z)(m1 + 5)(e
5t ± e−5t) +R4(z)(e
4t ± e−4t)
×
(
5(m1 + 2)(z
2 −
88
25
(z − 1)) +
(
m1
2
)
(z2 −
26
5
(z − 1))−m2(z
2 +
16
5
(z − 1))
)
−R3(z)(2 − z)(e
3t ± e−3t)
(
10(m1 + 1)(z
2 −
99
40
(z − 1)) + 5
(
m1
2
)
(z2 −
81
20
(z − 1))
+
(
m1
3
)
(z2 −
33
4
(z − 1))− (m1m2 + 5m2 −m3)(z
2 +
9
4
(z − 1))
)
+R2(z)(e
2t ± e−2t)
∑
I⊂I4
MI(7,m)
(
z4 + AIz
2(z − 1) +BI(z − 1)
2
)
+ (et ± e−t)(2− z)
∑
I⊂I5
MI(7,m)
(
z4 + aIz
2(z − 1) + bI(z − 1)
2
)
+ t(et ∓ e−t) (2− z)(z2 − 1)(2z − 1)
∑
I⊂I5
MI(7,m)cI ,
with AI , BI , aI , bI and cI listed below.
I AI BI
(4,0,0,0,0) (3,1,0,0,0) -47/10 22/5
(0,4,0,0,0) -47/3 212/3
(1,3,0,0,0) -172/15 304/15
(2,2,0,0,0) -88/15 136/15
(2,0,1,0,0) -71/30 -74/15
I AI BI
(0,2,1,0,0) (0,0,0,0,1) -26/3 -40/3
(1,1,1,0,0) -4/15 -32/15
(0,0,2,0,0) 37/3 44/3
(0,1,0,1,0) 11/6 2/3
(1,0,0,1,0) -67/15 -116/15
I aI bI cI
(5,0,0,0,0,0) (4,1,0,0,0,0) -19/10 11/20 0
(0,5,0,0,0,0) 4371/10 6271/20 77/4
(1,4,0,0,0,0) -4167/50 3573/100 -119/20
(3,2,0,0,0,0) 0 0 7/40
(2,3,0,0,0,0) 0 0 7/8
(3,0,1,0,0,0) -9/2 3/4 -7/40
(0,3,1,0,0,0) -1281/20 -3521/40 -49/4
(2,1,1,0,0,0) 0 0 -7/40
(1,2,1,0,0,0) 0 0 63/20
I aI bI cI
(1,0,2,0,0,0) 0 0 -7/20
(0,1,2,0,0,0) -163/10 717/20 21/4
(0,0,1,1,0,0) -257/40 -1137/80 -7/4
(2,0,0,1,0,0) -163/20 17/40 -7/40
(0,2,0,1,0,0) -3623/40 5417/80 35/4
(1,1,0,1,0,0) 1249/100 -1331/200 -7/4
(1,0,0,0,1,0) -1363/100 697/200 7/20
(0,1,0,0,1,0) 1849/20 -2091/40 -21/4
(0,0,0,0,0,1) -593/20 907/40 7/4
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9.5 Constant terms
Let |ρ| = w. In the previous examples, it appears empirically that the solutions of the
linear system (9.4)–(9.5) take the form
f (k)ρ = Rk(z)
∑
I⊂Ir
MI(w,m) fI(z, w; t),
with k = w − 1 − r and fI a function of z, w and t. Of course for z = 1 since we have
Rk(1) = 1, this is in accordance with (9.3) and we have fI(1, w; t) = 1.
It also appears empirically that for w/2− 2 < k ≤ w− 1, the coefficient f
(k)
ρ does not
depend on t. It may be written as
f (k)ρ = Rk(z)
∑
I⊂Ir
MI(w,m) fI(z, w). (9.6)
Since k = w − 1− r such cases correspond to 0 ≤ r < w/2 + 1.
In this situation the linear system (9.4)–(9.4) takes the form
kf
(k)
ρ∪(1) =
∑
u≥1
umu(ρ) f
(k)
ρ\(u)∪(u+1), (9.7)
k2f
(k)
ρ∪(1) = w(w + 1)
(
(2− z) f (k)ρ + (1− z)m1(ρ) f
(k)
ρ\(1)
)
+
∑
u,v≥1
uvmu(ρ)(mv(ρ)− δuv) f
(k)
ρ\(u,v)∪(u+v+1)
+
∑
u,v≥1
(u+ v − 1)mu+v−1(ρ) f
(k)
ρ\(u+v−1)∪(u,v).
(9.8)
We may substitute the expression (9.6) in these equations and identify the coefficients of
MI(w + 1,m) on both sides. Doing so, we obtain a linear system between the fI , I ⊂ Ir.
Let us make this method explicit for (9.7). By substitution of (9.6) it becomes
(w − r)
∑
I⊂Ir
(−1)|I|
(
w − 1
i0
)((
m1
i1
)
+
(
m1
i1 − 1
))∏
a≥2
(
ma
ia
)
fI(z, w + 1) =
∑
u≤r
umu
∑
I⊂Ir
(−1)|I|
(
w − 1
i0
)(
mu − 1
iu
)((
mu+1
iu+1
)
+
(
mu+1
iu+1 − 1
)) ∏
a6=u,u+1
(
ma
ia
)
fI(z, w + 1)
+ (w −
∑
u≤r
umu)
∑
I⊂Ir
(−1)|I|
(
w − 1
i0
) ∏
a≥1
(
ma
ia
)
fI(z, w + 1).
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The right-hand side may be transformed to∑
u≤r
umu
∑
I⊂Ir
(−1)|I|
(
w − 1
i0
) ∏
a6=u,u+1
(
ma
ia
)(
mu − 1
iu
)(
mu+1
iu+1 − 1
)
fI(z, w + 1)
−
∑
u≤r
umu
∑
I⊂Ir
(−1)|I|
(
w − 1
i0
) ∏
a6=u,u+1
(
ma
ia
)(
mu − 1
iu − 1
)(
mu+1
iu+1
)
fI(z, w + 1)
+ w
∑
I⊂Ir
(−1)|I|
(
w − 1
i0
) ∏
a≥1
(
ma
ia
)
fI(z, w + 1).
Equivalently∑
I⊂Ir
∑
1≤u≤r
u(iu + 1)(−1)
|I|
(
w − 1
i0
) ∏
a6=u,u+1
(
ma
ia
)(
mu
iu + 1
)(
mu+1
iu+1 − 1
)
fI(z, w + 1)
−
∑
I⊂Ir
∑
1≤u≤r
uiu(−1)
|I|
(
w − 1
i0
) ∏
a6=u,u+1
(
ma
ia
)(
mu
iu
)(
mu+1
iu+1
)
fI(z, w + 1)
+ w
∑
I⊂Ir
(−1)|I|
(
w − 1
i0
) ∏
a≥1
(
ma
ia
)
fI(z, w + 1).
Since
∑
1≤u≤r uiu = r − i0 we may simplify both sides. Doing so, (9.7) is equivalent with
(w − r)
∑
I⊂Ir
(−1)|I|
(
w − 1
i0
)(
m1
i1 − 1
)∏
a≥2
(
ma
ia
)
fI(z, w + 1) =
i0
∑
I⊂Ir
(−1)|I|
(
w − 1
i0
) ∏
a≥1
(
ma
ia
)
fI(z, w + 1)
+
∑
I⊂Ir
∑
1≤u≤r
u(iu + 1)(−1)
|I|
(
w − 1
i0
) ∏
a6=u,u+1
(
ma
ia
)(
mu
iu + 1
)(
mu+1
iu+1 − 1
)
fI(z, w + 1).
Finally by identification of coefficients in
(
m1
i1
)
. . .
(
mr
ir
)
on both sides, we get the linear
relation
(w−r)fI∪(1)(z, w+1) = (w−i0−1)fI∪(0)(z, w+1)−
∑
1≤u≤r−1
uiu fI\(u)∪(u+1)(z, w+1), (9.9)
valid for any I = (i0, i1, . . . , ir−1) ⊂ Ir−1, where we denote I \ (u) ∪ (v) = (i0, . . . , iu −
1, . . . , iv + 1, . . .).
In particular for I = (r − 1, 0, . . . , 0) we get
f(r−1,1,0,...,0)(z, w) = f(r,0,...,0)(z, w).
And for I = (r − 2, 1, 0, . . . , 0) we have
(w − r − 1)f(r−2,2,0,...,0)(z, w) = (w − r)f(r−1,1,0,...,0)(z, w)− f(r−2,0,1,0,...,0)(z, w).
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A similar, but much more involved, transformation may be performed with (9.8). It
yields
(w − r)2fI∪(1)(z, w + 1) = −w(w + 1)(2− z)
w − i0 − 1
w − 1
fI(z, w)
+ w(w + 1)(1− z)i1
(w − i0 − 1)(w − i0 − 2)
(w − 1)(w − 2)
fI\(1)(z, w − 1)
+ (2w − 2r + 3)(w − i0 − 1)fI∪(0)(z, w + 1)
+
∑
1≤u,v≤r−1
uviu(iv − δuv) fI\(u,v)∪(u+v+1)(z, w + 1)
+
∑
1≤u,v≤r−1
(u+ v − 1)iu+v−1 fI\(u+v−1)∪(u,v)(z, w + 1),
(9.10)
valid for any I = (i0, i1, . . . , ir−1) ⊂ Ir−1, where we denote I \ (u, u)∪ (v, v) = (i0, . . . , iu−
2, . . . , iv + 2, . . .).
Equations (9.9) and (9.10), written for any I = (i0, i1, . . . , ir−1) ⊂ Ir−1, form an
overdetermined linear system between the fI , I ⊂ Ir. Empirically a (unique) solution
does exist.
The values for r ≤ 4 are as follows. For r = 0 we have f(0)(z, w) = 1. For r = 1 we
get f(1,0)(z, w) = f(0,1)(z, w) = (2− z).
For r = 2 we obtain fI(z, w) = z
2 + aI(w)(z − 1) with aI(w) given by
a(2,0,0)(w) = a(1,1,0)(w) = −2
(w − 3)(2w − 3)
(w − 2)2
,
a(0,2,0)(w) = −
5w − 9
w − 2
, a(0,0,1)(w) =
(w − 3)2
w − 2
.
For r = 3 we have fI(z, w) = (2− z)
(
z2 + aI(w)(z − 1)
)
with aI(w) given by
a(3,0,0,0)(w) = a(2,1,0,0)(w) = −2
(w − 4)2(2w − 3)
(w − 2)(w − 3)2
,
a(1,2,0,0)(w) = −
(w − 4)(5w − 8)
(w − 2)(w − 3)
, a(0,3,0,0)(w) = −
7w − 16
w − 3
,
a(0,1,1,0)(w) = a(1,0,1,0)(w) = a(0,0,0,1)(w) =
(w − 4)2
w − 3
.
Unfortunately as soon as r ≥ 4, the expression of fI(z) becomes very messy. For r = 4
we have
fI(z, w) = z
4 +
aI(w)
cI(w)
z2(z − 1) +
bI(w)
cI(w)
(z − 1)2,
where for w ≥ 7, aI(w), bI(w) and cI(w) are given by the following table.
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I aI bI
(4,0,0,0,0)
(3,1,0,0,0) −4(w − 5)(2w − 5)(w3 − 10w2 + 32w − 30) 4(w − 5)3(2w − 5)(2w − 3)
(0,4,0,0,0) −2(7w3 − 84w2 + 312w − 375) 43w3 − 485w2 + 1677w− 1875
(1,3,0,0,0) −(w − 5)(11w3 − 111w2 + 330w − 300) 2(w − 5)(14w3 − 145w2 + 426w − 375)
(2,2,0,0,0) −9w5 + 171w4 − 1249w3 + 4361w2 − 7214w+ 4500 2(w − 5)2(10w3 − 99w2 + 274w− 225)
(2,0,1,0,0) (w − 5)(w5 − 23w4 + 193w3 − 745w2 + 1334w− 900) −2(w − 5)3(2w3 − 19w2 + 52w − 45)
(0,2,1,0,0)
(0,0,0,0,1) (w − 5)(w2 − 16w + 50) −5(w − 5)3
(1,1,1,0,0) w4 − 22w3 + 167w2 − 506w+ 500 −2(w − 5)2(2w2 − 17w + 25)
(0,0,2,0,0) 2(w − 5)(w3 − 12w2 + 51w − 75) (w − 5)3(w2 − 6w + 15)
(0,1,0,1,0) w4 − 23w3 + 188w2 − 636w+ 750 −(w − 5)2(4w2 − 39w + 75)
(1,0,0,1,0) (w − 5)(w4 − 20w3 + 131w2 − 342w + 300) −2(w − 5)3(2w2 − 12w + 15)
I cI
(4,0,0,0,0) (3,1,0,0,0) (w − 2)(w − 3)2(w − 4)2
(0,4,0,0,0) (w − 3)(w − 4)(w − 6)
(1,3,0,0,0) (w − 2)(w − 3)(w − 4)(w − 6)
(2,2,0,0,0) (2,0,1,0,0) (w − 2)(w − 3)2(w − 4)(w − 6)
I cI
(0,2,1,0,0) (0,0,0,0,1) (w − 4)(w − 6)
(1,1,1,0,0) (w − 2)(w − 4)(w − 6)
(0,0,2,0,0) (0,1,0,1,0) (w − 3)(w − 4)(w − 6)
(1,0,0,1,0) (w − 2)(w − 3)(w − 4)(w − 6)
We have also computed the case r = 5 and r = 6 but these tables cannot be given
here. They are available upon request. We recall that for 1 ≤ k ≤ w/2−2 the coefficients
f
(k)
ρ and fI depend on t and are not yet explicitly known.
9.6 Complete functions
An important application is obtained by specializing z = 0. Since Pk(0) = hk, this
particular case corresponds to complete functions. Then φρ(t) is the generating function
of the coefficients c
(k)
ρ of Theorem 7.1.
Denoting |ρ| = w and Rk = k
k/k!, the first terms of the expansion of φρ(t) are
w!φρ(t) = Rw−1(e
(w−1)t ± e−(w−1)t)− 2Rw−2(m1 + w − 2)(e
(w−2)t ± e−(w−2)t)
+
Rw−3
w − 2
(e(w−3)t ± e−(w−3)t)
(
(2m1 + w − 3)(w − 3)(2w − 3) + (5w − 9)
(
m1
2
)
+ (w − 3)2m2
)
− 2
Rw−4
w − 3
(e(w−4)t ± e−(w−4)t)
(1
3
(3m1 + w − 4)(w − 4)
2(2w − 3)
+ (w − 4)(5w − 8)
(
m1
2
)
+ (7w − 16)
(
m1
3
)
+ (w − 4)2(m1m2 + (w − 2)m2 −m3)
)
+Rw−5(e
(w−5)t ± e−(w−5)t)
∑
I⊂I4
MI(w,m)
bI(w)
cI(w)
+ etc . . . .
Here w ≥ 7 is implicitly assumed. The coefficients bI(w), cI(w) are listed in the tables of
Section 9.5.
For w/2− 2 < k ≤ w − 1, the coefficient of ekt ± e−kt does not depend on t. However
for 1 ≤ k ≤ w/2− 2 it does depend on t and is not yet explicitly known.
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10 Other symmetric functions
Our method may be used for more symmetric functions than those presented above. In
particular the results for the Hall-Littlewood symmetric functions may be immediately
translated to three families: the Schur functions associated with hooks s(a,1b), the partial
sums pa,b =
∑
|λ|=a,l(λ)=bmλ, and the products haeb = s(a,1b) + s(a+1,1b−1).
This is a consequence of the fact that the Hall-Littlewood symmetric function Pk(z)
is a generating function for such families. More precisely we have [25, Example 3.2.3, p.
214; Example 1.3.9, p. 47], [16, p. 240]
Pk(z) =
k−1∑
r=0
(−z)rs(k−r,1r) =
k∑
l=1
(1− z)l−1pk,l = (1− z)
−1
k∑
r=0
(−z)rhk−rer.
Of course our method may be applied directly to s(a,1b), haeb, or pa,b without using
the Hall-Littlewood polynomial. Then the recurrence for the class expansion coefficients
depends on two parameters a, b. Here we only give our equations (4.14), with ui = λi−i+1.
For the product haeb they are
l(λ)+1∑
i=1
ci(λ) (haeb)(Aλ(i)) = (haeb)(Aλ) +
l(λ)+1∑
i=1
ci(λ) ui (ha−1eb)(Aλ(i)),
l(λ)+1∑
i=1
ci(λ) ui (haeb)(Aλ(i)) = n(haeb−1)(Aλ) +
l(λ)+1∑
i=1
ci(λ) u
2
i (ha−1eb)(Aλ(i)).
For the Schur functions s(a,1b) they are
l(λ)+1∑
i=1
ci(λ) s(a,1b)(Aλ(i)) = s(a,1b)(Aλ) +
l(λ)+1∑
i=1
ci(λ) ui s(a−1,1b)(Aλ(i)),
l(λ)+1∑
i=1
ci(λ) ui s(a,1b)(Aλ(i)) = ns(a,1b−1)(Aλ) +
l(λ)+1∑
i=1
ci(λ) u
2
i s(a−1,1b)(Aλ(i)).
And for the partial sums pa,b they are
l(λ)+1∑
i=1
ci(λ) pa,b(Aλ(i)) = pa,b(Aλ) +
l(λ)+1∑
i=1
ci(λ) ui pa−1,b(Aλ(i)),
l(λ)+1∑
i=1
ci(λ) ui pa,b(Aλ(i)) = n(pa−1,b−1 − pa−1,b)(Aλ) +
l(λ)+1∑
i=1
ci(λ) u
2
i pa−1,b(Aλ(i)).
We leave other steps, and the proof of the following result, to the reader (see also Propo-
sition 8.4).
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Theorem 10.1. We have the class expansion
hres(J1, . . . , Jn) =
∑
ρ
c(r,s)ρ
(
n− |ρ|
m1(ρ)
)
Cρ˜,
where the coefficients c
(r,s)
ρ are determined by the recurrence relations
c
(r,s)
ρ∪(1) =
∑
u≥1
umu(ρ) c
(r−1,s)
ρ\(u)∪(u+1),
∑
u≥1
umu(ρ) c
(r,s)
ρ\(u)∪(u+1) = |ρ| (2c
(r−1,s)
ρ + c
(r,s−1)
ρ ) +m1(ρ) (c
(r−1,s)
ρ\(1) + c
(r,s−1)
ρ\(1) )
+
∑
u,v≥1
uvmu(ρ)(mv(ρ)− δuv) c
(r−1,s)
ρ\(u,v)∪(u+v+1)
+
∑
u,v≥1
(u+ v − 1)mu+v−1(ρ) c
(r−1,s)
ρ\(u+v−1)∪(u,v).
The leading terms are obtained for |ρ| − l(ρ) = r + s and m1(ρ) = 0. Their coefficients
are
c(r,s)ρ =
∑
0≤si≤ρi−1
s1+···+sl(ρ)=s
l(ρ)∏
i=1
1
ρi
(
ρi
si
)(
2ρi − 2− si
ρi − 1
)
.
The leading coefficients can be quickly obtained as a consequence of Proposition 8.3
and the following identity [21, equ. (4)]
z Cr(z) =
1
r + 1
r∑
m=0
(z − 1)m
(
r + 1
m
)(
2r −m
r
)
.
Examples: For r = 0 we have si = ρi − 1 for any i and we recover Theorem 5.1. For
r = 1 we have si = ρi − 1 for any i but one, equal to ρi − 2, and we recover the leading
coefficient aρ =
∑
i
(
ρi
2
)
given in Proposition 5.2. For s = 0, all si’s are zero and we recover
Proposition 7.3. For s = 1, all si’s are zero, but one equal to 1, and the leading coefficient
of hre1 is
∑
i
(
2ρi−3
ρi−1
)∏
j 6=iCρj−1.
Unfortunately our method is not efficient with the one-row Macdonald symmetric
function, nor with the products eµ, pµ, hµ. With the latter, two difficulties are quickly
encountered. Firstly the computations become very messy. Secondly one needs to extend
the results of Theorem 4.1 in order to express∑
i
ci(λ) (λi − i+ 1)
k θλ
(i)
µ for k ≥ 3.
However for l ≤ 3 the products pkpl and the monomial symmetric functions m(k,l) =
pkpl − pk+l may be handled without any new ingredient. Actually for pkpl we have
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l(λ)+1∑
i=1
ci(λ) (pkpl)(Aλ(i)) = (pkpl + pkfl − pk−1fl+1)(Aλ) +
l(λ)+1∑
i=1
ci(λ) ui (pk−1pl)(Aλ(i)),
l(λ)+1∑
i=1
ci(λ) ui (pkpl)(Aλ(i)) = (pkfl+1 − pk−1(fl+2 + npl))(Aλ) +
l(λ)+1∑
i=1
ci(λ) u
2
i (pk−1pl)(Aλ(i)),
with fi defined by (3.4). Therefore using (3.6), a recurrence may be defined provided
fl, fl+1, fl+2 do not involve products papb, i.e. for l ≤ 3.
11 Extension to Jack polynomials
Our method has a very natural extension in the framework of Jack polynomials. This
generalization will be developed elsewhere. Here we only present some results (omitting
the proofs).
Let α be some positive real parameter and β = α−1. The family of Jack polynomials
Jλ(α), indexed by partitions, forms a basis of the algebra of symmetric functions with
rational coefficients in α [25, 36]. We consider the transition matrix between this basis
and the classical basis of power sums pµ, i.e. we write
Jλ(α) =
∑
|µ|=|λ|
θλµ(α) pµ.
As a consequence of the Frobenius formula (see the argument in the introduction
of [20]), the quantities θλµ(α) generalize the central characters, i.e. we have θ
λ
µ(1) = θ
λ
µ =
n! z−1µ χˆ
λ
µ.
Given a partition λ, the α-content of any node (i, j) ∈ λ is defined as j−1− (i−1)/α.
We denote by A
(α)
λ = {j − 1− (i− 1)/α, (i, j) ∈ λ} the finite alphabet of the α-contents
of λ.
Denote by Q[α] the field of rational functions in α. A polynomial in r indeterminates
λ = (λ1, . . . , λr) with coefficients in Q[α] is said to be “shifted symmetric” in λ if it is
symmetric in the r “shifted variables” λi − i/α. In analogy with symmetric functions,
this defines S∗(α), the algebra of shifted symmetric functions with coefficients in Q[α].
We refer to [32, 33, 34], or to [18, 20] for a short survey.
It is known [20, Proposition 2] that the quantities θλµ(α) are shifted symmetric functions
of λ, and form a basis of S∗(α). Moreover [18, Lemma 7.1], given a symmetric function f ,
its α-content evaluation f(A
(α)
λ ) is also a shifted symmetric function of λ. The argument
is similar to the one already given in Section 2.4.
It is therefore a natural problem to consider the expansion
f(A
(α)
λ ) =
∑
|µ|=n
aµ(n) θ
λ
µ(α),
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with |λ| = n, and to study the properties of the coefficients aµ(n).
The simplest result of this type is the following generalization of Jucys’ classical result
αkek(A
(α)
λ ) =
∑
|µ|=n
l(µ)=n−k
θλµ(α).
This expansion was first obtained in [15, Theorem 5.4], as a consequence of the “Cauchy
formula” for Jack polynomials (see also [27, Prop. 8.3]). Another proof may be obtained
by generalizing the argument in Section 5, which also yields the expansion
αk+1(e1ek)(A
(α)
λ ) =
∑
|µ|=n
l(µ)=n−k−1
aµθ
λ
µ(α)+β
∑
|µ|=n
l(µ)=n−k
aµθ
λ
µ(α)+α
∑
|µ|=n
l(µ)=n−k+1
((
n
2
)
− aµ
)
θλµ(α)
with aµ defined in Proposition 5.2.
A second important case is the extension of Lascoux-Thibon’s result, i.e. the expansion
αkpk(A
(α)
λ ) =
∑
|µ|=n
a(k)µ (n) θ
λ
µ(α).
A generalization of the method in Section 6 provides the following result.
Theorem 11.1. In the previous expansion, the coefficients a
(k)
µ (n) are polynomials in n,
written as
a(k)µ (n) =
∑
ρ=µ
c(k)ρ
(
n− |ρ|
m1(ρ)
)
.
Here the quantities c
(k)
ρ are polynomials in (α, β) with nonnegative integer coefficients,
determined by the recurrence relations
c
(k)
ρ∪(1) = α
∑
r≥1
rmr(ρ) c
(k−1)
ρ\(r)∪(r+1),∑
r≥1
rmr(ρ) c
(k)
ρ\(r)∪(r+1) = |ρ| c
(k−1)
ρ + α
∑
r,s≥1
rsmr(ρ)(ms(ρ)− δrs) c
(k−1)
ρ\(r,s)∪(r+s+1)
+
∑
r,s≥1
(r + s− 1)mr+s−1(ρ) c
(k−1)
ρ\(r+s−1)∪(r,s) + β
∑
r≥1
r2mr(ρ)c
(k−1)
ρ\(r)∪(r+1).
By induction on k and the lowest part of ρ, the polynomials c
(k)
ρ are non zero for
|ρ|+ l(ρ) ≤ k + 2. Their generating function
φρ(t) =
∑
k≥0
c(k)ρ
tk
k!
can be determined. However the situation is much more intricate than for α = 1. In
particular φρ cannot be written in factorized form.
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The first values are given by
φ2(t) =
eαt − e−t
α + 1
, φ12(t) =
eαt + αe−t
α + 1
− 1,
φ3(t) =
e2αt − e−t
(α + 1)(2α+ 1)
−
eαt − e−2t
(α + 1)(α + 2)
,
φ21(t) =
e2αt + 2αe−t
(α + 1)(2α+ 1)
−
2eαt + αe−2t
(α + 1)(α + 2)
,
φ13(t) =
e2αt − 4α2e−t
(α + 1)(2α+ 1)
−
4eαt − α2e−2t
(α + 1)(α + 2)
+ 1.
Generalizing the method of Section 8, we have similar results for the Hall-Littlewood
symmetric function Pk(z). Its α-content evaluation may be written as
αkPk(A
(α)
λ ; z) =
∑
ρ
c(k)ρ
(
n− |ρ|
m1(ρ)
)
θλρ˜ (α),
where the coefficients c
(k)
ρ are polynomials in (α, β), which are nonzero for |ρ| − l(ρ) ≤ k.
We list them below for k ≤ 4. The values for hk and pk are obtained for z = 0 and z = 1.
ρ 2
c
(1)
ρ 1
ρ 3 22 2 12
c
(2)
ρ 2− z 1− z β α
ρ 4 32 23 22 3 212 21 2 12
c
(3)
ρ z
2 − 5z + 5 (1− z)(2− z) (1− z)2 2β(1− z) 3β(2− z) α(1 − z) 2α(2− z) α+ β2 αβ
ρ 5 42 32 322 24
c
(4)
ρ (2− z)(z2 − 7z + 7) (1− z)(z2 − 5z + 5) (1− z)(2− z)2 (1 − z)2(2− z) (1− z)3
4 32 23 312 31
β(6z2 − 29z + 29) 4β(1− z)(2− z) 3β(1− z)2 α(1− z)(2− z) 3α(z2 − 5z + 5)
3 2212 221 22
(5α+ 7β2)(2 − z) α(1 − z)2 4α(1− z)(2− z) 4α(z2 − 5z + 5) + 3β2(1− z)
212 21 2 14 13 12
2αβ(1 − z) 6αβ(2 − z) 2αβ + β3 3α2(1− z) 4α2(2− z) α2 + αβ2
However we emphasize that, given a symmetric function f , we are as yet unable to
translate its α-content expansion f(A
(α)
λ ) in terms of the specialization of f at some
generalized Jucys-Murphy elements. Actually, at this moment, we do not know how the
symmetric algebra and the Jucys-Murphy elements might be generalized for α 6= 1.
The only known exception is for α = 2 and α = 1/2, where a deep interpretation
has been recently found by Matsumoto [27] in terms of odd Jucys-Murphy elements
(J1, J3, . . . , J2n−1) of S2n.
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12 Appendix
Lemma. Let z be an indeterminate. The quantities
a(k)µ (n) =
∑
ρ=µ
c(k)ρ
(
n− |µ|
m1(ρ)
)
(12.1)
satisfy the recurrence relations
a
(k)
µ∪(1)(n+ 1) = a
(k)
µ (n) +
∑
r≥1
rmr(µ) a
(k−1)
µ\(r)∪(r+1)(n+ 1), (12.2)
∑
r≥1
rmr(µ) a
(k)
µ\(r)∪(r+1)(n+ 1) = −nza
(k−1)
µ (n)
+
∑
r,s≥1
rsmr(µ)(ms(µ)− δrs) a
(k−1)
µ\(r,s)∪(r+s+1)(n+ 1) (12.3)
+
∑
r,s≥1
(r + s− 1)mr+s−1(µ) a
(k−1)
µ\(r+s−1)∪(r,s)(n + 1).
if and only if the coefficients c
(k)
ρ satisfy the recurrence relations
c
(k)
ρ∪(1) =
∑
r≥1
rmr(ρ) c
(k−1)
ρ\(r)∪(r+1), (12.4)∑
r≥1
rmr(ρ) c
(k)
ρ\(r)∪(r+1) = (2− z)|ρ| c
(k−1)
ρ + (1− z)m1(ρ) c
(k−1)
ρ\(1)
+
∑
r,s≥1
rsmr(ρ)(ms(ρ)− δrs) c
(k−1)
ρ\(r,s)∪(r+s+1) (12.5)
+
∑
r,s≥1
(r + s− 1)mr+s−1(ρ) c
(k−1)
ρ\(r+s−1)∪(r,s).
Proof. When substituting (12.1) into (12.2)–(12.3) we must distinguish the parts 1 of µ
since m1(µ) = n− |µ| depends on n. Firstly (12.1) yields
a
(k)
µ∪(1)(n+ 1)− a
(k)
µ (n) =
∑
ρ=µ
c(k)ρ
(
n− |µ|
m1(ρ)− 1
)
,
so that (12.2) may be written as∑
ρ=µ
c(k)ρ
(
n− |µ|
m1(ρ)− 1
)
= (n− |µ|)
∑
σ=µ∪(2)
c(k−1)σ
(
n− |µ| − 1
m1(σ)
)
+
∑
r≥2
rmr(µ)
∑
τ=µ\(r)∪(r+1)
c(k−1)τ
(
n− |µ|
m1(τ)
)
.
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By identification of the coefficients of
(
n−|µ|
m1(ρ)
)
on both sides, (12.4) follows.
Secondly we have∑
{r=1}∪{s=1}
(r + s− 1)mr+s−1(µ) a
(k−1)
µ\(r+s−1)∪(r,s)(n+ 1) = (2n−m1(µ)) a
(k−1)
µ∪(1)(n+ 1)
= (n+ |µ|)
∑
τ=µ
c(k−1)τ
(
n− |µ|+ 1
m1(τ)
)
,
and (12.3) may be written as
(n− |µ|)
∑
σ=µ∪(2)
c(k)σ
(
n− |µ| − 1
m1(σ)
)
+
∑
r≥2
rmr(µ)
∑
τ=µ\(r)∪(r+1)
c(k)τ
(
n− |µ|
m1(τ)
)
=− nz
∑
ρ=µ
c(k−1)ρ
(
n− |µ|
m1(ρ)
)
+ (n + |µ|)
∑
ρ=µ
c(k−1)ρ
(
n− |µ|+ 1
m1(ρ)
)
+
∑
r,s≥2
(r + s− 1)mr+s−1(µ)
∑
τ=µ\(r+s−1)∪(r,s)
c(k−1)τ
(
n− |µ|
m1(τ)
)
+
∑
r,s≥2
rsmr(µ)(ms(µ)− δrs)
∑
σ=µ\(r,s)∪(r+s+1)
c(k−1)σ
(
n− |µ|
m1(σ)
)
+ 2(n− |µ|)
∑
r≥2
rmr(µ)
∑
σ=µ\(r)∪(r+2)
c(k−1)σ
(
n− |µ| − 1
m1(σ)
)
+ (n− |µ|)(n− |µ| − 1)
∑
σ=µ∪(3)
c(k−1)σ
(
n− |µ| − 2
m1(σ)
)
.
But we have the identity
(n+ a)
(
n− a+ 1
b
)
− nz
(
n− a
b
)
= (1− z)(b + 1)
(
n− a
b+ 1
)
+ (2− z)(a + b)
(
n− a
b
)
+ (2a+ b− 1)
(
n− a
b− 1
)
,
which we apply with a = |µ| = |ρ| and b = m1(ρ) so that a + b = |ρ| and 2a + b =
2|ρ| − m1(ρ). Now (12.5) follows by identifying the coefficients of
(
n−|µ|
m1(ρ)
)
on both sides
and using ∑
{r=1}∪{s=1}
(r + s− 1)mr+s−1(ρ) c
(k−1)
ρ\(r+s−1)∪(r,s) = (2|ρ| −m1(ρ))c
(k−1)
ρ∪(1) .
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