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Abstract
According to Samuelson’s inequality, the deviation of any particular observation from the
mean is bounded by a multiple of standard deviation. In this paper we consider some properties
of a multivariate extension of this result.
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1. Introduction
It is well known that for a real data set x1, x2, . . . , xn, the Samuelson’s inequality
(xj − x¯)2  (n− 1)s2 (1.1)
holds for all j = 1, . . . , n, where x¯ = 1
n
∑n
i=1 xi denotes the mean and s2 =
1
n
∑n
i=1(xi − x¯)2 is the sample variance; see [6,10,14]. Actually, this result can be
traced back to Thompson [12] and even earlier to Laguerre [8]. We may cite Olkin
[9, p. 205] who states that although the inequality (1.1) appeared in early literature,
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it was not popularly known until the article by Samuelson [10]. Excellent overviews
of the development or Samuelson’s inequality can be found in [7,9].
The relationship (1.1) is sharper than the trivial inequality
(xj − x¯)2  ns2. (1.2)
Equality occurs in (1.1) if and only if all the xi other than xj are equal, whereas
in (1.2) we have equality if and only if all xi are identical. In the following we
will consider a multivariate generalization of Samuelson’s inequality, of which one
form was given by Arnold and Groeneveld [1]. We offer a new proof, based on
specific updating formulas, and in particular, offer an equivalent way to express the
multivariate case in terms of nonnegative definiteness.
2. Extension of Samuelson’s inequality
Suppose that x1, . . . , xn represents a random sample from a p-dimensional distri-
bution with the corresponding n× p observation matrix
Xn = (x1, . . . , xn)′ = (xij ). (2.1)
Then the mean of the jth variable is given by x¯j = 1n
∑n
i=1 xij , and the vector of all
p means is
x¯n = 1
n
n∑
i=1
xi = (x¯1, . . . , x¯p)′ = 1
n
X′n1n, (2.2)
where 1n is the n× 1 vector of ones. Consider now the p × p sample covariance
matrix Sn = (sij ) with entries
sij = 1
n
n∑
k=1
(xki − x¯i )(xkj − x¯j ). (2.3)
In matrix notation we have
Sn = 1
n
n∑
i=1
(xi − x¯n)(xi − x¯n)′ = 1
n
X′nCnXn, (2.4)
where Cn = In − 1n1n1′n = In − P1n is the so-called centering matrix; here P1n refers
to the orthogonal projector (with respect to the standard inner product) onto the
column space of matrix (vector) 1n.
In the following, we assume that n > p and for all n the sample covariance matrix
Sn is nonsingular. For singularity of Sn we refer to [13].
Following [3,11], consider weights wi associated with the observation vectors
x1, . . . , xn and define the following quantities:
Wn =
n∑
i=1
wi, z¯n = 1
Wn
n∑
i=1
wixi , Qn =
n∑
i=1
wi(xi − z¯n)(xi − z¯n)′,
(2.5)
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dn+1 = xn+1 − z¯n, en = xn − z¯n. (2.6)
Then we have
z¯n+1 = z¯n + 1
Wn+1
wn+1dn+1, z¯n−1 = z¯n − 1
Wn−1
wnen, (2.7)
Qn+1 = Qn + wn+1
(
1 − wn+1
Wn+1
)
dn+1d′n+1, (2.8)
Qn−1 = Qn − wn
(
1 + wn
Wn−1
)
ene
′
n. (2.9)
Let now wi = 1n , i = 1, . . . , n, n+ 1. Then
Wn = 1, Wn−1 = n− 1
n
, Wn+1 = n+ 1
n
,
z¯n = x¯n, en = xn − x¯n, (2.10)
and further
Qn−1 = 1
n
n−1∑
i=1
(xi − x¯n−1)(xi − x¯n−1)′ = n− 1
n
Sn−1, (2.11)
Qn = Sn, (2.12)
Qn+1 = 1
n
n+1∑
i=1
(xi − x¯n+1)(xi − x¯n+1)′ = n+ 1
n
Sn+1. (2.13)
From the preceding formulas we get
x¯n+1 = x¯n + 1
n+ 1dn+1, x¯n−1 = x¯n −
1
n− 1en, (2.14)
n+ 1
n
Sn+1 = Sn + 1
n+ 1dn+1d
′
n+1, (2.15)
n− 1
n
Sn−1 = Sn − 1
n− 1ene
′
n. (2.16)
In view of (2.16), the matrix (n− 1)Sn − ene′n is a nonnegative definite (n.n.d.)
matrix. Using the equivalence (cf. [5]):
αA − aa′ is n.n.d. ⇐⇒ a′A−1a  α, (2.17)
where A is a positive definite symmetric matrix, α is a scalar, and a is a vector, we
can state our main result.
Theorem 1 (Multivariate version of Samuelson’s inequality). Let Sn = 1n
∑n
i=1(xi −
x¯n)(xi − x¯n)′ denote the covariance matrix of the multivariate sample x1, . . . , xn.
Then
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(n− 1)Sn − (xj − x¯n)(xj − x¯n)′ is n.n.d., (2.18)
or equivalently,
(xj − x¯n)′S−1n (xj − x¯n)  n− 1 for each xj , j = 1, . . . , n. (2.19)
The identity (n− 1)Sn = (xj − x¯n)(xj − x¯n)′ holds if and only if all xi different
from xj coincide with their mean.
Proof. The result immediately follows from identity (2.16), Farebrother’s equiva-
lence (2.17) and the representation (2.4) implying that xj and xn may change their
role. 
Note that
D2(xj , x¯n) = (xj − x¯n)′S−1n (xj − x¯n) (2.20)
is just the Mahalanobis distance (squared) between xj and x¯.
An alternative proof of (2.19), as done by Arnold and Groenveld [1, Corollary
1], can be constructed using a specific decomposition of an orthogonal projector. If
we denote by (hij ) = H = PZ the orthogonal projector on the column space of Z,
where Z = (1n : Xn), we obtain the interesting relationship
hjj = 1
n
+ 1
n
D2(xj , x¯n). (2.21)
This can be seen by decomposing the “hat matrix” H as
H = PZ = P1 + PCnXn
= 1
n
1n1n + 1
n
CnXnS−1n X′nCn (2.22)
= 1
n
1n1′n +
[
1
n
(xi − x¯n)′S−1n (xj − x¯n)
]
i,j
,
and thereby
nH = 1n1′n + CnXnS−1n X′nCn. (2.23)
From the properties of the hat matrix H it is clear that all diagonal elements satisfy
the inequality hjj  1. This fact then gives (2.19). Arnold and Groeneveld, however,
did not express (2.19) as (2.18).
Following ([1], Theorem 1), we may premultiply (2.23) by vector u′ and post-
multiply by u, and then, in view of
u′Hu  u′u, (2.24)
obtain the inequality
u′CnXnS−1n X′nCnu  nu′u − (1′nu)2. (2.25)
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Choosing
u =
(
1
k
1′k : 0′
)′
(2.26)
yields
(x¯k − x¯n)′S−1n (x¯k − x¯n) 
n
k
− 1, (2.27)
which becomes (2.19) if k = 1. ([9], Section 3) also presented (using different
method) the inequality (2.27) in terms of correlation matrix when p = 2.
Moreover, let us denote
cj = number of those rows in Xn that are identical to xj . (2.28)
Then it is well known (see, e.g., [4, p. 12]) that
hjj 
1
cj
, (2.29)
which further implies the inequality
D2(xj , x¯n) 
n
cj
− 1. (2.30)
As a consequence of the preceding considerations, we can state that each xj lies
in the interior or on the surface of the ellipsoid defined by the equation
(x − x¯n)′S−1n (x − x¯n) = n− 1. (2.31)
Another, but closely related inequality may be derived from the identity
xj − x¯n = n− 1
n
(xj − x¯[j ]), (2.32)
where x¯[j ] = 1n−1
∑
i /=j xi denotes the mean of the observation vectors other than
xj . Inserting (2.32) into the inequality of Theorem 1 we get
(xj − x¯[j ])′S−1n (xj − x¯[j ]) 
n2
n− 1 . (2.33)
This result is summarized in the following.
Theorem 2. The matrix
n2
n− 1Sn − (xj − x¯[j ])(xj − x¯[j ])
′ is n.n.d., (2.34)
or equivalently,
(xj − x¯[j ])′S−1n (xj − x¯[j ]) 
n2
n− 1 for each xj , j = 1, . . . , n. (2.35)
The identity
n2
n− 1Sn = (xj − x¯[j ])(xj − x¯[j ])
′ (2.36)
holds if and only if the xi different from xj equal their mean.
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It should be noted that Theorem 2 may also be derived from
Qn = Qn−1 + wn
(
1 − wn
Wn
)
dnd′n, (2.37)
i.e.,
Sn = n− 1
n
Sn−1 + 1
n
(
1 − 1
n
)
dnd′n. (2.38)
3. Concluding remarks
From Theorems 1 and 2 it follows that each xj lies in the intersection of the
ellipsoids
(x − x¯n)′S−1n (x − x¯n)  n− 1 (3.1)
and
(x − x[j ])′S−1n (x − x¯[j ]) 
n2
n− 1 . (3.2)
This fact may be useful for moderate n and for the case when x¯n and x¯[j ] differ
distinctly. Both inequalities may be used to decide whether an additional observation
x∗ belongs to the given sample x1, . . . , xn or should be regarded as an outlier.
The univariate version of inequality (2.35) reads as
(xj − x¯[j ])2  n
2
n− 1 s
2, (3.3)
which is a special case of [9] inequality (2.3).
Our result may even be extended to the case when Sn is singular. Then an equi-
valent condition for (n− 1)Sn − (xj − x¯)(xj − x¯n)′ to be n.n.d. is given by
(xj − x¯n)′S−n (xj − x¯n)  n− 1, (3.4)
where S−n is any generalized inverse of Sn. This follows from a characterization of
nonnegative definiteness of αA − aa′ when A is singular, provided by Baksalary and
Kala [2]. Note that the left hand side of (3.4) is invariant to the choice of S−n .
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