This paper studies a data recovery problem in compressed sensing (CS), given a measurement vector b with corruptions: 
Introduction
In a traditional compressed sensing framework, a n-dimensional signal Some typical classes of measurement matrix which satisfy RIP are, namely, sub-Gaussian matrix [5] , and partial Bounded Orthogonal System (BOS) [6] where the matrix is formed by selecting rows uniformly at random from a BOS matrix.
Typical recovery guarantee of (0.1) with these kinds of measurement matrices are listed as following : 1) when A is sub-Gaussian matrix, then the solution of (0.1) exactly recover
with high probability, provided that [5] . 2) when A is partial BOS, then the recovery of (0.1) is exact with high probability given that     4 ln m O k n  [7] . Here, k is a positive constant that stands for the upper bound of the cardinality of Although the recovery guarantee of (0.1) is promising, when the measurement vector b involved some corruptions or irrelevant measurements in its entries (which unfortunately is prevalent in practice [2, 3, 8] ), exact recovery of (0.1) fails to be guaranteed.
Motivated by this, another line of works (called compressed sensing with corruptions [3] or corrupted sensing [9] ), try to model the corruptions as a sparse m dimensional vector Where > 0 in (0.2) serves as a weighting factor, in the case when A is sub-Gaussian matrix, the recovery guarantee of (0.2) is almost as promising as those of (0.1). E.g., [10] show that the recovery of (0.2) is possible when a constant fraction of the measurement vector b is corrupted by
. This is not surprising, since [ , ] A I satisfies the RIP with high probability [11] . [ ] n , which leads to a stronger conclusion than typical CS literatures [1, 7] . So a more practical question we attempt to seek answer to in this paper is presented below: 
exactly with high probability?
We first argue that if we choose the weighting factor Where the Dirac comb vector d [12] is a n -dimensional vector defined as,
In this case, obviously (0.2) fails to admit
,
 is a feasible point of (0.2) with smaller or equal objective value than an open problem to the best of our knowledge.
Having this simple counter example in mind, it is quite understandable that existing literatures study answers to problems like Q (0.1) require extra assumptions, e.g., [2, 3, 12] Recently, [1] [2] [3] also study the problem of data recovery from corrupted Fourier measurements, which is similar to Q (0.1). We briefly summarize the difference between the results of the existing papers and the result we obtained in this paper as following, Candes [1] shows that when A is full Fourier basis, choosing 1   in (0.2), then exact recovery of Nguyen [2] and Li [3] shows that when A is a partial BOS (where partial Fourier matrix can be treated as a special case), after choosing 1   appropriately in (0.2), then recovery of f , e.g., [1] assumes that the supports of f are uniformly random, [3] and [2] assume the signs of (0) x are random. On contrary, in this paper (see theorem 1.1), it require no assumption on (0) x except the sparsity, which renders our result to be more applicable in real applications.
Furthermore, our proof techniques are different from the previous literatures, e.g., in [2] [3] [4] , they all prove their results by explicitly constructing a dual vector which satisfies the so called dual certification [13] . In this paper, firstly, it construct an "approximately feasible" dual vector 0 q through a golfing scheme presented section 2.4, then the vector 0 q is further modified to be a viable dual vector (which satisfies the dual certification) by adding a modification vector q  , and the existence of this modification vector q  is argued by contradiction as stated in section 2.5. Therefore, the proof of the existence of the viable dual vector in this paper is inherently non-constructive, which is different from other approaches in literatures [3, 4] , where the viable q is directly constructed through golfing schemes.
We believe that the methods and ideas involved in the proof of this paper have importance and interest in their own right, and hopefully, they can give some insights of proving other problems in the CS community. This is the motivation of developing this paper.
The remaining parts of this paper are organized as following, in section 1 we proposed our main theoretical result, which is stated formally in theorem 1.1. Section 2 is dedicated to illustrate the proof of theorem 1.1: In section 2.1, we adopt a de-randomized technique [12, 14] , which allows us to impose an extra assumption on the signs of
without affecting the recovery guarantee of (0.2), section 2.2 states the dual certification on which we develop the proof of theorem 1.1. For the convenience of the readers, we introduce some notations that will be used in the remaining parts of this paper.
Notations. In this paper,   n denotes the indices set   
Main results
Suppose we have a m-dimensional measurement vector b which can be written as: with cardinality m.
In this paper, our goal is to recover
respectively, here 0   severs as a parameter of (1.2).
We prove that the solution of (1.2) can recover [4] . Here we obtain a slightly worse upper bound on because for the ease of conveying the core idea of our proof, we adapt the golfing scheme as presented in [6] chp 12, instead the one in [4] .
 Constants present in theorem 1.1 are chosen merely for the convenience and the clarity of the proof, which are not the optimal ones.
Proof roadmap of theorem 1.1
The structure of this section is organized as follows, firstly, in section 2.1 (which follows directly from a de-randomize technique introduced in [14] ), we show that imposing an extra random assumption the signs of q is constructed by a golfing scheme which is derived from the golfing scheme introduced in [6] . And then in section 2.5, we prove the existence of a vector q  , such that 0  satisfies the conditions in lemma 2.2.2. Finally, the conclusion of theorem 1.1 is proved by putting the results of section 2.1~2.5 altogether. Hence for convenience and without loose of generality, in the remaining section 2.2~2.5 of this paper where we present the proof of theorem 1.1, we assume the non-zero entries of 
Derandomizing the signs of
The below theorem is obtained following arguments similar in [14] . 
Here, we denote ' s as the support set of
Applying the triangle rule, (2.1.2) yields,
By the optimality and unicity of 
Proof:
This follows from a de-randomize technique introduced in [14] and the elimination theorem-theorem 2.1.1.∎ Finally, for the convenience of our proof and without loss of generality, in the remaining of this paper, we always assume that 1 x s  , so that each row of matrix
Steinhause sequence-a property that we need in section 2.5.
Dual certification
In this section, we'll prove theorem 1.1 base on the dual certification. The starting point of the proof is the so called "dual certification" as presented in the following lemma 2.2.1:
Lemma 2.2.1 (dual certification [15])
  Proof. this follows from a direct application of theorem 4 in [15] . ∎ According to [13] , we have the below lemma 2.2.2. In summary, if we can prove the matrix B defined in lemma 2.2.1 is full rank and there exist a vector q as stated in lemma 2.2.2 with high probability, then we can reach a final proof of theorem 1.1 according to lemma 2.2.1. The proof of B in lemma 2.2.1 being full rank is simple and it is provided in appendix D, while the proof of the existence of q requires more efforts, we outline the proof steps of the existence of q in next section, with the necessary supporting lemmas provided in appendix A ~ appendix C.
Lemma 2.2.2 ([13]) suppose there exists a
                             
Existence of q in lemma 2.2.2
We achieve the goal of this section in 2 phases: in the first phase, we obtain a 0 In the second phase, we prove the existence of a q  , such that:
And such q  is detailed in section 2.5.
For convenience, we state the results in section 2.4 and 2.5 formally as theorem 2.4.1 and theorem 2.5.1 as in section 2.4, section 2.5, respectively. Putting these theorems together with lemma 2.2.2 and lemma 2.2.1, it naturally leads to the conclusion of theorem 1.1. 
Constructing

"initialization": let
In the 2 nd step of golfing scheme above, we have
To simplify the proof and our discussion in this paper, without loose of generality, we set 
Proof:
We follow the notions and arguments of [6] p.399, there are only 2 differences here: the first is that we replace the constant "e" (which is used to calculate n r and n t , 1 n L   ) in [6] p.399 with a constant  that to be determined; the second difference is that 
