ABSTRACT Through Internet, a cloud computing system provides shared resources, data, and information to users or tenant users in an on-demand and pay-as-you-go styles. It delivers large-scale utility computing services to a wide range of consumers. To ensure that their provisioned service is acceptable, cloud providers must exploit techniques and mechanisms that meet the service-level-agreement (SLA) performance commitment to their clients. Thus, performance issues of cloud infrastructures have been receiving considerable attention by both researchers and practitioners as a prominent activity for improving service quality. This paper presents an analytical approach to percentile-based performance analysis of unreliable infrastructureas-a-service clouds. The proposed analytical model is capable of calculating percentiles of the request response time under variable load intensities, fault frequencies, multiplexing abilities, and instantiation processing time. A case study based on a real-world cloud is carried out to prove the correctness of the proposed theoretical model. To achieve optimal performance-cost tradeoff, we formulate the performance model into an optimal capacity decision problem for cost minimization subjected to the constraints of request rejection and SLA violation rates. We show that the optimization problem can be numerically solved through a simulated-annealing method.
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I. INTRODUCTION
Cloud computing has evolved from technologies developed over the last several decades, e.g., virtualization, grid computing, cluster computing, and utility computing. It is a novel paradigm for enabling convenient and on-demand network access to a shared pool of configurable computing resources (e.g., networks, storage, applications, servers, and services) that can be rapidly and elastically provisioned and released with minimal management effort or service provider interaction. It is featured by a service-oriented architecture through which computing services are delivered to cloud users or tenant users as utilities in a pay-as-you-go style with an elastic scale of resources decided at run-time. Cloud computing technologies enable users to focus on their business aspects rather than infrastructure issues, hence fostering business competitiveness. Cloud computing systems rely on sharing of resources to achieve coherence and economies of scale, similar to a utility [1] , [3] (like electricity grid) over a network. Through the provision of on-demand access to computational resources, they offer services at three different levels: Infrastructure-as-a-Service (IaaS), Platform-as-aService (PaaS), and Software-as-a-Service (SaaS). IaaS clouds provide users with resources in the form of virtual machine (VM) instances deployed in a provider data center, while PaaS and SaaS clouds offer services in terms of specific solution stacks and application software suites, respectively.
From a cloud user side, performance promised by cloud owners is one of the most important factors to user satisfaction. A performance guarantee is usually quantitatively expressed through Service-level-agreement (SLA) [4] , [6] between a user and a cloud provider. For performanceoriented SLAs, a frequently-used and traditional approach is to use mean/expected performance metrics, e.g., expected request response time and expected task completion time. SLA expressed with expected (sometimes with variance) guarantee could generally satisfy as many users as possible. Unfortunately, such guarantee could lead to disastrous user experiences. For instance, a response time distribution comprising of 90% low response time and 10% ultra-high one could manage to maintain a satisfactory mean response time but the 10% part definitely causes poor user-perceived experience. Consequently, recent studies prefer percentilebased performance guarantees instead. For example, Amazon defines SLAs at the 99.9th percentile of the response time distribution. Experiences with Amazon's EC2 cloud suggest that such percentile-based SLA achieves a better overall userperceived experience compared to those based on mean value SLAs. The above observations motivate our work to adopt percentile SLA. To meet the performance constraint, an IaaS cloud has to guarantee that some percentile of requests are responded under a certain response time threshold.
Instead of assuming reliable cloud and fault-free cloud provisioning by most existing related studies, we introduce an analytical framework for percentile-based performance analysis of unreliable IaaS cloud with faulty virtual machine (VM) instantiation. Its performance is in particular measured in a certain level percentile of the request response time to facilitate the calculation of SLA violation rate. Such performance is evaluated under variable load intensities, fault frequencies, multiplexing abilities, and VM instantiation processing distributions. To validate the proposed model and calculation methods, we consider a real-world IaaS cloud as the test-bed and obtain experimental performance data. We show that the tails of theoretical request response time converge to the corresponding measured ones. We formulate the analytical performance model as an optimal capacity decision problem aiming at cost minimization with constraints of request rejection rate and SLA violation rate. We develop a simulated-annealing-based method to solve it.
II. RELATED STUDIES
Recently, performance/QoS issues of cloud computing systems and cloud services attract much research attention. Various model-driven approaches are proposed to quantify analytical cloud performance/QoS. Xiong et al. [7] consider task execution time as a QoS metric of cloud services and employ an M/M/1 queuing model for its analysis. For simplicity, they assume fault-free cloud provisioning . A more refined work is performed by Dai et al. who consider a batched queuing network as the fundamental model [8] and assume that the life-cycles of VM instances are fault-free. Our experimental study given later and also earlier work in [9] , however, suggest that software/platform faults exist and the overhead required for fault compensation strongly impacts cloud performance especially when cloud data centers are highly loaded. Yang et al. [10] make a step forward by mod- VOLUME 5, 2017 eling the failure and recovery of physical machines (PMs). They derive the probabilistic distribution of VM execution time. He et al. [11] introduce a multivariate stochastic model to analyze expected QoS of VM placement strategies. However, they assume that cloud has no capacity limit and thus requests are never rejected. Bruneo et al. [12] , [13] introduce a model to analyze the aging process of cloud and to investigate its averaged performance under different request loads. They assume that the waiting time of tasks is zero. Ghosh et al. [14] introduce a comprehensive performance model for IaaS clouds and methods to calculate expected task response time. It is capable of modeling resource mapping, machine speed change, and job loss. For tractability, their model handles the aforementioned modeling details separately. An integration approach is then developed to combine performance results of separate models to achieve the final results. However, the separate modeling approach suffers from accuracy loss since the provisioning details of IaaS clouds actually work simultaneously to determine the final performance. Khazaei et al. [15] propose a similar model using a continuous time Markovian process. They analyze average response time and rejection rate but assume fault-free cloud provisioning.
In comparison with the above-mentioned work, the contributions of this work are multifold: 1) instead of using expected performance metrics, we consider percentile of the request response time as the main performance metric to facilitate calculation of SLA violation rate; 2) instead of assuming reliable cloud provisioning, we consider unreliable one and propose a stochastic model to quantify cloud performance under variable fault frequencies, load intensities, multiplexing abilities, and instantiation processing distributions; 3) instead of using separate-modeling approaches at the cost of accuracy loss, we consider that provisioning steps work simultaneously to determine the final performance and develop a monolithic performance model; 4) based on real-world performance data, we compare the theoretical and empirical tail distributions of request response time to validate the correctness and accuracy of our proposed performance model; and 5) for the performance optimization and cost saving purposes, we formulate a cost minimization problem subjected to the constraint of request rejection rate and SLA violation rate and solve it via a simulated-annealingbased method.
III. SYSTEM MODEL
An IaaS cloud provides users with its highly scalable provision processing, storage, networks and other fundamental computing resources that can be adjusted ondemand. With an IaaS cloud, users are able to deploy and run arbitrary software, which can include operating systems and applications. Cloud users do not manage or control the underlying cloud infrastructure but have control over operating systems, storage and deployed applications. An IaaS cloud is also responsible for system maintenance, backup and resiliency planning.
This makes it well-suited for workloads that are temporary, experimental or changing unexpectedly. Its cloud management unit maintains a request buffer for incoming requests, which can be usually described by an arrival rate, λ ∈ R + . The capacity of such buffer, denoted by b ∈ N + = {1, 2, 3, ...}, can be specified before use, e.g., the capacity can be specified through the FRAME_SIZE property in OpenStack. Requests either leave by rate θ (θ ≤ 1) or are resubmitted by rate 1 − θ when the request buffer is fully occupied. The time needed for a resubmission is assumed to be r. The cloud management unit continuously processes requests from the request buffer on an FIFO (first-in-first-output) basis and tries to instantiate the corresponding VMs on PMs on demand.
For the performance estimation purpose, we are concerned about response time, T , i.e., the interval time between request arrival and the corresponding VM being ready for execution, e.g., the time of INSTANCE_SPAWNED defined in OpenStack. As discussed earlier, most existing studies consider the mean value or hard deadline guarantee of the response time as the performance metric. A mean-value-based SLA could lead to bad user-perceived experience. On the other hand, a harddeadline-based SLA is over-pessimistic and usually guarantees the worst-case response time only. Instead, we consider percentile-based SLA and its corresponding SLA violation rate as the major performance metric and optimization constraint.
As shown in Fig. 1 , VM instantiation requires multiple steps and interactions with various services and components. T has three parts: 1) the waiting time of a request in a request buffer; 2) the time required for the cloud management unit to spawn a VM, T I . In OpenStack-based IaaS clouds, it is the interval time between INSTANCE_BUILDING time and INSTANCE_SPAWNED time; and 3) the time required for request retrial or resubmission due to the capacity limit or faulty instantiation, denoted by d.
With the help of a VM multiplexing [17] mechanism supported by today's multi-core/multi-threading technologies, multiple VMs can be instantiated on a same PM. The maximum number of VMs that can be instantiated on a PM, denoted by m ∈ N + , is usually bounded. The maximum number of VMs instantiated is n × m where n ∈ N + denotes the number of PMs. VM multiplexing helps to achieve significant resource saving in comparison with individual-VMbased resource provisioning. Note that a high multiplexing level is not always welcomed because interferences among multiplexed tasks/threads/processes may cause performance and reliability degradation.
Moreover, Fig. 1 shows the possibility of unsuccessful VM instantiation because interactions with local or remote services and components can be fault-prone. They are usually caused by, e.g., temporary connection losses to remote database, write message congestions, invalid input/output sequences, gateway failures, SQL activity failures, and unexpected user exits. They can strongly impact cloud performance due to the overhead needed to conduct compensation/ transactional rollback activities and re-instantiate faulty VMs. This is especially true at high request load. We assume that faulty VM instances can be detected and immediately forwarded to the retrial control unit, which generates the corresponding retrial requests into the request buffer.
Based on the above discussions, an abstract control flow model of VM instantiation on an unreliable IaaS cloud is illustrated in Fig. 2 . It removes implementation details while preserving the control flow contents useful for performance analysis in a context of queueing networks. Our objective is to derive the quantitative effects of varying request arrival rate, VM instantiation processing distribution, resource scale, and fault intensity on the cloud performance.
IV. STOCHASTIC ANALYSIS
We denote ρ as the equivalent cloud utilization:
where T I denotes the instantiation processing time, E(T I ) is the expectation of T I , and λ the effective request arrival rate. Note that λ is different from λ since resubmitted requests join the original arrival flow. It has been widely recognized that heavy-tailed distributions are well suited for modeling job processing and request handling activities in computer systems and networks. Thus, we employ it for the VM instantiation processing time. In particular, we choose the Pareto distribution where T I is lowerbounded by x. The tail of T I can therefore be obtained as:
where x ≥ x and v ∈ {1, 2}. The above equation suggests that it is more likely to observe a longer instantiation processing time than the light-tailed one and its expectation is:
Let R denote the rejection rate due to the capacity limit, we have:
where P 0 denotes the probability that the waiting buffer is empty:
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λ can therefore be calculated as:
By combining the above equations, we have:
Note that R is determined by λ , b, m, n, and E(T I ) according to (4) and (5). Thus, the above equation suggests that λ can be calculated if λ, b, m, and n are given and the distribution of T I is known. However, the product form expression of λ does not exist. Fortunately, we can obtain its numerical solution by using tools, e.g., the solve() tool in Matlab.
A. RESPONSE TIME ESTIMATION
The request response time, T , is defined as the interval time between request arrival and the corresponding VM being successfully spawned and ready for execution. To analyze T , we first have to analyze the distribution of the time that a request resides in the IaaS cloud on condition that it is not rejected and resubmitted, T . T also stands for the sojourn time of a request on condition that it enters the request buffer once and only once. Since the instantiation processing time, T I , is heavy tailed, the tail of T can be asymptotically approximated as:
In the following, we have to calculate the probability that a cloud request enters the retrial control unit, P r :
As can been seen from Fig. 2 , a successfully instantiated request may experience several retrials before its final successful instantiation due to the capacity limit and instantiation faults. The expected number of retrials of a cloud request on condition that it is finally successfully instantiated, N r , can therefore be obtained as:
N r has two part, namely the expected number of retrials due to the capacity limit, N rc , and the expected number of retrials due to faulty instantiations, N rf :
Request response time can therefore asymptotically approach the sum of the time needed for retrials due to the capacity limit, the time needed for retrials due to faulty instantiations, and the time needed for the last successful trial:
V. CASE STUDY AND MODEL VALIDATION
For the model validation purpose, we conduct a case study on a real-world IaaS cloud, the Course Management and Assignment Submission cloud for undergraduate students of ChongQing University (CQU). It implements the IaaS architecture shown in Fig. 2 . It is built by the XenServer and OpenStack toolkits. Its protocol and architectural views are illustrated in Fig. 4 . The cloud system is based on a symmetric server group of 6 Sugon I450 servers (4-CPU Intel Xeon 5506/128G RAM/15TB RAID but only 3-CPU/8G RAM/4TB RAID is assigned as cloud users' space), each of which serves as a PM. Each PM can concurrently support no more than 8 VMs. The capacity of the waiting buffer for requests is 16. The fault rate is 0.13-0.79%. The request arrival rate and instantiation processing time vary test by test. The occurrence rate of impatient wait is 11.3% when the request buffer is fully occupied.
The cloud continuously processes requests from students and tries to instantiate each request into a corresponding VM instance. Each VM is deployed on only one PM for data consistency and integrity. The test logfile covers time stamps of each request's arrival, departure, failure, and successful instantiation times in consecutive periods from mum response time of 400s, the violation rate is increased to 0.55 because a higher performance threshold is less likely to be met.
Note that we have considered other test data sets of industrial clouds published online in the beginning but realized that very few are available and they are insufficient to fit our model setup. Other related studies use simulative performance data based on the CloudSim simulation tool. Using such data seems less convincing than using real measured one.
We have also studied the impact of varying parameters on cloud performance. We first investigate how variations in request input rate affect performance. Fig. 8(a) illustrates performance changes with variations in request arrival rates when n = 2, m = 1, b = 4, θ = 0.05, f = 0.06, d = 17, R = 0.0024, y = 300s, G = 0.2, and the distribution of T I is given in Fig. 3 . Increasing arrival rate leads to higher violation rate and rejection rate as expected. Fig. 8(b) illustrates performance changes with variations in fault rates of VM instances when λ = 0.05, n = 2, m = 1, b = 4, θ = 0.05, d = 17, 
VI. COST AWARE OPTIMAL CAPACITY DECISION
As shown in the previous sections, the proposed model is capable of deriving validated distributions of response time and performance violation rate when cloud capacity, fault intensity, request arrival rate, and VM instantiation processing time distributions are known. For the cost saving purpose, we are also interested in knowing optimal system capacities with the lowest cost with guaranteed performance. Specifically, we need to know the lowest cost, decided by the capacity of the request buffer and the number of PMs, that can be achieved with the constraint of rejection rate and SLA violation rate. This problem can be formulated as:
where n, m, and b denote the number of PMs, the number of multiplexed VM tasks that a PM can support, and the size of the request buffer. β pm denotes the cost of one single PM, β b the cost of one single place of the request buffer. Request arrival rate (i.e., λ), the distribution of T I , leaving rate of impatient request (i.e., θ ), faulty rate (i.e., f ), and retrial submission time (i.e., d) are given as input constants in the optimization. y denotes the response time threshold specified in SLA and G the maximum violation rate tolerated. π : N + → Real is a function to identify the cost of maintaining a certain level of multiplexing. Note that a PM capable of supporting more multiplexed VMs is more expensive. R denotes the maximum request rejection rate that can be tolerated.
The proposed optimization problem is a non-linear integer (or discrete) program. The following reasons cause its non-linearity feature. R and P{T ≥ y} obtained from the stochastic models are nonlinear functions of the decision variables. These output measures are used to obtain different measures that constitute the objective functions. Thus, the objective function being a non-linear function of the decision variables implies a non-linear optimization problem. As n, m, and b are allowed to be integers only, the overall problem is a nonlinear integer program. In general, such problems belong to the class of NP-hard problems.
We thus employ a simulated-annealing-based approach to solve the proposed optimization problem. It belongs to the class of randomized algorithms that can provide high quality global solution. Annealing is a thermal process for obtaining low energy states in solids by heating the solid to a high temperature followed by a controlled cooling mechanism. The resulting algorithm generates a sequence of states of the solid in the following way. Given a current state i with energy E i , a next state (i + 1) with energy E i+1 is produced through perturbation . If the energy difference between two consecutive states is smaller than or equal to zero then state i + 1 is accepted as the current state. If the energy difference is greater than zero, then i + 1 is accepted with probability exp(E i − E i+1 )/k B φ), where k B is the Boltzmann constant and φ the temperature. This rule of accepting a new state is called Metropolis criterion and the algorithm is known as the Metropolis algorithm.
The process of finding the optimal solution for combinatorial optimization problems has an interesting analogy with the physical annealing process. Solutions in such a problem are equivalent to the states of the solid while the cost of 
break end if end while end while print n, m, b a solution is equivalent to the energy of a state. Given the current solution i with cost F(i), a next solution (i + 1) with cost F(i+1) is generated using a generation mechanism from the neighborhood of the current solution. The probability of accepting the next solution is 1 if
Otherwise, the next solution is accepted with probability exp(F(i) − F(i + 1)/φ). Thus, simulated annealing can be viewed as an iteration of the Metropolis algorithm evaluated at decreasing values of the temperature. Although it does not guarantee 100% optimality of the solution, it can be proved that asymptotically it converges to the global optimal solution [16] .
For example, we assume that T I is distributed as Fig. 3 and the cost function of π is as follows: Based on the above cost functions, we employ the Algorithm 1 to derive the optimal solutions for different parameter settings given in Table 1 .
As can be seen from the 4th and 5th rows in this table, with the identical performance and rejection rate constraints, investment into a larger request buffer is profitable when a PM is much more expensive than a slot in the buffer. As can be seen from the 2nd and 3rd rows, investment into more PMs is required to compensate the increase of request arrival rate.
VII. CONCLUSIONS AND FURTHER STUDIES
In this work, we introduce a comprehensive percentile-based performance determination model for fault-prone IaaS clouds with request rejection and resubmission. We measure the SLA violation rate with a given threshold of request response time and request rejection rate under variable system conditions (fault intensity, VM instantiation time distribution, multiplexing ability, and request load). For the model validation purpose, we conduct a case study based on a realworld campus cloud and show that theoretical distribution of request response time well converges to its corresponding empirical ones derived based on measured performance data. To make the optimal capacity decision, we formulate the proposed performance model into an optimization problem that aims at minimizing cloud cost with bounded request rejection rate and SLA violation rate. We show that the optimization problem can be solved through a simulated-annealing-based algorithm.
We intend to consider the following topics as our future work: 1) Other performance metrics, e.g., throughput, fault tolerance, and task execution time should be considered; 2) Petri nets [18] , [20] can be used as a modeling and analysis tool, where structural reduction techniques can be applied to simplify the model complexity; and 3) dynamic VM-PM strategies should be considered and modeled instead of static ones assumed in this paper where PMs are equally likely to host incoming VM instances. According to an dynamic mapping strategy, the cloud management unit decides the mapping plan based on the utilization and working status of each PM at runtime. However, theoretical performance estimation and derivation of response time distribution of dynamic-mapping-based IaaS cloud can be very difficult [21] . More efforts are thus needed to do so. Instead of a simulated-annealing-based approach, other recently developed optimization methods [22] - [34] should be tested and compared. 
