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ABSTRACT 
The model developed in this thesis extends earlier 
work done on a specific investment selection problem. 
The model includes a probability distribution for each 
economic forecast, and incorporates an additive multiple 
criteria algorithm to account for the uncertainty asso- 
ciated with criterion selection.  The actual analysis is 
based upon information derived from a multiple period 
income statement and the associated return on investment 
calculations.  All dollar values are discounted to pre- 
sent worth.  Since the model is stochastic in nature, 
simulation is the mode of analysis. 
This model was applied to two "cases" to assess its 
feasibility as a useful investment selection technique. 
For one case, the model offered no additional analytic 
benefit, but for the other case the model provided the 
analyst with information necessary to select an alterna- 
tive. 
CHAPTER 1 
The selection of a capital investment project from 
a number of investment alternatives has become an in- 
creasingly difficult problem.  Hence, management needs 
techniques that can help solve those investment selection 
problems.  Many methods have been developed for this type 
of analysis.  The first formal approaches to decision 
making, implemented during World War II, were introduced 
under the name of operations research.   More recently, 
techniques such as risk analysis, linear programming, 
game theory, and decision tree analysis have helped de- 
cision analysts quantify and analyze investment selection 
problems. 
There are several reasons why these decisions re- 
ceive such attention.  First, capital projects require 
2 
the commitment of large amounts of money.   Manufactur- 
ing industries in the United States alone invested 52 
billion dollars during 1976 to acquire new plant and 
3 
equipment.   Second, the decision will often have a sig- 
nificant impact on the future financial position of the 
organization.  Unlike mistakes in inventory decisions, 
mistakes in investment decisions cannot be worked off 
4 
in a short period of time.  Third, because of the long 
lasting effects of a capital investment decision, it may 
be difficult and costly to reverse a poor decision.   For 
this reason, a major investment decision often commits 
2 
management to a plan of action over several years.  Fi- 
nally, project selections are complicated by the assump- 
tions that are made to predict the potential project 
results.  "Each assumption involves its own degree -- of- 
ten a high degree --of uncertainty; and taken together, 
these combined uncertainties can multiply into a total 
uncertainty of critical proportions."  For these reasons, 
capital investment decisions represent a very important 
and most difficult phase of management's responsibilities. 
The remainder of this thesis will outline a specific 
investment problem and then will develop a model for the 
analysis of this problem. 
CHAPTER 2 
The problem described below is used as a case study 
in this thesis: 
A company has elected to expand its manufacturing 
facilities, and is considering five production method 
alternatives for investment.  Although the investment 
decision will be made in the immediate future, the bene- 
fits associated with the selected production method will 
not be realized for three years.  Similarly, the invest- 
ments required to obtain and maintain a production method 
will not change for three years. 
Associated with each investment alternative are 
estimates of the cost savings of each manufactured unit, 
and the required investment schedule for a ten year 
period.  These estimates, and other economic forecasts, 
will be used in a model developed to analyze the five 
production methods.  The purpose of this thesis is to 
evaluate the feasibility of this model as a useful invest- 
ment selection technique. 
CHAPTER 3 
A project selection method can be categorized as 
1) an engineering economic analysis, 2) a decision theory 
analysis, or 3) an operations research approach.   Of 
these three types, economic analysis and operations re- 
search techniques are representative of the approaches 
most frequently used for investment selection problems. 
Both methods have been developed and discussed in manage- 
ment literature. 
3.1 Engineering Economy 
Engineering economy deals with the concepts and 
techniques of analysis useful in evaluating the worth of 
systems, products, and services in relation to their 
o 
cost.   An analysis of this type applies methods such as 
discounted cash flow, present value, and interest rates 
of return to evaluate investment alternatives. 
Simple economic analysis is based upon three factors 
1) net amount of investment, 2) the return expected from 
the investment, and 3) lowest rate of return acceptable 
9 to the company.  Net investment is usually defined as 
the net outflow of cash to support a capital investment 
project.  However, in some cases net investment may re- 
present a sacrificed cash inflow.   For example, manage- 
ment may be faced with the decision of selling a piece 
of equipment or holding it for use in future operation. 
If management refuses the sales offer and elects to use 
the equipment in operations, the potential sales price 
Is considered to be a net investment. 
The returns from an investment are the differences 
between the cash inflows and cash costs directly attri- 
buted to the project.  (Unlike profit calculations, 
returns are unaffected by depreciation or amortization 
expenses).  Some projects are not expected to produce an 
inflow of cash; these investments yield returns in the 
form of cost savings. 
The third factor, minimum acceptable rate of return, 
"can be viewed as a rate at which the firm can always 
invest, since it has a large number of opportunities 
12 that yield such a return."   This rate is usually based 
upon the consideration of several factors, e.g., 1) the 
do nothing alternative,* 2) availability of Investment 
13 
capital, and 3) the cost of capital. 
Given these factors, one of three methods is general- 
ly employed in rating investment alternatives:  1) the 
payback method, 2) the discounted rate-or-return method, 
14 
or 3) the net present value method.    The payback method 
evaluates each investment alternative by determining the 
number of years it will take to recover the initial 
*The do nothing alternative identifies the maximum 
rate that can be earned if the funds are not Invested 
in the proposals under consideration. 
investment.    This measure is obtained by finding the 
quotient of net investment to annual returns.  From se- 
veral projects, the alternative with the shortest payback 
period is chosen as the most desirable. 
The payback method has several disadvantages. 
First, the salvage value associated with each investment 
alternative is not included in the analysis.  Second, the 
life of the investment is not considered.  Finally, this 
technique does not account for the timing of cash flows. 
17 18 19 Several authors  '  '   have noted the importance of 
discounting cash flows and have proposed methods that 
deal with this specific problem of the investment analy- 
sis.  Two of these methods, the discounted rate of return 
method and the net present value method, are described 
below: 
The discounted rate-of-return method ranks invest- 
ment alternatives according to internal rates of return. 
(The internal rate of return is defined as "that interest 
or discount rate which equates the discounted present 
values of future receipts of a project to the initial cost 
of outlay.")20 
NPV. -  J»    Rlt „ - C, - 0 21 
1
   t-1 (l+ki)c   x 
From the above equation, k., the internal rate of 
return*, is determined for each project.  Provided that 
k. is at least equal to the minimum acceptable rate of 
return, the investment alternative having the largest 
internal rate will be selected. 
If the net present value method is used, Investment 
alternatives are evaluated by discounting the anticipated 
cash flows at the lowest acceptable rate of return.  Then, 
the present value of the returns is compared with the pre- 
sent value of the investment, and the alternative that 
provides the greatest excess of returns over the Invest- 
ment (on a present value basis) is selected as the most 
22 
acceptable. 
Standard texts in engineering economy usually present 
the time discounted profitability indices described 
23 
above.    Depending on the author, the discounting is 
assumed to be taking place either at discrete time inter- 
vals or in a continuous fashion.  In either case, these 
equations compare the net Investment with future returns, 
given the minimum acceptable rate of return.  Modifica- 
tions of these methods have been produced to account for 
the time variant property of the discounting rate.  Fur- 
ther extensions of discounted cash flow techniques have 
been used to model the non-deterministic nature of 
♦Internal rate-of-return is also known as the mar- 
ginal efficiency of capital or discounted race of return. 
8 
various Independent variables and/or parameters.  One 
model, developed by Relsman and Rao, considers the situa- 
tion in which investments and/or equipment replacement 
24 
are made at several points in time.    The analysis is 
based on five parameters: expenses, revenues, salvage 
values, purchase prices, and equipment life.  Each para- 
meter is expressed as a stochastic variable, and is dis- 
counted to present worth using continuous factors. 
3.2 The Problems Associated with Engineering Economy 
Models 
Despite the development of sophisticated engineering 
economy techniques, the three "classical" profitability 
indices (payback, discounted R.O.R., and net present 
25 
value) have remained popular with top management.   The 
more sophisticated analytic methods have not gained wide- 
spread acceptance for the following reasons:  First, 
little had been published on the investment selection 
problem.  Many people, including operations research- 
management science professionals, had devoted their ef- 
forts to developing investment evaluation methods, but 
26 few had documented their work in the literature.   Se- 
cond, the complexity of the evaluation method and/or 
management's lack of exposure to the mathematical and sta- 
27 tistical techniques hampers the use of these procedures. 
"While there is a substantial and rapidly expanding number 
of analytically-oriented executives in positions to 
9 
influence management decisions, they represent a small 
28 fraction of the total management pool."   Third, very 
little work has been done to measure the effectiveness 
of these analytic methods.  Although costs associated 
with the analysis, e.g., computer time, analysis, and 
technicians, are easily measured by management, the bene- 
fits resulting from an Investment evaluation are not as 
29 
easily defined. 
Finally, the uncertainties associated with most in- 
vestment analyses discourages the use of investment selec- 
tion techniques.  These uncertainties can be caused by 
several factors.  First, numerical estimates of market and 
30 technical conditions may be biased and unreliable.    Se- 
cond, the selection (and assessment of the relative im- 
portance) of decision criteria can be a source of uncer- 
31 tainty.    Cumulatively, these uncertainties prevent 
analysts from selecting one alternative with any degree 
of confidence. 
3.3  Operations Research Techniques 
The problems associated with engineering economic 
analysis have been resolved, in part, with the develop- 
ment of operations research techniques.  Two of these 
techniques, risk analysis and decision tree analysis, are 
thoroughly developed and discussed in management litera- 
ture. 
10 
Risk analysis deals with the numerical uncertainties 
associated with investment alternatives.  Uncertainty is 
accounted for by "estimating the probability distribu- 
32 tion of each factor affecting a decision."   Then, using 
simulation, the values for each of these factors are com- 
bined to obtain a probability distribution of decision 
criterion values.  (This method of analysis is depicted 
in Figure 1.)  These results can also be presented using 
a cumulative probability distribution, as shown in Fi- 
gure 2. 
The second operations research technique, decision 
tree analysis, is useful when analyzing a series of re- 
lated decisions, i.e., sequential decision making.  These 
models are usually classified as certainty models or un- 
certainty models.  A certainty model assumes that only one 
33 
outcome is associated with each investment alternative. 
For this type of model, the decision tree network is 
structured from a series of decision nodes (see Figure 3). 
The uncertainty model extends this analysis by including 
chance nodes in the network.  (Chance nodes represent the 
34 probabilistic outcomes of an alternative.)   Several 
modifications of this technique have been proposed to in- 
crease its potential applications. 
3.4 Multiple Criteria Decision Analysis 
Risk analysis was one method proposed to deal with 
the problem of numerical uncertainty.  Another type of 
11 
RISK ANALYSIS AN EXAMPLE 
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Distribution 
for factor k 
FIGURE 1 
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From D. Hertz, "Risk 
Analysis in Capital In- 
vestment," Harvard Busi- 
ness Review. 42, 1964. 
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THE TWO TYPES OF DECISION TREE ANALYSIS 
(a)  A certainty model 
(b)  An uncertainty model 
II decision node      O chance node 
FIGURE 3 
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uncertainty, criteria selection, has led to the develop- 
ment of another analytic technique.  This technique, 
known as multiple criteria decision analysis, attempts 
to evaluate alternatives with respect to several cri- 
37 teria.    The literature cites many models that implement 
this type of analysis.  One of the models -- an additive 
38 
model   -- is described below. 
If an additive model is used, each Investment alter- 
native is evaluated with respect to several decision cri- 
terion.  These criteria are weighted (to represent the 
39 
criterion'8 relative importance),   and for each invest- 
ment alternative, an overall index is obtained. 
Overall index. -  7 w, X.. /ox^O 
J   *.i i  iJ (3) 
n 
I 
i-1 
w,:  weight assigned to criterion i 
n 
I  w - 1 
i-1 x 
X..:  the value of the Jth alternative 
J  with respect to the ith criterion. 
The alternative that has the greatest overall index will 
be selected. 
15 
CHAPTER 4 
Most of the techniques described in chapter three 
reflect the state of the art of decision theory.  The 
model developed in this chapter incorporates some of 
these techniques to analyze a special type of investment 
selection problem.  (The problem is special in the sense 
that all of the alternatives are characterized by unique 
unit cost savings and investment schedules.)  An earlier 
study of this problem provides a basis for the investiga- 
41 tion.  The original work, presented by Sturgis,   used a 
deterministic model for the investment analysis.  The 
remainder of this chapter is devoted to developing an 
extension of Sturgis's algorithm.  In addition, two sup- 
plemental algorithms, described below, are developed so 
that this modified model can be applied to a case study 
problem: 
4.1  Algorithm One 
The first algorithm calculates the unit cost esti- 
mates of manufactured "pieces."  The unit cost estimates 
are comprised of three elements: 
1. Direct labor 
2. Direct materials 
3. Manufacturing overhead 
Direct labor and direct materials are identified as di- 
rect costs because they can be assigned to a product 
16 
without allocation.  The manufacturing overhead costs 
are not directly identifiable with any particular product 
and are thus indirect costs.  All indirect costs are 
budgeted for the year and assigned to the products by 
means of an indirect allowance. 
A basic cost accounting model is one method that 
could be used to compute the three cost components of 
unit cost. If this method is used, the first cost compo- 
nent, direct labor, is found in the following manner: 
For each operation i, calculate the direct labor unit 
cost: 
Direct labor unit cost . - (standard time , 
T efficiency.) x direct labor rate . 
Then, the direct labor cost for N operations is given by 
N 
.rect labor cost -  T  Direct labor unit cost. 
i-1 i 
Dii 
Direct material costs, the second element of a unit 
cost estimate, is computed as the sum of (a) the material 
cost per unit, and (b) the cost of purchased items per 
unit.  The material cost per unit is: 
Material cost per unit - (volume per piece * yield) 
x material cost per unit volume 
This value is added to the cost of purchased items (this 
information is usually supplied by a cost accounting 
17 
department) to yield the direct materials cost. 
Finally, manufacturing overhead is composed of three 
costs:  indirect unit cost, set-up cost, and scrap cost. 
These costs are summed to obtain the overhead costs asso- 
ciated with alternative j: 
1. Indirect Unit Cost. - Direct Labor Unit Cost, 
x Indirect Allowance, 
2. Set-up Cost, - Set-up Time, * Direct Labor Rate^ 
N 
3. Manufacturing Overhead. - J   (Indirect Unit 
J
   1-1 
Cost. + Set-up,) + Scrap Cost. 
From the basic cost accounting technique described 
above, a more sophisticated mode of analysis was deve- 
loped so that any uncertainties associated with the ac- 
counting data could be explicitly included in the unit 
cost calculations.  The following assumptions were made: 
1. Direct labor rates, material cost per unit 
volume, and the cost of purchased items per 
unit are deterministic values. 
2. Standard times and indirect allowances, as 
defined by cost accounting principles, are 
deterministic values. 
3. Efficiency estimates are specified as probabi- 
lity distributions. 
This algorithm, via a series of simulation runs, 
generates a distribution of unit cost estimates.  In 
18 
addition, the sample mean and sample variance of the 
simulated unit cost estimates are calculated.  These 
parameters are used to test the hypothesis that the unit 
cost population has some specified distribution.  Statis- 
tical tests of this nature (goodness-of-fit tests) com- 
pare calculated chi-square-statistics with tabulated 
chi-square values to assure the validity of the null 
hypothesis.  If the calculated chi-square-statistic is 
2 
larger than x  (where a is the probability of rejecting 
the null hypothesis when the null hypothesis is true) 
the null hypothesis is rejected. 
A.2 Algorithm Two 
For each production method alternative, and produc- 
tion level of output, nine unit cost distributions were 
calculated; each unit cost distribution corresponded to a 
certain type of manufactured item.  These nine represen- 
tative "pieces," and their contribution to the total 
product mix are listed below: 
Pucks - 657. of total sales volume 
Drilled assemblies - 137. of total sales volume 
Integrally molded - 227. of total sales volume 
Percentages with group 
Puck 1 - 157. Drilled assembly 1 - 101 
Puck 2 - 25X Drilled assembly 2 - 30X 
Puck 3 - 607. Drilled assembly 3 - 601 
Integrally molded 1 - 107. 
19 
Integrally molded 2 - 257. 
Integrally molded 3 - 657. 
This information, along with the unit cost distributions, 
was needed to calculate 1) an "overall" unit cost esti- 
mate and 2) unit cost savings for Pucks and assemblies. 
(Assemblies are drilled assemblies or integrally molded 
units).  These computations were carried out using a 
simulation type algorithm that is described below: 
Define X. as a unit cost estimate of the base 
alternative such that: 
X, - Base alternative cost for Puck 1 
X2 - Base alternative cost for Puck 2 
X^ " Base alternative cost for Puck 3 
X, - Base alternative cost for drilled assembly 1 
Xc ■ Base alternative cost for drilled assembly 2 
X, - Base alternative cost for drilled assembly 3 
Xy - Base alternative cost for integrally molded 1 
X„ - Base alternative cost for integrally molded 2 
XQ - Base alternative cost for integrally molded 3 
Then, if Y,. is a unit cost estimate of piece i for pro- 
duction method alternative j, the unit cost savings for 
Pucks of method j (relative to the base alternative) is 
given by: 
PKSVj - jt ct (Xt - YJt) 
Where C^  is a fraction (associated with piece i) of the 
20 
product mix. 
Similarly, the unit cost savings for assemblies (of 
production method alternative J) is calculated from: 
An overall unit cost estimate for production method 
alternative J is obtained from 
PKSV'j - ji Ct YJt 
9 
ASSV', - I     C, Y.. 
J   til  i  ^ 
Overall unit cost estimate, - .65 PKSV, + .35 ASSV. 
This sequence of calculations is performed for a 
series of simulations to yield:  1) a distribution of 
unit cost estimates for the base alternative, 2) a dis- 
tribution of unit cost estimates for the Jth production 
method alternative, 3) a distribution of the unit cost 
savings for Pucks, and 4) a distribution of the unit cost 
savings for assemblies.  Each unit cost distribution has 
a sample mean and sample variance associated with it; 
these parameters are used to test the hypothesis that the 
cost populations have some specified distribution (e.g., 
goodness-of-fit test).  The output of this computational 
procedure is used as input data for the third and final 
stage of analysis. 
21 
A.3 Multiple Criteria Model 
The third algorithm estimates the discounted cost 
savings, discounted Incremental profit, and return on 
Investment associated with a production method alterna- 
tive.  Several series of forecasted values, as well as 
the cost savings estimates, are required for this analy- 
sis.  For each series of forecasts, the uncertainties 
associated with the forecasts are assumed to Increase 
with time, e.g., standard deviations of the estimates 
Increase over time.  See Fig. 4.  The computational pro- 
cedure for one iteration is described in this chapter. 
To generate distributions of cost savings, profits and 
return on investment, this procedure is repeated using 
simulation. 
First, unit cost Puck savings and unit cost assem- 
bly savings -- obtained from the second computational 
procedure -- are adjusted in each time period for infla- 
tionary effects.  The unit cost Puck savings for period 
J is given by 
PKSV. - PKSVj^ x infrate, x infrate.j^ x infrate2 
where infrate, is the inflation rate assumed for the 
Jth period.  Similarly, adjusted unit cost assembly 
savings are obtained from 
ASSV. - ASSVj^ x infrate, x infrate,_^  *  infrate2 
From this, the variable cost savings in period J become 
VST, - (PKSV. x saies (l,j)) + (ASSV. x sales (2.J)) 
22 
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where sales (l,j) is the estimated Puck sales for period 
j and sales (2.J) is the estimated assembly sales for 
period J.  These values are discounted at an interest 
rate INTRT and summed to obtain the discounted total 
cost savings. 
^ VCSTi Discounted total cost savings - I        , 
i-1 (1+INTRT)1 
From the above equation, and the following economic 
forecasts, 
1. Net annual sales 
2. Total variable costs 
3. Cost savings on existing pieces 
4. Total cost of capacity 
5. Contribution to corporate fund (ICI G&A) 
incremental profit is calculated:  Incremental profit 
is reported using an income statement, such as the one 
shown in Fig. 5.  The format of this income statement 
has been expanded to permit the calculation of incre- 
mental profit for N years.  The third algorithm pro- 
ceeds as described below. 
For each period J, the margin, or excess of revenue 
(net sales) over the variable manufacturing cost, is 
given by 
Margin. - net sales. - total variable cost. 
From this, the total margin associated with the jth 
24 
STATEMENT OF INCOME 
1. Sales xxxxx 
2. Cost of goods sold 
Beginning inventory xxxxx 
Purchases xxxxx 
Total inventory available   xxxxx 
Less ending inventory xxxxx 
Cost of goods sold xxxxx 
Gross profit xxxxx 
3. Operating expenses xxxxx 
A.  Administrative expenses xxxxx   xxxxx 
Net income from operations xxxxx 
5. Other income xxxxx 
xxxxx 
6. Other expenses xxxxx 
Net income before federal 
income tax xxxxx 
Figure 5 
25 
period is found by adjusting margin, for 1) cost savings 
on existing pieces., and 2) variable cost savings. 
Total margin. - margin. + cost saving on existing 
pieces. + variable cost savings. 
Then, the returns (described in Fig. 6 as division earn- 
ings before taxes and depreciation) associated with peri- 
od J can be found by subtracting "fixed" expenses from 
the total margin. 
Division earnings. - total margin. - total cost of 
capacity. - corporate fund contribution. (1) 
Once division earnings are calculated, incremental 
profits can be obtained: 
Incremental profit. - division earnings. 
- depreciation, 
(where division earnings, are calculated in equation 1 
and depreciation is a function of an investment sche- 
dule) .  These values are converted to present worths (at 
an interest rate INTRT) to account for the timing of pro- 
fit realization. 
incremental profit. 
P.V. (incremental profit.) - » ■*■ 
J
    (1+INTRT)J 
Finally, return on investment is defined as a pro- 
fitability index relating profits to net investment. 
Hence, to estimate this index, discounted investment 
schedules must be specified (see lower half of Fig. 6). 
Four investment details are required for each alterna- 
26 
MULTIPLE PERIOD INCOME STATEMENT 
AND INVESTMENT SCHEDULES 
Year 
Net Sales 
Total Variable Costs 
Margin 
Cost Savings 
Existing Pieces 
Incremental 
Variable Costs 
Total Margin 
Total Cost of 
Capacity 
ICI G&A 
Division Earnings 
Depreciation 
Incremental Profit 
Investment Details 
Cash and Receivables 
Inventories 
Plant + Equipment 
Authority Expense 
TOTAL 
Investment 
End of Period 
Return on Investment 
End of Period 
12     3       N 
Figure 6 
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tive in the case study problem.  Three "details" were 
obtained from economic forecasts; the fourth, changes in 
inventory investment, was defined as a function of varia- 
ble costs.  From the four multi-period estimates, the 
total investment in period J is given by: 
Total Investment. - cash and receivable. + Inven- 
tories + plant and equipment. + authority 
expense. (2) 
From Eq. 2, the discounted total investment schedule be- 
comes : 
total investment. 
P.V. (total investment.) - 1 J- 
J
      (1+INTRT)J 
Then the return on investment for period J Is given by 
P.V.(incremental profit). 
R.O.I.J--J — 1 
2.  P.V. (total   investment.) 
k-1 K 
and the return on investment, averaged over the life of 
the investment is: 
n 
] 
k« R.O.I 
ii
I     P.V. (incremental profit.) 
i-l K 
avg.    n 
I    P.V. (total investment.) 
k-1 K 
Once the distributions of cost savings, incremental 
profits, and return on investment are established, multi- 
ple criteria values can be calculated using equation 3. 
Before equation 3 is applied, however, each criterion 
distribution must be adjusted so that its relative 
28 
magnitude  do not distort the multiple criteria calcu- 
lations.  This adjustment is made by dividing each dis- 
tribution by an appropriate factor; after this adjust- 
ment, the sample means of these populations should be of 
the same relative magnitude. 
Finally, this algorithm calculates the sample mean 
and sample variance associated with each generated distri- 
bution.  These parameters are used to perform goodness- 
of-fit tests. 
4.4 Experimentation 
Experimentation with the multiple criteria model was 
performed to assess its feasibility as a useful invest- 
ment selection technique.  Three computer programs were 
developed to implement the algorithms described in Sec- 
tions 4.1, 4.2 and 4.3.  These programs were used to 
evaluate three sets of data.  In addition, for each set 
of data, sixteen combinations of criterion weights were 
selected for sensitivity analysis.  The first weight for 
the first criterion (Cost Savings) was selected as .1 and 
the weights for criterion two and criterion three were 
assigned so that equation 4 was satisfied. 
! w. - 1 (4) 
1-1  1 
Sixteen combinations of weights were established by in- 
crementing the weight assigned to criterion one by .2 and 
repeating the procedure described above. 
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The experimental results from the analyses are pre- 
sented in Appendices A, B, C, D and E.  In appendices 
A and B, the results consist of the sample means, varian- 
ces, and Chi-squared statistics calculated using algo- 
rithms one and two.  In Appendices C and E, for each in- 
vestment alternative and criteria weighting combination, 
sample means and variances, Chi-squared statistics and 
cumulative probability distributions are presented.  Some 
specific cases of the analyses are discussed in Chapter 5. 
30 
CHAPTER 5 
The experimental results of two data sets are dis- 
cussed in this chapter.  In addition, for each data set, 
the effects of changing criterion weight combinations 
are analyzed. 
5.1  Data Set 1 
Cost savings, incremental profit, and return on in- 
vestment, calculated using the multiple criteria decision 
model, are tabulated in Figure 7.  Cumulative probability 
distributions, showing the effects of changing criterion 
weight combinations, are presented in Figures 8, 9, 10 
and 11. 
From these calculated values, the selection of one 
"best" alternative depends upon the decision criterion 
(or criteria) used for the analyses.  If the production 
method alternatives are evaluated on a cost savings basis, 
Alternative Two would be selected.  If the alternatives 
are assessed with respect to incremental profit or re- 
turn on investment, Alternative Five would be chosen. 
Finally, if the production method alternatives are evalua- 
ted with respect to multiple criteria values, the selec- 
tion of an alternative would depend upon the criterion 
weight combination used.  For example, in Figures 8 and 
9 Alternative Five would be selected, but in Figures 10 
and 11 Alternative Two would be chosen. 
31 
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GRAPH KEY 
ALTERNATIVE 1 
ALTERNATIVE 2 
ALTERNATIVE 3 
ALTERNATIVE A 
ALTERNATIVE 5 
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When a situation like this arises, the investment 
selection problem can be simplified by performing a break 
even analysis.  This analysis calculates the unique set 
of criterion weight combinations that equates the multi- 
ple criteria values of two or more investment alterna- 
tives (see Figure 12).  Hence, if the weight combination 
is above the break even boundary (in Figure 12), Alter- 
native Two would be selected.  If the weight combination 
is below the break even boundary, Alternative Five would 
be selected; and if the weight combination lies on the 
break even boundary, the multiple criteria value of Al- 
ternative Two is equal to the multiple criteria value of 
Alternative Five.  (All break even boundaries are con- 
firmed using the algorithm described in Section 4.3.) 
5.2  Data Set 3 
The cost savings, incremental prof it, and return on 
investment associated with each investment alternative 
are listed in Figure 13.  Cumulative probability distri- 
butions, also known as risk curves, are presented in 
Figures 14, 15, 16 and 17.  These curves help show the 
effects of different criterion weight combinations on 
multiple criteria values. 
For this data set, Alternative Five will be chosen, 
regardless of the criterion selected for evaluation. 
This is because the expected values (as well as the 
variances) associated with the three decision criteria 
38 
FIGURE   12 
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(for Alternative Five) are more desirable than the same 
parameters associated with Alternative Two.  Further, 
break even analysis shows the break even boundary for 
Alternative Two-Alternative Five outside the Region of 
feasible weight combinations (see Figure 18). 
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FIGURE   18 
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CHAPTER 6 
6.1  CONCLUSIONS 
The multiple criteria model developed in Section 
6.3 was found to be a useful, and potentially flexible, 
investment selection technique.  It discounts all cash 
flows to present worths, and then calculates the sample 
mean and sample variance of (1) cost savings, (2) incre- 
mental profit, (3) return on investment, and (4) multiple 
criteria values for each investment alternative.  This 
permits alternatives to be evaluated and then selected 
on the basis of dominance rather than expected value. 
This model was used to evaluate two representative 
types of investment selection problems.  For the first 
type of problem, one alternative dominates with respect 
to all three* decision criteria (see Section 5.2).  This 
dominant alternative will be selected, regardless of the 
decision criterion used or criterion weight combination 
chosen.  Hence, for this type of problem, the multiple 
criteria model does not provide any additional analytic 
benefit. 
The second type of problem considers the case in 
which there is no dominant alternative.  For this parti- 
*Cost savings, incremental profit, and return on 
investment. 
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cular type of problem, the alternative selected as the 
"best" will depend upon the decision criterion, or cri- 
terion weight combination, used for analysis. 
When a situation like this arises, the multiple 
criteria model cannot select an exclusively best alter- 
native.  However, via break even analysis, boundaries for 
criterion weight combinations can be defined for optimal 
alternative selection (see Appendix E).  Hence, given an 
analyst's perception of the relative importance of the 
three decision criteria, one "best" alternative can be 
chosen. 
The break even boundaries discussed above cannot 
always be obtained using the break even analysis de- 
scribed in Chapter 7.  For example, If the probability 
distributions of the three decision criteria are skewed, 
the boundaries must be found using an iterative procedure. 
However, when the probability distributions are symmetric, 
like the Gaussian distributions generated in the case 
study problems, the break even boundaries can be calcu- 
lated using the expected values associated with the de- 
cision criteria. 
This model can be adapted to analyze similar types 
of investment selection problems.  The only requirement 
would be that returns be expressed as cost savings distri- 
butions.  In addition, the model could be modified to 
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evaluate investment alternatives with respect to more 
elementary profitability indices, such as payback period. 
Another advantage of this model is the amount of 
data required for analysis.  For each investment alter- 
native, the only data necessary are the unit cost savings 
distributions and the plant investment schedule.  The 
other economic forecasts, common to all investment alter- 
natives, can easily be revised by changing ten data cards 
in the input data card "deck."  This insures that the 
analysis is based upon the most recent and reliable data. 
Finally, it is suggested that the multiple criteria 
model be adapted for interactive programming if it is 
going to be used for actual investment alternative evalua- 
tion.  This would permit an analyst to perform different 
sensitivity analyses with the numerical estimates.  For 
simplified analysis, the analyst would be able to speci- 
fy cost savings distributions and investment schedules; 
the other forecasted estimates could be revised in the 
manner described above. 
In conclusion, the multiple criteria model developed 
in this thesis combines the advantages of several opera- 
tions research techniques to analyze a special type of in- 
vestment selection problem.  It attempts to quantify all 
the considerations which enter into a decision problem, 
including the risk associated with numerical estimates 
and the relative importance of decision criteria.  The 
49 
model provides a feasible method for analyzing invest- 
ment selection problems. 
6.2  AREAS FOR FUTURE STUDY 
There are two general areas that should receive 
further study.  The first area would establish a perfor- 
mance index, and would use this index to evaluate and 
compare the performances (optimal selection) of different 
types of decision criteria.  This could help establish 
the degree of sophistication required for analyzing 
different types of investment selection problems. 
The second area of future study would explore addi- 
tional modifications to the multiple criteria model.  For 
example, the salvage value associated with each invest- 
ment alternative could be included in the economic ana- 
lysis.  In addition, Inflation rates and discounting 
factors could be re-expressed as stochastic variables. 
Then, the importance of these changes could be assessed 
by noting their influence on the optimal decision. 
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APPENDIX A 
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t.  DATA itt    1 
ILTtMATITt 1 
Puok 1 
Puok 2 
Puok 3 
Drilled Aaaeably 1 
Drilled Aaaeably 2 
Drilled Aaaeably 3 
Integrally Molded 1 
Integrally Molded 2 
Integrally Molded 3 
SAMPLE 
MIAl 
SAMPLI 
T1IIAICI 
Ckl-SQOAIID 
STATISTIC 
.22(9 .2316 X io"4 '        11.16 
.3063 .2316 X 10_< '        11.16 
.3393 .2336 X io"4 1       2.34 
.5983 .3796 X 10~' '       4.31 
.6855 .3199 X io"4 1        3.04 
.7346 .3977 X 10~' '       6.12 
.5269 .2342 X io~' 1        2.76 
.7002 .2430 X 10" 1       2.76 
.7042 .2331 X 10" 1       1.64 
t>.   ALTEP.1ATIT1 2 
Puok 1 
Puok 2 
Puok 3 
Drilled Aaaeably 1 
Drilled Aaaeably 2 
Drilled Aaaeably 3 
Integrally Molded 1 
Integrally Molded 2 
Integrally Molded 3 
.0917 .2670 X io" 3.14 
.1246 .2670 X io~! '       3.14 
.1363 .2670 X io~! 1       3.14 
.4781 .2832 X io~4 1       2.90 
.5064 .3202 X io"4 1       6.34 
.5481 .2823 X 10~ 3.70 
.3872 .6047 X io"' '       3.28 
.3189 .8603 X io"! i                  4.16 
.4900 .8368 X io"! 1       7.80 
32 
ALTEK11TITI 1 
Puok 1 
Puok 2 
Puok 3 
Drilled Aaaeably l 
Drilled Aaaeably 2 
Drilled Aaaeably 3 
Integrally Molded i 
Integrally Molded 2 
Integrally Molded 3 
SAMPLE 
Mill 
SAMPLE 
TA1IAITI 
Chl-SOOAIED 
STATISTIC 
.1417 .1S62 x io"! 2.34 
.2210 .1162 x 10"! 2.34 
.2612 .1(62 X 10_! 2.34 
.3207 .2393 X io~4 4.44 
.6014 .2792 X io~4 5.94 
.6770 .2434 X io~' 6.26 
.4492 .7774 X io"! 2.62 
.6231 .904} X 10~ 2.41 
.6271 .8354 X 10" 1.36 
.LTEBIUTITI * 
Puok 1 
Puok 2 
Puok 3 
Drilled Aaaeably 1 
Drilled Aaaeably 2 
Drilled Aaaeably 3 
Integrally Molded l 
Integrally Molded 2 
Integrally Molded 3 
.1563 .2106 X 10" 13.61 
.2016 .2106 X io"4 13.61 
.2303 .2106 X io~ 13.69 
.5366 .4019 X 10" 1.01 
.5(99 .4463 X 10_< '         2.76 
.6429 .4010 X io"4 '         7.24 
.4334 .1170 X 10~' '        3.91 
.6026 .1921 X io~ '        3.91 
.3977 .1909 X 10" '        2.06 
53 
until 
Mill 
SAMFII 
TAIIAICt 
Cbl-SOOAIID 
STATISTIC 
ALTHlATITf S 
Fuok 1 .0(97 .1001 x 10~ 3.11 
Fuok 2 .1272 .1001 x 10 3.11 
Fuok 3 .1429 1008 x 10* 3.88 
Drilled Aaaeably 1 .4747 .1820 x 10"4 9.48 
Drilled Aaaeably 2 .5089 .2107 x 10~ 7.24 
Drilled Aaaeably 3 .5533 .1166 x lo" 8.71 
Integrally Molded 1 .3857 .8232 x 10* 13.4 
Integrally Molded 2 .5216 .9112 x 10~ 8.36 
Integrally Molded 3 .4960 .8554 x 10~ 13.12 
BA3t ALItBMiTITt 
ruok 1 
fuok 2 
Fuok 3 
Drilled Aaaeably 1 
Drilled Aaaeably 2 
Drilled Aaaeably 3 
Integrally Molded l 
Integrally Molded 2 
Integrally Molded 3 
.1048 .3930 X 10~" 4.02 
.1376 .3830 X io~: 1        4.02 
.1513 .3830 X io"! 1        4.02 
.4941 .2589 X io-< 1       5.28 
.5222 .2997 X 10~' 4.44 
.5640 .2642 X 10~' '        4.02 
.4035 .1001 X 10~* 1       7.66 
.5351 .1138 X 10" '       6.40 
.5062 .1062 X 10" 1       2.41 
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All nuaerloal eatlaatea for alternatlvea one tkroagb fl»a are 
the ••■• ae in Data Sat 1. 
tkil AUTtaiiTin 
Puok 1 
Puck 2 
Puok 3 
Drilled Aaaaably 1 
Drlllad Aaaaably 2 
Drlllad Aaaaably 3 
Integrally Holdad i 
Integrally Holdad 2 
Integrally Holdad 3 
3AHPLI 
ME1I 
SAMPLI 
TAITAICt 
Cbl-SQOAIIO 
ITATIITIC 
.1161 .31 JO X io"a 4.02 
.1490 .3830 X 10 ■ 4.02 
.1627 .3130 X 10 " 4.02 
.3196 .2519 X 10 5.21 
.5478 .2997 X 10~* 4.44 
.5896 .2642 X 10~' 4.02 
.4247 .1001 X 10* 7.66 
.5563 .1131 X io~ 6.40 
.5274 .1062 X 10" 2.41 
PAH SET .1 
a.  ALTERATIVE 1 
Puok 1 
Puek 2 
Puok 3 
Drlllad Aaaaably 1 
Drlllad Aaaaably 2 
Drlllad Aaaaably 3 
Intagrally Holdad l 
Intagrally Holdad 2 
Intagrally Holdad 3 
2292 .2516 X io~4 11.16 
3086 .2516 X io~4 11.16 
3416 .2516 X 10"4 1      11.16 
6036 .3494 X io~4 '       4.16 
6915 .3999 X 10"4 1       3.04 
7602 .3568 X lo"' 1       4.72 
5317 .2286 X 10"' 1       2.20 
7056 .2450 X 10~' 1       2.76 
7096 .2338 X 10-< 1       1.64 
b5 
b.   ALTEHATITE 2 
Puok 1 
Puok 2 
Puok 3 
Drilled Aaaoably 1 
Drilled Aaaoably 2 
Drilled Aaeeably 3 
Integrally Holded 1 
Integrally Holded 2 
Integrally Molded 3 
SAMPLE 
HIAI 
SAHPLI 
TAIIAICI 
Cbl-SQ0AII8 
STATTSTIC 
.103* .2(70 X io"! 5.14 
.1361 .2(70 X io"! 5.14 
.1S03 .2«70 X io~: 5.14 
.4940 .2132 X io~4 2.90 
.5223 .3202 X 10_< 4.54 
.5640 .2125 X 10"' 5.70 
.4025 .8047 X io"! 5.21 
.5342 .•COS X io"! 4.1C 
.5053 .8318 X io~ 7.10 
ALTE8IIATITE    1 
Puok 1 
Puok 2 
Puok 3 
Drilled Aaaoably 1 
Drilled Aaaoably 2 
Drilled Aaaoably 3 
Integrally Molded l 
Integrally Molded 2 
Integrally Molded 3 
.1503 X io": 
X io"! 
X 10_" 
X io"4 
X io~* 
X 10" 
X 10~" 
.9043 X io"' 
.8354 X 10"" 
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iLTEHUTITE «. 
Puok 1 
Puok 2 
Puok 3 
Drilled Aaaeably 1 
Drilled Aaaeably 2 
Drilled Aaaeably 3 
Integrally Molded i 
Integrally Molded 2 
Integrally Molded 3 
SAMPLE 
MEAI 
SAMPLE 
TAIIAICE 
Cbl-SQOAaED 
STATISTIC 
.1516 .2106 X io-4 13.68 
.2110 .2106 X 10~4 13.68 
.2329 .2106 X io~4 13.68 
.5427 .4089 X io~4 1.08 
.5960 .4465 X io~4 2.76 
.6419 .4080 X io-4 7.34 
.4588 .1670 X 10 3.88 
.6082 .1926 X 10 5.98 
.5931 .1909 X 10 2.06 
ALTEP.MATITE *, 
Puok 1 
Puok 2 
Puok 3 
Drilled Aaaeably 1 
Drilled Aaaeably 2 
Drilled Aaaeably 3 
Integrally Molded l 
Integrally Molded 2 
Integrally Molded 3 
.0927 .1008 X io"J 3.88 
.1302 .1008 X 10 ' 1        3.88 
.1459 .1008 X 10 ■ 1         3.88 
.4814 .1820 X io"4 '        9.48 
.5156 .2107 X io" '        7.24 
.5601 .1866 X io~4 '         8.78 
.3918 .6232 X 10 ' i                  13.40 
.5277 .9122 X 10 ' i                     6.36 
.5021 .9554 X 10 ' 1       13.12 
BASE tLTHIlTITt 
All nuaerloal eatlaatea for the baae alternative are the aaae 
aa in Data Set 2. 
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APPENDIX C 
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CRITERIA WEIGHT COMB IKATIOM 
COMBIHATIOH ♦   COST SAVINGS    IWCRZKEHTAL PROTIT muii OB 
.OS 
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ALTCTWATIVE 
COKBIKATIOH 1 2 3 4 3 
1.  X -2.26 1.70 -.5747 .0674 1.93 
■ .0742 .0716 .0756 .1027 .0956 
4.32 1.8 3.2 2.64 1.24 
2.  I -2.24 1.63 -.5979 .0002 1.79 
■ .0679 .0646 .0676 .0168 .0807 
4.32 1.80 2.36 3.20 1.80 
3.  S -2.21 1.57 -.6211 -.0669 1.66 
■ .0620 .0584 .0599 .0722 .0671 
3.48 2.36 2.36 1.80 1.80 
4.  X -2.19 . 1.50 -.6443 -.1342 1.51 
■ .0563 .0524 .0528 .0591 .0548 
4.60 2.64 2.36 3.48 2.36 
5.  2 -5.77 1.65 -2.65 -1.61 1.77 
• .0633 .0490 .0515 .0818 .0647 
4.60 2.92 5.16 4.32 1.8 
6. x -5.75 1.58 -2.67 -1.67 1,«4 
M .0580 .0436 .0450 .0686 .0527 
4.32 4.88 5.44 5.72 2.92 
7.  x -5.72 1.52 -2.70 -1.74 1.49 
■ .0530 .0386 .0390 .0569 .0422 
3.76 4.88 4.04 6.84 4.88 
8.  x -5.71 1.48 -2.71 -1.77 1.429 
■ .0569 .0364 .0363 .0515 .0374 
3.76 4.04 5.44 5.44 5.44 
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ALTZIOUTXVZ 
COKBIRATIOW 1 2 3 4 3 
9.  f -9.24 1.56 -4.74 -3.32 1.33 
2 ■ .0645 .0352 .0329 .0702 .0)81 
2 
4.81 5.72 8.24 6.28 7.96 
10.  x -9.23 1.33 -4.76 -3.33 1.47 
.
2 
.0620 .0306 .0306 .0632 .0338 
2 4.88 6.56 5.72 4.88 10.76 
11.   X -9.24 1.50 -4.76 -3.38 1.41 
2 ■ .0600 .0287 .0284 .0603 .0299 
2 
3.48 6.84 3.76 3.76 4.60 
12.  ! -9.28 1.47 -4.78 -3.42 1.34 
2 ■ .0581 .0270 .0262 .0361 .0263 
2 
3.76 4.32 4.60 6.36 3.72 
13.  X -12.76 1.50 -6.83 -3.01 1.33 
2 ■ .0809 .0262 .0249 .0781 .0233 
2 2.64 3.48 5.72 4.32 7.12 
14.  X -12.76 1.48 -6.83 -3.03 1.32 
.
2 
.0801 .0256 .0242 .0763 .0239 
2 3.2 3.48 5.72 3.44 4.32 
IS.  x -12.75 1.45 -6.83 -3.06 1.23 
2 ■ .0786 .0243 .0228 .0729 .0213 
2 5.16 5.16 7.12 3.7C 3.72 
16.  x -12.74 1.43 -6.83 -5. OS 1.21 
2 ■ .0778 .0240 .0221 .0714 .0204 
2 S.16 3.48 6.36 4.32 7.12 
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ALTZnttTXVB 
COKBXKATXOK 1 2 3 4 9 
1.  X -1.97 1.99 -.2785 .3872 2.25 
■ .0733 .0726 .0766 .1047 .0976 
4.32 2.92 3.2 2.64 1.60 
2.  S -1.96 1.92 -.3110 .3037 2.10 
■ .0(17 .0656 .0684 .0860 .0819 
4.32 2.36 3.20 4.04 1.24 
3.  x -1.94 1.84 -.3436 .2203 1.94 
■ .0624 .0588 .0604 .0729 .0677 
3.41 1.80 2.36 2.06 1.80 
4.  x -1.93 1.77 -.3762 .1369 1.79 
2 ■ .0563 .0526 .0529 .0593 .0530 
2 4.60 2.64 2.36 3.48 2.08 
S.  x -3.23 2.19 -2.11 -1.04 2.34 
■ .0639 .0498 .0522 .0832 .0660 
4.60 4.04 6.28 3.20 1.80 
«.  X -5.22 2.11 -2.14 -1.13 2.18 
■ .osas .044 .0454 .0695 .0333 
3.20 3.76 5.44 6.29 2.36 
7.  x -5.21 2.04 -2.18 -1.21 2.03 
• .0333 .0389 .0392 .0572 .0423 
3.76 4.86 4.04 7.96 4.86 
a. i -3.19 1.99 -2.19 -1.26 1.93 
2 ■ .0506 .0365 .0363 .0317 .0376 
2 3.76 4.04 5.44 5.44 3.44 
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M.TZWATIVI 
COKBZXATIOM 1 2 
2.34 
3 4 
-2.52 
? 
9.  x -1.49 -3.96 2.34 
■ .0643 .0329 .0331 .0709 .0388 
6.36 5.44 9.92 6.28 7.96 
10.  x -S.48 2.30 -3.98 -2.37 2.26 
■ .0623 .0308 .0306 .0636 .0343 
4.88 6.36 5.72 3.16 10.76 
11.   X -8.47 2.27 -3.99 -2.61 2.18 
■ .0602 .0289 .0283 .0607 .0302 
3.48 6.84 4.04 3.76 3.48 
12.  x -8.47 2.23 -4.01 -2.63 2.11 
■ .0382 .0271 .0261 .0562 .0264 
3.76 4.32 5.16 4.88 3.72 
13.  x -11.74 2.51 -5.81 -3.98 2.38 
■ .0810 .0264 .0247 .0784 .0255 
2.64 3.48 5.72 4.32 7.12 
14.  X -11.74 2.49 -5.81 -4.00 2.33 
■ .0802 .0257 .0239 .0765 .0241 
3.20 3.48 5.72 5.44 6.29 
13.  Z -11.74 2.46 -5.83 -4.03 2.27 
■ .0786 .0246 .0223 .0730 .0216 
3.16 4.88 7.12 3.76 4.88 
16.  x -11.77 2.44 -5.84 -4.06 2.23 
■ .0779 .0240 .0218 .0715 .0204 
3.16 3.48 6.84 4.32 7.12 
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_ALTCMATTyZ 
COKBIHATXON 1 2 
1.71 
3 4 
.3163 
3 
1.  I -2.04 -.3289 2.17 
* .0753 .0716 .0767 .1042 .0971 
4.32 1.90 3.20 2.64 1.80 
2.  8 -2.02 1.65 -.3399 .2365 2.02 
■ .0611 .0648 .0693 .0878 .0916 
2.92 1.80 3.20 4.04 1.24 
3.  8 -2.00 1.58 -.3909 .1567 1.87 
■ .0626 .0584 .0604 .0728 .0676 
3.76 2.36 2.36 2.08 1.80 
4.   a -1.99 1.31 -.4218 .0769 1.72 
■ .0367 .0525 .0529 .0593 .0330 
3.48 2.64 2.36 3.48 2.09 
S.  x -5.35 1.67 -2.20 -1.17 2.19 
■ .0647 .0490 .0522 .0829 .0637 
4.60 2.92 6.28 4.32 1.80 
6. i -3.34 1.61 -2.23 -1.23 2.04 
■ .0593 .0436 .0435 .0693 .0334 
3.20 4.88 5.44 6.28 2.92 
7.   a -3.32 1.54 -2.27 -1.33 1.18 
■ .0341 .0387 .0393 .0372 .0424 
3.76 4.88 4.04 7.96 4.88 
8.  S -3.31 1.51 -2.28 -1.37 1.91 
■ .0516 .0364 .03(4 .0316 .0373 
3.76 4.04 5.44 3.44 3.44 
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ALTZJOUXXVZ 
COHBIWATIOH 
9.     S 
a 
10. I 
11. E 
12. 
13. 
I 
■ ' 
8 
a' 
14. S 
a 
15. S 
u' 
16. i 
a 
1 2 3 4 3 
-6.66 1.60 -4.09 -2.70 2.13 
.0663 .0325 .0332 .0707 .0386 
4.11 5.72 8.52 6.28 7.96 
-8.65 1.57 -4.11 -2.74 2.05 
.0642 .0306 .0308 .0655 .0342 
3.41 6.56 5.72 5.16 10.76 
-8.64 1.53 -4.13 -2.79 1.97 
.0621 .0287 .0285 .0607 .0301 
3.48 6.84 3.76 3.76 4.60 
-8.63 1.49 -4.14 -2.82 1.90 
.0600 .0270 .0263 .0562 .0264 
3.76 4.32 4.60 4.88 5.72 
-11.97 1.54 -5.98 -4.21 2.11 
.0843 .0262 .0251 .0783 .0254 
3.20 3.48 5.72 4.32 7.12 
-11.97 1.53 -5.99 -4.23 2.07 
.0835 .0256 .0243 .0765 .0241 
3.20 3.48 5.72 5.44 6.28 
-11.95 1.49 -6.00 -4.27 1.99 
.0819 .0245 .0228 .0730 .0213 
5.16 5.16 7.12 3.76 4.11 
-11.95 1.47 -6.01 -4.29 1.96 
.0811 .0240 .0222 .0715 .0204 
5.16 3.48 6.56 4.32 7.12 
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APPENDIX D 
71 
GRAPH KEY 
ALTERNATIVE 1 
ALTERNATIVE 2 
ALTERNATIVE 3 
ALTERNATIVE 4 
ALTERNATIVE 5 
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BREAK  EVEN  ANALYSIS 
RESULTS  FROM DATA  SET   1 
ALTERNATIVE 
CRITERION 
COST SAVINGS 
INCREKENTAL PROriT 
RETURN ON INVESTMENT 
139.11767      104.(1441 
1478.01104     1493.44141 
18.14018       21.89132 
1.39187 w  ♦ 1.47808 w  * 1.81408 w 
12 3 
1.04684 w  ♦ 1.49345 w  ♦ 2.18913 w 
12 3 
1.00 
1.39187  w     ♦   1.47808   w     ♦   1.81408   (1-w -v  ) 
1.04684  v     ♦   1.49345  w^   ♦   2.18913   <1-w1-v2) 
.72007  w     ♦   .35967  w     -   .37504 
1.00 
.75 
.50 
.25 
25 .50 .75 1.00 
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BREAK EVEN ANALYSIS 
RESULT8 FROM DATA SET 2 
ALTERNATIVE 
CRITBRIOH 
COST SAVINGS 
INCREMENTAL PROFIT 
RETURN ON INVESTMENT 
276.93399      243.21194 
1615.82735     1632.04587 
19.96754       24.12039 
2.76934 w 
2.43282 v 
v 
2.76934 v 
2.43282 w 
♦ 1.61583 w  ♦ 1.99675 w 
♦ 1.63204 v ♦ 2.41206 w 
♦ w2 ♦ w - 1.00 
♦   1.61583  w    ♦   1.99675   (1-v -v  ) 
♦   1.63204  w    ♦  2.41204   U-v.-Vj) 
.75182 w     ♦   .39908  w     -   .415305 
1 2 
1.00 
.75 
.50 
.25 
.25        JO .75        L.00 
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1KXA* EVtW AWALT«I» 
nzsm.fi rnoH DATA CTT 3 
ALTPWATIVI 
CMTtlUOII 
COST SAVXSCS 144.77775 20I.1MM 
IMCKZHZHTAI.  PROFIT 1413.(7111 1594.99457 
urTUKu OR iKvtmaarr u.2132s 23.sit4i 
1.44777 w.   ♦   1.413(7  Wj  ♦   1.12132  w 
2.0(130 w 
1.44777 w 
2.0(130 w 
-.01291 w 
♦ 1.59419 w  ♦ 2.39195 v 
1.00 
♦ 1.413(7 w  ♦ 1.12132 d-^.-^j* 
1.59499  w,  ♦   2.39195   (1-v -2,) 2 1     2 
♦   .41939 v    -   .330(2 
5 1.0 1.5        2.0 
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