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Abstract
The existence of ultra-faint dwarf (UFD) galaxies highlights the need to push our theoretical under-
standing of galaxies to extremely low mass. We examine the formation of UFDs by twice running a fully
cosmological simulations of dwarf galaxies, but varying star formation. One run uses a temperature-
density threshold for star formation, while the other uses an H2-based sub-grid star formation model.
The total number of dwarf galaxies that forms is different by a factor of 2 between the two runs,
but most of these are satellites, leading to a factor of 5 difference in the number of luminous UFD
companions around more massive, isolated dwarfs. The first run yields a 47% chance of finding a
satellite around a Mhalo ∼ 10
10 M⊙ host, while the H2 run predicts only a 16% chance. Metallicity is
the primary physical parameter that creates this difference. As metallicity decreases, the formation of
H2 is slowed and relegated to higher-density material. Thus, our H2 run is unable to form many (and
often, any) stars before reionization removes gas. These results emphasize that predictions for UFD
properties made using hydrodynamic simulations, in particular regarding the frequency of satellites
around dwarf galaxies, the slope of the stellar mass function at low masses, as well as the properties
of ultra-faint galaxies occupying the smallest halos, are extremely sensitive to the subgrid physics of
star formation contained within the simulation. However, upcoming discoveries of ultra-faint dwarfs
will provide invaluable constraining power on the physics of the first star formation.
1. INTRODUCTION
How do galaxies populate low mass dark matter ha-
los? Is there a lower limit to the halo mass that can form
a galaxy? The lowest mass galaxies that we have ob-
served are the ultra-faint dwarf (UFD) galaxies, which
are typically defined to have Mstar . 10
5 M⊙. The
lowest mass galaxy yet observed contains only a few
hundred M⊙ in stars (Homma et al. 2018). To under-
stand these extremely low mass systems, a few authors
have simulated the formation of isolated UFD galaxies
at high resolution (Read et al. 2016; Jeon et al. 2017;
Corlies et al. 2018). Some cosmological simulations of
classical dwarf galaxies have been able to resolve the
formation of UFD satellite companions Wheeler et al.
(2015, 2018); Munshi et al. (2017). In general, fully
cosmological simulations of more massive galaxies like
the Milky Way have not had sufficient resolution to re-
solve the formation of UFD companions, preventing di-
rect predictions for UFD abundances and distributions
that can be tested with the Large Synoptic Survey Tele-
scope (LSST; Walsh et al. 2009; Tollerud et al. 2008).
However, the next generation of cosmological simula-
tions will achieve stellar mass resolutions of ∼1000 M⊙,
allowing simulators to start pushing down into the UFD
range. In this paper, we explore whether the prescrip-
tions commonly adopted by simulators to create realis-
tic Milky Way-mass and classical dwarf galaxies can be
extrapolated down to UFD scales and the impact of pre-
scription choice on observational predictions made using
cosmological simulations.
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Cosmological simulations of galaxies run to z = 0
have recently been quite successful in matching a long
list of observed scaling relations (Governato et al. 2010;
Brook et al. 2012; Governato et al. 2012; Aumer et al.
2013; Munshi et al. 2013; Vogelsberger et al. 2013;
Shen et al. 2014; Brooks & Zolotov 2014; Hopkins et al.
2014; Wang et al. 2015; Schaye et al. 2015; Sawala et al.
2016; Christensen et al. 2016; Garrison-Kimmel et al.
2018; Santos-Santos et al. 2018; Nelson et al. 2018).
This success is despite the fact that different simulators
often adopt different physical prescriptions, particularly
the prescriptions for star formation and energetic feed-
back from stars, supernovae, and AGN. It is generally
agreed that different simulators can broadly reproduce
the same observed trends despite different prescrip-
tions because galaxies “self-regulate,” i.e., a change in
the star formation prescription is counter-balanced by
subsequent feedback (Saitoh et al. 2008; Hopkins et al.
2011, 2013; Christensen et al. 2014b; Benincasa et al.
2016; Hopkins et al. 2018; Pallottini et al. 2017). Pre-
vious studies found that self-regulation can occur as
long as the resolution is high enough to capture the
average densities in giant molecular clouds (GMCs),
and therefore that the simulation is high enough res-
olution to have star formation limited to the scales of
GMCs (Agertz & Kravtsov 2016; Semenov et al. 2016;
Buck et al. 2018).
Semenov et al. (2018) show that self-regulation is lim-
ited to the regime of strong feedback, which regulates
the gas supply available to turn into stars. Star forma-
tion efficiency drops as halo mass decreases, so it is not
clear that UFDs lie in the regime of strong feedback, or
have the ability to self-regulate. In fact, some simulators
have shown that low mass halos can completely shut off
their own star formation via feedback (e.g., Fitts et al.
2017; Wright et al. 2018). UFDs are also thought to re-
side in halos that are susceptible to heating from the UV
background, which cuts off gas accretion to the galaxy,
removing fuel for star formation (e.g., Brown et al. 2014;
Weisz et al. 2014a; On˜orbe et al. 2015; Wheeler et al.
2015). Taken together, these processes suggest that
UFDs cannot self-regulate. Thus, the choice of prescrip-
tions for star formation and feedback in cosmological
simulations may strongly affect their resulting stellar
mass, unlike in more massive galaxies. In this paper
we isolate the effect of star formation prescriptions that
vary across simulations both in terms of the details of
the simulation and the consequences for observational
predictions.
One of the key differences in star formation recipes
between cosmological galaxy simulations is the thresh-
old mass density at which star formation is allowed to
occur. By definition, lower resolution simulations do
not have the ability to resolve high density gas peaks.
Thus, the density threshold must vary with resolution of
the simulation. Star formation density thresholds vary
from ∼1 mH cm
−3, where mH is the mass of a hydro-
gen atom in grams, in lower resolution simulations (e.g.,
APOSTLE, Fattahi et al. 2016) to 10 mH cm
−3 (e.g.,
NIHAO, Wang et al. 2015) to > 100 mH cm
−3 (e.g.,
Governato et al. 2010; Shen et al. 2014; Hopkins et al.
2014, 2018; Read et al. 2016). A maximum tempera-
ture threshold for star formation is also usually applied.
Many simulations adopt a temperature cap of ∼104 K
because this is the peak of the cooling curve and gas is
expected to rapidly cool to lower temperatures (e.g., see
Saitoh et al. 2008).
Beyond this temperature-density model, some simula-
tors also track the presence of molecular hydrogen, H2,
requiring that it be present in order to form stars.
The H2-based star formation models broadly break
down into two categories, equilibrium (Krumholz et al.
2008, 2009; Kuhlen et al. 2012; Hopkins et al. 2014,
2018) or non-equilibrium (Robertson & Kravtsov 2008;
Gnedin et al. 2009a; Gnedin & Kravtsov 2010, 2011;
Christensen et al. 2012). Both models, by requiring the
presence of H2, ensure that stars form from high density
gas: generally star formation occurs in gas with n > 100
mH cm
−3 but it can be as high as n > 1000 mH cm
−3
depending on metallicity and resolution. The temper-
ature cap for star formation is also usually lowered in
these models as additional cooling processes are cap-
tured. The equilibrium models do not explicitly track
the formation and destruction of H2, but rather assume
a two-phase interstellar medium in which formation and
destruction are balanced. In the non-equilibrium model,
the formation and destruction of H2 are instead explic-
itly followed. Thus, in the non-equilibrium models, star
formation is dependent on the timescale of H2 forma-
tion, which is not the case in the equilibrium models.
Using an equilibrium H2 model, Kuhlen et al. (2012)
showed that an H2-based star formation prescription
could dramatically suppress star formation in low mass
halos where metallicities are low (and thus H2 is unable
to form). However, the suppression is weakened in H2
formation models if dense gas is able to shield and form
H2 despite low metallicities when sufficiently high reso-
lutions are achieved (e.g., Hopkins et al. 2013). In this
paper, we show that adopting a non-equilibrium model
leads to further changes. At low metallicities, there is a
delay in H2 formation times in non-equilibrium models,
leading to a quantitative difference in the ability of UFD
galaxies to form stars compared to temperature-density
threshold models.
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The two star formation prescriptions that we explore
in this paper were also adopted in Christensen et al.
(2014b, “Metals” and “H2” in that work), where it was
shown that both models produce dwarf galaxies with
nearly identical structural parameters (rotation curves,
dark matter density profiles, baryonic angular momen-
tum distributions) for galaxies with ∼108 M⊙ in stellar
mass. Only the mass in galactic winds varied, but by
less than a factor of two. We show in this work that,
although these star formation prescriptions lead to sim-
ilar galaxies in the classical dwarf galaxy mass range,
differences arise on the scale of UFDs.
The differences that star formation prescriptions in-
troduce on UFD scales have important ramifications,
e.g., for the slope and scatter at the faint-end of the
Stellar Mass – Halo Mass (SMHM) relation and the
slope of the stellar mass function in the ultra-faint
regime (Lin & Ishak 2016; Munshi et al. 2017). In
this paper we also emphasize the impact on the ex-
pected number of UFD satellites in dwarf galaxies, as
this has been an active area of investigation recently
(Wheeler et al. 2015; Dooley et al. 2017b), particularly
with respect to possible companions of the Magel-
lanic Clouds (Dooley et al. 2017a; Deason et al. 2015;
Yozin & Bekki 2015; Jethwa et al. 2016; Sales et al.
2017; Kallivayalil et al. 2018; Li et al. 2018). The fa-
vored Λ Cold Dark Matter (ΛCDM) cosmological model
predicts that structure formation is self-similar. All dark
matter halos should contain an abundance of dark mat-
ter substructure, from the largest galaxy cluster halos,
to the smallest halos containing observed dwarf galaxies,
and beyond. The scale-free nature of the subhalo mass
function in ΛCDM suggests that groups of subhalos
should be common (Li & Helmi 2008; D’Onghia & Lake
2008; Sales et al. 2011; Nichols et al. 2011). Because
low-mass halos form earlier, are denser, and fall into
smaller hosts before larger ones, it is likely that satel-
lites of satellites or of low mass isolated halos have
survived longer than their counterparts that fell di-
rectly into the Milky Way (Diemand et al. 2005). This
suggests that one way to search for ultra-faint galaxies
might be to search for satellites of known dwarf galaxies
(Rashkov et al. 2012; Sales et al. 2013; Wheeler et al.
2015; Carlin et al. 2016; Patel et al. 2018). Dooley et al.
(2017b) used a range of SMHM relations derived from
abundance matching results combined with a model for
reionization to show that isolated dwarfs in the Local
Group are extremely interesting targets in the hunt for
ever-fainter dwarfs.
This paper is organized as follows: we describe our
simulations in Section 2. In Section 3 we quantify the
occupation fraction of dark matter halos as a function
of declining halo mass, and show that at the lowest halo
masses there is a drastic difference in the number of
luminous dwarf galaxy satellites in simulations with dif-
ferent star formation prescriptions. We find that the
inability of low mass halos to form H2 in the reioniza-
tion epoch suppresses star formation relative to the same
halos run with a temperature-density threshold star for-
mation model. In Section 4, we demonstrate how the
choice of star formation implementation impacts various
quantities (star formation histories, stellar mass func-
tion, and probability of a classical dwarf hosting UFD
satellites) that have recently been studied using simula-
tions of dwarf galaxies. We discuss our results, including
limitations of our model, in Section 5. We summarize in
Section 6.
2. THE SIMULATIONS
The simulations used in this work are run with the
N-Body + Smoothed Particle Hydrodynamics (SPH)
code ChaNGa (Menon et al. 2015) in a fully cos-
mological ΛCDM context using WMAP Year 3 cos-
mology: Ω0 = 0.26, Λ=0.74, h = 0.73, σ8=0.77,
n=0.96. ChaNGa utilizes the charm++ run-time
system for dynamic load balancing and computa-
tion/communication overlap in order to effectively scale
up the number of cores. This improved scaling has
allowed for the simulation of large, high-resolution vol-
umes (e.g., Tremmel et al. 2017; Anderson et al. 2017)
that were previously unattainable with ChaNGa’s pre-
decessor code, Gasoline. We use this scaling here to
simulate a volume of dwarf galaxies, twice, requiring a
total of ∼10 million CPU hours.
ChaNGa adopts all the same physics modules (de-
scribed below) as Gasoline, but has an improved SPH
implementation that uses the geometric mean density
to more realistically model the gas physics at the hot-
cold interface (Wadsley et al. 2017). The developers of
ChaNGa are part of the agora collaboration, which
aims to compare the implementation of hydrodynamics
across cosmological codes (Kim et al. 2014, 2016).
Our galaxy sample is drawn from a uniform dark
matter-only simulation of a 25 Mpc per side cube. From
this volume, we select a field–like region representing a
cosmological “sheet” roughly 3 Mpc in diameter, con-
taining almost 7000 isolated dark matter halos from 2
×1010 M⊙ in halo mass down to our resolution limit
of 4.3 × 105 M⊙ (64 particles). We then re-simulate
this field at extremely high resolution using the “zoom-
in” volume renormalization technique (Katz & White
1993). The zoom-in technique allows for high resolution
in the region of interest, while accurately capturing the
tidal torques from large scale structure that deliver an-
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gular momentum to galaxy halos (Barnes & Efstathiou
1987). These zoom-in simulations have a hydrodynam-
ical smoothing length as small as 6 pc, a gravitational
force softening of 60 pc, and an equivalent resolution to
a 40963 particle grid. Dark matter particles have a mass
of 6650M⊙, while gas particles begin with a mass of 1410
M⊙, and star particles are born with 30% of their par-
ent gas particle mass. The dark matter-only version of
this volume was run in both a CDM and self-interacting
dark matter (SIDM) model in Fry et al. (2015). Follow-
ing the convention in that paper, we adopt the nickname
“The 40 Thieves.”
Metal Cooling (MC): The “Metal Cooling (MC)”
version of the 40 Thieves includes cooling of the gas
via primordial and metal-line cooling, non-equilibrium
abundances of H and He, and diffusion of metals to
neighboring gas particles (Shen et al. 2010). Addition-
ally, we adopt a simple model for self-shielding of the
HI gas following Pontzen et al. (2008). Star formation
occurs stochastically when gas particles become cold
(T< 104K) and when gas reaches a density threshold
of 100 mH cm
−3, comparable to the mean density of
molecular clouds. The probability, p, of spawning a star
particle is a function of the local dynamical time tform:
p =
mgas
mstar
(
1− e−c
∗
∆t/tform
)
(1)
where mgas is the mass of the gas particle and mstar
is the initial mass of the potential star particle. A
star formation efficiency parameter, c∗ = 0.1, gives the
correct normalization of the Kennicutt-Schmidt relation
(Christensen et al. 2014b).
Molecular Hydrogen (H2): The “Molecular Hydro-
gen (H2)” version of the 40 Thieves includes the afore-
mentioned metal line cooling and metal diffusion, with
the addition of non-equilibrium H2 abundances and H2-
based star formation. Our H2 abundance calculation
includes a both a gas-phase and dust-dependent descrip-
tion of H2 creation and destruction. H2 forms via H
−
in the gas phase, and is collisionally dissociated. The
dust phase is dominant as soon as a small amount of
metals are present. A detailed discussion of the cal-
culation of H2 formation on dust grains is given in
Christensen et al. (2012, hereafter CH12). Destruction
of H2 by Lyman-Werner (LW) radiation is calculated
due to both the UV background and from nearby young
stars. An extensive calculation of the photodissociation
by LW radiation is found in CH12. Shielding of HI and
H2 is based on particle metallicity (Gnedin et al. 2009b,
CH12). As in CH12, the SFR in this simulation is set
by the local gas density and the H2 fraction. The star
formation probability is again given by equation 1, but
c∗ is modified such that c∗ = c∗0XH2 , where c
∗
0 = 0.1
and XH2 is the fraction of baryons in H2. We restrict
star formation to occur in gas particles with T < 103 K.
With the inclusion of the H2 fraction term, gas in low-
metallicity dwarfs tends to reach even higher densities
(required for the gas to shield and form H2) than the
MC model before it can form stars (Christensen et al.
2014b).
We apply a uniform, time-dependent UV field from
Haardt & Madau (2012) to model photoionization
and photoheating for both runs. Both simulations
adopt the “blastwave” supernova feedback approach
(Stinson et al. 2006), in which mass, thermal energy,
and metals are deposited into nearby gas when massive
stars evolve into supernovae. The thermal energy de-
posited amongst those nearby gas neighbors is 1051 ergs
per supernova event. Following Stinson et al. (2010),
we quantize the feedback so that supernovae only occur
when whole stars have gone supernova, as opposed to
slowly releasing fractions of supernova energy at every
time step. Subsequently, gas cooling is turned off un-
til the end of the momentum-conserving phase of the
supernova blastwave. This model keeps gas hydrody-
namically coupled at all times.
Our feedback model does not explicitly include
processes such as cosmic rays, or those caused by
young stars such as photoionization, momentum in-
jection from stellar winds, and radiation pressure (e.g.,
Thompson et al. 2005; Wise et al. 2012; Murray et al.
2011; Hopkins et al. 2012; Sharma & Nath 2012; Agertz et al.
2013; Booth et al. 2013; Simpson et al. 2016; Salem et al.
2016; Farber et al. 2018; Kannan et al. 2018). However,
the physical prescriptions described above have been
able to reproduce and explain properties of galaxies over
a wide range of masses, regardless of which SF recipe
is adopted. In addition to simulating the first bulgeless
disk galaxy and dark matter cores (Governato et al.
2010; Brook et al. 2011), simulated galaxies match the
observed mass – metallicity relation (Brooks et al. 2007;
Christensen et al. 2016), the baryonic Tully-Fisher re-
lation (Christensen et al. 2016; Brooks et al. 2017), the
size – luminosity relation (Brooks et al. 2011), the stel-
lar mass to halo mass relation determined from abun-
dance matching (Munshi et al. 2013), and the sizes
and fractions of HI in local galaxies (Brooks et al.
2017). They also match the abundance of DLA systems
(Pontzen et al. 2008), and the numbers and internal ve-
locities of dwarf Spheroidal satellites (Brooks & Zolotov
2014). In what follows, we extend these successful mod-
els to lower masses and demonstrate for the first time
that the differing star formation models impact galaxy
formation on UFD scales.
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Figure 1. Cumulative halo mass functions. The solid line is the cumulative mass function for the dark matter-only (DMO)
run; the dashed and dotted lines are the cumulative mass function for the two baryonic runs using all halos; the two dot-dashed
lines are the cumulative mass function using only occupied (luminous) halos in the baryonic runs. Inset: A zoom in of the
occupied halos in both the H2 and MC runs. The fraction of dark (non-luminous) halos continues to increase with decreasing
halo mass in the MC run, but remains constant in the H2 run below ∼ 10
8.5 M⊙ in halo mass. The H2 run contains far fewer
occupied halos than the corresponding MC run, by roughly a factor of five.
Halos are identified and tracked with Amiga’s Halo
Finder (AHF Gill et al. 2004; Knollmann & Knebe
2009). AHF calculates the virial mass of each halo
(given in this paper by Mhalo) as the total mass with
a sphere that encloses an overdensity relative to the
critical density of 200ρcrit(z).
3. RESULTS
Figure 1 shows the cumulative halo mass functions
for both of the baryonic (MC and H2) and dark matter-
only versions of the 40 Thieves. The top three lines
(solid, dashed, and dotted) include all dark matter halos
(both isolated and satellite galaxies) down to 107 M⊙ in
halo mass (corresponding roughly to the hydrogen cool-
ing limit) at z = 0, regardless of whether they contain
stars. The bottom two lines are only those halos that
are “occupied” by stars, and are also shown separately
in an inset for clarity. A given dark matter halo in a
baryonic run is less massive than in the corresponding
dark matter-only simulation (see also Sawala et al. 2013;
Munshi et al. 2013). The root cause of this mismatch is
baryon ejection from low mass halos (either by heating
from the UV background and/or as a result of super-
nova feedback) which slows not only the galaxy growth
rate, but the dark matter halo growth rate as well. As
a direct result, the total number of dark matter halos
with Mhalo >10
7 M⊙ is reduced (∼75%) in the baryonic
versions compared to the dark matter-only run.
The inset of Figure 1 shows in closer detail the cumu-
lative halo mass function for only those halos that “host
a galaxy,” i.e., contain a minimum of one star particle
(see also Sawala et al. 2015) in both the MC and H2
runs. The number of luminous halos continues to rise
toward lower halo masses in the MC run, but stops ris-
ing below Mhalo ∼ 10
8.5 M⊙ in the H2 run. There are
nearly five times as many occupied halos above 107 M⊙
in the MC run than in the H2 run. If we focus only on
the higher mass halos in our matched sample (defined
6 F. Munshi et al.
Figure 2. The number of stars in a halo at the time the
maximum halo mass is attained versus the maximum halo
mass, for both the MC and H2 runs. The dashed line sepa-
rates the galaxies in our matched sample (Mhalo > 10
8 M⊙
and ≥ 7 star particles). Lines connect matched galaxies in
both the MC and H2 runs. Above 10
9 M⊙ in halo masses,
the galaxies are well-matched across runs, but below 109 M⊙
there are more galaxies produced in the MC run than the H2
run.
next), the difference drops to about a factor of two (see
Figures 2 and 3).
3.1. Matched Sample
The galaxies with one star particles are, by definition,
not resolved. In this section we set out to identify a
set of halos that can be reliably compared against each
other from each run. For every dark matter halo that
contains a star particle at z = 0, we trace back the most
massive progenitor halo and identify the time step in
which it has the maximum number of dark matter par-
ticles. In Figure 2 we show the halo mass and number
of star particles inside the halo at that step. Solid lines
connect matched galaxies across the MC and H2 ver-
sions of the simulation. For halos above 109 M⊙, halos
are well-matched, with a one-to-one correspondence be-
tween formed galaxies. Below 109 M⊙, however, it is
clear that the MC run forms more galaxies than the H2
run, and even in the matched cases the H2 galaxies tend
to form fewer stars at these low halo masses.
For halos with maximum halo mass above 108 M⊙
and Nstar ≥ 7, there are MC halos that contain galaxies
but with matched counterparts in the H2 run that are
completely dark. We have examined those dark halos
in more detail to test whether their lack of star forma-
tion is expected for the H2 model given the resolution.
We have approached this in two ways. First, similar to
Kuhlen et al. (2013), we compare the surface densities
of our gas particles to the critical surface density Σcrit at
which atomic H converts to molecular H. The metallic-
ity of our non-star forming gas is Z/Z⊙ = 10
−3 or lower.
At Z/Z⊙ = 10
−3, Σcrit = 5700 M⊙ pc
−2. The non-star
forming gas in the dark matched H2 halos remains at
surface densities < 10 M⊙ pc
−2. Thus, it would not be
capable of forming H2, and therefore should not form
stars in the H2 run (see also Sternberg et al. 2014).
Second, we can examine the timescale, tH2 , for atomic
H to convert to molecular H following Krumholz (2012).
Following their equation 7:
tH2
tff
= 24Z−1C−1n
−1/2
0
(2)
where tff is the free-fall time, Z is the metallicity of
the gas relative to solar, C is a clumping factor equal
to 10 in our simulations, and n0 = 〈nH〉 /1 cm
−3 where
〈nH〉 is the mean hydrogen density. For the non-star
forming gas in our matched H2 halos, 〈nH〉 is about 10
mH cm
−3. The free-fall time depends on 〈nH〉 as well,
and is 13.6 Myr at 10 mH cm
−3. The timescale for H2
formation, tH2 , is more than 10 Gyr for our gas with
Z/Z⊙ = 10
−3. Even at higher densities of 〈nH〉 = 100
mH cm
−3, the timescale for H2 formation is over 1 Gyr.
Thus, significant amounts of H2 simply cannot form
in these halos before reionization at this resolution (we
discuss limitations of the resolution in Section 5). We
conclude that our dark halos in the H2 run are behaving
as expected. We therefore restrict the following anal-
ysis to matched halos with Mhalo,max > 10
8 M⊙ and
Nstars ≥ 7. It should be clear that we do not mean that
these halos are “converged” across the two star forma-
tion recipes. The star formation in the two runs in the
lowest mass halos is dramatically different, with the MC
run forming stars while matched halos in the H2 run re-
main dark. Even when the H2 run forms stars there is
a discrepancy in stellar mass with the matched halos in
the MC run for halos with Mhalo,max . 10
9 M⊙. This
is exactly the difference we wish to explore in this work.
3.2. The Formation of Dwarf Galaxies
In Figure 3 we show the resulting stellar mass to
halo mass relation for matched halos in both the MC
(left panel) and H2 (right panel) versions of the 40
Thieves. Each galaxy is color coded by its V -band mag-
nitude at z = 0. Filled circles are central (isolated)
galaxies, while stars are satellite galaxies. Four of the
lines show results from abundance matching in dwarf
galaxies (Brook et al. 2014; Garrison-Kimmel et al.
2014; Read et al. 2017; Jethwa et al. 2018), and the
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Figure 3. Stellar to Halo Mass relationship for both simulations, showing only the matched galaxies from Figure 2. Left
panel: MC Run. Right panel: H2 run. Circles are central galaxies and stars are resolved satellites. Galaxies are color-coded
by their V -band magnitude (see color bar on top). Stellar masses are derived based on photometric colors, and halo masses
are taken from the DM-only version of the run to be consistent with the abundance matching results shown (Brook et al. 2014;
Garrison-Kimmel et al. 2014; Read et al. 2017; Jethwa et al. 2018). We plot z = 0 halo masses. We also show simulation results
from Sawala et al. (2015). A similar number of central galaxies form in both simulations for Mhalo > 10
9 M⊙, but more galaxies
form in the MC run at lower halo masses, and there are many more luminous satellites in the MC run.
fifth line shows the simulation results of Sawala et al.
(2015). The stellar masses have been calculated follow-
ing Munshi et al. (2013), based on photometric colors.
To be consistent with abundance matching, the halo
masses are the mass in the corresponding dark matter-
only run. Note that we plot z = 0 halo masses, while the
abundance matching results use maximum halo mass.
Thus, the satellite results should not be compared di-
rectly to the lines (though we note that all satellites
must have peak halo masses above 108 M⊙ to be in-
cluded in the sample shown here).
Again, it is immediately obvious from Figure 3 that
there are galaxies residing in halos above Mhalo ∼10
9
M⊙ that are produced in both runs. However, below
∼109 M⊙ the number of galaxies diverges, with twice
as many halos containing galaxies in the MC run. We
can now see from Figure 3 that many of these low mass
halos are satellites (colored stars). There are five times
as many satellites in the MC run than in the H2 run.
All of the satellites in these runs are in the ultra-faint
luminosity range. Like observed UFDs (Brown et al.
2012, 2014; Weisz et al. 2014a,b), they tend to form the
bulk of their stars early, with their star formation trick-
ling off soon after reionization (see Figure 5, discussed
further below). In Figure 4 we compare the phase di-
agram for gas that forms stars within the first 1 Gyr
of both simulations (i.e., before the end of reionization
at z ∼ 6). Although there is some overlap in the star
formation temperatures and densities between the two
runs, there is a clear offset in the regions where the ma-
jority of stars form. In the MC run (grey points), stars
tend to form from gas that spans a range of tempera-
0 1 2 3 4 5 6
log(mH cm-3)
0
200
400
600
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)
Figure 4. Comparison of the phase diagrams for star form-
ing gas between the MC run (grey points) and the H2 run
(contours + black points) for all stars formed in the first Gyr
of the simulation. Note that the range of densities forming
stars in the H2 run, while slightly overlapping with that in
the MC run, overwhelmingly tend to be higher than those in
the MC run.
tures (up to 104 K) but is near the threshold density
(100 mH cm
−3). In the H2 run (contours and black
points), star-forming gas forms from colder, denser gas
(< 500 K and & 1000 mH cm
−3). This difference was
also discussed in CH12 (see their Figure 13).
The higher densities that stars form from in the H2
model is tied directly to the subgrid H2 formation model.
At solar metallicities, the two models form star particles
at similar densities, but the models diverge as metallic-
ity decreases. As described in CH12, when metals are
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present the formation of H2 is dominated by formation
on dust grains. In the reionization epoch when metal-
licities are extremely low, formation may also proceed
through gas-phase reactions. However, during the reion-
izaton epoch both of these processes are inefficient and
slow. As a result, gas particles will frequently reach high
densities through gravitational collapse prior to forming
significant amounts of H2. At the same time, the low
metallicities reduce the amount of dust-shielding, which
means that H2 (and thus star formation) can only per-
sist in high density gas. For most of the H2 subhalos,
significant amounts of H2 can never be created before
reionization removes the gas from the halos. In the MC
run, because stars can form in lower density atomic gas,
star formation can begin before reionization quenches it.
This also explains why the MC run tends to form more
stars in general for galaxies in halos with Mhalo < 10
9
M⊙ (see Figure 2).
Even at z = 0, the most massive matched dwarfs in
this work still show a difference in the effective star for-
mation density threshold due to the impact of metallic-
ity on dust-shielding (CH12; Christensen et al. 2014b).
Despite this, dwarf galaxies in halos above ∼109 M⊙
generally still form similar numbers of star particles, due
to their ability to self-regulate. This is consistent with
the prior results discussed in the Introduction that found
that the density threshold had little impact on the re-
sulting SFR. However, a slight excess of stars seems to
form in the H2 model relative to the MC model at these
masses (see Figure 2). This excess is likely due to the
ability of the gas to shield in the H2 model, protecting
the gas from heating and leading to additional cold gas
present in the H2 simulations. The excess cold gas re-
sults in slightly higher stellar masses in the H2 run in
halos ∼1010 M⊙.
Kuhlen et al. (2012) were the first to show that a
model for H2-based star formation could suppress star
formation in dwarf galaxies primarily due to their lower
metallicities. However, they found that their equilib-
rium H2 model suppressed all star formation in ha-
los below about Mhalo = 10
10 M⊙, while our non-
equilibrium H2 model forms stars in halos down to Mhalo
= 108.5. Reionization played no role in Kuhlen et al.
(2012), since their lowest mass halo that was able to
form stars was well above the halo mass thought to
be impacted by reionization. On the other hand, the
changes in stellar mass that we see in halos below ∼109
M⊙ are explicitly due to the fact that these are halos
in which reionization can strongly affect the evolution.
The MC halos are able to start forming stars at lower
densities than their H2 counterparts, and thus are able
to produce more stars before reionization removes their
gas.
3.3. Delayed Merging
Early star formation is not the only reason why there
are more satellites in the MC run than in the H2 run:
more of the satellites survive. Three of the surviving
subhalos in the MC run are completely disrupted in the
H2 run after merging with a parent halo. Two of those
halos had managed to form stars in the H2 run before be-
ing fully destroyed. In fact, a close examination of Fig-
ure 5 shows that there is a surviving satellite in the MC
run with a very extended star formation history (SFH;
bolded red dashed line in the left panel). This satellite
had a counterpart in the H2 run with an extended SFH,
but the subhalo is completely disrupted and part of the
second largest halo in the H2 run at z = 0. All three
of the surviving subhalos in the MC run are completely
merged in the dark matter-only run as well.
Schewtschenko & Maccio` (2011) showed that mergers
occur later in simulations with baryonic feedback than
in matched halos in an identical dark matter-only sim-
ulation. They hypothesized that the pressure of the hot
halos found in baryonic simulations slows down accre-
tion of subhalos. Our simulated dwarf galaxies do have
hot halos of gas around them (Wright et al. 2018), with
the mass in hot gas being up to an order of magnitude
greater than the HI gas mass. Later infall of subhalos
then leads to less tidal mass loss for subhalos simply due
to the fact that there is less time for tidal stripping be-
tween infall and z = 0 (Ahmed et al., in prep.). The end
result should be that fewer satellites are fully destroyed
at z = 0 for a run with baryonic feedback. 1
These results suggest that the feedback in the MC
run is stronger, delaying mergers of subhalos. Indeed,
another indication that feedback is stronger in the MC
run is that the overall halo masses tend to be lower (see
comparison of maximumMhalo for matched halos in Fig-
ure 2). As mentioned previously, feedback reduces the
growth of halos (Munshi et al. 2013; Sawala et al. 2013).
Despite the fact that the feedback recipe is the same in
both the MC and H2 runs, feedback is injected into lower
density gas in the MC run because the MC run rarely
reaches the higher densities found in the H2 run (see,
e.g., figure 7 of Christensen et al. 2014b). When com-
paring the nine most massive isolated dwarfs at z = 0
1 This assumes that additional tidal effects from the potential
of the central galaxy are negligible. The disk potential is not
negligible in Milky Way-mass galaxies (Pen˜arrubia et al. 2010;
Zolotov et al. 2012; Arraki et al. 2014; Brooks & Zolotov 2014;
Garrison-Kimmel et al. 2017b), but is expected to be negligible
in dwarf galaxies.
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Figure 5. Cumulative SFHs for the simulated galaxies. The MC run is shown in red, the H2 run in blue. Solid lines are central
galaxies at z = 0, while dashed lines are satellites. Left Panel: All surviving matched galaxies at z = 0. One MC satellite is
shown in a thicker dashed line that has an extended SFH, but its H2 counterpart has been destroyed in a merger, as discussed
in Section 3.3. Right Panel: A subset of the galaxies shown in the left panel that are discussed in Sections 3.3 and 4.1. The four
MC galaxies that do not begin forming stars until after 1 Gyr are shown (two satellites – red dashed, two centrals – solid red).
The two H2 galaxies that don’t start star formation until after 1 Gyr are shown (solid blue) along with their MC counterparts
that start forming stars much earlier (solid red).
(where the stellar masses are similar), the H2 dwarf
galaxies on average have 10% higher dark matter mass
and more than twice the mass in hot gas within their
virial radii (and more baryons generally) compared to
their MC counterparts.2 Thus, it seems that the MC
galaxies have been able to remove more baryonic ma-
terial from their halos, delaying their growth in dark
matter as well.
However, this result is seemingly at odds with previ-
ous comparisons of these two models (Christensen et al.
2014a), which found that the H2 model had more
effective feedback and drove slightly more outflows.
While the previous work used the Gasoline code,
we use ChaNGa with an updated SPH treatment
(Wadsley et al. 2017) and quantized feedback. It is
not clear if these changes alter the feedback, making
the MC run more effective at removing baryons. A full
investigation is beyond the scope of this paper, but we
find that all evidence points to stronger feedback in the
current MC runs than in the H2 runs.
2 Since the hot gas mass of the MC galaxies is smaller than
the H2 runs, the delayed merging of subhalos does not seem to
be a direct result of pressure from the hot halo (as was proposed
in Schewtschenko & Maccio` 2011), but rather a response to the
ejection of the gas itself.
In summary, these results suggest that feedback can
lead to delayed mergers of the UFD satellites. Combined
with the ability to form stars at early times in more
halos in the MC run, this makes the difference in satellite
numbers even more stark at z = 0 between the two runs.
4. IMPLICATIONS
The fact that star formation is restricted to differ-
ent types of gas in these two commonly adopted models
leads to some implications that should be considered
when comparing predictions from different simulations.
Here, we examine a few observables that are commonly
predicted by simulators, demonstrate that future obser-
vations have the potential to pinpoint more accurate
physical models.
4.1. Delayed Star Formation
Consistent with the results presented in Section 3, we
find that there is a delay in the onset of star formation
in the H2 run compared to matched halos in the MC
run. We highlight a few cases of this in the right panel
of Figure 5. In general (as can be seen in the left panel
of Figure 5), most of our galaxies begin to form stars
before z = 6, i.e., in the first 1 Gyr after the Big Bang.
However, there are two (central) galaxies in the H2 run
that only begin to form stars after 1 Gyr (shown in blue).
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Because their counterparts in the MC run can form stars
without first generating significant amounts of H2, the
MC counterparts all begin star formation before the end
of reionization (the counterparts are also shown in red
in the right panel of Figure 5 – they are the two MC
galaxies shown that begin star formation before 1 Gyr).
However, post-reionization onset of star formation
cannot be attributed to only a single star formation
model. There are four galaxies (two centrals and two
satellites, shown in the right panel of Figure 5) in the
MC run that do not begin to form their stars until af-
ter 1 Gyr. In each of the four cases, their counterparts
in the H2 run are dark halos that never formed stars.
In that case, we might say that the star formation is
so delayed in the H2 run that it does not occur before
z = 0.
In general, all observed galaxies have early star for-
mation, though the error bars on the time of onset can
be 1 Gyr or more depending on how far down the main-
sequence resolved stars are detected (Brown et al. 2012,
2014; Weisz et al. 2014a,b). It is not clear if our galaxies
that delay star formation until after reionization are con-
sistent with observations. However, the dwarf galaxies
in these simulated volumes are much further away from
a massive galaxy than any observed galaxies with re-
solved star formation histories that have pushed below
the oldest main-sequence turnoff. Our dwarf galaxies
are ∼5 Mpc away from a Milky Way-mass galaxy. It re-
mains to be seen if environment plays any role in onset
of star formation.
In summary, while the H2 run has consistently later
star formation (or none at all by z = 0) compared to
matched galaxies in the MC run, there is no obvious
trend in onset time that could be used to discriminate
models based on observations. Rather, it is the number
of galaxies and stellar mass of those galaxies that dis-
criminates the models (discussed in the next section).
4.2. Stellar Mass Function
The factor of two difference in the number of faint
dwarf galaxies that form between our two models will
lead to different faint ends of the stellar mass func-
tion (SMF). Additionally, the fact that the MC run
forms higher stellar masses for matched galaxies with
Mhalo,max < 10
9 M⊙ (see Figure 2) will also alter the
SMF.
First, we demonstrate the difference in the SMF that
arises due to the different number of low mass galaxies
in each model alone. For both the MC and H2 models,
we populate a SMF following the method outlined in
Garrison-Kimmel et al. (2017a) in which the scatter, σ,
in the stellar mass at a given halo mass grows as
σ = 0.2 + γ(log10Mhalo − log10M1) (3)
where γ is the rate as which the scatter grows, and
M1 is a characteristic halo mass above which the scat-
ter remains constant. We adopt the scatter model
for field galaxies from Garrison-Kimmel et al. (2017a),
where M1 = 10
11.5 M⊙ and γ = −0.25. We popu-
late the z = 0 ELVIS catalogs (Garrison-Kimmel et al.
2014) with this SMHM relation, and then assign galax-
ies as “dark” based on the fraction of luminous to non-
luminous halos shown in Figure 1 for each of our models.
The resulting SMFs are shown in Figure 6 as the blue
(MC) and green (H2) lines. We do this 1000 times in
order to estimate our errors (dashed lines), and normal-
ize the results so that each has 12 galaxies with stellar
mass comparable to Fornax (this is roughly the num-
ber of Fornax-mass galaxies within 1 Mpc McConnachie
2012). Figure 6 demonstrates that there is a difference
in slope below Mstar ∼ 10
5 M⊙, with the H2 simulation
predicting the shallower faint-end slope.
The blue and green lines adopt the same slope and
scatter of the SMHM relation, and thus only reflect
the change in the fraction of “occupied” dark mat-
ter halos shown in Figure 1. However, the H2 model
tends to form fewer stars in matched halos at the low
mass end, which will yield a steeper SMHM slope that
will impact the SMF. As can be seen in Figure 3, the
Garrison-Kimmel et al. (2017a) SMHM slope appears to
be a decent fit to the central galaxies in the MC run
(left panel). However, the Brook et al. (2014) SMHM
slope appears to be a better match to the central galax-
ies in the H2 run. Our simulations do not have enough
galaxies to independently define the slope and scatter of
the SMHM relation for each prescription, so we adopt
the slope and scatter of Garrison-Kimmel et al. (2017a)
to describe the MC run, and Brook et al. (2014) to
describe the H2 run, in order to show the additional
affect that the steeper SMHM relation will have on
the SMF. We assume the same growing scatter as in
the Garrison-Kimmel et al. (2017a) relation but applied
to the Brook et al. (2014) slope, and again adopt the
galaxy occupation fraction for the H2 simulation. The
result is shown as the orange line in Figure 6. It can
now be seen that there is a dramatic difference in the
number of expected UFD galaxies in the two models.
The SMF for the two runs is indistinguishable above
Mstar ∼ 10
5 M⊙. Since this is the mass range that
is currently best constrained, current observations can-
not constrain the two models. However, galaxies at
lower stellar masses are being discovered by surveys like
DES and HSC-SSP, and potentially hundreds will be
Ultra-faint Satellites 11
103 104 105 106 107
Mstar [M⊙ ]
101
102
103
N>
M
H2 [GK⊙ 2017]
MC [GK⊙ 2017]
H2 [B ook⊙ 2014]
DES dwa f galaxies
Figure 6. Comparison of stellar mass functions predicted by the H2 run (green) and the MC run (blue) assuming the slope and
scatter of the SMHM relation follows Garrison-Kimmel et al. (2017a) and following the occupation fractions shown in Figure 1.
The orange line is the SMF predicted for the H2 run assuming the slope of the SMHM better follows Brook et al. (2014). The
grey shaded region represents the recent discovery space for DES. 1-σ errors for each mass function are shown in corresponding
colored dashed lines.
found near the Milky Way with the Large Synoptic Sur-
vey Telescope (LSST; Tollerud et al. 2008; Walsh et al.
2009; Newton et al. 2018), and out to greater distances
using integrated light surveys (Danieli et al. 2018). The
masses of the UFDs discovered in DES is highlighted
by the grey region in Figure 6. It can be seen that
pure number counts of faint dwarfs in LSST (i.e., UFDs
found out to ∼1 Mpc) can help us to constrain how star
formation proceeded at high redshift.
4.3. Satellites of Dwarf Galaxies
As discussed above, the MC simulation contains five
times more satellites than the H2 run at z = 0. Here
we use this result to estimate the predicted frequency of
satellites around dwarfs in the Local Group in the two
models.
We follow the methodology in Wheeler et al. (2015)
and use the ELVIS suite of collisionless zoom-in simula-
tions of Local Group-like environments (Garrison-Kimmel et al.
2014) combined with the results of our two simulations
to predict the frequency of a satellite around a dwarf
galaxy with Mvir ∼ 10
10 M⊙. To summarize the pro-
cedure: (1) we select isolated dwarf galaxies from the
ELVIS suite from both the isolated and paired Milky
Way-mass halo simulations and (2) we estimate the fre-
quency of subhalos with peak Mvir ≥ 10
8 M⊙ within 50
kpc of the dwarf host. Figure 7 shows the results.
As expected, the MC model predicts that UFD satel-
lites of dwarf galaxies are more abundant than the H2
model. The MC run produces non-negligible frequencies
for finding at least one satellite around a dwarf host,
46%. The H2 model predictions are roughly a factor of
4 lower, at 16%. The H2 model also suppresses galaxy
formation to the point that no Local Group dwarf with
Mvir ∼ 10
10 M⊙ is expected to host more than one lumi-
nous satellite companion, while multiple UFD satellites
are possible in the MC run.
The Wheeler et al. (2015) results adopt the FIRE 1
star formation and feedback prescription (Hopkins et al.
2014). FIRE 1 adopted a threshold for star forma-
tion of > 100 mH cm
−3, while the updated FIRE 2
adopts a higher density threshold of > 1000 mH cm
−3
(Hopkins et al. 2018). Both FIRE 1 and FIRE 2 use the
equilibrium model from Krumholz & Gnedin (2011) to
determine the H2 fraction in a given particle, which is
used to calculate the self-shielding of the gas particle and
the cooling rate. The presence of H2 for star formation is
an explicit requirement, which is usually ensured by the
simultaneous requirement of a high density threshold.
However, because FIRE adopts the equilibrium model
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Figure 7. Comparison of the predictions from hydrodynamic simulations for the number of luminous subhalos around dwarf
galaxies. The two solid lines are for the simulations in this work (black = MC model, blue = H2 model), the red dashed for
Wheeler et al. (2015). Each simulation has a different star formation and/or feedback recipe, with the model in Wheeler et al.
(2015) being more similar to the MC run (discussed further in the text). This figure demonstrates that the subgrid physics of
the simulation affects the predictions for luminous subhalos, in some cases by a factor of ∼4.
of H2, there is no delay in star formation due to the H2
formation time.
Figure 7 demonstrates that the predictions in Wheeler et al.
(2015) are closer to our MC results than H2 results. This
is in line with our expectations given the similarity in
star formation threshold (and resolution) between the
FIRE 1 model and the MC model. Of course, both the
feedback and reionization models in FIRE are different
than those used here, which may also play some role
in the results. We note, though, that we have adopted
a reionization model (Haardt & Madau 2012) that is
known to lead to earlier reionization than that used in
FIRE (Faucher-Gigue`re et al. 2009), as was shown in
On˜orbe et al. (2017). Despite the stronger, earlier heat-
ing in our MC model, we predict slightly more satellites
than Wheeler et al. (2015).
The results presented in Figure 7 serve to underscore
that current predictions for the number of UFD satel-
lites expected around Local Group dwarfs should be ap-
proached with caution. This work highlights the range
of values we expect to see in state-of-the-art zoom sim-
ulations that reach the UFD mass/luminosity range.3
3 Though we note that these results are all currently based off of
simulations of classical field dwarfs, and no one has yet simulated
UFDs around a Milky Way-mass galaxy in a cosmological context.
However, we do not currently know what star formation
physics model is “correct.” Until future observations
better constrain the models, we must find independent
constraints from existing observations.
5. DISCUSSION
In this work, we have found that there is a signif-
icant delay in star formation and reduction in overall
efficiency of star formation in simulated UFD galaxies
when adopting a non-equilibrium H2-based star forma-
tion prescription relative to a prescription that adopts a
commonly-used temperature-density threshold. We ver-
ified that the LW flux external to the galaxies in our H2
model (due to either the UV background or nearby star
forming galaxies) is not high enough to dissociate H2 in
the halos that fail to form stars. Rather, the reduction
in star formation in the H2 model is due the long forma-
tion times of H2 at low metallicities in low mass halos.
The delay in H2 formation prevents or suppresses star
formation in UFD galaxies because reionization can heat
their gas before significant star formation can occur. In
contrast, the MC model allows star formation to occur
as soon as gas reaches a high enough density threshold,
and more stars form before reionization can remove the
gas.
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5.1. Limitations of the Simulations
It is unlikely that either of the explored models, MC
or H2, is “correct.” The MC model does not take
into account whether the gas can shield when form-
ing stars, and shielding of the gas is likely to be a
necessary ingredient for star formation to occur. Sim-
ilarly, it has been argued that H2 is not necessary
for star formation, but that its presence is correlated
with the ability of the gas to shield (Glover & Clark
2012; Mac Low & Glover 2012; Krumholz et al. 2011;
Krumholz 2012; Clark & Glover 2014). Hence, it is pos-
sible that neither model accurately reflects the physics
of star formation in the first halos. Instead, a model
that links star formation to shielding may be more ap-
propriate (Byrne et al. 2019).
We emphasize that not all H2 models for star for-
mation will behave in the same way as our adopted
non-equilibrium H2 model. As discussed throughout
this paper, some H2 models assume equilibrium between
the formation and destruction of H2 in the interstellar
medium. Because H2 formation is not explicitly fol-
lowed, there will be no dependence on the formation
time of H2 in equilibrium models. Thus, equilibrium H2
models may behave more like the MC model, though
this remains to be tested.
5.1.1. Resolution
As seen in Equation 2, the time scale for H2 formation
is density dependent. Resolution will limit the maxi-
mum densities that we are capable of reaching. Fig-
ure 4 shows that our dwarf galaxies in the H2 run that
are able to form stars are able to reach gas densities of
1000−105mH cm
−3. Because lower mass halos will con-
tain fewer gas particles (i.e., fewer resolution elements),
this limits their ability to reach the same high densities.
Thus, it is possible that some stars should be forming
in our dark halos, but that we are unable to capture the
process.
However, resolution is a limitation of all simulations,
and our goal here is not to present the H2 model as cor-
rect. If we are missing star formation in lower mass ha-
los, then we would recommend that simulators adopt a
model that does not suppress star formation given their
resolution (e.g., an equilibrium H2 model, or a temper-
ature/density threshold model).
It is not clear, though, that we are missing star for-
mation in lower mass halos. Our H2 model suppresses
star formation in halos below 108.5 M⊙, and there is
no indication to date that this is contrary to observa-
tions. Jethwa et al. (2018) used abundance matching to
put a lower limit on the peak halo masses of Milky Way
UFDs of > 2.4× 108 M⊙. Meanwhile, Tollerud & Peek
(2018) suggest that reionization prevents galaxy forma-
tion in halos below 3×108 M⊙ in peak halo mass. Their
model is simple, with a sharp transition that has all ha-
los hosting galaxies above this mass and none below it.
This behavior is actually quite similar to our H2 model.
Thus, both of our models are in reasonable agreement
with current observational data.
5.1.2. Reionization model
Many of our low mass halos in the H2 model are not
able to form stars before reionization prevents them
from doing so. Hence, our results may be sensitive
to reionization model. Reionization is expected to
leave a visible imprint on the satellite luminosity func-
tion in the UFD range (Bose et al. 2018). We have
adopted the same model in both simulations, following
Haardt & Madau (2012). However, Haardt & Madau
(2012) has been shown to heat the IGM earlier (z ∼ 15)
than it should (On˜orbe et al. 2017), making the impact
of reionization particularly strong on our results. We
have left it to future work to quantify the impact of
a gentler reionization model on the formation of ultra-
faint dwarf galaxies, and restrict the focus of this paper
to the role of star formation recipe alone.
However, the main limitation of our reionization
model is the fact that it is uniform throughout the
simulation volume. This is common for cosmological
galaxy simulations, as the radiative transfer required to
explicitly follow patchy reionization is too computation-
ally expensive (and, as noted in Section 2, these runs
already cost millions of CPU hours each). Our dwarf
volumes are ∼5 Mpc away from a Milky Way-mass
galaxy, meaning that they may be in a lower density re-
gion that was not ionized as early as the higher density
regions surrounding massive galaxies. A more realistic
reionization model for this region may then allow some
of our dark halos to form stars. The early reionization
of Haardt & Madau (2012) may be a better represen-
tation of what subhalos that fell into the Milky Way
at early times experienced. Because the goal of UFD
modeling is often to make predictions for LSST, a model
somewhere between the two extremes of late and early
reionization is probably more appropriate. However, an
accurate study will require radiative transfer to follow
the flux of LW radiation and the dissociation of H2.
5.2. Magellanic Cloud Satellites
Recently, the Dark Energy Survey (DES), has nearly
doubled the number of known UFDs in the Milky
Way (Bechtol et al. 2015; Drlica-Wagner et al. 2015;
Kim & Jerjen 2015; Kim et al. 2015; Koposov et al.
2015; Luque et al. 2017). Many of the DES dwarfs are
thought to potentially be satellites of the Magellanic
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Cloud system (Deason et al. 2015; Yozin & Bekki 2015;
Jethwa et al. 2016; Sales et al. 2017; Kallivayalil et al.
2018; Li et al. 2018). We note that we do not have an
LMC-mass galaxy in this simulation volume. The halo
mass of the LMC is estimated to be at least Mhalo > 10
11
M⊙ (Besla 2015; Dooley et al. 2017a; Pen˜arrubia et al.
2016; Laporte et al. 2018; Erkal et al. 2018). A lot of
work has been done recently to determine if the DES
dwarfs are satellites of the LMC or Magellanic System
(e.g., Deason et al. 2015; Jethwa et al. 2016; Sales et al.
2017). The majority of studies find that 25-50% of the
newly discovered DES dwarfs are likely to have come in
with the Magellanic Clouds. Kallivayalil et al. (2018)
and Pace & Li (2018) derive proper motions from Gaia
data to test whether the UFD satellites have kinemat-
ics consistent with falling in with the Clouds. Between
the two studies, seven UFDs are thought to be associ-
ated. It is not immediately clear if these high numbers
are compatible with our predictions, given our lack of
LMC-mass galaxies.
The models of Dooley et al. (2017a) predict ∼5-15
UFDs with Mstar > 3000 M⊙ (the lower limit for at
least seven star particles in our well-matched galaxy
sample) around an LMC-mass galaxy, and ∼2-9 around
an SMC-mass galaxy. These results are consistent with
the number of UFDs that are potentially associated with
the Magellanic Cloud system. However, the abundance
matching results of Dooley et al. (2017b) put the SMC
in a halo with Mhalo > 10
11 M⊙, more massive than our
most massive simulated galaxy. Based on their abun-
dance matching results, a more direct comparison of our
most massive simulated galaxies is to WLM, for which
Dooley et al. (2017b) expect to find roughly one UFD
companion. This suggests that our results are generally
consistent with the estimates in Dooley et al. (2017b,a),
as they should be as long as our simulation results are
reasonably described by one of the SMHM relations that
they explore. However, it is unlikely that even our MC
model would predict seven satellite companions around
an LMC-mass galaxy. To reach such high numbers, the
satellites must be associated with the whole Magellanic
system (SMC+LMC), rather than just the LMC.
6. SUMMARY
In this work, we have used the highest resolution sim-
ulations to date of a cosmic volume of dwarf galaxies in
order to examine the effect of star formation recipes on
the formation of UFDs. We run our volume with two
different star formation recipes that are common in the
literature: one with a temperature/density threshold for
star formation, and another that requires the presence of
H2 for star formation. The main differences that man-
ifest between the two models occur in extremely low
metallicity gas and are 1) the timescale over which star
formation takes place and 2) the effective gas densities at
which star particles form (the first above 100 mH cm
−3
and the H2 primarily above 1000 mH cm
−3 due to grav-
itational collapse during H2 formation and reduced dust
shielding). We find that these differences lead to drasti-
cally different results for galaxy formation in halos with
Mvir < 10
9 M⊙.
Broadly, the ability of the stars in the MC model
to form earlier leads to more galaxies that can form
in low mass halos. When the H2 dependency is intro-
duced into the star formation model, however, gas in
low-metallicity, low-mass halos is less likely to reach sig-
nificant molecular fractions prior to reionization and gas
may never reach densities high enough for dust-shielding
to allow for substantial H2. As a result, many fewer
low-mass halos in the H2 run produce stars. Even when
they do produce stars, they form substantially less than
their matched counterparts in the MC run, leading to a
steeper SMHM relation and shallower faint-end SMF.
For the two models that we examine here, we find
twice as many resolved galaxies form in the lower thresh-
old (MC) run. However, most of these are satellites. We
also find that more satellites survive in the MC run, and
we conjecture that feedback in the satellites somehow
contributes to the delayed mergers/disruption of these
satellites. The combined effect leads to five times as
many satellites in the MC run than in the H2 run.
We have convolved our results with the halos in the
ELVIS simulation suite (Garrison-Kimmel et al. 2014)
in order to make predictions for the number of UFD
satellites around Local Group dwarf galaxies. We find
that the MC model predicts four times as many dwarfs
should host at least one luminous satellite compared to
the H2 model, while the H2 model predicts that no Local
Group dwarfs should host more than one UFD satellite.
Our MC model produces a similar prediction to that of
Wheeler et al. (2015), where the density threshold for
star formation was also 100 mH cm
−3.
Our goal in this paper is not to figure out which model
is correct. Rather, our goal is to stress the need for
caution in interpreting simulated UFD results. As sim-
ulations push to ever-higher resolution and UFDs be-
gin to be modeled for the first time in fully cosmologi-
cal simulations run to z = 0, the predictions for UFDs
are likely to vary from model to model due to the as-
sumptions adopted by varying modelers. This is in con-
trast to model predictions in the classical dwarf galaxy
mass range because classical dwarf galaxies are capa-
ble of self-regulating their star formation, reducing de-
pendency on the adopted prescriptions in their resulting
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stellar masses. As we push into the UFD mass range,
we are simulating galaxies for the first time that can no
longer self-regulate.
However, we have highlighted a few future observables
that will help to pinpoint the conditions for star forma-
tion in the first low mass halos. Specifically, we have
shown that the SMF and the number of UFD satel-
lites around classical dwarf galaxies will be strongly im-
pacted by star formation in UFDs during the reioniza-
tion epoch. The predicted SMF that can be probed by
LSST is shallower in the UFD range for the model that
restricts star formation to gas that has H2. This suggests
that pure number counts of UFDs that we discover in
the future can help to pinpoint the conditions required
for the first star formation in low mass halos. A bet-
ter constraint on the slope and scatter of the SMHM
relation at low masses will also help to constrain the
models.
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