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Measuring and controlling the ionization dynamics by intense laser fields has recently led
to important breakthroughs, from the investigation of tunneling time delays to attosecond
molecular imaging by electron holography. In these experiments, extracting the subtle in-
fluence of the ionic potential on the departing electrons is of capital importance, and often
challenging. Here we show that molecular chirality naturally provides a solution to this is-
sue by breaking the symmetry of the photoionization process along the laser propagation
direction. Using counter-rotating bicircular bichromatic laser fields, we produce two fami-
lies of electrons with distinct ionization dynamics. Their overlap in momentum space results
in quantum interferences, which are extremely sensitive to molecular chirality. The angular
streaking of the electrons by the rotating laser field acts as an attoclock, encoding the ioniza-
tion dynamics onto the electron ejection angle. Chirosensitive forward/backward asymme-
tries reveal the short and long spatial range influence of the ionic potential in the ionization
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One of the major successes of attosecond science in the past decade is the time-domain inves-
tigation of photoionization dynamics. The combination of experimental and theoretical studies has
established a solid understanding of the single-photon ionization dynamics, in which an electron is
ionized by an extreme ultraviolet attosecond pulse1, 2. In the strong-field regime, where electrons
are released by tunneling through the potential barrier lowered by the laser field, the situation is
more complex. The dynamics of the outgoing electrons are governed by their interactions with
both the driving laser and the parent ionic potential. These interactions are competing and their
relative contributions depend on the laser intensity as well as on the outgoing photoelectron kinetic
energy. Several recent experimental and theoretical works have led to a hot debate on the dynamics
of the process3–12, raising important fundamental questions: Is electron tunneling instantaneous?
Does the electron emerge at the exit of the tunnel with a longitudinal momentum? What is the
influence of the ionic potential on the tunneling dynamics and on the scattering process subsequent
to tunneling?
The method of choice to investigate strong-field ionization dynamics is the attoclock technique13
where an elliptically polarized few-cycle laser field ionizes the target and maps the instant of birth
of the electrons into their momentum distribution. If ionization is instantaneous (no tunneling time
and no scattering delay), the final momemtum distribution of the ejected electrons is expected to
be aligned along the short axis of the laser polarization ellipse. Any angular offset can be read as a
delay. Experimental studies revealed the existence of a significant attoclock delay, typically a few
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tens of attoseconds, when rare-gas atoms are ionized by a strong laser field3. The interpretation of
this delay has led to controversies. The attoclock angular offsets were initially interpreted as orig-
inating from both a non-zero tunneling time and a potential-induced scattering delay13. Based on
a theoretical approach for atomic hydrogen, Torlina et al. later reinterpreted angular offsets to be
originating solely from the effect of the long-range ionic potential on the outgoing electron scatter-
ing, implying a vanishing tunneling delay4. Recently, Sainadh et al. confirmed this interpretation
by attoclock measurements in hydrogen14. However, large tunneling delays were recently reported
and associated with a nonzero longitudinal momentum at the tunnel exit6. Further work showed
that this contradiction is a matter of point of view: the same experimental results can be interpreted
as resulting from zero tunneling delay and zero longitudinal momentum15, or from nonzero value
of both these quantities whose effects cancel out each other12, 16.
The role of the ionic potential in the whole strong-field ionization dynamics remains elusive
and calls for new measurement schemes. Here we introduce two key ingredients which provide
a new insight into the process – molecular chirality and tailored chiral laser fields. When chiral
molecules are photoionized by circularly polarized radiation, more electrons are ejected forward
or backward, depending on the light and molecule’s handedness17–20. This symmetry breaking is
associated with an asymmetry in the scattering phases and ionization dynamics of the electrons
ejected forward and backward21. In strong-field ionization22, 23, forward/backward asymmetries
(FBA) in the photoionization of chiral molecules can thus serve as a background-free signature of
the subtle effect of the molecular potential on the outgoing electrons, which is often neglected and
whose role is debated in the attoclock measurements.
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In our studies we replace the elliptically polarized field of the standard attoclock by a tailored
field synthesized by combining a fundamental and its second harmonic counter-rotating circularly
polarized fields24–27. This combination produces an electric field of C3 rotational symmetry (inset
in Fig. 1), whose exact shape depends on the intensity ratio between the two components. Un-
like single-color circularly polarized light, such fields can drive the ionized electrons back to the
vicinity of their parent ion. They have thus emerged in the past few years as an important tool
in strong-field physics, used to efficiently generate circularly polarized XUV radiation via high-
order harmonic generation28, to distinguish chiral molecules in high-harmonic generation29, 30, or
to control electron rescattering in photoionization9, 31, 32. Here we show that bicircular bichromatic
laser fields can release and disentangle two families of electron trajectories: direct electrons, and
delayed electrons which remain in the vicinity of the ion for a few hundreds of attoseconds before
being ejected (Fig. 1). These two families overlap in the low kinetic energy region, producing
interference patterns in the momentum distribution26. When the target is chiral, these interferences
are strongly asymmetric along the laser propagation direction, revealing the importance of the rel-
ative phase between the outgoing electrons of the two families in the chiral response (Fig. 1(a)). At
high kinetic energy, the two families of electron trajectories exhibit different angular offsets (Fig.
1(b)). This attoclock streaking is forward/backward asymmetric in chiral species, and the observed
asymmetry is much larger for the delayed electrons. Indeed, theoretical calculations show that the
attoclock angle of direct electrons is mainly dictated by the long-range and chiral part of the ionic
potential, while delayed electrons are also influenced by chirality at short range before departing
from the core.
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Figure 1: Schematic view of electron trajectories released from a chiral molecule by a counter-
rotating bicircular bichromatic laser field (shown in inset). Two families of electrons – direct (1)
and delayed (2) – are ejected, with slightly different scattering dynamics in the forward f and back-
ward b directions because of the chiral nature of the target. (a) At low kinetic energy, the electrons
from the two families have similar angular distributions and thus interfere. The asymmetric scat-
tering in the chiral potential results in a forward/backward phase-shift of the electrons and a shift
of the interference pattern. (b) At higher kinetic energy, the attoclock streaking leads to an angular
separation of the two families of electrons, with a forward/backward chirosensitive angular offset
which can be read as an attoclock delay.
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1 Electron trajectories in bicircular bichromatic photoionization
The relevance of Counter-rotating BiCircular BiChromatic (CBCBC) fields for attoclock mea-
surements was recently theoretically established27. In order to obtain an intuitive picture of the
electron dynamics in such fields, we start by studying atomic photoionization, using classical tra-
jectory Monte Carlo (CTMC) simulations. In this framework, the electron dynamics are described
in terms of a statistical ensemble of electron trajectories (see Methods). We set the ionization
potential of the target atom at IP = 9 eV, similar to the one of the molecules studied in the fol-
lowing. The CBCBC field is composed of a fundamental field, with frequency ω = 1.55 eV
(800 nm wavelength) and intensity Iω = 3.2 × 1013 W·cm−2, and its second harmonic whose
intensity I2ω is defined by the ratio r = I2ω/Iω = 4. The total CBCBC field intensity is thus
I = Iω + I2ω = 1.6× 1014 W·cm−2.
Figure 2(a) shows the 3D photoelectron momentum angular distributions, as well as cuts in
planes parallel to the laser polarization plane (x,y), z being the light propagation axis. The inset
presents the spherical coordinate system that will be used throughout the paper. The polar angle θ
describes the electron ejection angle with respect to the laser polarization plane, forward/backward
electrons being emitted at positive/negative θ. The azimuthal angle ϕ characterizes the attoclock
angular streaking for fixed momentum p and θ.
In the strong-field approximation33, which neglects the influence of the ionic potential on
electron trajectories, the electron final momentum distribution would follow the shape of the laser
vector potential, describing a clover pattern depicted by the white dashed line on the 3D distribution
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Figure 2: CTMC simulations of atomic photoionization by a CBCBC field at ω = 1.55 eV, I =
1.6×1014 W·cm−2, and r = I2ω/Iω = 4. (a) 3D electron momentum distribution, and cuts parallel
to the laser polarization plane. The dotted white line corresponds to the shape of −A(t), where
A(t) is vector potential associated to the CBCBC field. (b) Final energy of the freed electrons as a
function of the time at which they exit the atom, discriminating the direct (blue) and delayed (red)
families, that are repeated within each leaf of the vector potential clover. (c) Average trajectories of
direct (blue) and delayed (red) electrons leaving their initial confinement region (dark shaded area)
and the atom (light shaded area) within one leaf of A(t). The dashed green line is −E(t), where
E(t) is the CBCBC field, the arrow corresponding to the release time interval of the electrons.
(d) Temporal evolution of the radial distance from the origin for direct (blue) and delayed (red)
electrons ending up with 6.8 eV kinetic energy.
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of Fig. 2(a). Including the ionic potential in the CTMC calculations induces an azimuthal shift of
the momentum distribution, a broadening of the leaves of the clover, and an asymmetry between
the two branches constituting each leaf. In the laser polarization plane (θ = 0), the azimuthal
distribution shows three dominant branches. The three other branches become prominent as the
electron transverse momentum |pz| increases. To determine the origin of these two branches, we
plot in Fig. 2(b) the final energy of the electrons as a function of their exit time texit from a sphere
of radius rexit = 5 atomic units (a.u.) mimicking the atom (see Methods). This time-energy
mapping shows the existence of two families of electron trajectories within each leaf of the vector
potential clover, which exhibit very different ionization dynamics. The first family, depicted in
blue, extends over a broad range of exit times, from texit = 0 to ∼ 650 as after the maximum
of the laser field. This family presents a positive chirp – high energy electrons are emitted after
low energy ones. The ionization of the second family (in red) is negatively chirped, and more
confined temporally, extending only from 650 to 950 as. Figure 2(c) shows the average trajectory
of the electrons belonging to each family and released within one leaf of the vector potential. The
electrons are initially bound and oscillate around the nucleus, within a sphere of 2.5 a.u. radius
representing the classical fundamental state. Subjected to the rotating CBCBC field, the electrons
from the first family escape this confinement space and directly leave the rexit atomic sphere. On
the contrary, the electrons from the second family are driven back towards the ion after escaping
the fundamental sphere, and rescatter onto the ionic potential before exiting the atom. We show
in the Supplementary Material how this rescattering induces a spread of the transverse momentum
distribution pz. The temporal aspects of the ionization process are further studied in Fig. 2(d),
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which shows a few trajectories of electrons ending up with 6.8 eV energy. The first bunch of
trajectories leaves the atom around texit = 360 as. Within the same time interval, electrons from
the second family get driven by the laser field but remain bound, evolving within 4 atomic units
from the core until t ∼ 600 as, when they approach the core before being ejected from the atom at
texit = 750 as.
These classical calculations reveal that the two families of electron trajectories released by
the CBCBC field have different ionization dynamics: while the first family of electrons directly
escapes the ionic core, the second family remains trapped by the ionic potential and softly rescatters
onto the core before ionization. This additional interaction with the potential induces a broader
transverse momentum distribution. As a result, this second family gradually becomes dominant
as |pz| increases. We show in the Supplementary Material that quantum-mechanical calculations
fully corroborate this picture, which remains valid at lower intensities and different ratios r.
2 Experimental photoionization of argon
In order to confirm the predictions of our calculations, we experimentally photoionized argon
atoms with a CBCBC field at I = 1.4× 1014 W·cm−2, constituted of a 800 nm fundamental laser
field and its second harmonic with intensity ratio r = I2ω/Iω ≈ 1. Details on the experimental
setup and data acquisition procedures can be found in the Methods section. Projections of the
electron momentum distribution were measured with a velocity map imaging spectrometer for
different orientations of the ionizing field, and the three-dimensional photoelectron momentum
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distribution was obtained by tomographic reconstruction34.
We focus on the first ionization peak, corresponding to electrons of 1.3 eV energy (p = 0.31
a.u.). Figure 3(a-c) displays the attoclock ϕ-dependence of the electron signal, for different elec-
tron ejection angles θ. The complete (θ, ϕ) picture is shown in Fig. 3(d). Close to the polarization
plane (Fig.3(a)), the signal exhibits three main lobes, and three secondary ones. As the elec-
tron ejection angle increases to θ ≈ 15o, the six lobes have approximately equal contributions
(Fig.3(b)). For θ ≥ 35o (Fig.3(c)), the distribution only consists of the secondary lobes. Their
position slightly shifts as θ increases, reflecting the dependence of the attoclock angular streaking
on the electron ejection angle. This whole behavior is in agreement with the CTMC ionization
scenario where a first family of direct electrons maximizes in the plane of polarization while a
second one, with different angular streaking, dominates at large emission angles.
In the region of emission angles where both families coexist (θ ∼ ±15o in Fig. 3(d)),
interference patterns should appear, as recently reported by Eckart et al.26. Following their analysis,
we plot in Fig. 3(e) the projection of our 3D distribution onto the polarization plane, and in Figs.
3(f-h) profiles of the momentum distribution along pz, for fixed px and py. When the (px, py)
momenta are large (Fig. 3(f)), the pz-distribution has a Gaussian shape, as predicted by the strong-
field approximation. By contrast, the transverse momentum distribution at low (px, py) shows
a cusp shape, which is the signature of Coulomb focusing of the electrons (Fig. 3(h))26, 35. In
between these two distinct regions, the pz-distribution shows well-contrasted fringes, originating
from interference between the two families of electron trajectories (Fig. 3(g)).
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Figure 3: Photoionization of argon atoms by a 800-400 nm CBCBC field at I = 1.4×1014 W·cm−2
with r = I2ω/Iω ≈ 1. (a-c) Attoclock polar plots of the signal of the first ATI peak at 1.3 eV,
for electrons ejected at θ = 3◦ (a), θ = 13◦ (b), and θ = 45◦ (c). (d) Photoelectron signal
as function of the electron ejection angle θ and streaking angle ϕ. The signal is normalized at
each θ by its ϕ-averaged value. (e) Projection of the first ATI peak momentum distribution in the
laser polarization plane. (f-h) Transverse electron momentum distributions of the first ATI peak,
sampled at (px, py) = (0.008, 0), (0.095, 0.025), and (−0.014, 0.16) a.u., which correspond to the
three spots marked in panel (e).
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3 Chirosensitive photoelectron interferences
The observation of interference patterns in the photoionization by CBCBC fields constitutes an
excellent opportunity to track the subtle influence of the ionic potential in strong-field photoion-
ization – the interference pattern is determined by the relative phase between electrons ejected
directly, and electrons that have softly scattered onto the potential. To that purpose, we replaced
the argon atoms by chiral molecules whose anistropic potential imprints clear signatures in pho-
toionization, even in randomly oriented molecules. The use of circularly polarized radiation to
photoionize chiral molecules is known to break the forward/backward symmetry of the electron
momentum distribution along the laser propagation axis, leading to a FBA commonly referred to
as PhotoElectron Circular Dichroism (PECD)17, 19. This effect reverses with the helicity of the ion-
izing radiation. Here, we use a combination of counter-rotating fields, and one could wonder if a
FBA should remain. We have recently established that the FBA is driven by the instantaneous ro-
tation of the electric field at the subcycle level23, 36. Since CBCBC fields have a constant rotational
direction, we expect them to yield chirosensitive signals, which can be detected by comparing the
emission in the forward and backward hemispheres.
We start by studying the transverse momentum distributions of low-energy electrons pro-
duced in (+)-camphor molecules. Figure 4(a) shows the projection of the distribution onto the po-
larization plane, for I = 8× 1012 W·cm−2 and r = 1. When the longitudinal momentum (px, py)
is large, the transverse pz-distribution displayed in Fig. 4(b) has a symmetric Gaussian shape. The
FBA, calculated by comparing the number of electrons ejected forward F and backward B accord-
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ing to FBA=2(F-B)/(F+B), is close to zero. The electrons ejected in this range are thus insensitive
to the chirality of the molecular potential. In the region of intermediate longitudinal momentum,
exemplified by (px, py) = (0.11, 0.03) a.u. in Fig. 4(c), modulations of the transverse distribution
appear, reflecting the interference between the two families of electron trajectories. Interestingly,
these modulations are F/B asymmetric, and thus sensitive to chirality. The FBA reaches 7%, and
reverses perfectly when switching the enantiomer to (-)-camphor. At very low longitudinal mo-
mentum (px, py) ≈ (0, 0), the transverse distribution is sharply peaked about pz = 0, indicating
a strong Coulomb focusing (Fig. 4(d)). The distribution is highly F/B asymmetric, with a FBA
oscillating as pz varies and reaching 15%. These oscillations are the signature of the interference
between direct and delayed electrons. Increasing the laser intensity to I = 1.4 × 1013 W·cm−2
with r = 0.4 leads to an increase of the contribution of the delayed electrons, which clearly appear
on the transverse momentum distribution (Fig. 4(e)), with a FBA reaching 17%. Last, to investi-
gate the structural sensitivity of the scheme, we repeated the measurements in fenchone, an isomer
of camphor differing only by the position of two methyl groups. The asymmetric interference
pattern is even more contrasted. The interference between direct and delayed electrons is almost
fully destructive in the backward direction, but not in the forward one. This leads to a very high
value of FBA, reaching 120% – the maximum possible FBA value being 200% with the definition
employed.
The sensitivity of ejected electrons to chirality is usually interpreted as resulting from the
interference of the partial waves which compose the outgoing wavepacket37. Chirality modulates
not only the amplitude but also the phase of the waves, through the scattering of the electron on the
13
Figure 4: Chirosensitive transverse interferences in (+)-camphor and (+)-fenchone, ionized with
CBCBC fields with right circular polarization of the fundamental. (a) Projection of the photoelec-
tron angular distribution in the laser polarization plane, in (+)-camphor at I = 8 × 1012 W·cm−2
with r = I2ω/Iω = 1. (b-d) Forward/Backward asymmetries in (+)-camphor (continuous
lines) and (-)-camphor (dashed lines) and transverse momentum distributions (shaded areas) at
(px, py) = (0.02, 0), (0.11, 0.03), and (0.12, 0.21) a.u., which correspond to the three spots marked
in panel (a). (e) Same as (b), but at I = 1.4 × 1013 W·cm−2 with r = 0.4. (d) Same as (e), but in
(+)-fenchone.
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molecular potential. Here we deal with two families of electrons which present distinct ionization
dynamics and carry different chiral signatures. Electrons belonging to distinct families locally in-
terfere in momentum space, and this additional interference process leads to a drastic enhancement
of the chiral response. The inherent interferometric nature of photoemission spectroscopy and the
differential nature of our chiroptical approach enable to reveal the whole interferential dynamics.
The FBA being a normalized quantity, it reaches high values close to destructive interferences.
4 Chiral attoclock
After investigating the role of chirality in the transverse interference patterns, we turn our attention
to the possibility to reveal asymmetric scattering dynamics through attoclock measurements.
To reach the tunneling regime, we increased the fundamental laser intensity to I = 5 ×
1013 W·cm−2 with r = 0.1. The photoelectron spectrum resulting from strong-field ionization
of camphor is made of five above-threshold ionization (ATI) peaks38. In order to reveal the pho-
toionization dynamics, we report in the top row of Figure 5 the distribution of each ATI peak as a
function of the ejection angle θ and the streaking angle ϕ. At each θ, the ATI yield is normalized
by its ϕ-average value to enhance visibility. All ATI peaks show a clear threefold pattern along
the streaking angle ϕ, corresponding to the ejection of three electron bunches per period of the
CBCBC field. When the electron ejection angle θ increases, we observe a clear shift of the atto-
clock pattern. This corresponds to the transition between the direct electrons, dominating at low θ,
and the delayed electrons, which are ejected with larger transverse momentum at higher θ.
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Figure 5: Attoclock measurements in (+)-camphor (a) and (+)-fenchone (b) at I = 5 ×
1013 W·cm−2 with r = I2ω/Iω = 0.1 and right circular polarization of the fundamental. Top
row: Photoelectron signal of the first five ATI peaks as a function of the electron ejection angle θ
and streaking angle ϕ. The signal is normalized at each θ by its ϕ-averaged value. The lines rep-
resent the streaking phase ϕ0(θ) extracted by Fourier analysis. Middle row: Differential attoclock
delay ∆tf/b(θ) between electrons ejected forward and backward. Bottom row: Forward/Backward
asymmetry (FBA).
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The streaking phase ϕ0(θ), associated with the attoclock delay, is determined by extracting
the phase of the oscillations along ϕ by Fourier analysis. The results are superimposed to the
electron distributions in Fig. 5(a), for the five ATI peaks. The streaking phases are not perfectly
symmetric with respect to θ = 0, reflecting different attoclock delays between electrons ejected
forward and backward. To extract the differential delay ∆tf/b(θ), we calculate the differential
phase ∆ϕ0(θ) = ϕ0(θ)−ϕ0(−θ) and convert it using the attoclock mapping in which a full rotation
of 360◦ is achieved within a laser period T = 2667 as, yielding ∆tf/b(θ) = T ∗ ∆ϕ0(θ)/(360).
This linear attoclock mapping is an approximation for CBCBC fields, since the rotation speed of
the electric field is not constant. This approximation is very good for a ratio r = 0.1 between the
two components of the field, as shown in the Supplementary Material.
The chirosensitive attoclock differential delay ∆tf/b(θ) is shown in the second row of Fig.
5(a). For the first ATI peak, ∆tf/b(θ) is very small at low ejection angles, and suddenly increases
at θ = ±40◦. This indicates a negligible sensitivity of the attoclock to the chiral ionic potential
for the direct electrons, but a significant one for the delayed electrons. This conclusion remains
valid for the next ATI peaks. At high photoelectron energy, the chiral sensitivity of the attoclock is
almost exclusively located at the transition between the two families of electron trajectories. This
transition occurs closer to the laser polarization plane as the electron energy increases.
Repeating the experiment in (+)-fenchone (Fig. 5(b)), we observe a similar transition be-
tween direct and delayed electrons on the first two ATI peaks, with no chiral delay on the former
and a high chiral delay on the latter. The third ATI peak shows more complex dynamics, with a
17
strong dependency on the electron ejection angle and significant differential delays even within
the direct electron family. This demonstrates that beyond the general transition between the two
families of electron trajectories, which is imposed by the strong laser field, the attoclock is also
sensitive to the detailed structure of the chiral ionic potential.
An additional information on the role of the ionic potential in the experiment can be obtained
by comparing the level of signal forward and backward, i.e. by measuring the FBA as defined in
Section 3. A significant FBA is measured for all ATI peaks, in both camphor and fenchone (Figs.
5(a,b)). The FBA values obtained for direct electrons are generally lower than that of delayed
electrons, especially for fenchone.
5 Short- and long-range effects in the chiral attoclock
Our measurements show that the attoclock delay in chiral molecules is forward/backward asym-
metric, and sensitive to the helicity of the ionizing radiation. In order to shed light on the origin
of this asymmetry, we performed quantum-mechanical calculations of strong-field ionization of a
toy-model chiral molecule by a CBCBC field. These calculations, described in the Methods sec-
tion, consist in solving the Time-Dependent Schro¨dinger Equation (TSDE) beyond the classical
CTMC framework. A cut of the isosurfaces of the ionic potential of our toy model system, in the
(y, z)-plane, is shown in Fig. 6(b). We employed a laser field defined by I = 3.3 × 1013 W·cm−2
and r = 0.1, and carried out the same analysis as for the experimental data.
We present in the top row of Fig. 6(a) the (θ, ϕ)-maps associated to the first three ATI peaks,
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Figure 6: Attoclock calculations using the full molecular potential (a) and a Yukawa screened
potential (c) at Iω = 3 × 1013 W·cm−2 with r = I2ω/Iω = 0.1. These potentials are illustrated
in (b) and (d), respectively, in terms of isolines in the (y-z)-plane. Top row : Photoelectron signal
of the first three ATI peaks as a function of the electron ejection angle θ and streaking angle ϕ.
The signal is normalized at each θ by its ϕ-averaged value. The lines represent the streaking phase
ϕ0(θ) extracted by Fourier analysis. Middle row: Differential attoclock delay ∆tf/b(θ) between
electrons ejected forward and backward. Bottom row: Forward/Backward asymmetry (FBA).
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as well as the extracted streaking phases ϕ0(θ). These phases show clear shifts, at values of θ
which depend on the electron energy. The existence of two families of electron trajectories is
thus confirmed by our quantum-mechanical calculations. To investigate the chiral sensitivity of
their underlying ionization dynamics, we display the differential delays ∆tf/b(θ) and FBA in the
second and third rows of Fig. 6(a), respectively. As in the experiment, the differential attoclock
delays sharply peak at the transitions between the families. Both the ∆tf/b and FBA are larger for
the second family of electron trajectories – at large θ – reflecting a stronger sensitivity to chirality.
This is again in agreement with our experimental observations, even if a quantitative comparison
between the model and real systems cannot be made.
Our experiments and calculations demonstrate a significant influence of the chiral ionic po-
tential in strong-field ionization, inducing a forward/backward asymmetry in both the number of
ejected electrons and their angular streaking by the laser field. This contradicts the picture of adia-
batic tunneling, where the electrons exit the potential barrier on the −IP energy shell at distances
r > 9 a.u. beyond which the anistropy of the potential becomes very small (see Fig. 6(a)). This
adiabatic picture is valid for Keldysh parameters γ  139. In our study, γ ∼ 1.5 so that the ion-
ization regime is rather non-adiabatic tunneling40. Non-adiabatic effects in strong-field ionization
lead to a transverse momentum shift at the tunnel exit, a delayed appearance in the continuum, and
an increase of electron energy leading to a shift of the tunneling exit distance towards the ionic
core5. The latter effect, corroborated by semiclassical analysis15, 41, may be of capital importance
with regard to chiral sensitivity of ejected electrons: the closer the electrons emerge from the core,
the stronger the influence of the chiral ionic potential will be. An alternative interpretation of
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non-adiabatic tunneling in the γ ∼ 1 regime considers that it can be decomposed in two steps:
primary electron excitation followed by static tunneling from excited states5, 15. This picture is
close to the classical emission mechanism of delayed electrons mentioned above and ascertained
by quantum-mechanical calculations in the Supplementary Information.
In order to disentangle short- and long-range effects in the non-adiabatic tunneling attoclock,
we performed additional TDSE calculations following the idea proposed by Torlina et al. in the
atomic attoclock case4. The nuclear skeleton of our toy molecule extends to 3 a.u. We thus damped
the long-range chiral potential beyond a distance r0 = 3.5 a.u. by multiplying it by an isotropic
cut-off Yukawa term exp−(r−r0). The screened potential is illustrated in Fig. 6(d). The results of
the attoclock calculations for the screened potential are depicted in Fig. 6(c). The jumps in the
streaking phases as a function of the electron ejection angle indicate that the two families – direct
and delayed electrons – still exist in the screened potential. The chiral streaking and FBA remain
sizeable for electrons belonging to the second family. This is fully consistent with the two-step
picture where electrons first spend hundreds of attoseconds in the vicinity of the ionic core onto
which they scatter. Such electrons experience strongly the short range chirality of the potential
which remains imprinted in the transverse pz-dynamics after release in the continuum.
By contrast, the differential attosecond delays ∆tf/b almost completely vanish for electrons
of the first family. This shows that the angular streaking of direct electrons is mostly dictated
by the r > r0 outer part part of the ionic potential, which is consistent with the conclusion of
previous attoclock studies4, 14. On the other hand, the FBA at low ejection angles remains sizeable
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for the second and third ATI peaks. This intriguing behavior is the signature than the FBA is more
sensitive to the short range ionic potential than the attoclock streaking.
These observations allows us to elaborate a scenario on the influence of chirality in non-
adiabatic tunnel ionization. In this regime, the electrons get excited before being released, such
that they tunnel out from the barrier with an energy higher than the ground state one. As a con-
sequence, the barrier is thinner, and the electrons emerge closer to the ionic core. This closer
emergence enables them to experience the chirality of the ionic potential after tunneling, explain-
ing the forward/backward asymmetry of the attoclock delays. The Yukawa results show that in
addition, the numbers of electrons ending up in the forward and backward hemispheres are differ-
ent at the exit of the tunnel. An asymmetry is imprinted by the short range potential before the
electron get ionized, during the non-adiabatic excitation process.
6 Conclusions
Strong-field chiral photoionization with sculpted electric fields constitutes a unique tool for the
advanced understanding of quantum processes in ultrafast light-matter interaction. Paradoxically,
complexifying the interaction scheme – using polyatomic molecules and advanced field shapes –
leads to a simplification of the interpretation, through the emergence of forward/backward asym-
metries and the separation of multiple electron trajectories. In non-adiabatic tunneling, our study
shows that the short range potential can strongly influence the electron wavepackets before they
emerge from the tunnel, leading to preferential ejection forward or backward, with a non chiral
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long-range potential. This short-range asymmetry must originate from the momentum distribution
of the tunneling electrons. It could explain the reminiscence of photoelectron circular dichroism
even close to the adiabatic tunneling regime22. On the other hand, our results indicate a vanishing
influence of these short range effects on the outcome of the attoclock measurements. This sur-
prisingly shows that a simpler observable – the number of electrons ejected forward or backward
– can have superior sensitivity to the molecular potential. This is due to the quantum nature of
the photoionization process, which encodes the subtle influence of scattering phase-shifts in the
photoelectron circular dichroism37.
Methods
CTMC calculations We employ the Hamiltonian formulation of mechanics and the dipolar ap-
proximation in length gauge where the electron dynamics are monitored by the Hamiltonian (in
a.u., used throughout this section unless otherwise stated)
H =
p2
2
+ V (r) + r.E(t). (1)
We consider a monoelectronic atomic target so that V (r) = V (r) = −Z/r where Z is the charge
of the nucleus. Here Z = 0.8124, leading to the ionization potential IP = Z2/2 = 0.33 a.u. The
term r.E(t) refers to the laser-atom interaction in the length gauge of the dipolar approximation,
with
E(t) =
f(t)E0√
2
(
[cos(ωt) +
√
r cos(2ωt)]xˆ+ [sin(ωt)−√r sin(2ωt)]yˆ) (2)
the CBCBC field with maximal fundamental intensity Iω = E20 and r = I2ω/Iω. f(t) is the
field envelope which constrains the pulse from t = −nT to t = +nT where T = 2pi/ω is the
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fundamental period. Here n = 4 so that the total duration of the CBCBC field is τ = 8T . The
envelope consists of an ascending linear ramp from t = −4T to t = −3T , followed by a flat top
shape until the last fundamental period where a descending linear ramp is applied.
The statistical CTMC procedure42 employs a N -point discrete representation of the phase-
space distribution ρ(r,p, t) in terms of N = 107 non-interacting trajectories {ri(t),pi(t)}, which
transforms the Liouville equation into the Hamilton’s equations {∂ri(t)/∂t = pi(t), ∂pi(t)/∂t =
−∇rV (r)|ri(t) − E(t)}. These equations are numerically solved using standard numerical tech-
niques, subject to initial conditions {ri(t = 0),pi(t = 0)} randomly sampled within a micro-
canonical ensemble where all trajectories have initially the same energy i(t = 0) = p2i (t =
0)/2 + V (ri(t = 0)) = −IP and are confined in the classically allowed region ranging from r = 0
to Z/IP = 2.46 a.u.
The CTMC trajectories evolve throughout the interaction within the classical phase space
whose topology changes according to r.E(t). Ionization occurs as electrons get excited and jump
over the ionic barrier lowered by the laser field. However, the energy i(t) of an escaping trajectory
can be higher than the barrier height before the jump. Therefore an univocal ionization time cannot
be defined as for tunneling in semi-classical approaches where ionization is considered to occur
as the electron emerges from the classically forbidden region33. We thus assume that a trajectory
escapes in the continuum when it definitely leaves, at time texit, a sphere of radius rexit = 5 a.u.
centered on the nucleus. This sphere mimicks the spatial range of the atom when the electron is
bound into the fundamental quantum state. Importantly, the quantum-mechanical description of
electron dynamics presented in the Supplementary Material indicates that the classical rexit = 5
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a.u. criterion is reliable.
The photoelectron momentum distribution P (p) presented in Fig. 2 is constructed simply at
the end of the CBCBC pulse by means of statistical counting, according to P (p) = 1N
∑
i δ(p− pi(τ))
under the constraint i(τ) > 0.
Experimental setup. The experiments were performed using the Aurore laser system at CELIA,
which delivers up to 8 mJ, 25 fs pulses centered around 800 nm, at 1 kHz repetition rate. The beam
was split by a 50%/50% beam splitter at the entrance of a Mach-Zehnder interferometer. In one of
the two arms, we frequency doubled the infrared pulses using a type-I 200 µm thick BBO crystal.
Reflections on two dichroic mirrors removed the remaining fundamental wavelength. We placed
motorized quarter-wave plates in both arms to control independently the polarization state of each
color. After the wave plates, all the reflexions were at ∼ 0 ◦ to avoid introducing polarization state
artifacts. A motorized pair of wedges installed in the 800 nm arm allowed us to finely control
the attosecond delay between the two colors. The two beams were recombined using a dichroic
mirror and were focused by a f=30 cm lens into the interaction zone of a Velocity Map Imaging
Spectrometer (VMIS). The solid samples of camphor molecules were heated in an oven at 60◦C,
and injected in the VMIS through a 250 µm nozzle located at ∼ 7 cm from the laser beam. An
electrostatic lens was used to project the 3D photoelectron angular distribution onto a 2D detector,
composed of a set of dual microchannel plates which are imaged by a phosphor screen and a 12-bit
CCD camera.
25
Acquisition procedure. Scanning the attosecond delay between the two colors results in a rota-
tion of the electric field around the propagation axis, and thus of the PAD in the (px, py) plane.
By scanning the delay by steps of 86 as we recorded a set of 2D projections of the PAD for 31
projection angles. The 3D-PAD was reconstructed from these projections using a tomographic in-
version method based on inverse Radon transform. Extracting the chirosensitive forward/backward
asymmetries in the 3D-PAD requires a differential measurement, to isolate the signal from asym-
metries resulting from experimental artifacts. This was achieved by careful comparison of the
signals obtained with opposite polarizations, following a procedure detailed in the Supplementary
Information.
TDSE calculations We considered the toy model chiral molecule introduced by Rozen et al.23
in order to describe exactly the laser-molecule interaction. This fictitious molecule consists of
a single electron evolving in the field of four nuclei with charges Z1 = −1.9 and Z2−4 = 0.9,
respectively frozen throughout the interaction at R1 = 0, R2 = xˆ, R3 = 2yˆ and R4 = 3zˆ.
The bound and continuum states φi of the molecule are obtained by diagonalizing the field-free
HamiltonianH0 = −12∇2+Vmol(r) = −12∇2−
∑4
i=1 Zi/|r−Ri| in a basis of primitive functions
χilimi(r) = jli(kir)Ycos,sinlimi (Ωr) whose radial parts, jli(kir), are spherical Bessel functions, while
Ycos,sinlimi (Ωr) are real spherical harmonics with 0 ≤ li ≤ lmax and 0 ≤ mi ≤ li. The electron motion
is confined within a spherical box of radius rmax so that we only introduce the χilimi(r) functions
with ki values such that jli(kirmax) = 0. Electron momenta ki are further restricted to 0 ≤ ki ≤
kmax. Here we employ rmax = 200 a.u., kmax = 7 a.u. and lmax = 14, which guarantees the
convergence of the results as in Ref23. In the case of atomic simulations with high intensities, lmax
26
is increased to 20. Among the diagonalized states such that φj(r) =
∑
i,li,mi
Dj ,ilimiχilimi(r), the
fundamental one has energy 0 = −9 eV.
For a given molecular orientation Rˆ, the TDSE is solved in the velocity gauge according to
(
H0 − iR(Rˆ)[A(t)].∇− i ∂
∂t
)
Φ(Rˆ; r, t) = 0, (3)
where R(Rˆ)[A(t)] is the vector potential associated to the CBCBC field (9) passively rotated
from the laboratory to the molecular frame by means of the rotation matrice R(Rˆ). Here the total
duration of the CBCBC pulse is τ = 4T . Φ(Rˆ; r, t) is the total wave function which is expanded
onto the H0 eigenstates as Φ(Rˆ; r, t) =
∑
j aj(Rˆ; t)φj(r)e
−ijt. While aj(Rˆ; t = 0) = δj0, the
ionizing part of the total wave function is extracted at the end of the interaction as
Φion(Rˆ; r, τ) =
∑
j/j>0
aj(Rˆ; τ)φj(r)e
−ijτ . (4)
It can be alternatively written as
Φion(Rˆ; r, τ) =
∑
i,li,mi
bilimi(Rˆ, τ)jli(kir)Ycos,sinlimi (Ωr) (5)
where bilimi(Rˆ, τ) =
∑
n/n>0
an(Rˆ; τ)e
−inτDn,ilimi . In the lab frame, one thus has
Φionlab (Rˆ; r, τ) =
∑
i,li,mi
bilimi(Rˆ, τ)jli(kir)R−1(Rˆ)[Ycos,sinlimi (Ωr)], (6)
or, equivalently in momentum space,
Φionlab (Rˆ;p, τ) =
∑
i,li,mi
bilimi(Rˆ, τ)j˜ili(p)R−1(Rˆ)[Ycos,sinlimi (Ωr)] (7)
where j˜ili(p) is the radial part of the momentum wave function associated to the primitive χilimi(r)
function.
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We obtain the momentum density of ionized electrons from a sample of randomly oriented
molecules at the end of the interaction as
P (p) =
∫
dRˆ|Φionlab (Rˆ;p, τ)|2. (8)
Molecular orientations Rˆ are defined in terms of (α, β, γ) Euler angles43 and the integral (8) is eval-
uated as a numerical quadrature over countable orientations with angular spacings ∆α = ∆γ =
pi/3 and ∆β = pi/4 radians. To get rid of carrier-envelope phase effects associated to the ramps
entering the definition (9) of the CBCBC field, we impose the 2pi/3 azimuthal symmetry inherent
in the C3 symmetry of the interaction to P (p).
All this theoretical framework remains identical in the case of calculations involving a Yukawa-
type long-range cut-off of the molecular potential which is then defined as Vmol(r) ≡ Vmol(r, θ, ϕ) =
−∑4i=1 Zi/|r−Ri| for r ≤ r0 while Vmol(r, θ, ϕ) = −e−(r−r0)∑4i=1 Zi/|r−Ri| for r ≥ r0. We
did not change the nuclear charges to let the inner part of the molecular potential unchanged but
the Yukawa term makes the ionization potential of the screened system slightly smaller, IP =
−E0 = 7.2 eV. This has not significant consequences on the ionization regime experienced by the
molecule since the Keldysh parameter varies from 1.6 in the unscreened case to 1.4 in the Yukawa
one for Iω = 3× 1013 W·cm−2 and r = 0.1.
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Supplementary Information
This Supplementary Information provides details on the experimental and theoretical analy-
sis of photoionization of chiral molecules by counter-rotating bicircular bichromatic (CBCBC)
fields. We first describe the procedure used to extract the forward/backward asymmetry
from the experimental data. Next, we show that quantum-mechanical calculations confirm
the validity of the CTMC description of target ionization by a strong CBCBC field in terms
of two families of electron trajectories. These two families show up for a broad range of in-
tensity ratio r between the two frequency components of the CBCBC field. Last, we discuss
the validity of the attoclock analysis of the CBCBC field, which assumes a constant rotational
field velocity.
S30
S7 Analysis of experimental photoelectron angular distributions
The detector used in our experiment is a Velocity Map Imaging Spectrometer (VMIS), which
records the 2D projection of the 3D photoelectron angular distribution (PAD). When linearly or
circularly polarized radiation is used, the 3D-PAD can be retrieved from the 2D projection by Abel
inversion. This is not the case with CBCBC fields, because of the lack of cylindrical symmetry
of the interaction. In that case, the 3D-PAD can be obtained by using a set of 2D projections
recorded for different orientations 24, 34. To rotate the 3D-PAD around the laser propagation direc-
tion z, we scanned the delay τ between the two components of the CBCBC field, defined (for right
polarization R of the fundamental field) as:
E(t) =
f(t)E0√
2
(
[cos(ω(t+ τ)) +
√
r cos(2ωt)]xˆ+ [sin(ω(t+ τ))−√r sin(2ωt)]yˆ) (9)
where f(t) is the temporal envelop of the field, E0 the peak field value, and r the intensity ratio
between the fundamental and second harmonic components. Figure S7 shows one period of the
field obtained with r = 0.1, for different delays between these two components, corresponding to
the delay step used in the experiment (δτ ≈ 86 as, equivalent to a δΦ ≈ 11.6◦ rotation step along
ϕ). Each projection of the 3D-PAD was accumulated over 104 laser shots, and 31 projections were
recorded. To improve the tomographic reconstruction, we interpolated the results over a finer ϕ
grid with a 1◦ step. We then used inverse Radon transform for each slice along z to retrieve the
3D-PAD.
The sensitivity of photoelectron spectroscopy to molecular chirality is imprinted as for-
ward/backward asymmetries (FBA) in the angular distributions of the electrons. This FBA, ob-
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Figure S7: Evolution of a CBCBC field with intensity ratio r = 0.1 as a function of the delay
between the two ω − 2ω components, increasing from blue to red by steps of δτ ≈ 86 as. (a) The
fundamental field is left polarized. (b) The fundamental field is right polarized. (c) Alternative
geometry for tomographic inversion, switching the sign of the rotation angle ΦR to obtain the
mirror image of the photoelectron angular distribution.
tained by differentiating the forward F and backward B electron signals, reverses sign when
switching from one enantiomer to its mirror image. Experimental photoelectron angular distri-
butions are never free from spurious contributions due to experimental artifacts. Photoelectron
dichroism experiments always rely on differential measurements to disentangle the genuine chiral
signal from asymmetries intrinsic to electron detection artifacts. When using circularly polar-
ized light (CPL), the photoelectron angular distribution has a cylindrical symmetry around the
light propagation axis. Switching from one enantiomer to its mirror image is then equivalent to
switching the helicity of the ionizing radiation. The normalized FBA (FBACPL) is then equal
to the PhotoElectron Circular Dichroism (PECD), obtained by differentiating the signals L and R
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recorded with respectively left-handed and right-handed ionizing light:
FBACPL = 2F −B
F +B
= 2
L−R
L+R
= PECD (10)
When CBCBC fields are used, the equivalence betweenFBA and PECD is no longer true. Switch-
ing the helicity of the two electric fields induces a mirror imaging of the whole CBCBC field (Fig.
S7), leading to large angular offsets between the left and right fields. Subtracting the photoelectron
angular distributions obtained with opposite CBCBC fields thus produces a differential distribution
which is largely dominated by this angular offset of the E-fields, and
FBACBCBC = 2F −B
F +B
6= 2L−R
L+R
(11)
How can the FBA in CBCBC fields be extracted from a differential measurement? A first solution
consists in performing consecutive measurements with a fixed polarization (e.g. L) in opposite
enantiomers (+) and (-), which should show opposite responses, and to average the FBA:
FBAL =
1
2
[
(F
(+)
L −B(+)L )− (F (−)L −B(−)L )
]
(12)
The drawback of this procedure is that it requires switching the enantiomer in the experiment,
which takes several tens of minutes, during which the experimental parameters may shift – at-
tosecond stability is indeed necessary to maintain the lab-frame orientation of the CBCBC field.
This issue can be circumvented by taking a closer look at the effect of the helicity of the CBCBC
field in the experiment.
Switching the helicities of the fundamental and second-harmonic field induces a mirror sym-
metry on the CBCBC field. This operation also reverses the scanning direction of the projection
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angle with two-color delay: ΦL(τ) = −ΦR(τ) (Fig. S7(b)). If we ignore this angular scanning
direction reversal, and perform the tomographic reconstruction defining the same projection an-
gles for the R polarization than for the L one (Fig. S7(c)), we obtain the reconstructed distribution
PAD
∗(+/−)
R which is the mirror image of the actual distribution PAD
(+/−)
R . For symmetry rea-
sons, this distribution is the same as the one obtained with the opposite helicity in the opposite
enantiomer : PAD(+/−)R = PAD
(−/+)
L . The FBA can thus be extracted from differential measure-
ments using a single enantiomer by:
FBAL =
1
2
[
(F
(+)
L −B(+)L )− (F ∗(+)R −B∗(+)R )
]
=
1
2
[
(F
(+)
L −B(+)L )− (F (−)L −B−)L )
]
(13)
The validity of this equation is illustrated in Fig. S8, which shows the FBA obtained by applying
the two methods to measurements in camphor.
The differential measurement of the FBA enables to isolate the asymmetric chiral response
from experimental artifacts. Artifact-free 3D-PAD can be obtained by summing the 3D-FBA to a
forward/backward symmetrized 3D PAD (F+B). The results of this procedure are shown in Fig.
S9, which depicts the 3D-PAD and 3D-FBA obtained in camphor and fenchone, using a CBCBC
field with total intensity I = 8 × 1012 W.cm−2 and r = I2ω/Iω = 1 between the two frequency
components.
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Figure S8: Comparision of the two differential FBA measurements in camphor molecules subject
to a CBCBC field with I = 8 × 1012 W.cm−2 and r = I2ω/Iω = 1. (a) FBA in the backward
hemisphere, projected in the laser polarization plane and (b) FBA projected in the (y, z) plane,
obtained by differential measurements on opposite enantiomers at fixed polarization. (c-d) same
as (a-b), but obtained by differential measurements with opposite field polarizations for a given
enantiomer.
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Figure S9: 3D photoelectron angular distribution (a,c) and forward/backward asymmetry (b,d)
obtained by photoionizing (+)-camphor (a,b) and (+)-fenchone (c,d) by a CBCBC field with I =
8× 1012 W.cm−2 and r = I2ω/Iω = 1
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S8 Electron families in the quantum world
In Section 1 of the main text, CTMC has been applied to the description of ionization of a mo-
noelectronic atom of charge Z = 0.8124 by a CBCBC field defined by I = 1.6 × 1014 W/cm2
and r = 4. This description revealed the existence of two families of freed electrons. We also
performed TDSE calculations with the aim to compare their results with the CTMC findings.
Timing of the electron release A first comparison between quantum-mechanical and classical
dynamics is illustrated in Fig. S10 where the total electron density is displayed as a function of
time. In practice, we employ spherical coordinates r ≡ (r, θr, ϕr) and compare the quantum radial
distribution function %Q(r, t), defined by %Q(r, t) = r2
∫ |Ψ(r, t)|2 sin(θr)dθrdϕr where Ψ(r, t) is
the total electronic wavefunction, to its CTMC counterpart %C(r, t) =
∫
%(r,p, t)dp sin(θr)dθrdϕr
where %(r,p, t) is the classical phase-space distribution. For sake of clarity and according to
the C3 symmetry of the CBCBC field, time is scaled with respect to T1/3 where T is the period
of the fundamental ω-field. The illustration starts at t/T1/3 = 3, i.e. just after the initial ramp
which ensures adiabatic rise of the field, and extends up to t/T1/3 = 6, thus encompassing a full
fundamental period T .
The temporal evolutions of TDSE and CTMC electron densities are strikingly similar, even
if the number of freed electrons is larger in TDSE calculations than in CTMC computations. Fig.
S10 shows that two main bursts of electrons are emitted every T1/3 sub-cycle period. These two
electron bursts correspond to the two families of electrons identified in the main text. It furher
seems that the classical rexit = 5 a0 criterion which is employed to estimate when the electron
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escapes from the atom is meaningful in the TDSE framework. This can be related to the fact that
r = 5 a0 roughly corresponds to the spatial extension of the fundamental quantum state. Every T1/3
sub-cycle period, a first bunch of electrons leave the atom around t/T1/3 = n + 0.25, with n ∈ N,
while a second family takes a longer time and exits the atom around t/T1/3 = n+ 0.9. In both the
quantum and classical pictures, weaker additional bunches of electrons can be distinguished. They
correspond to hard rescattering electrons which, after leaving the atom, are subsequently drawn
back by the field towards the ionic core onto which they rescatter, to finally escape the core during
the next sub-cycle. Note that these electrons have been removed from Fig. 2 of the main text for
sake of clarity.
t/T1/3 t/T1/3
r (
a.
u.
)
(a)                                                                      (b)       
fam#1
fam#2
fam#1
fam#2
Figure S10: Temporal evolutions of CTMC (a) and TDSE (b) electron densities for a monoelec-
tronic atom of charge Z = 0.8124 submitted to a CBCBC field defined by I = 1.6× 1014 W/cm2
and r = 4. Time is scaled with respect to one third of the fundamental period of the CCBC field,
T1/3. Arrows are superimposed to the densities to facilitate the identification of electron families.
The horizontal white dashed line indicates rexit = 5 a0, which is the criterion employed to estimate
the time of electron release in the classical framework.
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Sub-cycle dynamics of electron families We have illustrated in Fig. 2 of the main text how the
CTMC electrons of the first family are preferentially emitted close to the polarization plane while
the electrons of the second family rather have large transverse momenta pz. This was interpreted
as the result of the soft rescattering of the latter onto the ionic core before their release. TDSE
calculations for the toy model chiral system, as well as experiments on real systems, confirmed the
existence of electron families differentiated by their transverse momenta pz (see Figs. 3, 5 and 6
of the main text). However this confirmation is based on the analysis of asymptotic distributions
and dynamical information on the origin of the pz-based discrimination is still lacking from the
quantum-mechanical point of view.
Therefore we present in Fig. S11 a comparison between classical and quantum electron flows
in the case where the laser-target interaction time is restricted to T1/3. This enables us to get rid of
intra- and inter-cycle interferences which complicate the TDSE picture, and to make sure that the
pz-differentiation occurs at the level of one sub-cycle of the vector potential. In practice, the pulse
duration τ was set to T in the TDSE calculations and a sin8(pit/τ) envelope was introduced so that
the vector potential reduced to one leaf of the clover pattern associated to the ratio r = 4.
In panels (a)-(e) of Fig. S11 are displayed the (x, y)-location of CTMC electrons belonging
to the first and second families as a function of time. Only the electrons which are freed at t = T1/3
are included in the representation. Electrons bound at t = 0 start to rotate about the nucleus
(located at r = 0) under the combined action of the CBCBC field and ionic potential. The field
is strong enough to pull out part of the electron cloud from Coulomb attraction and electrons of
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Figure S11: (a)-(e): (x, y)-location of CTMC electrons belonging to the first (blue) and second
(red) families as a function of time within a sub-cycle period T1/3 of the CBCBC field of Fig.
S10. The green dashed line represents the opposite of the driving CBCBC field, -E(t), and the
superimposed green arrow marks its instantaneous location at time t – the filled circle corresponds
to t = 0. (f)-(j): Associated transverse momentum CTMC distributions with the same color code.
(k)-(o): TDSE electron distributions in the (x, y)-plane, integrated along z, in logarithmic scale.
(p)-(t): TDSE transverse momentum distributions. The dashed lines in (i) and (s) correspond to
the CTMC and TDSE distributions, respectively, at t = 0.5T1/3; they are added to emphasize how
the distributions broaden at t = 0.75T1/3.
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the first family are all extracted from the atom at t = 0.75T1/3, exhibiting a centrifugal motion
consistent with the superposition of the two force fields. Meanwhile the electrons of the second
family stay relatively close to the origin and experience a stronger rotation within a reduced time
interval (t = 0.5 − 0.75T1/3) when the field changes sign in the x-direction and brings them back
close to the origin. This is the soft rescattering event displayed in Fig. 2(c) of the main text where
averaging of (x, y)-electron locations was performed. Importantly this rescattering is at the root of
the broader pz-distribution for electrons of the second family, as proved by the temporal evolution
of the transverse momentum distributions presented in Fig. S11(f)-(j). These distributions are
similar for the two families up to t = 0.5T1/3, even if the first family slightly shrinks about pz = 0
because of Coulomb focusing. When rescattering of the second family occurs, at t = 0.75T1/3, the
transverse momentum distribution of these electrons suddenly broadens.
The separation of electron families in coordinate and momentum spaces cannot be made
so easily in the TDSE framework because of quantum entanglement. Therefore we display in
panels (k)-(o) of Fig. S11 the polar distribution function %Q(x, y, t), defined by %Q(x, y, t) =
r
∫ |Ψ(r, t)|2dz, which includes both bound and unbound parts of the total wavefunction in order
to fulfill gauge invariance representation throughout the interaction. It is clear that the CTMC
scenario is fully corroborated by the TDSE calculations. Ejection of a first bunch of electrons is
completed at t = 0.75T1/3 -– these are the electrons of the first family — while others are delayed
to be freed at t = T1/3 after experiencing rotational rescattering as in the CTMC framework —
these are obviously the electrons of the second family. In panels (p-t) of Fig. S11 are reported
snapshots of the TDSE transverse momentum distribution. We observe again a broadening of the
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distribution at T = 0.75T1/3, which is less marked than in the CTMC panel (i) because of the
significant background related to the bound part of the total wavefunction. This broadening is
however clearly related to the birth of electrons forming subsequently the second family.
t/T1/3
r (
a.
u.
)
fam#1
fam#2
Figure S12: Temporal evolution of TDSE electron density (logarithmic scale) for a monoelectronic
atom of charge Z = 0.8124 submitted to a CBCBC field defined by I = 6 × 1013 W/cm2 and
r = 0.1. Time is scaled with respect to one third of the fundamental period of the CCBC field,
T1/3. Arrows are superimposed to the densities to facilitate the identification of electron families.
The horizontal white dashed line indicates rexit = 5 a0, which is the criterion employed to estimate
the time of electron release in the CTMC framework.
Generality of the two families in CBCBC ionization Our previous illustrations (Fig. 5) show
that the TDSE calculations fully corroborate the CTMC picture in the high-intensity regime, where
a sizeable part of ionization occurs in terms over-the-barrier transitions, and for intensity ratios
r > 1 which enhance rescattering processes 31. It is thus necessary to investigate how the con-
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cept of electron families can be extrapolated to lower intensities, where electron release is (almost)
exclusively governed by tunneling, and intensity ratios r < 1 less amenable to rescattering. In
fact, the results from Fig. 5 already carry some information on the consistency of the family con-
cept in tunnel-driven ionization. Indeed TDSE yielded a larger total ionization probability than
CTMC (0.85 vs 0.25), and the (large) difference should be attributed to tunneling which cannot
be described in the microcanonical CTMC framework 44, 45. This additional tunneling component
does not lead to any salient features in the TDSE dynamics of Figs. S10 and S11 that their CTMC
counterparts do not present. In other words it seems hardly feasible to discriminate between tun-
neling and over-barrier ionizations in the reference TDSE calculations, leading us to the statement
that electron families show up independently of the electron release mechanism. The continuity
between tunneling and over-the-barrier dynamics is further supported by Wigner-based quantum
trajectory approaches where, even in the case of a static barrier, tunneling appears in terms of quan-
tum trajectories that jump over the barrier because of trajectory entanglement 46. In this respect,
improved initial conditions can be defined in the CTMC approach, beyond the microcanonical
framework, to mimick tunneling in terms of barrier hopping (see Ref. 44 and references therein).
We did not implement such calculations here, preferring to switch to reference TDSE calculations
in which the representation of ionizing transitions is unambiguous.
Beyond this pragmatical observation, we performed TDSE calculations for the same atomic
system subject to a CBCBC field with Iω = 6× 1013 W/cm2 and r = 0.1. Microcanonical CTMC
calculations do not yield any ionization event in these conditions, which signs the irrelevance of
over-barrier transitions and full dominance of tunneling in this strong-field regime characterized
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by the Keldysh parameter γ = 1.1. Furthermore, the almost triangular shape of the vector potential
associated to r = 0.1 is not expected to induce significant rescattering.
We present in Fig. S12 the temporal evolution of the electron radial density %Q(r, t). As
before, two distinct bunches of electrons appear per cycle of the vector potential. The first bunch
crosses the rexit = 5 a.u. frontier around t/T1/3 ∼ n+0.2 while the second and delayed one leaves
the atom near the end of the sub-cycle with t/T1/3 ∼ n + 0.85. These bunches are associated
to the first and second electron families, respectively. In order to visualize their dynamics, we
display in Fig. S13 snapshots of the z-integrated total electron density %Q(x, y, t) and transverse
momentum distribution as a function of time. We focus on the first sub-cycle following the linear
ramp introduced in the definition of our field (eq. (2) in Methods section of the main text). Panels
(a)-(d) show that the release of first family electrons is completed at t/T1/3 = 3.75 where the
rotating CBCBC field, of increasing magnitude, starts to induce the ejection of a second bunch of
electrons. This ejection occurs with a rotational effect confined in a small time interval, akin to
the scattering process observed for r = 4. The main consequence of this effect is the appearance
of transverse momenta pz larger than those of first family electrons, as shown in the panel (j) of
Fig. S13. Again the momentum broadening is not so impressive in panel (j) since most of the
momentum distribution is composed of bound states, the total ionization probability being of the
order of 0.1 at that time. The electrons of the second family born at the end of the nth sub-cycle
completely detach from the core within the next sub-cycle (see snapshot (f) of Fig. S13) because
the rescattering effect is softer for r < 1 ratios than for r > 1 ones. In this respect, we observed
as in the experiments that the number of electrons belonging to the second family decreases as the
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Figure S13: (a)-(f): TDSE electron distributions in the (x, y)-plane, plotted in logarithmic scale,
as a function of time within a sub-cycle petiod T1/3 of the CBCBC field of Fig. S12. The orange
dashed line represents the opposite of the driving CBCBC field, -E(t), and the superimposed
orange arrow marks its instantaneous location at time t – the filled circle corresponds to t =
0. (g)-(l): TDSE transverse momentum distributions. The dashed line in (j) corresponds to the
distribution at t = 0.5T1/3; it is added to emphasize how the distribution broadens at t = 0.75T1/3.
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CBCBC field intensity decreases.
To sum up, TDSE calculations nicely corroborate and extrapolate to the tunneling regime the
CTMC findings with respect to the existence of two electron families.
S9 Effect of the assumption of constant rotational CBCBC field velocity on the determina-
tion of differential attoclock delays
The attoclock technique relies on the fact the asymptotic electron momentum p is related to the
vector potential A(t) at time tion of ionization by p = −A(tion) in the strong-field approxima-
tion 33. For fields circularly polarized in the (x, y)-plane with constant rotational velocity ω, this
yields an electron streaking angle ϕ = tan−1(py/px) that scales linearly with tion according to
ϕ = tan−1[Ay(tion)/Ax(tion)] + pi = ωtion + pi. Linearity is strictly conditioned by the constant
rotational field velocity.
For composite fields which do not present constant rotational velocity, ϕA(tion) = tan−1[Ay(tion)/Ax(tion)]
is a non-linear function of tion so that the relation between ϕ and tion requires knowledge of the
absolute phase of the field. This phase was unknown in our experiments and we circumvented the
problem by assuming linearity of ϕA(t) as a function of t. On the basis of ϕ = 2pi for t = T , which
always holds, the chiral attoclock delays were then estimated according to ∆tf/b = T∆ϕf/b/2pi
for a fixed ejection angle θ.
In order to check the reliability of the linear assumption, we present in Fig. S14 the field
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Figure S14: Vector potential streaking angles ϕA(t) as a function of time t scaled to T within
one optical period T of the fundamental ω-component of a CBCBC field with intensity ratio r =
I2ω/Iω = 0.1 (a), 1 (b) and 10 (c). In each case, the continuous line refers to true ϕA(t) while the
dashed line corresponds to the linear assumption.
streaking angle ϕA(t) as a function of t scaled to T for intensity ratios r = 0.1 (a), 1 (b) and 10
(c). For r = 0.1, which is the ratio employed in our chiral experiments, we observe that ϕA(t) is
indeed almost linear with respect to time. This validates our assumption which remains quite good
for intensities ratios r >> 1. However we observe on the other hand that the linear assumption
would have been problematic for r ∼ 1 where the absolute phase of the CBCBC field should have
been known.
To get insight on the practical consequences of the linear assumption on the values of esti-
mated differential delays, we compare in Fig. S15 the delays obtained in the TDSE calculations
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assuming or not linearity. Differences are noticeable, but estimates relying on linearity are accurate
enough to validate our statements regarding the streaking of electron families.
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Figure S15: Differential chiral attoclock delays ∆tf/b obtained by means of TDSE calculations
for the toy model chiral system subject to a CBCBC field defined by Iω = 3 × 1013 W/cm2 and
r = 0.1. The delays are presented as functions of the ejection angle θ for the first three ATI peaks.
The dashed lines refer to results assuming constant rotational field direction (results of Fig. 6 of
the main text) while the continuous lines do not make use of the linear assumption.
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