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SYNOPSIS
r t »" ' "   *  111
The w ork  con sists  o f  an optim ization  study o f the design o f  a com plete  
ch em ica l plant. The p ro ce s s  ch osen  is the m anufacture o f  acetic 
anhydride fry therm al crack in g  o f  acetone. There are involved  fourteen  
design va ria b les , two m a jor  r e c y c le s  and s ix  iterative , com putational 
loop s. The p ro ce s s  includes the m ost im portant unit operations o f  
ch em ica l engineering.
E m phasis is  p la ced  in two areas : developing com puter p roced u res  which 
p e r fo rm  the design o f  individual item s o f  plant in con s id erab le  detail and 
in producing an optim ization  p rogra m  fo r  the integrated plant.
An im p roved  v ers ion  o f  the Pattern  Search  m ethod is presented , known 
as MOSP, and it is shown to be com petitive  with the best D irect Search  
techniques available. A  new approach  is o ffe re d  fo r  achieving global 
rather than lo ca l optim a.
The resu lts  show c le a r ly  the fea s ib ility  o f  optim ization  in p r o ce s s  design 
and give quantitative in form ation , fo r  the chosen  exam ple, o f  the 
optim um  conditions,
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CHAPTER 1
General Introduction
The application  of com puter techniques to chem ical engineering
p rob lem s ha,s increased- rapidly in the past decade, C la ss ica l
design p rob lem s w ere f ir s t  p rogram m ed  e, g. heat tran sfer ,
d istillation , absorption  etc. In recen t y e a rs , m ore  attention
has been given to the p rob lem s of total p r o ce s s  " optim ization, (14, 49, 116)
H ow ever, the published p ro ce s s  design  exam ples are often
overs im p lified  and do not dem onstrate chem ical engineering
p rin cip les  in detail. It is  the scope of the present p ro je c t  to
con sider a fa ir ly  com p lex  design  p rob lem  and to study it in
details fo r  optim um  return.
The use of a com puter m odel o f the ch em ica l plant as the central 
tool of a p ro ce s s  design is  d iscu ssed  in the context of a sp ecific  
p ro je c t  fo r  the m anufacture of a ce tic  anhydride*by therm al 
crack ing  of acetone. The reason s for*the se lection  of the particu lar 
p ro ce ss  are as fo llow s:
(1) A  detailed design rep ort of the p r o ce s s  is  available( 52 )
(2) M ost of the unit operations o f ch em ica l engineering are 
present in the p ro ce ss  flow sheet.
(3) The p ro ce s s  design involves the se lection  of a prpb'lem  
having 14 dp sign v a r ia b le s , two m a jor  r e cy c le s  and. about 
6 iterative  loop s. The design  analysis o f such p rob lem  is 
capable of revealing the stability o f the chosen optim ization 
m ethod. *
The centra l feature of the p resen t approach  is  the use of a 
com puter p rogram  representing the p ro ce ss  as. a whole as 
a m edium  fo r  explpring the design. The com puter program  
contains the appropriate chem ical engineering design m ethods, 
the equipm ent costing and. finally  the optim ization p roced u re .
(8)
M ost designs do not reduce sim ply to the solution o f a set of sim ultaneous 
equations but rather to that of a m-athematical program m ing problem .
The design  va ria b les  m ust be chosen  to m in im ize the se lected  objective 
functiQU and at the sam e tim e satisfy  the constraints im posed  by the 
specifica tion s  and the p ro ce s s  m odel equations. The care fu l selection 
of the design va ria b les  often avoids r e c y c le s ,  which otherw ise add 
con siderab le  com plex ity . The solution of the groups of units linked 
by the re cy c le s  have to he ca rr ie d  out ite ra tiv e ly , guessing unit 
input varia b les  in r e c y c le  stream s so-as to reduce the com putation 
to a sim ple  sequence. R ecently , variou s p roced u res  have been 
proposed  to solve these d ifficu ltly  s( 89 ). In the present w ork, 
the p roced u res  of Rudd et, al ( 52 ) have been applied for  p ro ce ss  
analysis. Such an analysis is  v e ry  usefu l be fore  carry in g  out 
p ro ce s s  optim ization.
In addition to the optim ization  of the p r o ce s s , there is one m ore  
p rob lem  to be con sidered ( 87 ), that is  optim izing the m ethod used 
fo r  optim ization. The optim um  conditions can be eventually 
loca ted  by a lm ost any reasonable  optim ization  m ethod, but the 
im portant question that m ust be con s id ered  is 'w h ich  m ethod of 
optim ization  m akes the m ost e ffic ien t use of the p ro ce ss  en g in eer 's  
t im e ? .1 There should be a p ra ctica l eom p rim ise  between the methods 
which are easy to im plem ent and, slow  to converge and the m ethods 
which are quick to converge but- trou b lesom e to im plem ent. It is  
a lso  p articu larly  im portant that the optim ization m ethod should 
take proper account o f constra in ts both exp lic it and im p lic it , as 
these are essentia l in a ch em ica l p ro ce s s  study to ensure that any 
flow sheet con sidered  is  both flex ib le  and safe. E xp licit constraints 
which dem ands that the values o f the design  va ria b les  stay in the 
feasib le  reg ion , are re la tive ly  eas ily  dealt with. Im plicit 
constrain ts im pose lim itations on the values of the dependent 
v a ria b les , and their v io la tion  m ay not be known until the evaluation 
o f the design  itse lf  is  under way. A  further requ irem ent of the 
optim ization  m ethod is  that it should not requ ire  the evaluation of 
d erivatives  of the ob jective  function with resp ect to the decision  va ria b les  
in o rd er  to m ake p ro g re ss .
(9)
Since the ob jective  function is  usually in p ractice  undifferentiable 
and finite d ifferen ce  approxim ation to the derivative m ay be 
inaccurate,, The lAtternS® arch  m ethod of Hooke and 3eeves(50 ) 
has many of the p rop erties  d esired . H ow ever, it has been
f
experienced  that the Thttern Search  strategy needs som e 
im provem ents and the e fforts  in this d irection  y ie lded  a better 
search  p rocedu re . This m od ified  Pattern Search m ethod is  used 
in the present w ork fo r  the optim ization  study.
The Dynam ic P rogram m ing m ethod proposed  by B e llm a n (ll ) 
has been used fa ir ly  w idely in certa in  design optim ization 
p rob lem s. The m ain reason  fo r  this is  its easy adoption 
to a se r ie s  of stages w here the num bers of stream s and 
stage va ria b les  is  lim ited. The th eoretica l analysis of the 
application of dynam ic program m ing to the acetic  anhydride 
p ro ce s s  is  presented in this work.
Once the optim al conditions have been found, it is  n ecessa ry  
to analyse the sensitiv ity  of the optim al solution to changes 
in the design va ria b les , without resolv ing  the prob lem  for  
euch new value of the design va ria b les . Such sentivity 
analyses provide insight into the structure of the prob lem  
which cannot bo gained by exam ining only the optimal solution. 
The sensitiv ity  analyses of the optim al solution of the p ro ce ss  
is  com puted and c r it ica lly  exam ined.
Thus,to sum m arise, the presen t p ro je c t  illu stra tes  the 
detailed optim ization study of a particu lar p ro ce ss  design.
Such a study is  n e ce ssa ry  and v e ry  usefu l both from  the design 
and econ om ic points of v iew s. The m od ified  optim ization m ethod 
used is  com plete ly  general and can be used in a la rge  va riety  
of design prob lem s.
(10)
CHAPTER 2
P r o c e s s  D esign O ptim ization
The ob jective  of optimum  p ro ce s s  design  is  the establishment, 
of equipm ent specifica tion s and operating varia b les  that m axim ize 
som e econ om ica l function, e, g. annual profit. The approach to 
the design optim ization of a p ro ce s s  is  rather m ethodical. F irst 
•of a ll, a design arrangem ent is  chosen. An optim ization technique 
is  o f no use until such an 'arrangem ent is  finalized. Secondly 9 the 
p roper perform an ce  ob jective  function-is se lected  and a sa tisfactory  
m athem atical m odel con stru cted  to d escr ib e  the p ro ce ss . The 
ch o ice  of optim ization technique is  a lso  kept in m ind while the 
m odelling  is  in p rogress .
In the present chapter, the p ro ce s s  of the m anufacturer of acetic 
anhydride is  b r ie fly  described ,w ith  the flow sheet, and finally , 
the cr ite r io n  fo r  optim ization is  given,
2. 1 The p ro ce ss
The p ro ce s s  of m anufacture of acetic  anhydride by 
therm al crack ing of acetone is  b r ie fly  as fo llow s :( 30) 
A cetone is  vapou rised  at about atm ospheric pressure, 
preheated, and fed, into a tubular rea ctor  at 1200°F , 
to 1500°F, w here therm al crack ing takes p lace.
CH„ COG'H-
o  J
The ketene produ ced .in  the above reaction  undergoes 
further reaction  to ethylene and carbon m onoxide.
2 CH2 :CO — ^ C H +2- CO 2 4
Som e acetone is  m ore  destru ctive ly  decom posed  to 
hydrogen carbon  m onoxide and. a deposit of carbon.
Thus
The gases leaving the crack ing unit are quenced as 
quickly as p oss ib le  to prevent the d ecom p osition  of the 
ketene by reaction  (2, 2), by in jecting re cy c le  a cetic  
acid -anhydride m ixture from  the acetone colum n. The 
shock coo led  m ixture is  then passed  to a packed quench 
tow er over w hich a further quantity of r e cy c le  acetic  
acid -anhydride is  passed. The quench liqu or from  this 
tow er leaves via  a continuous filte r  which rem oves 
suspended coke ca rr ie d  out of the reaction  furnace.
In the initial quenching by the sprays the gaseous
reaction  products tend to becom e saturated with acid
and- anhydride vapour w hilst in the tow er both acid, and
anhydride are  condensed, fro m  the gas phage. This
coo led  m ixture of reaction  produ cts, consisting of a
num ber o f non condensable gases together with the
vapours of acetone, anhydride, acid  and ketene pass
to a shell and tube condenser w here during condensation
90% of the ketene in the rea ctor  effluent reacts  with the
acetic  acid  to fo rm  acetic  anhydride. The rem ainder,
with the perm anent gases and a high concentration  of
acetone, p asses  to an absorption  unit w here the
residual ketene is  absorbed  in re cy c le  a cetic  acid
to fo rm  a ce tic  anhydride. P robably  acetone is
a lso  absorbed  in the acid . The. liquor d isch arged
from  the absorb er  is  pumped to a storage tank w here
it is  m ixed  with the liquid, condensate from  the
condensers. This m ixture of acetone, a cetic  acid
and acetic  anhydride is  fed  to an acetone recovery
unit, w here acetone is  re co v e re d  as d istillate and
re cy c le d  tp the crack ing  unit. The bottom  product
o f the acetone colum n is  passed  to a divided line
which is  autom atically  con tro lled  to split the stream
into the anhydride colum n feed  and re cy c le  to the quench unit.
(12)
The top product o f the anhydride colum n con sists  of 
p ra ctica lly  pure a cetic  acid  and a bottom  product of 
a cetic  anhydride of requ ired  purity. The acetic  acid  
is  r e cy c le d  fo r  reu se  in the quenching and absorption 
units.
2. 2 P r o c e s s  flow sheet
The essentia l features of a s im plified  flow sheet for  this 
a cetic  anhydride p r o c e s s , are shown.,in schem atic form  
in figure (2, 1), The detailed  flow sheet o f course , contains 
variou s item s such as pumps and heat exchangers which, 
for  the sake of c la r ity , are not shown. They are included in
, the detailed p ro ce s s  m od el, but do not a ffect the approach
to the problem .
2. 3 O ptim ization cr ite r io n
P ilot plant data is  available in the literatu re  ( 30 ). The 
m a jor  contribution  of the p ilot plant studies was to establish  
the y ie ld -co n v e rs io n  relationship  of the p y ro ly s is  of acetone. 
The- se lectiv ity  -  acetone, con version  relationship  is  linear
• and is  given as
S “  (95-x)%  (j^qn No. (2. 4>]
w here x  is  the percen tage o f acetone converted , defined, 
as 'the num ber of m o le s  of acetone decom p osed  exp ressed  
as a percentage of the total num ber of m o les  of acetone fed 
to the reaction  fu rn aceb  and S. is  the percentage of raw 
' into a ce tic  anhydride.
C h aracteristic  features of the p ro ce ss  are the p re sm ce o f 
re cy c le s  and a lso  of d ifferen t item s of equipm ent with 
interacting tasks. The re cy c le  com putational,problem s
• are studied in detail in chapter (3. 6).
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The se le ct iv ity -co n v e rs io n  relationship  given by 
equation (2, 4) ind icates that operation of the 
rea ctor  at low er con version  would resu lt in an 
in crea sed  y ie ld  o f anhydride, At the low er con version , 
the separation p rob lem  b e co m e s  a m a jor fa ctor  fo r  
overa ll econom y. B ecause of these in teraction s, and 
m any s im ila r  ones, it is  im p ossib le  to a rr ive  at 
the best p ro ce s s  by specify ing the perform an ce  of each 
item  independently. T h ere is  a c lea r  case th erefore  
fo r  the m odelling  of the com plete p ro ce ss  so that it 
can be exp lored  and optim ized  system atica lly  as a whole,
In the orig ina l re fe re n ce  (52 )> the requ irem ent was to 
design  a plant fo r  the production  of 20, 000 long tons per 
annum of 95% w /w  acetic  anhydride in a cetic  acid, In 
the present optirhization study, the production  rate has 
been taken as a design  variab le  rather than fixed , so 
that the plant design  fo r  any other production  rate can 
be investigated  easily . It m eans that for  any sp ecific  
production  rate, optim um  plant design can be obtained. 
U nfortunately, the co s t  data fo r  acetic  anhydride' purity 
other than 98% was not available, so purity is  taken 
as a fixed  variab le .
The optim ization  cr ite r io n  chosen  is  to m axim ize the yea rly  
p ro fit , taking into account the annual operating cost  
(i, e. capital and running co s ts ) and the co st  o f raw 
m ateria ls . The ob jective  function to be optim ized 
b ecom es
p ro fit , £ /annum  £  (annual product rate, lb/annum
x value of the product,
(annual capital cost, £?+ running 
co st , £ ) + (annual acetone requ ired ,
£ /annum , x. cost  of acetone, £ /lb )  + 
(annual acetic  acid  requ ired , lb /annum  
x  cost  o f a cetic  acid , £ / lb
(15) 
CH A PTE R  3
P r o c e s s  F low sheet A n alysis
In ch em ica l engineering, there was a tendency to regard  a p r o ce s s  
design  as the use o f  crude and rather sim ple m ethods to obtained 
ad hoc solutions to sp ec ific  p rob lem s. With the introduction  o f 
com pu ters , the inadequacies o f  traditional m ethods have been 
revea led , and there has been a gradual rea lization  that better 
techniques and a m ore  systm atic approach  are n e ce ssa ry . In this 
chapter, som e o f the new techniques fo r  im proving the e ffic ie n cy  
o f the design  p rogram , by reducing com p lex  design p rob lem s into 
s im p ler  form , are b r ie f ly  rev iew ed  and som e o f the a lgorithm s are 
applied to the present p ro ce s s  flow sheet.
3 ,1  P rev iou s  related  w ork
The solution o f  the design equations fo r  a com p lex  p ro ce s s  
often cannot begin  unless values are assum ed fo r  certa in  
variab les  and the re c y c le  p aram eters . P r o c e s s  com putations 
then p ro ce e d  until new values o f the re cy c le  p aram eters  
ure com puted and iteration  is  then p er fo rm ed  to fo r c e  
agreem ent to som e sp ec ified  to leran ce  o f  the assum ed and 
com puted values o f  them . Since the com putational e ffort 
depends la rg e ly  on the num ber o f variab les  fo r  w hich values 
m ust be assum ed, there is  an incentive to seek  an ord e r  o f 
com putation w hich m in im izes  the num ber o f r e c y c le  stream s 
o r  the num ber qf va ria b les  a ssocia ted  with them . Rubin(85) 
was the f irs t  to publish a p roced u re  w hich was based  on 
system atic in terchanges, but he showed that this did not 
always find the global optim um , Sargent and W esterb erg  
(90 ) have given an a lgorithm  based  on dynam ic program m ing, 
together with som e ru les fo r  in itial reduction  o f the network.
(16)
L ee and Rudd (62 ) attacked the sam e p rob lem  as Rubin. 
They have developed  an algorithm  to determ ine the num ber 
o f  r e cy c le  p aram eters  that must be assum ed in o rd e r  to 
render re cy c le  ca lcu lations a cy c lic ; i. e. so that no 
ca lcu lation  r e c y c le  loop s w ould be present. R ecently , 
C hristensen  and Rudd( 25 ) have developed algorithm s 
fo r  m ore  com p lex  system s, In o rd er  to apply the 
algorithm  o f L ee and Rudd, it is  f ir s t  n e ce ssa ry  to locate  
the re cy c le  loop s . N orm an( 74 ) d escr ib ed  a m atrix  
m ethod fo r  determ ining nests o f  r e cy c le s  o f  a d irected  
graph. L ee , C h ristensen  and Rudd( 63 ) have given a 
system atic search  p roced u re  fo r  se lection  o f the design 
variab les  to reduce d ifficu lties  o f iteration  and thus save 
in com putational labour a ssocia ted  with the p r o ce s s  analysis.
R ecently , the em phasis has been made on the developm ent 
o f p rogram s which autom atically  com bine the ca lcu lation  
o f individual units to produ ce ch a ra cte r is t ics  fo r  the 
ov era ll p r o ce s s , Sargent( 88 ), Evans et, al(34 ) have 
rev iew ed  the related  w ork. The p ra ctica l exam ples o f 
som e o f  these p rogra m s are given by Andrew ( 2 ), and 
by F ord er  and H utchinson(42 ).
In form ation flow sheet fo r  a cetic  anhydride p ro ce ss
F igure (3, 1) is  the in form ation  flow sheet fo r  the acetic 
anhydride p r o ce s s . The unit operations, reaction , 
quenching, condensation, and so forth , are presen ted  
by blocks and the arrow s tra ce  out the d irection  o f  flow  
o f  m ateria l and energy betw een the b lock s.

(18)
W hendhe b lock  rep resen ts  a unit operation , there w ill 
be certa in  variab les  w hich can be said to be internal to 
it. These variab les  are usually term ed  as Independent 
V ariables and are denoted by the full a rrow s. The input 
and output va ria b les  are denoted by the half a rrow s.
N otice that the d irection  o f  physica l flow  does not 
n e ce s sa r ily  indicate the d irection  o f in form ation  flow , 
e. g. the specifica tion  o f the output product o f  the acetic 
anhydride colum n actually tran sfers  in form ation  back 
into the system .
An extra unit v iz . a f  eed make up unit has been con sid ered  
to sim plify  the flow sheet analysis.
3. 3 P r o c e s s  variab les
Once the input variab les  and the independent variab les  to 
a b lock  are specified , the output variab les  can be solved  
fo r ; this is the usual convention in a flow sheet calcu lation . 
Table (3, A , ) shows the va ria b les  associa ted  with each 
b lock . If the output fro m  a b lock  b ecom es  the input to the 
next b lock  and if  there is  no other output going out o f the 
f irs t  b lock  and no other input com ing into the latter b lock , 
then, only the output stream  o f  the firs t  b lo ck  is  m entioned 
to avoid repetition .
* Quite often, independent variables are term ed  design 
va ria b les . H ow ever, we w ill p re fe r  to d ifferen tia te  betw een 
these two te rm s , becau se som e independent variab les  m ay
f
not be desigp  va ria b les . The next section  deals with the 
se lection  o f design va ria b les , ’
(19)
Table 3. A
V ariab les a ssocia ted  with each unit o f  the p ro ce s s
Unit Input V ariab les Output V ariables IndependentVariables
Furnace
F eed  rate 
F eed  com position
(c)F eed  tem perature
E xit.gaseous rate 
Exit gaseous com p. 
Exit gaseous tem p.
% con version  
R eaction  tem p. 
P re ssu re  in -
( eb)the tubes
Quench
spray
o
Exit gaseous rate 
Exit gaseous com p. 
Exit gaseous tem p.
.
Quench
tow er
i
Make up acetic acid  rate 
R ecy cle  rate 
R e cy c le  com position
/•L\
R ecy cle  tem perature
5 Exit gaseous rate 
Exit gaseous com p. 
Exit gaseous tem p.
.
C ondenser .
G aseous product rate 
G aseous product tem p. 
G aseous product com p. 
L iquid product rate 
L iquid product t e m p ^  
Liquid product com p.
C ooling w ater 
rate 
% ketene to b e -  
condensed
A b sorb er
G aseous feed  rate 
G aseous feed  com p. 
G aseous feed  tem p. 
A bsorbent rate
Liquid product rate 
L iq u id  product com p. 
Liquid product tem p.
W ater rate to - 
in terstage c o o le r
Crude produc 
storage
L iq .e x -a b s o r b e r  rate 
t L iq, e x -a b so rb e r  com p. 
Liiq, e x -a b so rb e r  tem p,
F eed  to acetone colm n 
F eed  to ac. colum n com  
F eed  to ac. colum n tern]
rate
p.
,Cb)
(20 )
Table 3. A  (co n td ,)
Unit, Input V ariab les Output V ariables Independent __ V ariab les
A cetone
colum n
*
Furnace re cy c le  rate 
Furnace re cy c le  com p,
/•L)
Furnace re cy c le  .temp. 
Anhydride co lm . feed  rate 
Anhydride co lm . feed  com; 
Anhydride co lm , feed  tem£ 
Quench unit re cy c le  rate 
Quench unit r e c y c l e com p 
Quench unit r e cy c le  tem p.
;t i:\Refluxi ratio
3.
(b)
Anhydride
colum n
Colum n feed  rate 
Colum n feed  com p 
Golumn feed  tem p. ^
Top product rate 
Top product com p 
Bottom  product rate 
Bottom  product com p.
R eflux ratio
F eed  
make up 
unit
R ecy cle  (from  aceton 
colum n)rate 
Recycle* com p 
R ecy cle  tem perature 
F resh  feed  rate 
F resh  feed  com p. 
F resh  feed  tem p, ^
F eed  to furnace rate 
Feed, to furnace com p.
(c)F eed  to furnace tem p.
(b)
N otes : (a) It is  assum ed that the furnace tubes operate at 5 atm, p re ssu re ,
(b) This variable is  neg lected  fo r  flow sheet analysis because the 
effluent tem perature requirem ent must be m et by  the a c c e s s o r y  
heat exchanges and how this is  m et is  irre levan t to the rest o f 
the system .
(c) It is  assum ed that fre sh  feed  is  available at room  tem perature.
3* ^ Constraints on p r o ce s s  variab les
It is  v e ry  com m on that som e o f  the independent and 
dependent varia b les  have to satisfy  certa in  lim its .
In such a situation, the constra in ed  variab les  can be 
adjusted to range only within the constraints during 
the optim ization . In the follow ing paragraph, the 
various constra in ts present in the acetic anhydride p ro ce s s  
are  d iscu ssed ,
(i) % acetone con vers ion  in the reactor
10 <  A cetone con version , % K  25
The p ilot plant data( 30 ) are available in this 
range only.
(ii) Tem perature o f  effluent gas to quench tow er
(21)
800°F  <  T em perature ^  1000°F
The rate o f d ecom position  o f  ketene in .th is range 
is  neg lig ib le ,
(iii) T em perature o f  the stream  leaving the quench 
tow er
290°.F <£ T em perature <  310°F
(iv) C ooling w ater rate o f  condenser co o le r .
(22)
The w ater v e lo c ity  through the con den ser tubes 
should be su fficien tly  high to m in im ise  the 
deposition  o f  sa lts. M cA dam s( 66 ) states that 
fo r  m ost heat exchangers the suitable range fo r  
w ater v e lo c ity  through the tubes is  2 ft /s e c  -  4 f t /s e c .  
thus,
2 <  W ater v e lo c ity  through condenser tubes,
f t /s e c  <  4
(v) R eflux ratio to d istillation  colum n.
C oulson  and R ichardson(28 ) recom m en d  the 
optim um  reflu x  ratio betw een 1 ,4  and 4 tim es 
m inim um  reflu x  ratio , th ere fore ,
1 .4  x Rm  <  Reflux ratio 4, 0 x  Rm
(vi) W eight ratio o f a cetic  acid  to acetic anhydride in
acetone colum n -  q\*ench unit re cy c le  stream , A 
p re lim in a ry  optim ization  study suggested the 
follow ing range,
0 70 <  A ce tic, a cid  rate, lb /h r  <  '1, 50
— A c, anhydride rate, lb /h r
(vii) Irr iga tion  rate to quench tow er.
(23)
The liquid flow ing down the quench tow er over  
the packing m ust con firm  to the follow ing 
requ irem ents: ( 52 )
(a) the quantity o f  liquid must be such that it
is  capable o f  ca rry in g  away the heat tra n s ferred  
fro m  the gas without undue tem perature r ise .
(b) the liquid rate m ust exceed  the m inim um  
wetting rate,
(c) the liquid  rate m ust be such that the tow er 
operatures below  loading.
F or  the requirem ent (a), the heat load  on the tow er 
and tem perature r ise  o f the liquor are estim ated 
and then a p rop osed  liqu or rate is  determ ined.
F or  the ca lcu lation  o f  the m inim um  wetting rate, 
the value given by G oulson and R ichardson ( 28 ) 
fo r  m inim um  wetting rate fo r  3" stacked rings, is 
used. The co rre la tio n  presented  by L eva( 65 ) 
has been used to com pute the tow er loading.
3. 5 Selection  o f  design variab les
The design variab les  are those variables w hich are to be 
adjusted in optim izing the p r o ce s s  design and the state o r  
dependent variab les  are those variab les  w hich are determ ined 
by the solution o f  the design  equations. The se lection  o f 
the design variab les  depend on the follow ing c r ite r ia :
(24)
(i) The constraints do give a clue concern ing  the
strategy o f  se lectin g  design va ria b les . If the
constra in ed  variab les  are chosen  as the design
va ria b les , it is  ea s ie r  to keep them  in the range
during optim ization . A lso , if  v irtu a lly  all
variab les  are constra ined, then those w hose
constra in ts are m ost severe  can be chosen .
(ii) The m a jor  purpose o f design variable  se lection  
. is  to sinqpOijy p r o ce s s  calcu lations e, g. in the
d istillation  colum n, it is much m ore  convenient 
to se le ct  re flu x  ratio as design variab le  and then 
ca lcu late  the num ber o f plates than v ice  versa .
The above c r ite r ia  suggest the se lection  o f the follow ing 
variab les  as potential design  varia b les .
a) % acetone con vers ion
b) reaction  tem perature in furnace
c) tem perature o f  the exit vapour from  quench spray
d) tem perature o f the exit vapour fro m  quench tow er
e) weight ratio o f a cetic  acid  to anhydride in quench 
unit-acetone colum n r e c y c le  stream
f) % ketene to be condensed  in condenser
g) coo lin g  w ater rate to condenser
h) coo lin g  w ater rate to ’ interstage* exchangers o f  
o f  a b sorb er
i) re flu x  ratio in acetone d istillation  colum n
(25)
top product com p osition  in acetone d istillation  
colum n
bottom  product com position  in acetone colum n 
reflu x  ratio in anhydride colum n 
acetic  anhydride (product) rate 
a cetic  anhydride (product) purity
The above se lection  o f design  variab les  is  p rin cipa lly  
based on the detailed ch em ica l engineering study o f  the 
p r o ce s s . R ecently , L ee ( 63 ) et. al, have given a 
system atic p roced u re  fo r  the se lection  o f the set o f 
design variab les  so as to a ss is t  in avoiding re cy c le s  
and to m in im ize com putational labour a ssocia ted  with 
the p r o ce s s  analysis. In the follow ing paragraphs, 
their algorithm  is  given and then applied to the flow sheet 
o f  the acetic  anhydride p r o c e s s . F inally, the resultant 
set o f design  variab les  obtained is com pared  with that 
lis ted  above.
3 ,5 .1  The algorithm  fo r  the se lection  o f  design varia b les
The p ro ce s s  design equations can be ex p ressed  in sym bolic 
fo rm  as
|Eqn No. (3. 1)Jf.(V „) = 0 i 3
with i = 1, 2, n
and V . defined as the v e cto r  • 
J
j)
k)
1).
m)
n)
(26)
The design equations fi tie together the p ro ce s s  variab les
V. through the m ateria l and energy balances, equipment 
J
design equations etc. In p ra ctice , fo r  any value o f i, not 
all o f the com plete  set o f m  Variables w ill appear on the 
contary, in m ost equations only a few w ill be present, In 
rea l ca se s , m  > n. F or  m  = n there would be a unique 
solution to the p r o ce s s  design prob lem , obtained by solving 
sim ultaneously the set (3. 1). In fact this w ill never o ccu r , 
nor the "o v e r  design" case  o f  m  < n.
When m  > n, it is  n e ce ssa ry  to se lect (m - n) variab les  from  
the total m  and designate them  as Design V aria b les . The 
num ber o f such distinguished variables is equal to the degree 
o f  freed om  o f  the system  that being the e x cess  o f  variables 
over  equations,
i. e. F = m  - n jjjEDqn No. (3 .2 )
There are j ^  j w ays o f choosing a set o f design  variab les. 
The algorithm  p rop osed  by L ee , et. al. is based  on the 
c r ite r io n  that a best set o f design variab les  resu lts  in a 
structure in w hich the la rgest num ber o f  equations that 
m ust be solved  sim ultaneously is m in im ised . A  b lock  in 
the p ro ce s s  flow sheet m ay be thought o f  as em bracing a 
num ber o f  design equations fo r  an adequate d escrip tion  o f 
that operation . F or  p ra ctica l reasons, it m ay be p re fe rre d  
to have c lo se  con tro l over  ce r ta in  varia b les , and such, 
p re fe rre d  varia b les  m ay be elevated to the le v e l o f design 
variab les  regardle.ss o f the lo g ica l structure o f the prob lem .
(27)
F o r  exam ple, in the present p ro ce s s  design, the product 
purity  have to m eet som e restr iction s  and it is d esired  to 
com pute on ly designs which m eet these restr ic tion s .
Such p re fe r re d  varia b les  are assigned  p r io r  to the use of 
the algorithm . The num ber o f  input arrow s to a b lock  
equals the lo ca l degree o f freed om  there, a num ber that 
is p re se rv e d  during the m anipulations. With this 
interpretation , the a lgorithm  o f L ee, C hristensen  and 
Rudd can be given step w ise  as fo llow s:
Step 1 R e co rd  the lo ca l degree of freed om  fo r  each 
b lock , and rem ove all heads from  the arrow s 
in the initial in form ation  flow sheet.
Step 2 Note fo r  specia l considerations any variables 
which do not connect b locks in the system . 
V ariab les  so distinguished are assigned  an 
"outw ard" d irection . This assignm ent is 
continued upto the point w here the num ber o f 
unassigned variab les  equals the lo ca l degrees 
o f  freed om  fo r  the b lock , at which tim e the 
b lock  is  deleted from  the diagram .
Step 3 Repeat Step 2 on the reduced diagram s until
no further reductions o ccu r . T he'unassigned 
variab les  are the design va ria b les .
(28)
3 -5 ,2  A pplication  o f  the a lgorithm  to acetic anhydride p ro ce ss  
flow sheet
F rom  a care fu l study o f the p ro ce s s , the follow ing set o f 
p r e fe r r e d  design variab les  is  selected .
a) % acetone con version
b) weight ratio o f acetic acid  to anhydride in quench 
unit - acetone colum n re cy c le  stream
c) % ketene to be condensed in condenser
d) re flu x  ratio in acetone colum n
e) top product com position  in acetone colum n
f) bottom  product com position  in acetone colum n
g) re flu x  ratio in anhydride colum n
h) a cetic  anhydride rate in anhydride colum n
i) acetic  anhydride purity
With the in itial se lection  o f  the p re fe rre d  design variab les  
and other sp ecified  design  variab les, the new in form ation  
flow sheet b ecom es  as shown in figure (3, 2). In this figure, 
stream  details are not shown and each unit is  represen ted  
in alphabetical o rd e r . The p re fe rre d  design variab les  and 
in itia lly  sp ec ified  design variab les  are denoted by the 
c r o s s e d  a rrow s and the full arrow s resp ective ly . The 
half arrow s denote state o r  dependent va ria b les . If a 
stream  connecting two b lock s  is acting as a p re fe r re d  
design variable  ( o r a  sp ecified  design variable) fo r  both
f.
b lock s , then that stream  is shown d isconnected  by a 
dotted line.
(29)
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F igure (3. 3) resu lts  from  the application o f step 1 of 
the algorithm . N otice that the heads fro m  c r o s s e d  
arrow s representing the p re fe rre d  design variab les  
are not rem oved . F igu res (3 f 4A) to (3 .4D ) show 
the resu lts  o f  four p asses  through step 2 and 3 o f  the 
algorithm , resu lting in the assignm ent o f  output 
variab les  fo r  each b lock . The c ir c le  round a b lock  
indicates that the num ber o f  unassigned variab les  
equals the lo ca l degrees o f  freed om  fo r  the b lock  and 
thus, that b lock  is d.eleted fro m  the diagram . In a 
num ber o f  ca ses  one ch o ice  o f d irection  o f  in form ation  
flow  was m ade fro m  severa l p oss ib le  a lternatives.
The p r e fe r re d  d irection  to the in form ation  flow  was 
m ade by using insight into the p ro ce s s  and favouring '' 
easy d irection .o f in form ation  flow  through given b lock s. 
F or eaxm ple in figure (3. 4D )f fo r  b lock  E, the degrees 
o f  freed om  are  five and the num ber o f  unassigned 
variab les  are four. To equalize them, any one o f the 
assigned  variab les  fo r  the b lock  E can be m ade an 
unassigned, variab le  and thus, design variab le . F rom  
the p ro ce s s  study, it can be seen that it is p re fe r re d  to 
choose the coo lin g 'w a ter  rate as the design variab le .
F igure (3, 5) shows the in form ation  flow sheet fo r  the new 
assignm ent o f  design va ria b les .
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3. 5, 3 C om parison  with the p rev iou s ly  se lected  design  variab les
F igure (3. 5) ind icates that by the se lection  o f  the follow ing 
set o f  design variab les, the re cy c le  loops can be elim inated,
% acetone con vers ion  
reaction  tem perature in the furnace 
total feed  rate to the rea ctor  (or furnace) 
tem perature o f the exit gases fro m  quench spray 
weight ratio o f  acetic acid  to anhydride in quench 
unit -  acetone colum n re cy c le  stream , 
tem perature o f  the exit gases fro m  quench tow er 
% ketene to be condensed in condenser 
coo lin g  w ater rate to the condenser 
coo lin g  w ater rate to heat exchangers in absorber 
top product com position  in acetone d istillation  
colum n
bottom  product com position  in acetone d istillation  
c olum n
1) . re flu x  ratio in acetone d istillation  colum n
m) acetic  anhydride (product) rate
n) a cetic  anhydride (product) purity
o) re flu x  ratio in anhydride colum n
By com paring the above set o f design va ria b les  to the set 
p re se le c te d  p r io r  to the application o f the a lgorithm , and 
given on page(24)t it can be seen that only one design variable 
v iz  feed  rate to the rea ctor , is additional to the above set.
a)
b)
c)
d)
e)
f)
g)
h)
i) 
j)
. k)
(38)
H ow ever, this extra  design  variable is quite unnecessary , 
because once the product rate and % acetone con vers ion  
are sp ecified , total feed  rate to the rea ctor  can be determ ined. 
(See also equation (3. 5)). Thus, the feed  rate to the rea ctor  
can be sa fe ly  con s id ered  as a state variable .
Therefore ', it can be concluded  that the p rev iou s ly  se lected  
design variab les  are sa tis fa ctory  and their se lection  p rom ises  
an effic ien t com putational schem e.
3. 6 R ecy cle  com putations
In the past, a se lf consistent design fo r  the r e cy c le  p ro ce s s  
was c a rr ie d  out in the follow ing way :
the values o f  all r e cy c le  param eters  w ere 
tentatively assigned.
the rem aining ca lcu lations, w hich contain no 
unspecified, r e cy c le  param eters, w ere then 
p e r fo rm e d  step by step, yielding new values 
fo r  the re c y c le  p aram eters.
the above step (i) and (ii) w ere repeated  until 
the d esired  con vergen ce  was achieved.
The con vergen ce  o f  such a p roced u re  is  often slow  and 
m uch tim e and e ffort is  required , e sp ec ia lly  if  the num ber 
o f  r e cy c le  p aram eters  are large . M athem atically, the 
p rob lem  generated m ay be form ulated  as finding a solution 
to the set o f  equations (25 ).
X r+1 = g (X r ) jEqn No. (3 .3 )j
(39)
w here, X  is the It d im ensional set o f r e cy c le
X*p aram eters  and g(X ) is  the set o f  new values o f  the
r + 1
3, 6, 1
re cy c le  param eters  generated by the solution o f the 
design equations. T h ere fore  the few er the r e cy c le  
p aram eters , k, the le s s  is  the d ifficu lty  o f  the 
ite ra tiv e  ca lcu lation s.
determ ining the m inim um  num ber o f  r e cy c le  p aram eters  
that m ust be assum ed to render cy c lic  ca lcu lations 
a cy c lic . . R ecently , C hristensen  and Rudd( 25 ), and 
Sargent and W esterberg ( 90 ) have p rop osed  algorithm s 
on the sam e lines to find the sim plest r e c y c le  set in 
system  o f a rb itra ry  com plexity .
In the next paragraphs, the p roced u res  o f  L ee and Rudd 
are outlined and then applied tq the acetic anhydride 
p r o ce s s . F inally, the m ethods used in the present 
w ork, to so lve  re c y c le  p rob lem s are given. These 
m ethods do not requ ire  any iterative calcu lation .
The p roced u res  o f  L ee and Rudd( 62 )
N orm an(74 ) d e scr ib ed  a m atrix  m ethod+o loca te  all 
r e cy c le s  in a system . The cy c le  m atrix  C can be . 
represen ted  as
L ee and Rudd( 62 ) have developed p roced u res  fo r
C 1 if Sj appears in c 0 otherw ise
w here, S„ rep resen ts  stream  j
(40)
A  cy c le  rank is  defined as the. num ber o f  stream s involved 
in a cy c le  and equals the sum  o f the elem ents in a 
row  o f the cy c le  m atrix , A stream  frequency is 
the num ber o f  c y c le s  in w hich a stream  appears and 
equals the sum  o f colum n elem ents. If the frequency  
o f colum n j is  equal to o r  gre ater than that o f  colum n 
k and if  the colum n j has non zero  elem ents in all o f 
the row s w here ,co lu m n  k has non zero  elem ents, then 
colum n k is  said to be contained in colum n j. A  set 
o f  colum ns is said  to be independent when no colum n 
is  contained in any other colum n. Column, k is  said 
to be s tr ic t ly  contained in colum n j, if  colum n k is 
contained in colum n j and the num ber o f variab les  o f 
stream  k, Fk, is  not le ss  than those o f  stream  j, P j,
If the colum nkis contained in a set o f  colum ns and if  
the variab le  num ber o f  stream  lc is  not le s s  than the 
sum o f the variab le  num bers o f  the colum ns in the set, 
then the colum n k is  said  to be s tr ictly  contained in the 
set.
B ased  on the above defin itions, figures (3, 6A to 3, 6D) 
show the flow charts o f the algorithm s o f  L ee and Rudd, 
and figure (3, 7) shows the flow chart o f the application 
o f  these a lgorithm s fo r  estim ation o f  the m inim um  
num ber o f  r e c y c le  param eters .
• Eliminate.■•yes
* ' C . that cycle ,
--------------------:— _ — .— :-------------_ _ f t
no
El iniinate all 
dependent,
..columns
* ^
Select corresponding nonzero 
element as recycle variable and 
eliminate the corresponding 
column along.with rows in which 
nonzero element of column appears
no Algorithm 2>--- — >
Figure 3-6 A: Algorithm. I' of Lee and Rudd
Algorithm 3

/(44)
Figure 3*6. D: Algorithm 4 of Lee and Rudd
(45)
Figure 3»7* Application of the algorithms- of Lee and Rudd
(46)
3. 6. 2 A pplication  o f  the above p roced u res to ; 
acetic  anhydride p r o ce s s
F igure (3, 8) shows the orig in a l acetic  anhydride p ro ce s s  
flow sheet, Thpre are two re cy c le  stream s presen t v iz  
S and S . Table (A. B) indicates the num ber o f
7 10
param eters  n e ce ssa ry  to ch a ra cter ize  each stream .
Table 3. B
Num ber of p aram eters associa ted  with each stream
i Stream  Number Num ber of param eters
' Sl
1
a? 3
S3 3
S4 3
1 5 3
3
S7 " ' 3
S8 2
V 1
S10 2
S11 2
An
hy
dr
id
e
(48)
It is  p oss ib le  to tra ce  out all c y c le s  in the p ro ce s s  flow sheet without 
applying any p roced u re  such as that o f N orm an (?4  ). Table (3 .C ) lis ts  
the c y c le s  present in the system .
Table 3, C 
C y cles  o f  the p ro ce s s
A
B S4 - S6 -S8 ’ S 10
C
S 1>S2’ S3 - S4 ’ S5 'S7 'S8 - S9
D S 1’ S2 ’ S3,S 4 ' S6 ’ S8 ’ S9 .
(49)
Table (3, D) illustra tes  the augm ented m atrix  with the c y c l  e rank, stream  
frequency and stream  va ria b les ,
Table 3, D 
Augm ented c y c le  m atrix  o f  the p ro ce ss
C ycle  matrix 
C =
s1 S2 V S4 s5 S6 S7 S8 S9 S 10 s n C yclerank
A . o * • 1 : 1 • 1 1 • 1 • 5 .
B -
• • • 1 • 1 * 1 • 1 • 4
C 1 1 1 1 1 • 1 1 1 • « 8
D  ' 1 1 1 1
•
1
•
1 1
• •
7
Stream
frequency 2 2 2 4 2 2 2 4 2 2 ,
N um ber o f
variab les
o f stream  
P o 
%-----------------------------
1 3 3 3 3 3 3 2
.
1 2 2
By applying a lgorithm s 1 and 3 o f  L ee and Rudd, it can be seen  that:
colum ns S_, S , S , S , S , S are s tr ic t ly  contained in colum n S .2 3 4 5 6 7 8
colum ns S ,S  are s tr ic t ly  contained in  colum n S . M orover , as 1 1 0  9
there is  no elem ent is  the colum n S » it is  un n ecessary  to con s id er  it. 
Thus, colum n elim ination resu lts  in the reduced  m atrix  shown in Table 
(3 .E )
(50)
Table 3 .E  
Reduced m atrix  o f the p r o ce s s  system
c S8 S9 C ycle  rank
A 1 * (i)
B 1 • ( i )
C 1 1 2
D 1 1 2
Stream
frequency 4 2
P j 2 1
Table (3 .E ) shows that row s A and B each have only
one non zero  elem ent and thus, a ccord in g  to a lgorithm  1,
the corresp on d in g  colum n is  se lected  as the re cy c le  stream .
E lim ination  o f colum n S resu lts in elim ination  o f  allo
row s, so the m inim um  num ber o f  r e c y c le  stream s has
been found. R ecy cle  stream  fo r  the present system
is S and the m inim um  num ber o f r e cy c le  param eters  is o
2. F igure (3, 9) shows the resultant p r o ce s s  flow sheet.
Fr
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M ethods adopted to c a r ry  out r e cy c le  com putations 
The resu lt o£ the a lgorithm s o f L ee and Rudd when 
applied to the acetic  anhydride p ro ce s s  show that it is  
n e ce ssa ry  to assum e the values o f two p aram eters  to 
render re c y c le  ca lcu lations a cy c lic . It is  in teresting 
to note that if  these two p aram eters  are chosen  as 
design variab les, the iterative  ca lcu lations can be 
su cce ss fu lly  avoided. The re cy c le  com putations are 
ca rr ie d  out on the sam e ba s is . As a lready stated 
b e fo re , the re are four r e cy c le s  in the acetic  anhydride 
p r o c e s s ; how ever the m a jor  re cy c le  stream s which 
influence o v e ra ll m ateria l balance are
i) re a ctor  -  acetone colum n re cy c le
and
ii) quench unit - acetone colum n re cy c le  
Each o f  these r e cy c le  calcu lations is  d iscu ssed  
individually in the follow ing paragraphs,
i) re a ctor  -  acetone colum n re cy c le  calcu lations
The m ateria l balance p rogram  fo r  the feed  make up 
unit gives the fo llow ing relation
F eed  to re a cto r  = fre sh  feed  + r e c y c le d  feed  from  
acetone colum n
and the o v e ra ll m ateria l balance fo r  total quantity o f
feed  requirem ent shows that
The hourly  fre sh  feed
requ ired  =  — (EqnNo. (3 .6 )1
n 102 *  x  *  -y . J
w here,
a = hourly  production  rate o f  ac. anhydride
(53)
mw = m olecu la r  weight o f  the feed  m ateria l 
x  = sp ecified  % acetone con version  
y = f % y ie ld  o f  a cetic  anhydride corresp on d in g  to 
sp ec ified  con version
The purity o f  the fresh  feed  viz acetone is  known, 
how ever the com position  and the rate of. .the re cy c le  
feed  is not known at this stage. So, to define the 
re cy c le  flow stream , it seem s that two re cy c le  
p aram eters  v iz , flow  rate and .com position , have 
to be sp e c ifie d  fo r  iteration  calcu lation . H ow ever, 
if  the top com p osition  o f  the acetone colum n is 
sp ecified  to satisfy  the requ ired  quality o f re cy c le  
to the re a cto r , one o f  the re cy c le  p aram eters  can 
he om itted. In the present program , this param eter 
is  treated  as a p r e fe r r e d  design variable  and its 
value is sp ecified  to m atch the fresh  feed  i. e, n early  
pure acetone. Though the iteration  p rob lem  is 
sim plified , it has not been avoided com plete ly .
If the m ateria l balance fo r  the feed  m ake-up unit is 
avoided until the com putations o f the acetone d istillation  
unit are com pleted , there w ill be no need fo r  any 
iteration  ca lcu lation  at all. F rom  equation (3, 6), the 
m ateria l balance fo r  the rea ctor  can be done to 
determ ine the total quantity o f acetone feed  requ ired  
fo r  the sp ecified  acetic  anhydride hourly  production  
rate. This in form ation  is  stored  in the m achine.
The com putations o f  the acetone colum n revea l the 
flow  rate o f  the r e cy c le  stream . So the d ifferen ce  
betw een these two rates w ill give the quantity o f fresh  
feed  requ ired . Thus, there is  no need o f any iteration  
ca lcu lation  fo r  the rea cto r -a ce to n e  colum n loop .
(54)
It is in teresting to note that the a lgorithm  o f L ee, 
C hristensen  and Rudd( 63 ) has suggested the sam e 
optim um  ord erin g  o f  units in the p ro ce s s  flow sheet 
to m in im ize com putational labour (F igure 3, 5).
ii) Quench unit - acetone colum n re cy c le
ca lcu lation s.
The ca lcu lations o f  the quench unit - acetone colum n 
involve two p a ra m eters / the re cy c le  rate and com position . 
The exit tem perature o f  the gases leaving the quench 
tow er has been  sp ecified ; fn oreover the acetic  acid  and 
acetic  anhydride contents in the exit gases w ill be 
known from  the resu lts  o f quench unit design ca lcu lations . 
Thus, i f  the com position  o f the re cy c le  stream  is known, 
the flow  rate o f the re cy c le  stream  can be determ ined.
The ex cess  acetic  acid  requ ired  can be obtained from  
the m ake-up unit. It m eans that to define the re cy c le  
flow  stream  it is  on ly n e ce ssa ry  to sp ecify  the com position  
o f  the re cy c le  stream , and all other p aram eters  fo llow  
by the m ass balance.
In the presen t p r o ce s s  m odel p rogram , the com position  
o f  the quench unit - acetone colum n is  treated  as a 
p re fe r re d  design  variab le , The weight ratio o f acetic  
acid  to anhydride in the re cy c le  stream can on ly be 
determ ined by optim um  p ro ce s s  analysis. If this 
ratio b ecom es  le s s  than unity, few er p lates are requ ired  
fo r  separation  in the acetone colum n w hilst at the sam e 
tim e, m ore  m ake-up acetic acid  w ill be requ ired , o r  v ice  
v ersa . F or  p ra ctica l purposes, this ratio is  constra in ed  
and the range is chosen , based  on intuition.
(55)
It has, been shown in the preced ing  paragraphs 
that the a lgorithm s o f L ee and Rudd are extrem ely  
useful as the guidlines to render the cy c le  calcu lations 
a cy c lic , and using the in form ation ,obtained and placing
‘ I
the, insight into the p ro ce s s  structure, it is p oss ib le  to 
find the Optimum ord er  o f ca lcxilation 'of .units within a 
flow sheet such that on ly a forw ard  feed  o f in form ation  
o c cu rs , ,
 ^ O rganization o f  the p r o ce s s  m odel
O nce the design  variab les  are chosen  and iterative
calcu lations are  sim plified , the conputation o f  the
p ro ce s s  m odel p rogra m  requ ires  solution o f  the
design equations, • Xn this section , design equations
relating the p r o ce s s  variab les  fo r  each unit are
d iscu ssed  b r ie fly . The: detailed design p roced u res  
. , : 1 i
are given by J e ffre y s ( SZ )„ The m ore  detailed
p ro ce s s  m odel is  d iscr ib e d  in Appendix B,
\ .
,1 .
(a) F urnace (or reactor)
T h e :fu rn a ce 'is  rep resen ted  in the p r o ce s s  m odel by its 
heat duty, The d&'Sign variab les  fo r  this, unit are %
i ‘
acetone con vers ion  and tem perature o f crack ing .
The datum tem perature o f  the liquid acetone feed  has 
been taken as 8 6 °F and on this basis  total heat duty 
o f the furnace can be given by the follow ing equations
(i) preheating the liquid, acetone to its boiling point:
A  . s z x  sp 3£ (t j -3 0 )-x  1 ,8  JjEqn No, (3
(56)
(ii) V apourisation  o f the acetone:
/A H = z' *  \  «  1.8
u
(iii) Supeidieating the acetone to the crack ing 
tem perature,
A H3 = - ^ _  [6. 3 6 ( t 2 - t l ) + 2- ^
< Y -  V  <T z + T i ) ’ ^ 7  <T ?.3-  t 3? ]  [ e ^ ° -
(iv ) P ro v is io n  o f  the heat o f crack ing  :
A  = ( z *  X as ht x  1 .8) / 58 [ E qn No. (3, l o f
(v) Heating residual acetone and reaction  products:
^  h5 = 5% §-  ( W V + h  V T2>
- 3 7  <T 33 -  T 23)]  [E<mNo. (3. U ) ]
(vi)- Preheating the acetone still feed  stock  :
A s the feed  rate to the acetone colum n is Unknown at 
this stage; this heat requirem ent cannot be determ ined 
so, this heat duty w ill be calcu lated  la ter on  and the 
total heat duty o f the furnace at this stage w ill be 
represen ted  .by the above five equations. This heat 
duty w ill be stored  and the in form ation  can be used when 
the heat load  on the furnace fo r  preheating the acetone 
colum n feed  has been determ ined.
rjEqn No, (3. 8 ) ]
(57)
The notations in the above equations are as 
fo llow s:
z feed  rate to the rea ctor  (lb /h r)
sp m ean sp ec ific 'h ea t o f liquid acetone between 
datum temp and boiling point o f acetone 
(c a l /  gm  Q )
t  ^ bo iling  point o f acetone at the operating 
p re ssu re  o f furnace tubes (G )
X latent heat o f vapourization  o f acetone (ca l/g m )
X  sp ecified  % acetone con version
ht heat o f reaction  (ca l/g m  m ole)
mta m olecu lar weight o f  the total reaction  m ixture 
am, bm , cm
values o f  the constants for reaction  heat capacity  
equation
t3  exit tem perature o f reaction  products (?@)
Note that the tem perature shown in capital 
le tters  are  tem peratures in absolute degrees e. g.
T 2 = ^2 + 2?3  ^ ° K etC‘
(b) Quench Unit
The hot vapours leaving the furnace are rapidly 
co o le d  i. e, quenched to prevent decom position  
o f the ketene. This quench is  ca r r ie d  out by 
in jecting a fine spray o f a m ixture o f  acetic acid  
and acetic  anhydride which can be obtained . 
fro m  the bottom  product o f the acetone colum n.
The com position  o f  the re cy c le  stream  is a 
chosen  design variable  fo r  this unit. Daroux( 30 ) 
has poihted out that a sim ple four jet unit can be 
conven iently  em ployed. As the co st  o f this unit 
w ill be com para tive ly  neglig ib le , it is not 
n e ce ssa ry  to include detailed design o f this unit.
(58)
H ow ever, m ateria l and heat balances are n ece ssa ry  
fo r  flow sheet ca lcu lation . B esides the above 
m entioned design variable,the tem perature o f the 
p ro ce s s  stream  leaving the quench spray influences the 
m ass and heat balance program . This latter design 
variable  should be constra in ed  in such a way that the 
rate o f  d ecom position  o f lcetene is  neglig ib le  in the 
chosen  range.
The heat balance equations can be given as :
(i) heat lost due to coo lin g  o f p ro ce s s  stream :
A  h = 2SSL-8 fe (t -t  ) (t - t  ) (T +T )1 mw 1 m  2 e 200 ' 2 e 2 e
(T 3 T N T flCqn 'No, (3 ,1 2 )1  
“ 3106 3 ”  e J L  J
(ii) heat gained fro m  acetic acid  in the m ixture:
A  h = (X 3fiRT»(Sp) 3g(t -63) *1 . 8)T(X!'3jRT* X acx-1. 8)
u EC ~fc
»««.-•*)* A s  <V r,
< V V  - y r  x 3 - t >  ^ No p  is)]
iii) heat gained fro m  acetic anhydride in the m ixture
\
A  h = (Xss(Sp) « ( t  -63) x  1. 8) + (X she X ael. 8) an elii
/5C -3£l 8 , t v 3*28
 102 7 ’ ( 18° 3 *  "*5 + "200“
(te " V < V T 5) + ^ T  ( T ^ - t / ) ) )  ( jq n  No. (3
(59)
w here,
te tem p, o f p ro ce s s  stream  stream  leaving
quench spray  (t G)
o
t4 boiling  point o f a cetic  acid ((G)
t5 boiling  point o f acetic  anhydride (?C)
(Sp)ac, (S'p)an
m ean sp e c ific  heat o f acetic acid  and anhydride 
re sp e c tiv e ly (ca l / ghn C)
RT weight ratio o f  acetic  acid  to anhydride in 
re cy c le  stream  
X flow  rate o f  acetic anhydride in r e cy c le
s trea m (lb /h r )
\ac, Xan
latent heat o f  vapourization o f acetic  acid  
and anhydride re sp e c t iv e ly ; (ca l/g m )
The quenching started  at the quench spray is to be
com pleted  in a packed tow er by contacting the partly
co o le d  gas with a further quantity o f  acid  and anhydride
m ixture o f the sp ec ified  com position . The design
variab le  fo r  th4e quench tow er is  exit gas tem perature
o f the gas. Som e o f  the acid  and anhydride w ill be
condensed, but no ch em ica l reaction  takes p lace  in
the unit( 52 ) 0 Within the tow er, sim ultaneous heat
and m ass tran sfer  p r o ce s s e s  take p lace . F u rtherm ore, 
- ■ <r
these p ro ce s s e s  o ccu r  at different rates in various
parts o f the tow er. The com putations involve
sim ultaneous solutions o f the design equations step
by Je ffrey s( 52 ) has given the p roced u re  o f  form ing
m ass and heat balance equations, • They are not
repeated  h ere . The p rogram  fo r  ca lcu lation  o f
packing height is d escr ib ed  in Appendix B„
(60)
(c) C ondenser
The gaseous phase leaving the quench unit 
contains a la rge  quantity o f non condensable 
gases so, fo r  design purposes a m ethod 
recom m ended  by Colburn and Hougen( 27 ) 
has been used. H ow ever, in this case , 
there is a lso  a ch em ica l reaction  involved 
in the liqu id  phase. The design variab les  
se lected  fo r  this unit are % lcetene to be 
condensed and coo lin g  water rate. To 
s im p lify  ca lcu lations, the type o f  the 
condenser has been specified .
The heat balance equations fo r  the condenser can be 
exp ressed  as
ho (tg - V  ,+.T g MA X (pv -  Pf) = hio (tf - tw )
[E qn  No. (3 .15)1
= UAt
w here,
ho = shell side dry co -e ff ic ie n t  (B T U /lbm ole  ft^ > °F)
. v
hio = w ater side co -e ff ic ie n t  based  on outside d iam eter 
= m olecu lar  weight o f vapour 
pf s partia l p re ssu re  o f  condensables in condensate film (atm ) 
pv = partia l p re ssu re  o f condensables in body o f gas (atm) 
tf condensate in terfa ce  tem perature (<°F) 
tw = w ater tem perature (°F)
)v = latent heat o f condensables (B T u /lb )
v
The solution o f  the equation (3. 15) requ ires  
estim ation  o f  values o f  tf and the ca lcu lation  o f 
partia l p re ssu re  o f condensables in the condensate 
film ; how ever, since the amount o f  acetone present 
in the condensable vapour w ill be con sid erab ly  greater  
than the other com ponents, and also at the condensing 
tem perature the partia l p ressu re  o f  the other 
com ponents w ill be neglig ib le  com pared  to that o f 
acetone; it w ill be assum ed that pf is the partial 
p re ssu re  o f acetone. A num ber o f it e r a t io n s  are 
requ ired  to fo r c e  agreem ent to som e sp ecified  
to leran ce  o f the L, H. S. and R. H. S. com puted o f 
the equation (3. 15). F or  the ca lcu lations at the 
next point, the tem perature o f the co o le d  gas is 
estim ated. Then, assum ing that the condensation 
o ccu rs  at constant p ressu re , the drop in partial 
p re ssu re  o f the condensables w ill be proportiona l 
to the m oles  o f  the com ponent condensed at that 
point. The heat balance is  ca rr ie d  out. New 
values o f the variab les  in equation (3. 15) are ca lcu lated  
and the equation is  solved. This step w ise  p roced u re  
is continued Until requ ired  quantity o f the ketene rem ains 
in the gas phase. When this condition is  satisfied , 
the check  is  m ade whether exit coo lin g  w ater tem perature 
a grees with the estim ated tem peratu re- if  not, the 
design p roced u re  is  repeated with re -es tim a ted  w ater 
tem perature.
(61)
(62)
d) A b sorb er
The absorption  unit is  an exam ple o f 
m ulticom ponent absorption with a ch em ica l 
reaction .
A  la rge  amount o f  heat is  liberated  due to 
ch em ica l absorption  o f ketene and physica l 
absorption  o f  acetone. Thus, the tem perature 
o f  the descending, liquid can be expected  to r ise  
con siderab ly . In o rd er  to keep the tem perature 
o f the liquid  as:.low as p oss ib le , a plate type 
tow er with "iritei'stage" c o o le r s  is  the m ost 
suitable unit to install. The design variab les  
fo r  this unit are, % ketene to be absorbed , and .. 
w ater rate to c o o le r s . In o rd e r  to determ ine 
the absorbent rate, the m ateria l balance over  the 
crude product, storage is  n e cessa ry . As one m ole  
o f  ketene absorbed  w ill fo rm  one m ole o f  a cetic  
anhydride, the quantity o f  acetic anhydride in 
liquid e x -a b so rb e r  can be com puted. Once the 
weight ratio o f acetic  acid  to anhydride in the 
quench colum n re cy c le  is  specified , the m ateria l 
balance over  the crude storage can be done 
without d ifficu lty . Jeffreys( 52) has developed 
a design equation fo r  the num ber o f  plates 
requ ired  fo r  ketene absorption .
F o r  acetone absorption , vapour liquid 
equilibrium  data is taken fro m  Jeffreys 
and operating line calcu lations are  ca rr ied  
out by  m ateria l balance fo r  d ifferent % o f 
acetone absorbed . The num ber of p la tes  ' • 
fo r  acetone absorption  can be calcu lated  
fro m  solving operating line equation (3. 16), 
equilibrium  line equation (3, 17) and m ateria l 
balance equation (3. 18),
y f  E  *  (y i - i  '  h  - J -  ' ( 3 - 16>]
w here
Y - l  = f J  No. (3.17)]
(63)
Y = f (T
w here
* V
y . , x. 1 m dle fra ction  of acetone in/ 1 i - . >'
vapour and liquid resp .
E = p late ^efficiency of acetone absorption
(assum ed to be  50%) 
y^»x^ =• m ole  fra ction  of acetone in vapour
in equilibrium  with m ole  fr . o f acetone 
• in liquid
The m ethod of in terpolation  has been  used 
t o  so lve  equation (3. 18). The ca lcu lation  is 
continued until the m ole  fra ction  .of acetone in 
liquid stream  b ecom es  appreciably  sm all i. e. 
m ost of acetone is absorbed . The design  of 
in terstage plate heat exchangers is  ca rr ie d  out 
by  the conventional m ethod.
Acetone distillation column
The d istillate produced  by the acetone 
distillation  colum n must be o f  sa tisfactory  
quality fo r  recyclin g  to the furnace and the 
bottom  product should contain the specified  
weight ratio o f acetic acid-anhydride, The 
design variab les  fo r  the acetone colum n are 
as fo llow s: 
re flu x  ratio
acetone purity in the top product (i. e. top 
product com position )
acetic  acid  - anhydride ratio in the bottom  
product (i„ e, bottom  product com position )
F or  the ca lcu lation  o f  num ber ;of ideal stages 
fo r  a given separation o f a m ulticom ponent 
m ixture, a plate to plate ca lcu lation  is done 
by the L ew is - M atheson( 28 ) p roced u re  
and with a lo ca l optim ization in one variable 
to find the optim um  reflux: ratio. The m inim um  
reflu x ratio is  determ ined by U nderw ood's 
method( 105).
J
* The L ew is - M atheson stagew ise analysis 
demands an equal m ola l overflow  resulting 
in linear operating lines, but the three 
com ponents that are to be separated  have 
w idely  d ifferent m olar latent heats. H ow ever, 
the d ifferen ce  in the m olar latent heats betw een 
acetone and acetic  acid  is  sm all, and as these 
substances w ill be the key com ponents, it is  
p rop osed  to p er fo rm  the stagew ise analysis 
by  the above m ethod and not to c o r r e c t  fo r  
unequal m olar overflow ( 52 ).
(65)
The equ ilib riu m  equation fo r  a th eoretica l plate
I, is  given by the equation (3, 19) fo r  each com ponent,
m,
y-'~  °  CE<m No. ( 3 .1 9 ) ]
m
im  ^  x im  pm (T) 
w here,
y. m ole  £r. o f  com ponent, in the vapour
leaving p la te !
Pm (T) vapour p re ssu re  o f com ponent m
at tem perature T
Xim  m ole fr . o f com ponent m in the liquid
. leaving plate •}"
The plate tem peratu reT  is  obtained by iterative 
ca lcu lation  with the con vergen ce  cr ite r io n
^  y im  “  1 j\Eqn No. (3. 20)J
With the assum ption o f constant m olar overflow , the 
operating equations fo r  the plate i are as fo llow s:
i) below  the feed  plate:
V. W
x (i+ l) = y„ —“  H— t— Xwmm  im  L. L, f  r i
i i jE q n N o . (3.21)1
w here,
V. and L., are vapour and liquid flow rates below  the1 i  >
feed  plate and can be obtained by m ass balance o f 
the stripping section .
x  m ole fra ction  o f  com ponent mwm
in the bottom  product
(66)
ii) above the feed plate:
w here,
V j Vapour and liquid flow rate  s above the
feed  plate
Xdm m ole fr , o f  com ponent m  in the d istillate
The above equation in term s o f  reflux ratioi > R, 
can be. w ritten  as
When the d ifferen ce  between ratio o f concentration  
o f the key com ponents on a plate and sam e ratio in 
the feed  b ecom es  m inim um , that plate is  con s id ered  
as the feed  plate. The plate e ffic ien cy  is  assum ed 
to be 50%.
When the design o f  this unit is com pleted , the rate 
o f  r e cy c le  stream  to.the reactor  becom es  known and at 
this stage, the fresh  feed  requ ired  to the rea ctor  can 
be determ ined  (see  also equation (3, 5)).
e) A cetic  anhydride colum n
The bottom  product o f th® acetone :&6lumn 
con sists  o f acetone, acetic acid  and acetic 
anhydride. The acetic anhydride colum n 
is  requ ired  to separate this acetone colum n 
product into a disti llate that is  m ainly acetic 
acid  and a bottom  product that con s ists  o f  the 
sp ecified  purity  o f acetic anhydride.
(67)
The design variab les  chosen fo r  the acetic 
anhydride colum n are as fo llow s: ;
i) re flu x  ratio
ii) acetic  anhydride rate (i. e, bottom  product rate)
iii) acetic anhydride purity (i, e, bottom  product
com position )
Unfortunately, the acetic anhydride purity has to be 
fixed  to a value o f 9 8 %, because the c ost data for 
other pu rities is  not available,
The feed  to the acetic anhydride colum n con sists  
■mainly o f  acetic  acid  and acetic anhydride. There 
fo re , fo r  design purposes the feed  can be con sid ered  
as a b inary m ixture o f acetic acid  and anhydride.
A  com puter routine fo r  the M cCabe - Thiele m ethod 
is  used fo ra  plate to plate calcu lation , assum ing 
plate e ffic ien cy  o f 55%. The design equations are 
m ostly  the sam e as those given in acetone colum n. 
The equalibrium  equation fo r  acetic  acid  - acetic 
anhydride is  c o r re la te d 'fro m  the data available from  
Chu(26 ■).
(68)
When the ob jective  function has only one optimum, and depends on a 
single independent va ria b le , the umvariable search  m ethods can be 
used to find the optimum, Although few  p ractica l optim ization p rob lem s 
involve only one independent or d ecis ion  variab le , many m ultidim ensional 
optim ization p roced u res  involve one dim ensional optim izations as 
subroutines, **■-
The univariable search  m ethods are genera lly  divided into two 
su bclasses , v iz , sim ultaneous m ethods and sequential m ethods.
In the fo rm er  m ethods, all the experim ents are run at the same tim e, 
w hile in the latter m ethods, the loca tion s of the next experim ents are 
based on the resu lts  o f e a r lie r  ones. N aturally, sim ultaneous 
m ethods are m uch le s s  e ffective  than the sequential m ethods. The 
only o cca s io p  in p ro ce s s  design  when the idea m ight be used is w here 
independent random  tr ia ls  are m ade, essentia lly  sim ultaneously, to 
loca te  a good starting point fo r  h ill clim bing, or to exp lore  the 
reg ion  around an apparent optimum. H ence, only sequential m ethods 
are d iscu ssed  here. H ow ever, be fore  d iscussing these, m ethods, 
som e definitions are n ecessa ry .
4. 1 T erm inology  (110)
Unim odal function, a function which has one peak, m axim um  
or m inim um  in  the given range, Unim odality requ ires  
neither continuity of the function nor the existence of a 
unique, derivative. The univariable search  m ethods assum e 
a unim odal function.
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Interval o f uncertainty the subinterval in which the peak of 
a unim odal function lie s . To start with, the original 
bounds on the function define the interval of uncertainty. 
Then it reduces as one p roceed s  with the search  and 
each tim e iso la tes  the region  in which the m axim um  or 
m inim um  .lies.
M inim ax 4ihe m axim um  value o f the final interval of 
uncertainty obtained by d ifferent search  p roced u res 
using the sam e num ber o f tr ia ls  are com pared  and the 
’b e s t ' p roced u re  w ill be that which gives the m inim um  
value of this m axim um :interval i,s said to be m inim ax.
Constraint a re str ic t io n  that exists among the va ria b les , 
or is  im posed  by the conditions of the p ro ce s s  or due 
to physical lim itations of the equipment. This m ay be 
in the fo rm  of equality or inequality.
F easib le  reg ion  a reg ion  in which all variab les  are 
within, (o r  at) bounds, and no constraint has been violated.
L oca l optim um  a feasib le  point such that any sm all feasib le  
change w ill cause an in crea se  in the ob jective  function 
(assum ing the ob jective  function is  to be m in im ized).
G lobal optim um  the lo ca l optimum  which has the low est 
value of the ob jective  function.
4. 2 Sequential search  m ethods
The sequential search  m ethods fa ll into two c la sse s : ( 17) 
m ethod w hich specify  an interval in which the optim um -lies, 
and m ethods w hich specify  the position  of the optimum by 
a point approxim ating to it.
4. 2. 1., M ethods w hich specify  an interval in which the
m inim um  lie s  ■
F or these m ethods, it is  n e cessa ry  to assum e that an 
in itial in terval in w hich the optimum  lie s  is  known, 
and that the function is  unim odal within this interval.
These m ethods reduce this interval in varying ways 
until the optim um  point is  located  to the requ ired  accuracy .
4. 2. 1. 1. F ibon acci search
(70)
The general fo rm  o f a F ibonacci num ber is
F = F  -1  + F  -2  n n n [E qn  No, (4, l ) j  
n 2
usually with
F -  F = 1  
0  1
A pair of experim ents are run equidistant from  each end 
o f the interval. This distance d. is  determ ined bv the
i  7
■repeated use of the follow ing expression .
||Eqn No. (4, 2 )j
di -  Fn - i - l I.— -  a- 1
n - ib l
I, = F  . i n - i  X  „
n - i + 1
fo r  i -  1 , 2 , 3 , . . ,  , n;
w here, F is  the nth F ibonacci number, n
A fter placing n experim ents, the interval of uncertainty 
reduces to
1 = 1. n _o
Fn
£cqn  No. (4, 3)J
1 2
■X-------+
(a)
I W yV /////ty/r///////§<•...-..----------------------- X— -4
h R _ i
(b)
Figure 4.1. The golden section search
U nless the num ber of experi.rn.ents to be p erform ed  is  known 
in advance,the F ibon acci m ethod cannot be used as it 
stands. This is  because d^ , which m ust be known before  
the f ir s t  experim ent can be located  depends entirely  on n, 
the num ber of tr ia ls ,
4, 2, 1, 2, Golden section  search
The Golden section  search  procedure developed by K iefer
and Johnson (110) is  com plete ly  independent of the num ber
of experim ents available. In ord er to obtain a high point
in the interval A -B  of figure (4, L a), two experim ents are
placed  in the interval so that P  = Q   , Each
Q P+Q
experim ent d ivides A -B  into ’golden s e ct io n s ’ so that
Q =£P  ( l + /5 ) J / 2  »  P x  1. 618 . ; A lso ,R  = P_ . If the
P Q
tria l point 2  resu lts  in a better value of ob jective  function 
than does tria l 1 , the third, is  loca ted  sym m etrica lly  with 
resp e ct  to tr ia l 2  in the rem aining interval of uncertainty 
'(F ig  4. l„b). This p roced u re  is  continued until the location  
o f the optim um  point is  determ ined with the d esired  degree 
o f a ccu racy . A fter n experim ents, the Ihta-rvaiTlY remaTfring 
is  given-by
Jn =    [*E «|n. N o . (4-. 4-.)~J
( 1 . 6 1 8 . . . )
The golden section  m ethod requ ires  a re la tive ly  large 
num ber of experim ents fo r  p re c ise  loca tion  of a vector  
optim um . point,
H arkins( 48 ) has used the golden section  m ethod together 
with the m ethod of p ara lle l tanjents to solve many 
optim ization  prob lem s.
(72)
4. 2. 2 » M ethods which spec ify  the position  of the m inim um
b y  a point approxim ating to it
To use these m ethods, an initial point approxim ating to 
the optimum  m ust be provided. The m ethods p roceed  
by fitting a low  ord er polynom ial through a num ber of 
points, and then finding the optimum of the fitted 
function, the p roced u re  being repeated until the optimum 
has been found to the requ ired  accuracy. The selection  
of the points through which the fitted polynom ial is  to pass, 
and the ord er  of this polynom ial, vary  fro m  m ethod to 
method.
4. 2 . 2. 1. The algorithm  of D avies, Swann and Cam pey (17 )
In this m ethod, the function is  evaluated at the given 
initial point. The function is  reca lcu lated  along the 
line of search  with a given step size. If this point 
is  found better (o r  equal), then the step size  is  doubled, 
and a further m ove m ade in the same d irection . This 
p ro ce s s  is  repeated  until a failure point is  obtained, 
indicating that the optim um  ..has been overshot. The 
step s ize  is  then halved and a step again taken from  the 
la st su ccessfu l point. This gives four points equally 
spaced along the axis o f search , at each of which the 
function has been evaluated. The end point furthest 
from  the point correspon d in g  to the sm a llest function 
value is  re je c te d , and the rem aining three points 
used fo r  quadratic interpolation.
If the f ir s t  step fa ils , the d irection  of search  is  re v ersed  
by changing the sign of the step, and the procedure 
outlined is  again follow ed,
( 73)
If the f ir s t  step in the negative d irection  a lso  fa ils , then 
the optim um  has been boxed in, and the interpolation  may­
be perform ed .
4, 2C 2 „ 2c The algorithm  of Pow ell (77 )
In the m ethod of P ow ell, the function is  evaluated at a 
base point and at X^ = X^ + S, S being the step size.
If the two function values so obtained are F and F
1 L*
resp ective ly . The point is  chosed  to be (assum ing 
that function m inim ization  is  required),
X + 2 S if  F j> F
• A ,1 Ci
but
X^ -  S i f  F^<^ F^ 8
The function is  then evaluated at X „ to give a value F_. Theo 3
optim um  .X o f the quadratic passing through these three 
points is  given by
X m  = j . (X 2 '  X 3 ]Fx+ ( X 3  ~ +  IF2 + X^ I ~ X 2 F 3
2  X 3} F l + <X 3  * V  F 2 + <X 1 " X 2> F 3 [ f 4 ql6)NO’]
If X  and w hichever of X  ,X  and X „ corresp on d s to
’ XXX i L D
the sm a llest function value d iffer by le s s  than requ ired
accu ra cy , the optimum:.! s assum ed to have been located .
O therw ise the function is  evaluated at X and one ofm
the three points and X^ is  d iscard ed , w hichever
has the greatest, function value. The p ro ce s s  of quadratic 
interpolation  is  then continued.
(74)
(75)
P ow ell (op, cit. ) has pointed out that the turning point p red icted  
by (4. 6 ) w ill fee m inim um  on ly  if
( x 2 - x 3) B l  + (X 3  -  xt)P2+ (xt - x2) f 3
(X , -x2) (xr x3) (X 3  -  X ,)
[E qn  N o.(4 . 7 ^
Another undesirable p o ss ib ility  also ex ists. If too large  an 
extrapolated step is  allow ed, this can introduce a point distant 
fro m  the optim um .
If either o f  these c ircu m sta n ces  does a r ise , a sp ec ified  m axim um  
p erm iss ib le  step is  taken in the d irection  o f  decreasin g  F.g and the 
point so obtained is used to rep lace  one o f  X I , X2, and X3 as be fore .
Coggins (17) has used the a lgorithm  o f  D avies, Swann and Cam pey 
fo r  the ffrs t  interpolation  and fo r  all subsequent steps P ow ell's  
a lgorithm  is used. B ox and cow p rk ers (17) have pointed out that 
by using C oggins ' m ethod, the m inim um  is bracketed  and the 
undesirable p o ss ib ilit ie s  m entioned above cannot a r ise .
5. 1 General considerations
Many p rob lem s a r ise  when one passes fro m  univariable 
to m ultivariable search  prob lem s. One deleterious 
e ffe ct  o f m ultid im ensionality  is  that it m akes the unimodllity 
assum ption le s s  p lausible. M oreover it is  very d ifficu lt 
to v isu a lize  the size of m ultidim ensional space and as the 
d im ensionality in cre a se s , the e ffective  region  of uncertainty 
a lso  in crea ses . W ilde (110) has d escr ib ed  in details the 
three phases of a m .ultidim ensional strategy, v iz . opening 
phase, m iddle phase and end phase. In the opening phase, 
when nothing at all is  known about the function, exploration  
in a sm all reg ion , chosen  at random , is  n ecessary . In 
the m iddle of the search , 'after having le ft  the early  
regions behind, contour h ills  should be clim bed  as fast as 
p oss ib le . Tow ards the end of the search , when the 
optimum, is  n ear, m ore  lo ca l explorations m ay be needed 
to attain any in crea se  in the function. This is a lso  
n e ce ssa ry  to check  whether the optimum attained is really 
a true optimum..or not.
B e fore , any optim ization  procedu re  is  begun, it is  helpful 
to n orm alize  the independent variab les. It m ay considerab ly  
reduce the amount of subsequent w ork  necessary .
Chestnut, D uersch  and Gaines (24 ) use the inform ation 
o f the ’b e s t ' value o f each variable and its allow able range 
to f ix  the units to be used fo r  each of the variab les. For 
instance, i f  a variab le  xg, say com position  Cfr has a near 
optimum.-value of 0. 06 and a range 0. 051 to 0. 066, the 
transform ation  m ight be
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2 C~ 0 , 06 jE q n N o . (5. l ) J0. 066 -  0.051 
Zelln ik , Sondak and D avies (l 17 ) p re fer  the follow ing
= C -  0. 051
The fo rm e r  m ethod tr ie s  to shape contours into uniform  
ones e„ g, c ircu la r  in two dim ensional prob lem s with 
orig in  at the cen tre , while, in the latter m ethod, all 
va ria b les  will have uniform, scaling., from  0 . to 1 . 0 .
The determ ination of the size of the initial step is  
defin itely  dependent upon the particu lar p ro ce s s  and 
any norm alization  w hich has taken p lace. Since the 
total num ber of steps which w ill be taken during the 
optim ization  p roced u re  depends upon the initial step 
s ize , it is  im portant to se lect this carefu lly . The 
adjustm ent of step s ize  during the search  is  v ery  often 
n ecessa ry . O scilla tion s in the search  path m ay occu r 
due to the p resen ce  of ridges or va lleys in the 
respon se su rface . Since such, a z ig -za g  pattern  is  
ve ry  in efficien t, and an accelrafcion p roced u re  in such 
circu m stan ces  should be available in the optim ization 
strategy.
It is  p re fera b le  that the function to be optim ized should 
be continuous, and so the search  is  always visualized as 
a sm ooth continuous path clim bing a "h ill" . But it is 
im portant to note that the num bers are held in a digital 
com puter only to eight or ten significant decim al figure a 
So the h ill is  com posed  of a num ber of steps, like a 
'te rra ce  ’* ( 83 ) Any procedu re  m ay fa il to clim b from  
such a te rra ce . This is. illu strated  in fig (5, l). The 
contours are  drawn at in tervals o f one unit in the last 
decim al p lace of Y, the value of ob jective  function.
2 0, 066 - 0. 051
(78)
Figure 5»i. "terrace” oil the contours
(79)
If two su ccess iv e  search  steps o c c u r .c lo s e  together, 
between such contours, the value of Y are equal and 
the next steps m ay wander about on the " t e r r a c e " ,  
m ore  or le s s  at random.
Th'e actu(al costs  or constraints of m any p rob lem s are 
not continuous functions, but contain a step or se r ies  
o f steps. F or exam ple, a situation m ay a rise  w here : 
there is  a sharp change in p r ice  above a given 
com ponent size. Weisman,:.W..ood and Riviin(l0 6  ) have given 
"a  p roced u re  to approxim ate such steps c lo s e ly  by using 
two or m ore  functions.
E very  optim ization  m ethod has its own stopping c iiterion . 
The m ethod m ight give the 'fa lse ' optim um  if  
~(i) a saddle point is  reached  1
(ii) a sharp ridge is  reached
(iii)  the 'cu rren t ' point is  on 'te r r a c e ' 5; .
(iv ) a lo ca l optim um  is  reached.
G enerally, a nonlinear exploration  m ight overcom e  the 
d ifficu lties  (i) and (ii). When the current point is  on the 
te rra ce , the p oss ib le  solution would be to m ultiply the 
step size  by a factor  o f 2 or 3 and then ca rry  out the 
lo ca l exploration. This w ill m ove the cu rren t point 
from  one contour to the contour of better respon se . The 
optimum  point reached  from  the above 'end gam e' ta ctics  
m ay be 'lo c a l ' and it is  n ecessa ry  to exp lore  the solution 
space to determ ine whether other optimum  exists. The 
suggested m ethods in the literature fo r  loca tion  of 
alternate optimum  points are at present unsatisfactory.
M ost m ethods adopt a procedu re  of beginning a search  
at several d ifferent random  starting points, se lected  
m anually o f  by the com puter, and if  the sam e resu lt is 
obtained from  each o f the starting points, this con firm s 
that a 'g lob a l' optimum is  reached.
(80)
C onstrained optim ization  problem s d eserve  m ore  attention. 
In such p rob lem s, the contraints are of as mtuch im portant 
as the contours and gradient of the function. T ran sfer of a 
constrained  p rob lem  into an unconstrained one by the 
addition of the penalty function concept does not 
n e ce ssa r ily  becom e an e fficien t procedu re . In the 
constrained  p rob lem s, the global optim um .is ensured 
only when the function i cS str ictly  convex in the convex 
region,
5 .2  T ransform ation  techniques
The techniques d iscu ssed  in the section  are m ethods of 
transform ation  by w hich problem s of constrained 
optim ization  can be reduced  to a form  in w hich no 
constrain t appears exp licitly . A fter such transform ation , 
the p rob lem  can be solved  by m eans of the available 
m ethods which, have been devised  to optim ize unconstrained 
functions.
5. 2, 1 . Sim ple inequality constrain ts
M, X  B ox ( 16 ) has adopted an approach of transform ing 
the independent va ria b les  and leaving the ob jective  function 
unaltered. The transform ations con sidered  by Box include
•X
w here, (5„ 3) fo r c e s  to be positive and (5. 4) fo rces , 
x. to be the range 0 <^x. < 1 , fo r  any rea l, unconstrained 
value of y„. If som e independent variable  x. is  constrained 
between a low er and upper bound such that
g . ^ x ^ h .  [E q n  No. ( 5 .5 ) ]
then the transform ation
x„ = g 0 + (h 0 -  g 0 )Sin2 y„ I (5° & )j
1 1 1 1 1  Ui' ^
can be applied. A fter such tran sform ation s 'a re  done, the 
unconstrained optim um  in the y -  space is  sought. Box has 
pointed, out that such transform ations cannot introduce 
additional lo ca l optim a. He has used these transform ations 
in conjunction with Pow ell*s method, su ccessfu lly  for  
p rob lem s having up to twenty independent variables.
5. 2. 2, The 'SUMT* m ethod
(81)
The Sequential U nconstrained M inim ization Technique 
originated  by C a rro ll (22 ) and then developed by F ia cco  
and M cC orm ick  (35 ) fo rm  .the follow ing function
i=m  i P o
Y o ( X ,r K) = Y (X ) + r K < ?  _ _ _ _ _  + ^  ^  h .  (X)
i= l j= 1 Eqn No. 
(5 .7 )from  the orig ina l nonlinear program m ing p rob lem  
Min Y (X) = f(x^, x ^ , : x ^ )
= f(X ) pEqn No, ■ (5. 8)1
subject to
g .(X )>  0  i » l , 2 ,  ,m  ^Eqn No. (5. 9 ) ]
h .(X ) =■ .0 j = I, 2 , . . . . . .  Tp ^ q n  No. (5 .1 0 )]
J
w here, is  ca lled  a weight factor. F or the chosen ■ 
equation (5. 7) is  m in im ised  by any unconstrained technique 
(see  la ter) and this is  repeated for  r ^ , . . . until is
neglig ib ly  sm all, The argum ent is  that all tr ia ls  so 
m ade satisfy (5, 9) and the final ones, converge on the 
optim um  of (5. 8 ) and sim ultaneously satisfy  (5. 1 0 )
(82)
In a p ractica l p rob lem , r^ is  set between' h and 100 and 
rk
r, , between 0. 1 to 0. 01. (58 ) F ia cco  and M cC orm ick  k+ 1
have proved  that fo r  a w ell behaved problem.., the optimum 
obtained is  a global one (assum ing function to-be strictly 
convex in the convex  region). D avies and co -w o rk e rs  (17 ) 
have pointed out that, in using this m ethod, the m ajor 
d ifficu lty  is  caused w henever the varia b les  are of very  
d ifferent o rd ers  of m agnitude. They have suggested scaling 
all va ria b les  and then to optim ize with resp e ct  to the scaled 
va ria b les .
F or the optim ization  p rob lem  with inequality constraints 
only, F ia cco  and M cC orm ick  m odified  'SUMT 1 as fo llow s
Suppose, the ob jective  function to be m in im ized  is  given 
by (5. 8 ), sub ject to inequality constraint 
g (X.) = A X  -  b <40 [Eqn No. (5. 11)^
A m odified, ob jective  function takes the fo rm  
y  (X ) = Y (X ) -  K  2
g(X )
~ ^2 pEqn No. (5 .1 2 )1
AX. 1
As d im in ish es, the unconstrained, m inim um  of Y (X)
2  o
rea.ch.es the constrained  minimum, of Y(X)» The value 
of takes the fo rm  accord in g ly  to
K2 = ;------—A —  & fE q n  No. (5 .13 )1(num ber of iteration s) L- J
w here, A is  som e predeterm ined  factor.
Schingzinger (91 ) has pointed out that this' m ethod is 
lik e ly  to reach  the unconstrained optim um , instead of 
the constrained  optimum. He suggests to m ultiply the 
ob jective  function with an in feasib ility  factor. So, the 
ob jective  function b ecom es
Yq (X ) = Y (X ) X Kz [E qn  No. (5. 1 4 )]
fo r , g(X) -  A X -b ^ : 0
and Ku as defined by (5, 13)
r ^ Y W ^ U a W - a l .  2 K 1 [EqnNo. (5 .1 5 ) ]
(83)
for.
g (X) = fa (X) -  a = 0 ^ q n  No. (5 .1 6 )]
3, LI d »»«fa MMtft
/ v  lEqn No. (5, 17) ]$
= (num ber of iteration s) L- J
If the constraints present are as defined by (5. 16), then 
K elly ( 54 ) has m od ified  the ob jective  function as 
Y q (X ) = Y (X) + K x £  g j x f }  2  • Q jqn No (5> 18)J  .
Only a large  value- o f w ill bring the unconstrained
optim um  of Y Q(X) near the constrained optimum  of Y(X).
Yet, a very  la rge  m.ay render the search  very  d ifficu lt
because then the surface of Y0 (x) becom es a steep and
narrow  near the optimum. To avoid this d ifficu lty , it
is  a good strategy to begin with a sm all and let
grow  p ro g re ss iv e ly , say, accord in g to equation (5. 17)( 91 )
2
G enerally a penalty function of type KCga(X)J is  
added only for  those constraints which are actually 
violated . H ere? K is  a positive num ber whose magnitude 
depends on the magnitude of the violation  of constraint ( 1 0 0 ). 
R ecently , Pow ell ( 78 ) has developed a transform ation  
procedure fo r  the optim ization  problem  with the equality 
constraints.
CThe d e s ire d  p rop erties  o f a m ultivariable search  m ethod can be 
stated as fo llow s  (l0 7 )
(a) It should exhibit a high degree pf stability despite the
com plex ity  of the functions involved or the num ber of 
va ria b les .
.. » \J v
(b) It should read ily  handle constraints which are both
equalities and inequalities.
(c )  it should contain p rov is ion  for exploration  of the
solution space fo r  alternative optima.
The p roced u re  m ay be used  fo r  any system  w h e re :-
(a) ' The constra in ts and the ob jective  function can be
ex p ressed  as continuous functions of the design*
•<> •
va ria b les  ...
(b) "The functions can be evaluated with reasonable rapidity.
/ \ . • • ■ «•(c ) The ob jective  function has only a lim ited  num ber o f'op tim a
So m any m ultivariab le search  m ethods have been developed  recently .
Only m ethods with which the author is  conversant have been discussed.
It is  a lso  d ifficu lt to c la s s ify  these search  m ethods in any lo g ica l way.
The c la ss ifica tio n  done h ere  is  arb itrary .
6 . 1 D irect search  m ethods
. I . ,
In gen era l, the d ire ct  search  is  the sequential exam ination 
of a finite set o f tr ia l values of the function under' study ( 1 1 0 ). 
Each tria l is  com pared  with the 'b e s t 1 previous tria l and • 
the new value o f the variab le  accepted  or re je c te d  depending 
on whether an im provem ent is  observed . D ifferent direct 
search  m ethods have d ifferent strateg ies to find the 
variou s tria l points.
CHAPTER 6
Multivariable Search Methods II
D irect search, m ethods have been very  usefu l for 
severa l reasons. The m ajor  ones are as fo llow s (113)
(a) They are w ell adapted for  use in a high speed digital 
com puter.
(b) They provide solutions to som e p rob lem s where c la ss ica l 
m ethods cannot be applied,
i
(c) No knowledge o f the fo rm  of the function being optirhized 
is  required . This is  rather im portant in the optim ization • ( 
of engineering designs, w here it m ay be n e ce ssa ry  to ' \
com pute a long sequence of equations to evaluate the ' \
function, \
The follow ing features are ch a ra cter is tic  o f p rob lem s which 
are am enable to the use o f d irect search .
(a) The boundaries of the problem  space w ill usually be such 
that each, variab le  has definite m axim um  and m inim um  lim its . 
There m ay be auxiliary boundaries which are quite irregular 
and arb itrary , including isola ted , excluded regions entirely  
within the p rob lem  space.
*
(b) The function to be optim ized m ust have a single, real 
and finite value at every  point P within the problem, space.
(c) The value of the function at any point P  should bd such 
as to allow  the value of P^ to be judged 'better* than that 
of except that any two points lying on the same contour 
of the p rob lem  space w ill have equal va lue.,
(d) There should be a single point P ^ the optimum  which 
is  "b e tte r"  than all other points P d ifferent from  P
If the ch a ra c te r is t ic s  (d) and (c) are not entirely  fu lfilled , 
with the resu lt that there are lo ca l, re lative  optim a, there, 
is  probably no gen era lly  p ractica l m ethod fo r  finding the 
true optim um  uniquely. If the num ber of relative optim a is  
not la rge , d ire ct  search  w ill retain a fa ir  degree of utility 
fo r  studying the problem .
(85)
(86)
6 , 1 . 1 . Pattern search  m ethod
The pattern search  m ethod devised  by Hooke and Jeeves (50 ) 
is  based on the hopeful con jecture that any set of m oves, 
that is , adjustm ents of the independent va ria b les , which 
have been su ccessfu l during early  experim ents w ill be 
worth trying again. This strategy is su ccessfu l if  the 
search  is  p roceed ing along the c r e s t  o f a sharp ridge,
Hence further m oves  in the sam e d irection  w ill be w orth ­
while if  the ridge is  straight.
Although the m ethod starts cautiously with short excursions 
from  the starting points the steps grow  with repeated success. 
Subsequent fa ilu re  indicates that shorter steps are in order, 
and if  a change in d irection  is  requ ired  the m ethod w ill 
start again with a new pattern. In the v icin ity  of the peak 
the steps becom e v e ry  sm all to avoid overlook ing any 
prom ising d irection .
The orig ina l w ork  by Hooke and Jeeves was concern ed  with 
the application of pattern search  to m athem atical and 
statistical p rob lem s. A s they say 4,In p ra ctice , pattern 
search  has proved  particu larly  su ccessfu l in locating 
m inim a on hyper su rfaces which contains sharp va lleys.
On such su rfaces c la s s ica l techniques behave badly and 
can only be induced to approach the m inim um  slow ly .’1
6 . 1. 1. 1. D escrip tion  of pattern search
F igure ( 6 . 1) shows the s im plified  flow  chart fo r  pattern 
search .
M ost of the notation of this section  has been taken from  
W ilde, ( 1 1 0  )
(87)
Figure 6.1. Simplified flow chart for the Pattern Search
The in itial base point and a step size for  each
independent variable, xi (i ~ lyB, „ . ,  „ ,n ) is  chosen
arb itrary . Let cfi be the v ector  whose i com ponent
is  <fi, all.the rest  being zero . A fter m easuring.the cr ite r ion
of the in itial base b^, say Y(b^), the observation  at
b f + taken, If this new point is  better than the
base, the b^ T ca lled  the tem porary head t ^ ,
w here the double subscrip t shows that the f ir s t  pattern
is  being developed and the f irs t  variable is  already
perturbed, If b^ + ^  is  ‘w o r s e 1 thanTa^, the next
point b^ is  tried. If this new point is  better than
Cfe&i uua
b^, it is  m ade a tem p orary  head; otherw ise b^ is  
designated tem p orary  head. In sum m ary, for 
m inim ization ,
ft
1  ■ 
1 1
b + <£ if  Y (b +sT ) <Y (b  ) _  -
_  E qn N o. (6 .1 )1
b x - i f  Y (b j -  J j X  Y ( b x) . ' *“
b 1 i f  Y (b ) < m in  [Y (b  + if,). Y (b - ? , ) ]
Perturbation  of x^, the next independent-variable, is  now*
undertaken in the sam e way, this tim e about the tem porary
h ead 7  1 instead of the original base”b » In general, the 
tilj tem porary  head t* . is  obtained from,.the preceding one
*  J “ " ‘
T -3 j - 1  in the follow ing m anner,
!
t" i , j - i +3j lf Y<ti> j - i +* i ) < YT i , j - i )
*l j
*1, l f  Y ^ l ,  j - l  ^  +  [E q n N o . (6 . 2)J
* 1 , 1 - 1  ' l£ Y ^ l , j - J  *  m in l Y ^ I ,  Y^"l, j - l ' ^ 0
The above equation -covers all 1< j< n . if  we adopt'the 
convention that
t S3 b 
1 0
When all the va ria b les  have been perturbed the last
U151. “
em p orary  head point is  designated the second base point
(89)
TMs m ove is  term ed  as 'type 1 -  e x p lora tory ’ or just 
'type 1 * search . The original base point b^ and the 
newly determ ined base pointls^ together establish  the f irs t  
pattern, which indicates a probable d irection  for a 
su ccessfu l m ove. The initial tem porary  head for  pattern 
based at b^ is  given by
*20 -  b l + 2  ^ 2  ' " V  [isqn No. (6 . 3 )J
“  b  "  (b  - h )
= 2 b , - "b ,
2  1
The double su b scr ip t"!;^  indicates that a second pattern is  
built up and that perturbation  of the va ria b les  has not yet 
begun, A  lo ca l exploration  aboutT^q is  ca rr ie d  out to 
c o r r e c t  the tentative second pattern, if  n ecessa ry . The 
lo ca l equations governing establishm ent of the new 
tem porary  heads t9 1 » . „ , » *t_ w ill be s im ila r tou 1 u JX
,equation (U 2), The p roced u re  is  com pleted  when all 
the va ria b les  have been, perturbed and the la st tem porary 
head is  designated the third base point b^ if  its 
outcom e is  better than b ,
L a '
The exp loratory  m ove m ade after the pattern m,ove is  term  
as ’type 2 e x p lo ra to ry ’ or ’type -  2 f search . The 
pattern' m ove and type -  Z search  together form...the basic  
part of pattern search . The type -  1 search  is  to establish  
a general d irection  fo r  the pattern search , The type -  2 
search  gives continual co rre ct io n .to  the d irection  of the 
pattern. The pattern loop  is  m aintained until no further 
im provem ent can be m ade.
When a type -  2  search  does not produce su cce ss , the 
conditions at the last base point are restored  and a 
type -  .1 search  is p erform ed  to find the new d irection  
fo r  the pattern. When a type -  1 search  is u n su ccessfu l, 
the final c lo su re  tests are m ade. If the step size  are 
greater than m inim um , the s izes  are reduced  and another 
type -  1 search  is p erform ed  from, the last base point.
If the step s izes  are le s s  than or equal to the minimum, 
a llow able, the optimum, is  assum ed to have been found 
and the search  is  stopped.
Figure ( 6 . 2) illu stra tes  the p rogress  of Pattern search  
on a two dim ensional figure.
Patter search  a lgorithm
Kaupe Jr. , (5 3  ) has given the com puter algorithm  
fo r  pattern search . B ell and Pike ( 10 ) have pointed 
out that the algorithm  p o sse sse s  a flaw  caused by 
rounding e r r o r . Suppose X Qbe a base point and be 
a step size. The exp loratory  search  w ill put new 
tria l point at = X Q Suppose this m ove is
su ccessfu l. So the p roced u re  w ill then do a pattern
m ove. Let the tr ia l point reached  by this m ove, say
1 1  1X p have the sam e co -o rd in a tes  as that of X  , On many
m ach ines, how ever, values of the ob jective  functions
at X.1 and X ^  w ill not be sam e. So the search  begins
1to m ove away frorm.X in very  sm all steps. This is 
c le a r ly  not desirab le . B ell a,nd Pike have experience 
with many p rob lem s w hich requ ired  a large  amount of 
com puting owing to this difficu lty. The m odified  
a lgorith m .a lso  takes advantage of the knowledge gained by 
search  o f the sign of its previous m ove in each of the K 
d irection s , w here K is  the num ber or variab les.
(91)
Figure 6,2, Progress of Pattern search on a two dimensional problem
R. De V ogelaere  (32 ) and recently , • T om lin  and Smith •( 104) 
and Smith ( 97 ) have suggested the m inor im provem ents 
in the pattern search  algorithm .
Com puter flow chart o f the Pattern Search  subroutine is 
given in the Appendix. A,
A pplication  of Pattern search  to constrained 
optim ization problem s
The pattern search  devised  by Hooke and Jeeves, which 
is  genera lly  term ed  a.s LOOK, is  not d irectly  applicable 
when constraints are present. Recently., many m odifications 
have been developed to deal with constrained  optim ization 
p rob lem s.
The ‘optim al s e a rch 1 procedure, developed by W eism an,
Wood and R ivlin  (106) con verts  the constrained  problem  
to one without constrain ts by using penalty functions. This 
approach is  p articu larly  usefu l when both the function 
and its constrain ts are nonlinear.
Suppose the ob jective  function
Y - ................ ............ .. x  ) [E q n N o . ( 6 .4 ) ]
1 j z n
is  to be m in im ized  subject to the constraints
G 1 = g j  (X j, x 2? o , x^) = 0  j~Eqn No. (6 . 5) j|
G . = g .  (x ^  x 2, . ....... xn) = 0
sGm  = gm (V X2 ' / - - - ' \ ) = °
Then, a new ob jective  function
YN = Y + l^ m k j 'G i ) 2  [E q n N o . (6 .6 )1
1 = 1
is  form ed.
This new ob jective  function is  then m in im ized  as a problem  
without constraints fo r  a su ccession  of in creasin g ly  
la rge  va lues of k. This procedure is  based  on the principle 
that as k goes  to infinity, the solution of this p rob lem  
approaches that of the original p roblem  with constrain ts ( 2 2  ) 
The exp lic it  constrain ts on the variab les  are handled m ore  
■' sim ply. 'T h e  proced u re  provides that no variab le  m ay be 
assigned  a value outside of its allow able range.
Chestnut, D uersch  and Gaines (24 ) define two m ethods to 
handle constra in ts. A ’d ire c t ' m ethod co n s ists  o f com puting 
The e x cess  m agnitude o f each variable which would violate 
the constra in ts. Rather than using the com puter magnitude, 
the lim iting value o f the variable  is  used instead. The 
net e ffe ct  is  that the optim ization  p roceed s  up to the 
constrained  boundary, but does not exceed .th e ’ constraint.
'An ’in d ir e c t1 m ethod u ses  a heavy penalty fo r  ah ex cess  
‘■magnitude of each of va ria b les  violating the constrain ts.
These penalties are used  to degrade the value of the ob jective  
function so severe ly  that the optim ization path w ill be 
lead  out of the constra in ed  area. The ‘d ir e c t 1 m ethod 
m ight w ork  w ell when constrain ts are linear. In the 
case  of nonlinear constraints and esp ecia lly  with higher 
dim ensional p rob lem s, it is  v e ry  d ifficu lt to ca lcu late 
the lim iting value of the variab le  which v io la tes  the 
constraint. The 'in d ir e c t1 m ethod w ill tend to oscilla te  - ’
I
in m oving in and out of constrained  reg ion  w hich m akes it 
le s s  d esirab le .
F igure ( 6 . 3. ) illu stra tes  paths for the 'd ire c t  and 'in d ire ct ' 
m ethods for  two d im ensional case.
(93)
(94)
Figure 6.3 . Paths of optimization near a constraint boundary 
with ’direct’ and ’indirect’ methods
When inequality constrain ts are present, a slack  variable
is  used to fo rm  the equalities (|o7) Thus
g'i (X j, x 2> o . . . . , x^) £  K. [pqn  No. (6 , ?)J|
becom es
g’ (x  , x  , . . . , x  ) -  K. + S. -  O CE qn N o» (6 . 8 )*]
1 1 m D. ,1 1
0  -  Si 5  Ki Qsqn No. (6 . 9)3
w here, S_. is  the additional slack  variab le . This equation 
can- be satisfied  only if  the inequality is  observed . If a 
double inequality of the form
(95)
k. i^  go (x 1?x  x  ) 5  K„ fjEqn No, (6 , io 0X vL c* XI , 1
is  present, then it can be exp ressed  as 
g. ( X j . s ^ , . . . , , ^ )  -  S. = 0 [E q n N o , (6 . 11)J
k. <■ S. ^  K. fE q n  No. (6 . 12)1l i . 1 L-
The new ob jective  function becom es as that given by 
equation ( 6 , 6 ) and the sam e procedu re  is  ca rr ie d  out,
Using rOptim al search* p roced u re , W eism an, and W ood 
have succeeded  in solving system  .design p rob lem s 
containing as m any as 50 bounded varia b les  and 49 
constraint equations.
Spang ( 1 0 0  ) rep la ces  the value of the ob jective  function 
by a v e ry  la rge  value whenever the constraints are not
q
satisfied . This psesdo value m ust be proportional 
to the amount the inequality is  violated  so that the 
search  routine w ill fo r c e  the test points into region  w here 
the inequality can. be satisfied . Thus, an ob jective  function
Y a f (x x x . , ,  > \ )  QE qn No. (6 . 4 ) ]
subject to constraints
g. (x lJ x 2, . . . . . , * n) =  0 ■ [E q n N o . (6 .1 3 ) ]
i ±  %-2.j .
and
g. (x xJ x 2,  i j i o
i p+1* m [E qnN o, (6,14)J
would becom e
[g. (*  , =  0  . i = 1 , 2 , . . , .  . ,p  .
N ^  | g (x      )>  0 i = p + .l,. . .  m  ( ( 6 , 15)JL * w 3ul
n
(_<
20
Yn  a 1 X 1 0
w here, Y'|q-isthe value of ob jective function used  in the 
search  and.the st 
are not satisfied .
um, con sists  of those g„(X ) which
H im m elblau (49  ) p roposed  a. m ore  sim ple p roced u re  to solve
i
optim ization p rob lem  with equality constrain ts. His 
proced u re  is  p articu larly  usefu l to optim ize a p ro ce ss  of 
which m athem atical m odel is  avaialble.
M axim ize an ob jective  function
j —n
Y =. C. 1 Eqn No. (6.17)1
ja l  JJ  W .
O R
Y C  0 k • - - » \ )
k - 1
t- jkj- subject to constraints 
G„ ( x , , * , , .  . . » » ;X  ) = 0• i 1 2  n
1 £  i £  m  
.m <C n 
. and L„ <  x. <  U.■i — i «** . i
[Eqn-No. (6, isf|" 
[Eqn No, (6 ,1 9 ) J  
[E q n  No, (6 . 2oJj
Equation ( 6 , 19) m ay be linear or nonlinear. Equation 
( 6 , 2 0 ) im p oses  definite lim its  on the variables., which is  
gen era lly  the case  in a real physical situation.
(97)
(98)
The (n -m ) va ria b les  can be chosen  as independent 
variab les, H im m elblau ch ooses  a few  variab les  
as ’ specified* va ria b les  and the rem aining variab les  
are established by search  for  an optimum.. The 
'sp e c if ie d ' va ria b les  in p ractice  w ill usually be 'fixed ' 
variables# such as feed  input rate or feed  concentration , 
a n d /or  con tro lled  v a ria b les , such as tem perature, 
p ressu re . Once the initial tria l values of the variables 
to be searched  are se lected , the problem, then becom es 
one of solving k nonlinear and linear equations in k 
unknown so that the values of all the varia b les  can be 
established. The suggested way to solve these k 
sets of nonlinear equations is to use d irect  search  as a 
subroutine to solve equation ( 6 „ 2 1 )
This is  equivalent to solve the set of equations ( 6 , 19). 
Once all o f the values of the variab les  are established, 
the search  p rogram  checks the constraints ( 6 . 2 0 ) and 
the values of the ob jective  function.
F igure ( 6 , 4) illustrates, how the pattern search cannot 
cope with a typical constra in ed  problem . Under such 
conditions, Klingman and H im m elblau ( 57 ) p roposed  
a solution by a technique, term ed as 'm ultiple 
gradient sum m ation technique, ’ Their technique finds a 
new su ccessfu l d irection , abbreviated NSD below , for  
further search . The new d irection  is  the v e cto r  sum 
o f the n orm alized  gradients of the contacted constraints 
and the ob jective  function. A s shown in Fig, ( 6 , 5), this 
tends to generate feasib le  m oves in the right d irection . 
The v e cto r  NSD itse lf  is  s im ila rly  n orm alised  to y ie ld  a 
unit vector .
M inim ize 0 l = k
(99)
Ficjui e 6*5: A multiple gradient summation method
(100)
The p roced u re  is  then to take a step I4 , in the calculated
(b) not contact a constraint. If the ob jective  function is  
not in creased  and no constraint is  v iola ted , or if  the 
ob jective  function is  in crea sed  but the same constraint 
is  contacted, the step Lq is  reduced, If this step size 
b ecom es sm aller than m inim um  allow able step size , 
the p rocedu re  is  stopped, At this point the NSD is 
con sidered  a fa ilu re  (the search  is in the neighbourhood 
of a lo ca l optimum) and a new exp loratory  m ove is  m ade 
with a reduced step size  Z^X.. In higher dim ensional 
p rob lem s, the initial step L>| taken along the n orm alized  
unit v e c to r , w ill v e ry  often contact a new constraint.
In such ca s e s , the suggested d irection  is
W here M is  the num ber of constraints contacted before  
a new su ccessfu l d irection  can be defined fo r  an initial 
step s ize , On severa l p rob lem s tested  by
Klingman and H im m elblau, the procedu re  converged  
rapidly, although not always to the optimum. D ifficulties 
w ere experien ced  when the ob jective  function contours were 
n early  p ara lle l to the constraints. If the constraints are 
v e ry  sharp con cave , the procedure con verges very slGwly. 
m o re o v e r , the procedure, is  lim ited  to p rob lem s w here 
all constraints are inequalities.
When the pattern search  stops long be fore  reaching a lo ca l 
optim a, Q lass and C ooper ( 4 7  ) use perturbations to 
estim ate the gradient, Y, of the ob jective  function and 
V  gm of the constraint functions, A d irection  vector 
m ay be com puted, F^, F ^ , F  w here
direction# that w ill (a) in crease  the ob jective  function and
M
fo r  i =s 1 , 2 , .  „ „ .  , n and h som e sm all positive  increm ent 
F o r , h . F^i so that
j~Eqn No. (6 .24)1h V  f (X) ,F n ) u  - j
kSupposed that 'the point (X- ) which is  the last su ccessfu l 
point, is  v e ry  near to the constraints
0  fnT _ -rvi _ mg’j(X ) £i 0  fo r  j = 1* „ . „ ? m  ,  'fg. m  w here m is .th e  
num ber of constra in ts. F or each of the constraint function, 
a v e cto r  ( G j p , . , . ,  Gjh) cab. be computed, w here
Gji = * j K * Xi + h . gj ( xl ’ * Z , ’ * J
fo r  d o . 3 n,  j s s  1 ,2 L^ 0 , „ , rm and fo r  h som e
sm all positive  increm ent.
S im ilarly ,
^  ^  g j  “ l)' 0 0 “ “  * G j n ^  C E ^ n
k
Now, using-the la st su ccessfu l point;) X  , as orig in  of new 
changes & x ,  G lass and C ooper solve the follow ing 
linear program m ing problem.
M inim ize Ji f„ A. x.
Eqn No 
(6.25)
]
&  i  &  Xi  , t q n N o .  (6 .2 7 )1  
i —1. *>*
subject to
i=h
' ° j i  A  a d >  Gji J jE qaN o. (6 .'2 8 )j
fo r  j = l , 2 , M M t o } m^
The A X 'i s  a d irection  v e cto r  which m.ay be used  to indicate 
the next su cce ss iv e  point in the search . If.the steps 
generated  by the proced u re  m.oye im m ediate ly  into the 
in feasib le  reg ion  because of curvature of the constrain ts,
a. positive  constant v e cto r  should be added to .the right haiid 
side of the constra in t equation ( 6 . 28).
(102)
Figure 6.6. Alternate routine to find a new direction 
in a constrained optimization problem
f
This w ill fo r c e  a m ove away from ,the boundaries and. 
perm it la rg e r  feasib le  steps. F igure (6 , 6 ) shows the 
alternate routine suggested by G lass and C ooper.
6 . 1. 1 .4 . Integer program m in g problem s
W ood(114) has pointed out that pattern search  is unable to 
converge to the optimum, when som e o f the variab les  are 
defined only at d iscre te  values. P ra ctica l exam ples of 
these types of va ria b les  can be given as nom inal pipe 
s ize , num ber of d istillation  colum n plates etc. F igure 
( 6 . 7) illu stra tes  the fa ilu re  of pattern search  in such 
ca ses . The variab le  x.^  assum es any integer value 
although x>2 is  continuous, A  search  landing on the ridge 
at point P = (8  ^ 3.1. 2) finds it d ifficu lt to establish  a new 
pattern by shortening its lo ca l exploration  steps. In such 
c ircu m sta n ces , W ood m oves to the n earest or m ost 
p rom ising d iscre te  value (x  = ' 7 in this ca se ) and 
finds the best value of the continuous variable  by a 
search  o f low er dim ensionality. This establish es the 
new p o in ts  = (7, 29. 7). F rom  this point, a pattern can 
be set along a ridge. Though W ood has had som e su ccess  
with this p roced u re , it m ay not w ork with constrained 
integer program m ing prob lem s. One approach to solve such 
p rob lem s is  sim ply round o ff each nonintegral value in the 
optim al solution obtained by any of the m ethods discussed, 
in the previous section . Of cou rse , ca re  m ust be taken 
to round o ff in tegral values that w ill satisfy  the constraints. 
W ilde and B eightler (112) has pointed out that such procedure 
can be m isleadin g , esp ecia lly  in higher dim ensions.
E co ls  and C ooper (33 ) have developed a procedu re  to solve 
the follow ing integer linear program m ing problem .
(103)
(104)
Figure 6.7* A discrete variable problem
M axim ize 
subject to
The inequality condition defined by equation ( 6 , 30) is  the 
n e ce ssa ry  re str ic t io n  fo r  their procedure which con sist 
o f four phases. The phase X, is  a sim ple pattern search  to 
m ove fro m  a la ttice  point to an adjacent better lattice  
point by changing one variab le  at a tim e. When a feasib le  
lattice  point i s found on or near a constraints phase 1  is  
term inated, This is  when a point B of figure (6 , 8 , ) 
has been reached.
The phase II3 begins with the final solution obtained in
phase X, The phase II solution tr ie s  to get around the
'con stra in ed  lo ca l optim um ' situation encountered. This
is  done by adding to som e variable x. ; in a d irection
' 1.
which w ill in crea se  the ob jective  function regard less  of
whether or not the new tria l point is  fea s ib le , unlike
phase 1  in  which fea sib ility  is  m aintained at every  m ove.
If the tria l point is  fea sib le  the move: is  accepted. If
one or m ore  constra in ts are violated , a second.m ove is
determ ined w hich w ill satisfy  the constraints by
increm enting som e other x  . In figure ( 6 , 7, ) no • i.
such m ove can be determ ined.
(105)
i -  n
Y = < 2  Zi  X i  jjEqn No, (6 , 29)J
i = 1
i = n
i =  1
* 1 ^5* JjEDqn No, (6. 3Q)JJi
x.
(106)
In phase III, each variab le  in turn is  divided by two
and truncated to the n earest integer and then uses a
phase X p rocedu re  to find a better tria l point. In
fig ( 6 , 8 ) phase III d .oes not find a better solution. The
final phase, v iz  phase IV, is  identical to phase II except
that two variab les  are increm ented  sim ultaneously in the
f ir s t  part o f the increm enting p ro ce ss  rather than just one,
Phase IV’ gen era lly  reach es  near optimum. In fact, in
fig  (6 . 8 ) phase IV' has reached  point 'm b  the optim um  lattice
point. On m any p rob lem s, containing as m any as 2 1  va ria b les
and 27 constraint equations, the p rocedu re  of E cols  and.
C oop er , con verged  to the optim al or near optim al
solution, although they are not yet satisfied  because the
procedu re  is  rather approxim ate and not tested, on very
la rge  prob lem s.
The situation when one or m ore  of the independant variables
assum e only in teger va lues, has been treated  by W eism an,
W ood and R ivlin  (107 ) by rep lacing the variab le  under
consideration , sav x i n  the ob jective  function, which is  to 
' J
be m in im ized , by x 1. w here x*„ is  given by
p is  a constant having a value of the ord er o f 0 . 05. The 
value of x  rem ains unchanged in the constrain t equations. 
This p roced u re  in cre a se s  the value o f ob jective  function 
sharply fo r  any departure from  an integer value of x ., 
hence it fo r c e s  the variab le  to assum e one of the allow able 
va lues in the final solution.
J 3 3
and
y . = x . -  (in teger part o f x .) 
3 3 3
x 1. = x . + y f
J
(107)
Figure 6.8. Path of search by the method of Ecols & Cooper
(108)
6 . 1. 1. 5. R ecent developm ent in ‘Pattern S ea rch 1 m ethod
During the last few  y e a rs , many m od ifications to the 
pattern search  have been put forw ard. In the original 
p roced u re , LOOK, the step s izes  for  all independent 
variab les  are changed at the same tim e and by the same 
ratio. This causes occasion a l d ifficu lty when som e 
variab les  are at the upper ends of their ranges and 
others are at the low er ends of their ranges. Since 
the step size fo r  each variab le  is  related  to the allowed 
range fo r  that va ria b le , the ratio of step size  to variable 
size could va ry  w idely. In. the code developed by 
W eism an, W ood and R ivlin , (106) ca lled  STE P 50, 
the Initial step s izes  are based on the ranges. A s the 
search  p ro ce e d s , the step s izes  are changed depending 
upon the s u cce sse s  and. fa ilu res fo r  the m oves of each 
variab le  during the exp loratory  m ove. If the fist  m ove 
fo r  a given variab le  is  a su ccess  £ i .  e, for.m in im ization , 
Y ( b l + t f i X  Y (bi )3  the step size  is  in crea sed  by 
a factor of two in the next exp loratory  search , If the 
re v e rse  m ove is  su ccessfu l C 1. e. Y (b]_ -  )<C Y ( b i ) ]
the sam e step size  but with re v erse  sign is  retained for 
the next search . If both, m ove fa ils
C L e. Y(b]_ ) < 1  m in (b^ + d\ ), Y (bi - di ) ] ]  
the step size  is  halved in the next exp loratory  search .
F lood  and Leon  (41 ) have written the program ., designated 
as BEST, in w hich changes in a particu lar variable are 
continued until no further im.provem.ent is  evident. In 
short, they do a one at a tim e search  instead of the 
exp loratory  search  of LOOK,
In one at a tim e search , a particu lar v a r ia b le x . isi
increased, su cce ss iv e ly  by a step size
A i  A  i  ( A i  > " 1  )y m -  Qjp Ip 2,o « , u n til no
further im provem ent is  m ade in the objective function,
h + 1When, this happens, say at step size A i  A i ,  
the la st base point is  retained, nam ely the one obtained 
by step A i  A  i  and. a new sequence is  started from, 
this point with in itial step size  equal to i follow ing 
the sam e schem e as b e fore . If a step s ize  of A  i in the 
positive d irection  does not bring a better point, then a 
step of length A .i  in the negative d irection  is  tr ied , and the 
sam e p roced u re  is  follow ed . If the ob jective  function Y ’ , 
when all varia b les  have been perturbed, is  better than Y 
at the. last base point, then a pattern m ove is  m ade. The 
co -o rd in a tes  of the Y ' point are increm ented  by the amount 
proportional to the change experienced, fo r  the co -o rd in a tes  
in going fro m  Y to Y '„ This rate of change w ill be greater 
than one. If this new point, Y 'b  after in itial pattern m ove, 
happens to be better than Y 1, a new step length
( h  P) (A P ) is  taken.in the sam e d irection . The ro le  o f X P ,  
is  identical to that o f A  in the-above d escr ib ed  one at a 
tim e p roced u re  and. the p rocedu re  a lso  fo llow s  the same 
schem e. A s b e fo re , when a point is  reached  when no 
im provem ent is  obtained by m oving the v e cto r  ( IX P) or 
( - &  p )? this point is  con s id ered  the best o f this se ries  
of pattern m oves . The rem aining p roced u re  is  sam e as 
that of LOOK,
4
The typ ical tra je c to ry  using the procedu re  o f F lood  and Leon 
is  shown.in figure ( 6 , 9 )
(109)
(110)
Figure 6.10. Optimum gradient method with pattern 
move C 1STRGY l'J
( I l l )  '
F lood  ( 41 ) has devised  a strategy, nam ed STRGY 1, which 
u ses  a optimum  gradient m ethod coupled with pattern 
m oves. A s shown in fig. ( 6 , 1 0 ) it d e t e r m in e t h e  direction 
of gradient at starting point Po and then loca tes  the 
m inim um  P j on this d irection . ■ It again determ ines the 
d irection  o f gradient at P^ and locate  the m inim um  P^ 
on^this line. A  pattern m ove is  made fro m  P „ to P^. In
u  J
the pattern' m ove the m odification  is  ca rr ie d  out accord in g  
to the equation '
new v e ctor  X "  = X 1 + k cT [Equn No. (6 . 3‘4)~]
w here, k is  the sca la r co -e ff ic ie n t  (a cce le ra to r ): cT is  
the d irection  v e ctor . .. , - ■ '
The a cce le ra to r  k is  va ried  to perm it a cce le ra tion  when there 
is  evidence of continuing p ro g ress  and to d ece lera te  the 
/se a rch  when the optim um  or boundaries are being approached.* "j f ■
M athem atically, this can take the form
k = A  n or k = A n |jDqn No. ( 6 . 35) J
with A the step size  v e c to r , n = num ber of su ccessfu l
steps and
k = 1 or k = A n pEqn No. (6 .3 6 )3
A n
fo r  n = num ber of u n su ccessfu l steps F lood  has incorporated 
a subroutine to loca te  the m inim um  along the given d irection
based on data of steps taken in that d irection .
; » - ... %
In the pattern search  p roced u re , the pattern m ove is  m uch 
m ore  e ffic ien t than the exp loratory  m ove. With large  
num ber of v a ria b les , exp loratory  search  takes the m ost of 
the m achine tim e without advancing the search  very much. 
W ood ( 114) has attem pted to im prove the. pattern search 
strategy to fo r c e  a rela tive  in crea se  in the num ber of 
pattern m oves.
XFigure 6.9. Univariate search with pattern move
In the p roced u re  which W ood ca lls  ‘L O O K r1 a random  
num ber is  chosen  fo r  each of the independent 
va ria b les . These are m ultiplied by the corresponding 
step s izes  and added to the existing values of the va.riablea 
If this new point happens to be better, then the exploratory 
search  is  con sidered  com plete ; otherw ise the reverse m ove 
is  m ade. If this m ove y ie lds a better point, the search 
is  com plete. If both m oves  fa il, a new set o f random, 
num bers is  chosen  and the procedu re  is  repeated. The. 
rest  of the p roced u re  is  sam e as that fo r  LOOK, In the 
random  search  p roced u re , all variab les  are changed at 
once. This seem s d esirab le . But if  one variab le  has only 
a very  slight e ffe ct  on the function, this m ay be easily  be 
hidden by the e ffects  o f changes in other va ria b les . Wood 
found out that LOOKr do not p ossess  many advantages and 
fa ils  m isera b ly  on som e problenas.
In another v e rs io n  by Wood* (114) term ed  as ‘exp loratory  
search  truncation p roced u re  ’■> the exp loratory  search  is 
stopped as soon as a m ove produ ces an improvern.ent over the 
la st base point, .From this point a pattern m ove is  m ade. The 
next exp lora tory  search  starts with the variab le  just after the 
one w hich produced  the la st  su ccess . Thus, all variab les  
are tested  in turn. W ood obtained disappointing resu lts 
fro m  the exp loratory  search  truncation technique, 
although there are  m any functions w here this technique was 
found better than the pattern search  m ethod. F igure ( 6 , 11) 
shows the path of truncated search  in two dim ensions,
6 , 1, 1, 6 , P ra ctica l applications of pattern search  m ethod
The original w ork  on pattern search  was concern ed  with its 
application to m .athematical and statistical p rob lem s.
( 113)
(114)
Figure 6.11. Exploratory search truncation method
Figure 6.12. Oscillation around the minimum of a 
steepest descent along a tangent
Hooke and Jeeves ( 50 ) them selves have reported  success 
with a curve fitting problem -involving neutron flux, in a 
nuclear reactor. W ood (113) uses pattern search  su ccessfu lly  
fo r  engineering design  optim ization prob lem s. His 
applications include, the design of a sm all nuclear pow er 
plant fo r  space v e h ic le s , prelim in ary design of an 
e le ctro -m a g n etic  pump fo r  liquid m etal, design of a 
th erm oe lectr ic  gen erator elem ent, S ryg ley  and Holland.(l02 ) 
have coupled the pattern search  with the -O m ethod of 
convergence of Thiele and Ged.des to achieve the optimum 
design , in the sense of m inim um  plates fo r  conventional 
and. com plex  d istillation  colum ns fo r  any set of 
specifica tion s d irectly  depend.ent on product purity.
H im m elblau (49 ) has optimized, an n-butane isom eriza tion  
p r o ce s s , the m athem atical mod.el of w hich contains .10
V
independent equations and. .15 variab les, Schinzinger (91 ) 
has reported, the su ccessfu l use of the pattern search  in the 
design study of a tra n sform er, N icholson  and Pullen (72 ) 
have used, the pattern search  m ethod to find the optimum 
design of rubber com pounds. Rudd and W atson ( 87 ) 
applied, the pattern search  method to the optimum, design 
o f the three stage re fr ig era tion  system . The pattern search 
p rocedu re  is  m echanized  in the ’opcoii' dev ice , developed.
• by the W estinghouse C orporation , U. S. A. and. has been 
applied to the autom atic optim ization of a DOW Chem ical 
C om pany’ s p ilot plant fo r  making the styrene by catalytic 
dehydrogenation of ethlbenzene (110), The sam e device 
has been used to optim ize operation of a d istillation  c,olum n(l08) 
The sim ilar device  ca lled  'optim at' has been developed 
by E llio t Autom ation L im ited  ( 9 ).
(116)
6 , 1. 2, Himsworth* s. Sequential S im plex m ethod
Spendley, Hext and H im sw orth (101) developed, a d irect  
m ethod, ca lled  Sequential S im plex m ethod, in which 
a rapid determ ination  is  m ade of a d irection  which is  
steep, though not steepest. This m ethod involves 
placing tria l points on the v e rtice s  of a s im plex  which 
is  the N -d im ensional generalization  of the equilateral 
triangle (N=2) and the regu lar tetrahedron (N--3),
The v e rte x  at which the function has the least value is  
determ ined and that v e rte x  is  rep laced  by its re flection  
in the cen troid  of the rem aining v e r t ice s . This 
p roced u re  is  repeated  xmtil no p ro g re ss  in the ob jective  
function is  observed . H ow ever, in the end gam e procedure, 
it is  d esired  to m ake a quadratic approxim ation  to 
determ ine the ch aracter  o f the apparent stationery 
point.
In the sequential s im plex  method., the calcu lations are trivial., 
ca lling  fo r  no m athem atical knowledge and ;i.t is  not 
n e ce ssa ry  to have *a. n u m erica l m easure of the response.
It is  n e ce ssa ry  to'aran'k the resu lts  and d iscard . tKe-Wor-sh However 
the m ethod assum.es that the relative steps to be m ade in 
varying the va ria b les  are known and this m akes the strategy 
rather rig id  fo r  genera l use, N elder and M ead ( 70 ) 
m od ified  the m ethod in which the s im plex  adopts itse lf  
to the lo ca l landscape, elongating down long inclined 
planes, changing d irection  on encountering a va lley  at an 
angle and contracting in the neighbourhood of a optimum.
Both m ethods, the orig ina l sim plex  and the m odified , 
deal with, constra in ed  problem s m e re ly  by the addition 
o f som e penalty function concept, M. J. B ox ( 15 ) pointed 
out that this approach  is  rather in efficien t and he 
m od ified  the s im plex  m ethod for constrained  optim ization 
p rob lem s.
(117)
6 . 1 . 3. R oseribrock 's  m ethod
The m ethod of 'rotating co -o rd in a te s ' devised  by 
R osen brock  ( 83 ) has proved  to be a* pow erful 
optim ization technique fo r  variou s functions, including 
those having shallow , curving va lleys. Instead of 
perturbating each of the variab les  independentely as in 
patter search , R osenbtoc'k  rotates the co -ord in a te  
system, so that one axis points along the d irection  of the 
ridge as estim ated by the previous tria l. The other 
axes are arranged in d irection s  norm al to the first.
This p roced u re  elim inates m ost o f the in teractions 
between va ria b les  and gives very  e ffective  ridge 
follow ing. M ore o v e r , instead of taking a fixed  step 
in each d irection , R osen brock  in e ffect tr ie s  to find 
the optim um  point in each line. This procedure 
continuously adjusts what would in pattern search  the 
step size. In his p a p er , . R osen brock  shows a very  
m uch sim plified  analysis o f the m ethod. A  m ore  
com prehen sive  form ulation  of the rn.eth.od has been 
given by" W ood ( 115 ). R osenbrock*s m ethod is 
m od ified  to include linear m inim ization  by D avies et. e l(38  ),
R osen brock  has a lso  extended his method, to solve the
constra ined  optim ization  prob lem s. M, J, B ox (15 )
has m od ified  the m ethod to set up a search  parallel
to the e ffective  constra in t (s). In his m ethod, called,
RAVE, a variable* i, is  elim inated w henever the
current, point is  found to have entered a boundary 
thregions of the i variab le . Thus, the boundaries 
once entered, cannot be le ft  and the final solution 
lie s  on the vertex  of the N -dim ensional feasib le  
region.
(118)
It: can be seen that B o x ’ s procedure is  lim ited  for 
exp lic it  elim inations only.
S torey (103) applied R osen b rock ’s d ire ct  search  
m ethod to a num ber of chem ical engineering problem s, 
Andrew  ( ) used  it to find the optimum, p ro ce s s  design
fo r  the m anufacture of ■ acrole in  by propylene oxidation 
and found that the m ethod was v e ry  re liab le  and did not 
give any trouble with constraints,
4„ P o w e ll ’ s d ire ct  search  m ethod CY
The m ethod p rop osed  by Pow ell is  based on conjugate 
d irection s  and aim ing to find the m inim um  of a general 
quadratic fo rm  in a finite num ber o f steps, P o w e ll ’ s 
m ethod p o ss e s se s  as an advantage that It is  p ractica lly  
invariant under linear transform .ations o f the co -ord in a te  
space. M ore o v e r , the rate of con vergen ce of the m ethod 
near the optim um  is  very  e ffic ien t; this being a feature 
of m ethods with quadratic convergence. In the p resen ce  
of narrow  curving v a lley s , such, m ethods are su ccessfu l 
in generating good d irection s , in so far as they take 
account to lo ca l curvature of the function in these regions, 
F letch er ( 38 ) has com pared  the e ffic ie n c ie s  o f the 
m ethods fo r  m in im izing functions without evaluating 
d erivatives , and found out that on the basis  of function 
evaluations the m ost e ffic ien t m ethod is  that of 
_ P ow ell, M. J, Box. ( 16 ) has drawn the sam e conclusion  
when testing d ifferen ce  m ethods fo r  higher dim ensional 
test functions, having as many as twenty variab les. 
H owever, P o w e ll 's  m ethod is  applicable to unconstrained 
functions only.
\ (119)
6. 2 Gradient methods
The gradient m ethods requ ire  com putation o f f irs t  or 
higher ord er d erivatives  o f the function, in addition 
to the va lues o f the ob jective  function itse lf. These 
m ethods use m easurem ents of the slope of the 
function as an indication  of the d irection  tow ards the 
minimum... The f ir s t  tr ia l point is  chosen  a rb itrarily  
and the rem aining test points are determ ined  by the 
iterative  procedure*
X p + 1  = x P + £  PDP f&rn. No. ( 6 . 37) J
P .w here, X  is  an n -d im en siona l v e ctor  w hose com ponents
thare the independent va ria b les  x^ x^ #  at the p
p p
Iteration,fc. is  a positive  constant and D is  an n
The
th
th „d im ensional v e cto r  evaluated at the p . iteration . 
v e cto r  D determ ines the d irection  to be taken from , the p 
point and£^D^ determ in es the step size  in that d irection . 
The variou s gradient m ethods d iffer  in their ch oice  of the 
sca le  fa ctor  and the d irection  v ector  D^.
6 . 2. 1. Relaxation  m ethods
The sim plest idea o f solving optim ization problem s is  to
change each of the va ria b les  in turn. In the Southwell
dYrelaxation  m ethod, rr~~~ is  evaluated each  tim e and
chii 2Y
that X£ w hich corresp on d s  to the la rg es t is  se lected  
fo r  adjustm ent. In the m od ified  p roced u re  by Southwell 
and Synge, ( 99 ) the va ria b le  is  chosen fo r  which
2  • S YS r - rZ„ ") is  maximum* In both m ethods, the
5 :IX .J.
step size is  chosen  by form ing a T aylor se r ie s  about the 
Ppoint x  «
Thus,
(.120)
Y (X P+1) = Y (X P) + £E |S - I _ p  + (  £ P) d Y | __ p + . . . . .
i 2 o x „ 2' i
IjEqn, No. (6. 3 8)J
13*4“ 1F or Y (X r  ) to be a m inim um
a y
<3 X, tx-xt 
1
a y  | / , P _  .
 ^X.2 X x  [Eqn. No, (6 .3 9 )^
\\ *,
In this equation, the second derivative should be positive. If 
the curve has a point of in flection , the iterative  procedure 
m ay d iverge  fro m  the m inim um , since the ^ w ill then be 
infinity. The evaluation of the second derivative can be 
tim e consum ing. M o reov er , if  the function has a sharp ridge, 
the relaxation  m ethods m ight stop be fore  reaching the optimum,
6 , 2 , 2 , Steepest descent m ethods
The m ethods of steepest descent change all the independoit 
.variables at each iteration  using the d irection  vector .
DP = -  B 1 \7  P fEqn. No. (6. 40)
tie re
\7„p = r  ^ y | s y i a y | I
Y L > * .  1 p* _ T V T lp >  =“ S T ~  l p j
1 “  -Si n
and B is  a positive  defin ite nxn m atrix, Cauchy, (100) 
who is  cred ited  with developing the m ethod orig ina lly , used.
B 1 —X = Identity m atrix  [E c j* . H © . C
N ew ton 's ( 1 0  0 ) m ethod uses 
B -  L £  Eqn. No,, (6. 43 f j
J
(121)
w here, L is  the nxn m atrix  o f second derivatives having 
com ponents
E . -  “5 2y
1  ^ 3 x ,  c ) x ,
i  J
|~Eqn. No. (6. 44 fj
If Y (X ) is  quadratic, the iteration  is  com pleted  in one 
step. ( 1 9  )
F rom  equations ( 6 . 37) and ( 6 . 40)
x p+l _ x p _ £ p B-  1 v ^p jliqn. No. (6. 4 5 )]
C urrey (2 .9 )  has shown that the iterative  procedu re  
w ill eventually con verge  to the m inim um  .if
Y(XP+1) <  Y (X P) • [E qn . No. (6 .4 6 )"]
T h u s,£  P is  adjusted in such, a way that the above inequality is  
satisfied . When this is  done, £ P uses its  previous value, 
o th e rw is e £ P u ses  half the previous value. G enerally, the
con vergen ce  of this p roced u re  is  rather slow. Booth ( 13 )
C.P p+1has suggested using the value of C such that X  is  the
in tersection  of the tangent to the function at the. point X
and the co -o rd in a te  axes. It can be seen from  figure
( 6 . 1 2 ) that c lo se  to the m inim um  this value o f£ P causes 
. pX  to oscilla te  around the m inim um , H ow ever, this • 
value o f  € P can be used when the d esired  minimurq. has 
a value o f zero .
The N ew ton-Raph son m ethod ( 100) u ses  the follow ing 
value o f (EP
*  Y (X P) fEqn.No. (6. 47)1
P T F
( v Y ) ( v Y )
To obtain the approxim ate optim um  along the line 
B~' 1 V  P , Booth uses a sm all value of £  P so
—1 pthat three points are obtained along B V  ^  . A  
qu adratic 'polynom ial is  passed  through these points 
and the loca tion  of its m inim um  .is se lected  as X P^\
(.122)
The 'a cce le ra ted  optim um  gradient' method, proposed by 
Forsythe and. M otzkin ( 43 ) uses the d irection  vector  as
D P =s + D^"*2 £  P ” 2 N o # (k, 4 8 ) J
F or a quadratic surface ,the d irection  DP1 p asses through 
the absolute m inim um . F or nonquadratic su rfa ces , 
further iterations are n ecessa ry . The th eorem  upon 
which the m ethod is  based, is  valid  fo r  two independent 
dim ensions, A  related  p roced u re , in a. sense m ore  
genera l, is  p roposed  by Finkel (37  )„ The m inim a on any 
para lle l lines lying in a solution space are determ ined 
and then the m inim um  on the line joining these two 
minirna is  found. Applying the theorem, of p ara lle l chords 
it can be shown that fo r  n =• 2  , this p rocedu re  reaches the 
optimum., although Finkel rep orts  that the procedure is 
fa ir ly  su ccessfu l fo r  m ore  than two independent va ria b les  
In the m ethods of steepest descent, it is  not n ece ssa ry  to 
know the f ir s t  and second, derivatives analytically.
Brown ( 20 ) has given the n ece ssa ry  form ulae for finite 
d ifferen ce  approxim ations. Zellnik , (117) et„ al, , have 
developed a subroutine to aboid saddle points. They 
have tested  the p roced u re  su ccessfu lly  on som e p ractica l 
p rob lem s such as optim ization  of d istillation  colum n -  
condenser system  etc,
The steepest descent m ethod has been used  by many w ork ers 
for  optim ization  prob lem s, Schrage ( 92 ) used  it for 
optim izing a cata lytic crack ing operations, M oser , et. al, ( 69 ) 
used  it to optim ize naphtha reform ing p ro ce ss . When used 
on the p rob lem  of optim ization  of an isopentane recovery  
unit, R. M„ W ood ( .1 1 6 ) found thatJ different 'optima* 
have been obtained.
The contour tangent m ethod of W ilde ( 109) uses each 
lo ca lly  m easu red  tangent to the contour as a boundary 
elim inating part of the solution space from, further 
consideration . In this way, it resem b les  the unvariable 
sequential search  m ethods which, involve successively  
reducing the s ize  o f a interval of uncertainty. The 
d ecis ion  as to w hich area is  elim inated is  determ ined 
by the partial d erivatives. One fundamental requirem ent 
in this m ethod is  that the dependent variab le  be strongly 
unim odal. The com putations of the m ethod becom e 
cu m bersom e as the num ber of va ria b les  in crease .
B ased on two dim ensional acce lera tion  technique,
Shah, Buehler and K em pthorne ( 93 ) have developed, 
a steepest: descen t 'Parian* method. They have 
proved  that i f  the function being optim ized is  a m onotonia 
function o f a quadratic function and if  the vectors and 
v ector  'b es t ' points are determ ined without error, then 
the solution to an n » dim ensional optim ization  problem  
w ill be reached  at point P or sooner, Obviously, in theAX1
p ractica l ca se , both conditions w ill seldom , i f  ever , be 
m et. Pow ell ( 76 ) has developed the variant of this 
method, independently. Shah, et. al. ( 94 ) have also 
proposed  the varia tion s of partan which do not use 
steepest descents, H arldns ( 48 ) has found. Partan to 
give a perform an ce  com parable even to R osen b rock 's  
m ethod, at least, on R ose n b ro ck 's  test function.
Although the tangent m ethods have been extended to the 
m ultivariab le p rob lem s, with m ore  than three va ria b les , 
we enter the re a lm .o f hyperplanes and hyperspac-e which 
m akes the solution m ore  com plex.
6 . 2. 4. Use o f Lag r ange M u ltip liers
The m ethod o f use of Lagrange M ultip liers is  applied when 
equality constra in ts are present. The num ber o f Lagrange 
M u ltip liers introduced  are equal to the num ber of constraining 
.equations. The .Lagrange,.Expression is  then developed 
which is  equal to the ob jective  function p lus* the product: 
of the Lagrange M u ltip liers and constrain ts. Suppose, 
the ob jective  function to be m in im ized  is  given by 
Y ~ f(x  x  . . . . . . .  , x  ) j Eqn. No. ( 6 . 4)1
1 , 2 , n I—
subject to
gi (X j, x 2, . . . . . .  xn) -  0 jjEqn. No. ( 6 . 1 3 ) ]
i -  1 , 2 , . . . .  *, p <  n
Then, the Lagrange E xp ression  becom es
W(V  .V  , * n ) = Y . jj, , * n )+Y % (5V  x 2, . . ,  xn)+
tEqn, No.( 6 . 49)
It has been shown that the partial derivatives of the Lagrange 
E xp ression  with re sp e c t  to each independent variables 
(including the Lagrange M ultip liers) m ust be equal to zero  
fo r  an extrem um  .to exist. ( 112) So, there are (n + p) 
equations in the p unknowns, ^\p and n unknowns ^ n ,  which 
can be solved fo r  X *, optim um  and .
Although, the above d iscu ss ion  applies only to equality 
constrain ts, Kuhn and Tucker ( 6 0  ) have gen era lized  the 
concept of Lagrange M ultip liers to include inequality constraints,
(.124)
som etim es, a m inus sign is  used here.
M ethods of conjugate d irection s
The m ethods of conjugate d irection s calcu late each new 
d irection  of search  as part of the iteration  cycle* C on sider, 
the quadratic function Y(X).
which p o se sse s  its m inim um  .value at X — h* w here A .is  a 
positive  definite m atrix  (nxn), genera lly  taken as the 
m atrix  o f second ord er  partial derivatives* The
m inim ization  m ethods of conjugate d irection s  u tilize  the
1 2  xx)theorem , (77  ) which states that, i f  S ,S  * ... „ ,S
(m ^ .n ) are m utually conjugate d irection s , then the
m in im um .of the quadratic function Y(X) m ay be found
by search ing along each of the d irection s  once only.
This minim um :.point is  given by
Y(X) = Y(h) -h —  (X  -  h) T..A, (X  -  h)
u
ow here, X  is  an a rb itra ry  starting point. The param eters 
2 , . . . .  , m ) m ay be found by m eans o f a uni- 
d im ensional m in im ization
The relationship  ( 6 * 52) is  equivalent to ( 58)
i
w here.
i t  1 i .I i so, the procedure, finds X  ■=- X  S .and then,
i + 1the next d irection  S , w hich satisfies
( S1+1) T A  =  0
j — 0 , 1 , 2 ;> . . . o , i
is  determ ined.
( 126 )
F or the quadratic function, this procedure y ie lds a solution 
within n -  steps. F or the nonquadratic function, the 
p ro ce s s  is  iterative . The d irection  S can, how ever, still 
be generated in such a way that they corresp on d  to a lo ca l 
quadratic approxim ation  to the function in the neighbourhood 
of the curren t point. F letch er and .Reeves ( 4 0 )  have experienced 
that the. con vergen ce  rate o f the m ethod of conjugate 
d irection s  is  v e ry  slow  fo r  shallow curving va lley  functions.
They m od ified  the p roced u re  by adopting the steepest descent 
d irection  instead of conjugate d irection  after every  (n +1 ) 
iterations.
The conjugate d irection s  m ay be generated by d ifferent 
techniques. The m ost pow erful technique so far reported, 
is  the variab le  m e tr ic  m ethod proposed  by .Davidon ( 14) 
and reform ulated  by F letch er and Pow ell ( 39 )»
In the variab le  m e tr ic  m ethods, the conjugate d irection s , S, 
are given by
w here, H ° is  an a rb itra ry , positive definite m atrix  (nxn). 
It is  con ven ien t to take the unit m atrix  in itia lly  for  H, 
so that the f ir s t  d irection  is  down the line of steepest 
descent. Then, is  determ ined in such a way that 
Y (X 1 + ^ V )  is  a m inim um  with resp e ct  to V*along 
(X^fVvS1) and pC 1 0. F letcher and P ow ell have
proved  that 1 can always be chosen to be positive.
The p roced u re  fo r  obtaining & m inim um  along a line 
uses a cubic interpolation, m ethod and is  given in 
detail by Davidon.
Thus,
X 1 + 1  = X 1 +°<lS1 [Eqn. No. ( 6 . 57 )J
Y (X 1+1) and ^7 are evaluated, noting that V  y ^ ^  '*’S
conjugate (orthogonal) to S1 L e,
( s s ) T  ( v  y i + 1  ) = 0
14-1
The new H can be given as 
H1 + 1  e  H1 + A 1 + B1
(127)
jjS qn . No. ( 6 . 58)J 
|jEqn. No. ( 6 . 59)j|'
w here,
,  , i  _ i  . T , 1 _ i  ,
4 ( *  S ) («* S ) r  -1
A -       . -  Eqn. No. ( 6 . 60) J
( P ) «  S ) L  J
B1 =  —
and,
H1 ( p1 ) ( p1 ) T H* 
_ _ _ _ _ pEqn, No. ( 6 .
p1 = V y i + 1  -  V y 1 [Eqn. No, ( 6 . 62)1
The proced u re  is  then repeated setting i = i + 1
The variab le  m e tr ic  m ethod has the follow ing p rop erties  ( 39 ).
(i) The m a tr ice s  H1 are sym etric , positive defin ite
(ii) The m in im ization  p ro ce ss  is  stable L e.
Y (X 1+i) Y (X1)
(iii) If Y (X ) is  quadratic, the m ethod finds the m inim um  
in n iterations,
(iv) It has been shown by Davidon that as the procedure 
con verg es  to the minimum., H tends to A  \  where 
A  is  defined by equation ( 6 . 50). Thus, the m ethod 
y ie ld s  the full in form ation-on  the curvature of the 
function near the m inim um . This in form ation , 
how ever, is  obtained at the p r ice  o f providing 
storage space fo r  the m atrix  H and tim e for  its 
m anipul ati on.
(128)
The conjugate gradient m ethod has a lso  been successfu lly  
applied to m in im ization  of unconstrained quadratic 
functions as a m eans of solving large  sets of linear a lgebric  
equations ( 58 ), K ropholler and Spikins ( 59 ) have, 
given the s im p lified  analysis of the variab le  m etric  method 
fo r  the two variab le  problem . F letch er and P ow ell have tested  
D avidon 's  m ethod on a variety  of num eric tests and 
rem arked  that the m ethod is  probably the m ost pow erful 
general p roced u re  fo r  finding a lo ca l minimum.. This 
rem ark  is  con firm ed  by M. J, Box ( 16 ) and Leon (64 ).
(.129) 
C H APTER 7
?» 1 L inear program m ing
A L inear program m ing p rob lem  a r ise s  when the 
ob jective  function and all the constrain ts are 
linear functions o f  nonnegative va ria b les .
M axim ize
Y(X) = y  c 
.1=1
subject to
n
f.(X ) = <  a ., x, ,£ g. I Eqn. No,
j <  ji i  "* j L
is  1
j = 1, 2 ,  ,p
w here the c .,  a., and g, are constants. The 
i  J i  -  . “ j
optim al solution  corresp on d s  to an extrem e point 
o f  the con vex  set defined by the linear contraints. 
L inear pfb.gram m ing algorithm s p rov id e  m ethods 
(b a s ica lly  solving linear equations) fo r  m ovin g .from  
one extren ie point to another adjacent one, always 
in creasin g  the value o f the ob jective  function.
The im portance and pow er o f linear program m ing 
is  partly  due to the large  s ize  p rob lem  that it can 
solve . The best linear program m ing cod es at 
presen t can handle p rob lem s with as many as 5000 
variab les  and 1000 constrain ts( 111).
Mathematical Programming Methods
1 1 J^qn .N o . (7. l ]
(130)
B ecause o f  the requirem ent o f lin earity  in 
both ob jective  function and constra in ts, linear 
program m ing is  not genera lly  applicable to 
p r o ce s s  designs. L inear program m ing m ethods 
have been extended to the m ore genera l area  o f 
m athem atical program m ing to handle certa in  
nonlinear functions( 196), H ow ever, the restr iction s  
on the types o f  functions which can be handled are 
too severe  to make these p roced u res  any use fo r  
our purpose.
7° 2 G eom etric  program m ing
The geom etric  program m ing .dev'elop-ed.by Zener, 
Puffin a n d  P e t e r s o n (  118) applies to the m inim ization  
o f any a lgebric  equation ca lled  a gen era lized  
polynom ial.
C on sider th e 'ob je ctiv e  function w hich is  a sum o f T 
term s Cjpj(X), w here the cj are positive constants 
and the pj (X) are  products o f  pow ers o f  the x.j_
Y = ^  c p (X) jj.qn. No. (7. 3)"J
J J 
J = 1
The product function is defined by
n
P .(X ) = TTx .aij 
 ^ '"i=i 1
j j q n ,  Np0v(.7. 4 Jj
w here aij are  a rb itra ry  real positive  o r  negative 
exponents.
G
(131)
Interesting m ethods have been developed  for  
m inim izing equation (7. 3) but the techniques 
seem  inapplicable to p ro ce s s  design because 
o f the specia l fo rm , equation (7. 4), in which 
the variab les  x i are requ ired  to be introduced,
Dynam ic program m ing is  an optim ization  technique 
which sim plifies  the p rob lem  o f optim izing N stages 
sim ultaneously to a p rob lem  o f solving N on stage 
p rob lem s, one such stage being shown in figure (7. l)
In the above figu re , Xn, Dn and Yn m ay all be v e cto rs  
i, e. input and output m ay con sist o f  severa l com ponents 
o r  stream s and there m ay be severa l designs or  
operating conditions to be specified . The stage 
return, Rn, is  a sca la r  which m easu res the net 
contribution  o f  the stage to the p r o ce s s  ob jective  
and is  usually exp ressed  in term s o f  net p ro fit, 
co st  o r  y ie ld  etc. The output, Yn, is  gen era lly  
dependent on Xn, and Dn i , e
The stage return, Rn, which m ay depend on Xn, Dn, 
and Yn is
7. 3 Dynam ic program m ing
Y = t (X , D )n n n n
F rom  (7. 5) and (7. 6), we m ay w rite
(132)
Dn (decisions)
Figure 7»1« Typical stage(n) of a multistage process
(ppocess
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Figure 7»2. Simple multistage process (N stages)
(133)
A  sim ple se r ia l m ultistage p ro ce s s  con s ists  
o f  a sequence o f  single stage in w hich the output 
from  any Stage b ecom es  the input to the next stage, 
F igure (7 .2 ) illu stra tes  a sim ple N stage p r o ce s s . 
It w ill be noted that 
Y = X
n n -  1 j^Eqn. No. (7. 8)J
The input Xn and the final output Xo m ay be either 
fixed  by external conditions o r  m ay be design 
variab les  subject to som e degree o f  ch o ice . The 
dynam ic program m ing analysis o f  a sim ple p r o ce s s , 
as shown in figure (7, 2) is  based  on the re cu rs iv e  
applications o f  the relations,
Q (X , D ) a g (X , D ) + f  (X •) n n n n n n n~l n-1
with X ,, = t (X D )n -1  n n, n
and, f ;(Xn) ; = 0 • ' - '
[E q n . No. ( 7‘ ‘9 )j| 
and f (X  ) - .m a x  (Q (X , )) fEqn. No, (?• 10)1
n n D n .n Dn L  ■ ■ J
n . ' ■
fo r  n = 1, 2, . . , , N over  all fea sib le  values o f 
the inputs Xn, The above equations (7, 9) and 
(7, 10), fn (Xn) is the m axim um  (optim al) return 
fro m  the n -  stage p ro ce s s  con sistin g  o f  stages 1 
through n; and fn (Xn) indicates that the optim al 
return fro m  a p ro ce s s  depends on the input (Xn) to 
the p r o c e s s ,.  The quantity Qn (Xn, Dn) is  the 
com bined  return fro m  stages 1 through n and 
consists ' o f  the stage n return gn (Xn, Dn) plus 
the m axim um  return, fn -  1 (Xn — 1), from  stages 
through (n - l) .
(134)
Equation (7. 9) is a form al statem ent o f  the 
dynamic program m ing "p rin cip le  o f  O ptim ality".
No m atter what the input (Xn) and d ecision  (Dn) 
and the resu lting output (Xn - 1 ) at stage n m ay 
be, the decis ion s  (D l, D2, . „ . Dn - 1) m ust be 
m ade in such a way as to y ie ld  the m axim um  
return from  iiie (n » l)  stage p r o ce s s  (co m p riz in g  
stages I thrphgh n -  l) with input Xn - 1.
The above p roced u re  is  applicable to the p ro ce ss  
with, sp ecified  input. When the output is specified , 
the p roced u re  is  started in the re v e rse  o rd e r  and 
fn (Xo) is  to be found. The dynam ic program m ing 
p roced u re  has been extended to non ser ia l p r o ce s s e s  
by A r is  et. a.1 ( 4 ), M itten and N em hauser( 67 ), 
and by .Beightler and M e ie r ( 8 )„ In general,
a non ser ia l structure exists w henever at least 
one state in the system  re ce iv e s  input from  m ore  
than one stage o r  p rov id es  input to m ore  than one 
stage. Use o f  th e  m odified  m ethods involves 
introduction  o f aA additional variab le , ca lled  a cut 
variab le , at the junction betw een the branch and 
se r ia l chain. The introduction o f  the cut state 
allows the separation  o f the p rob lem  into P  seria l 
p rob lem s w here P  is  the num ber o f junctions. F or  
re c y c le  p rob lem s, optim ization  o v e r  som e o f  these 
cut variab les  usually  b ecom es  n ecessa ry . F or 
illustra tion , the re c y c le  p rob lem  shown in figure 
(7'. 3) can be so lved  by the follow ing recu rs ive  
p roced u re  ( 71 ),
(135)
(136)
a) O ptim ize stages 1 through, n, to obtain f n ( X n ) .
b) O ptim ize the branch consisting of stages (n +1)
through (N  ^) to obtain f i. , _ (Y . j  s X. 1 )n + l  N n + l
c) Now, at the stage ( n + l )  we cannot choose 
Dnqi since ,
X nl + 1 = ‘ (n + l)1 (X n+l> Dn+l) £ E 1n- No. (7. 11)
and, X   ^ cannot be specified  as a function of
X  , until the branch has been absorbed  n+l
Assum ing at stage (n+l) that we can express
D , as a function of X  . and X  i ,, then Xn n+l n+l nH l,
can be exp ressed  as a function of X n .p  that is
Dn+1 = V l ) 1 (Xn+l, W  D3?”- No- 12>]
* tn+1 and tnl+i are the transform ations at stages 
(n+ l) and(nl+l) resp ective ly , and the
additonal transform ations at stage (n + l) which joins 
the diverging branch to the m ain seria l system .
X = t n n+l
*n+l
[ b l , V l ?  (Xn+ r X nl+J  _ ]  
[ X n+l* X » l +l ]  [E qn. No. (7. 13)]
(1 3 7 ' )
If the " r e v e r s e "  transform ation ,
does not ex ist, (which is  the general case ) a
m axim ization  over D , fo r  all feasib le  valuesn+1
of 2C is  n e ce ssa ry , subject to equation (7. 11) 
and
d)
f , ,  (X  ) = m ax, n+1 n+1
n+1
Q (X  ,D  , , )  + n+1 n+1 n+1
<*n+ l (Xn+ l ’ Dn +l » ]
[Eqn, No, (7. 14)3
Stages (n+2) through (N -l) are optimized.
in the standard dynam ic program m ing procedure
to obtain X nl+1)
e) At stage N, the optim al branch return is  absorbed., 
and there is  an optim ization over three variab les
fN+(nl+l) (V  = m ax  ( "  (Y N^ X N ’ DN )
Y „ i a X ^  LN1* X nl +1’  DN
+fN - l(tN (XN ’ V ' W +
f  i . (Y_t1 , X  , , )1
n +1  J [E q n .N o .(7 .1 5 )]
f) Stages (N + l) through M are optim ized to 
M+ (n1 + 1)find f, (X  ).
(138)
When m ore  than one re cy c le  is  p resent, the 
dynamic program m ing analysis becom es  m ore  
com plex . H ow ever, dynamic program m ing 
has many advantages when applied to the p r o ce s s  
industry. By the use o f'th e  p rin cip le  o f optim ality, 
a ch em ica l p r o ce s s  can be separated  into d ifferent 
segm ents and each segm ent can be op tim ized  by 
d ifferent optim ization  m ethods. Dynamic 
program m ing can handle conventionally available 
techn ica l and econ om ica l data, whether it m ay be 
in tabular, graphical o r  analytical form . The 
con stra in ts  are actually helpful in this technique, 
because they lim it the range to be investigated. 
Another advantage o f  dynamic program m ing is  
that it always finds the global optim um .
The p r im a ry  lim itation  o f  dynamic program m ing 
is  in the num ber o f  com ponents in the input v e ctors  
(Xn). F or  m ost p ra ctica l p u rp oses, v e ctors  with 
at m ost two o r  under som e c ircu m sta n ces , three, 
com ponents are the largest that are com putationally 
fea sib le . In o rd e r  to be able to investigate one 
stage at a tim e, all p oss ib le  com binations o f  the 
state variab les  fo r  the p rev iou s ly  ca lcu lated  stage 
m ust be stored  in the m em ory  o f  the com puter.
This storage requirem ent in crea ses  v e ry  rapidly 
with the in crea se  in the num ber o f  state va ria b les .
(139)
F o r  N stages with p state variab les  p er stage, 
each having K feasib le  values and s d ecis ion  
variab les  p er stage, the total storage r e q u ire ­
ment would be N ( s + 2) KP(71 )„ The fa ctor  
that has the m ost significant influence on the total 
storage requirem ent is the num ber o f  state 
variab les  p er  stage, p. Continued resea rch  ■ 
is being done to le ssen  this d iff icu lty /112), and 
various ways have been p roposed . The obvious 
one would be to reduce the num ber o f values 
ca lcu lated  fo r  each state variab le , which is 
known as coa rsin g  the grid. It is based  on 
the notion o f  solving a se r ies  o f p rob lem s, 
beginning with on ly  a few w idely  spaced  values 
fo r  each state variable . The solution to the f irs t  
p rob lem  yie lds an approxim ation  to the true solution. 
B ased  on this approxim ation som e p rev iou sly  
feasib le  values o f  state and d ecis ion  variab les  
can be elim inated. In the new and sm aller 
fea sib le  region , finer spacing is used on the 
state and d ecis ion  variables to obtain a better 
approxim ation  to the true solution. This 
p roced u re  cohtinues 'until the d es ired  a ccu ra cy  
is  obtained. The danger o f the c o a fs e  grid  . 
approach  is that-the .optimum m ay be m issed  
becau se  o f  a narrow  ridge. M oreover , 
additional com putations are always requ ired  to 
c a r r y  out the interpolation  o f the grid  points 
(assumin,g the state variab les  to be continuous).
(140)
Another p rop osa l would be to co rre la te  the 
values into polynom ials, and then store  the 
co -e ff ic ie n ts  o f the polynom ials instead o f 
the orig in a l table(, 8 ).
The dynam ic program m ing analysis requ ires  
to find the optim um  Dn fo r  given Xn, When 
the d ecis ion  v e ctor , Dn, contains a single 
elem ent, the com putation is rather stra ight­
forw ard . H ow ever, fo r  a higher dim ension 
v e ctor , the com putations b ecom e m ore  d ifficu lt. 
The e ffect o f  the num ber o f d ecis ion  variab les  
p er stage on the storage requirem ent is 
insign ificant when com pared  with e ffect o f the 
num ber o f  state variab les. The num ber o f 
entries in the lis ts  o f optim al functions 
in crea ses  lin ea rly  with the num ber o f d ecision  
va ria b les( 71 ), In corporation  o f optim um  
seeking m eth od s(l 10 ), can p ro fitab ly  lessen  the 
com putation d ifficu lty . The w ork  o f  L ee( 61 ), 
B eightler and M e ie r ( 8 ), and o f B ryson  and 
Denham( 21 ) is on the sam e lines.
D espite som e o f  its lim itations, dynamic 
program m ing is  a seriou s contender fo r  solving 
p r o ce s s  design  p rob lem s. S everal application 
o f  dynam ic program m ing to ch em ica l engineering 
p rob lem s appear in the literatu re . A r is (  3 ), 
so lved  p rob lem s concern ing the design o f adiabetic 
tubular re a c to rs . W estbrook( 12 ) applied the 
technique in solving m ultistage heat exchanger 
ca ses  in p e troch em ica l and re fin ery  operations.
(141)
A r is (  5 ) and Rudd( 86 ) used  it in solving
the p rob lem s o f c r o s s  curren t extraction .
M itten and N em hauser( 67 ) dealt with the 
application o f  the technique in solving m u lti­
stage liqu id -liqu id  extraction , m ulticom ponent 
so lid  separation  and other plant design prob lem s, 
Itahara and Stiel( 51 ) d iscu ssed  the use o f 
dynamic program m ing fo r  the optim al design 
o f  m ultiple e ffect evaporators. Rafal and 
D ranoff( 79 ) studied the optim ization  o f  a 
m ultibed, adiabatic catalytic re a ctor  fo r  the 
w ater-ga s  shift reaction , Arxs, et. al( 4 )  
showed how to make the best use o f  the dynamic 
program m ing approach for  system s containing 
branches.
(142)
CH APTER 8
8. 1 R easons fo r  the ch o ice  o f  the Pattern Search
M ethod
There are num erous optim ization  m ethods available and 
it is  extrem ely  d ifficu lt to say bold ly  that a particu lar 
m ethod is the best. Som e are m ore  usefu l than others 
fo r  a p articu lar c la ss  o f  p rob lem s. In m ost p ro ce s s  
design p rob lem s, the functions involved are not w ell 
behaved and qu ite  often are tabulated, discontinuous 
and con sist fo r  a long sequence o f equations, M orover, 
quite often both dependent and independent variab les  are 
constrained. The chosen  optim ization  m ethod should also 
deal e ffe ctiv e ly  with constra in ts.
When the ob jective  function and all constraints are lin ear, the 
p rob lem  m ay be handled by the w idely used techniques o f  
lin ear program m ing. H ow ever, lin ear program m ing is 
not gen era lly  applicable to p ro ce s s  design, since n orm ally  
neither the ob je ctiv e  function nor constrain ts are linear.
The linear m odel m ethod developed by N ishim ura et, al( 73 ), 
in w hich a m athem atical m odel o f p ro ce s s  is  constructed  
w hich is lin ear in term s o f  inputs and outputs, does not 
seem  to be suitable fo r  com plica ted  p ro ce s s  designs.
The c la s s ic a l treatm ent o f  constra in ed  optim ization  p rob lem s 
w here the functions are nonlinear, is  by m eans o f  j^agrangian 
m u ltip liers . In its c la s s ic a l form , this technique is 
applicable on ly when constrain ts are equalities, K lein ( 56 )
! has shown that this d ifficu lty  can be avoided by converting
each s^ch inequality to an equality, <'
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This p roced u re  how ever is  adopted to handle calcu lations 
w here there are only a few  va ria b les , C a r r o l l ’ s 
technique( 22 ) fo r  .m axim ization p rob lem  when all the 
constra in ts are inequalities has the disadvantage that 
a feasib le  starting point m ust be used. These can be 
ex trem ely  d ifficu lt to p red ict  in a co m p lica te d  p rob lem .
In addition, the p roced u re  is  obv iou sly  lim ited  in application 
since it is  not d irectly  applicable when the constraints are 
equalities. The e ffic ie n cy  o f the m ethod o f  F ia cco  and 
M cC orm ick ( 35 ) w hich can handle the equality constraints 
depends upon the se lection  o f w eights( 17 ). The gradient 
p ro je ction  technique o f  R osen( 82 ) involves appreciable 
com puting tim e o f  nonlinear system s With severa l 
inequalities, '
The steepest ascent (or  descent) m ethod is  b a s ica lly  a
OK
gradient m ethod, w hich requ ires  the f irs t  derivatives o f the 
function to be com puted as w ell as the function itse lf. When 
the p ro b le m  space is  ch a ra cter ized  by con cen tric  c ir cu la r , 
sph erica l o r  hyper sp h erica l contours, the gradient m ethods 
w ork  w ell. In any ca se , the p ro g re ss  is lik e ly  to be rather 
slow . This p rob lem  has been recogn ized  fo r  som etim e.
The m ethods o f  p a ra lle l tangents by Shah et. al( 93 ), and 
contour tangpnts by W ilde( 109) w ere designed to com bat 
this d ifficu lty . These m ethods appear v e ry  e ffective  for  
re la tive ly  sm all num bers o f  d im ensions. H ow ever, their 
usefu lness appears rather questionable fo r  system s having 
many (say, twenty o r  m ore) variab les.
(144)
M, J. Box( 16) has pointed out that D avidon’ s m ethod 
( 39 ) p resen ts  the m ost consistent behavior among the 
group o f  m ethods based  oti conventional m athem atical 
techniques. In ca ses  involving com p lex  functions or 
having no a lgebric  exp ression s  fo r  the ob jective  functions, 
the application  o f  D avidon’ s m ethod o r  s im ila r  p reced u res  
would be rather d ifficu lt.
The m erit o f the G eom etric  P rogram m ing technique 
developed by Zener e t.e l. ,( 118) lie s  in the fa c ility  it 
g ives in making quick evaluations o f the m inim um  cost 
o f  a p articu lar design. This is  o f  specia l in terest 
during the study o f  a fam ily  o f designs, Once the cost 
function has been generated, the e ffects  o f  d ifferent 
p aram eters  can be found with m in im al effort. The 
d ifficu lty  with this m ethod is  that the cost  function in 
p ro ce s s  designs is seldom  a gen era lized  polynom ial.
Dynamic P rogram m in g  has an apparent p lace  in design 
optim ization , since a ch em ica l p ro ce s  usually con sists  
o f  a la rge  num ber o f  in terconnected  steps. H ow ever, it 
has at least two seriou s  lim itations. F irst, as usually 
applied, it is  lim ited  to handling no m ore  than one o r  two 
variab les  at each stage. Second, the m ethod becom es  
m ore  com p lex  when applied to p ro ce s s e s  with com plex  
r e c y c le s .
(145)
The p rim a ry  attraction  o f  search  m ethods is their 
generality . They can handle all the p rob lem s which can 
be solved  by any one o f  the m ethods d iscu ssed  above and 
m o reov er  they w ill handle m any other prob lem s too. The 
search  m ethods can be divided into two su bclasses : f irs t , 
the 'd ire c t  s e a rch ’ m ethods which requ ire  a subroutine 
to com pute function values only and second, the other 
search  m ethods w hich do requ ire the firs t  derivatives 
o f  the function to be com puted as w ell as the function 
itse lf. P rin cip a lly , the gradient m ethods fa ll into the 
latter su bclass. The direct search  m ethods do not requ ire  
any 'particu lar fo rm  o f  the function to be optim ized . 
G enerally, p r o c e s s ,  designs involve the solutions o f a 
long sequence o f  design  equations. Thus, d irect search  
m ethods are the m ost suitable fo r  these p rob lem s.
The s im plex  m ethod o f  H im sw orth, Spendley and Hext'(lOl) 
(and la ter on m od ified  by M„ J, Box( 15 ) fo r  constrained 
problem s)., P o w e ll 's  m ethod, ( 77 )jthe m ethod due to 
R osenbrock ( 84 ) and the 'pattern search ' m ethod of 
Hooke and Jeeves( 50 ) are the available d irect search  
m ethods. The S im plex m ethod p er fo rm s  w ell fo r  a 
p rob lem  with two va ria b les , but fo r  com plica ted  
p rob lem s, it is  p ro g re ss iv e ly  le ss  su ccess fu l. P o w e ll ’ s 
m ethod b ecom es  effic ien t in the region  o f  the optim um  
w here the function can be w ell approxim ated by a quadratic. 
H ow ever the w ork  at I„C , I. has p roved  that the m ethod is 
inefficien t on a num ber o f  p rob lem s w hich are badly 
sealed, with the function exhibiting a steep va lley  skew 
to the co -o rd in a te  d irection s .
(146)
The ’ pattern se a rch ’ m ethod has been su cce ss fu lly  used 
by  many w ork ers fo r  p rob lem s ranging fro m  curve fitting 
to the design o f  space pow er plant. This m ethod p o ss e s se s  
the follow ing ch a ra cte r is t ics :
i) A  large  num ber o f  variab les  can be handled even 
when variou s re str ic tion s  are p laced  on them ,
ii) Hooke and Jeeves have found em p ir ica lly  that the 
com putation tim e fo r  pattern search  in crea sed  
only as the f irs t  pow er o f the num ber o f  varia b les .
This is  im portant because with c la s s ic a l  m in im ization  
techniques the com putations grow  with the cube o f  the 
dim ensionality,
iii) It appears that pattern search  strategy can e ffic ien tly  
locate  and fo llow  ridges o f  the ob jective  function, and 
that this is the reason  fo r  its e ffic ie n cy  in p ro ce s s  
design in w hich ridges appear to be com m on.
The d irect search  m ethod o f  R osen brock  gen era lly  shows 
a p erform an ce  su p erior  to any other d irect search  m ethods. 
The p r im a ry  m erit o f it is  that o f rotating the orthogonal 
search  d irection s such that -one o f them  lines with a ridge 
if  one is present.
This p roced u re  elim inates m ost o f the in teractions betw een
design p aram eters  and gives very  e ffective  ridge follow ing.
H ow ever, it appears that the m ethod is  attractive on a high
speed com puter on ly if  the num ber o f  variab les  is  le ss
than som e num ber such as ten, W ood(115) has pointed
out that the num ber o f com putations requ ired  at the end
o f each stage o f the search  va ries  as the fourth pow er
o f  the num ber o f variab les  and the storage space as the 
*
square.
(147)
T h ere fore , the m ethod does not appear so usefu l 
fo r  prob lem s involving la rge  num ber o f variab les.
.From the above d iscu ssion , it appears that the d irect 
search  m ethods are the m ost suitable fo r  p ro ce s s  
design purposes and that the pattern search  m ethod 
is  the m ost general and the m ost easily  adaptable 
fo r  use on a com puter. It has th ere fore  been chosen  
in this study.
8, 2 N eed fo r  Im provem ent
The pattern search  strategy d escr ib ed  in (6, 1. 1. 1) 
operates sa tis fa ctory  fo r  a con siderab le  num ber of 
p rob lem s. H ow ever, it p o sse sse s  certa in  weakpoints. 
The m a jor  ones are :
a) It requ ires  rather m ore tr ia ls  p er  su ccessfu l 
attem pt. The m axim um  num ber o f  tr ia ls  
p er  variable  betw een two base points is  five 
and the m inim um  is three,
b) If the test function has a sharp va lley  o r  ridge, 
the pattern search  fa ils  to reach  the optim um . 
F igure (8. 1) illu stra tes  this dilem a. A  pattern 
search  hits the ridge at point A and w ill stop 
there, w hatever reduced  step s ize  is  taken, 
w hereas the true optim um  is far away at
point B,
c) The pattern search  seem s not to use as m uch ' 
o f past in form ation  as it could. It even does 
not take the advantage o f its knowledge of-the 
sign o f its previous m o v e , in each o f  the K 
d irection s , w here K is total num ber o f 
va ria b les .
(148)
x2
x i
Figure 8.1 . Failure of Pattern Search in following 
a sharp ridge
(149)
The above indicates that as we have decided  to use 
the pattern search  m ethod, it is desirab le  to look  
fo r  p oss ib le  im provem ents in it.
Since this p ro je c t  was started, there has been a 
continuing e ffort to develop better search  techniques.
The w ork  to im p ro v e  the pattern search  has produced  
a num ber o f  disappointm ents. H ow ever som e im proved  
strateg ies have been found. These are d escr ib ed  below .
M odified  m ethod I (MSP - 1)
In this m od ified  p roced u re , an attempt is  made to 
in crea se  the num ber o f pattern m oves, because the 
pattern m ove is b a s ica lly  m ore  rew arding than the 
exp loratory  m oves . Instead o f doing an exp loratory  
search  after each pattern m ove, a second  pattern m ove 
is m ade, provid ing the f irs t  pattern m ove is  su ccessfu l. 
M oreover  the secon d  pattern w ill have a length double 
its previous m ove. Thus, the pattern m oves grow  until 
they fa il to find a better point. The com puter w ill s tore  
this fa ilu re  and a pattern m ove with the orig in a l step 
length is repeated  fro m  the last su ccessfu l point. When 
the pattern m ove exceeds the stores fa ilure point, the 
exp loratory  m ove is  m ade.
TM s m od ified  m ethod w orks w ell on the test function having 
a shallow , curving va lley  as shown in figure (8. 2)
(150)
In the orig in a l pattern search , the step s izes  are 
reduced  when the exp loratory  type- I search  fa ils  ,
B efore  reducing the step s ize s , the present code 
checks the co rn e r  o f  a square form ed  (assum ing 
each variable  having sam e step size) by step size  
increm ents in the ca se  o f  two variab les. (F or 
three va ria b les , there w ill be eight points each, 
at the co rn e r  o f a cn be ), These are points a, b, c 
and d fo r  figure (8, 3).
These points are tested  and i f  any point is a su cce ss , 
the pattern m ove is  m ade and the search  is  continued.
If a ll four points are unsuccessfu l, then the step s izes  
are reduced. F rom  figure (8„ 1) it can be seen-that the 
pattern search  fa ils  when it reaches the point A on the 
sharp ridge. But the present code su ccess fu lly  avoids 
the ridge and reach es  the better point, as point c o f 
figure (8, 1).
Though , the m od ified  p roced u re  is fa ster  than the orig in a l 
pattern search , it is  e ffic ien t only fo r  two dim ensional 
functions. F o r  h igher dim ensions, the program m ing 
b ecom es  m ore  d ifficu lt, and the num ber o f  tr ia ls  a lso 
becom e m uch la rg er ,
8, 4 M odified  m ethod II (MSP - II)
F o r  a function having contours as shown in figure (8. 4), 
the pattern search  with the starting point Bo, w ill m ove 
to B ] and then to the next base point B2 and so on. * The 
direction o f search  w ill be tow ards Bn„ Although this 
represen ts  an im provem ent in the ob jective  function, 
the optim um  point C lie s  away fro m  this d irection .
(151)
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Figure 8.3* The corner of a square formed by step size increments
Figure 8.4, The -desired direction of a-search
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M oreover , the need of a search  strategy which would 
use the absolute value o f the change in ob jective  
function observed  due to change in each variab le  has 
appeared on severa l p rob lem s. The ba s ic  idea of 
this m odified  p roced u re  is  to in crea se  the step size 
of each 's u c c e s s fu l1 variab le  during the exp loratory  
search  in proportion  to the step size of the ’le a s t ’ 
su ccessfu l variab le . The m ost e ffic ien t proportional 
fa ctor  was found to be the ratio
(Y -  V
(Y. Y q) [Eqn. No. (8. 1 )1
w here Y — Value of ob jective  function of the
P
’ s u cce s s fu l ’ point.
Y ~ Value of ob jective  function at the
la st base point.
Value of object:
'le a s t1 su ccessfu l point.
Y. -  ctive  function at the
Suppose, the function
Y = f(x j» x ^ , . „ . .  . » x  ) JjEqn. No, (8. 2 )]
is  to be m axim ized , and fo r  this function, the exp loratory
search  for  the X £h v a ria b les  is  su ccessfu l and fo r  X ,th ssi m
va ria b les  is  u n su ccessfu l. M oreov er , am ongst x k
va ria b les , Xath va riab le  is  having the 'least* succesl
value.
(153)
Then (not allowing fo r  sca le  e ffects ), the new tria l 
point would be
x x  + 
P <Yi -  V
x.
1
fo r  p = k 
and p i
and
x i =
P
x  fo r  p =• m  p
and fo r  „th variab lei
x;i x.. i + A  x.
where,
j j q n .  No. (8. 3)J 
[Eqn. No. (8. 4 )J
[]Eqn. No. (8. 5)J
A x i  -  step size  fo r  ith variable
It can be seen that the value of the squared bracket 
w ill be always greater than unity and thus, the step 
size fo r  each 's u cc e s s fu l ' variable w ill be greater 
thato A x i  in proportion  to the im provem ent in the 
ob jective  function at pth and ith variab le , and consequently 
the search  d irection  w ill tend to p roceed  in m ore  d esired  
d irection  e„ g. in the d irection  B 'n of figure (8. 4)
To c la r ify  the concept, suppose Y — f (x l / 'x 2 *  x.3, x4,
x5, x6, ) is  to be m axim ized . Let, fo r  this function,
exp loratory  search  fo r  x l ,  x3, x5 and x6 is  su ccessfu l
and fo r  x.2, x4 is  not su ccessfu l. A lso , x.6 is  having
the 'le a s t ' su ccessfu l value. Then accord in g  to above
notations, k — 1, 3, 5^  6; m  ~ 23 4 and i  -  6; and the
new tria l point X 1 == ( x i ,  xl> x i, xh  x l, x l )1 2 T 4 5  6
(154)
becom es
X1 = X1 + < Y 6 - Y 0>
(Y - Y )
( ~n~-------------. ) *  x 6
V  = X2
(Y3 - Y q)
x 3 ' =  x 3 + (  ] *  A  X6
x 4 ' = x 4
(Y 5 - Y 0>
x  ' -  x  +  ^ (Y - Y )  ^ ^  X65 5 ' 6  0
x 6 - = x 6  + A  x 6  jjEqri. No. (8,
On a th eoretica l b a s is , the procedu re  seem s to be very  
attractive. H ow ever, when tested on the R o se n b ro ck ’ s 
function (83), the resu lts  obtained w ere not very  
encouraging. The m a jor  drawback o f this p roced u re  
is  that if
(Y -  Y )
p  p  0
x. ^  (Y. -  Y j% i 0
for  p ■= k
and Jj£qn. No. (8. 7 0
then the e ffic ie n cy  of the procedure d im inishes and the
search  d irection  still tends to d irect tow ards B ofn
figure (8. 4). A lso , the p rocedu re  is only applicable 
when all va ria b les  are  scaled.
(155)
8- 5 M odified  m ethod 111 (MSP -  III)
In the orig in a l pattern search  method, the step s izes  
o f  a ll variab les  are changed at the sam e tim e and by 
sam e ratio. This p roced u re  o cca s ion a lly  causes 
d ifficu lty  when som e variab les  are at upper ends o f 
their ranges and som e at the low er ends. Since 
the step s ize  fo r  each variable is  ralated to the 
allow ed range fo r  that variable , the ratio o f step 
size  to variab le  s ize  can vary  w idely . T h ere fore , 
a m ore e ffic ien t p roced u re  is  to base the initial 
step s izes  accord in g  to the ranges and adjust them  
during the search  so that the magnitude o f  each 
step s ize  is p roportion a l to the change in the ob jective  
function due to the correspon d in g  independent 
variab le .
In the present m od ified  m ethod, the in itial step s izes  
are based  on the ranges and as the sea rch  p roceed s  
step s ize s  are changed depending on the su ccess  and 
fa ilu re . If the f ir s t  m ove o f  a variab le  is  a su ccess  
(i„ e. i f  x  + jA x „ is  a su ccess  fo r  ith va ria b le ), theni i
the step s ize  fo r  that variab le  is in crea sed  by a fa ctor  
which is  a ratio o f  the functional value at the present 
point to the value at the last base point, fo r  a function 
to be m axim ized , ( F or  a m inim ization  p rob lem , the 
in verse  ra;tio is  used). If the re v e rse  m ove is a su cce ss  
( i , e . if  x  - A  x, is  a su ccess  fo r  ith va ria b le ), the 
step size  is in cre a se d  by the sam e fa ctor  but with the 
re v e rse  sign. If both m oves are fa iled , the step size  
is halved  in the next exp lora tory  search . F igure (8, 5) 
shows the path o f  a search  by MSP -  III p roced u re .
(156)
Figure 8.5* Search path of "MOSPM method
The dotteii line path shown is the p ro g re ss  o f  a search  
by the orig ih a i p a tte ih -search  methods ' '
The m a jor  advantages o f  the present code  are  as 
fo llow s: • : •/ ' ■ •/ • •/ /•••'.. . . . ;  t
a) The p ro ce d u re 'in cre a se s  the e ffic ien cy
o f the exp loratory  search , sim ultaneously 
the pattern ,steps grow  with repeated  y 
... su cce ss , .
b) The 'individual con tro l o f  the step size fo r
each variab le  is  com plete ly  dependent .
. function. \ • ■ • •.
,c) The pattern s e a r ch ;takes pare o f the sign
, o f its p rev iou s m ove in each direction .
d) The* search  w ill always p ro ce e d  in the m ost
‘ d esired  d irection . “• .
e) Although the resulting code is  somewhat 
fa ster  than the e a r lie r  v ers io n s , the p rim a ry
•; gain is  in generality . The .new m ethod seem s
'to be usefu l with a m uch broa d er  c la ss  of 
, p rob lem s. ; , - -• , <■' *• • , y, • ■  ■;
f) ; \ W ith  a cautious start, the steps grow  rapidly  
with repeated  su cce ss . H ow ever, in the 
v ic in ity  o f  the optim um , the steps are e ffic ien tly  
shortened to avoid overlook ing  any prom isin g  
d irection .
(158)
If the orig in a l p rob lem  contains a num ber o f  relative : 
optim um  points, the pattern search  m ay not. seek out 
the ‘ global* o r  true one. ; The w ork ers in this area 
do not seem  to exp lore  fo r  m ultiple optim a. If ./:• . ' 
it is  to be done, their m ethod seem s, to requ ire  . ' V ‘
m any starting points fo r  higher probability . This . 
d ifficu lty  has been recogn ised  since the w ork  to. 
im prove the pattern search  m ethod has been undertaken.
The follow ing strategy is the resu lt o f  the efforts  On L 
.th e sam e lln es . ■. ; •/ .* • • .'
Instead o f  beginning the search  at severa l different 
starting points, say n, the functional values at t h e s e . / . ,
'n 1 points are com pa red  and the starting point is chosen  — I ; 
at w hich the functional value is  the ‘b e s t /  The search  . /  
is  then started fro m  this 'b est ' starting point. This 
m ethod requ ires  few er funtional evaluations and ' : . ' . / /
intuitively might be as good as any other m ethod. The 
uniform, spreading o f  the starting points over  the search  
space might avoid the saddle points, lo ca l optim um  ,
points, and the high probability  of. obtaining a' true ■ • I 
optim um  can be given.
The p rop osed  'opening gam bit5 s tra teg y  has been 
included as a subroutine in the m odified  m ethod III 
(hence forw ard , .term ed  as MOSP)
8 .7  C om parison  with other search  m ethods
To test the m od ified  m ethods, the function given by 
R osehbrock ( 83 ), is  taken. . . . ; / ; '  •
with, starting point,
*10 -  i^q.Vxjo - 1.QP ^
and. >, '. c>' ' ‘ /. . .
Yo .=- 24, 20
This function, is  d ifficu lt to m in im ize on account 
o f  its having a steep sided va lley  follow ing the
curve x  =• x  ' •' . ' . .
* JL  ^ ■», 6* . ■ ? . ; . ‘
The resu lts  obtained are. com pared  with other search  
m ethods and the p erform an ce  o f  various m ethods after 
200 tr ia ls  is  shown in Table 8A,
The resu lts  fo r  the sectioning m ethod a;nd the step 
ascent m ethod haVe been taken from  W ilde( 110) and- 
the resu lts  fo r  the.pattern search  m ethod and the 
R osen brock 1 s m ethod are record ed  by W ood(l 14),
It can be seen that ail three m odified  m ethods are 
faster  than the orig in a l pattern search  p r o ce d u r e /
The m od ified  method. I l l  (MOSP) is  quite com parable 
with, the m ethod o f  R osenbrock , The only d irect 
search : p roced u re  that appears to be superib r to the 
m od ified  m ethod III is  that o f  :P ow ell( 71 ). P o w e ll ’ s 
m ethod reaches the optim um  point o f the R osen brock  . 
function in lees  than 200;-trials( 38 ). H ow ever, the 
P o w e ll ’ s m ethod fo r  com p lex  design p rob lem  is not 
v e ry  suitable. "
Table 8. A
P erform ance, o f various search  m ethods after 200 tr ia ls  on
: (160)  ' . ■ .■ ■ ■/  '
Y = 100(x
M ethod X  i ; ■ X  2 . .
Sectioning -Q .970 0. 945 ■ 3.882
Steep A scent >0■605 0. 371 2. 578
O rdinary Pattern ; o . . O ■ 0. 803
M odified Pattern 
(B ell and-Pike) ' 0. 813 0 .650 4 .5 4 7 i 0 -2
W ood ’ s Step 50 ’■« . • • * 9 « . 1- 03 i o - 2
R osen brp ck ’ s m ethod y 0 .995 0. 991. 2- 201 0 '5
P rop osed  M odified  Methods
MSP - T 0. 869 0. 762 2 .0 9 , „ -2
*. *’*“ ’ ' . • \ . 10
MSP -II 0 .373 0. 132 ■ 0, 397
MSP - III(MOSP) ‘ •: 1.0004 1. 0006 > -;00 i o " 6 '
o p t i m u m 1. 0000 1.0000 0. 000
The d ifferent pattern search  p roced u res  have been /  ;
developed with the idea o f producing a general 
purpose too l that w ill handle a wide range of 
functions. Out o f  three m odified  m ethods, 
the p roced u re  MSP, - 111 (ca lled , MOSP) appears 
to be v e ry  e ffic ien t. This m ethod is  not just an 
extension Of the c le v e r  log ica l p roced u re  o f  
Hooke and Jeeves, but at every  step, a move, is 
based  on the ca re fu l study o f the previous m oves 
in. a ll d irection s , It has been also tested  on 
functions with m ore  than two variab les  and the 
resu lts  obtained are very  encouraging. F u rth er­
m ore , it appears to be very  general and useful 
fo r  a much broa d er  c la ss  o f p rob lem s. Incorporation  
o f  the 'opening gam bit5 subroutine m akes it .even 
m ore  usefu l. When tested  dn functions with saddle 
points, given by Z e iln ik  et, el, it su ccess fu lly  avoids 
the saddle points and reaches the 'g lo b a l5 optim um  
. 'point, ' \ -. ; Y  . /
The p rop osed  m od ified  m ethod (MSP -  TH) is  not 
d irectly  applicable when m ore com plica ted  constraints 
are present, H ow ever, the p roced u re  o f  W eism an,
W ood and R ivlin( 106), o r  that o f  F ia cco  and M cC orm ick  
(3 6  ) ,  to con vert the constrained  optim ization  p rob lem  
to one without constraints can be read ily  adopted to 
this method. Other than this, no m ore  m odifications 
are n e ce ssa ry  to handle m ost detailed design, ca lcu lations;
Conclusions /
CHAPTER 9
A fter  analysis o f  the p ro ce s s  flow sheet and se lection  o f  the optim ization  
m ethod, it is  now n e ce ssa ry  to form ulate the ob jective  function fo r  the 
optim ization . It involves the in corp ora tion  o f  costs  o f  the various item s 
and the optim ization  m ethod subroutine into the main p rocess , m odel p rogram . 
In this chapter, these steps are d iscu ssed , With the help .of com puter flow  
diagram s, and the optim ization  resu lts are outlined.
9. I ' Incorporation~of costs  ‘ , . .
The co st  function fo r  the particu lar design gives an 
o v era ll co s t  o r  the value o f that design, and is  made 
up o f  an appropriate com bination o f the capital and 
- - ' * . annual (including operating and raw m ateria ls) costs .
The annual ch arges are w orked out fro m  the flow  rates 
pf s e rv ice s  and raw m ateria ls , generated by the m ass 
balance and detailed p r o ce s s  .model, using known unit 
co s ts . Capital costs  o f  the main p ro ce s s  item s are 
w orked out from  form ulae giving costs  as functions o f  the 
m ain equipment p aram eters . These form ulae are based 
on available co st  in form ation , which have to be kept ' 
continuously up to date. In the design co st  estim ation, 
charges fo r  labour and supervision  are gen era lly  
excluded, since the costs  o f these item s are not greatly  
•affected by the s ize  o f  a unit in the large  plant . F or 
the sam e reason , general fa ctory  costs  such as o ffice ; 
s e rv ice s  are excluded. The cost o f instrum entation 
is also not con s id ered  in this optim ization  study.
Optimization Calculations
Capital costs
a) Furnace .v •' •
The capital co s t  o f  the furnace is evaluated fro m  . 
its heat loads, . The co -re la t io n  fo r  the cost o f 
furnace is  developed from  the graphical data 
given by G a l a g h e r (  45 )„ This includes the costs  
o f  furnace m ateria ls , foundation m ateria ls , . \ 
external piping and also a fa ctor  fo r  con vers ion  o f  
data in U. S. d o llars  to £ stated by  Baumann( J ; ).
b) Quench unit y .. ’vTY:
A s already stated b e fo re , the cost  o f the quench 
spray ,is  neg lected . The cost  o f  the quench 
tow er is  taken from  the B ritish  C h em ical . 
Engineering cost  file ( 18 )•; H ydronyl L im ited  
supplied the p r ice  o f the packings. The cost fo r  
the continuous p re ssu re  filte r  is  not available, 
instead, co s t  data for. St. steel filter  preSs has been
. used. • Y ' >" • .
c) C ondenser r, - . .
The co st  c o -r e la t io n  fo r  She ll and tube heat 
exchanger, in term s o f heat tran sfer  area is 
taken fro m  B ritish  C hem ical Engineering( 18 ).
The co st  o f  the separator (which, is  requ ired  to 
separate gaseous and liquid product o f  the 
condenser), is not included, because the cost 
data is hot available and in any case  is  likely  
to be unchanged fo r  su ccess iv e  tr ia l designs.
d) A b so rb e r  ■ • - •■ ]. • * - - ' V
The costs  o f the colum n and the bubble.caps
, are taken fro m  B ritish  C hem ical Engineering
■ ; . . ( 1 8 ) .  The cost; equation for.the plate heat
exchangers is c o -r e la te d  from  the data supplied
by A . P , Y. Com pany. . . . ’ 5' ' - /  \ " .
e) A cetone and A ce tic  anhydride colum ns '•'
.. The costs  o f  the colum ns and their a c c e s s o r ie s  .
' are taken fro m  B ritish jC h em ica l Engineering( 18 ). ' ; -
The costs  o f  pum ps, b low er and flow m eters  are not 
- con sidered . G enerally,, the total installed  cost  o f  the . /  -
' . - ; • plant is  taken to be 2. 8 tim es the cost; o f  m a jor  equipment.
. Annual m aintenance and depreciation  co sts  are then ;. . >•
exp ressed  as 15 - 20% o f the total installed  cost(98  
Taking m ean value v iz  17|-%, this m akes the annual 
. charges 17. 5 x2L. 8 = 50% o f the capital co s t  o f  the m a jor 
• equipment. ’ '•/' . ' .y •
1 9 .1 . 2 Operating costs  -. -
It has been given in the priginiai re fe re n ce ( 52 ) that the 
- follow ing s e rv ice s  are available. - -.•• . v . : . . ... -
a) coo lin g  w ater: • ' . ' C\ '• •• ■
; . ,.100 lb /in  at a m axim um  sum m er;tem perature
Y • . ' . . • '• o f  2 3 °C . , - O. V - v ■ •■'.7; ; ;
b) dry saturated steam  at 400 and 150 lb /in ch^ ,
c) . -e le ctr ica l pow er a t 400V, 3 phase 50 c / s .  ' ; /
• : \ d) town gas, 500 B T U /ft^  at 3 2 °E and 1,0  atm osphere.
(165)
C harlesw orth ( 23 ) g ives the p r ice  o f  coo lin g  w ater 
as 3 d /1000 Imp. Gallon, anc| p r ice  'of pow er as 
1 d /K W hr, Smith and S a w i ^ t o s k i  (' 98 ) have given 
the p r ice  o f  150 psig  steam  ap. 0, 55 £ / 10001b, North/ i /, ;
Tham es Gas B oard  have siipplied the p r ice  o f the town
/
gas. H ow ever, the co st  o f  tfhe town gas is  not iqcluded, 
because this town gas is  requ ired  only fo r  ’ starting up’ .
C osts o f  raw m ateria ls
The p r ice s  o f  the acetone and acetic acid , with requ ired  
specifica tion  are read ily  available, In the orig in a l 
design, p ro je c t , the requ ired  product purity has been 
stated as 95% acetic  anhydride in acetic  acid , H owever, 
the co s t  data fo r  acetic  anhydride purity other than 98% 
was not available,
B ritish  Drug H ouse have supplied the follow ing p r ice s  
o f  the raw m ateria ls :
a) acetone :
B .S .S . 509 (1957) 2 / - p er lb
b) acetic  sacid:
g la cia l, B, S, S, 576 (1950) 3 / 4d p e r
c) a cetic  anhydride:
98% w /w  in ac, a cid ‘ 5 / -  p er  lb
The above mentioned, co s ts  (annual and capital) are 
com bined  to give a single cr ite r io n  w hich can be used 
as a basis  fo r  optim ization . The optim ization  
cr ite r io n  used  fo r  the present study is. to m axim ise 
the annual p ro fit , To keep the in form ation  up to date, 
the average o f  co s t  in d ices  fo r  f irs t  two quarters o f 
1968, supplied by  the A ssociation , o f C ost E ngineers, 
has been  used ;
(166)
Th® cost m odel i, e. the detailed p ro ce s s  m odel with 
costs  added, enables a cost to be a scr ib ed  to any set
o f  values o f  the p aram eters  which corresp on d s  to an
operab le  flow sheet. Thus this form s a valuable tool
fo r  exploring the e ffect o f  various factors, on the
econ om ics  o f the p r o ce s s . It is also a starting point
fo r  autom atic optim ization , as d iscu ssed  below*
O ptim ization procedure
The p r o ce s s  m odel, with in corporation  o f co s ts , 
p rodu ces a p ro fit  corresp on d in g  to any set o f  values 
o f  the d ecis ion  va ria b les , and the optim um  p ro ce ss  
design w ill co rre sp o n d  to that set o f the d ecision  
variab les  w hich m akes the profit m axim um , subject 
to the constra in ts which ensure that the p ro ce s s  
flow sheet sa tisfies  all p ra ctica l requirem ents*
The m odified  pattern search  m ethod (MOSP) is  used 
to find the 'b est ' set o f  d ecis ion  va ria b les . F igure(9 . 1) 
shows the com puter flow  diagram  fo r  the m ethod. The 
com puter code con sists  o f three portions : 
a 'opening gambit (designated as ’O P B IT ’ ) subroutine, 
the optim ization  p roced u re  and a subroutine which 
/com p u tes  the values o f  the cost equations and the 
ob jective  function (designated as 'DESIGN'), By 
p lacing the sp ecified  constraints and co st  equations 
. in a separate subroutine, only that subroutine need 
be changed when a new p rob lem  is con sidered .
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The 'OPBIT* subroutine reads the starting points, and 
the DESIGN subroutine is  called . The subroutine finds 
out the 'b e s t? starting point for the search . The 
optim ization p roced u re  subroutine conducts the search .
Note that the code shown in F igure (9. 1) is  for  m axim ization  
of the ob jective  function; the same code can be used for  
m in im ization  problem ., but with som e m inor m odifications. 
Since the subroutine does not contain the equations 
n e ce ssa ry  to evaluate the ob jective  function (S, SI or S2), 
after each change in va ria b le , the 'DESIGN' subroutine 
is  called .
9. 3 C omputati on s
Gom,puter flow  d iagram  of each p ro ce ss  unit are shown in 
F igure (9. 2(B) to 9, 2(F)). The p roced u re  for  calculation  
o f the ob jective  function is  shown in F igure (9, 2(A)).
This p roced u re  fo rm s  the subroutine 'DESIGN' of the 
com puter flow  diagram, shown in F igure (9. l).
The F ortran  listin g  o f the program  for  p ro ce ss  design 
optim ization  is  given in the Appendix D.
9. 4 O ptim ization resu lts
The detail output of the com puter p rogram  for  the op tim i­
zation of a ce tic  anhydride p ro ce ss  design using ’M OSP' 
m ethod is  given in  Appendix (D. 4)
Seven out o f in it ia lly  selected. 14 design variab les  are chosen 
as the d ecis ion  (or  independent) varia b les  fo r  the 
optim ization  study. Their va lues, as w ell as the values of 
the dependent va ria b les  at starting and optim um  conditions are 
shown in Table (9. 4. A( i ))# The rem aining design variab les  
are taken as sp ecified  variab les  and their values are kept 
fixed  during optim ization . The d ifferent optimum, 
conditions fo r  the a cetic  anhydride p ro ce ss  design can be 
found out by using their other va lues, if  desired . Table 
(9. 4. A (ii)) g ives the values o f the specified  variab les  used 
in the program .
(169)
( 170 )
OBJECTIVE
FUNCTION
Decision variables for 
process optimization
Determine depe
e . g i. •- anhydride 
of acetone coi
indent variables
i yield in terms 
iversion
• : • . 1|. : ,
Mass flow rate 
of process ou 
.materials
• .(refer
2 calculation 
; put and raw
a.g.^3 - 6.)
FURNACE
DESIGN
CONDENSER
DESIGN
ACETONE COLUMN 
DESIGN
QUENCH UNIT 
DESIGN
'.ABSORBER
DESIGN
ANHYDRIDE COLUMN 
DESIGN
V
Calculate capacities of storage units'
’ ' ' b  \/
Calculate total cap
. ’ c
i tal. and runni ng 
ost
Calculate process profi
RETURN ^
Figure 9*2.(A). Flow diagram for calculation of objective function

(172)
(173)
DISTILLATION 
.. COLUMN 
DESIGN
Store minimum 
cost of tower 
C[n] Sc liVnl .
Decision variables 
and
process flow rates
Calculate heat transfer area
of. feed boiler and heating 
steam capacity
I • . '
Estimate cost cf feed boiler
Uv
Calculate rt ratio, Rm in. reflux
!r
Determine
search
•ange of
n=l
Give va
n *
lue of R
1 r
Calculate number of 
plates
!r
Calculate 
of co!
diameter
Lumn
Calculate h/t area of ccondenser & dist. cooler
i - - : ■ : ''':•: . :<
Calculate h/t area of 
reboiler
v " y  y \! Y  '
Calculate fixed.and running cost of tower, Cjji^
Store C[n] & R[n] 
 __ ^
Figure .9.2.(F ) . | Flow diagram of distillation columns
(174)
T ABLE 9, A (j)
P ro ce s s  variab les  at starting and optim um  points fo r  a cetic  anhydride
plant
V ariable Low erlim it
Upper
lim it
Starting
value
Optimum
value
a) Independent V ariables
1. A cetone conversion# (%) o o 30. 0 25. 0 i—* o o
2. ,oQuench-unit inlet gas temp., ( ,F) 800 , 1000 950 1000
3. /OQuench-unit exit gas tem p, ( F) 290 310 300 290
4. Weight ratio  of ac. acid
to ac* anhydride, in r e cy c le , ( lb /lb )
o O 1. 50 1. 0 0. 70
5. Reflux ratio fo r  acetone colum n 0. 33 0. 91 0. 72 0. 33
6, Reflux ratio  fo r  anhydride colum n 1. 38 3. 74 2. 57 1.77
7, Cooling w ater rate to co o le r  condenser,
(lb /h r ) 600,000 900, 00£> 778, 000 600., 000
b ) Dependent variab les
L Y ield  of ketene, (%) 65, 0 85. Q —j o o 85. 0
2* T ota l liq . rate to quench spray, ( lb /h r ) - - 9040 8108
3. Irriga tion  rate to quench 
2
tower# (lb /h r  ft ).
*" 10000 9500
4. Height o f packing fo r  quench tow er (ft), 4, 0 15. 0. 6. 7 11 .3 ?
I . 5. Exit liqubr tem perature
/°from  quench-unit# [  F )
200 230 213 229
6. C ondenser- co o le r  exit gas tem perature,
(°F ) - - 160 166
(175)
Table 9. A. (i) continued
Row er
lim it
Upper
lim it
Starting
value
Optimum
value
b) Dependent variab les  (cond).
7. Number of plates reqd. j
? * *
- - 12 11
fo r  absorption  unit.
8. Num ber of MH TIT plates - - 16 20
" requ ired  fo r  absorber
9. Num ber of plates fbr - - 16 20
acetdne colum n
.. 10. Num ber of p lates fo r - - 26 33
anhydride cplurrm
11. F resh  acetic  acid  requ ired , (lb /h r ) - - 4062 3969
12. F resh  acetone requ ired , (lb /h r) - - 4949 4087
c) Output variables
I. Operating cost, (£ /y e a r ) 178,534 224,948
2 .  Annual profit, (£ /y e a r ) - _  r 1, 083,227 1,2 3 1 ,3 5 3
L __________
(176)
Table 9. i  A, (ii)
Values of the specified variables
( i
(2)
(3)
(4)
(5
V ariable
R eaction  tem perature in furnace ( F)
% Ketene to be condensed in condenser - 
c o o le r
Cooling water rate to heat exchangers of 
absorption  unit, ( lb /h r )
A cetone com position  in top product of 
acetone colum n (% wt, )
) A cetone com position  in bottom  product of 
acetone com position  (% wt. )
(6;) P ro ce s s  product com position , (% w /w  
anhydride in acid)
(7.) P ro ce s s  product rate, ( lb /h r )
V alue
1400 
90 . 0
12,500
99. 98
0. 25
98. 0
6,000
It is  in teresting to note that com puter p rogram  with 15 starting points 
spread un iform ly  over the fea sib le  reg ion  gave the sam e optimum  
point ( Appendix D, 4). T h e re fo re , it can be said that there is  a high 
probability  that a global optim a has been obtained. The detailed 
unitw ise p ro ce s s  design at optim um  conditions is  d iscu ssed  below. 
M ost o f the resu lts  are  tabulated in a sim ilar way to Jeffreys (52), 
fo r  com parison  purpose.
' .. ; • ^^(177) . V;
9 .4 . 1 Optimum p ro ce ss  design
9 .4 - 1. 1 . F urnace ‘ - •/ . 7
. 1.. ' ' •. ; Table (9- 4, B) gives the m ateria l ba lance over the*
’ ’ . ’* ..‘ T ■ furnace. -}
/ / . "  ' • . ■ TA B LE  9. 4. B , • '
- y ■ . M ateria l balance over furn ace
-V--
Component* - * *
'Input T ” Output
W eight
(lb /h r )
Wt. % W eight 
( lb /h r )
Wt. %
. A cetone 40138.13 * 1 10:0. 00 36124. 26 9 0 .0 0 ;
A ce t ic  acid • *• * y -
A c e t ic  anhydride * -
Ketene 2470,59 * 6 . 1 6
M ethane 1144.29 2. 85
Unsaturated 116. 03 0. 29
Carbon m onoxide 266. 38 0. 66/
Carbon dioxide 14. 01 • 0. 03
H ydrogen “ 2. 57 0 .01
Y T otal 40138.13 100.00 40138.13 100. 00
Total heat duty of furnace = 4 3 ,660  B T U /h r. The ? 
tem pei'ature of vapours leaving furnace -  1400°F.'
(178)
9 ,4 . X. 2 Quench units
a) Quenqh spray design
T em perature of p ro ce ss  stream  leaving quench 
spray = 1000 °F
Total liqu or rate fo r  quench spray  -  8108 lb /h r
b) Quench tow er design
The irr iga tion  rate = 9500 lb /h r  ft
2M inim um  wetting rat.e = 1420 lb /h r  ft 
T ow er loading == 80%
Calculation of packing height
The sum m ary of the increm ental ca lcu lations to calculate 
the.height of packing fo r  the outlet liqu or tem perature of 
225°F  is given in Table (9j 4. C).
TAB LE  9, 4. C 
Sum m ary of resu lts  - 'quench tow er calculations
Increment- .No.
& packed height 
■ (ft)
0
1
2
3
4
5
6
7
8 
9
10
11
. Gas 
tem perature
(■ F )
1000.0 
8 98 . 98  
809.72 
729 .77 
657.18 
590 ,66  
529 ,56  
473j 67 
422 ,74  
376, 49 
334, 57 
296, 64
'.•Liquid 
tem perature 
( F)
225. 0 
218. 0 
204. 0 
183. 7 
159. 2 
134. 0 
111. 0 
91. 6 
76. 0 
62. 0 
-49 . 0 
40. 0
A ce tic  acid  in  
gas
(lb /lb  dry  gas)
0, 202 
0. 400 
0. 490 
0 ,486  
0, 418 
0. 324 
0. 241 
0. 178 
0. 139 
0. 102* 
0. 08 : 
0. 065
A cetic  anhydride 
in gas *
( lb /lb  d ry  gas)
0 , 202 
0 . 268 
0. 299 
0. 289 
0. 271 
0. 226 
0. 171 
0. 124 
0. 089 
0. 065 
0. 05 
0. 04
(179)
Exit liqu or 
tem perature
(°F)
200
215
225
The above ca lcu lations w ere  repeated tw ice. In 
each the inlet gas tem perature of 1000°F was kept
constant, but the outlet.liquor tem perature was taken
o oas 200 F and la ter  215 F, The resu lts o f these
calcu lations are shown in Table (9, 4. D), and plotted
in F igure (9. 4. 1. ). The m ateria l balance indicates
that has leaving the quench unit w ill contain 0. 091b of
a cetic  acid  per lb. of dry gas.
C alcu lation
TA B LE  9. 4. D
ked height p f quench tow er
Height of packing 
requ ired  to co o l gas 
to 290°F
(HO
10. 31
10. 82
11 . 19
H eight of packing 
requ ired  to give exit 
gas 0. 09 lb a c id /lb  
dry  gas
6. 44 
8 . 11
9- 99
F rom  figu re  (9. 4. 1. ), it can be seen  that the height 
pf packing to co o l the gas to 290°F  and at the sam.e 
tim e d isch a rge  the gas with 0. 09 lb a cetic  acid is XI. 32ft. 
The height ca lcu lated  by the p rogram  using in terpolation  
m ethod is 11 .37 .
The total height of colqm n w ill be 15. Oft.
M ake up fo r  quenching system
A cetic  acid d isch arged  from  the tow er ^ 3529. 4 1 lb /h r
Anhydride d isch a rge  fro m  the tow er -  8 6 4 3  lb /h r1
T h ere fore , total m ake up = 4394.31b 
H ence, m ake up acetic  apid required  = 2923. 98 lb /h r  
Table (9=4. E) gives the overa ll m ateria l balance over 
the quench tow er.
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To
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9o 4 ,1 . 3 Conden ser - cooiler
Table (9 .4 , F) gives the analysis of gas leaving 
the quench tpwer.
TABLE 9. 4F 
A nalysis o f gas leaving quench tow er
Component ( lb /h r ) W eight
%
(l,b - m o le /h r ) M ole  %
A ce to n e 36124.26 CMt—ii
C
O 621.97 74, 62
A cetic  A cid 3529.41 7. 92 58. 77 7. 05
A cetic  anhydride 864 .90 1, 94 8 .47 1. 02
Ketene 2470.59 . 5. 55 58. 82 7. 06
■ M ethane - 1144.29 2. 57 - 71 .34 8. 56
Unsaturates 116,03 0. 26 2'. 98 0. 36
Carbon m onoxide 2 66. 38 0. 60 9. 51 1. 14
Carbon dioxide 14. 01 0. 03 0. 32 0. 04
H ydrogen 2. 57 0. 01 1. 28 0, 15
Total 4453£. 44. 100. 00 833. 46 100, 00
T em perature of exit gas = 166PF
2A rea  of condenser - c o o le r  requ ired  -  1894 ft 
Table (9. 4, G) gives the m ateria l balance over the 
condenser - co o le r .
(183)
Column dim ensions
D iam eter of the colum n ~ 4. 0 ft.
Num ber of plat.es ~ 11.0
P late spacing ~ 20. 0 inches
Total height of the colum n =23, 5 ft.
Table (9. 4 .(Hi) g ives the sum m ary of plate heat 
exchanges^of the absorption  unit.
TABLE 9. 4,H  
Sum m ary of plate heat exchangers
Heat exchanger 
num ber
P osition  in relation  
to colum n plate nos, 
1. e. betw een
Heat load 
(B. t. u /h r )
Num ber of 
” H T " plates 
requ ired
1 and 2 ' 174,480 7 '
2 and 3 101,950 5
3 and 4 59, 820 3
4 and 5 35, 500 ,1 3
5 and 6 20,950 2
neglig ib le
Table (9 .4 . 4) g ives the overa ll m ateria l balance 
over  absorption  unit.
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1 9 j 4. 1 o 5. Com bined crude storage
M ateria l balance over com bined crude storage is  givenr . . . . .  *■ .
[ T in the follow ing table.
i
! •> 1i .
. * (186)
TAB L E  9. 4, J
.With the given p rod u cts1 specifications' (page 176 )9 the 
m ateria l ba lance fo r  the acetone colum n can be prepared  
as shown in the Table (9, 4. K),
M ateria l ba lance over acetone d istillu tio i1 colum n* ■ ■> n H 1 1 1--T-
f
The m inim um  reflux ratio  fo r  the qolumn i~s com puted 
to be 0. 235. The. figu re  (.9. 4, 2) g ives the relationship 
betw een the num ber of plates and reflux ratio. Influence 
of reflux ratio  on capital and operating cost  of column, is 
shown in figu re  (9. 4, 3). It can be seen that the optimum  
reflu x  ratio  fo r  acetone column, is 0, 33. The sum m ary 
fo r  the plate to plate calcu lations fo r  optim um  reflux ratio  
fo r  the acetone colum n is given ip the table (9. 4, L).
(188)
Figure 9*4.3• Influence of reflux ratio on capital and running costs 
of acetone column
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Column dimensions
D iam eter of the colum n -  ■ 7. 0 ft.
Num ber of plates,, th eoretica l =- 10 .0
actual-- 20-0
Tray spacing -  20C inches
Height of the colum n = 39. 0 ft.
9 .1 .4 .  7 Ac eti c anhy d r id e c plumn
Table (9. 4 .M ) shows the m ateria l balance fo r  
a cetic  anhydride colum n.
TABLE 9 .4 . M 
M ateria l balance over  a cetic  anhydride cplum n
r
Com ponent
A cetone
A cetic  acid
A c ©tie 
anhydride
Total
• Feed 
-Weight ,” T ™  Wt.
25. 26 
4145.23
5930, 69 
10101,18-
0, 25 
41, 04
100. 00
D istillate
W eight 
(lb /h r )
25, 26 
4024 .46
12. 93 
4062.65
Bottom  p ro d u ct .
Wt.
(%)
W eight 
(lb /h r)
Wt.
(%)
0. 62 <=>
99. 06 120,77 . 2. 00
- 0 .32 5917,76 98. 00'
100.00 6038.53
t
100.00
The m inim um  reflux fo r  tfre colum n ie com puted to be 
0. 9851. The relation  between num bers of plates and 
re flu x  ratio  is  shown in figure (9. 4 ? 4), Influence of 
the reflu x ratio  pn total cost of colum n is shown in figu re  
(9 .4 .5 .  ). It can be seen that the optim um  reflu x fo r  
anhydride colum n is 1. 77. The table (9 .4 . N) su m m a ries  
the plate - to plate'analysis;, fo r  the optim um  reflux
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Figure 9.4.4. Relationship between number of plates 
&, reflux ratio for anhydride column
Figure 9.4.5. Influence of reflux ratio on capital
and running costs of anhydride column
I (194.)
Plate1 num ber
8
9
10
11
12
13
14
15
16
17
18
M ol. fr . in liquid
0. 9846 
0 .9762 
0 .9717  
0. 9646 
0 .9538  
0.9373 
0 .9129  
0 .8772  
0 .8275 
0 .7618  
0 ,6816  
Oo 5933 
0 .5073 
0 . 4Q61 
0.2731 
0 .1557  
0 .0854  
0 .0448
M ol. tv., in vapour
0,9917 
0 .9872 
0.9818 
.0. 9789 
0 .9744 
0.9675 
0.9570 
0. 9413 
O'. 9185 
0 .8867  
0 ,8447  
0 .7934  
0 .7370  
0 .6590  
0 .5254  
0.3498 
0 .1948  
0.1021
C olumn d im ensions
D iam eter of the colum n 3. 5ft
Num ber of p lates th eoretica l -  18
actual -  33
T ray  spacing -  18 inches
Height of the colum n ~ 55 ft
(195)
The equipment and running costs of fhq acetic  anhydride 
plant fo r  com puted optim um  conditions are shown in thd 
follow ing tables.
9 .4 . 2
TA B LE  9>4..P 
investm ent fo r  equi
M a jor  equipm ent (including a c c e s s o r ie s )
Jtem P urchased cost, £
Furnace 65, 600
Quench unit 22 ,200
i
C ondenser~cooler - 22 ,200
A bsorption  unit 8 ,500
A cetone colum n 59, 300
Anhydride colum n 36,3.00
Total 2,14, 100
(B) Storage qnits
Item P urchased  cost, £ !
Crude product storag6 9, 800.
A cetic  acid  storage 28 ,200 i
A cetone storage 5, 600
Anhydride storage 24f 500
,, t l i t  i«f. i f r p  . .1 In  , , r..r « . r r , r w « , ,
Total 68,100 • J
(196)
Therefore^
Total capital investm ent -  282* 20CL
TA BLE 9 .4 ,11
Itepi Quantity
(lb /h r )
Annual cost 
'(£  /  hr)
Cooling w ater • ' 1, 3 6 8 , 1 1 0 1 3 , 7 0 0  j
Steam 1 5 , 6 3 0 68, 800
♦ E lectricity .1 ,400
Total - 8 3 , 9 0 0
*The cost  o f e le c tr ic ity  is estim ated as 10% of cost  of 
coo lin g  w ater.
Total operating expenpes
= 0. 5 + Capital expenses + Running expenses 
-  £225, 000
TABLE 9, 4 .S  
Costs o f the raw m ateria ls
Raw m ateria ls Quantity 
( lb /h r)
Annual cost 
(£ /  year)
A cetone 4086. 84 1*050, 300
-Acetic acid 3968,. 66 1^374, 300
T otal 2 /2 4 , 600
(197)
TA BLE $ .  4o T
Item Quantity- 
(lb /h r )
Annual value . 
(£ /  year)
A ce t ic  anhydride 
produ ct 6038.54 3., 881, 000
Total yearly  
•. operating cost - 225,000
Total yearly  cost 
of raw m ateria ls - 2 ,424 , 600
! Total yearly  p ro fit 1 ,231 ,400
Total p ro fit  ca lcu lated  b y  the p rogram  is 1, 231#353.37fv 
£ /y e a r .
The p rogram  was rytn on. JBM 360/65 m achine. The 
total execution  tim e taken was 9- 37 m inutes including 
C. P. IJ. tim e and tim e spent on input and output.
(198)
5 'Sensitiv ity  an a lysis
The optim al solution of the p ro ce ss  design  p rob lem  
using a m athem atical m ethod is seldom  used in p ra ctice  
without m odification., becau se  values o f the p ro ce s s  and 
plant param eters  m ay change in tim e. To com pensate 
fo r  the e ffects  o f such changes, design  m argins or so 
ca lled  safety fa ctors  are often taken into account fo r  
p ra ctica l design . These values are usually  estim ated 
fro m  experiences bnt this estim ation  b ecom es  m ore  
d ifficu lt as p ro ce s s  system s b ecom e  m ore  com plex . 
H ow ever, if  the com pu terized  m odel o f the p ro ce s s  
is available, it b ecom es  p oss ib le  to determ ine quantitatively 
the kind and amount of design  variab les  w here m argins 
should be taken into account. In view  o f these fa c ts 5 
once the optim um  solution is obt&ineds it b ecom es  
n e ce ssa ry  to estim ate the im pact of the input data upon 
the obtained optim um , D eterm ing the rate of change 
of the optim um  value with resp ect to perturbations in 
the independent va ria b les  is ca lled  sen sitiv ity  analysis.
The optim um  values of the design  va ria b les  are given the 
previous section . Now, it is in teresting to investigate 
the e ffect on optim um  values due to changes in design 
va ria b les  near the optim um  region .
F igure (9. 5. 1. ) shows that though an in crea se  in % 
acetone con vers ion  causes the operating cost  to d e cre a se  
the quantity of fre sh  acetone requ irem ent in crea ses  
rap id ly  and thus th@ apnual p ro fit  drops down. It is 
• •’ in teresting t o  note that the make up acetic  acid requ ired
is n early  constant fo r  all acetone con version s.
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ACETONE CONVERSION (%)
Figure 9-5*1. Sensitivity analysis
(Parameter: % Acetone conversion)
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Figure 9»5»2. Sensitivity analysis
(Parameter: Quench unit inlet gas temp.)
Figure 9 * 5 Sensitivity analysis
(P arameter: Quench unit exit gas temp.)
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The p ro fit  d ecre a se s  sharply fo r  f ir s t  two degree 
tem perature r is e  o f quench unit exit gas and then it 
d ecre a se s  lin early  (F igure 9. 5, 2). The annual p ro fit 
in crea ses  lin early  with the r ise  in quench unit inlet 
gas tem perature (F igure 9. 5, 3).
F rom  figu re  (9. 5. 4),. it can be seen that p ro fit  d ecrea se  
lin early  with acid  to anhydride ratio in r e cy c le . The 
operating co st  a lm ost in crea ses  lin early  with this ratio.
This is an expected  resu lt.
At f ir s t , the annual p ro fit  d e crea ses  sharply with the 
coo lin g  w ater rate to condenser c o o le r  and then this d e cre a se  
b ecom es  lin ear with the cooling  w ater rate (F ig. 9, 5. 5).
The above b r ie f ly  d iscu ssed  sensitiv ity  analysis takes 
into con sideration  the e ffect of one single design  variab le  
at a tim e upon the optim um  value. In p ra ctice , som etim es 
it b e co m e s  n e ce ssa ry  to con sider the im pact of severa l 
variab les  during the sam e period . H ow ever, such study 
has not been  done in the present p ro je ct,
9 ,6  R em arks
The optim ization  resu lts  present su fficien t in form ation  
to the p ro ce s s  d esign er to ca rry  out the detailed p ro ce ss  
design  of the a cetic  anhydride p ro ce s s .
The optim ization  study of the acetic  anhydride p ro ce ss  
design  shows that the optim um  point lie s  at the corn e r  of 
constrained  reg ion . A ll of the design  va ria b les , except 
quench unit exit gas tem perature, are at their low est 
constrained  va lues, ' The vahie of quench unit exit gas 
tem peratu re, is at its upper constra in ed1 lim it.
(203)
The value o f the p ro fit  given is rather higher than 
expected in p ra ctice . This is 'm a in ly  due to the cost 
of raw m ateria ls  and the value of the p rodu ct. Their 
values supplied by the m anufacturer are based  on reta il 
p r ice s . The values fo r  the tqnnagb ch em ica ls  are  varied  
fro m  one m anufacturer to another. A lso , the p r ice  pf 
the product m ateria l has been  reduced recen tly . T h ere fore , 
it was -found v e ry  d ifficu lt to sp ecify  the c o r r e c t  p r ice s  
fo r  the ch em ica ls . F inally , it wa^ decided  to use reta il 
p r ice s . It is in teresting to qaxQry out the econom ic 
analysis at the optim um  conditions using, the tQnnage 
p r ice s . This analysis is  shown below .
TAB L E  9. 6. A,.
E con om ic analy s is of- 'the a cetic  /anhydride p ro ce ss  
(based on p r ice  of the ch e m ica l/lo n g  ton)
Item Value
Value of the product # & 
(p r ice  £ 124 /lon g  ton)
Total yearly  operating cost # ^
Cost o f the raw  m a te r ia ls ,
A cetone (p r ice  £ 7 2 /lo n g  ton) 
A ce tic  acid  (p r ice  £ 95 /lon g  ton) 
Total yea rly  p ro fit  , &
•^ P ercen tage  return  on investm ent 
on installed  co st
2 ,6 7 4 ,0 0 0
.225, 000
1,021 , 000 
1 ,387 ,00 0  
41 ,000
5. 2%
+ . Taking total installed  cost to be 2. 8 tim es the total 
capital cost.
C 2. 04-)
CH APTER 10
DISCUSSION
In the presen t p ro je c ts , it has been  shown how a fa ir ly  com plex 
design  p rob lem  can be optim ized using a m athem atical technique.
The value of treating design  studies in this way is v e ry  d ifficu lt 
to a sse ss , but it is defin itely  invaluable to have a com puter p rogram  
w hich p rov id es  instant evaluation of variations in the flow sheet, and 
a lso  the potentia lities o f autom atic m ultivariate optim ization.
10. 1 G enerality and usefulness- of the proposed  d ire ct  search  
•method "M O SP11
In the p resen t w ork , em phasis was p laced  on w riting the 
com puter p rogram  as genera l as p oss ib le . Recently , many 
scien tific  m ethods are p roposed  fo r  w riting the p rogram s. 
The w ork  o f R oberts (.81) has been taken here  as a central 
tool. The details o f the p rogram  is given in Appendix D. 
The m ain p rogram , containing the input data and the 
optim ization  m ethod, M OSP, can be used fo r  any other 
^process design  p ro je c t  without many changes. The w ritten 
p rogram  can optim ise a p rob lem  having 50 independent 
va ria b les  and fro m  one to 20 starting points, H ow ever, 
these num bers are arb itrary  and can be changed to any 
h igher va lues, if d esired . The subroutine, . ^DESIGN, 
w hich evaluates the acetic  anhydride p r o ce s s  design  is a lso 
general in the sense that it designs the p r o ce s s  fo r  any 
specified  com position  and rate of the product.
The p roposed  d ire ct  sea rch  m ethod, MOSP, is found to be 
v e ry  effic ien t and usefu l fo r  -proeess design  prob lem s. The 
com p a rison  of M OSP with other m ethods is a lready given in 
Table (8. A ). The a cetic  anhydride p ro ce s s  design  was a lso  
optim ized using Look, the orig ina l d irect  search  m ethod of 
Hooke and Jeeves. Both m ethods gave the sam e optimum 
point. H ow ever, "M O SP" requ ired  289 function evaluations 
to reach  the optim um  point com pared  with 1011 function
(205)
evaluations requ ired  by  "LO O K  "M O SP 'l is an 
unconstrained optim ization  m ethod. .A suitable transform ation  
technique could b e  in corpora ted  into it, if requ ired . In the 
p re se n t1 w ork , all constraints ;are lin ear, sim ple and easy to 
deal with in other w ays, e. g. m ethods available fo r  'riding* 
constra in ts. T h ere fore , no transform ations w ere  used.
The com puter p rogram  prints out, if any of the im p licit  
constraints is violated. In such a situation, the p rogram  takes 
the m axim um  or m inim um  specified  value of the constraint, 
depending upon the nature of the constraint, and the optim ization  
path p roceed s  along the boundary. B r ie fly , the p roced u re  uses 
the 'd ire c t ' m ethod of dealing with the constrain ts. H ow ever,
such situations did not a r ise  in the present w ork.
i
10. 2 - •Dise-U’B’gipn on optim um  proceS's de-sign resu lts
The' optim um  values of the design  variab les  are given in 
Table (9. A ). It can be seen that the optimum  point lie s  on 
the boundaries o f constra in ts . A ll design  variab les  except 
quench - unit Inlet gas tem perature are at their low er lim its .
F rom  the study of the p ilot plant data,’ J e ffreys  (5-2) has pointed 
out that the operation  of the rea ctor  at low er con version  would 
resu lt in an in creased  yield  of anhydride, but the separation 
p rob lem  would be  grea ter  and th ere fore , ch em ica l e ffic ien cy  
has to be  sa cr if ice d  fo r  overa ll econom y. H ow ever, during 
optim ization  study at low er conversion , the separation d ifficu lty  
was not encountered.
The optim um  value of the acetone con vers ion  con firm s the 
rem ark  m ade b y (Rietemc| (80) who estim ated that the optim um  
design  w oyld be  at 10-12% con version . The present w ork  shows 
that the annual p ro fit  can be in creased  by  about 14% by 
decrea sin g  the con vers ion  from  25% to 10% ( and also b y  changing 
other va ria b les  to. their optim um  values).
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F or  the quench unit, the optimum, inlet gas tem perature 
is found to be 1000°F, This m eans that the p ro ce s s  stream  
in the quench spray is to be coo led  fro m  1400°F by the re c y c le  
stream  which con sists  of 3338, 42 lbs of a ce tic  acid and 4769. ITlbs 
of a ce tic  anhydride. The optim um  exit tem perature of the
O • v rquench unit is 290 F, The liquid r.ate to the unit is 95001b/hr 
ft 'At this liquor rate the tow er Would‘be 80% loaded. The 
height of packing calcu lated  in the’ p rogram  and graph ica lly  
calculated  from  Fig. (9 ,4 . 1 .)  is the sam e. In the situation 
when both lines of F ig . (9. 4 .1 ) . beeom ei p ara lle l, the linear 
interpolation  subroutine . fa ils  to find the height of packing.
In such a ca se , the p rogra m  prints out an e r r o r  m essage  and 
the ya lue fo r  the height of packing fo r  the subsequent ca lcu lation  
is  taken as 15. Oft. , Which is a value specified  for  the m axim um  
height. H ow ever, such a situation a lso  did.not a r ise  in this 
w ork.
F o r  the design  of condenser - c o o le r , the exit w ater tem perature
is taken as a specified  variab le , having a value of 81°F . The
or ise  in tem perature of w ater is estim ated to be  8 F. . The
optim um  w ater rate to the c o o le r  - condenser is 600, 000 lb /h r .
This corresp on d s  to a w ater v e loc ity  of 2. 32 f t /s e c .  through the
tubes, .con sidering the s ize  of the exchanger to be  sam e as that
proposed  by J e ffrey s. The total heat tran sfer  area of the--.--
2
exchanger is calculated  to be  1894 ft , w hich is about 12% 
low er than requ ired  fo r  the design  at 25% acetone con version .
The absorption  unit contributes only 3% of the total capital 
cost  of the p la n t.' The m aj'or design  variab le  fo r  the absorption  
unit is the absorbent rate which itse lf  depends on the overa ll 
m ateria l balance of the crude product storage unit. The 
absorbent rate f ir s t  in crea ses  slow ly with the acetone 
con version , then it drops down suddenly and finally  it again 
begins to r ise  slbW ly.( Fig. 10. l) . .'H ow ever, the overa ll
e ffe ct  o f a ce ton e :con vers ion  oh the abs'brfeent rate is r io t .........
v ery  significant.
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Figure 10.1. % Acetone conversion Vs. Absorbent rate
Figure 10.2. Relation between number of plates and 
reflux ratio for acetone column
The absorption  unit requ ires  20 plate heat exchangers com pared  
with 16 requ ired  at 25% acetone con version  design.
F or  the acetone colum n, the follow ing va ria b les  are specified .
Specified  V ariab les  Values
a) acetone com position  in the top product 99. 98%
t
b) acetone com position  in the bottom
product 0, 25%
The p rogram  gives low er num ber of ideal plates than calculated  
by  G illila n d ^  co rre la tion  (52), fo r  the low er reflux ratio. 
H ow ever, the d iffenence b ecom es  sm a ller  as the reflux ratio
! j
in crea ses . (F ig. 10 .2 ). F igure (10 .2 ) is dr awn fo r  the .design 
at 25% acetone con version .
The cost  o f a d istilla tion  unit is con sidered  to be m ade up of 
a capital cost  of the colum n, determ ined la rg e ly  by the num ber 
and diam eter of the p lates, and the operating costs , determ ined 
b y  the fS'team. and coolin g  w ater requ irem ents. It is a lready 
shown in Fig. (9. 4. 2. ) that the num ber of p lates d ecrea se  
very  slow ly  with reflux ratio. The table (10. A . )  illu strates 
the influence of reflux ratio  on capital and operating cqsts of 
the colum n. The fig. (9. 4. 2. ) was based  on this table,
It can be seen fro m  Table (10. A . )  that the capital cost fluctuates 
slightly in itially and then in crea ses  continuously. The running 
cost  of the colum n obv iously  r ise s  with reflu x  ratio. The total 
cost  is the low est at the 0. 33 reflux ratio.
F or the acetic  anhydride colum n, the num ber of plates drops 
sharply with the reflux ratio com pared  with the acetone colum n 
(F ig, 9 ,4 . 4 . )  .
(209)
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F or  the design  of the a cetic  anhydride colum n, only bottom  
product specification s (L e» product com position  and rate) 
are n ecessa ry .
Table (10. B, ) illustrates the influence of reflux ratio on 
capltal and' running costs  of the anhydride colum n, The 
resu lts  are a lso  shown in Fig. (9. 5. ),
S im ilar to the acetone colum n, the d iam eter of the plates 
fo r  the anhydride colum n in crea ses  very  slow ly  with the 
reflux ratio. The optim um  reflux ratio of the anhydride 
column, is  1. 77.
Com paring the costs  o f the individual equipment^ from  
■Table (9. 4. P. ), it can be seen that the furnace is the m ost 
expensive equipm ent contributing about 24% of the total 
capital cost, next com es the acetone colum n having 21% of 
the total capital cost, 'The steam  costs  are about 82% of 
• the total running costs .
Taking the p r ice s  of the raw m ateria ls  based  on tonnage 
quantity, th© annual p ro fit  at optimum point is 5. 5% of the 
total installed equipment cost, and about 19% of the annual 
operating c o s t . This is an attractive saving.
Influence of the design  variables' J 1 1 " l
It is of in terest to study the influence of the design, variab les  on . 
the p ro fit as w ell on the cost  of the d ifferent units o f the a cetic  
anhydride p ro ce ss . F irstly , we w ill concentrate 'the d iscu ss ion  
on the e ffect of one design  variab le  at a tim e, and later on, we 
wilT Study the effect of two variab les  at a tim e, m a in ly  on the 5:1' 
profit. V It is rather d ifficu lt to plot the contours, showing the 
variation, in ob jective  function due to change in the va ria b les , 
fo r  m ultid im ensional eases (e. g. for  m ore  than two va ria b les) 
and such ‘a-'presentation is not attempted, in this p ro je ct.
F®r the study of the e ffect of one design  variab le  at a tim e, 
it is assum ed that all other design variables are at the optim um  
conditions. A note is neces sary her®. This -study should, not 
be  confused with the sensitiv ity  analysis.' In both  ca ses , the 
e ffe ct  on the optim um  value due to variation  in-a variab le  is 
determ ined. H owever,, in the sensitiv ity  analysis, - only the 
reg ion  near the optim um  point is o f in terest, on the other hand, 
in the presen t study the w hole feasib le  reg ion  is to be investigated.
Sensitivity analysis has shown that "% acetone con v ers ion ”  is 
the key design  va riab le  of the a cetic  anhydride p ro ce s s . F rom  
fig . (10, 3. ), it can be seen that the annual p ro fit drops quickly 
with r is e .m  the ficetoiie CQiiversiou. As the acetone con version  
in cre a se s , the operating cost of the p ro ce s s  d e cre a se s , but 
at the sam e tim e the quantity of fresh  acetone required  in crea ses  
(Fig£, 10 .4  and 10r 5, ). This tends to favoue the low er acetone 
con vers ion  fo r  ov e ra ll econom y, The acetone con version  has 
a lso  an im portant e ffect on the cost pf the furnace. By- 
in creasin g  the con vers ion  fro m  10% to 25%, the cost  o f the 
furnace d e cre a se s  by  40% (F ig. 10. 6), The cost  o f the acetone 
colum n a lso  d e cre a se s  sharply with the in crea se  in con vers ion  
(Fig, 10 .7 ).
The annual p ro fit in cre a se s  steadily with the r ise  in quench 
unit inlet gas temperature* (Fig, 10. 8). The effpct of quench 
unit exit gas tem perature on the annual p ro fit  is very  sm all 
(F ig. 10. 9). The co st  o f the quench unit d ecrea ses  sharply 
with the in crea se  in both its inlet and exit gas tem peratures 
(F ig, 10. 10 and 10. 11. ) t As the weight ratio of acetic  acid to 
anhydride in re cy c le  in cre a se s , the annual profit drops steadily 
(F ig, 10>. 12). H ow ever, the absorbent rate to the absorption  
unit in crea ses  v e ry  sharply (F ig. 10, 1 3 . ) .  F rom (F ig  10. 14. 
it can be seen that the co st  of the anhydride colum n in crea ses  ‘ 
slow ly  f ir s t  with this ratio , the in crease  b ecom es  linear and 
finally , the cost  shows a tendency to rem ain steady. The 
w eight ratio o f acid  to anhydride does not seem  to have m uch 
e ffect on the cost o f the acetone colum n (F ig. 10. 15).
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Figure 10.13, A cid to anhydride ratio in recycle Vs. Absorbent rate
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Figure 10.14. Acid to anhydride ratio in recycle Vs. Anhydride column cost
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Figure 10.15- Acid to anhydride reitio in recycle Vs. Cost of acetone columr
-3COOLING WATER RATE TO CONDENSER (lbs/hr,xlO ) 
Figure 10.16. Cooling water rate to condenser-cooler Vs. Profit
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Figure 10.17• Water velocity Vs. Condenser-cooler cost
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Figure 10.21. Variation of profit with acetone conversion and
water rate to condenser-cooler
The w ater rate to the condenser co o le r  a lso  does not have 
significant pf feet on the annual p rofit (F ig, 10.16), H ow ever, 
it has a-great influence on the cpst of condenser unit. The 
condenser - co o le r  co st  in crea ses  sharply with the w ater
: ’ -(Fig, 10. 17). • •
In the figures (10, 18 to 10, 21) the contours showing the e ffect 
o f two variab les  at a tim e on the prpfity a re :drawn. There 
are  five design  va ria b les  chosen fo r  the optim ization  study. 
T h ere fore , there w ill fee ten com binations fo r  such study. 
H ow ever, in thp present case , the design  variab le  n% acetone 
co n v ers ion " is is  kept as a fixed  variab le  fo r  all com binations,
- • This reduces.the num ber of com binations to four. The
co n to u rs 'fo r  all com binations are uniform , without any saddle 
< -- point and shallow , curving va lley. ■ G en era lly ;' m ost of the - r ' ■ *• 
* p ro ce s s 'd e s ig n  prob lem s have s im ila r  coutours, This favours 
the use of the pattern search  m ethod, Look, w hich is a p ra ctica l
  ' com prom is  e b etween the m ethod s w hich are extr'em ely eas y to
im plem ent and -slow to con verge  and the m ethods which are 
quick to converge but troub lesom e to-im plem ent;.- -The proposed  
m ethod / MOSP, has defin itely  im proved the e ffic ien cy  of Look, 
at the sam e tim e, keeping its s im plicity  fo r  im plem entation.
F rom  the p rogra m  oUtpub (Appendix D,’4), it can be seen that 
"the point vary  near to .the optimum- ia  reach ed  with'The*'‘firs t '
100 iterations. The rem aining iterations which number, 2 /3  
elf the total, are done m e re ly  to reach  and test the true optirdum, 
L e ," fb r  the m arioevre term ed ;:"Ehd Game".' ' . * <•. »
p rd eess  design  give su fficient in form ation  to the " ■ 
p ro ce s s  d esign er to ca rry  out the detailed design  
at optim al conditions. It w ill be extrem ely  useful 
i f  the detailed equipment designs can be done in the 
p rogra m  itse lf. Such calculations can be done unitwise 
in the subroutines, w hich are called  after the optimum  
point has been  reached, •
v e lo c ity  up to- 3. 5 f t /s e c .  and then it b ecom es  nearly  steady
10.4
The resu lt. hfdthA" of-aeeti:<r;.^Ky4lKl.de
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T h ere is an advantage in w riting the detailed design  
p roced u re  of each unit in a separate subroutine. This 
g ives the flex ib ility  o f rem oving any subroutine when 
new design  m ethods are developed.
This is , of cou rse , a trem endous task and a great deal of e ffort 
is requ ired  by  a team  consisting of d esign ers and p rogra m m ers . 
Once such p rogram s b ecom e  available, it w ill reduce the heavy 
burden of a p ro ce s s  engineer doing the conventional design  
calcu lations.
b) In the sensitiv ity  analysis o f the p r o ce s s , the e ffect
o f one variab le  at a tim e on the p erform an ce  of the 
p ro ce s s  is studied. In p ra ctice  it b ecom es  n e ce ssa ry  
to study the effects of two or m ore  variables at a tim e. 
As the num ber of variables in cre a se s , the sensitiv ity  
analysis study can not be presented in graphical fo rm . 
The system  equations have to be form ed  to estim ate 
reasonable  safety fa ctors  in a com plex  design problem . 
At present, no m athem atical a lgorithm  is available 
w hich can give a system atic p roced u re  to fo rm  the 
system  equations. Such w ork  is rea lly  needed to 
m ake the obtained optim ization results, m ore  usefu l in 
p ra ctice .
e) In the p ro ce s s  design  optim ization, it is a general
p ra ctice  to build a p re lim in ary  m ass balance program . 
This p rogram  is run a few tim es to have an idea of 
the e ffect of the chosen  design param eters. It is 
rather ea s ie r  to fo rm  the exp licit constrain ts.
H ow ever, it is v e ry  d ifficu lt to guess the feasib le  
lim its  fo r  the im p licit  constra in ts. M oreov er , these 
lim its a lso  have an e ffect on the chosen lim its  fo r  the 
exp lic it constrain ts. Although, m ass balance p rogram  
can give som e idea of the lim its  fo r  the im p licit 
constra in ts, it is very  tim e consum ing to exp lore  
the p ro ce s s  design  in ord er to determ ine these 
lim its ; Again, a system atic p roced u re  is n ecessa ry  
to overcom e  this d ifficu lty .
CH APTER U 
Conclusions
An optim ization  study o f the a cetic  anhydride p ro ce ss  design  using 
a M odified  Search P roced u re , M OSPs has been p erform ed . The 
follow ing conclusion s are drawn fro m  this study.
,1. The optim um  design  of the acetic  anhydride p ro ce s s  is at
acetone con vers ion  of 10%. The values of other design  
variab les  at optim um  conditions are as fo llow s.
D esign va riab le  Optimum value
.Quench unit inlet gas tem p. , (°F ) 1000
Quench unit exit has tem p. # (°F ) 290 ■*
W eight ratio  of a cetic  acid to
acetic  anhydride in the recycle#  ( lb /lb )  0. 70
Cooling w ater rate to c o n d e n se r -co o le r ,
( lb /h r )  600, 000
2. The optim um  point lie s  on the constraint boundaries. A ll 
• ‘ design  variab les  except quench unit inlet gas tem perature
are at their low er lim its.
3. The co s t  of the com puting tim e and program m ing effort 
requ ired  for  such a o n e -o ff  full optim ization  study amounts 
to a few  thousands of pounds, and against this should be 
set the savings which the optimum  design  p ro m ise s . The 
resu lts  of the optim ization  study show an estim ate return 
on capital investm ent fo r  installed equipment, (based on 
p r ice s  of the raw m ateria ls  p er long ton) of 5. 2% and also
a cash  im provem ent of £148, 000 over a non optim ized design  
done by  Jeffreys (52). The p ro fit  figures shown by the p rogram  
are rather high, m ain ly due to the values of the raw m a teria ls , 
which w ere  based  on p r ice s  p e r  lb. of ch em ica ls . F u rtherm ore, 
■ such an optim ization  study pays off. e sp ecia lly  if the optim izing 
■ p rogram  is useable fo r  future p rob lem s. Potential savings 
th ere fore , are re'ckoned to be  v e ry  large.
4, The proposed  m ethod, MOSP, is found to be v e ry  effic ien t
and easy to im plem ent fo r  p ro ce s s  design  p rob lem s. It 
is seen fro m  Table (II. A ) that, against the v e ry  tough test
. function generated by R osen brock  (83), the proposed  m ethod
shows p erform an ce  extrem ely  good. It is proved  that there 
is a high probability  of having only one optim um  set of 
conditions fo r  all sets of design  va ria b les , i. e. there is 
only one peak on the respon se surface . The 'M OSP' m ethod 
clim bs the peak without any d ifficu lty  fro m  given 1§ starting 
points.
5, The num ber of ob jective  function evaluations requ ired  to reach
the optimum* or com puting tim e is d irectly  proportiona l to the 
values of th<@ step s ize  con tro l param eters fo r  all d ec is ion  
variab les  (i. e, param eters  STEP and D E LT TA  of Appendix D. 1), 
and the m inim um  allow able value fo r  STEP (i. e. param eter . 
RHO of Appendix D. X). In the present w o r k ,: their b est values 
are found to be 0, 01, 0. 05 and resp ective ly . The value
of the param eter RHO can be in creased  if  the p ro ce s s  design
is requ ired  fo r  p re lim in ary  evaluation purpose, w here the
com puting e ffic ien cy  is le s s  im portant and an assessm en t of
many alternative con figeration s m ay be requ ired  in a m inim um
tim e. . 1
i TA B LE  HA
P e rform an ce  of 'M O SP1'aga inst variou s se a rch  
m ethods after 200 tria ls  on
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Y = 100 (X - X 2)2 + (1 - X )2
Starting point = - 1. 20, X^ = 1. 0, Y ~ 24. 20
Method x i i X 2 Y
Sectioning -0 ,9 7 0 0. 945 3. 882
Steep A scent -0 .6 0 5 0.371 2. 578
O rdinary Pattern . . . . . . . 0. 803
(LOOK) 
M odified  Pattern 0. 813 0. 650 4. 547 -2 10
(B ell and P|ke) 
W ood 's  Step 50 . ... . . . 1. 03 -2  10
R osen b rock 's  m ethod ’ 0. 995 0. 991 2 .2 0 10-5
'M OSP' X, 0004 1.0006 X.OOjo -6
o p t i m u m  ; i—
■ o o o o 1 ,0000 0. 000
One of the m a jor  benefits of an optim ization study is the 
ability  to study the topography of the response surface  by 
obtaining in term ediate printouts as a ’ s e a rch ’ p ro g re ss e s .
The adjustm ent of step s ize , sudden d e cre a se  in the p ro fit 
or ob jective  function, encounters with constraint^ - all 
provide, in form ation  regarding design  in various regions 
as defined by d ifferent sets of leve ls  of the design  variables.
One m ust be sure that the optim um  set o f design  variables 
is not on so sharp a peak of the m ultidim ensional hill that 
a slight change w ill plunge the design  into a highly uneconom ic 
abyss. Once an optim um  condition is obtained, th ere fore , the 
reg ion  around this sum m it m ust be explored . The response 
su rface  near the optim um  is v e ry  sensitive to the design  variab le  
acetone con version . The operating cost of the p ro ce ss  drops 
down with the acetone con version . H ow ever, the fresh  acetone 
requ irem ent in crea ses  sharply and thus, it favours the low er 
acetone con version  in point of view  of overa ll econom y. The 
acetone con version  a lso  has an im portant influence on the cost  
of the furnac© and of the acetone colum n, two m a jor  units of the 
p r o ce s s . T h ere fore  it can be said that the acetone con version  
is the key design  variab le  of the acetic  anhydride p ro ce s s . The 
next im portant design  va ria b le  is the weight ratio  of acid  to 
anhydride in the r e cy c le . This ratio  con tro ls  the fresh  a cetic  
acid required  to the p ro ce ss  and a lso  cost of the anhydride colum n.
The resp on se  su rface  is fa ir ly  flat with re sp e ct  to the rem aining 
design  varia b les .
The developm ent of a p re lim in ary  m ass balance p rogram  is an 
e sse n tia lp a r t  of an optim ization  study. It gives insight to the 
p ro ce s s  m odel, w hich is v e ry  helpful in build ing the lim its on 
both exp licit and im p lic it  constrain ts. It a lso  avoids the 
elem ents of state va ria b les  (e. g. com position  of a com ponent 
in the stream ) becom in g  negetive in the final run of the optim ization 
p rogram .
The algorithm s used in the present w ork fo r  the se lection  
of design  variab les  and. a lso to reduce the re c y c le  com putations 
seem  to be very  usefu l tools  and in future m ight b ecom e 
integrated parts of the optim ization calcu lations.
Using the a lgorithm s, 5 out o f the initial chosen  14 p ro ce ss  
variab les  are se lected  as the design  va ria b les . The application 
of the a lgorithm s to so lve  the re cy c le  p rob lem  suggested that the 
m inim um  no. of r e cy c le  param eters are 2 1. e. it is n e ce ssa ry  to 
assum e the values of at least 2 param eters to render r e cy c le  
calculations, a cy c lic . It is shown that if  the two re cy c le  param eters  
are  chosen  fro m  the already selected  design  va ria b les , the iterative 
calcu lations fo r  the r e cy c le  stream s can be su ccess fu lly  avoided.
The com puter p rogram  developed fo r  the optim ization  study is very  
general. The m ain p rogram  containing input data and the 
optim ization  m ethod, MOSP, can be used fo r  any other design  
p rob lem  having upto 50 d ec is ion  va ria b les . The p rogram  also  
contains a subroutine w hich ch ooses the best starting point from  
given sets of starting d e c is ion  variables (m axim um  num ber of 
sets can be 20). It Is upto p ro g ra m m e r ’ s ch oise  whether to 
use this subroutine or not. H owever, it is ecp erien ced  that 
this p roced u re  reduc.es the com puting tim e at the sam etim e 
giving the- sam e probab ility  of obtaining a ’ g lob a l’ optimum 
com pared  to conventional m ethods of starting fro m  the d ifferent 
sets of d ec is ion  variab les  and clim b h ills  until the ''h ig h est p e a k #/ 
is found.
The com puter p rogram  can a lso  foe used fo r  the sam e p r o ce s s , 
but with d ifferent production  rate and product com position .
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APPENDIX A
This appendix presen ts  a d escrip tion  o f the operation  o f pattern s e a rch . 
The gen era lized  flow  charts, figu res A.ja- d) , are intended to show the 
operation  o f  the pattern search . ^Before entering the p rogram , the 
ca lling  p rogram  must contain the follow ing quantities : total num ber o f
independent va ria b les , subroutine to ca lcu late value o f the function, to be 
optim ized , step s ize , m inim um  allow able value o f the step s ize , and 
ratio by  wLich step s ize  is to be changed.
In the gen era lized  flow  chart, the p rogra m  is broken into four section s, 
in itia lization , exp lora tory  search , pattern m ove and final c lo su re  tests . 
The notations used are essen tia lly  those used in the orig in a l paper on 
pattern search  by Hooke and Jeeves(50  ).
Table o f  Sym bols
Com puter Flow chart fo r  Standard Pattern Search P roced u re
D ELTA = curren t step s ize  fo r  all independent variab les,
delta -  m inim um  allow able value o f  D ELTA
rho = ratio by w hich D ELTA is  to be changed
k -  variable  num ber
K • = total num ber o f  independent • v ariab les
Spsi = the value o f  function at the base point
Sphi = instantaneous value o f the function
gg = m inim um  value o f  Sphi during a set o f search
m oves o f either type, 
theta = p rev iou s base point
phi(k) = instantaneous value o f k -th  variable
psi(k) = value o f phi (k) at last base 'poin t
Si(psi) = indicates that the value o f the function, is to be
ca lcu lated  by an.independent p rogra m  o r  subroutine.
(241)
Figure A. (a). Initialization of Pattern search
(242)
phi Jk] ** 2*DELTA — ► phi fkj 
Calculate S(phi)
S (phi) Sphi
phijjc] +DELTA— » phi [kj
' phi [k] +DELTA ->phi [k] 
Calculate S(phi) 
S(phi) — >Splii
Figure A. (b). Exploratory search
VFigure A. (c). Pattern move
APPENDIX B
Detailed P r o c e s s  M odel
To analyse the p rob lem  in detail and to develop  the p ro ce ss  m odel, is  
the m ost d ifficu lt phase of the optim ization study, Jeffreys( 52) 
has done the detailed ch em ica l engineering design of this p ro ce ss  
and his design is  used as a. m a jor  sou rce  of re fe ren ce  for  the present 
work.
The p ro ce s s  m odel contains (a) m ass  balance p rogram , (b) physical 
p rop erties  program ,, and (c) heat balance and the design of p ro ce ss  
equipm ent, each of w hich though not entirely  independent, is  
conyeniently treated  speara/tely in the follow ing paragraphs,
(a) The M ass balance program .
This is  the basic  design w ork  on w hich the rest  o f the calcu lations 
are developed. The m ass  balance program  /must be able to generate 
the flow sheets from  ..values of a set o f design va ria b les  and should 
include the solution of all r e c y c le  Xopps, The ch o ice  of the design 
va ria b les  is  a cru cia l stage and this is  already d iscu ssed  in 
chapter (3, 5), It is  a lso  often usefu l to specify  in form ation  about 
stream s within the r e cy c le  lo o p s , as these can cut down the number 
o f equations and iterations to be solved. It has already shown 
that selecting the top product com position  of the d istillation  unit as 
a fixed  design  variab le  s im p lifies  the m a jor  re cy c le  problem . Also, 
the ch o ice  of a cetic  ,acid  - a ce tic  anhydride weight ratio  s im p lifies  
the quench unit -  d istilla tion  colum n cycle  ca lcu lations. Both 
loop s  in fact, do not requ ire  any iteration . In the condenser and 
quench unit design  how ever, the iteration  calcu lations are le s s  
sim ple as the m ass and heat balances cannot be separated and it is  
n e ce ssa ry  to ca r ry  out s tep -w ise  p roced u res . The com position  of 
output stream s in both ca se s  w ill not be known until the design 
analysis is  com pleted .
In the quench unit, the con trolling  variable is  the tem perature of 
exit gases and in. the con den ser, it is  the exit water tem perature.
The. m ain purpose of the m ass  balance p rogra m .is  to provide the 
foundation of the com plete p ro ce s s  design m odel. This program  
m ay be used to exp lore  the e ffe ct  on the flow sheet o f variations 
in the p ro ce s s  layout (e. g. the in clusion  or om ission  of a re cy c le ).
It is  the general p ra ctice , to have a few  runs with the m ass balance 
p rogram .to  give ah idea of the e ffe ct  o f the param eters selected .
What m atters at this stage is  that the param eters should be 
su fficient to specify  the flow sheet com plete ly , and that the basic, 
flow sheet should be rapidly  soluble.. H ow ever, the com parison s 
are best m ade at a la ter stage after costs  have been added, so 
that the e ffect o f changes m ay be evaluated d irectly  in econom ic 
term s.
(b) P hysica l p rop erties  p rogram s
The p rogram s fo r  the co rre la tion  and prediction  of therm odynam ic and 
physical p rop erties  are probably the m ost w idely needed: o f a ll, for  
they provide essentia l data fo r  m any calcu lations. M ost of the c o -  
relations for  calcu lation  of physica l and therm .odynam ic p roperties  
fo r  the present study are taken fro m  the w ork of Sherwood {  9 5  )-, 
P e rre y ^  7 5  D avies ( 31 )^&nd G am bill ( 46 ). In the original p ro je c t  
w ork  by Je ffreys, the follow ing data is  available in graphical a n d /or  
tabulated form
. (i) %> ketene y ie ld  -  % acetone conversion .
(ii) com position  of the reaction  m ixture - % con version
(iii) quench unit effluent tem perature - m ass of a cetic  acid  -
anhydride in jected
(iv) liquid, tem perature ~ saturation of film  in equilibrium  
with liquid fo r  quench unit design.
(v) acetone -  esc. A cid  equilibrium, data
The above data is  program m ed  into com puter routine form . The 
a cetic  acid  - a cetic  anhydride equilibrium .data is  taken from  .Chu ( 2 6  ). 
F or quench tow er loading ca lcu lation s, the corre la tion  presorted  by 
Leva ( 65 ) has been program m ed. The graphs given by Kern ( 55 ) 
to calculate heat tran sfer c o -e ff ic ie n ts  have been co -re la te d ,
(c) The Heat balance and the design  of the p ro ce s s  equipm ents
The m ass  balance p rogram  d iscu ssed  above ca lcu lates the flow  
rates around the flow sheet with as little  re fe ren ce  as p ossib le  
to the actual equipm ent p aram eters. It is  now n e ce ssa ry  to add 
p roced u res  to calcu late these p aram eters , and a lso  quantities 
as heat loads and utility consum ptions. To do.th is, chem ical 
engineering design  m ethods fo r  the variou s item s of equipm ent 
must; be added to the program .. M ost o f the design proced u res  
are the sam e as those used by J e ffre y s .(52 ) These procedures 
involve variou s c la s s ica l ch em ica l engineering and m.athema.tical 
m ethods. Thus each item  of equipm ent is  d iscu ssed  in the follow ing 
paragraphs, with its purpose in the p ro ce ss  and its design  proced u re .
(i) Furnace (R eactor)
This is  one of the m ost im portant item s of equipment in the flow sheet. 
It co v e rs  about -f- o f the total capital co s t  o f the plant. The crack ing of 
acetone has two specia l features,. ( 3 0  ). F irs tly , the feed  stock is 
an extrem ely  high p r iced  one and hot acetone is the m ost searching 
m ateria l in finding leaks through jointed  tubes.
Secondly, the plant is  to be geared  to the needs of a v e ry  costly  
w orks, w here an interruption  o f anhydride supply would be 
extrem ely  expensive, so that im m ediate repla.cem.ent of split or 
faulty cracking tubes is  im perative . Thus, specia l m ateria l 
of construction  fo r  the furnace tubes is  necessary , Jeffreys has 
recom m ended  25 /20  n ickel chrom ium  steel fo r  the furnace tubes.
The furnace is represen ted  in the flow sheet m odel by its heat duty. 
The total heat requ irem ent is  con s id ered  to be m ade up of six  
contributing parts as fo llo w s :-
(1) preheating the liquid  acetone to its boiling point.
(2) vapourization  of the acetone.
(3) superheating the acetone.
(4) supply the heat of crack ing
(3) heating reaction  products to exit tem perature of furnace
(6) preheating feed  to acetone colum n.
The heat duty of-the furnace depends upon the chosen  conversion, 
feed  rate, feed  com position , and reaction  tem perature. In.the 
present w ork , to sim plify  ca lcu lations, it has been assum ed that
(a) the datum .tem perature of the liquid acetone feed  is  at 86°.F„
(b) the furnace tubes operate at a p ressu re  of 5 atm, (c) the 
tem perature of the liquid m ixture ip the crude storage tank to the
O , Xacetone unit is  104 F  (d) the therm al e ffic ien cy  of the furnace is  
75%
: It the total heat available fro m  the p ro ce ss  gas is  not sufficient 
to provide the heat duty of the furnace, town gas w ill be requ ired , 
the quantity of which w ill depend on the additional heat required .
Once the above stated p aram eters  are specified , the furnace m odel 
can be calculated  without m uch difficu lty . F or design purposes,
Jeffreys has recom m ended  a conventional type of tu be -still furnace, 
although for  optim ization  studies the detailed design  is not n ecessa ry .
(ii) Quench spray
The hot vapour leaving the crack ing furnace at sp ecified  tem perature 
m ust be rapidly coo led  to prevent d ecom position  of the ketene. This 
quenching is  m ost, conveniently ca rr ie d  out by in jecting a fine spray of 
acetic  acid  - a cetic  anhydride of se lected  weight ra tio , which is  obtained 
as bottom  product from  acetone d istillation  colum n. The tem perature 
of the p ro ce s s  stream -leaving the quench spray is  a lso  a decision" 
param eter, besid es re cy c le  com position . The sim ple four jet 
unit has been em ployed for  thisl
Once the ex it gas tem perature has been specified , the m ateria l 
balance over the quench spray can be done.
(lii) Quench tow er
The quenching started at the quench spray is to be com pleted  in a
packed quench tow er by contacting the partly coo led  gas with a
further quantity of acid  anhydride m ixture of specified  com position .
F or packing, 3" stacked stonew are rings have been chosen  and
M o rr is  and .Jackson ( 68 ) state that fo r  3" rings the gas fate 
3 2should be 19800 ft /f t  hr o f a ir. The quench liquor rate has 
to satisfy the constraints a lready stated/hr chapter ( 3 . 4 . )
The exit gas tem perature is the m a jor  d ecision  param eter for 
quench unit design. It is  n e ce ssa ry  to know the acetic  acid  
concentration  in the exit gas, fo r  the height of packing calculation. 
The fo rm e r  quantity can be ea s ily  com puted once the in let gas 
com position  is  determ ined, because the exit gas phase m ust contain
1 . 0  m ole of acetic, acid  per m ole  of ketene.
o
The r ise  in liquor tem perature is  assum ed to be 100 F. The 
quench tow er is  a c la s s ic  exam ple of p ro ce ss  design  involving 
solution of sim ultaneous heat and m ass transfer equations by 
finite d ifferen ce  m ethod. The detailed m ethod of solution has been 
given by J e ffrey s , H ow ever, Je ffrey s  has calcu lated  the height 
o f packing to coo l the gas.to  a sp ecified  tem perature and with 
requ ired  acetic  acid  concentration  by plotting the resu lts  for 
d ifferent exit liqu or tem perature. The point at w hich these 
two cu rves m eet g ives the requ ired  height of packing and the 
correspon d in g  exit liqu or tem perature. F or the autom atic 
ca lcu lations, this m ethod cannot be used. To avoid the d ifficu lty , 
linear co -re la t io n s  fo r  the above m entioned two cu rves have been 
developed. On solving these two linear equations sim ultaneously, 
the height o f packing and. exit liqu or tem perature are obtained.
This subroubneis built into the m ain program,. D iff icu lty  has been 
experienced  when these cu rves  are not linear or when they have 
nearly  the sam e slopes. The latter situation is  the w orst 
because in such ca se , the resu lts  obtained are im p ra ctica l. The 
obvious rem edy is  to im p ose  constra in ts on dependent param eters.
The m ateria l balance over the quench spray and to w e r  ean be 
done after com pletion  of unit design. This design has an 
im portant influence on acetone colum n - quench unit r e cy c le  
and this is  a lready d iscu sse d  in chapter ( 3. 7). The liquid leaving 
the base of the quench tow er w ill be passed  to a filter  which w ill 
rem ove any coke carr ied . out of the reaction  furnace. P e rry  ( 7 5  ) 
recom m ends continuous p ressu re  p recoa t filter  fo r  such, operation.
(iv) Condenser -  c o o le r
The gases leaving the qnenc.h unit contains a large quantity of non 
condensable gases. These non condensable gases w ill low er the 
heat tran sfer c o -e ff ic ie n t  that would otherw ise be the case . M oreover 
the values of the co «e ffic ie n ts  w ill vary  con siderab ly  throughout the 
unit as the amout of condensable vapour in the gas phase is diminished 
Hence the use of the logarithm  m ean tem perature etc. is  im p ossib le  
and because of-these d ifficu ltie s , the design p roced u re  recom m ended 
by C@lburn and Hougen ( 27 ) fo r  co o le r  - condensers fo r  cooling 
m ixtures of vapours and non condensable gas has been used.
In the condenser design , there is  a liqu id  phase reaction  between 
a cetic  acid  and ketene in addition to sim ultaneous heat and m ass 
tran sfer. The percentage ketene condensed from, the gas phase 
is  the m a jor  design param eter. It is  assumed, that all the ketene 
that is  condensed w ill react with the condensed acetic  acid  be fore  
it leaves  the condenser and condensation o ccu rs  at constant 
p ressu re . The rate of r e a c t io n  betw een acetic  acid  and ketene 
is  rapid and accord in g  to the equation
The coo lin g  w ater rate through the tu bes  is a lso  se lected  as a 
param eter. F or design  p u rp oses , it has been estim ated that a 
suitable exchanger would be 14* in length containing 300 tubes 
each 1. 0 in. O. D. and tubes would be arranged on a square pitch 
with 0. 25" spacing.
GH :GO + GH COOH - 2 3
Eqn No.
and the heat of solution is
^  H = -  11500 Gal /  m ole  of anhydride form ed (Eqn No. B. 2)
The design  of the condenser involves the follow ing iterations:,-
(251)
The r ise  in tem perature of cooling w ater is  estim ated and 
iterated  until con vergen ce  is  achieved. This iteration  
p rocedu re  is  n e ce ssa ry  because it is  not p oss ib le  to m,ake 
an overa ll heat balance in ord er to evaluate the exit wa.ter 
tem perature. A lso , the procedure o f Colburn and Hougen 
involves a s e r ie s  o f step w ise calcu lations and thus it is  
not p ossib le  to knew in advance the total amount of 
vapour condensed..
The step w ise  proced u re  of Colburn and Hougen also 
involves the assum ption of condensate in terface  tem p era ­
ture at each step and then ca rr ie s  out the heat balance and. 
this itera tion  is  continued until the heat balance is 
satisfactory .
The heat tran sfer surface is  ca lcu lated  by num erical integration of 
the resu lts  obtained by stepw ise calcu lations.
Both the quench unit and condenser occu p ies  an im portant position  
in the p ro ce s s  flow sheet and. it has been found that the m a jor 
proportion  of com puting tim e faken fo r  flow sheet calcu lations is  
consum ed by these units.
(v ) Ab s o r pti on unit
The uncondensed vapour leaving the condenser is  to be passed  into 
an absorption  colum n in which the ascending gas is  to be contacted 
with a cetic  acid  to rem ove 99% of the ketene. At the sam e tim e 
acetone w ill be absorbed, in a cetic  acid. M oreov er , im m ediately 
the ketene is  absorbed  it reacts  with the acetic  acid  to fo rm  acetic 
anhydride and a la rge  amount of heat is  liberated .
(a)
(b)
The heat of solution and reaction  of ketene and acetic  acid  are 
given accord in g  to equation (B. l)  and (B„ 2) resp ective ly . The 
chem ical reaction  is  o f pseudo f ir s t  order with reaction  rate 
c o -e ff ic ie n t  k of 0. 075 second * (JsS*), The equilibrium  relation  
between the ketene in the gas and the in terface  and ketene in the 
liquid phase can be exp ressed  by relation  (B. 3)
Yf = 2 , 0 X  (Eqn No. B. 3)
w h ere ,
Y** -  lb  m ole  k e te n e /lb  m ole  of gas.
X  ~ lb  m ole  k e te n e /lb  m ole liquid,
and the expected  plate e ffic ien cy  is  40%. (52 )
Thus, the absorption  unit is  an exam ple of m ulticorpponent 
absorption  with a chem ica l reaction . The solubility o f the 
acetone in a cetic  acid  is  high; and as a large quantity of acetone 
is  p resent in the gas phase, the heat of absorption  of acetone 
w ill be high. So to keep the tem perature of the descending liquid
as low  as p oss ib le , it is  recom m ended  to use plate type tower
with interstage cooling^ (52 )„
The m a jor  function of the absorption  unit is  to r e co v e r  the ketene 
fro m  the gas. When the num ber of stages n ece ssa ry  to absorb  
the ketene has been established the amount of acetone that would 
be absorbed  by this contacting w ill then be evaluated. If the 
absorption  of the acetone is  near com pletion  som e adjustm ent in 
num ber of stage w ill be m ade to m ake reco v e ry  of acetone also 
com plete. This design  approach  is  due to Jeffreys.
The absorption  unit occu p ies  a centra l position  in the p ro ce s s , and its 
design has an im portant influence on the flow sheet calculations.
(252)
Its design .is  not only based on its  own design p aram eters  (i, e, 
d ecis ion  va ria b les ), ‘but a lso  on certa in  key param eters which 
have m a jor  influence on whole flow sheet e„ g. until the acetic, acid  - 
anhydride weight ratio  fo r  quench unit -  acetone column, re cy c le  
is  specified , the absorbent rate to the absorber cannot be 
determ ined. In fact, it is  n e ce ssa ry  to ca rry  out the m ateria l 
balance over crude product storage tank, to decide the 
absorbent rate.
The num ber of plates are  ca lcu lated  using the m ethod of finite 
d ifferen ce  equations (52 )» J e ffrey s  used the graphical plate 
analysis to ca lcu late the quantity o f acetone that w ill be 
absorbed  on each plate. To con vert this procedure into com puter 
routine fo rm , the follow ing p roced u re  is  used. The m ateria l 
balance fo r  d ifferent p re se le c te d  percentage of acetone absorbed  
is  done and stored  in the m,achine. Using this stored, in form ation , 
it is  easy to find the c o -  ordinates* of any point on the operating 
line fo r  acetone absorption , by the m ethod of linear interpolation. 
S im ilarly , fro m  the co -re la t io n  developed fo r  the vapour » 
liquid  equilibrium  data, heat balance calcu lations are done using 
previous stored  in form ation . The w ater rate to an external plate 
exchanges is  recom m ended  to be 12, 500 lb /h r  ( 5 2  )» However, 
this rate is  con s id ered  as a design  param eter. in the present 
study. The rem aining design  p roced u re  fo r  plate exchangers 
is  the same as that of Jeffreys.
(vi) Crude product storage tank
The liquid  product fro m  the co o le r -co n d e n se r  is  passed, 
to the crude product storage tank, w here it is  m ixed  with the 
liquid product fro m  the a bsorber.
The m ateria l balance fo r  the storage tank has already been done
in the absorber design. The m ixture from  this storage tank w ill
constitute the feed  to the acetone d istillation  colum n. ' The
com position  of top product o f the column, is  specified  to sim plify
r e a c to r -  acetone column, r e c y c le  calcu lations and the part of
the bottom .product is  r e cy c le d  to the quench unit. Thus the weight
ratio:; of acid  -  anhydride in the latter recycle , in fluences the
m ateria l balance over the crude storage. Jeffreys has shown that
the tem perature of the m ixture in the storage tank would, be 
o
104 F, In the presen t w ork , this value is  kept constant, so that 
a heat balance over the storage unit fo r  every  flow sheet calcu lation  
is  unn ecessary . The tank capacity  is  calcu lated  on the basis  o f a 
three hour holding tim e,
(vi:l.) A cetone d istillation  colum n
A cetone d istillate produced  by the acetone d istillation  unit m ust be 
of sa tisfa ctory  quality fo r  re cy c lin g  to the rea ctor  and, the bottom, 
product should have sp ecified  a cetic  acid  -  ac. anhydride w dght 
ratio  fo r  r e cy c le  to the quench unit. The m ateria l balance over 
the acetone d istillation  colum n can be done once these param eters 
and the acetone com position , in the bottom  product a r e ,specified .
The design  o f the acetone column, is  done by conventional plate 
to plate calcu lation  with heat balance and with a lo ca l optim ization 
in one variable  to find the'optim um rvalue of the re flu x  ratio.
A s this is  the separation of a m ulticom ponent m ixtu re, a tria l 
and e r r o r  proced u re  o f L ew is - M atheson ( ) has been used.
The plate e ffic ien cy  is  taken to be 50%. The colum n diam eter 
is  ca lcu lated  by the m ethod given by Smith and. Sawistoskij, ( 98 )d 
There  are few  iteration  loop s  in the d istillation  colum n design.
F or the calcu lation  of the plate tem perature, a value of the tem perature 
is  assum ed and from  the partial p ressu re  - tem perature co -re la tio n s  
fo r  three com ponents, the sum o f the p artia l-p ressu res  o f the three 
com ponents is m ade equal to the colum n p ressu re  of 760 m m .Hg,
F or convergence an a ccu ra cy  o f 1% is  con sidered  adequate.
The detail design  of plates such as plate spacing, bubble cap design 
etc. is  not n e ce ssa ry  fo r  an optim ization study. The designs of 
a c c e s s o r y  heat exchangers are ca rr ie d  out using conventional 
m ethods.
The quench unit - acetone column, re cy c le  rate is  a lready determ ined 
in the quench unit design , (and.its com position  is  a specified  param eter). 
T h ere fore  the bottom  product rate to the acetic  anhydride colum n can 
be determ ined without any d ifficu lty .
(v iii) A ce tic  anhydride colum n
The acetic  anhydride colum n is  requ ired  to separate the part o f the 
bottom  product of the acetone colum n into a d istillate  which is  
prin cipa lly  a pure a cetic  acid  and a bottom  product that con sists  
of a cetic  anhydride with requ ired  purity and production  rate.
The design  of this colum n is  ca rr ie d  out by m eans o f a plate to 
plate calcu lation  with heat balance and the lo ca l optim ization 
in one variable to find the optim um  reflu x  ratio. The design 
proced u re  is  v e ry  s im ila r  to previou s colum n, except that the 
treatm ent here is  m uch s im plified  by the fact that it is  p ossib le  
to treat the m ixture as a binary.
This is  justifiable  because the acetone in the feed  amounts to 
v ery  sm all percentage. The overa ll m ateria l balance fo r  the 
colum n is  v e ry  straightforw ard. The com puter routine form, 
o f M cCabe - Thiele m ethod is  used fo r  a plate to plate 
calcu lation  assum ing plate e ffic ie n cy  of 55%. The colum n 
d iam eter calcu lations are done in the sam e way re fe rre d  to 
previously .
G eneral design considerations
It is  n e ce ssa ry  to point out that in the present w ork, the designs 
o f certa in  a c c e s s o r ie s  such as pum ps, b low er, separators are not 
considered .
The design cap acities  o f storage tanks for  acetone, a cetic  acid  and 
acetic  anhydride are calcxRated on, the basis  of three w eeks supply. 
The capacity  of reflu x  accum ulator fo r  d istillation  colum n is  
ca lcu lated  on the basis  o f vo lu m etric  reflu x flow .
As the detailed chem ica l engineering design of the p ro ce s s  done by 
Jeffreys ( 52 ) is  available, it was decided  to keep the same type of 
equipm ent fo r  the particu lar operation  as that designed by Jeffrey a 
F or instant, D aroux ( 30 ) pointed out that the use of R osenblad 
spiral plate exchangers are m ore  econ om ic than shell and tube 
heat exchangers because of their low er cost per equivalent square 
foot o f st steel surface. Such alternative equipment design is  
not con s id ered  in the present w ork. The sam e is  true fo r  the 
m ateria l of construction  used fo r  the equipm ents. Fortunately, 
the co st  data fo r  the equipm ents with, the m ateria l o f construction  
stated by Jeffreys are read ily  available in the literature.
The purity and the production  rate of acetic  anhydride product are 
chosen  as the specified  param eters. The advantage of this is  that 
the gen era lized  com pute^ p rogram .can  be used for  any d esired  
specifica tion  of product rate and purity. Unfortunately as for  the 
reason  given b e fo re , it was n e ce ssa ry  to choose the purity of 
product as a fixed  param eter fo r  optim ization study.
(258)
APPENDIX C
A pplication  o f  JDynamic Program m ing to Acetic Anhydride P roces s F low sheet 
The ser ia l structure o f the p ro ce s s  flow sheet crea tes  a p e r fe c t  environm ent
Appendix the application  o f dynamic program m ing to the acetic  anhydride 
p ro ce s s  is  d iscu ssed  b r ie fly . The exact n u m erica l values fo r  any state
d iscu ss the p roced u re  o f dynam ic program m ing and its lim itations.
G enerally , dynamic program m ing analysis is  ca rr ie d  
out backw ards, i. e. starting from  the last stage of 
the flow chart and ending at the f irs t  stage (and thus 
the num bering o f stages is  chosen backw ards, see 
figure G. 1). This is  becau se , fo r  m ost p r o ce s s  
stages there exists a transform ation  given by the
X _ = tn (Xn, Dn)n  -  1
The approach  is  v e ry  suitable fo r  a p r o ce s s  with fixed  
input. H ow ever, in the a cetic  anhydride p r o ce s s , 
output has been fixed . This is a 'f in a l5 state p rob lem . 
The recom m ended  solution ( 71) fo r  such p rob lem  is 
to treat it as "in itia l - final" state p rob lem  i. e. to find 
fn (Xn, X o ) ,  the optional N stage return as a function of 
the input state o f stage N and the output state fro m  stage 
one. The re cu rs iv e  equations are rather d ifferent fro m  
those given in Chapter 7. At stage one, a two state 
p rob lem  is  solved .
fo r  dynamic program m ing application. This is  the m a jor  reason  why 
dynamic program m ing has been w idely  used in p ro ce s s  designs. In this
o r  d ecis ion  variab le  is  not con s id era b le , because the b a s ic  idea is  to
C. 1 R ecu rs ive  equations
equation :
subject to
(259)
A fter  determ in ing.f ( X ^ X q)> the rem ainder of the 
re cu rs iv e  analysis p roceed s  exactly  the sam e as 
d escr ib ed  in Chapter 7, except that at each stage 
o f the analysis, X^ is  ca rr ie d  as an additional 
state. Thus, the recu rs iv e  equations are  :
f o r n = 2, 3, , . , , N
C. 2
Finally, the optim ization  over  the. in itial state is done
When the above re cu rs iv e  equations are applied to the
w ill be as d iscu ssed  in the next section .
Dynam ic p r o gram m ing p ro c e dur e
F igure (G, 1) shows the s im plified  flow sheet o f  the acetic 
anhydride p r o ce s s , with each stage represen ted  in 
n u m erica l order#
In.the follow ing d iscu ssion , the subscrip t denotes the
stage num ber and su p erscrip t denotes the elem ent of
12that v e cto r , e .g .  X^ represents the secon d  feasib le  
value o f  the state variab le  1 o f  stage 1,
Tables ( c .  1) to (C, V I 1) shows the stagew ise dynam ic 
program m ing analysis. Under the stage d ec is ion  
colum n, only the optim al d ecis ion  (shown b y  starred  
value) fo r  the correspon d in g  input is shown,
- 1) One stage returns
acetic  anhydride p r o ce s s , the stagew ise p roced u re
The p roced u re  begins with Stage 1 , F or n = 1,
equation (7. 9), with som e m odification , b ecom es
■ D j, X j)  * (X j . -D j , X -) ,  .since fo (xo )
is taken to fee  zero , w hich is sim ply the net stage
I -return. The-com putation is- ca rr ied  out fo r  - 
every  stage 1 Input - d ec is ion  com bination, with 
resu lts  as shown in '"Table (C . i ) .
(2 6 0)
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T a b le  C. I 
One stage returns, Q ^(X ^,D ^,X ^)
(261) . .
(262)
The final step in the analysis o f stage 1 is  the
designation o f the optim al decision  -  ca llin g .it
*  * ' .
(X^) -  d the m axim um  return, f^ (X ^  X^j,
fo r  each of the feasib le  values fo r  the input (X -J
The starred  values in Table (C. 1) p rov id es  this
11 21 15^designation, e. g. . (x^ * x  ) = <dj • This
corresp on d in g  value for  the stage return w ill be
the optim al return, f^ (X ^ ,X ^), which is  the revenue
from  the sale o f the product plus the p r ice  o f  the
a ce t ic .a c id  m ade available as the. top product minus
the operating cost  (capital + running cost) o f  the
colum n. The feasib le  values o f the feed  com position  
21(i, e, e t c . ) are dependent upon the acetic  a c id /
anhydride weight ratio in quench unit - acetone colum n 
re cy c le , w hich is a m a jor  d ecision  variab le  in the 
p r o ce s s .
ii) Two, stage returns
Turning now to two stage p r o ce s s , consisting  o f 
stage 1 and 2, the com bined two stage return is 
ca lcu lated  fro m  equation (7. 9) i. e.
Q 2(X 2 ’ D2) = 82<X 2 '1V  + f l<X l - X 0)
T h ere fore , fo r  every  feasib le  value o f the input 
and d ecis ion  at stage 2, there w ill be a value of 
stage 2 return and the output (i. e. stage 1 input). 
Table (G. l) gives the optim al stage 1 refcurh fo r  
the p articu lar output. Thus the value of 
Q (X ,D  ) fo r  every  stage 2 input - d ecis ion
«  La *
com bination  can be found. This com putation 
is  shown in Table (G.XX).
The'Optim al stage 2 decision (giv ing optim al 
return, f  (X , X ))is  again ind icated  by theA C* U
starred  value fo r  each p oss ib le  input (K^)*
One o f  the outputs o f  stage 2 , acetone colum n, 
is  d ivided into two parts. O ne'part becom es 
feed .to  the stage 1 and the second  part r e cy c le d  
to the quench unit. The stage 2  return con sists  
o f  the p r ice  o f  acetone hiade available fo r  re cy c le  
minus the operating cost  o f the tow er.
Three stage returns
No p r o ce s s  design is  involved in stage 3 analysis.
The stage 3 return is negative s ince it is the capital 
co s t  o f the storage unit.
Four stage returns
Uqlike the previou s stages, stage 4, absorber , has
two, d ecis ion  va ria b les . Thus, fo r  each input, X4,
ltn *there..is a optim al value fo r  each decision , d , 
and d^ , w here m  and n are  p ositive  in tegers, 
w hose values represent the grid  points. F or  the 
four stage p r o ce s s  consisting o f  stage 4 plus the 
three stage p r o ce s s  just con s id ered  above, the return 
is  com puted fro m  equation (7. 9) with n = 4? ca rry in g  
out the com putations fo r  all input d ecision  
com binations y ie ld  Table (G.I1I) w here the sta rred  
values agSrin designate the optim al decision s 
4 * ( 4 *^ and the m axim um  four stage return, 
f^(X^, 2Cq), fo r  each p oss ib le  input value (X^).
(264)
A s above, stage 4 return is negative. It con s ists  
o f  operating co s t  o f  the tow er plus the p r ice  o f 
absorbent and coo lin g  w ater requ ired . H owever, 
it can be noted that the fou r 'stage  p ro ce s s  return 
is p ositive ,
v) F ive stage p r o ce s s
H ere again tw o .d ecis ion  variab les  are present, 
v iz , coo lin g  w ater rate and % ketene to be 
condensed. The stage 5 has two output states, 
th,e*ga^seous product becom ing stage 4 input and 
the liqu id  product is  to pass to the crude storage.
The com putation fo r  all input - d ecis ion  com binations 
is  as shown in Table (C. IV).
Stage 5 return is  also a negative quantity, it 
con s ists  o f  operating cost  o f the condenser plus 
the p r ice  o f  the cooling  w ater.
Table C. II 
Two stage returns, Q (X , D »X  )
 _____ .   C ' C C U
(265)
Stage 2 input, X^ Stage 2 decision ,
F eed  rate F eed  com positi
11 21
X2 *2
22
X2
23 
X2
24
X2
IT*# 25**
X2 . X2
15 25 
2 2
on R eflux ratio 
1*d2 . .
4>:<
. . d2 . 
d2
d2* . .2 °
. . . . 4 »
. 4 *  . . .
(266)
Table C .IH
F our stage returns, Q ,(X  .D . ,X _ )4 4 4 0
Stage 4 input, X Stage 4 d ecis ion s , D
F eedVrate 
11x
x 13
x
X
15**
4
15
F eed
com position
21x
X
25
x
X
X
23**
4
24 
4
25
A bsorbent rate
14
11*
12* *
11*
13*
C ooling w ater rate
2?*
.23*
21**
4<
.2 2 *
24*
Five stage returns, Q (X . D , )   5 5 5 0
Table C. IV
Stage 5 input, X^ _ 5 stage d ecis ion s , D
5
F eed  F eed  
rate com p.
11 21
X5 ^5
25
X5
13** 23*^ 
x „  x „5 5
15
x c  -D
25
*5
G ooling w ater rate
11*
*5 •
0 0 0 9 0
, 13* d r 5 -
1 4 * *
d5
0 0 0 0 0
0 o 0 0 a
0 0 4 0 0
12*d*5
%Ketene to be 
condensed
23*
5
21* d .5
,22**d5
,23*
5
\vi) Six stage returns
The partly  co o le d  gas leaving the quench spray 
(stage 7) is  com plete ly  quenched in a packed tow er 
by contacting the gas with a a c e t ic ‘a c ir i /  acetic 
anhydride m ixture. The tem perature o f  the coo led  
gas leaving the tow er is a d ecis ion  variab le . The 
com putation fo r  s ix  stage p r o ce s s  is  shown in 
Table(C . V)
Table C .V
Six stage returns, Q .(X
 ! _  6  6  6  0
(268)
Stage 6 input, Stage 6 decision , D6
F eed  rate F eed  com p ositi
11 21x> X,6 6
22x  >6
14 21
x 6
14** 24**3^  / X /6 6
0
15 
x 6
25
*6
on Exit gas tem perature 
• d6
i*a 6 . . .
O 0 0 0 0 0 
2*
d6 . • • • ' •
,6**
. d6
0 O' 0 9 0 o
j s n t
<*
P
(269)
The stage 6 return, con sists  o f operating cost  o f the 
tow er plus the co st  o f  make up acetic  acid  required , 
o f  cou rse , the stage return is a negative quantity 
as b e fo re .
v ii) Seven stage returns
The hot vapour leaving, the crack in g  furnace 
(stage 8) are quenched by in jecting a fine spray 
o f  a m ixture o f  acetic  acid  and acetic  anhydride.
The tem perature o f  the p ro ce s s  leaving the quench 
spray  is  a d ecis ion  variable fo r  this stage. Table 
(G .V l)  shows the com putation fo r  seven stage p r o ce s s .
Table C. VI 
Seven stage returns, CX, ,, (X,.,, D^, X^)
Stage 7 input, X^ Stage 7 decision ,
F eed  rate
Feed,
com p. Exit- gas tem perature
11 21 2*
7*7 *7 . .
22x? . 4*d7 .
11*X
23** 1**- a7 . . .
• . . •
p » « 0 0 0 » 9
13 24 3*x_ x „ 0 9 d_ 0 O7 ■ 7 7
0 , # ♦ * o a
15 25
*7 • •
5*
d7
viii) Eight stage returns
In stage 8, the p yro lys is  o f acetone to ketene is
ca rr ie d  out , The d ecision  variab les  fo r  this
stage are , % acetone coh version  and tem perature
o f the therm al crack ing . The stage input con s ists
o f pure acetone. T h ere fore , the iiiptit state, X  ,8
has on ly  one elem ent viz . feed  rate. The com putation 
fo r  eight stage p ro ce s s  is shown in Table (C„ VT1) o
Table C. VII
Eight stage returns, Q (X c , D , X ).     8 o 8 u
Stage 8 
input, X g Stage 8 d ecision , D . 8
F eed  rate
1
2
x 8
■
X8
4
x 8 "
5 
X8
% Acetone con vers ion  C rack ing,tem perature
,15* ,22*
8 8
,14* 23*
8 * • 8
13** 21** 
d8 ° ° d8
‘ 12* 22*
,11* ,24*
8 ‘ ’ * • /  . d8
Being a ’ fin a l’ state prob lem , it is  n e ce ssa ry  at this stage to c a r r y  the 
optim ization  over  the initial state, a ccord in g  to equation (C. 4), A s the 
output o f  the p ro ce s s  is  fixed , the state input is decided by the se lection  
o f  d ecis ion  variab le , % acetone con version , (also re fe r  to equation (3, 6)). 
The optim um  d ecis ion  w ill be that one which gives the highest p ro fit  fo r  
the eight stage p ro ce s s , This state d ecis ion  variable com bination  has 
been  denoted by the double s ta rred  value in Table (G„ V II), The optim al 
d ecis ion s  also give the optim al stage 8 output i„ e, .optimal stage 7-input 
state. Suppose, this is  the one denoted by double sta rred  in Table "(C, V l) .
'V „ 1; q .
The table a lso indicates that fo r  this input, the optim al stage 7 d ecis ion  is
* ] 1 D (X^*)=d^*, This stage 7 d ecis ion  yields the optim al stage 6 input, as
again shown by the double sta rred  value in Table (G„ V). The table revea ls
that fo r  this input, the optim al stage 6 d ecis ion  is  At this stage, we
also know the optim al acetone colum n-;quench re cy c le  state and optim al 
13 >;o;< 23**
stage 5 input (X   ^ * * * “ 5 (G.olV)). F ro m  this table it can
be seen that fo r  this input, the optim al stage 5 d ecis ion s  are D* (X*) = 
d l4 **5 j d|2**. This p roced u re  is  continued until stage 2, i. e„ acetone 
colum n. At stage 2, the optim al d istillate  rate corresp on d in g .to  the 
optim al input is known. The optimal, p ro ce s s  input (stage 8 input) is  
a lready com puted in stage 8 analysis. The subtraction o f  the fo rm e r  
quantity fro m  the latter y ie lds the optim al fresh  feed  requ ired . Table 
(C. II) a lso revea ls  the optim al stage 2 output. H ow ever, this output 
is  divided into two parts, the f ir s t  part is  re cy c le d  to the quench unit 
and secon d  part b ecom es  stage 1 input. The optim al quench unit 
re c y c le  state has been com puted in stage 3 analysis. T h ere fore , the 
optim al stage 1 input can be determ ined, this is , say, denoted by 
double s ta rred  value in Table (C. I). This table also gives the optimal, 
stage 1 d ecis ion  fo r  the optim al stage input.
The optim al plant d ecis ion  is then the stages operated  at the state and 
d ecis ion  variab les  denoted by double sta rred  values.
.Limitations o f  dynam ic program m ing analysis
In the flow sheet p rob lem  o f  the acetic anhydride p r o ce s s ,
there are re la tive ly  few d ecision  variab les  p er stage.
H ow ever, fo r  m ost o f the stages, the input contains as
many as nine elem ents. This m akes dynamic program m ing
analysis friuch m ore  difficu lt than it appears th eretica lly .
F or m ost p ra ctica l purposes-, v e ctor  X , with at m ost
three o r  under som e circu m sta n ces , four com ponents
is  the la rgest that is com putationally feasib le .
The other drawback o f  dynamic program m ing is that it
gen era lly  requ ires  to com pute interpolation  o f  two stored
values. F o r  exam ple, suppose, we have optim al stage 4
In**input fro m  stage 5 analysis, say x  , and this value lie s
13 14betw een the stored  values x  and x , then it is n e ce ssa ry
to ca r r y  out in terpolation 'to  obtain optim al 'decision', D 
/  lh **s 4
K  >•
The p resen ce  o f  m u ltidecis ions at each stage  is not very  
uncom m on in p ro ce s s  designs.Optim um  seeking, m ethods, 
such as d irect search , can be p ro fitabe ly  in corp ora ted  into 
dynam ic program m ing to solve such p rob lem s.
In. the presen t flow sheet problem , the re cy c le  com putations 
are m uch m ore  sim plified . The utility o f  dynamic p r o g r ­
am m ing b ecom es  v e ry  lim ited  in situation, involving 
m ultiple r e c y c le s .
APPENDIX D 
Com puter P rogra m  fo r  P r o c e s s  D esign Optim ization
D, 1 P rogra m  input
(273)
Card Set 
Number
F orm at
8.J 4
£  F 10 .4
V ariab les
Card set 2 is provided fo r  each com ponent
8 F 10 .4
4 8 F 10,4
RWR
A B P
A T P
A.CXDBP
ACIDTP
RMXNJA.
RMA.XA.
EXW T
VV A
V'VJ
VVJA,
D escrip tion
Constants to calcu late the 
operating line of absorption  
unit.
Constants to calculate 
physica l properaties  of the 
com ponents.
W ater rate to absorber- 
c o o le r , ( lb /h r ).
Wt. fr .  o f acetone in bottom  
product of acetone.colum n 
Wt. fr .  of acetonerin top 
product of acetone colum n,
Wt. fr , o f ac. acid in bottom  
product o f anhydride colum n,
Wt. fr . o f ac, acid in top 
product o f anhydride colum n. 
M inim um  wt, fr . of anhydride 
in acetone colum n d istillate . 
M axim um  wt, fr . o f acetone 
in acetone colum n d istilla te .
Exit w ater tem p, fo r  condenser- 
co o le r , (°F ),
Y early  acetone cost, (£ /y e a r ) .  
Y early  ac. acid cost , (£ /y e a r )„  
Y early  product value, (£ /y e a r ) .
(274)
APPEN DIX D  ^continued J
Card Set F orm at V ariab les
Num ber
RM FL
RMINL
EXMIN
EXM AX
HT'MAX
5. 3 F 10.4  STEP
RHO
EPSILN
6 F 10. 0 DELTTA.
5 I 10
IOPSHN
NVAR
M AXN R
INDEX
M ax. loading rate fo r  quench
tower* ( lb /h r  ft2).
Min. liquid rate fo r  quench 
2tow er, (lb /h r  ft ).
Min. exit liquid tem p fo r  
quench unit, (°F ).
Max. exit liquid tem p, fo r  
quench unit, (°F ).
M ax. height of packing 
fo r  quench tow er, (Ft).
Initial value fo r  step s ize  
con tro l param eter.
M inim um  allow able value fo r  
"STfiiP51
F a ctor  by  w hich the step s ize  
is to be  reduced follow ing 
fa ilu re  of both m oves.
Quantity b y  which the d ifferen ce  
betw een the m axim um  and 
minimum^ lim its of each variable 
is  m ultiplied to fo rm  the step 
s ize  array.
Option fo r  using "O P B IT " 
subroutine.
= 0, if  subroutine is  not reqd.
-1  i f  subroutine is reqd.
Total num ber o f d ec is ion  
va ria b les .
M axim um  num ber of iterations 
perm itted  fo r  optim ization.
Total num ber o f starting points.
~ 0, fo r  IOPSHN -  .0.
Description
APPENDIX D (continued")
D escrip tion
Option fo r  printout reqd.
=- -  I, p rogram  prints out
final resu lts only.
= 0, p rogram  printout
all iterations.
= 1, p rogram  printout
all iterations plus
detailed design  resu lts
fo r  final iterations.
Card set 7 is  only requ ired  if IOPSHN = 0
5'F 10. 8 X  (IT) Initial values of the
(iT= 19. NVAR) d ec is ion  varia b les .
Card set 8 is  only requ ired  if  IOPSHN = 1
5 F 10.0  „{XX(IB,TA.)S IB = 1, NVAR)
(IA. -• 1, INDEX) Initial values of the d ec is ion
. , va ria b les .pYovicjedl
Gard set 8 m ust be^for given num ber of starting points.
2F  10 .4  (P (IT ), Q (IT) M axim um  and m inim um
(IT = 1, NVAR) • lim its f o r  each d e c is io n -
variab le . ■
Card set 9 m ust be  provided  fo r  each d e c is ion  variable .
IFRINT
F orm at Variables
APPEN DIX D (Continued)
2 P rog ra m  listing iyt B a sic  F ort ran IV
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
n 
o 
o 
o 
o 
o 
o
DISK OPERATING SYSTEM/360 FORTRAN 360N-FO-451 CL 3-5
(277)
OPTIMIZATION OF ACETIC ANHYDRIDE PROCESS DESIGN 
PROGRAM CONTAINS THREE SUBROUTINES.
SUBROUTINE OPBIT CHOOES THE BEST STARTING POINT,IF ASKED. 
SUBROUTINE DESIGN EVALUATES THE PROCESS DESIGN FOR A GIVEN SET OF 
DESIGN VARIABLES • ’ .
SUBROUTINE VPRESS CALCULATES THE VAPOUR PRESSURES OF COMPONENTS
WRITTEN BY S.V. DHARMADHIKARI 
IF IPRINT=-I FINAL RESULTS ONLY 
IF I PR INT=0 ALL INTERAT IONS
IF I PR I NT = 1 ALL ITERATIONS AND DETAIL RESULTS AT FINAL ITERATION
COMMON IPRINT, IREAD,-IRITE, INDEX,NR,NVAR
COMMON NA(9),TBB(9),VIS(9),AA(9),B<9),C(9),AMW(9),RWR,ABP,ATP,
I ACIDTP,RMINJA,RMAXA,VVA,VVJ,VVJA,RMFL,RMINL,EXMIN,EXMAX,HTMAX,EX 
2WT,ACIDBP
DIMENSION X!50)*Y t 50),DELTAI 50),P (50) ,Q(50),Z Z (50 )
DIMENSION DELTAA{50)
DIMENSION NNRI20)
DOUBLE PRECISION S,S1,S2
1 FORMAT(4F15.8)
2 FORMAT(814)
3 FORMAT{6F10.4)
4 FORMAT M H l )
5 F0RMAT(T18,‘OPTIMIZATION OF ACETIC ANHYDRIDE PROCESS DESIGN USING 
1DIRECT SEARCH METHOD«)
. 6 FORMAT! /T6,* ITERAT ION *,5X , * ACETONE»,5X,* QUENCH UNIT* , 5X , *QUENCH U 
IN IT*,5X,* ACID/ANHYDRIDE*,5X,‘WATER RATE1,5 X ,‘YEARLY*/7X,* NUMBER•»4 
2X,‘CONVERSION*,5X,’INLET GAS *,7X,•EXIT GAS*,1 OX j1 RATI 0 IN»,11X,»T0 
3 * ,10X,‘PROFIT*/3lX,'TEMPERATURE*,5X,*TEMPERATURE*,8X,*RECYCLE*, 9X 
4 , ‘CONDENSER*/33X,*(DEG F ) V, 9X,*(DEG F )*,26X,*(LBS/HR)*,6X,•(£/YEA 
5R ) */ )
7 FORMAT(8F10.4)
8 F0RMAY!6X,I4,7X,F10.8,2X,F10.4,7X,F10.5, 8X ,F10.7,8X,F 10.3,FI3.2)
9 FORMAT(3F10.4)
10 F0RMATCF10.0,5110)
15 FORMAT( 5 F 10.8 )
9079 FORMAT(///I O X ,* OP TI MUM IS REACHED*//)
9080 FORMAT!///10X,‘OPTIMUM IS NOT REACHED*)
9081 FORMAT!//48X,‘VALUES AT OPT I MUM POINT 8//)
IRE AD=1
IRITE~3
INPUT DATA FOR SPECIFIED VARIABLES, IMPLICIT CONSTRAINT VALUES,
• PHYSICAL CONSTANTS FOR COMPONENTS
. READ!IREAD,2)(NA!IT),IT*1,8)
DO 52 IT-1,9
52 READ!IREAD,3) TBB(IT),VIS(I T ),A A (IT),B (IT),C(IT),AMW(IT)
READ!IREAD,7) RW R,ABP,ATP,ACIDBP,AC ID TP,RMINJA,RMAXA,EXWT 
READ!IREA0,7) VVA,VVJ,VVJA,RMFL,RMINL,EXMIN,EXMAX,HTMAX
0 0 0 
0.0
0
. 
O 
o 
o
26/11/70 FORTMAIN
(278)
STEP SIZE CONTROL PARAMETERS 
READ! IREAO» 9) STEP,RHO,EPSILN 
OPTION PARAMETERS
READ!IREAD,10) DELTTA,I OPSHN ,NVAR,MAXNR,INDEX,I PR I NT 
NR“0
IF(IOPSHN) 30,30,31
30 READ(IREAD,15) (X (IT),IT = 1,NVAR)
' CALL DESIGN!X{1),X (2),X (3),X (4),XI5),SI)
GO TO 35
31 WRITE!IRITE,4)
WRITE! IRITE,5)
WRITE!IRITE,6)
CALL OPBIT!X!1),X (2),X (3),X!4),X(5),S1)
35 DO 36 17=1,NVAR
36 READ!IREAD,9) P(IT),Q(IT)
DO 38 I T = 1,NVAR
DELTA!IT)=DELTTA*!P(IT)-Q!IT) )
IF!DELTA!IT)) 37,37,38
37 DELTA! I T )- DELTTA
38 CONTINUE
39 IF!IPR INT) 42,40,40
40 DO 41 IT-1,15
41 NNR{I T ) =3 5*IT+1
42 WRITE!TRITE,4)
WRITE! IRITE,5)
WRITE!IRITE,6)
WRITE!IRITE,8) NR,!X!IR),IR=1,NVAR),SI
53 S = S1 . f
DO 54 IS=1,NVAR 
DELTAA! IS)=DELTA( IS)
54 Y (IS)~X{IS)
TYPE I EXPLORATORY SEARCH 
1=1
55 Y (I )—Y C I )+DELTA!I )
IF!Y(I )-P(I )) 56, 56,58
56 IF(Y(I )-Q (I )) 58, 556, 556
556 CALL DESIGN (Y(1),Y(2),Y(3),Y!4),Y(5),52)
NR=NR+1
IFIIPRINT) 557,1055,1055
1055 DO 1057 IT=1,15 .
IF(NR-NNRIIT)) 1057,1C56,1057
1056 WRITE! IRITE,4)
WRITE!IRITE,5)
WRITE!IRITE,6)
GO TO 1058
1057 CONTINUE
1058 WR ITE!IRITE,8) N R , ( Y! IR ) , IR = 1 , NVAR ) , S2
557 I F( S2-S ) 58,58,57
o 
o 
o
26/11/70
(279)
FORTMAIN
57 DELTA!I )=<S2/S)*DELTA!I)
1=1 + 1
S = S2 '
IF Cl-NV AR ) 55 » 55♦62
58 Y CI)=Y( I )-2«0*DELTA(I)
IF ( Y ! I) - Q ! I)) 61,59, 59
59 IF{Y(I)-P(I)) 559,559,61
559 CALL DESIGN ( Y( I ) , Y ( 2 ) ,  Y( 3) , Y! 4 ) ,  Y( 5) »S2 ) 
NR = NR +1 ■
IF! I PR I NT.) 1062,560,560
560 DO 1060 IT-1,15
IF( NR-NNR(IT)) 1060,1059, 1060 
. 1059 WRITE!IRITE,4)
WRITE(IRITE,5)
WRITE(TRITE,6) .
GO TO 1061
,1060 CONTINUE . .
1061 WRITE! IRITE., 81 N R ,(Y !IR),IR=1,NVAR),S2 .
1062 IF(S2-S ) 61,61,60
60 DELTA!I )=-!S2/S)*DELTA!I )
1 = 1 + 1
S = S2
IF!I-NVAR) 55,55,62
61 Y! I) = Y !I )+DELTA<I)
DELTA(I )=DELTAA( I )*EPSILN 
.1=1+1 ' • :
. IF!I-NVAR) 55,55,62
62 IF!S-Sl) 76,76,63
63 1 = 1
64 I F IY (I)—X (I)) 901,901,900
900 IF!DELTA!I)) 902,902,903 ■
901 IFtDELTAUJ) 903,903,902
902 DELTA!I)=-DELTA(I)
PATTERN MOVE
903 ZZ!I ) = X<I )
X!I ) = Y! I )
Y!I)=2.0*Y!I)-ZZ!I)
IF!Y(I )-Q(I)) 65,80,80 
80 IF!Y (I ) - P (I)) 66,66,65
65 Y {I ) = XtI)
1 = 1 + 1
IF!I-NVAR) 64,64,67
66 1=1+1 
IF!I-NVAR) 64,64,67
67 S1=S
• IFINR-MAXNR) 967, 85, 85 
967 CALL DESIGN!Y!1)»Y {2)* Y ! 3 ),Y!4),Y!5),S) 
NR=NR+1
IF!I PRINT) 568, 1066, 1066
1066 DO 1068 IT=i,15 
. IF!NR-NNR!IT)) 1068,1067,1068
1067 WRITE!IRITE,4)
o 
o 
o
2 6 / 1 1 /7 0 FORTMAIN
WRITE!IRITE,5)
WRITE!IRITE,6)
GO TO 1069
1068 CONTINUE
1069 WRITE!IRITE,8) NR,(Y!IR),IR = 1,NVAR) ,S 
TYPE 2 EXPLORATORY MOVE
568 1=1
68 Y! I )=Yt D+DELTA! I )
IF!Y(I)-P(I)) 69,69,71
69 IF!Y(I )— Q (I)) 71,569,569
569 CALL DESIGN f Y (1),Yt2),Y!3)»Y(4),Y(5),S2)
NR=NR+1 
IF! IPRINT). 670*570,570
570 DO 1071 IT=1,15.
IF!NR-NNR!IT)) 1071,1070,1071
1070 WRITE!IRITE,4)
WRITE!IRITE,5 >
WRITE!IRITE,6)
GO TO 1072
1071 CONTINUE
1072 WRITE!IRITE,8) N R ,<Y (IR),IR=1,NVAR),S2 
670 IFIS2-S) 71,71,70
70 DELTA!I)=tS2/S)*DELTA{ I )
1 = 1 + 1
S = S2
IF!I-NVAR) 68,68,75
71 Y!I)=Y( I )-2.0*DELTA!Ii 
IF C Y CI )-Q(I )) 74, 72, 72
72 IF!Y(I > — P { I ).) 572,572,74
572 CALL DESIGN (YC1)*Y!2),Y(3),Y! 4 ),Y<5),S2) 
NR=NR+1 .
IF!IPRINT) 1076,573,573
573 DO 1074 IT=1,15 
IFLNR-NNRUT)) 1074,1073,1074
1073 WRITE!IRITE,4)
WRITE!IRITE,5)
WRITE! IRITE,6)
GO TO 1075 .
1074 CONTINUE
1075 WRITE!IRITE,8) N R ,{Y (IR),IR=1,NVAR),S2
1076 IF!S 2- S ) 74,74,73
73 DELTA! I ) = -( S2/S )*DELTA C I')
1 = 1 + 1
. S = S2
IF! I-NVAR) 68,68,75
74 Y!I)=YtI)+DELTA!I )
DELTA!I ) = DELTAA!I)*EPSILN 
1 = 1 + 1
IF! I-NVAR) 68,68, 75
75 IF(S-Sl) 53,53,975 
975 DO 980 IR=l,NVAR
T1=ABS(Y(1R)-X(IR))
o 
o 
o 
o 
o 
o
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T2=0.5*ABS(DELTA( IR ) )
IFMl-T'2) 980,980,63 
.980 CONTINUE
76 CONTINUE
STEP SIZE REDUCTION
IFISTEP-RHO) 79,79,77
77 IF!NR-MAXNR) 977,85,85 
977 STEP = STEP*EPS ILN
DO 78 IT551, NVAR
78 DELTA!IT)=DELTAA{IT)*EPSILN 
GO TO 53
FINAL RESULTS PRINTOUT
79 WRITE!IRITE,9079)
WRITE!IRITE,4)
WRITE!IRITE,5) .
WRITE!IRITE,6)
WRITE! IRITE,9081)
IF! I PR I NT ) 83,83, 84
83 IPR INT =1 .
. . GO TO 585 .
84 IPRINT=IPRINT+1
5 85 CALL DESIGN!X!1>,X (2),X !3),X (4),X !5),S2) 
WRITE! IRITE, 8) NR,’!X! IR Wl-R=l, NVAR) »S1 
GO TO 81
85 CONTINUE
WRITE! IRITE,9080)
WRITE!IRITE,8) NR,!X(IR),IR=1,NVAR),S 1 
81 CONTINUE
s t o p . :
END.
n
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DISK OPERATING SYSTEM/360 FORTRAN 360N-F0-451 CL 
SUBROUTINE OPBIT(XI,X2,X3,X4,X5»$i)
OUTPUT VARIABLES
. X1,X2,X3,X4,X5 = VALUES OF 'BEST* STARTING INDEPENDENT VARIABLES
SI = VALUE OF OBJECTIVE FUNCTION AT ABOVE STARTING POINTS
COMMON IPRINT,IREAD,IRITE,INDEX,NR,NVAR _
COMMON NA!9),TBB(9),V IS{9),AA(9),B (9),C (9),AM W(9),RWR,ABP,ATP,
1 AC I DTf-*» RM IN J A ,RMAXA , VVA »VV J , VVJ At RMFL »RMINL , EXMIN, EXMAX » HTMAX , EX 
2WT,ACIDBP 
DOUBLE PRECISION VALUEI10V
DIMENSION X! 50) . ; •:
DIMENSION XX(50,20)
DOUBLE PRECISION SI 
8 FORMAT!6X,14,9X,F10.8,3X,F10.4,8X,FI 0.5,11X,F10.7,5X,F10.3,F20.2) 
15 FORMAT!5F10.0) :
00 20 IA=1,INDEX
READING OF GIVEN SET OF STARTING POINTS
READ!TREAD,15) (X X {IB,IA )* IB-l» NVAR)
20 CONTINUE
DO 22 IB-1,NVAR 
2 2 X!I B )-X X ( IB*1 )
CALL DES.IGN < X! 1),X!2) ,X(3) ,X(4) , X! 5) , VALUE! 1) )
S 1-VALUE I 1) .
WRITE!IRITE,8)-NR,(XCIB),IB=l,NVAR),SI 
SELECTION OF • BEST* STARTING POINT 
DO 30 IA = 2,INDEX
CALL DESIGNIXX! 1, IA) ,XX(2,,IA) ,.XX.( 3ti,A L, .>(XX4 fI.A).,XX! 5,, IA) ,VALUEt( IA) 
l) . . . .  . . .
WRITE!IRITE,8) NR , (XX! IB,I A ),IB = 1,NVAR),VALUE(IA)
IF! VALUE! IA) — S1) 30,30,26
26 DO 27 IB-1,NVAR
27 X { IB ) =XX(IB,IA)
S1=VALUE(IA)
30 CONTINUE
xi=x(i)
X2=X(2) ...
X3-X!3)
XA-X < 4)
XS^X(5)
RETURN
END
(282)
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DISK OPERATING SYSTEM/360 FORTRAN 360N-F0-451 CL 3-5 
SUBROUTINE DESIGN {CONV,GT,TEG»RT,WR,PROF IT)
INPUT VARIABLES
CONV = ACETONE CONVERSION IN FRACTION
GT = QUENCH UNIT INLET GAS TEMPERATURE DEGF.
GT «• QUENCH UNIT EXIT GAS TEMPERATURE DEGF.
RT = -ACID/ANHYDRIDE RATIO IN RECYCLE 
WR « WATER RATE TO CONDENSER LBS/HR.
OUTPUT VARIABLES
PROFIT = ANNUAL PROFIT £/YEAR
(283)
COMMON IPRINT,IREAD,IRITE,INDEX,NR,NVAR
COMMON NAC.9) ,TBB( 9),V IS{9),A A {9) ,B( 9) ,C(9) ,AMW(9) , RWR, ABP, AT P ,
1 AC IDTP,RMINJA,RMAXA,VVA* VVJ»VVJA,RMFL,RMINL,EXMIN,EXMAX* HTMAX,EX 
2WT,AC IDBP
DIMENS ION A { 10),AJ(10),AJAI 10>,BB <10),AM{10),AJM{10),AJAM(10),BM 
1{10),GMOL(10),RM{10),VIC(9),G P (9),THK(9), G S (10),GGM<10)
DIMENSION HA(5),H B (5),0 HA C 5),DH B (5),DTG(5 ), DTL{5),TL(5)»DMV
1(10),RU(10),Q1(10),RESU(10>,RESUM(10)
DIMENS ION DELP< lOKt DELJC 10 ) ,DELN M O  ) , AMR(10) , ANMR( 10 ) ,VAL
1UE(10),HL(10),AMN(20),YA(20),XA(20),G U 20),DLM{20),ACMR(10)
. DIMENSION YY{15),XX(15),Y H (15),XH(15),GR(10),TOTH(10),ABAC(10),ABK 
IT(10),RLIQ(10),DELT(10),TNN(10),GMN(10),GSN(10)
DIMENSION HHHA ( 20 ), TG ( 20.) ,v ..........
. DIMENSION TA(50> , PP A( 20) , PP J.( 20 ) , PPN ( 20 ) , XP (2 0 ) ,  AX( 20 > , ACX ( 20 ) , ANX 
1 ( 20 ) , A Y ( 2 0 ) ,ACY(2C),ANY(2 0 ) ,R(10)  ,COST( 1 0 ) ,XAN(1 0 0 ) , VAN(100) 
DIMENSION CRA(IO),CRB(10)
DOUBLE PRECISION CC, CC1, CC2 , CC3, CC.4, CC5 ,CC6 » CC7 ,CC8 , CC9 
DOUBLE PRECISION CR1,CR2,CR,C0,PROF IT
50 FORMATt14,5F20.7)
52 FORMAT(6X,* *** EXIT LIQUID TEMPERATURE IS TOO LOW. CALCULATION CON 
ITINUES ***•)
53 .FORMAT(6X,#*** EXIT LIQUID TEMPERATURE IS TOO HIGH. CALCULATION CO 
1NTINUES
55 FORMAT(6X,* *** LINEAR INTERPOLATION METHOD FAILED TO FIND HEIGHT 
. . 10F PACKING. MAXIMUM SPECIFIED HEIGHT IS TAKEN ****)
. 60 FORM AT(5F20.7)
65 FORMATt 4F20.7)
7.0 FORMAT* 10X, 'OPTIMUM REFLUX RATIO FOR ACETONE COLUMN = *,F6.2)
80 FORMAT(2F20.7,15)
90 FORMAT!10X,'OPTIMUM REFLUX RATIO FOR ANHYDRIDE COLUMN = «,F6.2)
Y=0.95-CONV
Z=(6000.0*58.C)/(102.0*CONV*Y)
FURNACE DESIGN
A (1 ) = ( 1.0-*C0NV)*Z
BB(1 )a(C0NV*Y*Z*42.0)/58.0
CQNV=C0NV*100.0
COMPOSITION OF EFFLUENT GASES
U = ( -  0 . 00 4 45 +0 . 010 3 9 *C 0N V +1. 7 E-0  4 * C0N V * C.0M.VJ ; ■ ■% *• •. : .
n. -(0.305-0.001*CONV+0.001*CONV*CONV)/100.0 •
D=Z*U*D*44.0/58.0
EK=f2.575+0.045*CONV+6.667E~3*CONV*CONV)/100.0 
EK=Z*U*EK*39.0/58.0
F=(4.69502+0.800998*C0NV-8.9999E-3*C0NV*CGNV)/100.0 
F=Z*U*F*28 .0/58.0
G=(1 . 6 0 5 - 0 . C71*C0NV+0.007*C0NV*C0NV)/100.0 
G=(Z*U*G*2.0 ) /58 .0  
AI = Z - ( A( 1 ) +BB( 1 ) +D + EK+F+G I 
C : • .
C : HEAT DUTY OF FURNACE
C
H1=Z*(781. 3479 + 5.8966*C0NV)
WET=58000.0/(946.0042+19.432528*CaNV-0.499952*CONV*CONV+0.0106658* 
1C0NV*CQNV*C0NV)
H3=((Z*1.8)/WET)*{{(6.3439-0.04498*CONV+4.191E~04*CONV*CONV )*110.0 
l)+((43*1113-0.40053*C0NV-4•796E—4*C ONV*CONV)*(110.0*1.954)/2*0)+(( 
2-10.9524+0.10646*C0NV-2.564E-4*C0NV*C0NV)*317.0)/3.0)+H1
C
C QUENCH UNIT DESIGN
C
DMGT=(0.5*(TEG+GT)+460.0)
Q=(Z*359.0*DMGT)/(WET*492.0)
GA=(19800.0*SQRT{WET/29.0)) .
AQ--Q/GA 
. DQ=SQRT(AQ/0.785)
NDQ=I FIX!DQ)
RDQ-NDQ
IF(DQ-RDQ-0.5) 100,100,101
100 DG— RDQ+O . 5 
GO TO 102
101 DQ=RDQ +1•0
102 AQ=0.785*DQ*DQ . .
C
C CALCULATION OF IRR IGATION .RATE ......................................•
: RTLIQ=2.1ClE+05/(0Q*DQ)
RTLIQ=10000.0 
. DG=( WET*492. 0 ) / ( 359.0*DMGT)
GG=Z/(3600.0*AQ)
BL P1 = { ( GG*GG)* 2 5 . 0 * 0 . 9 4 * 0 . 9 4 * ( 0 . 6 3 * * 0 . 2 1 ) / (DG*( 0 . 7 6 * * 3 ) * 6 6 . 7 * 3 2 . 2 )
103 BLP2=(RTLIQ/(3600.0*GG))*SQRT(DG/66.7 I 
IF(BLPl-O.l) 104,104,105
104 BLP3=(0.006281*(BLP1**(-1.3406)))
GO TO 106
105 BLP3=(C.85117*{EXP(— 16.6871*BLP1)))
106 FL=(BLP2/BLP3)*100.0
. IF(FL-RMFL) 108,107,107
107 RTLIQ=RTLIQ-500.0 
GO TO 103
108 IF(RTLIQ-RMINL) 109,109*110 
•109 RTLIQ=RTLIQ+1G00.C
GO TO 103.
(284) •
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110 T I = 2 r 3 • 0+ ( G T- 3 2 • 0 ) / 1 . 8 >
VG~!Q/(3600.0*AQ*0.76))+0.5
TOTAL LIQUID RATE TO QUENCH SPRAY
X1 = 0. 535*149. 0+96.75*1. 8+-( 1. 8*(T1-392.0>*!9.88+<1.34E-2*(T 1+392.0) 
l>-!5.89E-6*(Tl*Tl+Tl*392.0+392.0*392.0)/3.0>)/60.0)
X2=0.434*184.0+92.2*1.8+(1.8*!Tl-410.0>*!18.3+(1.64E-2*IT1+410.0))
; l-( 1.13E-6*(T1*T1 + T1*41C.0 + 410.0*410.0/3.0) i/102.0)
DELH=Z*1.8*(1032.0-T1)*<(5.48+(1,64E-2*(T1+1032.0))~<8.45E-6*(1032 
1.0*1032.0+1032.0*Tl+Tl*Tl)/3.0 ) )/WET)
X=DELH/ ( X 1 + X2 ) f'v’v-tj I'1'I'VvVh:;-1 I.:,-',.!.',
• . 8IRl = (Z/WET)/( (Z/WET)+X/60.0+:X/102.0) . . , , . . /
. BM( 1) =81311 )/42.0 .
; AJ<1)=BM(1)*60.0
BIP 2-( Z/WET ) / ( ( Z / WET ) + ((A J ( 1.) *1.1) / 60. 0) )
PD=1.0/{0.25*(BIP1+BIP2+1.63))
TTTE=460.0+0.2 5*(TEG + GT + 300.0) ' ,
TF=!528.0/TTTF)**0.56
AK=(4 8.6*1.4*0•6*0.168*!(VG-C.5 )**0.75)*PD*TF)
BK-I48.6*1.4*0.6*0.284*!!VG-0.5)**0.75)*PD*TF)
; W=Z/AQ
BJ=AJ(1)/Z
S=(!5.48+t 3.2 8E-2*DMGT/1.8)-(8* 45E-6*(DMGT/1.8)**2))/WET)+0.13825 
. S=0•635
PI=0.5*!BIP1+BIP2)
BK1=BK*PI*WET/102.0 
. AK1=(AK*Pi*WET>/60.0
• PIV=!AK1*25.0)/W
PIV=-PIV
VIP=-!BK1*25.0)/W
TIP=-150.0/!W*S)
62 FORMAT!3F20.7)
SH=(RT*0.535+0.435)/(RT+1.0)
T1 = ( 96.75*1 * 8*W)/!RTLIQ*SH)
T2=!92.2*1.8*W)/(RTLIQ*SH)
T3=W*S/(RTLIQ*SH)
NNT=185
111 IF!NNT-215) 113,112,113
112 NNT=NNT-5
CALCULATION OF TOWER HEIGHT
113 NNT=NNT+15 
. TLO=NNT
IFtNNT-230)114,114,135 
■ 114 HHA=X/Z 
HHB=HHA
T GO = GT . . .
JR I V=-l
115 JRIV=JRIV+1 .... .... *...  ...... ....
r   IFXTLO-IOO.O) .4115,4116,4116 . . . ' ' ...
4115 HAI=0.00009*TLD+0.025
HBI=0.000015*TL0+0.0075
' * * ■ ■ <
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GO TO 4.117
4116 CONTINUE
HA I= 0.905 7441-TLQ*0.1534549E— 01+TL0*TL0*0.6781323E-04 
HBI=0.4607232~TLO*C.79029S4E-02+TLO*TLO*0.3464325E-04
4117 CONTINUE
. N=1 v .
DHA{N )?PIV*(HHA-HAI)
HA(N)=HHA+DHA(N)
DHB(N)=VIP*(HH8-HBI)
HB(N)=HHB+DHB(N)
DTG(N)=TIP*(TGO-TLO)
TG(N)=(TGO+DTG(N))
DTL(N)=((T1*DHA(N))+<T2*DHB(N>)+{T3*DTG(N)))
TL(N)=TLO+DTL(N> . . .  • •
IF(IPRINT-l) 7053,7053,7G54 
7054 WRITEtIRITE,50) JRIV,TGO,TLO,HHA,HHB . '
7053 TTEG=0.8*TEG 
TEGG=1.2*TEG 
IF(TEG-TGO) 1X6,115,119
116 IF(TGO-TEGG)117,117,119
117 TQ1=TG0 
HQ 1 = JR IV
IF(NNT-215 ) 119,118,119
118 TS1=HHB
119 IF(TTEG-TGO ) 120, 120, 123
120 IF(TGO-TEG) 121,121,123 , ‘
121 TQ2=TG0
HC2=J RIV . .
IF(NNT-215) 123,122,123
122 TS2=HH8
123 IF(JRIV) 9123,9123,9122
9122 HHHA{JRIV)=HHA
9123 BBJ=0.6*BJ .
BJJ = 1 • 34*BJ
IF ( BJ-HHA ) 124,124,126............. ...
124 ,IF( HHA-BJJ) 125,,125,126.......  . . ,. ... .
125 TTQ 1=HHA ' ' .
HM1 = J R IV
126 IF(BBJ-HHA) 127,127, 125
127 IF(HHA-BJ) 128,128,129
128 TTQ2=HHA 
HM2=JRIV
129 N=N+1
IF(TL{N— 1) -10 0 • 0 ) 4129,4130,4130
4129 HAI=O.OOOC9*TL{N-1)+O*025 
HBI=0.000015* TL(N~1)+0.0075 
GO TO 4131
4130 CONTINUE
HAI = 0.9057441-TUN-1)*0. 1534549E~01 + TL(N-l)*TL(N-l) *0.678 1323E-04 
HBI=0.4607232-TL(N-l)*0.7902984E“ 02+TL(N-i)*TL(N-l)*0.3464325E-04
4131 CONTINUE
DHA(N)=PIV*(HA(N— 1J-HAI) .
DHB(N )=V IP *(H B (N-1) — HB I) .
903 DHAM=0.5*(DHA(N)+DHA{N-1))
26/11/70 DESIGN
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DHBM=0*5*(DHB(N )+DHB(N— 1))
.904 DTG(N)=TIP*iTG(N~l)-TLiN-li)
DTGM=0•5*(DTG(N)+DTG(N-l) )
DTL(N)~( (T1*DHAM)-H T2*DHBM) + (T3*DTGM) ) .
905 TL(N )=TLO+DTL(N )
TG!N)=TGO*DTGM 
HHA=HHA+DHAM 
HHB=HHB+OHBM 
T GO=TG(N)
TLO=TL< N )
IF(TG0-200.0) 130,130,115
130 111=0 .
DO 9126 IIR = 1,JRIV 
IF(BJ-HHHA(IIR)) 9124,9124,9126
9124 IF{HHHA{IIR)-BJJ) 9125,9125,9126
9125 111 = 1 '    ,
9126 CONTINUE . . . . . . .  . .. ,
IF{III) 9127,9127,9132
9127 DO 9131 1 IR = 1 ,JRIV
IFiBJ-0.01-HHHACIIR)) 9129,9129,9131
9129 IF{HHHA(11R)-BJ) 9130,9130,9131
9130 TTQ1=HHHA(IIR)
HM1=JRIV
9131 CONTINUE
9132 CONTINUE
CMQ=( TQ1-TQ2)/(HQ1-HQ2)
CQ=(TQ1— (CMQ*HQ1))
HP=(TEG-CQ)/CMQ
IF(III ) 9133,9133,9134
9133 HHP=HM1
GO TO 9135
9134 CMQ=(TTQ1— TTQ2)/{HM1-HM2)
CQ=(TTQ1-(CMQ*HMlI)
HHP= ( BJ-CQ)/CMQ •
9135 IF ( NNlV 200 ) 131,131, 132
131 HP1=HP 
HHP1=HHP 
GO TO 111
132 IFC NNT-215) 133, 133,134
133 HP2 = HP.
HHP 2=HHP
CMQ-CTQ1-TQ2)/(TS1-TS2)
CQ=TQ1-(CMQ*T S1)
BH=(TEG-CQ)/CMQ .
GO TO 111
134 HP3=HP 
HHP 3 = HHP
.’ GO TO 111
INTERPOLATION METHOD TO CALCULATE HEIGHT OF PACKING
135 CMP 1 = 0 * 1*(HP 3-HP 2)
CP1 = HP1-(CMP1*200 .0)
. . CMP2 = 0.1*(HHP3-HHP2)
26/11/70 DESIGN
o 
o 
o 
o 
o 
..." 
o 
o 
o
CP2=HHPl-(CMP2*200.0)
, EXT = ( CP2-CP1I / ( CMPI-CMP2 U. ,. , .• '., V. •.. .. . • •-..;. , ,v ^
. . 11? i EXT.-EXM IN 1 1.36,136,137.   ’
-136 WRITEtIRITE,52)
EXT=EXM IN 
GO TO 139
137 IF(.EXT-EXMAX) 139,139,138
138 WRITE(IRITE,53)
; EXT=EXMAX . ' .
139 HEIGHT=(CMP1*EXT+CP1)
I F(HEIGHT-HTMAX) 61,61,140
140 WRITE!I RITE,55)
HE IGHT=HTMAX
61 CC1=0.62*(138.45/105.3>*(HEIGHT*1.2+1.0)*((DQ+10.0)**2.19)+
1( 0.585*0.7.85*DQ*DQ*HEIGHT)
AJA(1)=Z*BH
QUENCH UNIT HEAT EXHANGER DESIGN
HEAT=( { {(RT/(RT+1.0) >*AQ*RTLIQ)+X-(Z*BJ) ) *53.5) + ( ( ( (1 .O/IRT+l.0) i* 
1AQ*RTLIQ)+X-(Z*BH>)*43.4) '
RW=<HEAT/30.0 ) . ’
CELT1= EXT-103.0
DELTM=(DELT1-40.0)/(ALCG(DELT1/40.0))
AREA=HEAT/(100.0*DELTM)
CC2=336.2*((AREA+100.01**0.46)
ST=(0.006*(IRTLIQ*AQ)+(2.0*X)+Z*(BJ+BH))}
: IF!ST— 1000.0) 141,141,142
141 CC3=(14.14*(ST**0.66)>
GO TO 899
142 CC3 = 1147.0*({ST/1000.0)**0.66)
899 FA=7 •691E—4*((AQ*RTLIQ)+(2•0*X)— {Z*(BJ+BH)))
CC4= 275.0*(FA**0.582)
CC=CC1+CC2+CC3+CC4 . .
1 = 1
' • TGI I 1=200.0
KTIM=1
CONDENSER DES I.GfNj,   . «' .
CALCULATION OF PHYSICAL PROPERTIES
143 DO 144 N=1,9
V IC ( N ) = V IS ( N ) * ( ( C TGI I )+ 460 .0 ) / 7 3 9 . 8 ) * * 1 . 5 ) * ( ( 4 1 1 . 0  + 1 . 47*TBBCN)) /  
1UCTGI I ) + 4 6 0 .0 ) / 1 .8 )  + 1.47*TB8(N) ) )
CP(N) = (AA(N) +B( N)*0.001*((TGI I )+460.0)/1.8)+ CCN)*1.0E-06*(({TG(I) + 
1 460.0 )/1.8 >*((TG{ 11+460.0 1/1. 8H)/AMW(N>
144 THK(N)=VIC(N)*2.42*(CP(N)+(2.48/AMW(N)))
IF{1-2) 145,148,160
145 GS( I ) = ( A ( I)+BB(I)+AJ( I)+AJA( IJ+AI+-EK + F + G + D)
AMCI)=A(I )/AMW(1)
AJM(I) = AJ(I)/A M W (2) -
AJAMtI)=AJA(I)/AMW(3)
BM(I ) = B8(I)/AMW(4)
(288) . •
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A IM = A 1/AMW(5)
EM=EK/AMW(6) ",
FM=F/AMW(7>
DM=D/AMW(8)
. GM=G/AMW(9)
GGM(I )=(AM11)+BM!I)+AJM(l)+AJAMCl)+AIM+EM+FM+DM+GM)
NP0T=1
146 RM1=2.42*((AMI I)*VIC(1)*SQRT(AMW<1))) + (AJM(I)*VIC(2)*SQRT(AMW(2))) 
l+(AJAM(I)*VIC(3)*SQRT(AMW{3>))+tBM(I)*VIC(4)*SQRT(AMW(4)))+(AIM* 
2VICC 5)*SQRT(AMWt5 )) ) + t EM*VIC ( 6) *SQRT< AMW(6) ))+<FM*VIC(7)*SQRT(AMW 
3(7)))+(DM*VIC!8)*SQRT(AMW(8)))+ (GM*VIC(9)*SQRT(AMW! 91)>>
RM2=(tAM( I )*SQRT(AMW(1)) ) + !AJMCI)*SQRT(AMW(2)) ) + (AJAM(l)*SQRT(AMW 
1(311 )+(BM( I )*SQRT(AMW!4) ) ).+ (._ ; A.I M*$QRJ (.AMW (,&) ).)*,( E M * S Q R T M  • 
, 2+( F.M*SQRT ( AMW( 7) ).) + ( DM* SQRT t AMW ( a).) ) + (GM*SQRT ! AMW (9 ) > ).)
PMEU=RM 1/RM2 . . .. .
.SPHT={A(I)*CP(l)+AJ(l)*CP<2)+AJA(I)*CP(3)+BB<I)*CP(4)+AI*CP(5)+
1EK*CP(6) + F*CPI 7)+D*CP(8)+G*CP( 9 I)/GS (I)
THERM 1=((AM!I ) *THK!1)*(AMW!1 )**0.33)I +
. KAJAM! I)*THK13)*(AMW(3) **0.33)) t ( B M 11 )*THK(4)*(AMW!4)**0.33) )+AIM* 
2THK!5)*!AMW(5)**0.33) + ( EM*THK(6)*(A M W (6}**0.33))+<FM*THK(7)*(AMW{
.37)**0.33))+(DM*THK!8 >*!AMW!8)**0.33)) + (GM*THK(9)*< AMW!9)**0.33)) + ( 
4AJMtI)*THK(2)*{AMW(2)**0.33)))
THERM2v!(AM!I)*(AMW!1)**0.33))+(AJ M(I)*(AMW{2)**0.33))+!AJAM(I)*
1!AMW(3)**0.33))+(BMlI )*(AM W(4)**0•33))+< AIM*!AMW!5 )**0.33))+
. 2(EM*(AMW(6)**0 *33)) + (FM*< AMW(7)**0.33)) + {DM *(AMW{8)**0.33))+(GM* 
i 3! AMW!9)**0.33 )))
THERMK=THERM1/THERM2 
IF!NP0T-2) 147,149,161
147 VA=!(A ( 1 )*74.0)+lBB<l)*44.2)+(AJ(l)*63.8)+(AJA(11*106.2))/(A!1) + BB 
. 1(1)+AJ( D+AJA! 1) )
VB=(AI*35.29)+(EK*45.Q)+(F*30.7i+(G*14.3)+{D*34.0> /(AI+EK+F+G+D) 
WTMA=(A!1)+B(11+AJ! D+AJA! 1) ) /! AM (1)+BM (I)+A JM( 1)+A JAM (1 D  
WTMB= ( A I + EK+F + G + D ) / { A IM + E M+F M+GM+DM)
DF=(116.8*SQRT( 1.0/WTMA+1.0/WTMB) ) / ( ( { VA**0.33 ) +(VB**0.33))**2)
RM!I) = GS(1)/GGM(1)
SC=( PMEU*481.5/!RM(I)*DF))**0.67
SC— SC*SPHT . fc-»V+V! *..(;* 'i.Vvf.i
. . i - i + i . . . f   . . .... ' .......................  . . . .  ... • .
T G (I)=TEG 
GO TO 143
148 A (I)=At1-1)
BB(I) = BB{I-1) / • '
. AJ!I) = AJ( 1-1)
AJA(I) = AJ At 1-1)
AM!I)— A MI 1-1) ,
BMC I) = BM(1-1)
AJM!I)=AJM(1-1)
AJAM!I)=AJAM(I-1)
GS! I ) = GSC 1-1)
GGM!1 ) = GGM(1-1)
RM(I )«RM(1-1)
NP0T=2 
GO TO 146
149 DMV! I ) = GS(I )/1.125
26/11/70 DESIGN
n
o
n
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(290)
DESIGN
RE=DMV(I) *0.082/PMEU
PR=((SPHY*PMEU)/THERMK)**0.33
HJ=0.3842*(RE**0.5401)
HG=(HJ*PR*THERMI< 1/0.082 
GK=(H0*PR*PR)/(RM{I)*SC)
TF=105.0 
WT = EXWT 
NUN 1 = 1 •
ITERATION FOR. HEAT AND MASS BALANCE EQUATION
150 Sl = 220•0*(TF-WT >
PC*( AM( U'+AJMI D+.AJAMCI ) + (0.9*(BB'( D/42.0) ) )/GGM( I)
CALL VPRESSIPF»PJP,PNP,TF,1)
PBM=((i.0-PC)~(1.0-PF))/(AL0G((1.O-PC)/{1.O-PF)I)
S2=H0*( TGI I >-TF )+(GK*58.7*225.0*IPC~PF)/PBMI 
SS1=0.75*S1 , \
SS2«1.25*S1 .
IF(SS1-S2) 151,151,153
151 IFCS2-SS2 J 152, 152, 153
152 CONTINUE ' '
IFI NUN I - 1 1 154,.15.4, 16   » , . .
153 jRRl?0..i • - , , , •••'■- .r ......... " ;•* 1. :   -..
TF=TF+PP1 •
GO TO 150
154 RU( U - (  Sl+S2)/2.0 . .......
q i < n = o . o  . , . . . . . . . . . . .
RESUII)-1.O/RU (I)
CALL VPRESSIPPATI),PPJ(I),PPN(II,TG11),1)
sum=o . o •.
155 1=1+1
. TGtI)=TG(1-11-20.0 
JT0P=20
156 CALL VPRESSIPPAII),PPJ{I),PPN(I), TGCI1,1)
DELPII ) = PPA(1-1l-PPAII)
. DELJII)~PPJ(I-1)-PPJ(I)
DELNII)=PPN(1-1l-PPNCI)
AMRC I ) = ( DELPC I )*AM( I— 1) )./PPA{ I — I 
ACMR { I )?=( DEL J( I )*AJM(I-1) )/PPJ(I-lI 
ANMRlI I=(DELNII)*AJAMI1-1)l/PPNII — 11 
AMI I)=AM{I-1)—AMR(I )
. AJMI I )=?AJM< 1-1 l-ACMRI I )
. AJAM!I I=AJAMI 1-1l-ANMR(I)
IF(KTIM-l) 157,157,158
157 HT=* ( ACMRI I) *11 500 .C )
BM( I ) = BM(I-1J-ACMRI I )
GO TO 159
158 BM(I I = BMI 1-1)
HT = 0 .0
159 A ( I)=AM(I )*58.
AJI I ) = A J M M  )*60 • 0 
AJA! I ) = AJAMI I 1*102.0 
BB(I> = BM( 11*42.0
HL(1)=(< AMR(I 1*13050.0) + (ACMRII)*11400.0) + (ANMRII)*17034.0) + (AC I)*
no
n 
o 
o 
r> 
oo
 
o
l C P m * J T 0 P )  + ( A J U  )*CP( 2)*JT0P)+(AJA( 1) *CP(3)*JT0P)+<BBtI )*CP(4I* 
. 2JT0P) + < AI*CP( 5) *JTpp,)1+(l^ K*x:p,( 6)*JTOP) +
■ • . 3 }.+ ( G* CP ( 9 ) * J TO P ) j + H T ' .. . ... ,
. Ql(I)=Q1CI~1)+HLI I ) /
WT=(EXWT-(QIU)/WR>)
. GS(I)=A(I)+BB( I)+AJ(I)+AJA(I)+AI+EK+F+D+G
. GGM ( I ) = < AMC n  +BMt [ )+A JM ( I ) + A JAM( I 1+EM+FM+GM+DM+A I M )
RMCI>=GS(I1/GGM(I) . /
DMV ( I ) = GS I I 1/1 *12 5
• • GO TO. 143 . V "'
. 160 NPOT=3 ‘ ' ; Y  ; .
V  ' . GO TO 146 • -'
161 RE=(0.082*DMV( I))/PMEU '.- * .
■ PR=( < SPHT*PMEU)/THERMK)**0.33 Y  V
HJ=0.3842*(RE**0.5401) . ’ Y ‘Y
HO=(HJ*PR*THERMK1/0.082 '
• Y  GK=(HO*PR*PR)/(RM<I)*SC)
• . . NUN I =NUN I +1 : ■ ' :
TF=90 .0 .. -• '■ .
IF(NUNI-2) 150,163,162
162 TF=6Q•0
• •- - GO TO 150-"- ; Y  ■ .
163 TF=80 • 0 . . .
• , GO TO 150 \
NUMERICAL INTEGRATION TO CALCULATE EXCHANGER AREA
164 RU(I)=(S1+S21/2.0 
. RESU( I )=l.0/RU( I ) .....
. RESUM( I 1=(RESU(I)+RESU(I— 1))72.0 .
VALUE(I )={HL(I)*RESUM( I ) )
SUM=SUM+VALUE{I)
FINAL ADJUSTMENTS FOR STEPWISE PROCEDURE
. . BBB -BMC 11*0.1+2.C
-IFIBMC M - B B B  ) 165,165, 155
165 8 B B B=0 • 1 *BM{11+0.005 
IF(BM(I)-BBBB) 167,167,166 .•
166 VP=PPJ(I)-((BMC I )- (p,M,(Ll*0#*l.) )*PPJJ(
•  , ,  . . .  i r i + i  ’ . .  .
• : TGCT}=(-4864.607*1.8)/(ALOG(VP/249327.8) 1-460.0
GO T O  156' ' •; ; ' • Y V  •
167 IF(WT-73.5) 169,169,290 ; -
290 IF(KTIM-l) 168,168,169
.168 1 = 1 + 1 ‘ ' Y  - ’ ■ .
- TG{ I )=TG (1-11-5.0
JT0P = 5 '- . ' - - •: i; ..."
■ ; KT IM=KT I M + 1 Y
• . go to 156 , ;: . ; :
169 CC 1 = 672 • 5*( ( SUM+-100.0 l**0.46)
ABSORPTION UNIT DESIGN
(291 ) y  " v . v  l ; / - ' . ' ;
2 6 / 1 1 / 7 0  . DESI GN \ / V  \  V  \  . . j '
o 
o 
o
GMOLC1)={AMI I ) + B MI I)+AJM(I)+AJAM I I)+AIM+EM+FM+OM+GM) 
EC0AT=A(11-AI I)
ECOAC=I AJI 17-AJI I ))~(60•05*1BMI11 — BM( I)))
EC0AN=lBB(1 )-BB I I )> + <60.05*1 BMC 1>-BM CI))I + 1AJA11 )-AJAI I)) 
. :t KT«(0.99*BB( I) )
T AC=I•43*TKT 
FOAN = (TKT + T AC)
ANSI= 1FOAN+ECOAN)
ACST=RT*ANST 
ACRATE-IAC ST-ECOAC I 
TP = TGI I )
AMI 1)= AM( I)
BMI1) = B MI I)
AJMI1 1= AJMI I)
AJAMI1)=AJAM! I)
1=0
170 1=1+1 :
IF!1-9) 171,178,178
CALCULATION OF OPERATING LINE
171 NN=NAI I )
IFINN)172,172,173
172 GLI I ) = IGMOL I D )
AN A = 0 .0 i‘-''.V 'I r v-.'.' •{•
...... GO ,TO .9173    ,   • '. •.. •
• 173 ANA=NN
ANA=ANA/100*0
GL11) = IGMOLI1 )-C ANA*AM(1))-BM11))
9l73 AMN CI)=I AM(1)-IANA*AM11)) )
YAI1) = AMNI I)/GLII)
IFINN-99) 175,174,174 
174 FOAT = 58* 0 8*1 AMI 1)-CGL( I )*YA(I)) )
XAI I)=0*0 
AAM=0•0
DLMII 1=(ACR ATE/60 *05)+BMI 1)
IFUPRINT-1) 170,170,7170 
7170 WRITE!IRITE,50) NN,GL11),YA11),DLMII),XAII),AAM 
GO TO 170
• 175 IFINN) 176,176,177
176 AAM=99*0 .
DLMI I )=DLM I I-j-1) + (GL( I )-GL( 1-1) )-BM( 1)
XA(I)=IDLMII)-DLMI1))/DLMII)
. IFI IPRI NT-1) 170, 170,7176
7176 WRITE!IRITE,50) NN,GL11),YA11),DLMII),XA11),AAM.
GO TO 170 -
177 AAM=(1*O-ANA)*100*0
DLMI I)=DLMII-1) + !GL(I)-GL(I— 11)
XAI I )=IGLI I )-GL11 ) )/DLMI I )
IF IIPRINT-l) 170, 170,7177
7177 WRITE!IRITE,50) NN,GLII),YA11),DLMII),XA11) , AAM 
GO TO 170 •.
178 YYC1)=YAI8)
XXI 1) —XA ( 8 )
26/11/70 DESIGN
o 
o 
o
(293)
1 = 1
XH (1) = XX (1)
. YH (1 )= ( 1.3172E-4+I0.1722 86*  XH(1))+(0.477194*XH(l)*XH(l))I 
YM=0.5*(YY(I)-YH(I))
179 1=1+1
' YY( I ) Y Y ( 1— 1 ) ”* Y M v.lv /.•. \ • * ■{ . it -t.'rV v' .v i j ; ■; -
.I.F(yYC n - Y A U )  >. 185, 185, 180. . . . . .  ...
180 DO 183 NR IP = 2 ,9
IF C YY CIDYA(NR IP-1)) 181,183,183
181 IF(YY<I )-YA(NRIP-2)) 183,182,182
182 Pl=YA(NRIP-2)
QQ1=XA(NR IP-2 I 
P2 = Y A (NR IP-1)
QQ2=XA{NR IP-1) . . .
183 CONTINUE \
DM1={ QQ2-QQ1) / ( P2— P I )
XX(I+1)=(DM1*YYCI))+(QQ2-(DMl*P2))
XH(I+1J=XX(1+1)
IF{XH(1 + 11-0.0025) 185,185, 184
184 YH(I ) = ( 1.3172E-4+(0.172286*XH< 1 + 1))  + ( 0 . 477194*XH(1 + 1 ) *XH(1 + 1 ) ) )  
YM=0.5*(YY(I)~YH(I))
GO TO 179 . . .
185 N=1 
TT=TP
CCC=GM+FM+DM+AIM+EM 
. CAK=0.056*CCC 
ANK=0.01718*CCC 
IF(CAK-AJMt1)) 186,186,187
186 AJM(1 )=CAK
187 IF(ANK-AJAM!1)> 188,188,9189
188 AJ AM(1 )=ANK
9189 GR(N )=CCC+AJM{1)+AJAM(1)
COLUMN DIMENSIONS
GMN(1 ) = { AM(1 ) +BM( 1 )+AJM(1) + AJAM(1)+CCC)
GSN( ! ) = ( (  AMU) *58 .08  )+(BM< 1) *42 . 0) + < A JM( 11 *60 .05 ) + ( AJ AM( 1) *102.09 ) 
1+(GM*2.0 ) + ( FM*28. 0 1) + < DM*44• C) + (AIM*16.0) + { EM*39•0) )
. AMM=GSN(1)/GMN(1)
DENV=2.43E-3*AMM
VG=0.15*SQRT((65.3-DENV)/DENY) .
DM1=SQRT((GMN(11*0.1456)/VG)
SV=3.4/SQRT(DENV)
SA=GSN{ 1)/( 3600.0*DEI^Vr), .... (:> .u-■
. ,DM2 = SQRT(GSNL1),/( 282.6*DENV*SY.) ) ................  . ... ..
D I A=0 • 5* ( CM1+0M2 ) ■
NDI A = IF.IX { DIA )
RDIA=NDIA
IF(DIA-RDIA-0.5) 189,189,190
189 D I A=RDIA + 0 •5 
GO TO 191
190 DIA=RDIA+l.O
191 H0LD=(0.1742*CIA*DIA)
ALPHA=GR{1)*48.04/ACRATE ' . .
26/11/70 DESIGN
n
o
n
26/11/70 DESIGN
BET A= H0LD*337*5/GR(1)
QP = < t-1.6)-( ALPHAMBETA + 1)))
. PQ=(0 «6*(1*0+(ALPHA*BETA) ) ) +ALPHA 
2 1=0♦ 5*(-QP-(SQRT(QP*QP-(4 *0*PQ)I)) 
Z2=0.5*<-QP+(SQRT(QP*QP-(4.0*PQ>)))
YO=BM(1)/GR(1)
Y2=(0.01*Y0)
AH=HOLD
Y1=CY2*((AH*270.0)+<ACRATE/60.05)+(0.8*GR(1))))/(0.6*((AH*270*0)+ 
1(ACRATE/60.05))+(0.8*GR(l)))
PL ATES=ALOG ( ( Y0*< ( 1.0/Z1 ) (  1 .0/Z2 ) ) ) / {Yl- I Y2/Z2 1 ) )/ALOG11.0/Z1)
NPLATE=IFIX(PLATES)
PPP = NPL AT E
IF(PLATES-PPP) 193,193,192
192 PLATES=PPP+1.0
193 CC2=((PLATES*1 . 6 7 + 5 . 0 ) * 0 * 3 9 4 3 * ( ( DIA+10.0) * * 2 . 3 5 ) ) + ( PLATES*0.1117*  
1(C DIA + 5 . 0 ) * * 3 . 4 5 ) )
N=N + 1 
NR I V = 1
194 IF{YY(NI— YA {1)) 206,206,195
195 DO 198 NRIP=2*9
IF(YY(N)-YA(NRIP-1)) 196,198,198 ‘
196 IF( YY { N )-YA ( NR I,P,r2,} , ) 1  $ 7-v 
197,.Pl=YA(NRIP«r2), . . . .....
QQ1 = GL(NR IP— 2) ,. "
P2=YA(NR IP-1)
QQ2=GL(NR IP-1) ' ' , . " ,
198 CONTINUE ... V
ABSORPTION COLUMN PLATE HEAT EXCHANGER ^
DM1=(QQ2-QQ1)/(P2-P1)
GMOL(N)=(DMl*YY(N))+(QQ2-(DMl*P2))
AM(Nl=GMOL(N)*YY(N)
ABAC(N)=AM{N-1 l-AMlN)
BM(N)=0*0456*(0.543**N)*GR(1)
ABKT(N)=BM(N-l)~BM(N)
HLAC=ABAC(N)*13050.0 
HLKT=ABKT(N)*l1050*0 
IF(N-4) 199,201,201
199 NRIV=NRIV+1 
AJM(N)=AJM(N-1)
AJAMt N)=AJAM(N-l)
AMB=((AM(N-l )*6* 36) + (9.88*AJM(N-1)) + {18* 3*AJAM(N-l)) + (4*79*BM(N-l)
l) + ( 6* 95*GM ) + ( 6*35*FM) + C 6 .34*DM ) + ( 3.2*A I M ) + ( 3.02*EM ) )/GMOL(N-l )
BMB=((AM(N-1)*43* 7) + (26.78*AJM{N- l )) + (32.78*AJAM(N-l))+ 22.59*BM(N 
1-1)-(0•2*GM )+(1.81*FM)+(10.14*DM) + (18.41*AIM) + (28*21*EM))/(GMOL(N- 
' 21)*1*0 E+03)
CMB=((-10.96*AM(N-l))-(5.89*AJM(N-l))+(1.13*AJAM(N-1))-(7.19*BM( 
IN-1 ) ) + (0.48*GM)-{0.27*FM ) - ( 3.42*DM ) - ( 4.48*A IM) - ( 8. 54*EM ) ) / (GMOLIN- 
21)* 1 *0 £ + 06)
TF1 = {TT +460*0)/I*8 . •
IF{NR1V-3 ) 500,200,500 
500 DELHA=GMOL(N-l)*(TF1-320*0)*1.8*(AMB+(BMB*(TF1+320.0))+{CMB*({TF1*
O 
o 
o
(295)
26/11/70 vmum.
1TF 1)+!TF 1*320.0) + ! 102400.0) )))
TOTH!N)=(HLAC+HLKT+DELHA)
MT» 1
AR = 57•5*AM(MT )
RLI Q (MT)=F0AN+ACRATE+AR 
MT=MT+1
RL IQ!MT )=RLIQtMT-l)-(ABAC!MT)*5 8.0)-!ABKT!MT)*44.0) 
N=N + 1 
. GO TO • 194 ' . ’
200 DELHA=GM0L!N) * 1 2 . 6*(AMB+!633.0*BMB)+ ! 3 . 0 1 E+5*CMB))  
TOTH!N) = ( HLAC+HLKT+DELHA)
RLIQ(N)=(RLIQ!N-l)-(ABAC(N )*58.0)-(ABKT!N)*44.0))
.. SLIQ=(RLIQ(N)+RLIQ(N-l))/2*0 .
DELT(N ) =TQTH(N)*2.O/SLIQ 
EXLIQT=(85.0+0ELT(N))
WT=73.0 +(TOTH!N )/RWR)
DELT1=!EXLIQT-WT )
ALMTD=(DELT1-12.0)/ALOG!DELT1/12.0)
DNT=TOTH(N)/(1458.0*ALMTD)
JDIP=1.
. N=N + 1 ■
GO TO 194
201 TOTH!N)=!HLAC+HLKT)
. RLIQ(N)=(RLIQIN-l>-(ABACCN1*58.0)-!ABKT!N)*44.0)) 
SLIQ = (RLIQ{N)+RLIQ i N— 1))/2.0 
DELT!N)=TOTH!N)*2.0/SLIQ 
IF!DELT CN)-5.0) 203,203,202
202 EXLIQT=(85.0+DELT(N))
WT=73 .0 +(TOTH(N )/RWR)
. DELT1=EXLIQT-WT .
ALMTD=(DELT1-12.0)/ALOG(DELTl/12.0) .
TNNIN)=TOTM(N)/(1080.0*ALMTD*1.35)
DNT=TNN{NI+DNT 
JDIP=JDIP+1
203 I F( TOTH(N )-4500.0> 20.6..,204 , 204 .. ,
204. ,IF! Nrr.I.) 205,206, 206 ... s ...... , . . . . . , ...
205 N=N + 1
. GO TO 194
206 DNT=DNT *1.2 
RDIP=JDIP
CC3 = ((RD IP*232.0) + (DNT*7.0)) .
CC^C.C+CC 1+CC2+CC3 
RW=RW+WR+(RDIP*12500.C) .
TAC=TAC+ACRATE
ACETONE COLUMN DESIGN
A! 1) = (ECOAT + FOAT)
AJ!1 I=ACST 
AJA!1 )=ANST
DW=(A!1)-(ABP*(A(1)+AJ(1)+AJA(1)>))/<ATP-ABP)
WW=A(1)+AJ(1)+AJA!1)-DW 
. AD=ATP*DW 
ACD=(1.0-ATP)*DW
o 
o 
o
A8=A(1i-AD
ACB=AJ ( U - A C D  '
ANB=AJA(1)
NKIT = 1
207 IF(NKIT-l) 208,208,209 
‘ 208 ANDM=0.0 •
GO TO 210-
209 ACB=WW*ACIDBP 
ANB=WW*i1.0~ACIDBP)
ACD=DW*ACIDTP 
ANAD=AJA(1)-ANB 
AD=DW-ANAD-ACD 
AN0M=ANAD/102.09
210 AFM=A(1)/58*08 
ACFM=AJ(1V/60.05 
ANFM=AJA( D / 1 0 2 . 09 
FM = AFM + AC FM+ANFM
. AFMF=AFM/FM 
ACFMF=ACFM/FM 
ANFMF=ANFM/FM 
. ACM = AD/58 *08 
ACDM=ACD/60.05
DP=ADM +ACDM+ANDN!^ « i ********.
■ ... .,ADMF= ADM/CM . , , . . .
ACDMF=ACDM/DM 
ANDMF=ANCM/DM 
BAM=AFM-ADM 
BJM=ACFM-ACDM 
. BJAM=ANFM-ANDM 
WM=FM-DM ... ... .....
ABM=BAM/WM ...
.ACBM=BJM/WM 
ANBM=BJAM/WM 
DD=DM*100.0/FM 
WD=WM*100 *Q/FM .
FD=100.0
lF(NKIT-2) 211,249,249
211 1=1 r
CALCULATION OF STILL TEMPERATURE 
TA(I)=115.0
212 CALL VPRESST PP A(I)»PPJ(I),PPN(I),TA(I),2) 
XP(I)=(PPA(I)*ABM+PPJ{ 1 )*ACBM+PPN(I)*ANBM) 
IF{0.99-XP{I M  213,213,215
213 IF(XP(U-1.Oi> 214,214,215
214 ALPHLK=PPA{I)/PPJ(I)
AL PHAH=PPN(I) /PPJ (I )
TEMST=TA(I)
.. GO TO 216
215 TA( I )=TA( D + 0 . 5  
GO TO 212
216 TGT = 50.0
217 CALL VPRESS(PAA,PJA,PNP,T0T,2)
(296)
26/11/70 DESIGN
o 
<r> 
o 
on
 
n
o
n
26/11/70
(297)
DESIGN
XR1=(ADMF/PAA+ACDMF/PJA)
IF{0 *99-XR 1) 218,218,220 
2.18 IF( XR 1-1*01) 215 ,219,220
219 ALPHAS = P AA/PJ A 
TOP TM=T0T
GO TO 221
220 T0T=T0T+0*5 
GO TO 217
221 ALPAV-SQRT(ALPHLK*ALPHAS)
XNM= ( ( AL0G( ( ADMF/ACDMF. ).*{ AC.BM/AOM.),) ) / AEOQ (ALP-AV.)..) rl *0 w .r. .....
... ,.B.V=-( (,ALP AV*AFMF* (.1 *0+ALPHAH.) )+ ( ACFMF*< ALPAV+ALPHAH) ),+.( ( ALPHAH*ANJ= 
lMFi*(1.0+ALPAV)))
AV = ( ( ALP AV*AFMF ) + ACFMF + ( ALPHAFj*ANFMF ) )
CV=(ALPHAH*ALPAV)
THET A=(-BV+SQRT{BV*BV-{4•0*AV*CV)))/(2* 0*AV)
IF C 1.0-THETA) 224,224,222
222 IFtTHETA-ALPAV) 224,224,223
223 THETA = (— BV— SQRTiBV*BV-(4*0*AV*CV)))/(2*0*AV)
MINIMUM REFLUX RATIO
224 RR=((ALPHLK*ADMF}/{ALPHLK-THETA))+(ACDMF/THETA)-1*0 
R( 1) = 1.0*RR
CALCULATION OF OPTIMUM REFLUX RATIO 
DO 246 NNN=2,8 
R(NNN)=R(NNN-1)+0.4*RR 
OM=(R (NNN)*DD+FD)
VM=DD*(R(NNN)+1.0)
.1 = 1 
TA(I)=TEMST
TOT=TOPTM ... . . .
AX(I )=A8M 
ACXCI) =ACBM 
ANX ( I ) = ANBM 
AXP=PP A (I)*AX(I)
ACXP=PPJ(I)*ACX(I)
ANXP=PPN{I)*ANXCI>
AY ( I ) = AXP/XP(I)
ACYCI)=ACXP/XP(I)
ANY(Ij=ANXP/XP(I)
IF( IPRI NT-1) 225,225,7224 
7224 WRITE!IRITE,60) AX{I),PPA(I),AXP,AY(I),T A {I)
WRITE!IRITE,65) ACX(I),PPJ( I),ACXP,ACY(I)
WRITE( IRITE,65) ANX(I),PPN(I),ANXP,ANY<I)
.225 I — 1 + 1 , , . . . . r . 4.1, . ; .^,  'J? T •I' >
‘ - FEED PLATE CALCULATION .. T .
A X ( I )=(VM/OM)*AY(I-l) + (WD*ABM)/OM
ACX{I )>(VM/OM)*ACY{I-l) + CWD*ACBM)/OM . -
ANX(I )=(VM/OM)*ANY(I-l)+(WD*ANBM)/OM 
RRR = ABS((AX(I )/ACX(I )>~(AFMF/ACFMF))
SSS=ABS((AX!I-l)/ACX(I-I))-(AFMF/ACFMF))
. * ' * - V
n
o
n
I F(RRR-SSS) 226,227,227 
226 JPIV=1 
N = 2
GO TO 229.
*227 J PIV=2
GO TO 241
229 T A!N)=T A(N-1)-5.0
230 CALL VPRESStPPA!I) , P P J (I ), P P N (I),TA(N),2)
x p i n ) =p p a i d * a x ( d +p p j (i)*a c x (i )+p p n (n * A N X i n
IF!Q.99-XP(N)) 231,231,232
231 IF!XP!NI-1.015 235,235,232 
. 232 IF(N— 2 ) 233,233,234
233 N = N +1
GO TO 229
234 CMD=(X P (N-1 V-XP{N ))/(TAi N-1)— TA{N ))
9234 Cl = XP(N)~(CMD*TA!N))
N=N + 1
9235 TA(N) = Ui.O-Cl)/CMD)
GO TO 230
235 T A{1) = T A (N )
AXP = !PP A!I)*AX1 I) )
ACXP=PPJU)*ACX( I)
ANXP=PPN(I)*ANXCI)
AYCI)=AXP/XP(N)
ACY(I ) = ACXP/XP(N )
ANY(I } = ANXP/XP(N )
IF!ANY!I)-RMINJA) 236,237,237
236 ANY i I ) —0 #0 i.,MiWiiVi+U> ^ 5 4 & ? .  %«>»4,• *•*•;
.237.. IFLJP1W-1) 238,238,9239 . , : .. ..... ■
•238 YEMPF=T AKN) ’
9239 IF( IPRI NT-1} 7240,7240,7239
7239 WRITE!IRITE,60) AX(I),PPA(I),AXP,AY(I),TA<N)
WRITE!IRITE,65) ACX{I ),PPJ{ I) ,ACXP,ACY!I)
WRITE!IRITE,65) ANX(I ),PPN(I ),ANXP,ANY<I)
7240 IF (AY! IJ-RMAXA)239,242,242
239 IF!JPIV-1 ) 225,225,240
240 1=1+1
241 . AX ( I )=1R! NNN) + 1 . 0 )*AY( I - 1) /R(NNN)-ADMF./R! NNN)
ACXCI) = (R(NNN )+1.0)*ACY<I-1)/R{NN N)-ACDMF/R(NNN)
ANX( I )=(R(NNN) + 1.C)*ANY!I-1)/R(NNN)
N=2
GO TO 229. • • . •
COLUMN DIMENSIONS
242 TA(1I=TA(1)+273•0 
’ DENL=62.4*! t AB*0.797*I (!508.O-TA(1) ) / 215. 0) **0. 33 ) + ACB*1 .05*! ( (594
1.6-TA!1) )/301•6)* * 0•3 3) + ANB *1•0 8 #(!(569.O-TA!I))/276.0)**0.33))/ 
2WW)
DENV=(WW*0.760 5)/(HM*TA(1))
UU=0.15*SQRJ((DENL-DENV)/DENV)
DIAB=SQRT!!WW*(R(NNN)+1.0)*DM)/{WM*DENV*UU*2828.0))
T0T=T0T+273.0
DENL=49.42*!(!508.C-TQT)/215.0)**0.33)
(298)
26/11/70 DESIGN
DENV=(DW*0„7605)/(DM*TOT)
UU=0.15*SQRT{(DENL-DENV)/DENV)
DIAT=SQRT<(R(NNN)+1.0)*DW/(DENV*2828o0*UU))
DIA=0.5*< CIAB + DIAT)
NDIAsIF IXtDIA)
RDI A=NDI A . •» ■si-.-.'- *.'.{# Ih>-v'> • --h-. »«.- -t. kv
. IF ( P X A-RO.I A-0 • 5 I. 243,243,24.4 .
^243  D I A = R D I A + Q • 5  '
GO TO 245
244 DIA*RDIA+1.Q
245 RNUM=FLOAT<1-1)
RNUM1=3.34*RNUM .
SNUM=0.2236*RNUM
CC1 = C(RNUMl+5.0)*1.211*(tDIA+10.0) ) + iSNUM*(iDIA+5.0)**3.45)) 
DELH1=225.0*DW*{R(NNN)+1.0)
TOPT=(TOT*1.8)-460.O 
DELH2=DW*0.55*CTOPT-86.0)
WAT1=(DELH1+DELH2J/46.0 
WT2=74.0+(DELH2/WAT1)
DELTl=(T0PT-WT2l
DELTM=(DELT1-12.0J/ALOGCDELTl/12.0)
AREA=DELE2/(100.0*DELTM)
CC2=336.2*l(AREA*100.0)**0.46)
WT3=WT2* (DELH1/WAT1)
DELT1=133.0-WT2 .
CELT2=133.0-WT3.
. DELTM=(DELT1-DELT2)/AL0G(DELT1/DELT2)
AREA=OELH1/(DELTM*150.0)
CC3=336.2*((AREA+100.0)**0.46)
T EM PF = T E M P F * 1 • 8 + 3 2 •
DELH3=(A ( 1)+AJ(1)+AJA(1))*0.57*(TEMPF-32.0)
DELH4=DW*0.55*<T0PT-32.0)
TA(11=(TA(1)*1.8)-460.0 
DELH5=WW*0.47*(TA(1 )-32 .0)
QR=(DELHI+DELH4+DELH5-DELH3)
AREA=QR/12000.0
CC4 = 336.2*UAREA+1Q0.C)**0.46)
SMl=QR/832o0
DELH6={0.47*(RT+1.0)*Z*BH*CTA(l)-95.0))
WAT2={DELH6/46.0)
D E L T l =  ( T;A C l )  1 2 0 •  0 1 .............. .. : ,  , , , , , , ,  , f>(1, ,v:.
 DELTM= C DEJLT Ir 21.0 )./ALOGC DEL.T1 /21..0 ) . . .....................   • .
AR EA=DELH6/IDELTM*50.0)
CC5=336.2*((AREA+100.0)**0.46)
ST2=O.C0671*DW*(R(NNN) + 1.0)
CC7=14.22*((ST2)**0•66)
CR=C C WAT1 + WAT2 ) *0.011 ) + ( SM1*4.4)
CRACNNN-l)=CR
COSTC NNN- 1 ) = {CC1 + CC2 + CC3+CC4+CC5+CC7)+CR
246 CONTINUE
. 0PTC=C0ST(1)
CRAC=CRA(1)
OPTR=R(2)
DO 248.NNN=2,7
(299)
26/11/70 DESIGN
o 
oo
 
r> 
r> 
o 
oo
o 
o 
oo
(300)
IF (COST(NNN)-OPTC) 247,248,248
247 0PTC= CO S T i NN N )
CRAC=CRA(N N N )
OPTR=R(NNN+1)
248 CONTINUE 
OPTC=OPTC-CRAC
IF( IPRINT-1I 4248,4247,4247
4247 WRITE{IRITE,70) OPTR
4248 SG=( ( A( l)*0-78)+( AJ( 1 )*U048) + { AJA{1)*1.081) )/( A( 1)+AJ(U + A J A (li ) 
ST1=I0.36*(AI1)+AJ( IKAJAll) ) )/SG 
CC6 = 1349.0*U ST1 /I COO *0**0. 66)
. FRAT*Z-DW
ST4=(FRAT*76.37)
CC8=20*67*(((5.0E-4*ST4)+100.0)**1.01)
H4={H3-M(A(l)*0.54)+(0.505*AJ{1))+(0.434*AJA{1)))*1•8*(TEMPF-40.0> 
D / 1 . 0 E 6  
CC9=3373.C*(H4**0.786)
CC=CC +OPTC +CC6 + CC 8+CC9 
FW=(WW-* ((RT+1*0)*Z*BH))
ACETIC ANHYDRIDE COLUMN .
.. . fAIl).= {FW/WW)*AB . . .. . . ... , ... , . *...•■ ....
: AJ(1)={FW/WW)*ACB ‘ .
AJA(1)=(FW/WW)*ANB 
EXAC=(Z*BJ)+AJ(1)-ACB 
XF=AJ (1) / (A( 1 )+AJ( 1)+AJA( 1) )
DW=FW*(XF-ACIDBP)/(ACIDTP-ACIDBP>   .
WW=FW-DW '
NKIT=NK IT + 1 . . .  .
GO TO 207
249 XF= ACFMF . L ,
XD=ACDMF 
XW=ACBM 
YD=XD 
XM=XF
. YM={-6* 2E-4+2•59104*XM— 2* 84138*XM*XM + 1.2537*XM*XM*XM)
MINIMUM REFLUX RATIO
. CMD=ABS( C YD-YM)/(XD-XM))
RR=GMD/<1.0~CMD)
.R (1)=1.0*RR
CALCULATION OF OPTIMUM REFLUX RATIO
DO 276 NNN=2,8 
R(NNN)=R(NNN-1)+0.4*RR 
.ON=R(N N N )*DD .
VN=ON+DD . -
1 = 1
PLATE TO PLATE CALCULATIONS .
26/11/70 DESIGN
o 
o
(301)
N= 1
YAN!I)= YD
IF{YANCI) -C*985) 250,251,251  
2 50 XAN! I ) = 10.00157+0.462 85*YAN(I 5 -0 .39 46 2* (YAN!I) *YAN(I ) ) + 0 .94681 * ( YA 
I N ! I ) * * 3 ) )
GO TO 9251 
251 X A N U )  = !YAN(I)~0.46)/0.54 
9251 IF{ IPRINT-1) 252,252,7252
7252 WRITE! IRITE,80) X AN ( I ) , YAN (I.) , N »■
• 252 .1 = 1 + 1 . . ... . . . , :   , ...
N=N + 1 1
YAN(I)” {(R!NNN)/< R (NN N )+1.0))*XAN(1-1) + XD/(R (NNN)+1.0))
. IF!YAN!I)-0.985) 253,254,254
253 XAN( I ) = !0*00157+0.46285*Y A N ! I ) - 0 . 39 46 2* !YANU) *YAN( I ) )+0 .94 68 1* !YA 
I N ! I ) * * 3  ))
GO TO 5255
254 XAN( I ) = ( YAN{ I ) - 0 . 4 6 ) / O . 54 
9255 IF! IPRINT-1) 255,255,  7255
7255 WRITE!IRITE,80) XAN!I ),YAN!I),N
255 IF (XANtl)-XF) 256,256,252
256 OM=ON+FD 
VM=VN .
257 1=1+1
YAN!I)=((!OM/VM)*XAN!1-1))-((WD*XW)/VM))
IF(YAN(I 1-0.228) 258, 258, 259
258 XAN!I)=!YAN!I)/2.28)
. GO TO 260
2 5.9 XAN! I ) = ( 0.00157+0.46285* YAN! I )-0*3946 2* YAN! I) *YAN(I ) +0.94681* (VAN! 
II)**3) )
260 IF(XANII)-XW) 262,261,261
261 N=N+1
IF! IPRINT-1) 257, 257, 7261 
7261 WRITE!IRITE,80) XAN!I),YAN(I),N 
GO TO 257
262 TP=110.Q
263 CALL VPRESS(ZPA,ZPJ,ZPN,TP,2>
RX1=ADMF/ZPA
RX2=ACDRF/ZPJ
RX3-ANDMF/ZPN
RX4=!RX1+RX2+RX3)
.. IF!RX4— 0•99) 265,264,264
264 I F(RX4-1.01) 266,266,265
265 TP=TP+0•5 
GO TO 263
266 TB=130.0
267 CALL .VP&E SS < ZPA,ZP J , ZPN VT$», 2.),...................«»****«. »,* -»-i . ..
.R X 4 =Z P J * A C B M.+ Z P N* A N 8 M ..........  „...  . , . . , • . - . . ...,
IF(RX4-0.99) 269,268,268 ' .
268 IF!RX4-1.01) 27C,270,269
269 TB=TB+0.5 
GO TO 267
270 CONTINUE
COLUMN DIMENSIONS ,
26/11/70 DESIGN
26/11/70 DESIGN
(302)
DENL= (ACB*1.Q5*(( ( 594.6-( TB+273. 0) 1/301.6.) *0.33) ) + i ANB*1.08*{ ( ('( 
1569.0-(TB+273.0))/276.G )**0.33)))*62.4/WW 
DENV“WW*0.7605/ (-WP* ( TB + 273.0 ))
. UU=Q.15*SQRT((DENL-DENV)/DENV)
D!AB=SQRT((WW*(R(NNN)+1.0)*DM)/(WM*DENV*2828.0*UU))
DENL=62.4*((AD*0.792*(((508.0-(TP+273.0))/215.0)**0.33i)+(ACD*1.05 
i*(((594.6-(TP+273.0))/301.6)**0.33)1+(ANAD*1.08*(((569.0-(TP+273.0
2))/276.0 )*0.33)) )/DW 
DENV=DW*0. 76.05/(DM*( TP + 273.0 ) )
UU=0.15*SQRT U  DENL-DENV)/DENV)
. DIAT=SQRT((R(NNN) + 1.0)*DW/(DENV*2828.0*UU) )
DIA=0.5*(DIAB+DIAT)
NDIA=IE IX(D IA )
RDIA=NDIA
IF(DIA-RDIA-0.5) 271,272,272
271 DIA = R DIA + 0 •5 
GO TO 273
272 DIA=RD IA+ 1 .0
273 IF(DIA-5.0> 274,274,275
274 QP=0.62 • .
. PQ=2.19
GO TO 9275
275 QP=C .92 
PQ = 2 * 1
9275 TRT = FLOAT (N-l) ... -
.. CCi+.( ( 2.727*TRT + 5.0)*1.315*.QP*UDI.A+10.0.)**PQ) ) + (0.2032*T,RT*( (D.IA+ 
i5.01**3.45)) (
TP=TP*l.8+32.0
DEL H1=DW*0 * 54*(TP-104.0)
. DELH2=174•15*(R(NNN)+1.0)*DW 
WAT=(DELHI+DELH2 )/46.0 
WAT i=WA T .
VIT2=74#b+( DELHI/WAT) /
. DELT1=TP-WT2
DELTM=(DELT1-30.0)/ALOG(DELT1/30.0)
AREA=DELH1/(DELTM*50.0)
CC3=33 6.2*((AREA+100.0 ) **0.46)
WT3=WT2+(DELH2/WAT)
DELT1=(TP-WT 2)
DELT2=(TP-WT3)
DELTM=(DELT1-DELT2)/ALOG(DELT1/DELT2)
AREA=DELH2/<DELTM*50.0 ) .
CC5=336.2*((AREA+100.0)**0.46)
TB=TB*1.8+32.0
DELHl = FW*C.47*(TA ( U-32.0)
•. DELH3=DW*0. 54* (TP-32. 0 ) ‘
DELH4=WW*0.434*(TB-32.0 )
QR=(DELH2+DELH3+DELH4-DELH1)
AREA=QR/12000.0 - 
. CC6=336.2*( ( AREA + 100.0**0.461 
SM2=QR/832.0 
. DEL H5=WW*0•434*(TB-86•C )
W A T = D EL H 5 / 4 6 • 0
n
o
n
(303)
WAT = WAT + W AT I 
DELTi=TB-120.0 .
DELTM={DELTl^*12*0)/AL0G(DELTl/12o,0) 
AREA=DELH5/(DELTM*50•0)
CC2=336.2*{{AREA+100.G )**0.46) 
ST3=0.0055*DW*(R<NNNH-1.0)
CC4=14. 22*( ST3**0• 66 ) ,
• .. , CR=(WAT*0.011 )+(SM2*4.4)‘- ... ! . .
CRB(NNN-1)=CR
C0ST(NNN-1)=(CC1 + CC2 + CC3+CC4+CC 5+CC6)+CR
276 CONTINUE
OPTC = COST (1) , . ,
CRAN=CRB( 1) .'
OPTR=R ( 2 ) . . \
DO 278 NNN = 2» 7
•IF(C0ST(NNN)-0PTC) 277,278,278
277 OPTC=COST(NNN)
CRAN=CRB(NN N)
OPTR=R(NNN+1)
278 CONTINUE 
OPTC=OPTC~CRAN
IE( IPRINT— 1) 4279,4278,4278
4278 WRITE! IRITE,90) OPTR
4279 CONTINUE 
FRAC=TAC+EXAC-DW 
ST5=58.S3*FRAC 
ST6=56.01*WW
CC7=54.11*((ST5/4.0)**0.57)
OPERATING COST AND PROFIT
CR2=0.01887*4.4*FRAC 
ST6=ST 6/6«0E3 
IF {ST 6-100*0) 279,279,280
279 CC8=326 7 *0*SQRT{ST6)
GO TO 281
280 CC8=155*0*((ST6+1C0.0)**1.01)
281 CC=CC+OP TC + CC7+CC 8 
CR1=0 *011*RW 
CR=CR1+CR2+CRAC+CRAN 
CO=(0 » 5*CC ) +CR
. PROFIT=(IWW*VV J A )-(CO + (FRAT*VVA) + (FRAC*VVJ))) 
CONV=CONV/100 *0 
.RETURN 
END
26/11/70 DESIGN
o 
o 
o
DISK OPERATING SYSTEM/360 FORTRAN 360N-FO-451 CL 
SUBROUTINE VPRESS <PAP,PJP,PNP,TTT,K)
THIS SUBROUTINE CALCULATES VAPOUR PRESSURE OF ACETONE,ACETICACID C 
AC.ANHYDRIDE FOR GIVEN TEMP!IF K=1,GIVEN TEMP IS IN DEG F,K=2 TEM 
P IS IN DEG C.)
GO TO (1,2),K
1 TTR=1 • 8 / ( T T T + 4 6 0 •0 )
GO TO 3
2 TTR=1.0/(TTT+273.0)
3 PAP=100000.1*EXP!-3799.231*TTR)
PJP=249327.8*EXP<-4864.607*TTR)
PNP=448095.7*EXP(-5355•908*TTR)
RETURN . .
. END
(304)
(305)
The fo llow ing e r r o rs  cause the e r r o r  m essage  to 
be printed. H ow ever, the p rogram  allow s the 
design  to be continued taking the m axim um  (or 
m inim um ) sp ecified  value.
1. ***  EXIT LIQUID T E M P E R A tttR E  IS
TOO LOW . CALCULATION CONTINUES
■ •
2. *#* EXIT LIQUID TEM PERATU RE'IS TOO
HIGH. CALCULATION CONTINUES
sfc siojc -
t
3. ***■ LINEAR INTERPOLATION METHOD FAILED
TO FIND HEIGHT OF PACKING.
MAXIMUM SPECIFIED HEIGHT IS 
- TAKEN ^
A ll  above three e r r o r  m essages  are generated during 
the quench unit design  calcu lations.
E r r o r  M essages
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APPENDIX D (Continued)
P rog ra m  output (Continued) 
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