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Abstract
We prove the local well-posedness for the barotropic compressible Navier-Stokes system on a moving domain,
a motion of which is determined by a given vector field V, in a maximal Lp − Lq regularity framework. Under
additional smallness assumptions on the data we show that our solution exists globally in time and satisfies a
decay estimate. In particular, for the global well-posedness we don’t require exponential decay or smallness of V
in Lp(Lq). However, we require exponential decay and smallness of its derivatives.
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1 Introduction
We consider a barotropic flow of a compressible viscous fluid in the absence of external forces described by the isentropic
compressible Navier-Stokes system
∂t̺+ divx(̺u) = 0, (1.1)
∂t(̺u) + divx(̺u⊗ u) +∇xp(̺) = divxS(∇xu), (1.2)
where ̺ is the density of the fluid and u denotes the velocity. We assume that the stress tensor S is determined by
the standard Newton rheological law
S(∇xu) = µ
(
∇xu+∇
t
xu−
2
3
divxuI
)
+ ζdivxuI (1.3)
with constant viscisity coefficients µ > 0 and ζ ≥ 0. The pressure p(̺) is a given sufficiently smooth function of
the density. We assume the fluid occupies a time-dependent bounded domain Ωt, the motion of which is described
1
by means of a given velocity field V(t, x), where t ≥ 0 and x ∈ R3. More precisely, we assume that if X solves the
following system of ordinary differential equations
d
dt
X(t, x) = V
(
t,X(t, x)
)
, t > 0, X(0, x) = x,
we set
Ωτ = X (τ,Ω0) ,
where Ω0 ⊂ R
3 is a given bounded domain at initial time t = 0. Moreover we denote Γτ = ∂Ωτ and
Qτ =
⋃
t∈(0,τ)
{t} × Ωt =: (0, τ) × Ωt.
We consider system (1.1)-(1.2) supplied with the Dirichlet boundary conditions
(u−V)|Γτ = 0 for any τ ≥ 0 (1.4)
and the initial conditions
̺(0, ·) = ̺0, u(0, ·) = u0 in Ω0. (1.5)
The existence theory for system (1.1)-(1.2) on fixed domains is nowadays quite well developed. The existence of
global weak solutions has been first established by Lions [16]. This result has been later extended by Feireisl and
coauthors ([10], [4], [5], [6]) to cover larger class of pressure laws. Strong solutions on fixed domains are known to
exists locally in time or globally provided certain smallness assumptions on the data. For no-slip boundary conditions
see among others [18], [19], [28], [29] for the results in Hilbert spaces, [20], [21], [22] in Lp setting and [3] for a maximal
Lp − Lq regularity approach. Problem with slip boundary conditions on a fixed domain has been investigated by
Zajaczkowski [30], Hoff [12] and, more recently, by Shibata and Murata [17], [26] in the Lp − Lq maximal regularity
setting. In [23],[23] the approach from [3] has been adapted to treat a generalization of compressible Navier-Stokes
system describing flow of a compressible mixture with cross-diffusion. For results on free boundary problems for
system (1.1)-(1.2) we refer to [31], [32] where global existence of strong solutions in L2-setting has been shown under
the assumption that the domain is close to a ball and to [25] where a free boundary problem is treated in Lp − Lq
approach.
The existence theory for system (1.1)-(1.2) on a moving domain with given motion of the boundary started to
develop with the results for weak solutions obtained using a penalization method in [8] for no-slip bondary conditions
and [9] for slip conditions. These results have been recently generalized to the complete system with heat conductivity
in [13] and [14]. The first weak-strong uniqueness result on a moving domain has been shown in [2] in case of no-slip
boundary condition. A generalization of this to slip conditions as well as a local existence result for strong solution
for both types boundary conditions can be found in [15]. There, the authors use the energy approach in L2 setting
for the existence result.
The aim of this paper is to extend the existence theory for strong solutions on a moving domain to Lp−Lq maximal
regularity setting. We present a more detailed outline of the proof after stating our main result, however first let us
resume the notation used in the paper.
1.1 Notation
We use standard notation for Lebesgue spaces Lp(Ω) and Sobolev spaces W
k
p (Ω) with k ∈ N on a fixed domain Ω. By
CB(Ω) we denote a space of bounded continuous functions on Ω. Furthermore, for a Banach space X , Lp(0, T ;X) is
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a Bochner space of functions for which the norm
‖f‖Lp(0,T ;X) =
{ (∫ T
0
‖f(t)‖X dt
)1/p
, 1 ≤ p <∞,
ess sup0≤t≤T ‖f(t)‖X , p =∞
is finite. Then
W 1p (0, T ;X) = {f ∈ Lp(0, T ;X) : ∂tf ∈ Lp(0, T ;X)}.
For p ≥ 1 we denote by p′ its dual exponent, i.e. 1p +
1
p′ = 1. Next, we recall that for 0 < s < ∞ and m a smallest
integer larger than s we define Besov spaces on domains as intermediate spaces
Bsq,p(Ω) = (Lq(Ω),W
m
q (Ω))s/m,p, (1.6)
where (·, ·)s/m,p is the real interpolation functor, see [1, Chapter 7]. In particular,
B2(1−1/p)q,p (Ω) = (Lq(Ω),W
2
q (Ω))1−1/p,p = (W
2
q (Ω), Lq(Ω))1/p,p. (1.7)
We shall not distinguish between notation of spaces for scalar and vector valued functions, i.e. we write Lq(Ω) instead
of Lq(Ω)
3 etc. However, we write vector valued functions in boldface.
For function spaces on moving domains we assume that there exists R > 0 such that for all t ∈ [0, T ] it holds
Ωt ⊂ BR(0), where BR(0) denotes the ball in R
3 of radius R centered at the origin. Then we define
Lp(0, T ;Lq(Ωt)) := {u ∈ Lp(0, T ;Lq(BR(0))), u(t, ·) = 0 in BR(0) \ Ωt for a.e. t ∈ (0, T )} (1.8)
with the norm
‖u‖Lp(0,T ;Lq(Ωt)) :=
(∫ T
0
‖u(t)‖pLq(Ωt) dt
) 1
p
for p <∞ and
‖u‖L∞(0,T ;Lq(Ωt)) := ess supt∈(0,T ) ‖u(t)‖Lq(Ωt) .
Similarly we define spaces Lp(0, T ;W
l
q(Ωt)). Let l ∈ N and α be a multi-index. Then
Lp(0, T ;W
l
q(Ωt)) := {u ∈ Lp(0, T ;Lq(Ωt)), ∂
αu ∈ Lp(0, T ;Lq(Ωt)) ∀ |α| ≤ l}
with the norm
‖u‖Lp(0,T ;W lq(Ωt))
:=
∑
|α|≤l
‖∂αu‖Lp(0,T ;Lq(Ωt)) .
Let us also introduce a brief notation for the regularity class of the solution. Namely, for a function g and a vector
field f defined on (0, T )× Ωt we define
‖g, f‖X (T ) = ‖f‖Lp(0,T ;W 2q (Ωt)) + ‖ft‖Lq(0,T ;Lq(Ωt)) + ‖g‖Lp(0,T ;W 1q (Ωt)) + ‖gt‖Lp(0,T ;Lq(Ωt)), (1.9)
and for a pair g˜, f˜ defined of (0, T )× Ω0
‖g˜, f˜‖Y(T ) = ‖f˜‖Lp(0,T ;W 2q (Ω0)) + ‖f˜t‖Lq(0,T ;Lq(Ω0)) + ‖g˜‖W 1p (0,T ;W 1q (Ω0)). (1.10)
Obviously, we denote by X (T ) and Y(T ) spaces for which above norms are finite.
Remark 1.1 Notice that the norm (1.10) involves also ‖g˜t‖Lp(W 1q (Ω0)) while in (1.9) we have only ‖gt‖Lp(Lq(Ωt)).
The reason is that in the Lagrangian coordinates we are able to show higher regularity of the density, which does not
correspond to equivalent regularity in Eulerian coordinates, see Section 4.4.
Finally, by E(·) we shall denote a non-negative non-decreasing continuous function such that E(0) = 0.
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1.2 Main results
The first main result of this paper gives the local well-posedness for system (1.1)-(1.2) with Dirichlet boundary
condition.
Theorem 1.1 Let Ω0 ⊂ R
3 be a bounded uniform C2 domain. Assume
̺0 ∈W
1
q (Ω0), u0 ∈ B
2−2/p
q,p (Ω0)
and
V ∈ Lp(0, T ;W
2
q (R
3)) ∩W 1p (0, T ;Lq(R
3))
with 2 < p <∞, 3 < q <∞ and 2p +
3
q < 1. Then for any L > 0 there exists T > 0 such that if
‖̺0‖W 1q (Ω0) + ‖u0‖B2−2/pq,p (Ω0)
+ ‖V‖Lp(0,T ;W 2q (R3)) + ‖∂tV‖Lp(0,T ;Lq(R3)) ≤ L (1.11)
then the system (1.1)-(1.5) admits a unique strong solution (̺,u) ∈ X (T ) and
‖̺,u‖X (T ) ≤ CL. (1.12)
Remark 1.2 Let us comment on the restrictions on p and q. The condition q > 3 is natural as we shall repeatedly use
the embedding W 1q (Ω0) ⊂ L∞(Ω0). However, a stronger condition
2
p +
3
q < 1 is required since we need the embedding
B
2(1−1/p)
q,p (Ω0) ⊂W
1
∞(Ω0) to prove Lemma 4.2, see Corollary 3.1.
The second main result gives global well-posedness:
Theorem 1.2 Let Ω0 ⊂ R
3 be a bounded uniform C2 domain. Assume that
̺0 ∈W
1
q (Ω0), u0 ∈ B
2−2/p
q,p (Ω0)
Furthermore, let ̺∗, γ > 0 be given constants. Then there exists ǫ > 0 such that if
‖̺0 − ̺
∗‖W 1p (Ω0) + ‖u0 −V(0)‖B2−2/pq,p (Ω0)
+ ‖eγt(∂tV,∇xV,∇
2
xV)‖Lp(0,T ;Lq(R3)) ≤ ǫ (1.13)
then the unique strong solution to (1.1)-(1.5) is defined globally in time and
‖eγt̺‖W 1p (0,∞;W 1q (Ωt)) + ‖e
γt∂tu‖Lp(0,∞;Lq(Ωt)) + ‖e
γt∇xu‖Lp(0,∞;W 1q (Ωt)) + ‖e
γt(u−V)‖Lp(0,∞;Lq(Ωt)) ≤ Cǫ, (1.14)
‖u‖Lp(0,∞;Lq(Ωt)) ≤ Cǫ+ ‖V‖Lp(0,∞;Lq(Ωt)). (1.15)
The paper is structured as follows. In Section 2 we rewrite the problem on a fixed domain using Lagrangian
coordinates. In Section 3 we recall known results which we apply to prove Theorems 1.1 and 1.2. These are results
on the existence of solutions to linearized problems on a fixed domain and certain imbedding properties. Section 4
is dedicated to the proof of Theorem 1.1. We reduce the problem to homogeneous boundary condition and show
appropriate estimates of the right hand side of the problem in Lagrangian coordinates and conclude using fixed point
argument and linear result recalled in Section 3. In Section 5 we prove Theorem 1.2. For this purpose we obtain
appropriate estimates of the right hand side which allow to show uniform in time estimate for the solution using
exponential decay property of the linear problem. This estimate allow to prolong the solution for arbitrarily large
times.
4
2 Lagrangian transformation
Let us start with a following observation
Lemma 2.1 Let p and q satisfy the assumptions of Theorem 1.1. Then
(i) if ‖f‖Lp(0,T ;W 2q (Ω0)) ≤M for some M > 0, then∫ T
0
‖∇f(t, ·)‖L∞(Ω0)dt ≤ME(T ). (2.1)
(ii) if ‖eγtf‖Lp(0,∞;W 2q (Ω0)) ≤M for some M,γ > 0 then∫ ∞
0
‖∇f(t, ·)‖L∞(Ω0)dt ≤ CM. (2.2)
Proof: By the imbedding theorem and Ho¨lder inequality we have
∫ T
0
‖∇f(t, ·)‖L∞(Ω0)dt ≤ C
∫ T
0
‖f(t, ·)‖W 2q (Ω0)dt ≤ T
1/p′
∫ T
0
(
‖f(t, ·)‖pW 2q (Ω0)
)1/p
dt ≤ME(T ),
which proves the first assertion, and for the second we have∫ ∞
0
‖∇f(t, ·)‖L∞(Ω0)dt ≤ C
∫ ∞
0
e−γteγt‖f(t, ·)‖W 2q (Ω0)dt
≤
(∫ ∞
0
e−γtp
′
dt
)1/p′
‖eγtf‖Lp(0,∞;W 2q (Ω0)) ≤ CM.

In order to transform problem (1.1)-(1.2) to a fixed domain we introduce the change of coordinates
d
dt
Xu(t, y) = u
(
t,Xu(t, y)
)
for t > 0, Xu(0, y) = y, (2.3)
i.e.
Xu(t, y) = y +
∫ t
0
u(s,Xu(s, y))ds. (2.4)
Then for any differentiable function f defined on QT we have
d
dt
f(t,Xu(t, y)) =
∂
∂t
f(t,Xu(t, y)) + u · ∇xf(t,Xu(t, y)). (2.5)
Let us define transformed density and velocities on a fixed domain Ω0:
˜̺(t, y) = ̺(t,Xu(t, y)), u˜(t, y) = u(t,Xu(t, y)), V˜(t, y) = V(t,Xu(t, y)) (2.6)
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Lemma 2.2 Assume that ∫ T
0
‖∇yu˜‖∞dt ≤ δ (2.7)
for sufficiently small δ > 0. Then the inverse to Xu, i.e. Y(t, x) defined as
Xu(t,Y(t, x)) = x ∀t ≥ 0, x ∈ Ωt, (2.8)
is well defined and its Jacobian can be expressed in a following way
∇xY(t,Xu(t, y)) = [∇yXu(t, y)]
−1 = I+E0(ku˜(t, y)), (2.9)
where
ku˜(t, y) =
∫ t
0
∇yu˜(s, y)ds (2.10)
and E0(·) is a 3× 3 matrix of smooth functions with E0(0) = 0.
Proof: We have
∂Xi
∂yj
(t, y) = δij +
∫ t
0
∂u˜i
∂yj
(s, y) ds. (2.11)
Therefore, if (2.7) holds for sufficiently small δ then Y(t, x) is well defined and we have (2.9)-(2.10) with E0 as in the
statement of the Lemma. Next, by the boundary condition (1.4) we have
Xu(Γ0, t) = Γt for t > 0
and
Xu(y, t) ⊂ Ωt for t > 0, y ∈ Ω0.
Finally, it is well known that Xu is a diffeomorphism which completes the proof.

Note that by (2.9) we can write
∇x = [I+E
0(ku˜)]∇y. (2.12)
Lemma 2.3 Let (̺,u) be a solution to (1.1)-(1.5). Then (˜̺, u˜) solve the following system of equations on the fixed
domain Ω0
˜̺u˜t − µ∆yu˜−
(µ
3
+ ζ
)
∇ydiv yu˜+∇yp(˜̺) = F(˜̺, u˜) (2.13)
˜̺t + ˜̺div yu˜ = G(˜̺, u˜), (2.14)
u˜|t=0 = u0, u˜|∂Ω0 = V˜. (2.15)
The i-th component of F(·, ·) is given by
Fi(˜̺, u˜) = −E
0
ij∂yjp(˜̺) +Ri(u˜), (2.16)
and
G(˜̺, u˜) = − ˜̺E0ij(ku˜)
∂u˜i
∂yj
, (2.17)
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where the components Ri(·) of R(·) are expressed as
Ri(u˜) = µ[A2∆(ku˜)∇
2
yu˜+A1∆(ku˜)∇yu˜]i +
(µ
3
+ ζ
)
[A2div ,i(ku˜)∇
2
yu˜+A1div ,i(ku˜)∇yu˜], (2.18)
with Aj∆ and Ajdiv (j = 1, 2) given in (2.23), (2.24), (2.26) and (2.27), respectively.
Proof: We have
div xu = div yu˜+E
0 : ∇yu˜, (2.19)
where E0 : ∇yu˜ = E
0
ij(ku˜)
∂u˜i
∂yj
, which together with (2.5) gives (2.14).
In order to transform the momentum equation (1.2) it is convenient to rewrite it, using (1.1) and (1.3), as
̺(∂tu+ u · ∇xu)− µ∆xu− (
µ
3
+ ζ)∇div xu+∇xp(̺) = 0. (2.20)
We have
∂xip(̺) = ∂yip(˜̺) + E
0
ij∂yjp(˜̺). (2.21)
Now we need to transform second order operators. By (2.12), we have
∆xu =
∂
∂xk
(
∂u
∂xk
)
=
(
δkl +E
0
kl(ku˜)
) ∂
∂yl
((
δkm +E
0
km(ku˜)
) ∂u˜
∂ym
)
.
Therefore
∆xu = ∆yu˜+A2∆(ku˜)∇
2
yu˜+A1∆(ku˜)∇yu˜ (2.22)
with
A2∆(ku˜)∇
2
yu˜ = 2
∑
l,m
E0kl(ku˜)
∂2u˜
∂yl∂ym
+
∑
k,l,m
E0kl(ku˜)E
0
km(ku˜)
∂2u˜
∂yl∂ym
, (2.23)
A1∆(ku˜)∇yu˜ =(∇ku˜E
0
lm)(ku˜)
∫ t
0
(∂l∇yu˜) ds
∂u˜
∂ym
+E0kl(ku˜)(∇ku˜E
0
km)(ku˜)
∫ t
0
∂l∇yu˜ds
∂u˜
∂ym
.
(2.24)
Next, by (2.19)
∂
∂xi
div xu =
3∑
k=1
(δik +E
0
ik(ku˜))
∂
∂yk

divyu˜+ 3∑
l,m=1
E0lm(ku˜)
∂u˜l
∂ym

 ,
so we obtain
∂
∂xi
divxu =
∂
∂yi
divyu˜+A2div ,i(ku˜)∇
2
yu˜+A1div ,i(ku˜)∇yu˜, (2.25)
where
A2div ,i(ku˜)∇
2
yu˜ =
3∑
l,m=1
E0lm(ku˜)
∂2u˜l
∂ym∂yi
+
3∑
k=1
E0ik(ku˜)
∂
∂yk
divyu˜+
3∑
k,l=1
E0ik(ku˜)E
0
lm(ku˜)
∂2u˜l
∂yk∂ym
, (2.26)
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A1div ,i(ku˜)∇yu˜ =
3∑
l,m=1
(∇ku˜E
0
lm)(ku˜)
∫ t
0
∂i∇yu˜ ds
∂u˜l
∂ym
+
3∑
k,l,m=1
E0ik(ku˜)(∇ku˜E
0
lm)(ku˜)
∫ t
0
∂k∇yu˜ ds
∂u˜l
∂ym
.
(2.27)
Putting together (2.21), (2.22) and (2.25) gives (2.13) with (2.16). 
3 Linear theory and auxiliary results
First we recall a maximal regularity result concerning the linear problem on a fixed domain, which will be used in the
proof of Theorem 1.1. The linearized system of equations on the fixed domain Ω0 reads as
̺0ut − µ∆yu− (
µ
3
+ ζ)∇ydiv yu+ γ∇yη = f , (3.1)
ηt + ̺0div yu = g, (3.2)
u|∂Ω0 = 0, u|t=0 = u0. (3.3)
To show the local well-posedness for the Dirichlet boundary condition we will use the following result
Proposition 3.1 Let 1 < p, q < ∞ and 2p +
1
q 6= 1. Let ̺0,u0, µ and ζ satisfy the assumptions of Theorem 1.1.
Moreover, let Ω0 ⊂ R
n be a uniform C2 domain. If 2p +
1
q < 1, assume additionally that the initial velocity satisfies
the compatibility condition u0|∂Ω0 = 0. Finally, assume that for some T > 0
f ∈ Lp(0, T ;Lq(Ω0)), g ∈ Lp(0, T ;W
1
q (Ω0)).
Then the problem (3.1)-(3.3) admits a unique solution (̺,u) ∈ Y(T ) such that
‖̺,u‖Y(T ) ≤ C(T, µ, ζ, ‖̺0‖L∞(Ω0))[‖u0‖B2−2/pq,p (Ω0)
+ ‖f‖Lp(0,T ;Lq(Ω0) + ‖g‖Lp(0,T ;W 1q (Ω0)]. (3.4)
In order to show the global well-posedness in Theorem 1.2 we will linearize the problem around the constant ̺∗,
therefore we consider on the fixed domain Ω0 a linear problem
̺∗ut − µ∆yu− (
µ
3
+ ζ)∇ydiv yu+ γ∇yη = f , (3.5)
ηt + ̺
∗div yu = g, (3.6)
u|∂Ω0 = 0, u|t=0 = u0. (3.7)
We have the following exponential decay estimate
Proposition 3.2 Let 1 < p, q < ∞. Let Ω0 ∈ R
n be bounded, uniform C2 domain. Assume p, q, µ, ζ,u0 satisfy the
assumptions of Proposition 3.1. Assume moreover that there exist γ > 0 such that
eγtf ∈ Lp(0,∞;Lq(Ω0)), e
γtg ∈W 1p (0,∞;Lq(Ω0)).
Then (3.5)-(3.7) admits a unique solution ̺,u such that
‖eγtut‖Lp(0,∞;Lq(Ω0)) + ‖e
γtu‖Lp(0,∞;W 2q (Ω0)) + |γ|
1/2‖eγt∇yu‖Lp(0,∞;Lq(Ω0)) + ‖e
γtη‖W 1p (0,∞;W 1q (Ω0))
≤ Cp,q
(
‖u0‖B2−2/pq,p (Ω0)
+ ‖eγtf‖Lp(0,∞;Lq(Ω0)) + ‖e
γtg‖W 1q (0,∞;Lq(Ω0))
)
. (3.8)
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Remark 3.1 Propositions 3.1 and 3.2 can be deduced directly from, respectively, Theorems 4.1 and 5.1 in [23] as
their special cases. Alternatively, they can be deduced from Theorems 2.8 and 2.9 in [3], respectively.
Next we recall some embedding results for Besov spaces. The first one is [1, Theorem 7.34 (c)]:
Lemma 3.1 Assume Ω ∈ Rn satisfies the cone condition and let 1 ≤ p, q ≤ ∞ and sq > n. Then
Bsq,p(Ω) ⊂ CB(Ω),
where CB we denote the space of continuous bounded functions.
In particular u ∈ B
2−2/p
q,p (Ω0) implies ∇u ∈ B
1−2/p
q,p (Ω0). Therefore the above Lemma with s = 1− 2/p yields
Corollary 3.1 Assume 2p +
3
q < 1 and let Ω0 satisfy the assumptions of Theorem 1.1. Then B
2−2/p
q,p (Ω0) ⊂ W
1
∞(Ω0)
and
‖f‖W 1
∞
(Ω0) ≤ C‖f‖B2−2/pq,p (Ω0)
. (3.9)
The next result is due to Tanabe (cf. [27, p.10]):
Lemma 3.2 Let X and Y be two Banach spaces such that X is a dense subset of Y and X ⊂ Y is continuous. Then
for each p ∈ (1,∞)
W 1p ((0,∞), Y ) ∩ Lp((0,∞), X) ⊂ C([0,∞), (X,Y )1/p,p)
and for every u ∈ H1p ((0,∞), Y ) ∩ Lp((0,∞), X) we have
sup
t∈(0,∞)
‖u(t)‖(X,Y )1/p,p ≤ (‖u‖
p
Lp((0,∞),X)
+ ‖u‖pW 1p ((0,∞),Y )
)1/p.

4 Local well-posedness
4.1 Linearization for the local well-posedness
Let us start with removing inhomogeneity from the boundary condition (2.15). For this purpose we show
Lemma 4.1 Let V satisfy the assumptions of Theorem 1.1. Then the problem
̺0∂tub1 − µ∆yub1 − (
µ
3
+ ζ)∇ydiv yub1 = 0 in Ω0 × (0, T ), (4.1)
ub1|Γ0 = V˜, ub1|t=0 = V(0)
admits a unique solution such that
‖∂tub1‖Lp(0,T ;Lq(Ω0)) + ‖ub1‖Lp(0,T ;W 2q (Ω0)) ≤ C‖∂tV˜‖Lp(0,T ;Lq(Ω0)) + ‖V˜‖Lp(0,T ;W 2q (Ω0)). (4.2)
Proof. Denoting u˜b1 = ub1 − V˜ we have
̺0∂tu˜b1 − µ∆yu˜b1 − (
µ
3
+ ζ)∇ydiv yu˜b1 = ̺0∂tV˜ − µ∆yV˜ − (
µ
3
+ ζ)∇ydiv yV˜ in Ω0 × (0, T ), (4.3)
u˜b1|Γ0 = 0, u˜b1|t=0 = 0.
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Therefore, if V satisfies the assumptions of Theorem 1.1 then a maximal regularity result for the momentum equation,
which can be deduced similarly to Proposition 3.1, gives
‖∂tu˜b1‖Lp(0,T ;Lq(Ω0)) + ‖u˜b1‖Lp(0,T ;W 2q (Ω0)) ≤ C‖∂tV˜,∇
2
yV˜‖Lp(0,T ;Lq(Ω0)), (4.4)
which implies (4.2).

As linear system in Proposition 3.1 has constant in time coefficients, we linearize (2.13)-(2.14) around the initial
condition. Denoting
η = ˜̺− ̺0, v = u˜− ub1
we obtain
̺0vt − µ∆yv −
(µ
3
+ ζ
)
∇ydiv yv + γ1∇yη = F1(η,v) (4.5)
ηt + ̺0div yv = G1(η,v), (4.6)
v|t=0 = u0 −V(0), v|∂Ω0 = 0. (4.7)
where γ1 = p
′(̺0) and
F1(η,v) = R(η + ̺0,v + ub1)− η∂t(v + ub1)− p
′(̺0)∇y̺0 − [p
′(η + ̺0)− p
′(̺0)]∇yη (4.8)
G1(η,v) = G(η + ̺0,v + ub1)− (η + ̺0)div yub1 − ηdiv yv, (4.9)
and R(˜̺, u˜) is defined in (2.18).
4.2 Nonlinear estimates for the local well-posedness.
Using the results recalled in the previous section we show the following estimate for functions from the space Y(T ):
Lemma 4.2 Let (˜̺, u˜) ∈ B(0,M) ⊂ Y(T ) and let u0 satisfy the assumptions of Theorem 1.1. Then
‖E0(ku˜),∇ku˜E
0(ku˜), ‖L∞((0,T )×Ω0) ≤ C(M,L)E(T ), (4.10)
supt∈(0,T )‖η(·, t)‖W 1q (Ω0) ≤ C(M,L)E(T ), (4.11)
supt∈(0,T )‖v(·, t)− u0‖B2(1−1/p)q,p
≤ C(M,L), (4.12)
‖v‖L∞(0,T ;W 1∞(Ω0)) ≤ C(M,L), (4.13)
where ku˜ is defined in (2.10).
Proof. This result is in fact part of [24, Lemma 5.6]. For the sake of completeness we present an outline of the proof
referring there for details. First, (4.10) follows immediately from Lemma 2.1. In order to prove (4.12) we extend
v−u0 to the whole real line in time and apply Lemma 3.2 with X =W
1
q (Ω0) and Y = Lq(Ω0). Finally (4.13) follows
from (4.12) and Corollary 3.1.

From the proof of (4.13) we can also deduce
Lemma 4.3 Let ft ∈ Lp(0, T ;Lq(Ω0)), f ∈ Lp(0, T ;W
2
q (Ω0)) f(0, ·) ∈ B
2−2/p
q,p (Ω0). Then
‖f‖L∞(0,T,W 1∞(Ω0)) ≤ C[‖ft‖Lp(0,T ;Lq(Ω0)) + ‖f‖Lp(0,T ;W 2q (Ω0)) + ‖f(0)‖B2−2/pq,p (Ω0)
]. (4.14)
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Now we can estimate the right hand side of (2.13) in the regularity required by Proposition 3.1:
Lemma 4.4 Let F1(η,v), G1(η,v) be defined in (4.8) and (4.9). Assume that ̺0,u0 and V satisfy (1.11). Then
‖F1(η,v)‖Lp(0,T ;Lq(Ω0)) + ‖G1(η,v)‖Lp(0,T ;W 1q (Ω0)) ≤ E(T )(‖η,v‖Y(T ) + L). (4.15)
Proof: The proof relies on the estimates collected in Lemma 4.2. By (4.11) and (4.2) we have
‖η∂t(v + ub1)‖Lp(0,T ;Lq(Ω0)) ≤ ‖η‖L∞(Ω0×(0,T ))
(
‖∂tv‖Lp(0,T ;Lq(Ω0)) + ‖∂tub1‖Lp(0,T ;Lq(Ω0))
)
(4.16)
≤ E(T )[‖η,v‖Y(T ) + L].
In order to estimate the remaining terms notice that all the quantities (2.23)-(2.27) contain either E(ku˜) or ∇E(ku˜)
multiplied by the derivatives of u˜ with respect to y of at most second order. Therefore (4.10) and (4.2) imply
‖A2∆(ku˜)∇
2
yu˜, A1∆(ku˜)∇yu˜, A2div ,i(ku˜)∇
2
yu˜, A1div ,i(ku˜)∇yu˜‖Lp(0,T ;Lq(Ω0)) ≤ E(T )[‖η,v‖Y(T ) + L]. (4.17)
Putting together all above estimates we get the estimate for F1. Next, (4.10) gives immediately
‖G(˜̺, u˜)‖Lp(0,T ;W 1q (Ω0)) ≤ E(T )[‖η,v‖Y(T ) + L],
and thus (4.15) follows.

4.3 Fixed point argument
Let us define a solution operator
(η,v) = S(η¯, v¯) ⇐⇒ (η,v) solves (4.5)-(4.7) with right hand side F1(η¯, v¯), G1(η¯, v¯).
By Proposition 3.1 and Lemma 4.4, S is well defined on Y(T ) and maps a ball B(0,M) ⊂ Y(T ) into itself provided T
is sufficiently small w.r.t. M and L. Denote
(ηi,vi) = S(η¯i, v¯i), i = 1, 2.
Then the difference (η1 − η2,v1 − v2) satisfies
̺0∂t(v1 − v2)− µ∆y(v1 − v2)−
(µ
3
+ ζ
)
∇ydiv y(v1 − v2) + γ1∇y(η1 − η2) = F1(η¯1, v¯1)− F1(η¯2, v¯2) (4.18)
∂t(η1 − η2) + ̺0div y(v1 − v2) = G1(η¯1, v¯1)−G1(η¯2, v¯2), (4.19)
(v1 − v2)|t=0 = 0, (v1 − v2)|∂Ω0 = 0, (4.20)
and we have
F1(η¯1, v¯1)− F1(η¯2, v¯2) = R(η¯1 + ̺0, v¯1 + ub1)−R(η¯2 + ̺0, v¯2 + ub1)− (η¯1 − η¯2)∂tub1 − η¯1∂t(v¯1 − v¯2) (4.21)
− ∂tv¯2(η¯1 − η¯2) + p
′(̺0)∇y(η¯1 − η¯2)− p
′(η¯1 + ̺0)∇y(η¯1 − η¯2)−∇y η¯2[p
′(η¯1 + ̺0)− p
′(η¯2 + ̺0)]
and
G1(η¯1, v¯1)−G1(η¯2, v¯2) = −(η¯1 − η¯2)div yub1 − η¯2div y(v¯1 − v¯2)− (η¯1 − η¯2)div yv¯1 − (η¯1 + ̺0)E
1 : ∇y(v¯1 − v¯2)
−∇y(v¯2 + ub1) : [(η¯1 + ̺0)(E
1 −E2) + (η¯1 − η¯2)E
2], (4.22)
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where we have denoted
E1 = E0(kv¯1+ub1), E
2 = E0(kv¯2+ub1).
Since E0(·) is smooth, we have
|E1 −E2| ≤ C|kv¯1+ub1 − kv¯2+ub1 | ≤ Ckv¯1−v¯2 .
Therefore, recalling the definition of R we obtain
‖R(η¯1 + ̺0, v¯1 + ub1)−R(η¯2 + ̺0, v¯2 + ub1)‖Lp(0,T ;Lq(Ω0)) ≤ E(T )‖(η¯1 − η¯2, v¯1 − v¯2)‖Y(T ).
Estimating the remaining terms on the right hand side of (4.21) similarly as in the proof of Lemma 4.4 we obtain
‖F1(η¯1, v¯1)− F1(η¯2, v¯2)‖Lp(0,T ;Lq(Ω0)) ≤ E(T )‖(η¯1 − η¯2, v¯1 − v¯2)‖Y(T ) (4.23)
In a similar way we get
‖G1(η¯1, v¯1)−G2(η¯2, v¯2)‖W 1p (0,T ;Lq(Ω0)) ≤ E(T )‖(η¯1 − η¯2, v¯1 − v¯2)‖Y(T ). (4.24)
Applying (4.23), (4.24) and Proposition 3.1 to system (4.18)-(4.20) we see that S is a contraction on B(0,M) ⊂ Y(T )
for sufficiently small times. Therefore it has a unique fixed point (η∗,v∗). Now
˜̺ = η∗ + ̺0, u˜ = v
∗ + ub1
is a solution to (2.13)-(2.15) and
‖ ˜̺, u˜‖Y(T ) ≤ CL.
It is quite standard to verify that after coming back to Eulerian coordinates we obtain a solution with the estimate
(1.12), however for the sake of completeness we justify it briefly in the next subsection.
4.4 Equivalence of norms in Lagrangian and Eulerian coordinates
By (4.13), the Jacobian of the transformation Xu is bounded in space-time. Therefore, Lemma 2.2 implies the
equivalence of Lp(0, T ;Lq) norms of a function and its first-order space derivatives. Furthermore, we have
∇2y f˜(t, y) = ∇xf(t,Xu(t, y))∇
2
yXu + (∇yXu)
2∇2xf(t,Xu(t, y)).
Again by (4.13), ∇yXu is bounded in space-time, which together with embedding W
1
q (Ωt) ⊂ L∞(Ωt) for t ∈ [0, T )
gives equivalence of Lp(Lq) norms of second space derivatives. However, we have a different situation for the time
derivative. The solution constructed in Lagrangian coordinates satisfies
˜̺t ∈ Lp(0, T ;W
1
q (Ω0)).
However, due to (2.5) this does not imply the same regularity for the density in Eulerian coordinates. Nevertheless,
the regularity of u implies
̺t ∈ Lp(0, T ;Lq(Ωt)),
which is the regularity in the assertion of Theorem 1.1.
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5 Global well-posedness
5.1 Linearization
Again we first reduce the problem to homogeneous boundary condition.
Lemma 5.1 If V satisfies the assumptions of Theorem 1.2 then the problem
̺∗∂tub2 − µ∆yub2 − (
µ
3
+ ζ)∇ydiv yub2 = 0 in Ω0 × (0, T ), (5.1)
ub2|Γ0 = V˜, ub2|t=0 = V(0)
admits a unique global in time solutions ub2 with the decay estimate
‖eγt∂tub2‖Lp(0,T ;Lq(Ω0))+‖e
γt∇yub2‖Lp(0,T ;W 1q (Ω0))+‖e
γt(ub2− V˜))‖Lp(0,T ;Lq(Ω0)) ≤ C‖e
γt(∂tV˜,∇
2
yV˜)‖Lp(0,T ;Lq(Ω0)).
(5.2)
Proof. Let us define u˜b2 = ub2−V˜. If V satisfies the assumptions of Theorem 1.2, we have a decay estimate analogous
to Proposition 3.2:
‖eγt∂tu˜b2‖Lp(0,T ;Lq(Ω0)) + ‖e
γtu˜b2‖Lp(0,T ;W 2q (Ω0)) ≤ C‖e
γt(∂tV˜,∇
2
yV˜)‖Lp(0,T ;Lq(Ω0)), (5.3)
which gives (5.2).

This time we have to linearize the density around the constant ̺∗. Denoting
σ = ˜̺− ̺∗, v = u˜− ub2
we obtain from (2.13)-(2.15)
̺∗vt − µ∆yv −
(µ
3
+ ζ
)
∇ydiv yv + γ2∇yσ = F2(σ,v) (5.4)
σt + ̺
∗div yv = G2(σ,v), (5.5)
v|t=0 = u0 −V(0), v|∂Ω0 = 0. (5.6)
where γ2 = p
′(̺∗) and
F2(σ,v) = F(σ + ̺
∗,v + ub2)− σ∂t(v + ub2)− [p
′(σ + ̺∗)− p′(̺∗)]∇yσ (5.7)
G2(σ,v) = G(σ + ̺
∗,v + ub2)− (σ + ̺
∗)div yub2 − σdiv yv (5.8)
5.2 Nonlinear estimates for the global well-posedness
We start with an analog of Lemma 4.2 which will be used to estimate the nonlinearities for large times.
Lemma 5.2 Let eγt(σ,v) ∈ Y(∞) for some γ > 0 and let ̺0,u0 satisfy the assumptions of Theorem 1.2. Then
‖E0(ku˜),∇ku˜E
0(ku˜), ‖L∞((0,∞)×Ω0) ≤ C‖e
γt(σ,v)‖Y(∞), (5.9)
supt∈(0,∞)‖σ(·, t)‖W 1q (Ω0) ≤ C[ǫ + ‖e
γt(σ,v)‖Y(∞)], (5.10)
supt∈(0,∞)‖v(·, t)− u0‖B2(1−1/p)q,p
≤ C‖eγt(σ,v)‖Y(∞), (5.11)
‖v‖L∞(0,∞,W 1∞(Ω0)) ≤ C‖e
γt(σ,v)‖Y(∞), (5.12)
where ku˜ is defined in (2.10).
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Proof: We have ∫ ∞
0
‖∇yv‖∞dt ≤
(∫ ∞
0
e−γtp
′
dt
)1/p′ (∫ ∞
0
eγtp‖v‖W 2q (Ω0)dt
)1/p
,
which implies (5.9). Next,
‖σ(·, t)‖L∞(Ω0) ≤ ‖̺0 − ̺
∗‖L∞(Ω0) +
∫ t
0
‖σt(s, ·)‖L∞(Ω0)dt
≤ ǫ + C
(∫ t
0
e−γsp
′
ds
)1/p′ (∫ ∞
0
eγsp‖ ˜̺t‖W 1q (Ω0)ds
)1/p
,
which yields (5.10). Finally, (5.11) follows from Lemma 3.2, and (5.11) combined with Corollary 3.1 gives (5.12).

The following lemma gives estimates for the right hand sides of (5.4)-(5.5).
Lemma 5.3 Let F2(˜̺, u˜), G2(˜̺, u˜) be defined in (5.7) and (5.8). Assume that ̺0,u0 and V satisfy (1.13). Then
‖F2(˜̺, u˜)‖Lp(0,∞;Lq(Ω0)) + ‖G2(˜̺, u˜)‖Lp(0,∞;W 1q (Ω0)) ≤ C(‖e
γt(σ,v)‖2Y(∞) + ǫ). (5.13)
Proof. First, analogously to (4.17), this time using (5.9) and (5.2) we obtain
‖eγtA2∆(ku˜)∇
2
yu˜, A1∆(ku˜)∇yu˜, A2div ,i(ku˜)∇
2
yu˜, A1div ,i(ku˜)∇yu˜‖Lp(0,∞;Lq(Ω0))
≤ C‖eγt(σ,v)‖Y(∞)‖e
γt(v + ub2)‖Lp(0,∞;Lq(Ω0))
≤ C‖eγt(σ,v)‖Y(∞)[‖e
γt(σ,v)‖Y(∞) + ‖e
γt(∂tV˜,∇
2
yV˜)‖Lp(0,∞;Lq(Ω0))]
≤ C‖eγt(σ,v)‖Y(∞)[‖e
γt(σ,v)‖Y(∞) + ǫ]. (5.14)
Next, by (5.10) and (5.2)
‖eγt∂t(v + ub2)‖Lp(0,∞;Lq(Ω0)) ≤ ‖σ‖L∞((0,∞)×Ω0)‖e
γt∂t(v + ub2)‖Lp(0,∞;Lq(Ω0)) ≤ C[ε+ ‖e
γt(σ,v)‖Y(∞)]
2,
and
‖eγt[p′(˜̺)− p′(̺∗)]∇yσ‖Lp(0,∞;Lq(Ω0)) ≤ ‖σ‖L∞((0,∞)×Ω0)‖e
γt∇yσ‖Lp(0,∞;Lq(Ω0)) ≤ C[ε+ ‖e
γt(σ,v)‖Y(∞)]
2.
Combining all above estimates we get the required estimate for ‖F2‖Lp(0,∞;Lq(Ω0)). Finally, G2 and its space derivatives
are estimated in a similar way using Lemma 5.2 and (5.2).

5.3 Proof of Theorem 1.2
It is now easy to verify the following estimate which allows to prolong the local solution for arbitrarily large times.
Lemma 5.4 Assume σ,v is solution to (5.4)-(5.6) with ̺0,u0 and V satisfying the assumptions of Theorem 1.2.
Then
‖eγt(σ,v)‖Y(∞) ≤ E(ǫ). (5.15)
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Proof. Combining Proposition 3.2 and Lemma 5.3 we obtain
‖eγt(σ,v)‖Y(T ) ≤ C[ǫ+ ‖e
γt(σ,v)‖2Y(T )]. (5.16)
Note that we derived this inequality for T = ∞, however it is easy to observe that the same arguments yield (5.16)
for any T > 0. Consider the equation
x2 −
x
C
+ ǫ = 0.
Its roots are
x1(ǫ) =
1
2C
−
√
1
4C2
− ǫ, x2(ǫ) =
1
2C
+
√
1
4C2
− ǫ.
Notice that the inequality (5.16) implies either ‖eγt(σ,v)‖Y(T ) ≤ x1(ǫ) or ‖e
γt(σ,v)‖Y(T ) ≥ x2(ǫ). However,
‖eγt(σ,v)‖Y(T ) → 0
as T → 0, therefore
‖eγt(σ,v)‖Y(T ) ≤ x1(ǫ)
for T small. Finally, ‖eγt(σ,v)‖Y(T ) is continuous in time and therefore
‖eγt(σ,v)‖Y(∞) ≤ x1(ǫ).

Now it is a standard matter to prolong the local solution for arbitrarily large times. For this purpose it is enough
to observe that if the initial data satisfies the smallness assumption from Theorem 1.2 then the time of existence from
Theorem 1.1 satisfies T > C(ǫ) > 0. Therefore, for arbitrarily large T ∗ we can obtain a solution on (0, T ∗) in a finite
number of steps. By the estimate (5.15) this solution satisfies (1.14)-(1.15).
Finally, the equivalence of norms can be justified as in Section 4.4, using (5.12) instead of (4.13).
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