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ANALISIS JARINGAN SARAF TIRUAN BACK 
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Jarigan Saraf Tiruan dengan metode backpropagation merupakan 
salah satu algoritma yang optimal untuk menyelesaikan seperti 
prediksi hasil pertandingan sepakbola. Proses menentukan hasil 
diawali dengan menguji dataset dengan arsitektur neural network, 
menentukan parameter input, nilai weight hingga nilai hidden 
layer dan output layer. Kemudian optimasi terhadap hasil 
pengujian pertama pada dataset training dioptimasi dengan 
sigmoid function sehingga mencapai konvergensi. Pengujian akan 
terus berulang dengan menggunakan neural network 
backpropagation sampai iterasi maksimal dan hasil mendekati 
nilai target awal. Selanjutnya dari output yang diperoleh akan 
dicari nilai error rata-rata. 
 




1.1. Latar Belakang Penelitian  
Penelitian dibidang Komputasi selalu mengalami 
perkembangan yang nyata dalam pengimplementasiannya. Hal 
tersebut dinilai sangat wajar karena banyak aspek yang 
mendukung dan harus disiapkan untuk penyelesaian sebuah 
penelitian diantaranya banyaknya data yang digunakan, 
dukungan terhadap RAM yang ada pada sebuah Central 
Processing Unit (CPU) dan Aplikasi yang digunakan. 




Permasalahan yang sering terjadi pada proses komputasi adalah 
adanya keterbatasan di sebuah Unit komputer. Masalah tersebut 
bisa disebabkan oleh banyak nya data yang diproses sehingga 
tahapan finishing sering mengalami keterlambatan 
penyelesaiannya. Hal ini bisa saja terjadi disebabkan setiap unit 
CPU memiliki kapasitas yang berbeda baik RAM, Processor dan 
Harddisk yang dimiliki.  
Menurut saya Optimasi adalah sebuah metode untuk 
mencapai nilai atau  hasil yang efektif. Menggunakan metode 
optimasi pada salah satu dari dua algoritma pembelajaran 
bertujuan untuk memberikan perbedaan hasil yang diperoleh. 
Salah satu permasalahan yang mendasar dalam penelitian ini 
adalah menggunakan sebuah metode untuk memprediksi sebuah 
kasus dengan algoritma pembelajaran neural network 
backpropagation. Kesimpulan dari beberapa penelitian yang 
penulis temukan pada jurnal nasional atau internasional bahwa 
hasil yang dicapai dengan target yang ditentukan sudah tercapai 
dan akurat. Pada kasus lain, jika pencapaian nilai belum akurat 
sangat penting untuk menambahkan sebuah metode optimasi 
untuk memenuhi pencapaian nilai akurasi yang optimal. 
Alasan diatas adalah alasan Penulis untuk menerapkan dua 
metode  yaitu neural network dan optimasi dengan Algoritma 
Backpropagation untuk menyelesaikan masalah penelitian yang 
penulis kembangkan. Dasar penulis menggunakan 
Bacpropagation adalah berdasarkan beberapa penelitian 
sebelumnya mengenai model Artificial Neural Network Berbasis 
Particle Swarm Optimization  
Untuk Prediksi laju Inflasi (Juni 2013), Peningkatan Kinerja 
Algoritma Neural Network Berbasis Particle Swarm Optimization 
Untuk Memprediksi Kelahiran Prematur (2015) dan Peningkatan 
Akurasi Algoritma Backpropagation dengan Seleksi fitur Particle 
Swarm Optimization dalam Prediksi Pelanggan Telekomunikasi 
yang Hilang (Februari 2014) menyimpulkan bahwa terjadi 
peningkatan akurasi dari hasil sebelumnya. Hasil penelitian 
dengan menggunakan metode neural network berbasis particle
Analisis JST Back Propagation Untuk Prediksi Sepak Bola  52 
 
DOI: https://doi.org/10.29103/techsi.v10i1.560 
swarm optimization rata-rata mengalami peningkatan akurasi 
sebesar 0.5%.  
Dari penelitian diatas, penulis menyimpulkan perlu adanya 
efisiensi dan efektivitas dalam proses komputasi sehingga untuk 
mendapatkan akurasi yang lebih tinggi dibutuhkan sub-sub 
program untuk input, proses dan output. Untuk itu, penulis 
menerapkan Metode neural Network Berbasis Backropagation 
Untuk Memprediksi Hasil Pertandingan Sepak Bola. 
 
2. LANDASAN TEORI 
2.2. Definisi Neural Network 
Jaringan saraf tiruan (neural network) merupakan salah satu 
aplikasi buatan  manusia yang selalu mencoba untuk 
mensimulasikan proses pembelajaran pada otak manusia tersebut. 
Istilah tiruan  digunakan karena jaringan saraf ini meniru cara 
kerja jaringan saraf biologis pada manusia dan diimplementasikan 
dengan menggunakan program komputer  yang mampu 
menyelesaikan sejumlah proses perhitungan selama proses 
pembelajaran.    
2.2.2. Komponen Jaringan Saraf Tiruan 
Ada beberapa tipe jaringan saraf tiruan, namun demikian 
hampir semuanya memiliki komponen-komponen yang sama. 
Jaringan saraf tiruan disusun dengan asumsi yang sama seperti 
jaringan saraf biologis yakni terdiri dari beberapa node dan 
adanya hubungan antara node. Sinyal informasi yang terdapat di 
antara 2 buah node diteruskan melalui sebuah hubungan dan 
setiap hubungan antara 2 buah node mempunyai nilai bobot lalu 
dengan menggunakan fungsi aktivasi nilai  keluaran node 
ditentukan   Gambar 2.2 merupakan struktur node jaringan saraf 
tiruan. 





Gambar 2.1. Struktur Node Jaringan Saraf Tiruan 
2.2.5. Fungsi Aktivasi 
Fungsi aktivasi digunakan ntuk menentukan 
keluaran(output) suatu neuronyang menggambarkan hubungan 
antara tingkat aktivasi internal (summation function) yang mungkin 
berbentuk linier atau nonlinear. Beberapa fungsi aktivasi Jaringan 
Saraf Tiruan diantaranya : 
1. Fungsi Summation 
Fungsi yang digunakan untuk mencari rata-rata bobot 
dari semua elemen input. Bentuk sederhananya adalah 
dengan mengalikan setiap nilai input (Xj) dengan 
bobotnya (Wij) dan menjumlahkannya disebut 
penjumlahan berbobot atau Si) . 
(2.1) 
2. Sum Square Error (SSE) dan Root Mean Square Error 
(RMSE)  
Perhitungan kesalahan merupakan pengukuran 
bagaimana jaringan dapat belajar dengan baik sehingga 
jika dibandingkan dengan pola yang baru kan dengan 
mudah dikenali. Kesalahan pada keluaran jaringan 
merupakan selisih antara keluaran sebenarnya (current 
output) dan keluaran yang diinginkan (desired output) 
Selisih yang dihasilkan antara keduanya biasanya 
ditentukan dengan cara dihitung menggunakan suatu 
persamaan. 
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                                       (2.2) 
                                         (2.3) 
2.2.6. Algoritma Pelatihan Neural Network Backpropagation 
Algoritma pelatihan Backpropagation Neural Network 
pertama kali dirumuskan oleh Werbos dan dipopulerkan oleh 
Rumelhart dan Mc.Clelland. Pada supervised learning terdapat 
pasangan data input dan output yang dipakai untuk melatih JST 
hingga diperoleh bobot penimbang (weight) yang diinginkan. 
Pelatihan Backpropagationmeliputi 3 fase:  
1. fase propagsi maju (feedforward) pola pelatihan masukan. Pola 
masukan dihitung maju mulai dari layer masukan hingga layer 
keluaran dengan fungsi aktivasi yang ditentukan;  
2. fase propasi mundur (Backpropagation) dari error yang terkait. 
Selisih antara keluaran dan target merupakan kesalahan yang 
terjadi. Kesalahan tersebut dipropagasi mundur, dimulai dari 
garis yang berhubungan langsung dengan unit-unit dilayar 
keluaran;  
3. fase modifikasi bobot. Ketiga tahapan tersebut diulangi terus 
menerus sampai mendapatkan nilai error yang diinginkan. 
Setelah training selesai dilakukan, hanya tahap pertama yang 
diperlukan untuk memanfaatkan jaringan syaraf tiruan 
tersebut. Kemudian, dilakukan pengujian terhadap jaringan 
yang telah dilatih. pembelajaran algoritma jaringan syaraf 
membutuhkan perambatan maju dan diikuti dengan 
perambatan mundur.  
2.2.6.1.  Prosedur Pelatihan 
Langkah 0 :  Inisialisasi bobot keterhubungan antara neuron 
dengan menggunakan bilangan acak kecil (-0.5 
sampai +0.5).  
Langkah 1 : Kerjakan langkah 2 sampai langkah 9 selama 
kondisi berhenti yang ditentukan tidak dipenuhi.  




Langkah 2 :  Kerjakan langkah 3 sampai langkah 8 untuk setiap 
pasangan pelatihan.  
2.2.6.2. Propagasi Maju 
Langkah 3 : Setiap unit masukan (xi, i = 1,...., n) menerima 
sinyal masukan xi dan menyebarkannya ke 
seluruh unit pada lapisan tersembunyi 
Langkah 4 :  Setiap unit tersembunyi (xi, I = 1,.......,p) 
jumlahkan bobot sinyal masukannya :  
voj= bias pada unittersembunyi j aplikasikan 
fungsi aktivasinya untuk menghilangkan sinyal 
keluarannya,  
Langkah 5:  Tiap unit keluaran (yk, k = 1,.......m) jumlahkan 
bobot sinyal masukannya : ), dan kirimkan sinyal 
ini keseluruh unit pada lapisan diatasnya (unit 
keluaran) wok= bias pada unit keluaran k dan 
aplikasikan fungsi aktivasinya untuk menghitung 
sinyal keluarannya’ 
2.2.6.3. Propagasi Mundur 
Langkah 6 :  Tiap unit keluaran (yk, k = 1,.....,m) menerima pola 
target yang saling berhubungan pada masukan 
pola pelatihan, hitung kesalahan informasinya,  
hitung koreksi bobotnya (digunakan untuk 
mempengaruhi wjk nantinya), hitung koreksi 
biasnya (digunakan untuk mempengaruhi wok 
Langkah 7 :   Setiap unit lapisan tersembunyi (zj, j = 1,.....p) 
jumlah hasil perubahan masukannya (dari unit-
unit lapisan diatasnya), kalikan dengan turunan 
fungsi aktivasinya untuk menghitung informasi 
kesalahannya, hitung koreksi bobotnya 
(digunakan untuk memperbaharui voj nanti) 
hitung koreksi bias 
Langkah 8 :  Update bobot dan bias pada hubungan antar 
lapisan  
Langkah 9 :  Tes kondisi terhenti 
Analisis JST Back Propagation Untuk Prediksi Sepak Bola                         56 
 
DOI: https://doi.org/10.29103/techsi.v10i1.560 
Backpropagation secara garis besar terdiri dari dua fase, fase 
maju dan fase mundur. Selama fase maju algoritma ini memetakan 
nilai masukan untuk  mendapatkan keluaran yang diharapkan. 
untuk menghasilkan keluaran pola maka didapatkan dari 
rekapitulasi bobot masukan dan dipetakan untuk fungsi aktivasi 
jaringan. 
 
3. METODOLOGI PENELITIAN 
3.1. Pendahuluan 
Sesuai dengan ketentuan yang ada pada Bab Pendahuluan, 
penulis sudah menjelaskan tujuan menggunakan metode optimasi 
adalah untuk memprediksi hasil pertandingan sepak bola liga 
inggris. Tujuan menggunakan Metode Optimasi adalah untuk  
mengoptimalkan hasil prediksi pertandingan sepak bola dengan 
menggunakan metode neural network backpropagation. 
3.2. Tahapan Penelitian 
 
Gambar 3.1. Tahapan Penelitian 
Pada rancangan proses, ada beberapa tahapan yang penulis 
konsep untuk mendapatkan hasil prediksi. Berikut ini penjelasan 
dari beberapa tahapan pada rancangan proses : 
3.2.1. Data yang digunakan 
Data yang digunakan pada peneltian ini adalah hasil 
pertandingan liga inggris musim 2015. Dengan ketentuan Tim 
yang bertanding pada setiap musim berjumlah 20 tim, masing-
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masing tim menjalani masing-masing 19 pertandingan sebagai tim 
tuan rumah (home) dan menjadi tim tamu (Away). Jumlah data 
yang dikumpulkan sebanyak 380 record. 
3.2.2. Parameter yang digunakan 
Pada langkah ini, dimulai dengan mempersiapkan data yang 
digunakan untuk proses pelatihan dan pengujian. Seperti yang 
sudah dijelaskan pada Gambar 3.1 data yang digunakan adalah 
hasil pertandingan Liga Inggris tahun 2015. Penentuan parameter 
prediksi dijelaskan pada tabel 3.2 berikut : 
 
Tabel 3.2. Parameter Prediksi yang digunakan 
No Parameter Prediksi Simbol 
1 Rata-rata Point 5 Pertandingan Tim Home I1 
2 Rata-rata Point 5 Pertandingan Tim Away I2 
3 Jumlah Point  Tim Home I3 
4 Jumlah Point  Tim Away I4 
5 Jumlah point  pada 5 Laga Terakhir  Tim Home I5 
6 Jumlah point  pada 5 Laga Terakhir  Tim Away I6 
7 Jumlah Pertandingan I7 
8 Jumlah Minggu I8 
9 Hasil O1, O2 
 
3.2.3. Transformasi Data 
Pada tahap tranformasi data dilakukan proses komputasi 




X1 adalah Nilai Transformasi ,X adalah nilai asli 
Xmin adalah nilai minimal pada satu kolom data, XMax adalah 
nilai maksimal pada satu kolom data, b,  adalah nilai atas dan 
nilai bawah (antara 0,1..0,9). 
 




Proses transformasi dilakukan dengan ketentuan 
menggunakan parameter yang sudah ditentukan pada tabel 3.2  
 
4. HASIL PENELITIAN DAN PEMBAHASAN 
4.1. Hasil Penelitian 
Pada sub bab ini dijelaskan hasil dari proses pembelajaran 
dan pengujian dari dataset pertandingan liga inggris. Hasil ini 
menggunakan dua algoritma yaitu Backpropagation dengan 
particle swarm optimization. 
4.1.1. Dataset Pertandingan Liga Inggris 
Pada tahapan ini dataset hasil pertandingan Liga Inggris 
dibagi menjadi dua bagian yaitu dataset untuk pembelajaran dan 
dataset untuk pengujian dengan persentase 60% untuk 
pemembelajaran dan 40% untuk pengujian. Dataset ini berjumlah 
380 dengan menggunakan persentase tersebut dataset untuk 
pembelajaran 228 dataset sedangkan untuk pengujian 152 dataset. 
Berikut ini hasil dari proses pembelajaran dengan menggunakan 
metode backpropagation. 
Pada Dataset Pengujian, dilakukan pengujian dengan 
menerapkan metode hybrid PSO-JST untuk mendapatkan hasil 
optimal. tahap pertama dari hasil pengujian tersebut adalah 
dengan menerapkan metode forward (Neural Network), selanjutnya 
hasil prediksi yang diperoleh akan dibandingkan dengan data 
target untuk mendapatkan nilai fitness.  
Setelah update kecepatan didapat, maka dilakukan 
pengujian terhadap dataset pengujian sehingga mencapai nilai 
tujuan yang sudah ditetapkan. Dengan sudah ditemukan nilai 
optimal pada pendekatan terhadap metode backpropagation akan 
digunakan kembali dan perhitungan terhadap error sudah 
optimal. 




Gambar 4.1. Hasil Pengujian dengan Jaringan Saraf Tiruan 
Pada pengujian dengan menggunakan metode Jaringan 
Saraf Tiruan (Gambar 4.1) dilakukan pengujian terhadap 152 data. 
Pada pengujian JST hasil persentasi terhadap data target 
mendekati 40% akurat. 
 
5. KESIMPULAN DAN SARAN 
5.1. Kesimpulan 
Kesimpulan yang dapat diambil setelah melakukan 
pelatihan dan pengujian hasil prediksi pada jaringan syaraf tiruan 
dengan menggunakan algoritma backpropagation adalah 
memberikan hasil prediksi yang akurat dari pengujian yang 
dilakukan terhadap hasil pertandingan sepakbola. Melalui metode 
neural network dataset diuji dengan menggunakan metode 
optimasi diperoleh hasil yang lebih baik dengan persentasi 0.03% 
pada setiap pengujian. 
 
5.2. Saran 
Dari hasil penelitian dari prediksi hasil pertandingan sepak 
bola yang diterapkan pada jaringan syaraf tiruan dengan 
arsitektur backpropagation maka disarankan hal-hal sebagai berikut: 
1. Untuk menghasilkan nilai output yang lebih akurat dalam 
menentukan hasil prediksi yang akurat,maka perlu beberapa 
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model arsitektur backpropagation dalam pelatihan dan pengujian 
data. 
2. Data yang digunakan dalam pelatihan dan pengujian haruslah 
data yang jelas dan nyata,serta semakin banyak data yang akan 
diolah maka semakin besar kemungkinan keakuratan nilai 
output yang dihasilkan. 
3. Dalam penerapan sistem Jaringan Syaraf Tiruan dengan 
menggunakan  algoritma backpropagation,diharapkan perlunya 
pengembangan terhadap metode yang lebih akurat. 
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