Abstract. In this paper we show that for every Dirichlet L-function L(s, χ) and every N ≥ 2 the Dirichlet series L(s, χ) + L(2s, χ) + · · · + L(N s, χ) have infinitely many zeros for σ > 1. Moreover we show that for many general L-functions with an Euler product the same holds if N is sufficiently large, or if N = 2. On the other hand we show with an example the the method doesn't work in general for N = 3.
Introduction
It is well-known that Dirichlet series without an Euler product might not satisfy an analog of the Riemann Hypothesis, and actually they often have zeros also in the region of absolute convergence where the Euler product has surely none. One simple example is the so-called Davenport-Heilbronn zeta function (see e.g. [19, §10.25 ]), which is defined by
where χ 1 denotes a Dirichlet character modulo 5 such that χ 1 (2) = i and L(s, χ) denotes the Dirichlet L-function attached to χ. One can easily observe that it is a Dirichlet series satisfying the Riemann-type functional equation, but it has no Euler product and infinitely many zeros for σ > 1, so any analog of the Riemann Hypothesis cannot hold. Moreover in [6, 7] Davenport and Heilbronn provided us with more examples of zeta-functions with infinitely many zeros in the region of absolute convergence. For instance, they proved that the Hurwitz zeta-functions ζ(s, α), α ∈ 1 2 Z, has infinitely many zeros in the half-plane σ > 1, unless α is algebraic irrational, whereas the same property in this case was proved by Cassels in [5] . It is noteworthy to mention that the fact that ζ(s, α) with rational α can be written as a combination of Dirichlet L-functions plays a crucial role in the reasoning of Davenport and Heilbronn. Recently there have been some generalizations for linear combinations of L-functions starting with Saias and Weingartner [17] , and then Booker and Thorne [4] and Righetti [14] . Note that in all aforementioned papers it was crucial to have a combination of L-functions with an abscissa of absolute convergence equal to 1. Combinations of two L-functions, where at least one term has an abscissa of absolute convergence 1 were partially investigated by Nakamura and Pańkowski in [11] . Let us notice that the case of a combination of only two terms in much easier as it is sufficient to consider the value-distribution of a quotient of two L-functions, which has good property like an Euler product. Thus, in order to treat combinations of L-functions with three and more terms some new idea is needed.
In this paper we consider the following related problem: given an L-function L(s) with an Euler product, do the Dirichlet series L(s) + L(2s) + · · · + L(N s) have infinitely many zeros in the region of absolute convergence?
The following result shows that the answer is affirmative for most of the known L-functions for every sufficiently large N , or if N = 2, and in some cases we are able to show the existence of zeros for every N ≥ 2. Theorem 1. Let L(s) be a Dirichlet series with the following properties:
b(p k ) p ks is absolutely convergent for σ > 1 and there exist K > 0 and θ < 1/2 such that |b(p k )| ≤ Kp kθ for every prime p and every integer k ≥ 1;
has infinitely many zeros for σ > 1 for every N ≥ 2.
As we already mentioned the hypotheses on L(s) are very mild and are satisfied by most of the known L-functions. In particular they are satisfied by Hecke and Artin L-functions by definition and Chebotarev's density theorem (see e.g. Neukirch [12] ), by L-series attached to unitary cuspidal automorphic representations of GL r (A Q ) (see Rudnick and Sarnak [16] ), and conjecturally by elements of the Selberg class (see Selberg [18] , and Kaczorowski and Perelli [9] for remarks on (III)). In particular for Dirichlet L-functions L(s, χ), and the Riemann zeta function ζ(s), we know that |a(n)| ≤ 1 for every n ≥ 1, so we immediately get Corollary. For every N ≥ 2 and every Dirichlet character χ mod q, q ≥ 1, the Dirichlet series L(s, χ) + L(2s, χ) + · · · + L(N s, χ) has infinitely many zeros for σ > 1.
Theorem 1 is actually an application of the following general result.
Theorem 2. Let f (s) = n c(n)n −s be an absolutely convergent Dirichlet series for σ ≥ 1 such that its logarithm is uniformly bounded for σ ≥ 1, and let L(s) be as in Theorem 1. Then L(s) + f (s) has infinitely many zeros in the half-plane σ > 1.
To prove Theorem 2 we start from the trivial fact that a zero for L(s) + f (s) is also a solution of the equation L(s) = −f (s). The hypothesis of Theorem 2 are needed to allow us to take the principal branch of the logarithm of both sides, and thus we are left with the problem of finding solutions s = σ + it ∈ C with σ > 1 of the equation
and for this we shall apply Saias and Weingartner's argument [17] . Note that for a L-function L(s) satisfying the hypotheses of Theorem 1 we cannot always take the logarithm of f (s) = L(2s) + · · · + L(N s) if N is fixed since it might vanish, as the following example for N = 3 and L(s) = ζ k (s) shows; this is probably just a limit of the method.
Theorem 3. For every integer k ≥ 9, ζ k (2s) + ζ k (3s) has infinitely many zeros for σ > 1. On the other hand if 1 ≤ k ≤ 5, ζ k (2s) + ζ k (3s) has no zeros for σ > 1.
The proof of this result is quite different and it is of its own interest. Essentially it follows ideas of Bohr [1, 2] , see also Titchmarsh [19, Chapter XI] .
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Proof of Theorem 1
Lemma. If L(s) is a Dirichlet series satisfying (I) and (II), then there exists N 0 ≥ 3 such that for every
If furthermore |a(n)| ≤ n 1/4 for every n ≥ 2, then we can take N 0 = 3.
Proof. Note that by (I) and (II) it follows that for every ε > 0 and every n ≥ 2 we have |a(n)| ≤ C ε n θ+ε for some C ε > 0. Hence for σ ≥ 1 and k ≥ 2, taking η = 1/2 − θ we have that
Therefore the values of L(2s) + . . . + L(N s) are located in the disc of center s = N − 1 and radius less than N − 1 if N is sufficiently large, say N ≥ N 0 , so we can find a suitable constant B > 0.
If we have the additional hypothesis that |a(n)| ≤ n 1/4 for all n ≥ 2, then (2) becomes
and thus for N ≥ 3
The thesis follows with the same arguments as before.
We can now prove Theorem 1.
Proof of Theorem 1. If N = 2, then we define f (s) = log(−L(2s)) which is bounded by
Hence we can apply Theorem 2, so
log(L(s)) = log(−L(2s))
has infinitely many solutions for σ > 1, and thus L(s) + L(2s) has infinitely many zeros for σ > 1.
If N ≥ N 0 , where N 0 is given by the above lemma, then we may take f (s) = log(−L(2s) − · · · − L(N s)), which is bounded by B + π uniformly for σ ≥ 1 by the same lemma. Hence as above we can apply Theorem 2 and we deduce that L(s) + · · · + L(N s) has infinitely many zeros for every N ≥ N 0 .
Proof of Theorem 2
Let B be the constant such that the logarithm of the Dirichlet series f (s) = n c(n)n −s is uniformly bounded by B. Then, by absolute convergence and Kronecker's theorem, for any fixed sequence {t p } p ⊂ R and for any ε > 0 there exists t ∈ R such that (see e.g. Perelli and Righetti [13 
for every σ ≥ 1. Taking ε → 0 + we obtain that
for every sequence {t p } p ⊂ R and every σ ≥ 1. Now, as in Saias and Weingartner [17] , we use Brouwer fixed point theorem in the following way: if for some σ > 1 we can solve the equation
for every |z| ≤ (B + K θ + π), where
with θ and K given by (II), and t p (z) are continuous real functions in the variable z, then we get a solution for (1) . Indeed the function
is continuous from the disk |z| ≤ (B + K θ + π) into itself by (3) and (II) for any σ ≥ 1, so it has a fixed point w. Now, Bohr's equivalence theorem (see e.g.
[15]) guarantees that from the above σ and the t p (w) we can get some s with Re(s) > 1 and such that (1) holds. On the other hand, similarly as in Saias and Weingartner [17] , for any σ > 1 such that
we have that (4) holds. Indeed, let p 1 and p 2 be such that
Then we have 1 3
Therefore the map G :
is a diffeomorphism onto its image and, since
we have that (cf. Figure 1 of Saias and Weingartner)
By (5) we may take w = µ 0 + z p |a(p)|p −σ for any |z| ≤ (B + K θ + π), i.e. we may find a continuous solution
of (4) for any σ > 1 such that (5) holds. Hence the result follows since (5) is satisfied by any σ sufficiently close to 1 by (III).
Proof of Theorem 3
First of all, note that ζ k (2s) + ζ k (3s) = 0 if and only if
Let g(z) = log((z 3 − z)/(z 3 − 1)). Then for every r > 1 the image of the circle |z| = r by means of the holomorphic function g(z) is a double loop around the origin, symmetric with respect to the real axis, but thus it is not a Jordan curve (see for example Figure 1 ).
If we write z = re iθ , then we have that g(z) intersects the real axis four times in three distinct points:
− log r 3 − 1 r 3 − r for θ = 0, − log r 3 + 1 r 3 − r for θ = π, and log r 2 r 2 − 1 for θ = ±2 arctan 2r + 1 2r − 1 = ± arccos(−1/(2r)). While it intersects the imaginary axis in four distinct points when (7) θ = ±2 arctan    6r 2 − 1 2r 2 − 2r + 1 ± 2r 8r 2 − 3 (2r 2 − 2r + 1) 2    = ± arccos −1 ± √ 8r 2 − 3 4r
Therefore for every r ≥ 2 we have that the image of the arc z = re iθ , with |θ| ≤ arccos(−1/(2r)), is actually a convex Jordan curve. Indeed if we write g(z) = u(θ) + iv(θ), then
(z 3 − 1) 2 z = i 2r 4 (cos(2θ) − i sin(2θ)) + r 3 (4 cos θ − 4i sin θ + cos(3θ) − i sin(3θ)) + 2r 2 (2 + cos(2θ) − i sin(2θ)) + 4r cos θ + 1 |z 2 + z + 1| 2 |z + 1| 2 So we have v ′ (θ) u ′ (θ) = − 2r 4 cos(2θ) + r 3 (cos(3θ) + 4 cos θ) + 2r 2 (2 + cos(2θ)) + 4r cos θ + 1 2r 4 sin(2θ) + r 3 (sin(3θ) + 4 sin θ) + 2r 2 sin(2θ) , which is strictly decreasing in (− arccos(−1/(2r)), arccos(−1/(2r))), since its derivative is − 2r(8 + 31r 2 + 17r 4 ) cos θ + 4(1 + 7r 2 + 8r 4 ) cos(2θ) + r((7 + 16r 2 ) cos(3θ) + r(24 + 35r 2 + 8r 4 + 4 cos(4θ))) r 2 sin 2 θ(4(r 2 + 1) cos θ + r(2 cos(2θ) + 5)) 2 ,
