As part of an ongoing program to measure detailed chemical abundances in nearby galaxies, we use a sample of young to intermediate age clusters in the Large Magellanic Cloud with ages of 10 Myr to 2 Gyr to evaluate the effect of isochrone parameters, specifically core convective overshooting, on Fe abundance results from high resolution, integrated light spectroscopy. In this work we also obtain fiducial Fe abundances from high resolution spectroscopy of the cluster individual member stars. We compare the Fe abundance results for the individual stars to the results from isochrones and integrated light spectroscopy to determine whether isochrones with convective overshooting should be used in our integrated light analysis of young to intermediate age (10 Myr -3 Gyr) star clusters. We find that when using the isochrones from the Teramo group, we obtain more accurate results for young and intermediate age clusters over the entire age range when using isochrones without convective overshooting. While convective overshooting is not the only uncertain aspect of stellar evolution, it is one of the most readily parametrized ingredients in stellar evolution models, and thus important to evaluate for the specific models used in our integrated light analysis. This work demonstrates that our method for integrated light spectroscopy of star clusters can provide unique tests for future constraints on stellar evolution models of young and intermediate age clusters.
INTRODUCTION
We are conducting a study of Large Magellanic Cloud (LMC) clusters in the young to intermediate age range with the ultimate goal of obtaining detailed abundances of over 20 elements from integrated light (IL), high resolution spectroscopy. Our method uses stellar evolution models and isochrones to create representative color magnitude diagrams (CMDs), with which to execute detailed spectral synthesis. To understand our accuracy we must evaluate to what extent uncertainties in stellar evolution modeling can affect our results. In Colucci et al. (2009) and Colucci et al. (2011) (hereafter C11), we evaluated relevant issues for old (>5 Gyr) clusters, mainly uncertainties in horizontal branch morphology and asymptotic giant branch stars. In this work, we address additional challenges in analysis of young and intermediate age clusters (age <3 Gyr), concentrating on the effects of core convective overshooting in the isochrones. While the inclusion of convective overshooting is not the only uncertainty in stellar models for young stars (for example, see Ventura & Castellani 2005) , it is a key parameter causing significant differences in evolution of young stars; consequently stellar modeling groups do tabulate isochrone families with different values of convective overshooting.
Briefly, convective overshooting (C-OVER) refers to the treatment of convection at the border of stellar cores. Stars that are more massive than ∼1.1 M ⊙ are hot enough to develop a convective core during the main sequence, H-burning phase. Note that, because only relatively massive stars develop convective cores, the treatment of C-OVER is only important for star clusters that are younger than ∼3 Gyr. Historically, two types of treatments have been used in stellar evolution models to describe stars with convective stellar cores. The first, most simplistic model, uses the Schwarzschild criterion to treat convective instability. In this case there is a clean boundary at the edge of the convective stellar core, and the stellar properties (luminosity, lifetime, etc.) are determined by the input stellar physics.The second treatment parametrizes a certain amount of mechanical convective overshooting past the Schwarzschild core boundary. The addition of C-OVER into the stellar evolution models is physically motivated by the fact that fluid elements could maintain some velocity when moving past the Schwarzschild boundary, due to residual momentum or the star's rotational velocity (e.g. Meynet & Maeder 2000) . In stellar evolution models, the empirical effect of including C-OVER is an increase in the size of the stellar core, which results in a higher stellar luminosity and a shorter stellar lifetime.
Observations of stellar clusters have been used to try to constrain the appropriateness and magnitude of C-OVER that should be included in stellar evolution models. Because including C-OVER in the stellar models increases the luminosities of supergiant stars, which have ages of ∼100's of Myrs, C-OVER models in this age range will predict older ages for stellar clusters than models without C-OVER. This is visually apparent in Figure 1 , where we show examples of Teramo (Pietrinferni et al. 2004 ) isochrones with and without C-OVER for ages of 0.1, 0.3, 1.0, and 2.0 Gyr, and metallicities of [Fe/H]= 0 and [Fe/H]= −0.35. For ages of 0.1 and 0.3 Gyr, the turnoff stars and blue loop supergiants have brighter magnitudes when C-OVER is included (shown by the pink dashed lines). Figure 1 also demonstrates that the differences in the giant populations of the different sets of isochrones become smaller as the age of the isochrones increases. For ages of ∼2 Gyr, the giant populations are very similar; only a small difference in the turnoff morphologies is evident. Finally, Figure 1 shows that, with the exception of the 2 Gyr case, the differences between isochrones with and without C-OVER are greater for the lower metallicity of [Fe/H]=−0.35, which is roughly the present day metallicity of the LMC, than they are for higher metallicities of [Fe/H]=0.
While C-OVER was introduced into stellar evolution models to reproduce observations of stars in young stellar clusters, the appropriateness and magnitude of C-OVER that is required is still under debate. For ages of ∼150 Myr, where differences are most dramatic for supergiant stars, various authors have tried to use the CMD of NGC 1866 to constrain the physics of the stellar evolution models. Different authors have reached different conclusions, and the results appear to be dependent on the set of stellar models that are used. For example, using a ground based CMD and FRANEC (Straniero et al. 1997 ) models, Testa et al. (1999) determined that C-OVER was not required to match observations of NGC 1866. On the other hand, Barmina et al. (2002) , using the same dataset as Testa et al. (1999) , found that when using the Padova (Girardi et al. 2000 ) models, it is necessary to include C-OVER in order to reproduce the observations. Later, Brocato et al. (2003) and Brocato et al. (2004) used a Hubble Space Telescope (HST) WFPC2 CMD of NGC 1866 to determine the best fitting degree of C-OVER with higher quality data. They found that C-OVER was not required to fit the observations using the Pisa (Castellani et al. 2003 ) stellar models, but that when Padova models are used, including C-OVER still provides a better fit, as found using the ground based CMDs. Unfortunately, to the best of our knowledge, the Teramo (Pietrinferni et al. 2004 ) models with and without C-OVER that we use in our IL analysis have not been compared to observations of NGC 1866.
For clusters with older ages (∼ 2 Gyrs), high precision HST ACS photometry was analyzed by Mucciarelli et al. (2007a) and Mucciarelli et al. (2007b) for the LMC clusters NGC 1978 and NGC 1783. These authors tested stellar evolution models from several different groups, including the Teramo isochrones, and concentrated on the turnoff regions of the clusters, where differences are most visible in this age range. After testing the Teramo, Pisa, and Padova models, the authors found that some amount of C-OVER is required to match the turnoff region, regardless of which set of models were used.
1.1. Background: The Impact on High Resolution Integrated Light Spectroscopy As described above, we use a grid of isochrones when measuring abundances with our high resolution, integrated light spectra abundance analysis method (see Bernstein & McWilliam 2002; McWilliam & Bernstein 2008; Colucci 2010; Colucci et al. 2009 Colucci et al. , 2011 , for full details). For long-term consistency, it is crucial that we choose a single group of isochrones to use in all of our analyses. We have selected those of the Teramo group (Pietrinferni et al. 2004 (Pietrinferni et al. , 2006 , because they provide a wide range of ages, metallicities and two levels of α-enhancement. The Teramo isochrones are also tabulated with two values of C-OVER: no C-OVER (listed as canonical) and with moderate C-OVER (listed as noncanonical).
Our initial work concerned typical old globular clusters with ages >5 Gyr, which are not sensitive to inclusion of C-OVER because the stars in old clusters are not massive enough to have convective cores. However, in C11 we extended our method to young clusters in the LMC, and it became clear that our results for the youngest clusters (ages <1 Gyr) could be significantly affected by the choice of C-OVER. In C11, we chose to adopt the Teramo isochrones with C-OVER included, because Mucciarelli et al. (2007a) determined that these isochrones were a better match to the CMD of NGC 1978, a cluster that is also in our sample, than isochrones without C-OVER. Unfortunately, there was no consensus in the literature for the use of C-OVER for clusters over the entire age range of the young clusters in our sample (10 Myr to 2 Gyr). While several authors concluded that no C-OVER was needed in order to match observations of NGC 1866 (age 150 Myr), none of these authors tested isochrones from the Teramo group. Note that this result is at odds with the results for NGC 1978 (age 2 Gyr). We mentioned above that because C-OVER is not the only uncertainty in stellar evolution physics, conclusions regarding the need for C-OVER are dependent on the set of models being used. Therefore, in order for us to determine the "right" set of models to use in our new IL analysis method over the entire cluster age range we have to determine which set of models produces abundances for our sample of local clusters that are closest to the abundances for these clusters determined by other well-established methods.
In C11, initial tests of isochrones with and without C-OVER for clusters with ages of 2 Gyr showed that the differences were smaller than the statistical uncertainties of the solutions. However, results for clusters with ages <1 Gyr were not always in agreement with the few results available in the literature. Unfortunately, more than half of the young clusters in our sample had no previous abundance measurements from high resolution abundance analysis of individual stars. Moreover, because individual star analyses performed by different authors do not agree to better than ∼ 0.10 − 0.15 dex (Gratton et al. 2004; ), we cannot be certain which differences can be attributed to isochrone physics, and which are due to systematic offsets between different abundance analysis techniques. We have therefore completed our own analysis of individual stars in the young clusters in our sample, to obtain abundances us- .00, as shown. Gray lines are shown to guide the eye. For ages <1 Gyr the inclusion of C-OVER results in large differences in the supergiant populations, while for ages >1 Gyr there are only subtle differences in the turnoff morphology. The differences between the models are typically larger at lower metallicity.
ing identical line lists, stellar atmospheres, and spectral synthesis codes as in our IL spectra analysis. We identify the most accurate set of isochrones as those that produce the Fe abundances closest to the Fe abundances that we measure for the individual stars analyzed in this work.
We note that in the literature convective overshooting has been extensively studied using a much larger sample of clusters than we describe here, including many nearby open clusters in the Milky Way. We emphasize that our principle intent is to specifically evaluate the most appropriate set of Teramo isochrones for use in our high resolution integrated light spectra technique. In this regard, we refrain from any analysis or comparison of Teramo isochrones to resolved photometric color magnitude diagrams of the LMC clusters in our sample. While such an analysis would be very interesting to compare to the results here, it is beyond the scope of the present spectroscopic analysis and does not address our primary goal of determining which Teramo isochrones result in integrated light Fe abundances that most closely match fiducial Fe abundances from individual stars. This paper is organized as follows: in §2 we describe the stellar and cluster targets and data reduction techniques. In §3 we present the high resolution Fe abundance analysis for the individual stars in the LMC clusters, and review the analysis for the integrated light spectra of the clusters originally presented in C11. In §4 we present the results, discuss some of the sources of the differences in results when using different values of C-OVER in the IL analysis, and identify the set of isochrones for which the most accurate Fe abundances are obtained. Integrated light spectra were obtained by scanning a 12 × 12 arcsec 2 or 8 × 8 arcsec 2 region of each cluster core (McWilliam & Bernstein 2008) . These spectra were reduced with standard IRAF 2 routines, combined with the scattered-light subtraction described in McWilliam & Bernstein (2008) . Complete details on the cluster integrated light observations and reductions can be found in McWilliam & Bernstein (2008) and C11.
Cluster Stars
Stars were selected from the catalogs of Will et al. (1995) , Brocato et al. (1989) , Sagar et al. (1991) , and Robertson (1974) for NGC 1978, NGC 1866, NGC 1711, and NGC 2100, respectively. Information on the target stars, exposure times, and approximate signal-to-noise (S/N) ratios are given in Table 1 .
The spectra of individual stars in the LMC clusters were obtained with the MIKE double echelle spectrograph (Bernstein et al. 2003) on the Magellan Clay Telescope during three different observing runs in 2003 and 2004 . The setup of the spectrograph changed between the runs, which resulted in different wavelength coverages for the individual runs. However, we primarily use lines with wavelengths between 4500-7500Å (red side only) in our analysis, which is a region in common to all three runs. The data taken in 2003 January used a 0.7"×5" slit and 4×2 on chip binning. The data taken in 2003 November used a 0.5"×5" slit and 3×1 on chip binning, while the data from 2004 October used a 0.7"×5" slit and 3×2 on chip binning. The stellar spectra were reduced using the MIKE Redux 3 pipeline (Bernstein et al. 2012, in preparation) , which includes a heliocentric velocity correction.
Radial , which agrees well with the values of Hill et al. (2000) and Mucciarelli et al. (2010) who found 299.8 ± 1.4 and 298.5 ± 1.5 km s −1 . We measure v r = 244.2 ± 2.8 km s
for NGC 1711, which is within 2 σ of the value measured by Freeman et al. (1983) of 230 ± 9 km s −1 . Similarly, our measurement of v r = 247.6 ± 5.7 km s −1 for NGC 2100 is within 2 σ of the value of Jasniewicz & Thevenin (1994) of 262.5 ± 6.45 km s −1 .
ABUNDANCE ANALYSIS
Where possible, we have used identical analysis techniques for both the IL analysis of clusters and for the individual member stars. In §3.1 we describe the line lists and equivalent width measurements that both analyses have in common. In §3.2 we briefly review the IL analysis of C11, and in §3.3 we describe the new analysis of individual stars performed in this work.
EWs and Line Lists
As in our previous work (e.g. C11, and references therein), we use the semi-automated program GETJOB (McWilliam et al. 1995) to measure absorption line equivalent widths (EWs) for individual lines in both the cluster IL and stellar spectra in a consistent way. Low order polynomials are interactively fit to continuum regions for each spectral order, and line profiles are fit with single, double, or triple Gaussians as needed, depending on the presence of small line blends. Line lists and log gf values are taken from C11 and references therein. We only analyze Fe lines with EWs<150 mÅ in order to minimize line saturation effects. Fe abundances are calculated under the assumption of local thermodynamic equilibrium (LTE). The lines and EWs measured in the individual stars are listed in Table 2 .
Cluster Integrated Light
In C11 we presented a detailed analysis of the integrated light [Fe/H] and age solutions for each LMC cluster in our sample using Teramo isochrones with C-OVER included. In this work, we perform an identical analysis but use the Teramo isochrones without C-OVER, as discussed in §1. We summarize this analysis below.
We create synthetic CMDs for the available range of age and metallicity of the Teramo isochrones, and divide each CMD into ∼25 equal flux boxes containing stars of similar properties. The properties of a fluxweighted "average" star for each box are used in the IL EW synthesis, which we perform with ILABUNDS (McWilliam & Bernstein 2008) . ILABUNDs employs the 2010 version of the spectral synthesis code MOOG (Sneden 1973) . We use the ODFNEW model stellar atmospheres of Kurucz 4 (e.g. Castelli & Kurucz 2004 ) for all abundance analysis. We choose the ODFNEW atmospheres instead of the AODFNEW atmospheres because we have determined that the clusters are not significantly α-enhanced, as reported in Colucci et al. (2012) .
To begin the analysis of any cluster, we calculate a mean [Fe/H] abundance from all available Fe I lines for the large grid of synthetic CMDs. We note that because we measure far fewer Fe II lines than Fe I lines in the cluster IL spectra, and because of uncertainties in the relationship between neutral and ionized solutions, we do not use Fe II lines to constrain the best-fitting CMD. We next use the quality of the Fe I abundance solution to constrain the best-fitting age and abundance for each cluster. Specifically, we determine the best age and abundance using Fe line diagnostics (McWilliam & Bernstein 2008; Colucci et al. 2009 Colucci et al. , 2011 Finally, we can improve our solutions by allowing for statistically incomplete sampling of the cluster CMDs (C11). It is especially important to allow for statistical variations for clusters with ages under ∼2 Gyrs, because clusters with these ages are rapidly evolving, and in the case of our sample, they are less luminous and less massive than typical Milky Way GCs, and therefore the most likely to suffer from stochastic effects. In order to quantify this uncertainty we use a Monte Carlo technique to statistically populate the cluster initial mass functions (IMFs) with discrete numbers of stars, resulting in many possible realizations of each cluster. As demonstrated in C11, the best statistical realizations of each cluster can be identified using the Fe line diagnostics.
Here, we briefly summarize the effect that the Monte Carlo tests have on the derived [Fe/H] and age of each cluster. For NGC 1718 the [Fe/H] decreases marginally from -0.67 to -0.70, and the uncertainty due to the age solution is unchanged, at 0.03. For NGC 1978, we find that allowing for stochastic sampling decreases the derived [Fe/H] from -0.48 to -0.54, and increases the uncertainty due to the age from 0.05 to 0.18. For NGC 1866, the [Fe/H] abundance is unchanged, but the uncertainty due to the age increases from 0.16 to 0.20. For NGC 1711, both the derived [Fe/H] and uncertainty due to the age are unchanged. As in C11, we are only able to derive a solution for NGC 2100 by allowing for statistical fluctuations, so there is no added uncertainty. In summary, the most self-consistent age and [Fe/H] solutions that we have determined for each cluster are listed in Table 3 . In columns 2 and 3, we show the bestfitting age and [Fe/H] solutions determined for isochrones with C-OVER in C11 and in columns 4 and 5 we show the best-fitting age and [Fe/H] solutions determined using isochrones without C-OVER from this work. We note that we include results for the IL abundances of NGC 1718 in Table 3 , but we do not have a sample of individual stars in this cluster and so the IL results are not used for the IL and stellar direct comparison in §4. As already discussed, the measurement of the ages and metallicities from the IL spectra was explained in detail in C11, and is accompanied by an in depth comparison of the derived ages and [Fe/H] to values in the literature. We note that the ages derived in this work using isochrones without C-OVER are consistent with the conclusions of C11, so we do not repeat that discussion here.
Cluster Stars
To begin the analysis of the individual stars, we determined initial atmospheric parameters for the cluster stars using the photometric data described in §2.2. The reddening corrected absolute V magnitudes and B − V colors that we used are listed in Table 4 . With these colors we determined stellar temperatures using the empirical (B − V )-T ef f calibration of Alonso et al. (1999) . Surface gravities are calculated according to the equation
(1) assuming T ef f ⊙ =5777 K and log g ⊙ =4.44. Bolometric corrections are interpolated from the grids of Kurucz, 6 with M bol⊙ =4.74. We have assumed stellar masses of 1.8 M ⊙ for NGC 1978, 4.5 M ⊙ for NGC 1866, and 8.5 M ⊙ for NGC 1711 and NGC 2100. These masses were determined using the turnoff masses of Teramo isochrones with appropriate ages and metallicities for each cluster. Stellar luminosities were calculated using the distance moduli and E(B − V ) values listed in Table 1 . Initial microturbulent velocities (ξ) were calculated as for our IL analysis (see McWilliam & Bernstein 2008) , by assuming a linear relationship between the ξ of the Sun and Arcturus. As in the cluster IL analysis, we use the Kurucz ODFNEW stellar atmospheres and the most recent (2010) version of MOOG (Sneden 1973) . We use the ODFNEW atmospheres instead of the AODFNEW ones because we have determined that the stars are not significantly enhanced in α-elements, as presented in Colucci et al. (2012) .
The initial values that we adopt for stellar mass, reddening, and microturbulence are subject to the usual observational uncertainties; we therefore constrain these parameters spectroscopically, as is standard in abundance analysis of individual stars. We first iteratively adjust the effective temperature and microturbulence to simultaneously obtain a solution with no dependence of Fe I abundance on the excitation potential (EP) or reduced equivalent widths of the lines. On average, we find that the photometrically derived T ef f and ξ values need to be adjusted by less than 100 K and 0.3 km s −1 to eliminate the dependence of abundance on EP and reduced EW, respectively. This is independent verification that the microturbulence law that we employ in our IL analysis provides reasonably accurate values for younger stars. However, in the case of two very young supergiants, 2100-c12 and 2100-b22, our initial values for ξ were significantly underestimated. In these cases, we had to adjust the ξ by about 1.5 km s −1 , to ξ=3.3 km s −1
, in order to eliminate the trend in Fe I abundance with reduced EW. Because such young supergiants are generally found to have ξ ∼3 km s −1 (e.g. Hill 1999), we believe that these spectroscopically determined values are reasonable.
In almost all cases, we find that the spectroscopically determined T ef f and ξ also result in solutions closer to ionization equilibrium, reducing the difference between abundances derived from Fe I and Fe II lines. This improvement is shown in Table 5 , where we tabulate Fe I and Fe II abundance results for our photometrically and spectroscopically determined parameters.
In two cases, 1978-730 and 1866-954, we also adjust the surface gravity, log g, to force ionization equilibrium for the Fe lines. In these two cases we find that adjusting the log g not only results in a solution where neutral and ionized Fe are closer to ionization equilibrium, but also neutral and ionized Ti, Y, and Sc are closer to equilibrium. In two other cases, 1866-1653 and 1711-988, there are also large differences in abundance derived from Fe I and Fe II lines, but we do not adjust the log g in these cases because we are unable to find a set of stellar parameters that simultaneously improve Fe, Ti, Y and Sc ionization equilibrium. 1866-1653 also has a particularly high line-to-line scatter for Fe II of σ FeII =0.40. In this case we keep the initial log g value because of the uncertainty of the Fe II abundance.
Our final adopted stellar parameters and Fe abundance results are listed in Table 4 . Our final model atmospheres are adjusted so that the input [M/H] is identical to the derived Fe I abundance. As an example of one of our solutions, we show the dependence of Fe abundance on EP, reduced EW, and wavelength in Figure 2 for the star 954 in NGC 1866. Little or no trend in the Fe abundance with wavelength indicates that our continuum placement between orders is accurate and consistent.
We emphasize again that while the initial physical parameters used in the analysis of the spectra of stars (mass, effective temperature, and microturbulence) are drawn from the literature and those values can be affected by uncertainties such as reddening and photometric errors, the final values used for these parameters are spectroscopically constrained based on consistency in the iron abundance derived for lines over the full spectrum (i.e. with a wide range in wavelength, excitation potential, and reduced equivalent width). The uncertainties in the initial values are therefore irrelevant as they are merely initial guesses. What is relevant is the sensitivity of our solution to small errors in these iteratively-derived values. We therefore determine the systematic uncertainties resulting from our choice of atmospheric parameters explicitly by adjusting one parameter at a time and noting the impact on the resulting abundance. The results are shown in Table 6 , where we list the uncertainty in the derived [Fe/H] for each star for an uncertainty in T ef f =+150 K, log g=−0.5 dex, ξ=+0.3 km s −1 , and [M/H]=+0.3 dex. The total systematic error is typically between 0.1 and 0.2 dex.
To compare to our IL results, we average the [Fe/H] results for the individual stars. For NGC 2100, we find that the star c2 has a derived [Fe/H] that is ∼ 0.4 dex more metal rich than the other two stars. The three stars have a spread in radial velocity of 11 km s −1 , with c2 having the lowest velocity, so it is possible that c2 is not actually a cluster member. However the mean radial velocity for LMC field stars is most likely to be higher than the radial velocity for NGC 2100, not lower. This star is also bluer and more luminous than the other two stars, so the stellar parameters may be more uncertain because it is in a different evolutionary stage. To be conservative, 2100-c2 is left out of the mean for the cluster. The final mean [Fe/H] values are listed in Table 7 , along with previous abundance measurements by other authors from high resolution spectroscopy of individual stars. There are no previous measurements of the Fe abundance of NGC 1711 from high resolution spectroscopy, so we list an estimate for the [Fe/H] measured from Strömgren photometry by Dirsch et al. (2000) for comparison. We find that our [Fe/H] results agree within the uncertainties with the results found by other authors to <0.10 dex, with the exception of the [Fe/H] measured by Hill et al. (2000) for NGC 1978. Our result for NGC 1978 does however agree with the measurement of Mucciarelli et al. (2008) who had a much larger sample of stars than Hill et al. (2000) . We also note that Olszewski et al. (1991) found a similar [Fe/H] to ours for NGC 1978 using low resolution calcium triplet spectroscopy. We conclude that these comparisons demonstrate that our stellar abundance analysis techniques are consistent with previous works.
RESULTS
First we examine the general trends in the IL abundance results for the isochrones with and without C-OVER. When we determine the best-fitting CMD in the IL analysis, we begin by identifying one CMD for each age in our grid that has a self-consistent [Fe/H] Note that we can evaluate the behavior of the solutions with and without C-OVER for NGC 1718, but that without a sample of individual stars we cannot evaluate the agreement with our own fiducial Fe abundances. In Figure 3 , the region where the best age solutions are found is highlighted in each panel. It is clear from this figure that the clusters that are most affected by C-OVER are those younger than ∼1 Gyr. As expected, we also find that the derived [Fe/H] for each cluster is unchanged when using the isochrones without C-OVER when isochrones older than ∼2.5 Gyr (log(Age)=9.40) are used, because there are no stars with masses 1.1 M ⊙ present (see §1).
It is also interesting to note that the abundance is sensitive to the amount of C-OVER because 90% of the flux in a 100 Myr cluster, such as NGC 1866, is in the supergiant stars. This sensitivity was also illustrated in C11 where we showed that the Fe lines are extremely sensitive to the color or temperature of the supergiant stars. To further illustrate the impact of these young stars, in Figure 4 , we show the contribution of the in-dividual synthetic CMD boxes to the IL EW for a sin- Figure 4 , the left panels demonstrate that almost the entire EW comes from the supergiants, while the right panels show that the CMDs differ most in the color of the supergiants. In particular, the [Fe/H]= −0.35 isochrone with C-OVER has bluer supergiants than the isochrone with [Fe/H]=−0.35 and no C-OVER. Note that only the latter provides a self-consistent [Fe/H] solution by our criterion discussed above.
Our final age and [Fe/H] solutions for isochrones with and without C-OVER are listed in Table 3 . We find that the new IL results using isochrones without C-OVER show complex behavior when compared to the results obtained using isochrones with C-OVER. In other words, there is no constant offset that can be applied to the whole sample of clusters, because the new analysis results in higher [Fe/H] for NGC 1978, and NGC 1711, but lower [Fe/H] for NGC 1718 and NGC 1866. As already mentioned, the differences tend to get larger as the age of the cluster decreases. This means that the unpredictability in the magnitude and direction of the offset is likely due to the fact that the properties of the giant stars are so susceptible to stochastic effects.
We can now use our stellar results to evaluate the accuracy of the isochrones as discussed in §1. Comparing the results listed in Tables 3 and 7 , we find that the isochrones with no C-OVER, labeled "canonical" by the Teramo group, more closely match the results we obtain from the individual stars. This is also clear from Figure 5 , where we plot the results using isochrones with and without C-OVER against the abundance from individual stars. The bottom panel of Figure 5 shows the difference between the isochrone results and the individual star results. The statistical scatter of the residuals for the isochrones without C-OVER, which are plotted as black circles, is 0.24 dex, while the scatter of the residuals for the isochrones with C-OVER, plotted as cyan squares, is much larger, at 0.40 dex. Figure 5 also shows that the largest difference in abundance determined from IL spectra is for the cluster with the highest [Fe/H], which is the youngest cluster, NGC 2100. We note that our IL result for this cluster is the most uncertain, as it is at the youngest limit of what we can analyze using our current technique. In C11, we reported a lower limit for the [Fe/H] of NGC 2100, but it is obvious from this work that the cluster is more metalpoor than our limit, and perhaps an upper limit would have been more appropriate. We reported a lower limit because, in general, if the age of the cluster is younger than the isochrone, we would underestimate the abundance because the stellar temperatures would be lower in our model than in reality. However, in the case of very young clusters, age <50 Myr, the stochastic properties of the supergiants can make the behavior unpredictable. Therefore, we quote a final [Fe/H] for NGC 2100 with higher uncertainties (−0.4 < [Fe/H] < +0.03) rather than a limit. We note that while the [Fe/H] for NGC 2100 is uncertain, the abundance ratios for all other elements are well constrained. In Colucci et al. (2012), we discuss in more detail the agreement found by comparison of the abundance ratios obtained with IL analysis and individual stars.
It is interesting that Mucciarelli et al. (2008) find that Teramo isochrones with some degree of C-OVER are needed to match the turnoff region of the CMD of NGC 1978, and that we find that isochrones without C-OVER produce a more accurate [Fe/H] for this cluster in our IL analysis. As we have emphasized already, it is not our intent in this work to use our IL spectroscopy results to calculate the appropriate magnitude of C-OVER that should be in stellar evolution models, or to comment on how the Teramo isochrones fit the observed CMDs of the clusters we have analyzed. As inferred for the youngest clusters, it is likely that differences in the most luminous RGB and AGB stars in the isochrones are the reason that there is a difference in the derived [Fe/H], and that when averaged and flux weighted the isochrones without C-OVER more closely match the real stellar populations in this cluster.
In conclusion, because clusters younger than 1 Gyr are most susceptible to stochastic stellar population effects, the abundance solutions for those clusters will be the most sensitive to including C-OVER in the CMDs. This is because the supergiants, whose properties can change substantially when using C-OVER or not, have a strong influence on the solution, and therefore determine how much the C-OVER parametrization will affect the results. Indeed, for clusters close to 0.05 Gyrs, the uncertainties in age and abundance determined by any method become much unavoidably impacted by both the stochastic effects of catching stars in the supergiant phases and the fundamental uncertainties in the simple stellar population (SSP) modeling. We do not find a predictable offset in the solutions obtained without C-OVER; however we do find that smaller scatter is obtained in the comparison of abundances obtained from stars and integrated light when C-OVER is omitted from the models. Therefore, for our IL abundance analysis purposes, the Teramo isochrones without C-OVER produce the most accurate [Fe/H] solutions. More generally, in this and our companion papers, we find that measurements of age and abundance in young clusters should include uncertainties associated with the stochastic variations in supergiant population during any given observation, and also the uncertainties in the SSP models, of which C-OVER is one important consideration.
SUMMARY AND CONCLUSIONS
We have performed high resolution Fe abundance analysis of individual stars in four LMC clusters in order to obtain fiducial Fe abundances in these clusters for comparison to Fe abundances that we measure using our high resolution integrated light spectra abundance analysis. Our primary goal in this work is to determine the most appropriate convective overshooting parameter in the Teramo isochrone set for our abundance analysis. From these comparisons we conclude that Teramo isochrones without convective overshooting result in Fe abundances that most closely match the results from individual stars for clusters with ages between 0.05 Gyr and 3 Gyr. In a separate paper, we present abundances for over 20 additional elements that are measured in the cluster IL spectra, as well as in the spectra of the indi- vidual stars that are analyzed in this work.
Finally, we note that clusters in the LMC have long been used to put constraints on stellar evolution and SSP models because the LMC is close enough that the stellar populations of star clusters are resolved, and the LMC contains rich clusters of a wide range in age ( 10's of Myrs to ∼12 Gyrs), unlike the Milky Way. This age range is a critical regime for evaluating evolutionary models, and our IL abundance analysis method can provide a new and unique way to test stellar evolution models. As this paper shows, IL analysis can be used to constrain how much C-OVER is allowable in the models. The IL analysis can also be used to compare the abundance results from stellar models computed by different groups. For these tests to be most informative, it will be necessary to expand the sample of clusters with ages <3 Gyr that have both high resolution IL and individual star abundance analyses available. References. -Coordinates and magnitudes for each cluster were taken from the following catalogs: NGC 1978 Will et al. (1995) , NGC 1866 Brocato et al. (1989) , NGC 1711 Sagar et al. (1991) , NGC 2100 Robertson (1974) . Adopted distance moduli and reddening values for the clusters were taken from the following: NGC 1978 Ferraro et al. (2006 , NGC 1866 Mucciarelli et al. (2010) , NGC 1711 Dirsch et al. (2000) , NGC 2100 Keller et al. (2000) . )  1978  1978  1866  1866  1866  1711  1711  1711  2100  2100  2100  737  730  954  1653  1667  831  988  1194  c2  c12  b22 Fe I 4736.783 3.211 -0.752
5074.753 4.220 -0.160
5162.281 4.178 0.020
5195.480 4.220 -0.002
5383.380 4.312 0.645
6180.209 2.730 -2.628 142.8 128.4 · · · 172.9 126.3 166.6 
6229.232 2.830 -2.821 123.9 · · · 100.5 147.1 99.8 108.0
6246.327 3.600 -0.796 137.9 137.8 167.6 167.4 149.7 176.2 98.8
6270.231 2.860 -2.543 130.9 117.9 
6960.330 4.570 -1.907 
7038.220 4.220 -1.214 100.9 89.9
7068.423 4.070 -1.319 141.8 
7396.526 4.990 -1.567 Note. -Note that the IL abundances for NGC 1718 are shown for completeness, and that these results are not used in §4 because we do not have a sample of individual stars in this cluster. References. -1. Mucciarelli et al. (2008) , 2. Hill et al. (2000) , 3. Mucciarelli et al. (2010 ), 4. Dirsch et al. (2000 , 5. Jasniewicz & Thevenin (1994 ), 6. Hill & Spite (1999 a The uncertainties listed for the cluster metallicities in our work are obtained from the standard deviation in the individual stellar abundances from Table 4 . b Note that this value is derived from Strömgren photometry, while all other stellar results from the literature are derived from high resolution spectra.
