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Resumo  
Neste artigo curto apresenta-se um sistema capaz de automaticamente capturar, reconhecer e visualizar ativi-
dades motoras humanas, em diferentes contextos, mas com aplicação prática, por exemplo, na implementação 
de manuais virtuais 3D ou em vídeo-jogos de nova geração, passando pelos simuladores de treino. Este traba-
lho tem vindo a ser desenvolvido em consórcio internacional, no contexto de um projeto apoiado pela comissão 
europeia (COGNITO), e tem-se centrado na captura, análise, armazenamento e visualização 3D, com recurso a 
tecnologias de realidade virtual e aumentada, de tarefas manuais complexas, executadas em ambiente industri-
al. O sistema é composto por quatro módulos principais: uma rede de sensores colocados no corpo, uma unida-
de de captura dos movimentos e ferramentas utilizadas, uma componente de aprendizagem não supervisionada e 
uma componente gráfica capaz de fazer a apresentação de informação ao utilizador através de um módulo de 
realidade aumentada (RA). Este artigo apresenta o sistema global e a sua arquitetura, referindo com mais deta-
lhe os desenvolvimentos efetuados para a componente gráfica.  
Palavras-Chave 
Realidade Aumentada, Realidade Virtual e Visão por computador. 
1. INTRODUÇÃO 
A captura, reconhecimento e representação gráfica da 
atividade humana tem potencial para gerar diferentes 
tipos de aplicações desde manuais virtuais, simuladores 
3D, vídeo-jogos de nova geração ou automatização de 
robôs. Contudo, os sistemas de captura de atividade hu-
mana existentes no mercado focam-se essencialmente na 
captura dos dados alinhando os mesmos com um esquele-
to predefinido sem preocupação com o tipo de atividade 
executada. Esta abordagem traz problemas na criação de 
manuais virtuais ou simuladores porque normalmente 
estes ficheiros são extensos e implicam pós processamen-
to por parte de um técnico. Nos últimos anos têm sido 
obtidos avanços significativos no campo da RA, tanto a 
nível de software como do hardware [Teichrieb07]. No 
campo do hardware, estão disponíveis novos HMDs com 
ecrãs e câmaras com alta resolução, novos sistemas de 
visão por computador e sensores que permitem um 
tracking mais robusto e a implementação de aplicações 
mais apelativas. Em particular, os sistemas com tracking
baseado em modelos [Drummond02][Pupilli06], combi-
nam visão por computador e sensores inerciais [You99] e 
mais recentemente a técnica SLAM - Simultaneous Loca-
lization and Mapping [Davison07]. No campo do softwa-
re para desenvolvimento aplicacional tem-se assistido ao 
aparecimento de múltiplas soluções, tais como, por 
exemplo, o NyARToolkit [NyARToolkit08], StudierStu-
be [StudierStube08], SLARToolkit [SLAR10] e PTAM 
[Klein07]. 
Todas estas tecnologias permitem o surgimento de proje-
tos para a implementação de sistemas avançados, que 
delas tirem partido, como é o caso do projeto MATRIS 
[Comport06], AMIRE [Grimm02], ARVIKA [Frie-
drich02] e DWARF [Bauer01].  
O projeto COGNITO [COGNITO10] surge nesta sequên-
cia e propõe-se especificar e implementar o protótipo de 
um sistema que irá permitir a criação de um assistente 
pessoal capaz de dar suporte ao utilizador na realização 
de atividades e na manipulação de ferramentas para a 
realização de tarefas industriais complexas. Para isto ser 
possível é necessário começar por capturar um conjunto 
de informação relativa aos movimentos do indivíduo e 
dos objetos da cena (ferramentas que estão a ser utiliza-
das, etc), utilizando um conjunto de sensores de movi-
mento e de imagem, devidamente colocados no corpo, ao 
que se segue o processamento necessário à identificação 
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e segmentação da atividade em ações atómicas. O resul-
tado desta análise é exportado em formato XML, verifi-
cado e filtrado por um técnico experiente que identificará 
as ações atómicas reconhecidas pelo sistema com apoio 
de um editor desenvolvido para o efeito. Após este trata-
mento, a informação armazenada está preparada para ser 
visualizada na componente de RA, durante a execução de 
tarefas por qualquer utilizador. A secção seguinte apre-
senta com mais detalhe o sistema COGNITO. A secção 
três apresenta o estado atual dos elementos constituintes 
da componente gráfica. Na secção quatro são descritos os 
cenários de teste e por fim, na secção cinco, são apresen-
tadas as principais conclusões e indicações relativas ao 
trabalho futuro.  
2. ARQUITETURA COGNITO 
O sistema COGNITO é complexo e inclui hardware inte-
grado que vai gerar uma grande quantidade de dados, a 
uma velocidade elevada. O sistema terá de lidar com flu-
xos de dados heterogéneos da rede de sensores e ainda 
disponibilizar informação, na forma de RA, em tempo 
real, ao utilizador. Para além disso, o sistema deve permi-
tir a mobilidade do utilizador, sendo por isso leve e portá-
til. 
A figura 1 apresenta uma representação gráfica do siste-
ma e respetivos módulos constituintes.
Figura 1: Arquitetura COGNITO 
O sistema COGNITO pode ser divido em 4 módulos 
principais: 
 Rede de Sensores 
 Sistema de Captura de Dados  
 Componente de Aprendizagem  
 Análise biomecânica  
 Identificação de workflow 
 Componente gráfica 
A rede de sensores é composta por seis unidades de me-
dição inercial (IMU), que detetam os movimentos do 
tronco e braços do utilizador. Inclui também uma câmara 
que fica colocada no peito do utilizador com uma lente 
olho de peixe que permite visualizar a tarefa a 180º e 
guardar as imagens captadas para posterior identificação 
e análise. A rede de sensores fica completa com uma câ-
mara RGB-D que dá informação relativa a profundidade 
da área de trabalho que ajuda a identificar as ferramentas 
que o utilizador manipula (fig. 2).  
O módulo de captura de dados é responsável por guardar 
e integrar os diferentes fluxos de dados. Este processa-
mento é feito por uma unidade de visão por computador, 
que trata das imagens provenientes das câmaras, e por 
uma outra unidade responsável por adaptar todos os da-
dos ao mesmo sistema de coordenadas (referencial). 
Figura 2: Rede de sensores
Em seguida os dados serão tratados pelo módulo de 
aprendizagem que analisará os movimentos e objetos 
manipulados, efetuando uma segmentação da atividade 
em tarefas atómicas e registando o tempo inicial e final 
das mesmas.  
Por fim, é feito o registo da informação processada, em 
formato XML, utilizando para o efeito um modelo de 
ações definido especificamente para o COGNITO. A 
informação gerada neste processo, será utilizada num 
editor, com o qual técnicos experientes analisam e filtram 
as tarefas atómicas definidas e acrescentam informação 
adicional que posteriormente será usada pelo visualizador 
RA. Quando todas as ações se encontram identificadas o 
template de ações é armazenado para ser utilizado pelo 
assistente (visualizador de RA) que irá guiar o utilizador 
na execução das tarefas. 
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3. COMPONENTE GRÁFICA 
Esta componente pode ser divida em duas aplicações 
principais: um editor da informação capturada e proces-
sada na forma de um fluxo de ações elementares e um 
visualizador de RA para apresentação de toda a informa-
ção, utilizando um HMD.  
A função principal do editor centra-se na identificação, 
por parte de um utilizador experiente, das tarefas atómi-
cas que o sistema deteta e guarda no modelo, associando-
lhes toda a informação que deverá ser apresentada na 
forma de RA (modelos virtuais 3D, designação e descri-
ção das tarefas, etc). O Editor (fig. 3) é composto por três 
áreas principais: na parte lateral esquerda é feita uma 
representação gráfica do template de ações que contém as 
tarefas atómicas; na parte lateral direita é apresentado o 
vídeo ilustrativo da ação atómica selecionada (captado 
em tempo de recolha de dados); a parte inferior da apli-
cação é reservada à introdução da informação correspon-
dente a cada ação atómica. 
O processo de edição de tarefas atómicas consiste, além 
da atribuição da designação inteligível, na inclusão de 
informação adicional que serve para alimentar o visuali-
zador de RA. Esses elementos podem ser objetos virtuais 
3D, imagens, vídeos, sons e ainda descrição mais detalha 
acerca da atividade que é depois fornecida ao utilizador 
final recorrendo a um conversor de texto para áu-
dio(TTS). 
Figura 3: Componente Gráfica - Editor 
Após o processo de edição, o modelo de ações fica atua-
lizado para ser lido pelo visualizador RA. A visualização 
em RA destina-se a utilizadores finais que vão executar 
tarefas manuais e com necessidade de instru-
ções/ilustrações de procedimento passo a passo (em ter-
mos de tarefas atómicas). Esta abordagem imersiva recor-
rendo a RA pretende manter o utilizador focado na sua 
tarefa.
O visualizador de informação RA pode ser utilizado de 
duas formas distintas: integrado no sistema ou de modo 
autónomo. Quando integrado no sistema, é controlado 
pelo componente de aprendizagem, a qual, recebendo a 
informação dos sensores e sabendo quais as ferramentas 
que estão a ser usadas, quando compara esses dados com 
as atividades atómicas previamente analisadas, consegue 
transmitir instruções ao módulo de RA para apresentar ao 
utilizador a tarefa corrente e os objetos empregues (fig.4).  
Figura 4: Componente Gráfica - Visualizador RA 
No modo autónomo é o utilizador que controla a aplica-
ção através de comandos de voz.  
Atualmente, as combinações funcionais que o visualiza-
dor RA disponibiliza, em termos de informação apresen-
tada e controlo, são as seguintes: 
 Texto + Instrução áudio 
 Texto + Vídeo Ilustrativo + Instrução áudio 
 Texto + Modelos 3D + Instrução áudio 
O utilizador pode navegar nas atividades atómicas po-
dendo avançar, voltar atrás ou pedir para repetir a instru-
ção. A informação de RA apresentada ao utilizador pode 
variar consoante as suas preferências ou o local onde se 
encontra a trabalhar. A informação textual e o progresso 
da atividade encontram-se sempre disponíveis. Além do 
texto, as descrições alargadas das tarefas atómicas podem 
ser apresentadas na forma de áudio através da funcionali-
dade de TTS. Associado à tarefa atómica existe também 
um pequeno vídeo representativo da tarefa, o qual ilustra 
o procedimento a executar. O recurso à visualização de 
modelos virtuais 3D em sobreposição contextualizada à 
imagem real, é, no entanto, a principal funcionalidade de 
RA disponível no visualizador, com os quais é possível 
exemplificar os movimentos a realizar, as ferramentas a 
empregar, indicar os pontos do espaço físico onde a ação 
deve ser executada, entre muitas outras representações 
gráficas possíveis.   
4. CENÁRIOS DE TESTE 
Atualmente o sistema COGNITO tem vindo a ser testado 
com sucesso em dois cenários distintos, os quais, não 
sendo o definitivo (complexo), permitem cumprir o obje-
tivo de realizar testes que validem os vários módulos do 
sistema e a comunicação entre eles. O primeiro consiste 
numa tarefa aparentemente simples que instrui o utiliza-
dor para posicionar um taco de madeira numa região pre-
viamente marcada, fixá-la com três pregos usando um 
martelo; de seguida, o utilizador deve pegar noutro taco 
ligeiramente mais pequeno e aparafusar em três locais 
previamente estabelecidos, usando uma parafusadora. O 
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segundo cenário testado consiste no empacotamento de 
embalagens de sabão líquido. Nesta sequência de ativida-
des o utilizador tem que pegar numa embalagem e eti-
quetá-la; posteriormente coloca-a numa caixa que é fe-
chada e escreve a morada para onde a mesma deve ser 
enviada. 
Estes cenários de teste, apesar de simplificados permiti-
ram já validar todo o sistema COGNITO, com as suas 
várias componentes integradas e comunicantes, preven-
do-se que o último cenário a ser utilizado, no fim do pro-
jeto, consista num ambiente industrial real. 
5. CONCLUSÕES E TRABALHO FUTURO 
O sistema COGNITO, aqui apresentado, é capaz de 
aprender ações executadas por um utilizador, de forma 
autónoma, através de um conjunto de sensores de inércia 
colocados no corpo e recorrendo a tecnologias de visão 
por computador. A componente de RA apresenta instru-
ções multimédia, devidamente contextualizadas no espa-
ço físico, para utilizadores não experientes, instruindo a 
realização de tarefas passo a passo. O uso de realidade 
aumentada e virtual apresenta-se como uma solução inte-
ressante para ajudar pessoas na execução de tarefas, sen-
do mais eficazes que os tradicionais manuais em papel 
[Tang03]. Em termos de trabalho futuro, há ainda evolu-
ções a realizar, como por exemplo o cálculo detalhado da 
posição dos elementos 3D, a partir do reconhecimento de 
ações em tempo real. 
O estudo e melhoramento das representações (texto, ele-
mentos gráficos, elementos 3D, etc) e da funcionalidade 
de reconhecimento de voz no visualizador de RA serão 
efetuados em conjunto com o parceiro industrial. 
A aplicação e teste do sistema em cenários mais comple-
xos é objetivo final do projeto.  
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