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Abstract
We prove an identity about partitions, previously conjectured in
the study of shifted Jack polynomials. The proof given is using λ-ring
techniques. It would be interesting to obtain a bijective proof.
1 Notations
Nous de´montrons dans cet article une conjecture pre´sente´e dans un pre´ce´dent
travail [3]. Il s’agit d’une identite´ qui se rencontre dans l’e´tude des polynoˆmes
“syme´triques de´cale´s” [5, 6], ou` elle permet le de´veloppement explicite de
certains “polynoˆmes de Jack de´cale´s”, notamment ceux assoce´s aux partitions
lignes et colonnes.
Cette identite´ se formule de manie`re extreˆmement simple dans le cadre
de la the´orie classique des partitions. Cependant il nous a semble´ que sa
preuve ne s’obtient commode´ment qu’en utilisant la structure (e´le´mentaire)
de λ-anneau de l’anneau des polynoˆmes.
Une partition λ est une suite de´croissante finie d’entiers positifs. On
dit que le nombre n d’entiers non nuls est la longueur de λ. On note λ =
1
(λ1, ..., λn) et n = l(λ). On dit que |λ| =
n∑
i=1
λi est le poids de λ, et pour tout
entier i ≥ 1 que mi(λ) = card{j : λj = i} est la multiplicite´ de i dans λ. On
identifie λ a` son diagramme de Ferrers {(i, j) : 1 ≤ i ≤ l(λ), 1 ≤ j ≤ λi}.
On pose
zλ =
∏
i≥1
imi(λ)mi(λ)!.
La ge´ne´ralisation suivante du coefficient binomial classique a e´te´ intro-
duite dans [4]. Soient λ une partition et r un entier ≥ 1. On note
〈
λ
r
〉
le
nombre de fac¸ons dont on peut choisir r points dans le diagramme de λ de
telle sorte que au moins un point soit choisi sur chaque ligne de λ.
Les coefficients binomiaux ge´ne´ralise´s
〈
λ
r
〉
posse`dent la fonction ge´ne´ratrice
suivante
∑
r≥1
〈
λ
r
〉
qr =
l(λ)∏
i=1
(
(1 + q)λi − 1
)
=
∏
i≥1
(
(1 + q)i − 1
)mi(λ)
.
Soient z une inde´termine´e et n un entier ≥ 1. On note de´sormais
(z)n = z(z + 1)...(z + n− 1) , [z]n = z(z − 1)...(z − n+ 1)
les factorielles “ascendante” et “descendante” classiques. On pose(
z
n
)
=
[z]n
n!
.
SoitX = {X1, X2, X3, . . . } une famille (infinie) d’inde´termine´es inde´pendantes.
Pour tous entiers j, k ≥ 0 on pose
Pjk(X) =
∑
|µ|=j
〈
µ
k
〉
zµ
∏
i≥1
Xi
mi(µ). (1)
Comme on a
〈
µ
k
〉
= 0 si k < l(µ), la sommation est limite´e aux partitions
µ telles que l(µ) ≤ k. Il en re´sulte que Pjk(X) est un polynoˆme de degre´ k.
Comme on a
〈
µ
k
〉
= 0 si k > |µ|, on a Pjk(X) = 0 pour tout k > j. On pose
par convention P00(X) = 1.
On a par exemple facilement
Pj1(X) = Xj ,
Pj2(X) =
1
2
(j − 1)Xj +
1
2
∑
j1+j2=j
j1,j2≥1
Xj1Xj2.
2
2 Notre re´sultat
Le but de cet article est de de´montrer la conjecture suivante, que l’un de nous
a formule´e dans un pre´ce´dent travail ( [3], Conjecture 2). Cette conjecture
explicite un de´veloppement en se´rie formelle.
The´ore`me 1. Soient z, u et X = {X1, X2, X3, . . . } des inde´termine´es inde´pendantes.
Pour tous entiers n, r ≥ 1 on a
∑
|µ|=n
(−1)r−l(µ)
〈
µ
r
〉
zµ
∏
i≥1
(
z +
∑
k≥1
uk
(i)k
k!
Xk
)mi(µ)
=
∑
j≥0
uj
(
n+ j − 1
n− r
)min(r,j)∑
k=0
(
z − j
r − k
)
Pjk(X)

 .
Cette conjecture est triviale pour r > n car on a alors
〈
µ
r
〉
= 0. Pour
r = n on obtient le re´sultat suivant.
The´ore`me 2. Soient z, u et X = {X1, X2, X3, . . . } des inde´termine´es inde´pendantes.
Pour tout entier n ≥ 1 on a
∑
|µ|=n
(−1)n−l(µ)
zµ
∏
i≥1
(
z +
∑
k≥1
uk
(i)k
k!
Xk
)mi(µ)
=
∑
j≥0
uj

min(n,j)∑
k=0
(
z − j
n− k
)
Pjk(X)

 .
Le The´ore`me 2 avait e´te´ auparavant conjecture´ dans [4] (Conjecture 4,
page 465). Pour X = 0 le The´ore`me 1 redonne le The´ore`me 1’ de [4] (page
462).
3 Fonctions syme´triques
Nous donnons d’abord ici les notations dont nous aurons besoin a` propos
de l’alge`bre Sym des fonctions syme´triques, conside´re´e d’un point de vue
formel.
Soit A = {a1, a2, a3, . . . } un ensemble de variables, qui peut eˆtre infini
(nous dirons que A est un alphabet). On introduit les fonctions ge´ne´ratrices
λt(A) =
∏
a∈A
(1 + ta) , σt(A) =
∏
a∈A
1
1− ta
, Ψt(a) =
∑
a∈A
a
1− ta
3
dont le de´veloppement de´finit les fonctions syme´triques e´le´mentaires Λi(A),
les fonctions comple`tes Si(A) et les sommes de puissances ψi(A) :
λt(A) =
∑
i≥0
ti Λi(A) , σt(A) =
∑
i≥0
ti Si(A) , Ψt(A) =
∑
i≥1
ti−1ψi(A).
Lorsque l’alphabet A est infini, chacun de ces trois ensembles de fonctions
forme une base alge´brique de Sym[A], l’alge`bre des fonctions syme´triques sur
A (c’est-a`-dire que ses e´le´ments sont alge´briquement inde´pendants).
On peut donc de´finir l’alge`bre Sym des fonctions syme´triques, sans re´fe´rence
a` l’alphabet A, comme l’alge`bre sur Q engendre´e par les fonctions Λi, Si ou
ψi.
Pour toute partition µ = (µi, 1 ≤ i ≤ l(µ)) = (i
mi(µ), i ≥ 1), on de´finit les
fonctions Λµ, Sµ ou ψµ en posant
fµ =
l(µ)∏
i=1
fµi =
∏
k≥1
(fk)mk(µ),
ou` f i de´signe respectivement Λi, Si ou ψi. Les fonctions Λµ, Sµ, ψµ forment
une base line´aire de l’alge`bre Sym.
On a la formule de Cauchy
Λi =
∑
|µ|=i
(−1)i−l(µ)
ψµ
zµ
ou encore
Si =
∑
|µ|=i
ψµ
zµ
.
Pour toute partition µ, on peut de´finir les fonctions syme´triques monomi-
ales ψµ et les fonctions de Schur Sµ, qui forment e´galement une base line´aire
de l’alge`bre Sym.
Les bases Λµ, Sµ, ψµ, ψµ ou Sµ sont note´es respectivement eµ, hµ, pµ,
mµ ou sµ dans la litte´rature, notamment dans [7]. Les notations utilise´es ici
sont celles de [2], qui sont plus adapte´es aux λ-anneaux.
4 L’anneau des polynoˆmes comme λ-anneau
Nous allons de´montrer le The´ore`me 1 en utilisant le fait que l’anneau des
polynoˆmes posse`de une structure de λ-anneau.
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Un λ-anneau est un anneau commutatif avec unite´ muni d’ope´rateurs qui
ve´rifient certains axiomes. Nous renvoyons le lecteur a` [1] pour la the´orie
ge´ne´rale, et au chapitre 2 de [8] pour leur application a` l’analyse multivarie´e.
Nous n’utiliserons cette the´orie que dans le cadre e´le´mentaire suivant.
Soit A = {a1, a2, a3, . . . } un alphabet quelconque. On conside`re l’anneau
R[A] des polynoˆmes en A a` coefficients re´els. La structure de λ-anneau de
R[A] consiste a` de´finir une action de Sym sur R[A].
4.1 Action de Sym
Les fonctions ψi formant un syste`me de ge´ne´rateurs alge´briques de Sym,
e´crivant tout polynoˆme sous la forme
∑
c,u cu, avec c constante re´elle et u un
monoˆme en {a1, a2, a3 . . . }, on de´finit une action de Sym sur R[A], note´e [.],
en posant
ψi[
∑
c,u
cu] =
∑
c,u
cui.
Pour tous polynoˆmes P,Q ∈ R[A] on en de´duit imme´diatement ψi[PQ] =
ψi[P ]ψi[Q] et ψµ[PQ] = ψµ[P ]ψµ[Q].
L’action ainsi de´finie s’e´tend a` tout e´le´ment de Sym. Ainsi on a
λt[
∑
c,u
cu] =
∏
c,u
(1 + tu)c , σt[
∑
c,u
cu] =
∏
c,u
(1− tu)−c.
On en de´duit Si[P ] = (−1)iΛi[−P ].
On notera le comportement diffe´rent des constantes c ∈ R et des monoˆmes
u :
ψi[c] = c , S
i[c] =
(c)i
i!
, Λi[c] =
[c]i
i!
ψi[u] = u
i = Si[u] , Λi[u] = 0, i > 1 , Λ1[u] = u.
(2)
Il est plus correct de caracte´riser les ”monoˆmes” u comme e´le´ments de
rang 1 (i.e. les u 6= 0, 1 tels que Λi[u] = 0 ∀i > 1), et les ”constantes”
c ∈ R comme les e´le´ments invariants par les ψi (on dira aussi e´le´ment de
type binomial).
Lorsqu’on utilise la the´orie des λ-anneaux pour de´montrer une identite´
alge´brique, il est donc toujours ne´cessaire de pre´ciser le statut de chaque
e´le´ment. En particulier nous aurons a` employer des inde´termine´es de rang 1,
et d’autres de type binomial.
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4.2 Extension aux se´ries formelles
On remarquera que si a1, a2, . . . , an sont des e´le´ments de rang un, alors
ψi[a1 + a2 + . . .+ an] = a
i
1 + a
i
2 + . . .+ a
i
n
est la valeur de la i-e`me somme de puissance ψi(a1, a2, . . . , an).
Dans la suite pour tout alphabet A = {a1, a2, a3, . . . }, on notera A
♦ =∑
i ai la somme de ses e´le´ments. Lorsque A est forme´ d’e´le´ments de rang 1,
on a ainsi pour toute fonction syme´trique f ,
f [A♦] = f(A). (3)
En particulier si q est de rang 1, on a
ψi(1, q, q2, q3, . . . , qn−1) = ψi[
n−1∑
k=0
qk].
Il est naturel de vouloir e´crire
n−1∑
k=0
qk =
1− qn
1− q
,
et d’e´tendre ainsi l’action de Sym aux fonctions rationnelles. Il est e´galement
naturel de conside´rer un alphabet infini (1, q, q2, q3, . . . ), de vouloir sommer
la se´rie ∑
k≥0
qk =
1
1− q
,
et d’e´tendre ainsi l’action de Sym aux se´ries formelles a` coefficients re´els.
Pour cela on pose
ψi
(∑
cu∑
dv
)
=
∑
cui∑
dvi
,
avec c, d constantes re´elles et u, v des monoˆmes en (a1, a2, a3 . . . ).
L’action ainsi de´finie s’e´tend a` tout e´le´ment de Sym. On munit ainsi
l’anneau des se´ries formelles a` coefficients re´els d’une structure de λ-anneau.
On a par exemple
λt[
1
1− q
] =
∏
i≥1
(1 + tqi) = (−t; q)∞
σt[
1
1− q
] =
∏
i≥1
1
1− tqi
=
1
(t; q)∞
,
ce qui fait apparaˆitre des quantite´s bien connues en q-calcul.
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4.3 Formulaire
Les relations fondamentales suivantes sont des conse´quences directes des re-
lations (2). Certaines nous seront ne´cessaires. Pour tous P,Q on a d’abord
Si[P +Q] =
i∑
j=0
Si−j[P ]Sj[Q]
Λi[P +Q] =
i∑
j=0
Λi−j[P ]Λj[Q],
(4)
ou de manie`re e´quivalente :
σt[P +Q] = σt[P ] σt[Q]
λt[P +Q] = λt[P ]λt[Q].
(5)
Pour tous P,Q on a d’autre part
Si[PQ] =
∑
|µ|=i
1
zµ
ψµ[P ]ψµ[Q]
=
∑
|µ|=i
ψµ[P ]S
µ[Q]
=
∑
|µ|=i
Sµ[P ]Sµ[Q],
(6)
ou de manie`re e´quivalente :
Λi[PQ] =
∑
|µ|=i
(−1)i−l(µ)
zµ
ψµ[P ]ψµ[Q]
=
∑
|µ|=i
ψµ[P ]Λ
µ[Q]
=
∑
|µ|=i
Sµ[P ]Sµ′ [Q],
(7)
ou` µ′ de´signe la partition transpose´e de µ.
Si P est de rang 1 et Q arbitraire, on a
Λi[PQ] = P iΛi[Q].
Ainsi lorsque P et Q sont de rang 1, on a
λt[PQ] = 1 + tPQ. (8)
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5 De´monstration du The´ore`me 1
5.1 Pre´liminaires
Lemme 1. Soit q′ un e´le´ment de rang 1. Si on pose q = q′ − 1, on a
ψµ[q] =
∑
k≥1
〈
µ
k
〉
qk.
Preuve. On a
ψi[q] = ψi[q′ − 1] = (q′)i − 1 = (1 + q)i − 1.
On applique la fonction ge´ne´ratrice des entiers
〈
µ
k
〉
.
A l’aide des relations (2) et (4) on obtient facilement
Λi[q] = (−1)i−1q , Si[q] = (1 + q)i−1q , i ≥ 1. (9)
On en de´duit
Λµ[q] = (−1)|µ|−l(µ)ql(µ) , Sµ[q] = (1 + q)|µ|−l(µ)ql(µ).
On rappelle la de´finition du polynoˆme Pjk introduit en (1) et de la fonction
syme´trique monomiale ψµ (somme de tous les monoˆmes diffe´rents ayant pour
exposant une permutation de µ).
Lemme 2. Soit A = {a1, a2, a3, . . . } un alphabet (fini ou infini) quelconque.
Pour tout i ≥ 1 on pose Xi =
∑
a∈A a
i. Alors pour tous entiers j, k ≥ 0 on a
Pjk(−X) = (−1)
k
∑
|µ|=j,l(µ)=k
ψµ(A).
Preuve. L’e´galite´ a` e´tablir est une identite´ alge´brique entre polynoˆmes en les
ai. Elle est entie`remnt inde´pendante de la structure de λ-anneau de l’anneau
des polynoˆmes. Pour la de´montrer dans le cadre de la the´orie des λ-anneaux,
nous pouvons donc choisir le statut de chacune des inde´termine´es ai.
Nous pouvons par exemple supposer que tous les e´le´ments de l’alphabet
A sont de rang 1. Compte-tenu de (3), la relation a` de´montrer devient dans
ce cas
Pjk(−X) = (−1)
k
∑
|µ|=j,l(µ)=k
ψµ[A
♦]. (10)
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Compte-tenu de (3), on a aussi dans ce cas
ψi[A♦] = ψi(A) = Xi , i ≥ 1,
d’ou` pour toute partition µ,
ψµ[A♦] = ψµ(A) =
∏
i≥1
Xi
mi(µ).
La formule de Cauchy (7) implique alors
Λj [qA♦] =
∑
|µ|=j
(−1)j−l(µ)
zµ
ψµ[q]ψµ[A♦]
=
∑
|µ|=j
(−1)j−l(µ)
zµ
(∑
k≥1
〈
µ
k
〉
qk
)∏
i≥1
Xi
mi(µ)
= (−1)j
∑
k≥1
Pjk(−X)q
k.
Et d’autre part on a aussi
Λj[qA♦] =
∑
|µ|=j
ψµ[A
♦]Λµ[q]
=
∑
|µ|=j
ψµ[A
♦](−1)j−l(µ)ql(µ).
On en de´duit (10) par comparaison.
5.2 Me´thode
Dans toute la suite de cet article, on conside`re un alphabet (fini ou infini)
A = {a1, a2, a3, . . . }. Pour le moment, nous ne faisons aucune hypothe`se sur
le statut des e´le´ments de A. En particulier nous ne supposons pas que les ak
sont de rang 1. Pour tout i ≥ 1 on pose
Xi = ψ
i(A) =
∑
a∈A
ai.
On conside`re quatre e´le´ments q′, z, t, u. On suppose que z est de type
binomial et que q′ = 1 + q est de rang 1.
Pour de´montrer l’identite´ du The´ore`me 1, on va montrer l’e´galite´ des
fonctions ge´ne´ratrices de ses deux membres. Plus pre´cise´ment on e´crit chaque
9
membre de l’identite´ du The´ore`me 1 en changeant lesXi en−Xi, et on somme
sur n et r apre`s avoir multiplie´ par (−t)n (−q)r.
L’e´galite´ a` de´montrer devient
∑
n≥r≥1
∑
|µ|=n
(−1)r−l(µ)(−t)n(−q)r
〈
µ
r
〉
zµ
∏
i≥1
(
z −
∑
k≥1
uk
(i)k
k!
Xk
)mi(µ)
=
∑
n≥r≥1
∑
j≥0
(−t)n(−q)ruj
(
n+ j − 1
n− r
)min(r,j)∑
k=0
(
z − j
r − k
)
Pjk(−X)

 . (11)
5.3 Membre de droite
Compte tenu du Lemme 2, le membre de droite de (11) s’e´crit, en notant
uA = {ua1, ua2, ua3, . . . },∑
n≥r≥1
∑
ν
(−t)n(−q)ru|ν|
(
n + |ν| − 1
n− r
)(
z − |ν|
r − l(ν)
)
(−1)l(ν)ψν(A) =
∑
ν
(−1)l(ν)ψν(uA)
∑
n≥r≥l(ν)
(−t)n(−q)r
(
n+ |ν| − 1
n− r
)(
z − |ν|
r − l(ν)
)
.
Mais on a la relation suivante, qui est une autre fac¸on d’e´crire la formule
classique du binoˆme : ∑
i≥j
(
i− 1
j − 1
)
ti−j =
1
(1− t)j
.
On en de´duit imme´diatement∑
n≥r
(−t)n
(
n + |ν| − 1
n− r
)
=
(−t)r
(1 + t)|ν|+r
.
Le membre de droite de (11) s’e´crit donc
∑
ν
(−1)l(ν)ψν(uA)

∑
r≥l(ν)
(qt)r
(1 + t)|ν|+r
(
z − |ν|
r − l(ν)
) .
Ce qui peut se reformuler
∑
ν
ψν(uA)
(−qt)l(ν)
(1 + t)|ν|+l(ν)
(∑
k≥0
(
qt
1 + t
)k(
z − |ν|
k
))
.
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Finalement le membre de droite de (11) s’e´crit
∑
ν
ψν(uA)
(−qt)l(ν)
(1 + t)|ν|+l(ν)
(
1 +
qt
1 + t
)z−|ν|
.
Soit encore en posant y = −qt/(1 + t),
∑
ν
ψν(uA)
yl(ν)
(1 + t)|ν|
(1− y)z−|ν|. (12)
5.4 Membre de gauche
Comme on aXk =
∑
a∈A a
k, la quantite´ suivante, e´crite au membre de gauche
de (11), devient
z −
∑
k≥1
uk
(i)k
k!
Xk = z −
∑
k≥1
uk
(i)k
k!
(∑
a∈A
ak
)
.
On introduit alors l’alphabet
A′ =
{
1
1− ua1
,
1
1− ua2
,
1
1− ua3
, . . .
}
=
{
1
1− ua
, a ∈ A
}
.
Nous faisons de´sormais l’hypothe`se suivante : chaque e´le´ment 1
1−ua
est de
rang 1. Sous cette hypothe`se on a
ψi[
∑
a∈A
1
1− ua
] =
∑
a∈A
(1− ua)−i
=
∑
a∈A
(∑
k≥0
(i)k
k!
ukak
)
=
∑
a∈A
(
1 +
∑
k≥1
(i)k
k!
ukak
)
.
On introduit l’e´le´ment
B = z −
∑
a∈A
ua
1− ua
= z +
∑
a∈A
(
1−
1
1− ua
)
.
On a ainsi
z −
∑
k≥1
uk
(i)k
k!
Xk = ψ
i[B].
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Pour toute partition µ, on en de´duit
∏
i≥1
(
z −
∑
k≥1
uk
(i)k
k!
Xk
)mi(µ)
= ψµ[B].
Compte-tenu de cette relation, le membre de gauche de (11) s’e´crit
∑
n≥r≥1
∑
|µ|=n
(−1)r−l(µ)(−t)n(−q)r
〈
µ
r
〉
zµ
ψµ[B] =
∑
n≥1
tn
∑
|µ|=n
(−1)n−l(µ)
zµ
(∑
r≥1
〈
µ
r
〉
qr
)
ψµ[B]
=
∑
n≥1
tn
∑
|µ|=n
(−1)n−l(µ)
zµ
ψµ[q] ψµ[B]
=
∑
n≥1
tnΛn[qB]
= λt[qB].
La de´monstration sera termine´e en prouvant que le de´veloppement (12)
est exactement la de´composition de λt[qB] sur la base des fonctions mono-
miales ψν(uA).
5.5 De´veloppement de λt[qB].
On maintient les notations pre´ce´dentes en faisant le changement de variables
ua → a. On conside`re un alphabet A = {a1, a2, a3, . . . } et trois e´le´ments
q′, z, t avec les hypothe`ses suivantes :
- on suppose que z est de type binomial et que q′ = 1 + q est de rang 1,
- on suppose que pour tout a ∈ A, l’e´le´ment a′ = 1
1−a
est de rang 1.
On a maintenant
B = z −
∑
a∈A
a
1− a
= z +
∑
a∈A
(
1−
1
1− a
)
.
Nous allons de´montrer le The´ore`me 1 sous la forme suivante.
The´ore`me 3. En posant y = −qt/(1 + t), on a
λt[qB] =
∑
ν
ψν(A)
yl(ν)
(1 + t)|ν|
(1− y)z−|ν|.
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Preuve. On a d’abord
λt[qB] = λt[qz + q
∑
a∈A
(1− a′)]
Comme z est de type binomial, on a
λt[qz] = (λt[q])
z.
Et d’autre part la relation (9) implique
λt[q] = 1 + q
∑
i≥1
(−1)i−1ti = 1 +
qt
1 + t
.
Compte-tenu de (5) on en de´duit
λt[qB] = λt[qz]λt[q
∑
a∈A
(1− a′)]
= (1− y)z λt[q
∑
a∈A
(1− a′)]
= (1− y)z
∏
a∈A
λt[q(1− a
′)].
Maintenant on a q(1 − a′) = (q′ − 1)(1 − a′) = q′ − 1 − q′a′ + a′. Les
e´le´ments q′ et a′ e´tant de rang 1, les relations (5) et (8) impliquent
λt[q(1− a
′)] =
λt[q
′]
λt[1]
λt[a
′]
λt[q′a′]
=
1 + tq′
1 + t
1 + ta′
1 + tq′a′
= (1− y)
1 + ta′
1 + t(1 + q)a′
.
Finalement on obtient
λt[qB] = (1− y)
z
∏
a∈A
(1− y)
1 + t− a
1 + t(1 + q)− a
= (1− y)z
∏
a∈A
(1− y)
(
1−
qt
1 + t+ qt− a
)
.
Posons alors
v =
1
(1 + t)(1− y)
=
1
1 + t+ qt
.
La relation pre´ce´dente devient
λt[qB] = (1− y)
z
∏
a∈A
(
1 + y
va
1− va
)
.
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Maintenant on a∏
a∈A
(
1 + y
va
1− va
)
=
∑
N⊂A
∏
a∈N
y
va
1− va
.
Nous allons utiliser la proprie´te´ suivante, qui se ve´rifie facilement :∑
N⊂A
cardN=n
∏
a∈N
y
va
1− va
= yn
∑
l(ν)=n
v|ν|ψν(A).
Soit encore
λt[qB] = (1− y)
z
∑
ν
yl(ν)
(1 + t)|ν|(1− y)|ν|
ψν(A).
On conclut imme´diatement.
6 Application
Les The´ore`mes 1 et 2 peuvent permettre d’obtenir des identite´s remarquables
en spe´cialisant les inde´termine´es Xi et z.
Nous revenons seulement ici sur les conjectures de [4], rencontre´es en
e´tudiant les polynoˆmes syme´triques de´cale´s [5, 6]. Soit α un nombre re´el
positif. Pour toute partition λ et tout entier k ≥ 0, on note
dk(λ) =
∑
(i,j)∈λ
(
j − 1−
i− 1
α
)k
.
On introduit la ge´ne´ralisation suivante de la “factorielle ascendante”:
(z)λ =
∏
(i,j)∈λ
(
z + j − 1−
i− 1
α
)
.
Pour tous entiers j, k ≥ 0 on pose
Fjk(λ) = Pjk(d1(λ), d2(λ), d3(λ), . . . ).
C’est-a`-dire qu’on choisit la spe´cialisation suivante
Xk = dk(λ) , k ≥ 1.
En d’autres termes, l’alphabet A tel que Xk =
∑
a∈A a
k est alors
Aλ =
{
j − 1−
i− 1
α
, (i, j) ∈ λ
}
.
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The´ore`me 4. Soient x, y deux inde´termine´es inde´pendantes. Pour toute
partition λ on a
(y − x)λ
(y)λ
=
∑
i≥0
∑
j≥0
(−1)i+j
xi
yi+j

min(i,j)∑
k=0
(
|λ| − j
i− k
)
Fjk(λ)

 .
Preuve. On montre comme dans [4] (p. 464) que
(y − x)λ
(y)λ
=
∑
µ
v|µ|
(−1)|µ|−l(µ)
zµ
∏
i≥1
(∑
p≥0
up
(i)p
p!
dp(λ)
)mi(µ)
,
avec v = −x/y et u = −1/y. On e´crit le The´ore`me 2 spe´cialise´ avec Xk =
dk(λ) et z = d0(λ) = |λ|.
Il est important de noter que la sommation a lieu sur tout j ≥ 0 et
pas seulement sur |λ| − j ≥ 0. Le degre´ en x du membre de gauche e´tant
clairement ≤ |λ|, on obtient pour tout i > |λ|,j ≥ 0,
min(i,j)∑
k=0
(
|λ| − j
i− k
)
Fjk(λ) = 0.
En effet c’est seulement lorsque l’alphabet Aλ est infini que les inde´termine´es
dk(λ) sont inde´pendantes.
Le cas ou` λ est une partition-ligne (n) correspond au de´veloppement en
se´rie de la formule classique de Chu-Vandermonde [4].
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