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Abstract—In this paper, we propose a symbol interval op-
timization algorithm in molecular communication with drift.
Proper symbol intervals are important in practical communi-
cation systems since information needs to be sent as fast as
possible with low error rates. There is a trade-off, however,
between symbol intervals and inter-symbol interference (ISI)
from Brownian motion. Thus, we find proper symbol interval
values considering the ISI inside two kinds of blood vessels,
and also suggest no ISI system for strong drift models. Finally,
an isomer-based molecule shift keying (IMoSK) is applied to
calculate achievable data transmission rates (achievable rates,
hereafter). Normalized achievable rates are also obtained and
compared in one-symbol ISI and no ISI systems.
Index Terms—Nano communication network, molecular com-
munication, symbol interval, Brownian motion with drift, mod-
ulation technique.
I. INTRODUCTION
In molecular communication, information is transmitted
using patterns of molecules [1], [2]. The molecules, called
information/messenger molecules, can encode information us-
ing various methods: for example, in [3], three isomer-based
modulation techniques are introduced, and specific molecule
sets can be chosen depending on system conditions; in other
work, information is encoded in the timing or concentration
of molecules [4], [5]. It basically sends/receives certain infor-
mation by deploying biological molecules as shown in Fig 1.
Several propagation options are possible such as diffusion-
based [6]–[8], walkaway-based [9], [10], and flow-based [11],
[12] communications.
Molecular communication is a biologically-inspired solution
to the problem of communication in nanoscale networks, and
has been investigated in a growing body of research [13].
The authors in [1], [10], [14] investigated several biological
systems that can be background models for molecular commu-
nication systems. In addition, there has been several work to
analyze maximum data transmission rates in diffusion-based
molecular communication systems just as done in traditional
communication systems [3], [5], [11]. Though lots of potential
applications are also addressed in [1], normalized data rate (in
bits/s) must be increased to make these applications feasible.
Nanomedicine is a key application area for molecular com-
munication. Since blood is not a stationary medium inside
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Fig. 1: A simple case of molecular communication via diffu-
sion with a single transmitter and a single receiver. Energy
consumption model at the transmitter side is motivated by
intracellular communication of eukaryotic cells as described
inside the transmitter. The black circles indicate the possible
noise sources present in a propagating medium.
human body, this paper considers molecular communication
in which the Brownian motion model incorporates drift. As
can be seen in [3], [5], [15], Brownian motion is generally
approximated as a Gaussian model. This does not hold,
however, if there exists medium velocity. Thus, another model
is required: the distribution of the first arrival time in Brownian
motion with positive drift, i.e., medium flow direction from the
transmitter to the receiver nanomachine, is given by the inverse
Gaussian distribution [11].
The analysis in [11] concerned the information-theoretic
achievable rates, assuming an infinite symbol interval (i.e.,
transmission time interval), in which the receiver could wait
until all transmitted molecules arrive at the receiver. Of course,
achieving the information-theoretic capacity is far beyond
what is currently possible in molecular communication. It is,
therefore, more realistic to focus on tasks such as symbol
detection. The main contribution of this paper is to establish
the symbol interval, considering properties of the Brownian
motion: to do so, it is necessary to balance the trade-off be-
tween symbol interval and ISI coming from Brownian motion
(i.e., diffusion). ISI indicates the interference from undesired
symbols, and molecular communication inherently has the ISI
effect from the nature of diffusion [16], [17]. Since the hitting
time pdf of molecular communication spreads in a time scale,
we need an infinite symbol interval to implement ISI free
systems. However, in practical systems, it is important to have
ar
X
iv
:1
40
7.
57
76
v1
  [
cs
.IT
]  
22
 Ju
l 2
01
4
2(a) Inside superior vena cavae. (b) Inside capillaries
Fig. 2: System model inside superior vena cavae and capillaries.
a proper (or finite) symbol interval in spite of the existence
of ISI. In this paper we derive proper symbol intervals for
molecular communication in one-symbol ISI considering both
previous and current symbols. It is also possible to operate in
no ISI systems when there is a strong drift in the medium.
Moreover, we obtain achievable rates deploying one of the
modulation techniques [3], and normalized them using the ob-
tained symbol intervals. Our results demonstrate that transmit
mode selection is also possible.
This paper is organized as follows. Section II describes
the system model under consideration. Section III investigates
symbol interval optimizations in one-symbol ISI and no-ISI
systems. We present numerical results and conclusions in
Sections IV and V, respectively.
II. SYSTEM MODEL
We assume a point-to-point communication inside a human
body, i.e., there exists a single transmitter and a single receiver
inside one of blood vessels. The transmitter nanomachine
transmits a specific number of messenger molecules at the
beginning of a symbol, and waits for the next release of
molecules until the ISI becomes insignificant (until previously
sent molecules fade away enough). That is, we could wait for
all the molecules to be received at the receiver side, or set a
proper threshold value of which percentage of molecules has
to be waited to ignore the ISI effect.
The molecules are affected by both diffusion and blood
velocity inside which they travel (e.g., inside capillaries or
cavae). We will assume that the symbol interval is determined
by drift velocity and distance between the communication
terminals (i.e., transmitter and receiver).
For the Brownian motion with medium velocity, we apply
the inverse Gaussian model as shown below [11], [18], [19]:
f(t;µ, λ) =
( λ
2pit3
)1/2
exp
(−λ(t− µ)2
2µ2t
)
(1)
where, f(t;µ, λ) represents a probability density function
(PDF) of the first hitting time t with a mean of µ and a shape
parameter of λ. It can be well approximated by a Gaussian
with increasing value of λ. In [11], they derived a pdf of
hitting time (i.e., the time when the molecules first hit the
receiver nanomachine, or absorption time) as follows:
f(t) =
d√
4piDt3
exp
(−(vt− d)2
4Dt
)
(2)
where, d represents a distance between a transmitter and a
receiver, D represents a diffusion coefficient of a Brownian
particle, and v indicates medium velocity. By comparison of
(1) and (2), we can represent the mean and shape parameter
in terms of the distance, diffusion coefficient, and the medium
velocity, i.e.,
µ =
d
v
(mean),
λ =
d2
2D
(shape parameter).
(3)
From the basic property of the inverse Gaussian distribution
and (3), a cumulative density function (CDF) for the hitting
time t can be obtained as
F (t) = Φ
(√
λ
t
( t
µ
− 1
))
+ exp
(2λ
µ
)
Φ
(
−
√
λ
t
( t
µ
+ 1
))
= Φ
(
d√
2Dt
(vt
d
− 1
))
+ exp
(vd
D
)
Φ
(
− d√
2Dt
(vt
d
+ 1
))
where F (t) represents a cdf of hitting time and Φ(·) represents
a standard Gaussian cdf. That is, F (t) means the probability
of hitting the receiver located at a fixed point within time
t. Thus, we can define this as a hitting probability, Phit, so
we have F (t) = Phit. Since the hitting probability is mainly
a function of medium velocity, time and distance between a
transmitter and a receiver, we use Phit for Phit(v, d, t), here-
after, assuming a constant diffusion coefficient for a specific
messenger molecule.
We apply the similar system models that are used in [3]
to analyze in practical systems. Thus, it is assumed that the
number of messenger molecules that hit the receiver follows
3Fig. 3: Some examples of molecule sets that can be used for
Q-IMoSK: different isomers of hexoses.
a binomial distribution (n number of trials with a probability
of Phit for each molecule), and is approximated as a normal
distribution as shown below. Here, we can safely approximate
the binomial distribution as the normal distribution when n is
large enough, and Phit is not close to 1 or 0.
Binomial(n, Phit) ∼ N (nPhit, nPhit(1− Phit)). (4)
Also, we use the same energy model motivated by intra-
cellular communication of eukaryotic cells. In short, at the
transmitter side, molecules synthesized by nucleus are en-
capsulated inside vesicles, which travel through microtubules.
Next, vesicles carry them to the boundary of the transmitter,
and release the molecules into the medium. The processes
are simplified in Fig. 1 at the transmitter side, and the
energy consumption in each step is calculated from biological
references as specified in [3].
Lastly, the IMoSK is applied to calculate the achiev-
able rates among other modulation techniques. In our prior
work [3], we proposed several modulation methods such
as ICSK (isomer-based concentration shift keying), IRSK
(isomer-based ratio shift keying), and IMoSK. Each one
has its own advantages, and we choose one depending on
system conditions. Here, we use the IMoSK that represents
different information using different kinds of molecules (i.e.,
isomers, molecules composed of the same number and types
of atoms). By utilizing our proposed isomers (e.g., hexoses),
we obtain several advantages such as safety, convenience, low
complexity, and systematic analysis. Some examples (isomers
of hexoses) are described in Fig. 3, and they exist as a ring type
in aqueous solution as shown in Fig. 4. In Fig. 4, it shows the
simplest case of IMoSK systems, binary-IMoSK (B-IMoSK),
and each molecule can represent binary symbols, i.e., ‘0’ and
‘1’. To deploy quadrature-IMoSK (Q-IMoSK), four different
isomers are required representing four different symbols.
Fig. 4: B-IMoSK system using two different isomers of
hexoses (α and β type), and each molecule represents binary
symbols, ‘0’ and ‘1’. Jmol is used to plot the figures [20].
III. SYMBOL INTERVAL OPTIMIZATION
As explained in Section I, practical communication systems
require a proper symbol interval to reliably transmit data.
Brownian motion, however, inherently has ISI, and it affects to
determine symbol intervals. The system also assumes the first
passage process, which means that the messenger molecules
disappear after decoding. Therefore, decoded molecules at the
present symbol interval do not affect the next symbol, and do
not generate ISI. In Fig. 5, the inverse Gaussian distribution
is shown in two cases as examples: i) when the velocity is
10µm/sec and the distance is 100µm, ii) when the velocity
is 104µm/sec and the distance is 105µm.
The first pdf in Fig. 5 has a long tail since diffusion effect
dominates with small velocity. In this case, the symbol interval
goes infinite to ignore ISI that means it is almost impossible to
wait for all the transmitted molecules. Therefore, we have to
tolerate ISI to some level meaning the previous symbol affects
the current symbol, and it will be discussed in the following
(Section III-A) that how much we tolerate. The second pdf
in Fig. 5 shows an almost impulse peak due to the higher
drift velocity, and it makes no ISI system feasible. It will be
specified in Section III-B.
A. One-symbol ISI system
Generally, the inverse Gaussian distribution has a long tail,
which means it is impractical to wait for all the messenger
molecules to hit the receiver: some molecules will arrive in
intervals later than the one in which they were transmitted,
leading to ISI. We first have to define up to which percentage
level ISI can be ignored. Here, motivated by [15], it is assumed
that ISI effect becomes insignificant if (5) is satisfied .
1. F (Ts) > A,
2. F (3Ts)− F (2Ts) = Phit(3Ts)− Phit(2Ts)
< × F (Ts) = × Phit(Ts),
(5)
where A is large and  is small enough. It indicates that hitting
probabilities at Ts is high enough and do not significantly
increase after 2Ts. We can control A and  depending on
system conditions (e.g., medium velocity and distance), and
here, from test simulations, they are set to be 0.8 and 0.001,
respectively. Again, the hitting probability for the current
symbol is greater than 0.8, and the increase of the received
4Fig. 6: The number of possible cases in Q-IMoSK system. There exists 64 (4×4×4) different cases to be considered.
Fig. 5: Comparison of hitting time pdf for low (v =
10µm/sec, d = 100µm) and high (v = 104µm/sec, d =
105µm) velocity models.
molecules from 2Ts to 3Ts is smaller than 0.001 times of
the hitting probability. Thus, Ts value satisfying the condition
becomes the desired symbol interval, Ts∗, and the cdf of Ts∗ is
the percentage of molecules that have to be waited for before
the transmitter starts the next release.
Now, we apply the obtained symbol interval to derive
normalized achievable rates of the system. As specified in [3],
mutual information between transmitted and received symbols
(X and Y , respectively) can be calculated using probabilities
of X sent and Y received, Pa(X,Y ). It can be represented
as the sum of Pb(Z,X, Y ), the probability of X sent, Y
received, and Z previously sent. Since IMoSK is used for
our modulation method, symbols, X , Y , and Z, can be
differentiated by deploying different messenger molecules, or
isomers. Therefore, the achievable rates of IMoSK system can
be obtained as follows:
If X=Y (i.e., if X sent, X received.),
Pa(X,Y ) =
∑
Z
Pb(Z,X, Y )
=
(1
4
)2[
P (Np +Nc +Nn ≥ τ)P (Nn < τ)
+ 3
(
P (Nc +Nn ≥ τ)P (Np +Nn < τ)
)]
.
If X 6=Y (i.e., if X sent, Y received),
Pa(X,Y ) =
∑
Z
Pb(Z,X, Y )
=
(1
4
)2[
P (Np +Nn ≥ τ)P (Nc +Nn < τ)
+ 3
(
P (Nn ≥ τ)P (Np +Nc +Nn < τ)
)]
.
Here, τ indicates threshold, a minimum requirement of the
number of molecules to be detected at the receiver side. The
Np denotes the number of molecules previously transmitted,
but currently received. Also, Nc and Nn are the number of
currently transmitted molecules and noise molecules, respec-
tively.
As mentioned in Section. II, Q-IMoSK is applied for
modulation technique described in Fig. 6. Therefore, there
exist four possible cases (i.e., different types of molecules) for
each symbol, X , Y , and Z, and 64 cases are to be considered
in total. Pb(Z,X, Y ) for each Z value can be summed up to
calculate Pa(X,Y ), and the Np and Nc can be approximated
as a normal distribution by (4). These also result in the form of
Q function (i.e., the tail probability of the normal distribution)
using the relationship between Q function and the normal
distribution. 1
1Q function is defined as Q(x) = 1/
√
2pi
∫∞
x exp(−u2/2)du or Q(x) =
1
2
erfc(x/
√
2).
5Fig. 7: Desired symbol interval in terms of both velocity and
distance in one symbol ISI system. It is shown in logarithmic
scale.
B. No ISI system
In Brownian motion with strong drift, the hitting time pdf
is much sharper than the weak drift model as shown in Fig. 5,
which means it is expected to be practically possible to wait
for all the molecules transmitted to be received. In that case,
the probabilities of X sent and Y received, Pa(X,Y ), are
calculated in a different way with Section III-A. In other
words, we no longer consider the previous symbol since
the current symbol is sent only after all the previously sent
molecules arrive at the receiver side. Pa(X,Y ) values for a
Q-IMoSK system with no ISI can be calculated as follows:
If X = Y, Pa(X,Y ) =
1
4
P (Nc +Nn ≥ τ)P (Nn < τ).
If X 6= Y, Pa(X,Y ) = 1
4
P (Nn ≥ τ)P (Nc +Nn < τ).
Symbol interval values are expected to become higher com-
pared to the one-symbol ISI system since all the transmitted
molecules have to be waited for. The error probabilities,
however, are expected to be lower with no ISI. Therefore,
the two systems are in a trade-off relationship, and we can
select a proper system depending on system conditions (e.g.,
medium velocity or transmit power).
TABLE II: Simulation parameters.
Parameters Values
Radius of the hexoses [21] 0.38 nm
Temperature (body temperature) 36.5 ◦C = 310K
Viscosity of blood at body temperature [22] 2.46×10−3kg/sec ·m
D of hexoses in blood 242.78 µm2/sec
C. Transmit mode selection
We assume that the transmitter inside blood vessels is
equipped with a specific sensor that measures the environment
(i.e., medium conditions), and also knows the distance to the
receiver as pre-information. In that case, the transmitter has all
the information (medium velocity, distance, and signal power)
to calculate proper symbol intervals, and can determine in
which transmit mode it has to be operated. For instance, with
strong medium drift, no ISI system will be more appropriate
especially with low SNR, i.e., low signal power. Note that the
receiver does not need to know this symbol interval. This will
be numerically proven in Section IV.
IV. NUMERICAL RESULTS
Hexoses are used for simulations in this work. As explained
in [3], isomers are one of the best candidates to be messen-
ger molecules for several reasons, and hexoses are a good
example for them. These have 32 different isomers that can
be deployed in the selected modulation technique, and we
can do more systematic analysis. Diffusion coefficient can
be calculated from D = KbT6piηrmm where rmm represents the
radius of messenger molecules, Kb is Boltzmann constant, T
is temperature, and η means viscosity. Desired symbol interval
values are obtained inside specific blood vessels according to
the algorithm suggested in Section III, and the normalized
achievable rates are calculated. Here, we define the achievable
rate R that maximizes the mutual information I(X;Y ) as
follows:
I(X;Y ) =
∑
X
∑
Y
Pa(X,Y ) log2
Pa(X,Y )
P (X)P (Y )
,
R = max
τ
I(X;Y )
(6)
where, P (X) and P (Y ) are the probabilities of events X (the
transmitted symbol) and Y (the received symbol).
Table I shows the desired symbol intervals inside capillaries
and superior vena cavae compared with those from no drift
model. Blood has certain velocities inside vessels, and the
different symbol intervals should be deployed with differ-
ent velocities. As velocity increases, Ts decreases since the
molecules arrive at the receiver side in a shorter time duration.
Also in cavae, there is less difference between one-symbol and
TABLE I: Desired symbol interval (Ts, sec) in one symbol ISI and no ISI systems inside capillaries and superior vena cavae.
Velocity (µm/s) Distance (µm) Ts for one symbol ISI Ts for no ISI
Capillaries (Fig. 2b) 7.9×102 7.9×102 2.0640 4.1110
Superior vena cavae (Fig. 2a) 1.2×105 1.2×105 1.0390 1.1490
No drift 0 16 5.9 ∞
6Fig. 8: Achievable rate comparison of one symbol ISI and
no ISI system inside capillaries. The rate is normalized to
the desired symbol interval. System parameters are given in
Table I.
no ISI system since the velocity is much higher. Moreover,
as can be easily expected, no drift model has much higher Ts
resulting in much lower normalized achievable rates compared
with drift models. Fig. 7 represents the desired symbol interval
as a function of medium velocity and distance in one-symbol
ISI systems in logarithmic scale. As shown in the figures, Ts
generally increases with distance and decreases with velocity,
and obviously it has larger values in no ISI system (not shown
in this paper to avoid duplication).
Lastly, Figs. 8 and 9 compare the normalized achievable
rates in one symbol ISI and no ISI systems inside capillaries
and superior vena cavae, respectively. Also, Fig. 10 compares
the error probability performances of the four different cases.
Here, SNR is defined as the signal to noise power ratio, and
the signal power is calculated using the number of transmitted
molecules (to be converted into a power unit by energy model)
and the hitting probability. Also, we assumed a random noise,
and made some variations to noise power with fixed signal
power to adjust SNR values.
In Figs. 8 and 9, there are cross points between the two
systems’ performances. No ISI system shows a better perfor-
mance in lower SNR region, and one symbol ISI system is
better in higher SNR region. Thus, for a molecular communi-
cation with drift, a transmitter can select one of the systems
with different SNR depending on velocity and distance values
as explained in Section III. That means we can achieve the
envelope of the two lines in the figure through symbol interval
optimization. Moreover, inside cavae, the difference between
the two systems in higher SNR region is much smaller than
inside capillaries. That means even for higher SNR, no ISI
system inside cavae shows a good performance due to the
stronger drift.
In Fig. 10, the error probabilities of the four different
Fig. 9: Achievable rate comparison of one symbol ISI and no
ISI system inside superior vena cavae. The rate is normalized
to the desired symbol interval value. System parameters are
given in Table I.
Fig. 10: Error probability comparisons of the four different
systems with differenct transmit mode and drift velocities.
systems are calculated using the normalized bits per symbol
or bits per second. As expected, one-symbol ISI system inside
capillaries represent the highest error probability through the
all SNR region since capillaries do not have the strong enough
velocity inside. One-symbol ISI system inside cavae converges
to the two no ISI systems as SNR increases. Also, no ISI
systems both inside cavae and capillaries show very little
difference because the two systems select the long enough
symbol intervals to mitigate ISI.
7V. CONCLUSIONS
The optimal symbol interval has been an important open
problem in molecular communication, complicated by the
presence of ISI. In this paper, we proposed an symbol interval
optimization method in one-symbol ISI and no ISI systems
considering a drift velocity, which have not been addressed
before. In addition, the desired symbol intervals were applied
into the Q-IMoSK system to obtain normalized achievable
rates. Thus, we can determine symbol interval values in which
the system can be optimized in terms of ISI. We also suggested
a transmission mode selection depending on SNR when there
is a cross point between one-symbol and no ISI systems.
For future work, we will prove that (5) is reasonable both
in mathematical and experimental ways. It is also possible to
expand the system with multiple input (transmitters) and mul-
tiple output (receivers), i.e., molecular MIMO. Some advanced
ISI mitigation techniques for molecular communication (e.g.,
molecular OFDM) will also be investigated.
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