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Chapitre 1
Préliminaires
Ce hapitre est essentiellement onstitué de rappels sur la théorie générale des groupes.
La lettre G désigne un groupe.
1.1 Ations de groupes
Dénition 1.1 On dit que le groupe G opère à gauhe sur un ensemble X si l'on s'est
donné une appliation {
G×X −→ X
(g, x) 7−→ g.x
vériant les onditions :
(1) g.(g′.x) = (gg′).x pour tout x ∈ X et tout ouple (g, g′) ∈ G×G.
(2) 1.x = x pour tout x ∈ X, où 1 est l'élément neutre de G.
Remarque. La donnée d'une ation à gauhe de G sur X équivaut à la donnée d'un
homomorphisme τ de G dans le groupe SX des permutations de X déni pour tout
g ∈ G et tout x ∈ X par τ(g)(x) = g.x.
On aurait une dénition analogue pour les opérations à droite.
Le groupe G déoupe alors X en orbites : deux éléments x et y de X sont dans la même
orbite si et seulement s'il existe g ∈ G tel que x = g.y. L'ensemble des orbites est le
quotient de X par G et est noté G\X dans le as d'une ation à gauhe (et X/G dans
le as d'une ation à droite).
Dénition 1.2 On dit que G agit transitivement sur X si G\X est réduit à un élément.
En partiulier, le groupe G agit transitivement sur haque orbite.
Dénition 1.3 Soit x ∈ X ; on appelle stabilisateur de x (ou xateur de x) et on note
Hx le sous-groupe de G formé des éléments g ∈ G qui xent x (i.e. tels que g.x = x).
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Remarque. Si G opère transitivement sur X et si x ∈ X, on a une bijetion de G/Hx sur
X donnée par gHx 7−→ g.x, oùG/Hx est l'ensemble des lasses à gauhe deGmoduloHx.
Si x′ ∈ X, il existe g ∈ G tel que x′ = g.x. Alors Hx′ = gHxg−1. Don hanger de point
de base revient à remplaer le stabilisateur de x par un de ses onjugués. Inversement,
si H est un sous-groupe de G, alors G agit transitivement sur G/H et H stabilise la
lasse de 1. Ainsi la donnée de X sur lequel G opère transitivement revient à elle d'un
sous-groupe de G, déterminé à onjugaison près.
Exemple. SoitX une droite ane dénie sur un orpsK et soitG le groupe des similitudes
G = {x 7→ ax+ b, a ∈ K∗, b ∈ K} .
Le groupe G opère transitivement sur X. Si x ∈ X, le stabilisateur de x est le groupe
des homothéties entrées en x.
Appliation. Soit G un groupe ni, dont on note |G| l'ordre. Soit X un ensemble où G
opère. On a X =
∐
i∈I Gxi où les Gxi sont les orbites (2 à 2 disjointes) sous l'ation de
G, les xi formant un système de représentants des éléments de G\X. On a vu que Gxi est
en bijetion ave G/Hxi , don |Gxi| = |G|.|Hxi |−1. On en déduit |X| =
∑
i∈I |G|.|Hxi |−1
puis |X|.|G|−1 =∑i∈I |Hxi |−1.
Cas partiulier. Le groupe G opère sur lui-même par automorphismes intérieurs ; on a
une appliation : {
G −→ SG
x 7−→ intx
où intx(y) = xyx
−1 = xy. Les orbites sont les lasses de onjugaison. Le stabilisateur
d'un élément x de G est l'ensemble des éléments de G qui ommutent à x (on l'appelle
entralisateur de x et on le note CG(x)). On a 1 =
∑
i∈I |CG(xi)|−1 où (xi)i∈I est un
système de représentants des lasses de onjugaison. Pour xi = 1, on a CG(xi) = G et
don supi∈I |CG(xi)| = |G|.
Exerie.
(i) Si h est un entier > 1, montrer qu'il n'y a qu'un nombre ni de déompositions
1 =
∑h
i=1
1
ni
ave ni ∈ Z, ni > 1. [Par exemple, si h = 3, les seuls ni possibles sont
(3, 3, 3), (2, 4, 4) et (2, 3, 6).℄
(ii) En déduire que, si un groupe ni G a un nombre de lasses de onjugaison égal à
h, l'ordre de G est majoré par une onstante N(h) ne dépendant que de h. (On peut
prendre N(h) de la forme c1
c2h
, où c1, c2 sont des onstantes > 0. J'ignore si l'on peut
faire beauoup mieux.)
1.2 Sous-groupes normaux ; sous-groupes aratéristiques ;
groupes simples
Dénition 1.4 On dit qu'un sous-groupe H de G est normal (ou invariant) si pour tout
x ∈ G et tout h ∈ H, on a xhx−1 ∈ H.
1.3. Filtrations et théorème de Jordan-Hölder 7
Cela revient à dire que le sous-groupe H est stable par tout automorphisme intérieur.
Une telle situation se dérit par une suite exate :
{1} // H // G // G/H // {1} .
Remarque. Si H est un sous-groupe de G, il existe un plus grand sous-groupe de G dans
lequel H est normal, à savoir l'ensemble des g ∈ G tels que gHg−1 = H. On l'appelle le
normalisateur de H dans G, et on le note NG(H). On dit qu'une partie de G normalise
H si elle est ontenue dans NG(H).
Dénition 1.5 On dit qu'un sous-groupe H de G est aratéristique s'il est stable par
tout automorphisme de G.
Un tel sous-groupe est normal.
Exemple. Le entre de G (ensemble des éléments qui ommutent à tous les éléments de
G) est un sous-groupe aratéristique. Il en est de même du groupe dérivé de G, ainsi
des sous-groupes DnG, CiG et Φ(G) dénis au hap. 3.
Dénition 1.6 On dit qu'un groupe G est simple lorsqu'il a exatement deux sous-
groupes normaux : {1} et G.
Exemples.
(1) Les seuls groupes abéliens simples sont les groupes yliques d'ordre premier, 'est-
à-dire les groupes Z/pZ ave p premier.
(2) Le groupe alterné An est simple si n > 5.
(3) Le groupe PSLn(Fq) est simple pour n > 2 sauf dans le as n = 2 et q = 2 ou 3.
1.3 Filtrations et théorème de Jordan-Hölder
Dénition 1.7 Une ltration du groupe G est une suite nie (Gi)06i6n de sous-groupes
telle que
G0 = {1} ⊂ G1 ⊂ · · · ⊂ Gi ⊂ · · · ⊂ Gn = G
ave Gi normal dans Gi+1, pour 0 6 i 6 n− 1.
On appelle gradué de G (assoié à la ltration (Gi)06i6n) et on note gr(G) la suite des
gri(G) = Gi/Gi−1, pour 1 6 i 6 n.
Dénition 1.8 Une ltration (Gi)06i6n de G est dite de Jordan-Hölder si Gi/Gi−1 est
simple pour tout 1 6 i 6 n.
Proposition 1.1 Si G est ni, G possède une suite de Jordan-Hölder.
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Si G = {1}, on a la suite de Jordan-Hölder triviale (n = 0). Si G est simple, on prend
n = 1. Si G n'est pas simple, on raisonne par réurrene sur l'ordre de G. Soit N ⊂ G, N
normal dans G d'ordre maximal. Alors G/N est simple, ar sinon il existerait M normal
dans G ontenant stritement N et distint de G. Comme |N | < |G|, on peut appliquer
l'hypothèse de réurrene et si (Ni)06i6n est une suite de Jordan-Hölder pour N , alors
(N0, · · · , Nn−1, N,G) en est une pour G. 
Remarque. Si G est inni, il peut ne pas posséder de suite de Jordan-Hölder : 'est par
exemple le as de Z.
Théorème 1.2 (Jordan-Hölder) Soit G un groupe ni et soit (Gi)06i6n une suite de
Jordan-Hölder de G. Le gradué de G, à permutation près des indies, ne dépend pas de
la suite hoisie.
Il sut de montrer que si S est un groupe simple xé et si n (G, (Gi), S) est le nombre
de j tels que Gj/Gj−1 est isomorphe à S, alors n (G, (Gi), S) ne dépend pas de la suite
(Gi).
On ommene par une remarque : si H est un sous-groupe de G, une ltration (Gi) sur
G induit une ltration (Hi) sur H dénie par Hi = Gi ∩H. De même, si N est normal,
on a une ltration sur G/N dénie par (G/N)i = Gi/(Gi ∩N). La suite exate
{1} // N // G // G/N // {1}
se onserve par ltration :
{1} // Ni/Ni−1 // Gi/Gi−1 // (G/N)i/(G/N)i−1 // {1}
d'où nalement la suite exate
{1} // gri(N) // gri(G) // gri(G/N) // {1}.
Si la ltration initiale est de Jordan-Hölder, gri(G) est simple pour tout i, don gri(N)
est isomorphe à {1} ou à gri(G). Par réindexation, on peut don obtenir une ltration
de Jordan-Hölder sur N et de même sur G/N .
Cette remarque permet de démontrer le théorème ; on a en eet deux possibilités : soit
gri(N) = {1} et gri(G/N) = gri(G), soit gri(N) = gri(G) et gri(G/N) = {1}. On
en déduit une partition de I = {0, . . . , n} en deux parties : I1 = {i, gri(N) = {1}} et
I2 = {i, gri(N) = gri(G)}.
On raisonne alors par réurrene sur l'ordre de G. Si G = {1}, il n'y a pas de problème.
Sinon, on peut toujours supposer que G n'est pas simple. Soit alors N un sous-groupe
normal tel que |N | < |G| et |G/N | < |G|. L'hypothèse de réurrene s'applique à N et
G/N : n
(
N, (Ni)i∈I2 , S
)
et n
(
G/N, ((G/N)i)i∈I1 , S
)
sont indépendants de la ltration.
Or
n
(
G, (Gi)i∈I , S
)
= n
(
N, (Ni)i∈I2, S
)
+ n
(
G/N, ((G/N)i)i∈I1 , S
)
,
don n
(
G, (Gi)i∈I , S
)
est indépendant de la ltration hoisie. 
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Appliation. On retrouve ainsi l'uniité de la déomposition d'un entier en produit de
fateurs premiers. En eet, si n = ph11 · · · phkk , on a pour Z/nZ la ltration de Jordan-
Hölder suivante :
Z/nZ ⊃ p1Z/nZ ⊃ p21Z/nZ ⊃ · · · ⊃ ph11 Z/nZ ⊃ · · ·
Don Z/piZ apparaît hi fois dans le gradué, d'où l'uniité.
Exemples.
(1) Filtration de S3 : A3 est normal dans S3 et A3 est ylique d'ordre 3. D'où la ltration
{1} ⊂ A3 ⊂ S3.
(2) Filtration de S4 : A4 est normal dans S4 ave (S4 : A4) = 2. Dans A4, il existe un
sous-groupe normal D de type (2, 2) : D = {1, σ1, σ2, σ3} ave
σ1 = (a, b)(c, d),
σ2 = (a, c)(b, d),
σ3 = (a, d)(b, c).
On a don la ltration
{1} ⊂ {1, σi} ⊂ D ⊂ A4 ⊂ S4.
L'ordre des quotients suessifs est 2, 2, 3, 2. Le hoix de i étant arbitraire, il n'y a pas
uniité de la ltration.
(3) Filtration de Sn pour n > 5 : le groupe An étant simple, on a la ltration
{1} ⊂ An ⊂ Sn.
Chapitre 2
Théorèmes de Sylow
Soit p un nombre premier et soit G un groupe ni.
2.1 Dénitions
Dénition 2.1 On dit que G est un p-groupe si l'ordre de G est une puissane de p. Si
G est d'ordre pnm ave m premier à p, on dit qu'un sous-groupe H de G est un p-Sylow
de G si H est d'ordre pn.
Remarques.
(1) Soit S un sous-groupe de G ; S est un p-Sylow de G si et seulement si S est un
p-groupe et (G : S) est premier à p.
(2) Tout onjugué d'un p-Sylow de G est un p-Sylow de G.
Exemple. Soit K un orps ni de aratéristique p à q = pf éléments. Soit G = GLn(K)
le groupe des matries inversibles n× n à oeients dans K. Ce groupe est isomorphe
à GL(V ) où V est un espae vetoriel sur K de dimension n. On remarque que l'ordre
de G est le nombre de bases d'un espae vetoriel de dimension n sur K, soit :
|G| = (qn − 1)(qn − q) · · · (qn − qn−1) = qn(n−1)/2
n∏
i=1
(qi − 1) = pfn(n−1)/2m,
où m =
∏n
i=1 (q
i − 1) est premier à q, don à p.
Considérons d'autre part le groupe P onstitué des matries triangulaires supérieures à
oeients diagonaux égaux à 1. C'est un sous-groupe de G d'ordre |P | = qn(n−1)/2 =
pfn(n−1)/2. Don P est un p-Sylow de G.
2.2 Existene des p-Sylow
Le but de ette setion est de démontrer le premier théorème de Sylow :
Théorème 2.1 Tout groupe ni possède au moins un p-Sylow.
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2.2.1 Première démonstration
Elle repose sur la proposition suivante :
Proposition 2.2 Soit H un sous-groupe de G et soit S un p-Sylow de G. Alors il existe
g ∈ G tel que H ∩ gSg−1 soit un p-Sylow de H.
Soit X l'ensemble des lasses à gauhe de G modulo S. Le groupe G (resp. H) agit sur
X par translations. Les stabilisateurs des points de X sous G (resp. sous H) sont les
onjugués de S (resp. les H ∩ gSg−1). Or |X| 6≡ 0 (mod p) ar S est un p-Sylow de G.
L'une des orbites O de X sous l'ation de H a un nombre d'éléments premier à p (sinon
|X| serait divisible par p) ; soit x ∈ O et soit Hx le stabilisateur de x dans H. Le groupe
Hx est un p-groupe, de la forme H ∩ gSg−1 (pour un ertain g) et (H : Hx) = |O| est
premier à p. Don Hx est un p-Sylow de H de la forme H ∩ gSg−1. 
Corollaire 2.3 Si G a des p-Sylow et si H est un sous-groupe de G, alors H a aussi
des p-Sylow.
Appliation. [Une première preuve du th. 2.1℄ Soit G un groupe ni d'ordre n. On peut
plonger G dans le groupe symétrique Sn. D'autre part, Sn se plonge dans GLn(K) (où
K est un orps ni de aratéristique p) : si σ ∈ Sn et si (ei)16i6n est une base de Kn,
on assoie à σ la transformation linéaire f dénie par f(ei) = eσ(i). Don G se plonge
dans GLn(K). D'après l'exemple du  2.1, GLn(K) possède un p-Sylow. Le orollaire
i-dessus permet de onlure.
2.2.2 Seonde démonstration (Miller-Wielandt)
On suppose que |G| = pnm ave m premier à p. On note X l'ensemble des parties de G
à pn éléments et s le nombre de p-Sylow de G.
Lemme 2.4 |X| ≡ sm (mod p).
Le groupe G opère sur X par translations à gauhe. Soit X =
∐
iXi la déomposition de
X en orbites sous l'ation de G. Si Ai ∈ Xi, on aX =
∐
iGAi. On note Gi le stabilisateur
de Ai. On rappelle que |GAi| = |G|/|Gi|.
Remarque : |Gi| 6 pn. Soit en eet x ∈ Ai. Si g ∈ Gi, alors gx appartient à Ai, don
peut prendre pn valeurs. On a don au plus pn hoix pour g. On distingue don deux
as :
• Si |Gi| < pn, alors |GAi| est divisible par p.
• Si |Gi| = pn, alors Gi est un p-Sylow de G.
Réiproquement soit P un p-Sylow de G ; Pg ∈ X pour tout g ∈ G et le stabilisateur
de Pg est P . De même, si P stabilise une partie A de X, alors PA ⊂ A don pour tout
a ∈ A, on a Pa ⊂ A don A = Pa. (les deux ensembles ont mêmes ardinaux). Don
P stabilise exatement son orbite sous l'ation de G (et le ardinal de ette orbite est
|G/P | = m). Finalement
|X| =
∑
i / |Gi|<pn
|GAi| +
∑
i / |Gi|=pn
|GAi|
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soit
|X| ≡ 0 + sm (mod p)
d'où le résultat. 
Ce lemme nous donne le th. 2.1. En eet, d'après e lemme, la lasse de s modulo p ne
dépend que de l'ordre de G. Or G′ = Z/|G|Z a un unique p-Sylow (qui est isomorphe à
Z/pnZ). Don s ≡ 1 (mod p) ; en partiulier, s est non nul. 
Remarque. On a démontré en fait que le nombre de p-Sylow d'un groupe G est ongru à
1 modulo p. On retrouvera ette propriété ultérieurement.
Corollaire 2.5 (Cauhy) Si p divise l'ordre de G, alors G ontient un élément d'ordre p.
En eet, soit S un p-Sylow de G (il en existe d'après le th. 2.1) ; S n'est pas réduit à {1}
ar p divise l'ordre de G. Soit x ∈ S distint de {1}. L'ordre de x est une puissane de
p, soit pm (m > 1). Alors xp
m−1
est d'ordre p. 
2.3 Propriétés des p-Sylow
Théorème 2.6 (Seond théorème de Sylow)
(1) Tout p-sous-groupe de G est ontenu dans un p-Sylow de G.
(2) Les p-Sylow de G sont onjugués.
(3) Le nombre des p-Sylow est ongru à 1 modulo p.
Lemme 2.7 Soit X un ensemble ni sur lequel opère un p-groupe P et soit XP l'en-
semble des éléments de X xés par P . Alors |X| ≡ |XP | (mod p).
Les orbites à un élément de X sous l'ation de P sont elles onstituées d'un point de
XP . L'ensemble X −XP est don réunion d'orbites non triviales, de ardinal divisible
par p. 
On peut alors démontrer les points (1) et (2) du th. 2.6 : soit S un p-Sylow de G et soit P
un p-sous-groupe de G. On applique le lemme 2.7 à l'ensemble X des lasses à gauhe de
G modulo S : |X| 6≡ 0 (mod p) don |XP | 6≡ 0 (mod p). En partiulier, il existe x ∈ X
xé par P . Le stabilisateur de x ontient don P et est un onjugué de S. Don P est
ontenu dans un onjugué de S ('est-à-dire dans un p-Sylow de G).
Pour le point (2), on applique (1) à P = S′ où S′ est un p-Sylow de G. Il existe g ∈ G
tel que S′ ⊂ gSg−1, don S′ = gSg−1. 
Pour le point (3), on donne une nouvelle démonstration basée sur le lemme suivant :
Lemme 2.8 Soient S et S′ deux p-Sylow de G. Si S′ normalise S, alors S = S′.
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Soit H le sous-groupe de G engendré par S et S′. Le groupe H normalise S qui est un
p-Sylow de H. Don S est le seul p-Sylow de H (les p-Sylow de H sont onjugués) ; or
S′ est un p-Sylow de H don S = S′. 
Montrons le point (3). Si X est l'ensemble des p-Sylow de G, alors S opère sur X par
onjugaison et d'après le lemme 2.8, S est le seul élément de X xé par S. On réapplique
le lemme 2.7 (ave P = S) : |X| ≡ 1 (mod p). 
Corollaire 2.9 Si S est un p-Sylow de G, alors
(
G : NG(S)
) ≡ 1 (mod p).
L'appliation f de G/NG(S) dans l'ensemble des p-Sylow de G, dénie par f(g¯) = gSg
−1
(où g est un représentant quelonque de g¯) est bijetive. 
On a vu que pour tout sous-groupe H de G, il existe un p-Sylow de G dont l'intersetion
ave H est un p-Sylow de H. Ce n'est pas vrai pour tout p-Sylow de G. Mais si H est
normal, on a :
Proposition 2.10 Soit H un sous-groupe normal de G et soit S un p-Sylow de G. Alors
(1) S ∩H est un p-Sylow de H.
(2) L'image de S dans G/H est un p-Sylow de G/H (et on les obtient tous ainsi).
(3) (Frattini) Si Q est un p-Sylow de H, alors H.NG(Q) = G.
(1) Evident.
(2) L'image de S dans G/H est isomorphe à S/(H ∩S). Si pa (resp. pb) est la puissane
de p maximale divisant l'ordre de H (resp. de G/H), pa+b est la puissane maximale
de p divisant l'ordre de G. Par suite, S a pa+b éléments. De plus, H ∩ S a au plus pa
éléments don S/(H ∩ S) au moins pb et don exatement pb. Il s'ensuit que S/(H ∩ S)
est un p-Sylow de G/H. D'autre part, on obtient tous les p-Sylow par onjugaison, d'où
(2).
(3) Soit g ∈ G. On a gQg−1 ⊂ gHg−1 = H (H est normal). Or gQg−1 est un p-Sylow
de H, don il existe h ∈ H tel que gQg−1 = hQh−1, don h−1g ∈ NG(Q) et don
g ∈ H.NG(Q). Ainsi G ⊂ H.NG(Q), don H.NG(Q) = G. 
Corollaire 2.11 Soit S un p-Sylow de G et soit H un sous-groupe de G ontenant
NG(S). Alors NG(H) = H.
Le groupe H est normal dans NG(H) et ontient S qui est don un p-Sylow de H. On
applique le point (3) de la proposition i-dessus : H.NG(S) = NG(H). Don NG(H) ⊂ H
d'où le résultat. 
En partiulier, si S est un p-Sylow de G, on a NG
(
NG(S)
)
= NG(S).
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2.4 Fusion
Soit S un p-Sylow de G. On note N le normalisateur de S dans G. On se pose le problème
de savoir si deux éléments de S onjugués dans G sont onjugués dans N . On a la :
Proposition 2.12 (Burnside) Soient X et Y deux parties du entre de S, onjuguées
dans G et soit g ∈ G tel que gXg−1 = Y . Alors il existe n ∈ N tel que nxn−1 = gxg−1
pour tout x ∈ X. En partiulier, nXn−1 = Y .
On veut trouver n ∈ N tel que nxn−1 = gxg−1 pour tout x ∈ X i.e. g−1nxn−1g = x
pour tout x ∈ X. Don on herhe n ∈ N tel que g−1n ∈ A = CG(X) (le entralisateur
de X). Or X est ontenu dans le entre de S don A ontient S. De même, Y = gXg−1
don g−1Sg est ontenu dans A. Les groupes S et g−1Sg sont des p-Sylow de A (il
sut de regarder leurs ordres) don sont onjugués dans A : il existe a ∈ A tel que
ag−1Sga−1 = S. Don n = ga−1 appartient à N et g−1n appartient à A. 
Corollaire 2.13 Soient x et y deux éléments du entre de S. S'ils sont onjugués dans
G, ils sont onjugués dans N .
Remarque. L'hypothèse  x et y appartiennent au entre de S  ne peut être supprimée :
si l'on prend G = GL3(Z/pZ) et
S =



 1 × ×0 1 ×
0 0 1




alors
N =



 × × ×0 × ×
0 0 ×




et les éléments
x =

 1 1 00 1 0
0 0 1


et y =

 1 0 00 1 1
0 0 1


sont onjugués dans G et ne le sont pas dans N .
Disons que deux éléments x, y de S sont loalement onjugués s'il existe un sous-groupe
U de S les ontenant tel que x et y soient onjugués dans NG(U).
Théorème 2.14 (Alperin) La relation d'équivalene sur S engendrée par la relation
 x et y sont loalement onjugués  est la relation  x et y sont onjugués dans G .
En d'autres termes :
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Théorème 2.15 Si x, y ∈ S sont onjugués dans G, il existe une suite a0, . . . , an d'élé-
ments de S telle que :
(1) a0 = x et an = y.
(2) ai est loalement onjugué de ai+1 pour 0 6 i 6 n− 1.
Cela résulte du théorème plus préis suivant :
Théorème 2.16 Soit A une partie de S et soit g ∈ G tel que Ag ⊂ S. Il existe alors un
entier n > 1, des sous-groupes U1, . . . , Un de S et des éléments g1, . . . , gn de G ave :
(1) g = g1 · · · gn.
(2) gi ∈ NG(Ui) pour 1 6 i 6 n.
(3) Ag1···gi−1 ⊂ Ui pour 1 6 i 6 n.
(Dans et énoné, Ag désigne g−1Ag.)
Remarque. Pour i = 1, (3) signie que A ⊂ U1. Noter que l'on a Ag1···gi ⊂ Ui pour
1 6 i 6 n, omme on le voit en ombinant (2) et (3). On a en partiulier Ag ⊂ Un.
Le théorème i-dessus est un orollaire de elui-i (prendre A réduit à un élément).
Démonstration. Soit T le sous-groupe de S engendré par A. On raisonne par réurrene
sur l'indie (S : T ) de T dans S. Si et indie est 1, on a T = S, d'où Sg = S et
g ∈ NG(S). On prend alors n = 1, g1 = g et U1 = S.
Supposons don (S : T ) > 1, i.e. T 6= S. Le groupe T1 = NS(T ) est alors distint de
T . C'est un p-sous-groupe de NG(T ). Choisissons un p-Sylow Σ de NG(T ) ontenant T1.
D'après le th. 2.6, il existe u ∈ G tel que Σu ⊂ S. Posons d'autre part V = T g ; on a
V ⊂ S par hypothèse. Le groupe Σg est un p-Sylow de NG(V ) =
(
NG(T )
)g
.
Comme NS(V ) est un p-sous-groupe de NG(V ), il existe w ∈ NG(V ) tel que
(
NS(V )
)w ⊂
Σg. Posons v = u−1gw−1. On a g = uvw.
On va maintenant déomposer u et v :
(i) On a T u ⊂ Σu ⊂ S. Comme l'indie de T1 dans S est stritement inférieur à elui
de T , l'hypothèse de réurrene montre qu'il existe des sous-groupes U1, . . . , Um de S et
des éléments u1 ∈ NG(U1), . . . , um ∈ NG(Um) ave u = u1 · · · um et T u1···ui−11 ⊂ Ui pour
1 6 i 6 m.
(ii) Posons T2 = NS(V ) et T3 = T
v−1
2 = T
wg−1u
2 . Comme T
w
2 est ontenu dans Σ
g
, on a
T3 ⊂ Σgg−1u = Σu. Le groupe T3 est ontenu dans S, et T v3 = T2 aussi. Comme l'indie de
T3 est stritement inférieur à elui de T , on en déduit omme i-dessus l'existene de sous-
groupes V1, . . . , Vr de S et d'éléments vj ∈ NG(Vj), ave v = v1 · · · vr et T v1···vj−13 ⊂ Vj
pour 1 6 j 6 r.
Il reste à vérier que les sous-groupes U1, . . . , Um, V1, . . . , Vr, V de S et la déomposition
g = u1 · · · umv1 · · · vrw de g satisfont aux onditions du théorème.
On a
ui ∈ NG(Ui), vj ∈ NG(Vj), w ∈ NG(V )
par onstrution, ainsi que T u1···ui−1 ⊂ Ui (1 6 i 6 m) puisque T est ontenu dans T1.
Il reste à voir que
T u1···umv1···vj−1 ⊂ Vj
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pour 1 6 j 6 r.
Or T u1···um = T u est ontenu dans T3 = T
wg−1u
2 ; en eet, V = T
g
est normalisé par
w−1 ; on a don T gw
−1
= V ⊂ NS(V ) = T2, d'où T ⊂ Twg
−1
2 et T
u ⊂ Twg−1u2 .
On déduit de là que
T u1···umv1···vj−1 = T uv1···vj−1 ⊂ T v1···vj−13 ⊂ Vj ,
e qui ahève la démonstration. 
Chapitre 3
Groupes résolubles et groupes
nilpotents
3.1 Groupes résolubles
Soit G un groupe et soient x, y deux éléments de G. L'élément x−1y−1xy est appelé le
ommutateur de x et y. On le note (x, y). On a
xy = yx(x, y).
Si A et B sont deux sous-groupes de G, on note (A,B) le groupe engendré par les
ommutateurs (x, y) ave x ∈ A et y ∈ B. Le groupe (G,G) est appelé le groupe des
ommutateurs de G ou enore le groupe dérivé de G et est noté D(G). C'est un sous-
groupe aratéristique de G. De sa dénition résulte aussitt la :
Proposition 3.1 Soit H un sous-groupe de G. Les propriétés suivantes sont équiva-
lentes :
(1) H ontient D(G).
(2) H est normal et G/H est abélien.
Ainsi G/D(G) est le plus grand quotient abélien de G. On le note parfois Gab.
On peut itérer le proédé et dénir la suite des sous-groupes dérivés de G :
D0G = G,
DnG = (Dn−1G,Dn−1G) pour n > 1.
On a G ⊃ D1G ⊃ D2G ⊃ · · · .
Dénition 3.1 Un groupe G est dit résoluble s'il existe un entier n > 0 tel que DnG =
{1}. On appelle alors lasse de résolubilité de G et on note cl(G) le plus petit entier n
positif pour lequel DnG = {1}.
Ainsi, cl(G) = 0 équivaut à G = {1} et cl(G) 6 1 équivaut à dire que G est abélien.
17
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Proposition 3.2 Soit G un groupe et soit n un entier > 1. Les propriétés suivantes
sont équivalentes :
(1) G est résoluble de lasse 6 n,
(2) Il existe une suite G = G0 ⊃ G1 ⊃ · · · ⊃ Gn = {1} de sous-groupes normaux de G
tels que Gi/Gi+1 soit abélien pour 0 6 i 6 n− 1,
(2') Il existe une suite G = G0 ⊃ G1 ⊃ · · · ⊃ Gn = {1} de sous-groupes de G tels que
Gi soit normal dans Gi−1 et que Gi−1/Gi soit abélien, pour 1 6 i 6 n,
(3) Il existe un sous-groupe abélien A normal dans G tel que G/A soit résoluble de
lasse 6 n− 1.
(1) ⇒ (2) Posons Gi = DiG pour tout i > 0. Puisque D(G) est stable par tout auto-
morphisme (même non intérieur !) de G, DiG est normal dans G pour tout i. La suite
(Gi)i>0 ainsi dénie vérie don (2).
(2)⇒ (2′) est trivial.
(2′)⇒ (1) Par réurrene sur k on voit que DkG ⊂ Gk pour tout k, d'où DnG = {1}.
(1)⇒ (3) On prend A = Dn−1G.
(3)⇒ (1) D'après l'impliation (1)⇒ (2), appliquée à G/A et à n− 1, il existe une suite
A0 = G ⊃ A1 · · · ⊃ An−1 = A
de sous-groupes normaux de G telle que la suite des quotients
G/A ⊃ A1/A ⊃ · · · ⊃ An−1/A = {1}
vérie la ondition (2). Alors la suite
G ⊃ A1 ⊃ · · · ⊃ An−1 ⊃ {1}
vérie la ondition (2) et l'impliation (2) ⇒ (1) appliquée à G et à n permet de
onlure. 
Remarque. Tout sous-groupe (et tout groupe quotient) d'un groupe résoluble de lasse6 n
est résoluble de lasse 6 n.
Proposition 3.3 Soit G un groupe ni et soit G = G0 ⊃ G1 ⊃ · · · ⊃ Gn = {1} une
suite de Jordan-Hölder de G. Pour que G soit résoluble, il faut et il sut que Gi/Gi+1
soit ylique d'ordre premier pour 0 6 i 6 n− 1.
Remarquons d'abord que si un groupe est simple et résoluble, alors son groupe dérivé,
étant normal, est réduit à {1} ; le groupe est don abélien et, étant simple, est ylique
d'ordre premier. La proposition en résulte. 
Exemples.
(1) Les groupes Sn sont résolubles si et seulement si n 6 4.
(2) Un groupe simple non abélien n'est pas résoluble.
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(3) Soit V un espae vetoriel de dimension n sur un orps ommutatif K et soit
V = V0 ⊃ V1 ⊃ · · · ⊃ Vn = 0
un drapeau omplet (i.e. une suite déroissante de sous-espaes vetoriels de V tels que
codim(Vi) = i). On pose
G = {s ∈ GL(V ) | sVi = Vi, 0 6 i 6 n}
(si on hoisit dans V une base adaptée au drapeau, G peut être identié au groupe des
matries triangulaires supérieures).
On dénit alors une suite de sous-groupes (Bi)06i6n de G par
Bi = {s ∈ G | (s− 1)Vj ⊂ Vi+j , 0 6 j 6 n− i}.
En partiulier, B0 = G.
On va démontrer que (Bj, Bk) ⊂ Bj+k pour 0 6 j 6 n et 0 6 k 6 n ave 0 6 j + k 6 n.
Soient en eet s ∈ Bj , t ∈ Bk et x ∈ Vi. Il existe vi+k ∈ Vi+k tel que
tx = x+ vi+k,
puis
stx = sx+ svi+k = x+ wi+j + vi+k + ti+j+k
(ave wi+j ∈ Vi+j et ti+j+k ∈ Vi+j+k). De même
tsx = t(x+ wi+j) = x+ vi+k + wi+j + t
′
i+j+k
(ave t′i+j+k ∈ Vi+j+k). Don
stx ≡ tsx (mod Vi+j+k)
ou enore
s−1t−1stx ≡ x (mod Vi+j+k)
d'où le résultat. En partiulier :
• (B0, Bi) ⊂ Bi pour 0 6 i 6 n, don les Bi sont normaux dans B0 = G.
• (Bi, Bi) = D(Bi) ⊂ B2i ⊂ Bi+1 pour 1 6 i 6 n, don les quotients Bi/Bi+1 sont
abéliens pour 1 6 i 6 n− 1.
• Enn, B0/B1 = G/B1 s'identie au groupe des matries diagonales (abélien ar K est
ommutatif). Don la suite B0 = G ⊃ B1 ⊃ · · · ⊃ Bn = {1} vérie la ondition (2) et G
est résoluble.
(4) On verra ultérieurement (th. 5.4) que tout groupe d'ordre paqb (où p et q sont
premiers) est résoluble.
(5)Mentionnons aussi le (très diile) théorème de Feit-Thompson1 : tout groupe d'ordre
impair est résoluble (ou enore : l'ordre d'un groupe simple non abélien est pair).
(6) Les groupes résolubles interviennent en théorie des orps. Soit K un orps de araté-
ristique 0 et soit K une lture algébrique de K. On note Krad le plus petit sous-orps de
K ontenant K tel que pour tout x ∈ Krad et tout entier n > 1, on ait x1/n ∈ Krad. On
démontre qu'une extension galoisienne nie de K est ontenue dans Krad si et seulement
si son groupe de Galois est résoluble (i.e. une équation est résoluble par radiaux si et
seulement si son groupe de Galois est résoluble. C'est de là que provient la terminologie
 résoluble ).
1
Référene : W. Feit et J.G. Thompson, Solvability of groups of odd order, Pai J. Math. 13 (),
775 − 1029.
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3.2 Suite entrale desendante
Soit G un groupe. On appelle suite entrale desendante de G la suite (CnG)n>1 de
sous-groupes de G dénie par réurrene par :
C1G = G,
Cn+1G = (G,CnG) pour n > 1.
Pour tout n > 1, CnG est un sous-groupe aratéristique de G.
Proposition 3.4 On a (CiG,CjG) ⊂ Ci+jG pour tout i > 1 et tout j > 1.
On raisonne par réurrene sur i, la proposition étant laire pour i = 1 et tout j > 1. Soit
j > 1 ; on a (Ci+1G,CjG) =
(
(G,CiG), CjG
)
. Or
(
(CiG,CjG), G
) ⊂ (Ci+jG,G) (par
hypothèse de réurrene), don
(
(CiG,CjG), G
) ⊂ Ci+j+1G. De même ((CjG,G), CiG)
est ontenu dans Ci+j+1G. Le lemme suivant permet de onlure. 
Lemme 3.5 Si X, Y et Z sont des sous-groupes normaux de G et si H est un sous-
groupe de G ontenant
(
(Y,Z),X
)
et
(
(Z,X), Y
)
, alors H ontient
(
(X,Y ), Z
)
.
On utilise l'identité de Hall :(
xy, (y, z)
)(
yz, (z, x)
)(
zx, (x, y)
)
= 1,
(où xy = y−1xy) qui s'obtient en développant les quarante-deux termes du membre de
gauhe. (f. Bourbaki, A.I,  6). 
Remarque. L'identité de Hall est l'analogue pour les groupes de l'identité de Jaobi :[
x, [y, z]
]
+
[
y, [z, x]
]
+
[
z, [x, y]
]
= 0
pour les algèbres de Lie. On peut l'utiliser pour assoier à tout groupe G muni d'une
ltration (Gi) satisfaisant à (Gi, Gj) ⊂ Gi+j une algèbre de Lie gr(G), à savoir
gr(G) =
⊕
i
Gi/Gi+1.
Si ξ ∈ Gi/Gi+1 et η ∈ Gj/Gj+1, le rohet
[ξ, η] ∈ Gi+j/Gi+j+1
est par dénition l'image du ommutateur (x, y) où x (resp. y) est un représentant dans
Gi (resp. Gj) de ξ (resp. η). Cei s'applique notamment au as où Gi = C
iG (f. aussi
Bourbaki, Lie II,  4, n
o
4).
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3.3 Groupes nilpotents
Dénition 3.2 Un groupe G est dit nilpotent s'il existe un entier n positif tel que
Cn+1G = {1}. La lasse de nilpotene de G est alors le plus petit tel entier n.
En partiulier :
 Le groupe G est abélien si et seulement s'il est nilpotent de lasse 6 1.
 Un produit ni de groupes nilpotents est nilpotent et la lasse de nilpotene du produit
est la borne supérieure des lasses des groupes.
 Un sous-groupe (resp. un groupe quotient) d'un groupe nilpotent est nilpotent.
Proposition 3.6 Tout groupe nilpotent est résoluble.
En eet, pour tout n > 0, on a DnG ⊂ C2nG. 
La réiproque est fausse : le groupe S3 est résoluble de lasse 2. Regardons la suite
entrale desendante de S3 ; on a C1S3 = S3, C2S3 = C3 (groupe ylique d'ordre 3)
puis C3S3 = C3, et. La suite est stationnaire et n'atteint pas {1}. Don S3 n'est pas
nilpotent.
On peut former des groupes nilpotents de la façon suivante :
Proposition 3.7 Un groupe G est nilpotent de lasse 6 n + 1 si et seulement s'il est
extension entrale d'un groupe Γ nilpotent de lasse 6 n (i.e. s'il existe une suite exate
{1} → A→ G→ Γ→ {1} où A est ontenu dans le entre de G).
Si G est nilpotent de lasse n+1, alors Cn+2G = {1} don Cn+1G est dans le entre de
G. Posons Γ = G/Cn+1G ; on a Cn+1Γ = {1} don Γ est nilpotent de lasse 6 n.
Réiproquement, si une telle suite exate existe et si Cn+1Γ = {1}, alors Cn+1G ⊂ A,
don Cn+1G est ontenu dans le entre de G, et Cn+2G = {1}. 
Corollaire 3.8 Soit G un groupe nilpotent et soit H un sous-groupe de G distint de G.
Alors NG(H) est distint de H.
On raisonne par réurrene sur la lasse de nilpotene n de G. Si n = 1, on a NG(H) = G
(ar G est abélien) don NG(H) 6= H.
Si n > 2, hoisissons un sous-groupe entral A de G tel que G/A soit nilpotent de lasse
6 n − 1. Alors NG(H) ontient A. Si H ne ontient pas A alors NG(H) 6= H. Si H
ontient A, alors H/A est un sous-groupe propre de G/A et l'hypothèse de réurrene
montre que H/A 6= NG/A(H/A). Comme NG(H)/A = NG/A(H/A), on en déduit que
NG(H) est distint de H. 
Une autre aratérisation des groupes nilpotents est donnée par la
Proposition 3.9 Un groupe G est nilpotent si et seulement s'il existe une ltration
(Gi)16i6n+1 telle que G1 = G ⊃ G2 ⊃ · · · ⊃ Gn+1 = {1} ave (G,Gi) ⊂ Gi+1 pour tout
1 6 i 6 n.
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Remarque. Une ondition plus forte serait (Gi, Gj) ⊂ Gi+j .
Démonstration. Si une telle ltration existe, alors CkG ⊂ Gk pour tout k > 1, don G
est nilpotent. Réiproquement, si G est nilpotent, on prend Gk = C
kG. 
Exemple. Soit V un espae vetoriel de dimension nie n sur un orps K et soit
V = V0 ⊃ V1 ⊃ · · · ⊃ Vn = 0
un drapeau omplet de V . Reprenons l'exemple du  3.1 et posons
Bj = {g ∈ GL(V ) | (g − 1)Vi ⊂ Vi+j, i > 0}.
Alors B1 est nilpotent ; en eet (Bi)i>1 est une ltration telle que B1 ⊃ B2 ⊃ · · · ⊃
Bn = {1} et (Bi, Bj) ⊂ Bi+j omme on l'a vu plus haut.
En appliation, on a le :
Théorème 3.10 (Kolhin) Soit V un espae vetoriel de dimension nie sur un orps
ommutatif K et soit G un sous-groupe de GL(V ). On suppose que tout élément g de G
admet 1 omme unique valeur propre (i.e. g− 1 est nilpotent). Alors il existe un drapeau
omplet de V tel que G soit ontenu dans le groupe B1 orrespondant (f. i-dessus). En
partiulier, G est nilpotent.
On raisonne par réurrene sur la dimension n de V , le as n = 0 étant trivial. Supposons
don n > 1 et montrons qu'il existe x ∈ V non nul tel que gx = x pour tout g ∈ G. Le
problème étant linéaire, on peut étendre les salaires et supposer K algébriquement los.
Soit AG le sous-espae vetoriel de End(V ) engendré par G. C'est une sous-algèbre de
End(V ). Distinguons deux as :
• V est un AG-module rédutible, i.e. il existe V ′ ⊂ V , stable par G, distint de 0 et de
V . L'hypothèse de réurrene s'applique à V ′ et fournit un x non nul dans V ′ tel que
gx = x pour tout g ∈ G.
• Si V est irrédutible, on a AG = End(V ) d'après un théorème de Burnside (f. Bourbaki,
A. VIII,  4, n
o
3). Or si a, a′ ∈ AG, on a nTr(aa′) = Tr(a)Tr(a′). En eet, 'est lair si
a, a′ ∈ G ar alors Tr(aa′) = Tr(a) = Tr(a′) = n et 'est don vrai dans AG par linéarité.
Si n > 1, les éléments a et a′ de matries respetives(
1 0
0 0
)
et
(
0 0
0 1
)
sont dans End(V ) don dans AG. Or Tr(a) = Tr(a
′) = 1 et Tr(aa′) = 0, don dim (V ) = 1
et tout x non nul de V onvient.
Une fois l'existene de x prouvée, on note Vn−1 la droite engendrée par x. L'hypothèse de
réurrene, appliquée à V/Vn−1 fournit un drapeau omplet pour V/Vn−1, stable par G,
d'où aussitt un drapeau omplet pour V , stable par G et il est lair que G est ontenu
dans le sous-groupe B1 orrespondant. 
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3.4 Groupes nilpotents nis
Soit p un nombre premier.
Proposition 3.11 Tout p-groupe est nilpotent.
On va en donner deux démonstrations.
• Soit P un p-groupe ; alors P peut se plonger dans GLn(Z/pZ) pour un entier n su-
samment grand. Don P est ontenu dans un p-Sylow de GLn(Z/pZ), qui est onjugué,
omme on l'a déjà vu, à l'ensemble B1 des matries triangulaires supérieures à éléments
diagonaux égaux à 1. D'après l'exemple du  3.3, B1 est nilpotent, don aussi P .
• On peut supposer P 6= {1}. Faisons opérer P sur lui-même par automorphismes inté-
rieurs ; l'ensemble des points xes est le entre C(P ) de P . Comme P est un p-groupe,
on a d'après le lemme 2.7
|P | ≡ |C(P )| (mod p),
don C(P ) 6= {1}. Ainsi P/C(P ) est d'ordre stritement inférieur à elui de P . Une
réurrene permet de onlure. 
Corollaire 3.12 Soit G un groupe d'ordre pn (ave p premier et n > 1). Alors :
(1) Tout sous-groupe de G d'ordre pn−1 est normal.
(2) Si H est un sous-groupe de G, il existe une suite de sous-groupes (Hi)16i6m telle
que H = H1 ⊂ H2 ⊂ · · · ⊂ Hm = G ave (Hi : Hi−1) = p pour 2 6 i 6 m.
(3) Tout sous-groupe de G distint de G est ontenu dans un sous-groupe d'ordre pn−1.
(1) Soit H un sous-groupe de G d'ordre pn−1. Alors H est distint de NG(H) ar G est
nilpotent. Don l'ordre de NG(H) est p
n
et H est normal dans G.
(2) On raisonne par réurrene sur l'ordre de G. Soit don H un sous-groupe de G, qu'on
peut supposer distint de G. Soit H ′ un sous-groupe de G, distint de G, ontenant H,
d'ordre maximal. Alors H ′ est distint de NG(H
′), don NG(H
′) = G et H ′ est normal
dans G. En partiulier, G/H ′ est un p-sous-groupe d'ordre pk pour un ertain entier
k > 1. Si k > 1, il existe un sous-groupe de G/H ′, distint de {1} et de G/H ′, don
un sous-groupe de G, distint de G ontenant H ′ stritement, e qui est absurde. Don
k = 1 et (G : H ′) = p. L'hypothèse de réurrene appliquée à H ′ donne le résultat.
(3) déoule immédiatement de (2). 
Corollaire 3.13 Tout produit ni de p-groupes est nilpotent.
On va démontrer une réiproque.
Théorème 3.14 Soit G un groupe ni. Les assertions suivantes sont équivalentes :
(1) G est nilpotent.
(2) G est produit de p-groupes.
(3) Pour tout p premier, G a un unique p-Sylow.
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(4) Soient p et p′ deux nombres premiers distints et soit Sp (resp. Sp′) un p-Sylow
de G (resp. un p′-Sylow) ; alors Sp et Sp′ se entralisent mutuellement (i.e. tout
élément de Sp ommute à tout élément de Sp′).
(5) Deux éléments de G d'ordres premiers entre eux ommutent.
(2)⇒ (1) C'est le or. 3.13 i-dessus.
(1) ⇒ (3) Soit S un p-Sylow de G et soit N son normalisateur. Alors N est son propre
normalisateur (f. or. 2.11). Puisque nous supposons G nilpotent, ela entraîne N = G,
f. or. 3.8, don S est normal. Les p-Sylow de G étant onjugués, G a un unique p-Sylow.
(3) ⇒ (4) Pour tout nombre premier p, soit Sp l'unique p-Sylow de G : il est normal
dans G. Si p et p′ sont deux premiers distints, Sp ∩ Sp′ est réduit à {1} ar 'est à la
fois un p-groupe et un p′-groupe. Or si x ∈ Sp et y ∈ Sp′ , on a x−1y−1xy ∈ Sp∩Sp′ , d'où
x−1y−1xy = 1. Don Sp et Sp′ se entralisent mutuellement.
(4) ⇒ (2) Pour tout p premier, hoisissons un p-Sylow de G qu'on note Sp. Le groupe
engendré par les Sp (p dérivant l'ensemble des nombres premiers) est G tout entier (ar
son ordre est divisible par elui de G). Dénissons alors une appliation
ϕ :
{∏
p Sp −→ G
(sp)p 7−→
∏
p sp.
Par hypothèse, ϕ est un homomorphisme, ar les Sp se entralisent mutuellement. D'autre
part, ϕ est surjetive, ar G est engendré par les Sp. Enn G et
∏
p Sp ont même ardinal,
don ϕ est un isomorphisme, e qui démontre (2).
(2)⇒ (5) Supposons que G soit un produit de p-groupes Gp. Soient x et y deux éléments
de G d'ordres premiers entre eux. Alors x = (xp)p et y = (yp)p et pour tout p on a xp = 1
ou yp = 1. En eet, on a xp = 1 si et seulement si p ne divise pas l'ordre de x. Don
x−1y−1xy = (x−1p y
−1
p xpyp)p = (1), don xy = yx.
(5)⇒ (4) C'est évident.
En résumé, nous avons montré les impliations suivantes :
(1)

(2)ks +3 (5)
z }}
}}
}}
}
(3) +3 (4)
KS
Le théorème en résulte. 
3.5 Cas des groupes abéliens
Tout groupe abélien est nilpotent ; d'après le  3.4, tout groupe abélien est produit de
p-groupes abéliens. On peut alors poursuivre la déomposition grâe au
Théorème 3.15 Tout p-groupe abélien est produit de groupes yliques.
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Remarque. Si G est un p-groupe abélien ni, il existe un entier n tel que pnx = 0 pour
tout x ∈ G, et l'on peut onsidérer G omme un module sur Z/pnZ (pour n assez grand).
Il sut don de démontrer le théorème suivant :
Théorème 3.16 Tout module (non néessairement ni) sur Z/pnZ est somme direte
de modules monogènes (isomorphes à Z/piZ pour i 6 n).
Soit G un module sur Z/pnZ et soit V le module quotient G/pG : 'est un espae vetoriel
sur Z/pZ. Notons Gi l'ensemble {x ∈ G | pix = 0}. Les Gi dénissent une ltration de
G :
G0 = 0 ⊂ G1 ⊂ · · · ⊂ Gn = G.
Soit Vi l'image de Gi dans V , alors
V0 = 0 ⊂ V1 ⊂ · · · ⊂ Vn = V.
On peut hoisir une base S de V adaptée à ette déomposition (i.e. Si = S ∩ Vi est une
base de Vi).
Si s ∈ S, on note i(s) le plus petit i pour lequel s ∈ Si et on hoisit un représentant s¯ de
s dans Gi(s). On a p
i(s)s¯ = 0. Soit G′ =
⊕
s∈S Z/p
i(s)Z ; on dénit un homomorphisme
ϕ de G′ dans G de la façon suivante : si (ns)s∈S ∈ G′, on pose ϕ
(
(ns)
)
=
∑
s∈S nss¯. On
va montrer que ϕ est un isomorphisme.
• ϕ est surjetif : il sut de prouver que le sous-groupe H de G engendré par les s¯ est
G tout entier. Or l'appliation projetion de H dans V est surjetive (par dénition, s¯
s'envoie sur s qui parourt une base de V ). Don H + pG = G ou enore G = pG+H.
En itérant,
G = p(pG+H) = p2G+H = · · · = pnG+H = H.
• ϕ est injetif : soit (ns) ∈ G′ tel que
∑
s∈S nss¯ = 0 dans G. Montrons que ns est
divisible par pi pour tout i (don ns = 0). En eet, montrons par réurrene sur i que
ns ∈ pi
(
Z/pi(s)Z
)
. Pour i = 0, il n'y a rien à démontrer. Si 'est vrai jusqu'à l'ordre k,
on a ns ∈ pk
(
Z/pi(s)Z
)
. En partiulier ns = 0 si i(s) 6 k. On regarde don les s pour
lesquels i(s) > k + 1. Par hypothèse, ∑
i(s)>k+1
nss¯ = 0.
Posons ns = p
kms ave ms ∈ Z/pi(s)Z ; on a
pk
∑
i(s)>k+1
mss¯ = 0,
'est-à-dire ∑
i(s)>k+1
mss¯ ∈ Gk,
d'où, par projetion, ∑
i(s)>k+1
mss ∈ Vk.
Vu le hoix de S, on en déduit que ms ≡ 0 (mod p). Don pk+1 divise ns et on en déduit
que ns appartient à p
k+1
(
Z/pi(s)Z
)
. 
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Exerie. Si G est un module sur Z/pnZ, tout sous-module de G isomorphe à Z/pnZ est
fateur diret.
Appliation des 2-groupes : onstrutions par règle et ompas. Soit K un orps de ara-
téristique quelonque et soit L une extension galoisienne de K dont le groupe de Galois
G est un 2-groupe. D'après le or. 3.12, il existe G′ normal dans G, d'indie 2, don un
orps intermédiaire L′, xé par G′, qui est une extension quadratique de K. Si on itère,
L/K apparaît omme une tour d'extensions quadratiques.
Réiproquement, si L/K est une telle tour, l'extension galoisienne engendrée a pour
groupe de Galois un 2-groupe. On a ainsi une aratérisation des extensions galoisiennes
dont le groupe est un 2-groupe. Si la aratéristique deK est distinte de 2, une extension
quadratique est de la forme K
[√
a
] ≃ K[X]/(X2 − a) où a ∈ K∗−K∗2. (Si carK = 2
on remplae X2 − a par X2 +X + a).
Cei rejoint le problème des nombres onstrutibles par règle et ompas : e sont les
nombres (algébriques sur Q) ontenus dans une extension galoisienne de Q dont le groupe
de Galois est un 2-groupe.
Exemple. (Impossibilité de la dupliation du ube) Le nombre
3
√
2 n'est pas onstrutible
par règle et ompas, ar X3 − 2 est irrédutible, et son degré n'est pas une puissane de
2.
3.6 Sous-groupe de Frattini
Soit G un groupe ni. On appelle sous-groupe de Frattini de G et on note Φ(G) l'inter-
setion des sous-groupes maximaux
2
de G. C'est un sous-groupe aratéristique de G.
Un problème intéressant est de savoir à quelles onditions une partie S de G engendre
le groupe G. On a la proposition suivante :
Proposition 3.17 Soit S une partie de G et soit H le sous-groupe engendré par S. On
a H = G si et seulement si H.Φ(G) = G, i.e. si S engendre G/Φ(G).
En eet, si H.Φ(G) = G et H 6= G, il existe H ′ maximal ontenant H et distint de G ;
Φ(G) est aussi ontenu dans H ′ par dénition : G = H.Φ(G) est don ontenu dans H ′,
e qui est absurde. 
Théorème 3.18 Le groupe Φ(G) est nilpotent.
On va utiliser la aratérisation (3) du th. 3.14. Soit S un p-Sylow de Φ(G) (pour un
p premier quelonque). On a vu dans l'étude des groupes de Sylow (prop. 2.10) que
G = Φ(G).NG(S). D'après la proposition i-dessus, on a NG(S) = G, don S est normal
dans G, don dans Φ(G), don est l'unique p-Sylow de Φ(G) qui est alors nilpotent. 
Dans le as où G est un p-groupe, on a une aratérisation simple de Φ(G) :
2
Un sous-groupe H de G est dit maximal s'il est distint de G et maximal pour ette propriété ; on
dit alors que l'ation de G sur G/H est primitive.
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Théorème 3.19 Si G est un p-groupe, Φ(G) est le sous-groupe engendré par les om-
mutateurs et les puissanes p-ièmes de G, i.e. Φ(G) = (G,G).Gp.
Si G est d'ordre pn, ses sous-groupes H maximaux sont d'ordre pn−1, don sont normaux,
don sont des noyaux d'homomorphismes surjetifs de G dans G/H ≃ Z/pZ (et réi-
proquement un tel homomorphisme dénit un sous-groupe maximal de G). Don Φ(G)
est l'intersetion des noyaux d'homomorphismes surjetifs de G dans Z/pZ. Or un tel
homomorphisme est trivial sur (G,G) et Gp. Don (G,G).Gp ⊂ Φ(G).
Réiproquement V = G/(G,G).Gp est un espae vetoriel sur Z/pZ, dans lequel 0 est
intersetion d'hyperplans. Or un hyperplan est le noyau d'un homomorphisme de V dans
Z/pZ. Le groupe (G,G).Gp ontient don Φ(G). Finalement Φ(G) = (G,G).Gp. 
Appliation. G/Φ(G) est don le plus grand quotient de G qui soit abélien élémentaire
(i.e. produit de groupes yliques d'ordre p).
Corollaire 3.20 Une partie S de G engendre G si et seulement si son image dans
G/(G,G).Gp engendre e groupe.
En eet, on a alors 〈S〉.Φ(G) = G don 〈S〉 = G. 
Ainsi le ardinal minimum d'une partie S génératrie de G est dimFp
(
G/Φ(G)
)
(dans
le as où G est un p-groupe).
Caratérisations par les sous-groupes à deux générateurs. On peut dans la même veine
étudier si les propriétés de ertains sous-groupes de G permettent de démontrer des
propriétés analogues pour le groupe tout entier.
Proposition 3.21 Soit G un groupe (resp. un groupe ni). Supposons que tout sous-
groupe de G engendré par deux éléments soit ommutatif (resp. nilpotent). Alors G est
ommutatif (resp. nilpotent).
Soient x, y ∈ G. Le groupe 〈x, y〉 est ommutatif, don xy = yx. Pour les groupes
nilpotents nis, on utilise la aratérisation (5) du th. 3.14. 
On peut se demander si un théorème analogue est vrai pour les groupes résolubles. On
va d'abord dénir la notion de groupe simple minimal. Soit G un groupe ni simple non
abélien. On dit que G est minimal si tout sous-groupe de G distint de G est résoluble.
Lemme 3.22 Si G n'est pas résoluble, il existe un sous-groupe H de G et un sous-groupe
normal K de H, tels que H/K soit simple minimal.
Exemple. G = A6 est simple (non minimal) ; on peut prendre H = A5 et K = {1}.
Démonstration. Soit H un sous-groupe non résoluble minimal de G et soit K un sous-
groupe normal de H, distint de H, et maximal. Le groupe K est résoluble (ar strite-
ment ontenu dans H). Le quotient H/K est simple (ar K est maximal) et non abélien
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(sinon H serait résoluble) ; il est de plus minimal (tout sous-groupe s'obtient omme quo-
tient par K d'un sous-groupe H ′ ontenant K et ontenu dans H, don est résoluble).
On a alors une réponse partielle à notre question :
Proposition 3.23 Les deux assertions suivantes sont équivalentes :
(1) Tout groupe simple minimal peut être engendré par deux éléments.
(2) Tout groupe tel que ses sous-groupes engendrés par deux éléments soient résolubles
est résoluble.
Supposons (2). SoitG simple minimal ; si 〈x, y〉 6= G pour tout ouple (x, y) ∈ G×G, alors
〈x, y〉 est résoluble omme sous-groupe de G strit et d'après (2), G est aussi résoluble,
e qui est impossible.
Supposons (1). Si G n'est pas résoluble, il existe H et K omme dans le lemme 3.22.
Le groupe H/K est simple minimal don engendré par deux éléments x¯ et y¯. Soit H ′
le sous-groupe de H engendré par x et y (représentants respetifs de x¯ et y¯). C'est un
groupe résoluble par hypothèse ; or H/K est l'image par projetion de H ′ don est aussi
résoluble, e qui est absurde. 
On est don ramené au problème suivant : trouver la liste de tous les groupes simples
minimaux et herher s'ils sont engendrés par deux éléments. Ce problème a été résolu
par Thompson, qui a montré
3
que tout groupe simple minimal est isomorphe à l'un des
suivants (que l'on peut engendrer par deux éléments) :
 PSL2(Fp), p > 5, p 6≡ ±1 (mod 5),
 PSL2(F2p), p premier > 3,
 PSL2(F3p), p premier > 3,
 PSL3(F3),
 groupes de Suzuki Sz(2p), p premier > 3.
Signalons un problème : est-il vrai qu'un groupe simple non abélien qui est minimal au
sens naïf (i.e. qui ne ontient pas de sous-groupe propre non abélien qui soit simple) est
minimal au sens déni plus haut ?
4
3
Référenes : J.G. Thompson, Non solvable nite groups all of whose loal subgroups are solvable, I,
II, . . . , VI, Bull. A.M.S. 74 (), 383 − 437 ; Pa. J. Math. 33 (), 451 − 536 ; . . . ; Pa. J. Math.
51 (), 573 − 630.
Il existe une démonstration indépendante du théorème de lassiation de Thompson : P. Flavell,
Finite groups in whih two elements generate a solvable group, Invent. math. 121 (), 279 − 285.
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Réponse : oui, d'après la lassiation des groupes simples.
Chapitre 4
Cohomologie et extensions
4.1 Dénitions
Soient G un groupe (noté multipliativement) et A un G-module (autrement dit un
groupe abélien noté additivement sur lequel G opère par automorphismes). On note sa
le transformé de l'élément a ∈ A par l'élément s ∈ G. On a
(st)a = s(ta),
1a = a,
s(a1 + a2) = sa1 + sa2,
si s, t ∈ G et a, a1, a2 ∈ A.
Des exemples d'une telle situation sont donnés par :
(1) Ation triviale d'un groupe G sur un groupe abélien A : sa = a pour s ∈ G et a ∈ A.
(2) Si L est une extension galoisienne du orps K, de groupe de Galois G, alors G opère
par automorphismes sur L muni de l'addition ou L∗ muni de la multipliation.
Dénition 4.1 Soit n un entier positif ou nul. On appelle n-ohaîne, ou ohaîne de
degré n sur G à valeurs dans A toute fontion de n variables de G à valeurs dans A :
f :
{
G×G× · · · ×G −→ A
(s1, s2, . . . , sn) 7−→ f(s1, s2, . . . , sn).
L'ensemble des ohaînes, muni de l'addition induite par elle de A, forme un groupe
abélien noté Cn(G,A).
Exemples.
n = 0 : par onvention, une fontion de 0 variable à valeurs dans A est un élément de A.
D'où C0(G,A) = A. On note fa l'élément de C
0(G,A) orrespondant à l'élément a ∈ A.
n = 1 : C1(G,A) = {f : G→ A}.
n = 2 : C2(G,A) = {f : G×G→ A}.
29
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Dénition 4.2 Si f ∈ Cn(G,A), on appelle obord de f et on note df l'élément de
Cn+1(G,A) déni par la formule :
df(s1, . . . , sn, sn+1) = s1f(s2, . . . , sn+1) +
n∑
i=1
(−1)if(s1, . . . , si−1, sisi+1, . . . )
+ (−1)n+1f(s1, . . . , sn).
Regardons e qu'est d pour les petites valeurs de n.
• d : C0(G,A) −→ C1(G,A). Soit a ∈ A ; on herhe dfa. On a dfa(s) = sa− a. Noter
que dfa = 0 si et seulement si a est xé par G.
• d : C1(G,A) −→ C2(G,A). Soit f une 1-ohaîne ; on a
df(s, t) = sf(t)− f(st) + f(s).
• d : C2(G,A) −→ C3(G,A). Soit f une 2-ohaîne ; on a
df(u, v,w) = uf(v,w) − f(uv,w) + f(u, vw) − f(u, v).
Théorème 4.1 (Formule fondamentale) On a d ◦ d = 0. Autrement dit, le omposé
Cn(G,A)
d // Cn+1(G,A)
d // Cn+2(G,A)
est nul.
Nous allons faire la vériation seulement dans les as n = 0 et n = 1, laissant en exerie
la vériation générale.
Soit a ∈ A. On a dfa(s) = sa− a d'où
d ◦ d (fa)(s, t) = sdfa(t)− dfa(st) + dfa(s)
= s(ta− a)− (sta− a) + (sa− a)
= 0.
Regardons maintenant f ∈ C1(G,A) :
d ◦ d (f)(u, v,w) = u df(v,w) − df(uv,w) + df(u, vw) − df(u, v)
= u
(
vf(w)− f(vw) + f(v))− (uvf(w) − f(uvw) + f(uv))
+
(
uf(vw) − f(uvw) + f(u))− (uf(v)− f(uv) + f(u))
= 0.

Dénition 4.3 Une n-ohaîne f est dite un n-oyle si df = 0. Elle est dite un n-
obord s'il existe une (n− 1)-ohaîne g telle que f = dg.
D'après le th. 4.1, tout n-obord est un n-oyle. On note Zn(G,A) le groupe des n-
oyles et Bn(G,A) le groupe des n-obords.
On noteHn(G,A) le groupe quotient Zn(G,A)/Bn(G,A) et on l'appelle le n-ième groupe
de ohomologie de G à valeurs dans A.
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Exemples.
(1) Pour n = 0, on onvient que B0 = {0}. En notant AG le groupe des éléments de A
xés par G, on a vu que
dfa = 0⇐⇒ a ∈ AG,
et don H0(G,A) = AG.
(2) Pour n = 1, un élément de Z1(G,A) est une appliation f de G dans A telle que
df(s, t) = 0 pour tous s, t ∈ G, e qui donne
f(st) = sf(t) + f(s).
On dit que f est un homomorphisme roisé. Si l'ation de G sur A est triviale, on a
sf(t) = f(t) et f est un homomorphisme de G dans A ; omme B1(G,A) = {0}, on a
alors
H1(G,A) = Hom(G,A),
où Hom(G,A) est le groupe des homomorphismes de groupes de G dans A.
(3) Pour n = 2, une 2-ohaîne f est un 2-oyle si
uf(v,w) − f(uv,w) + f(u, vw) − f(u, v) = 0
pour tous u, v,w ∈ G. Une telle ohaîne s'appelle aussi un système de fateurs.
4.2 Extensions
Dénition 4.4 Soient A et G deux groupes. On dit que E est une extension de G par
A si l'on a une suite exate
{1} // A // E // G // {1}
ave A normal dans E.
Remarque. Dans e , on suppose A ommutatif.
Toute extension E de G par A dénit une ation de G sur A de la manière suivante :
remarquons d'abord que E agit sur A par automorphismes intérieurs (puisque A est
normal dans E) ; on a un homomorphisme{
E −→ Aut(A)
e 7−→ Int(e)|A,
qui passe au quotient G : en eet, si s ∈ G, on hoisit e ∈ E qui relève s ; alors Int(e) ne
dépend pas du hoix du relèvement de s ; hanger e en e′ au dessus de s revient en eet
à le multiplier par un élément a de A, or a agit trivialement sur A par automorphismes
intérieurs puisque A est abélien. Don G agit sur A :
E //

??
??
??
??
Aut(A)
G
;;wwwwwwwww
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On va don onsidérer A omme un G-module ; les lois de groupe étant érites multipli-
ativement, la loi d'ation de G sur A sera érite sa pour a ∈ A et s ∈ G. On va assoier
à toute extension de G par A une lasse de ohomologie de H2(G,A) qui détermine ette
extension à isomorphisme près. Et l'on verra que tout élément de H2(G,A) peut être
obtenu ainsi, f. th. 4.3.
Soit E une extension de G par A ; on a une surjetion pi de E sur G.
Dénition 4.5 Une setion h de pi est une appliation de G dans E telle que pi◦h = IdG.
E
pi

G
h
``
Au-dessus de s ∈ G, on hoisit un point dans la bre pi−1(s). Tout élément e ∈ E s'érit
alors de manière unique ah(x), ave a ∈ A et x ∈ G (en fait x = pi(e)).
Cherhons à mettre sous la forme ch(z) l'élément ah(x)bh(y). On a
ah(x)bh(y) = ah(x)bh(x)−1h(x)h(y).
L'ation de x ∈ G sur A est donnée par l'ation de l'automorphisme intérieur d'un
élément de E au-dessus de x, par exemple h(x). Don h(x)bh(x)−1 = xb (qui est dans
A, puisque A est normal). Posons
h(x)h(y) = fh(x, y)h(xy).
On a fh(x, y) ∈ A puisque h(x)h(y) et h(xy) ont même image dans G par pi. On a
nalement obtenu :
ah(x)bh(y) = a xbfh(x, y)h(xy)
ave a xbfh(x, y) ∈ A.
Nous allons maintenant voir omment fh varie ave h. Soient don h et h
′
deux setions
de pi (h, h′ : G → E). Alors h(s) et h′(s) dièrent par un élément de A. Posons h′(s) =
l(s)h(s) ; l'appliation l est une 1-ohaîne de G à valeurs dans A. Calulons fh′ à l'aide
de l et de fh. On a
h′(s)h′(t) = fh′(s, t)h
′(st) = fh′(s, t)l(st)h(st),
mais
h′(s)h′(t) = l(s)h(s)l(t)h(t)
= l(s)h(s)l(t)h(s)−1h(s)h(t)
= l(s) sl(t)fh(s, t)h(st),
d'où l'on tire
fh′(s, t) = l(s)
sl(t)fh(s, t)l(st)
−1
= fh(s, t)
sl(t)l(s)l(st)−1,
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ar A est ommutatif. Or, en notation multipliative, on a
dl(s, t) = sl(t)l(s)l(st)−1.
D'où
fh′ = fh dl.
Don, quand h varie, fh ne hange que par multipliation par un obord. On peut don
assoier à E la lasse de ohomologie de fh dans H
2(G,A) ; appelons e ette lasse.
Quand trouve-t-on e = 0 ? Cela signie (en notation multipliative) qu'il existe une
setion h telle que fh(s, t) = 1 pour tous s, t ∈ G, i.e. que h est un homomorphisme.
Dénition 4.6 Une extension E de G par A est dite triviale s'il existe un homomor-
phisme h : G→ E telle que pi ◦ h = IdG (ou, de façon équivalente, si e = 0).
Examinons une telle extension : tout élément de E s'érit ah(s) de manière unique et
ah(s)bh(t) = a sbh(st). Don on onnaît E dès qu'on onnaît A, G et l'ation de G sur
A. Le groupe E est isomorphe au groupe des ouples (a, s) ave a ∈ A et s ∈ G, muni
de la loi
(a, s)(b, t) = (a sb, st).
On appelle un tel E un produit semi-diret de G par A. On vient de voir : la lasse nulle
de H2(G,A) orrespond à l'extension triviale de G par A, qui est le produit semi-diret
de G par A déni par l'ation de G sur A.
Théorème 4.2 L'appliation fh est un 2-oyle de G à valeurs dans A.
Il faut vérier que fh appartient au noyau de d, l'homomorphisme de obord. L'ériture
est ii multipliative ; il faut don voir que
dfh(u, v,w) = 1
pour tous u, v,w ∈ G ; or dfh s'érit
dfh(u, v,w) =
ufh(v,w)fh(u, vw)fh(uv,w)
−1fh(u, v)
−1.
Nous allons érire h(u)h(v)h(w) sous la forme ah(uvw) ave a ∈ A de deux manières
diérentes en utilisant l'assoiativité de la loi de groupe dans E.
On a (
h(u)h(v)
)
h(w) = fh(u, v)fh(uv,w)h(uvw)
et
h(u)
(
h(v)h(w)
)
= ufh(v,w)fh(u, vw)h(uvw)
d'où
ufh(v,w)fh(u, vw) = fh(u, v)fh(uv,w)
e qui est bien
dfh(u, v,w) = 1. 
Nous allons enn voir :
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Théorème 4.3 Toute lasse de ohomologie de H2(G,A) orrespond à une extension
de G par A.
On va reonstruire la situation préédente : soit f ∈ Z2(G,A). Dénissons E ensemblis-
tement par E = A×G. On dénit la loi de E par
(a, s)(b, t) =
(
a sbf(s, t), st
)
.
Tout d'abord E est un groupe :
• La loi est assoiative : le alul fait i-dessus pour voir que fh est un 2-oyle à partir
de l'assoiativité de la loi de E se reprend à l'envers.
• Si ε = f(1, 1)−1, alors l'élément (ε, 1) est élément neutre. En eet,
(a, s)(ε, 1) =
(
asεf(s, 1), s
)
or f est un 2-oyle don df = 1 et
df(s, 1, 1) = sf(1, 1)f(s, 1)−1f(s, 1)f(s, 1)
don
1 = df(s, 1, 1) = sε−1f(s, 1)−1
et (ε, 1) est bien élément neutre.
• On fait de même le alul de l'inverse.
On a un homomorphisme surjetif évident de E dans G :{
E −→ G
(a, s) 7−→ s
et l'appliation {
A −→ E
a 7−→ (aε, 1)
est un homorphisme (ar A est abélien) évidemment injetif.
Finalement on a bien :
{1} // A // E // G // {1}. 
Interprétation de H1(G,A) en termes d'extensions. Soit E une extension triviale de G
par A. Choisissons une setion h : G→ E qui soit un homomorphisme (e qui identie E
au produit semi-diret G.A). Soit h′ une autre setion ; on peut érire h′ de façon unique
omme h′ = l.h, où l est une 1-ohaîne G → A. On a fh′ = fh.dl = dl puisque fh = 1.
Pour que h′ soit un homomorphisme, il faut et il sut que fh′ = 1, i.e. que dl = 1,
autrement dit que l soit un 1-oyle.
D'autre part, si on onjugue h par un élément a de A, on obtient une setion qui est un
homomorphisme. Soit h′ ette setion. A quoi ela orrespond-il en termes de l ? On a
h′(x) = ah(x)a−1 = l(x)h(x)
ave l(x) = axa−1. Don l = dfa (où fa est l'élément de C
0(G,A) orrespondant à a).
Don l doit être un obord. D'où :
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Théorème 4.4 Les lasses de onjugaison (par les éléments de A, ou de G) des setions
de E qui sont des homomorphismes orrespondent bijetivement aux éléments du groupe
de ohomologie H1(G,A).
[Noter que ette orrespondane dépend du hoix de h. Une façon plus intrinsèque de
s'exprimer onsiste à dire que l'ensemble des lasses de setions-homomorphismes est un
espae prinipal homogène ( torseur ) sous l'ation de H1(G,A).℄
Corollaire 4.5 Pour que les setions de pi qui sont des homomorphismes soient onju-
guées, il faut et il sut que H1(G,A) = {0}.
4.3 Groupes nis : un ritère de nullité
Soit G un groupe à m éléments et soit A un G-module.
Théorème 4.6 Soient n > 1 et x ∈ Hn(G,A). On a mx = 0.
Soit f ∈ Zn(G,A) un n-oyle représentant x. Il faut onstruire F ∈ Cn−1(G,A) tel
que dF = mf .
Prenons F1(s1, . . . , sn−1) =
∑
s∈G f(s1, . . . , sn−1, s). Comme f ∈ Zn(G,A), on a df = 0.
Or
df(s1, . . . , sn+1) = s1f(s2, . . . , sn+1)− f(s1s2, s3, . . . , sn+1) + · · ·
+ (−1)nf(s1, . . . , snsn+1) + (−1)n+1f(s1, . . . , sn)
= 0.
Don∑
sn+1∈G
df(s1, . . . , sn+1) = s1F1(s2, . . . , sn)− F1(s1s2, . . . , sn) + · · ·
+ (−1)nF1(s1, . . . , sn−1) + (−1)n+1mf(s1, . . . , sn).
On a utilisé le fait que si sn+1 parourt G, snsn+1 aussi (sn étant xé). On a ainsi obtenu
(−1)nmf(s1, . . . , sn) = dF1(s1, . . . , sn).
On pose don F = (−1)nF1 qui vérie dF = mf , d'où le résultat. 
Corollaire 4.7 Si l'appliation a 7→ ma est un automorphisme de A (m étant l'ordre
de G) alors Hn(G,A) = {0} pour tout n > 1.
En eet, x 7→ mx est alors un automorphisme de Cn(G,A) qui ommute à d. Don
'est un automorphisme de Hn(G,A) par passage au quotient. Or 'est dans e as
l'appliation nulle d'où Hn(G,A) = {0}. 
Corollaire 4.8 Si G et A sont nis d'ordres premiers entre eux alors Hn(G,A) = {0}
pour tout n > 1.
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En eet a 7→ ma est alors un automorphisme de A. 
Corollaire 4.9 Si G et A sont nis d'ordres premiers entre eux alors :
(1) Toute extension E de G par A est triviale.
(2) Deux homomorphismes setions de G→ E sont onjugués par un élément de A.
On a Hn(G,A) = {0} si n > 1. Le as n = 2 donne (1) et le as n = 1 donne (2) d'après
l'étude faite en 4.2. 
4.4 Extensions de groupes d'ordres premiers entre eux
Nous allons étendre ertains résultats sur les extensions d'un groupe G par un groupe A
ommutatif au as où A est résoluble ou même quelonque.
Théorème 4.10 (Zassenhaus) Soient A et G deux groupes nis d'ordres premiers
entre eux et onsidérons une extension {1} → A→ E → G→ {1}. Alors :
(1) Il existe un sous-groupe de E ( supplémentaire de A) qui se projette isomorphique-
ment sur G (E est produit semi-diret).
(2) Si A ou G est résoluble, deux tels sous-groupes sont onjugués par un élément de
A (ou de E, ela revient au même).
On raisonne par réurrene sur |E| ; on peut supposer A et G distints de {1}.
Premier as : A est résoluble. On démontre d'abord le
Lemme 4.11 Soit X un groupe résoluble non réduit à {1}. Il existe un nombre premier
p et un p-sous-groupe Y de X distint de {1} tel que Y soit abélien élémentaire et
aratéristique.
On rappelle qu'un p-groupe abélien est dit élémentaire si ses éléments distints de 1 sont
d'ordre p et qu'un sous-groupe d'un groupe X est aratéristique s'il est stable par tout
automorphisme de X.
Démonstration du lemme. Soient Di(X) les dérivés suessifs de X. Comme X est
résoluble, il existe i tel que Di(X) est distint de {1} et Di+1(X) est réduit à {1}. Alors
Di(X) est un sous-groupe de X abélien et diérent de {1}. De plus, il est aratéristique.
Soit alors p divisant l'ordre de Di(X) et soit Y le groupe des éléments de Di(X) d'ordre
divisant p. Alors Y est abélien, diérent de {1}, aratéristique (un automorphisme de
X transforme un élément d'ordre p en un autre de même ordre) et est un p-groupe
élémentaire. 
Retour à la démonstration du théorème. Appliquons le lemme ave X = A et Y = A′
et remarquons que A′ est normal dans E : un automorphisme intérieur de E restreint
à A est un automorphisme de A (ar A est normal dans E) et laisse don A′, qui est
aratéristique, invariant.
4.4. Extensions de groupes d'ordres premiers entre eux 37
Si A = A′, alors A est abélien et le théorème est onnu. Sinon, omme A′ est normal
dans E, on peut passer au quotient par A′ et on obtient la suite exate
{1} // A/A′ // E/A′ // G // {1} .
La situation se dérit par le diagramme suivant :
E

E/A′

G
FF
==
// E/A
Comme E/A′ est de ardinal stritement inférieur à elui de E, l'hypothèse de réurrene
entraîne que G se relève en un sous-groupe G′ de E/A′. Soit E′ l'image réiproque de G′
par la projetion E → E/A′. Alors on a la suite exate
{1} // A′ // E′ // G′ // {1} .
Or A′ est abélien. D'après le  4.3, on peut don relever G′ en un sous-groupe de E′. On
obtient ainsi un relèvement de G dans E.
Montrons que deux tels relèvements G′ et G′′ sont onjugués par un élément de A. On a
E = A.G′ et E = A.G′′.
L'hypothèse de réurrene, appliquée à E/A′, montre qu'il existe a ∈ A tel que aG′a−1
et G′′ aient même image dans E/A′. Quitte à remplaer G′ par aG′a−1, on peut don
supposer que A′.G′ = A′.G′′. La onjugaison par un élément de A de G′ et G′′ résulte
alors du as abélien (f.  4.3), appliqué à A′.G′ = A′.G′′.
Deuxième as : assertion (1) dans le as général. Soit p premier divisant l'ordre de A et
soit S un p-Sylow de A (f.  2.2). Soit E′ le normalisateur dans E de S. D'après le 
2.3, on a E = A.E′. Soit A′ = E′ ∩A ; A′ est normal dans E′ et l'on a la suite exate
{1} // A′ // E′ // G // {1} .
Distinguons deux as :
• Si |E′| < |E|, l'hypothèse de réurrene permet de relever G dans E′, don dans E.
• Si |E′| = |E| alors S est normal dans E don aussi dans A. On passe au quotient :
{1} // A/S // E/S // G // {1}
ave E/S de ardinal stritement inférieur à elui de E. Par l'hypothèse de réurrene,
G se relève en G1 de E/S. Soit E1 l'image réiproque de G1 par la projetion E → E/S.
On a la suite exate
{1} // S // E1 // G // {1}.
Or S est un p-groupe don est résoluble et l'on est ramené au premier as.
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Troisième as : assertion (2) lorsque G est résoluble. Soient G et G′ deux relèvements
de G dans E. On a
E = A.G′ et E = A.G′′.
Soient p un nombre premier et I un sous-groupe abélien normal diérent de {1} de G
(f. lemme 4.11) et soit I˜ son image réiproque dans E par la projetion E → G. Soient
I ′ = I˜ ∩G′ et I ′′ = I˜ ∩G′′. On a
A.I ′ = A.I ′′ (= I˜).
Les groupes I ′ et I ′′ sont des p-Sylow de I˜ ; il existe don x ∈ I˜ tel que I ′′ = xI ′x−1 ; si
on érit x sous la forme ay ave a ∈ A et y ∈ I ′, on a I ′′ = aI ′a−1. Quitte à remplaer
I ′ par aI ′a−1, on peut don supposer I ′′ = I ′.
Soit N le normalisateur de I ′ = I ′′ dans E. On a G′ ⊂ N et G′′ ⊂ N . Si N est distint
de E, l'hypothèse de réurrene appliquée à N montre que G′ et G′′ sont onjugués.
Si N = E, autrement dit si I ′ est normal dans E, l'hypothèse de réurrene appliquée
à E/I ′ montre qu'il existe a ∈ A tel que I ′.aG′a−1 = I ′.G′′. Puisque I ′ est normal et
ontenu à la fois dans G′ et G′′, ela entraîne
aG′a−1 = G′′,
d'où le résultat. 
Remarque. L'hypothèse  A ou G est résoluble  faite dans (2) est automatiquement
satisfaite d'après le théorème de Feit-Thompson (f.  3.1) disant que tout groupe d'ordre
impair est résoluble.
4.5 Relèvements d'homomorphismes
Soient {1} → A→ E pi→ Φ→ {1} une suite exate ,G un groupe et ϕ un homomorphisme
de G dans Φ. Peut-on relever ϕ en un homomorphisme ψ de G dans E ?
{1} // A // E pi // Φ // {1}
G
ϕ
OO
ψ
__
La question équivaut à elle du relèvement de G dans une extension Eϕ de G par A
assoiée à ϕ, dénie de la façon suivante :
Eϕ = {(g, e) ∈ G× E | ϕ(g) = pi(e)}
muni de la loi de groupe habituelle pour le produit artésien. Alors A se plonge dans Eϕ
par a 7→ (1, a) et Eϕ se projette sur G par (g, e) 7→ g.
Eϕ //

E
pi

G
ϕ
// Φ
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On a la suite exate
{1} // A // Eϕ // G // {1} .
(on dit parfois que Eϕ est l'image réiproque ( pull-bak ) de l'extension E par l'ho-
momorphisme ϕ).
Voyons l'équivalene des deux problèmes. Soit ψ un relèvement de ϕ. Alors l'ensemble
Gψ = {(g, ψ(g)), g ∈ G} est un sous-groupe de Eϕ qui est un relèvement de G.
Soit maintenant G′ un relèvement de G. Alors G′ est formé de ouples (g, e) ave g ∈ G
et e ∈ E, haque g ∈ G apparaissant dans un et un seul ouple. Alors ψ déni par
ψ(g) = e est un homomorphisme qui relève ϕ.
De plus, deux relèvements ψ′ et ψ′′ sont onjugués par a ∈ A si et seulement si Gψ′ et
Gψ′′ sont onjugués par (1, a) ∈ Eϕ. Le  4.4 donne alors le
Théorème 4.12 Soit {1} → A → E → Φ → {1} une suite exate et soit ϕ un homo-
morphisme d'un groupe G dans le groupe Φ. Supposons G et A nis d'ordres premiers
entre eux. Alors :
(1) Il existe un homomorphisme ψ de G dans E qui relève ϕ.
(2) Si G ou A est résoluble, deux tels homomorphismes sont onjugués par un élément
de A.
Appliation. On se donne un homomorphisme ϕ : G → GLn(Z/pZ) où p ne divise pas
l'ordre de G. On va voir qu'on peut relever ϕ en ϕα : G→ GLn(Z/pαZ) pour tout α > 1.
Commençons par relever ϕ en ϕ2. On a la suite exate
{1} // A // GLn(Z/p2Z) // GLn(Z/pZ) // {1}
où A est formé des matries de la forme 1 + pX ave X matrie n × n modulo p et où
l'appliation de GLn(Z/p
2Z) dans GLn(Z/pZ) est la rédution modulo p. Le groupe A
est alors isomorphe à Mn(Z/pZ) qui est un p-groupe abélien. On peut don appliquer
le théorème préédent et relever ϕ en ϕ2 de manière essentiellement unique.
Le même argument permet de relever ϕα en ϕα+1. On a la suite exate
{1} // A //GLn(Z/pα+1Z) // GLn(Z/pαZ) // {1}
G
ϕα+1
OO
ϕα
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On peut passer à la limite projetive : omme lim←− (Z/p
αZ) = Zp, on obtient une repré-
sentation
ϕ∞ : G // GLn(Zp)


// GLn(Qp) .
Or Qp est de aratéristique 0 : ainsi, à partir d'une représentation en aratéristique p,
on en obtient une en aratérisque 0.
Chapitre 5
Groupes résolubles et sous-groupes
de Hall
Nous allons essayer de généraliser les théorèmes de Sylow. Le problème était alors le
suivant : soit G un groupe d'ordre
∏
p p
α(p)
(où p est premier), existe-t-il, pour tout
nombre premier p, un sous-groupe de G d'ordre pα(p) ?
On peut se demander si, plus généralement, pour tout n divisant l'ordre de G, on peut
trouver un sous-groupe de G d'ordre n. C'est vrai si G est nilpotent, mais faux sans
hypothèse sur G ; même  G résoluble  est insusant : le groupe A4, d'ordre 12 est
résoluble et n'a pas de sous-groupe d'ordre 6. On va don faire des hypothèses plus
restritives sur n.
5.1 Π-sous-groupes
Soit Π un ensemble de nombres premiers et soit Π′ son omplémentaire. Si n ∈ N, on
érit n = nΠnΠ′ , ave nΠ (resp. nΠ′) divisible uniquement par des éléments de Π (resp.
Π′). Un groupe G est appelé un Π-groupe si tous les fateurs premiers de l'ordre de G
appartiennent à Π.
Le problème onsiste en la reherhe des Π-sous-groupes d'un groupe donné et de ses
Π-sous-groupes maximaux tels qu'ils sont dénis i-dessous.
Dénition 5.1 Soit G un groupe et soit Π un ensemble de nombres premiers. On appelle
Π-Sylow ou Π-sous-groupe de Hall de G un sous-groupe H tel que |H| = |G|Π.
Remarque. Si Π = {p}, un Π-Sylow de G est un p-Sylow de G.
Théorème 5.1 (P. Hall) Soient G un groupe résoluble et Π un ensemble de nombres
premiers. Alors :
(1) G possède des Π-Sylow.
(2) Soient SΠ un Π-Sylow de G et H un Π-sous-groupe de G. Alors H est ontenu
dans un onjugué de SΠ.
La démonstration de e théorème sera donnée au  5.4.
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Corollaire 5.2 Deux Π-Sylow d'un groupe résoluble sont onjugués.
L'hypothèse  résoluble  est essentielle :
Théorème 5.3 Si pour tout ensemble Π de nombres premiers, G possède un Π-Sylow,
alors G est résoluble.
La démonstration sera donnée au  5.6.
Théorème 5.4 (Burnside) Soient p et q deux nombres premiers. Tout groupe d'ordre
paqb (a, b ∈ N) est résoluble.
En eet, la question de l'existene de Π-Sylow ne se pose vraiment que si Π = {p} ou
{q} ou {p, q}. Les théorèmes de Sylow (f.  2.2) répondent dans les deux premiers as
et G lui-même onvient dans le troisième. Le th. 5.3 assure alors que G est résoluble. 
En fait le théorème de Burnside sera démontré en annexe (f. th. A.21) par la théorie
des aratères et il sera utilisé dans la démonstration du th. 5.3.
5.2 Préliminaires : sous-groupes permutables
Nous allons démontrer quelques lemmes sur les produits de sous-groupes.
Soient A et B deux sous-groupes d'un groupe G. Notons A.B l'ensemble des produits
ab, où a ∈ A et b ∈ B.
Lemme 5.5 Il y a équivalene entre :
(1) A.B = B.A.
(2) A.B est un sous-groupe de G.
(1)⇒ (2) ar si A.B = B.A, on a A.B.A.B ⊂ A.A.B.B ⊂ A.B et (A.B)−1 ⊂ B.A = A.B
et A.B est un sous-groupe de G.
(2)⇒ (1) Si A.B est un sous-groupe de G, on a A.B = (A.B)−1 = B.A. 
On dit que deux groupes A et B sont permutables si A.B = B.A.
Lemme 5.6 Soient A1, . . . , An des sous-groupes de G deux à deux permutables. Alors
A1 . . . An est un sous-groupe de G.
La démonstration se fait par réurrene sur n. Le lemme 5.5 donne le as n = 2.
D'après l'hypothèse de réurrene, A1 . . . An−1 est un groupe. Il est permutable ave An
ar A1 . . . An−1.An = A1 . . . An.An−1, d'où après (n − 1) opérations A1 . . . An−1.An =
An.A1 . . . An−1. D'après le lemme 5.5, A1 . . . An est un sous-groupe de G. 
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Lemme 5.7 Il y a équivalene entre :
(1) A.B = G.
(1') B.A = G.
(2) G opère transitivement sur G/A×G/B.
De plus, si G est ni, es propriétés sont équivalentes à haune des suivantes :
(3) (G : A ∩B) = (G : A).(G : B).
(3') (G : A ∩B) > (G : A).(G : B).
En eet :
(1) ⇔ (1′) ar si A.B = G, A.B est un sous-groupe et d'après le lemme 5.5, on a
A.B = B.A, don B.A = G.
(1)⇒ (2) Il s'agit de prouver que pour tous g1, g2 ∈ G, il existe g ∈ G tel que g ∈ g1A et
g ∈ g2B. Or par hypothèse, il existe a ∈ A et b ∈ B tels que g−11 g2 = ab, d'où g1a = g2b−1
et l'élément g = g1a = g2b
−1
onvient.
(2) ⇒ (1) Le groupe G opère transitivement sur G/A ×G/B. Prenons don, pour tout
g1 ∈ G, un élément g ∈ G tel que g ∈ 1.A et g ∈ g1.B. Cela entraine g1 ∈ A.B, i.e.
A.B = G.
Soit maintenant G un groupe ni. Montrons (2)⇔ (3). Soit 1˙ l'image de l'élément unité
de G dans G/A (resp. G/B). Le stablisateur de (1˙, 1˙) par l'ation de G sur G/A×G/B
est A ∩B. Le nombre n d'éléments de l'orbite de (1˙, 1˙) est don l'indie (G : A ∩B) de
A ∩B dans G. Or
G opère transitivement sur G/A ×G/B ⇐⇒ n = |G/A| × |G/B|
⇐⇒ n = (G : A)(G : B)
⇐⇒ (G : A ∩B) = (G : A)(G : B),
e qui est bien l'équivalene entre (2) et (3).
(3′)⇔ (3) ar (G : A ∩B) est le ardinal de l'orbite de (1, 1), ardinal majoré par elui
de G/A×G/B, qui est (G : A)(G : B). 
Lemme 5.8 Les propriétés du lemme 5.7 sont vraies si les indies de A et B dans G
sont premiers entre eux.
En eet, (G : A ∩ B) est divisible par (G : A) et (G : B) don par leur produit, e qui
prouve (3′) du lemme préédent. 
5.3 Systèmes permutables de sous-groupes de Sylow
Soit G un groupe. Pour tout nombre premier p, hoisissons un p-Sylow Hp de G. Nous
dirons que le système {Hp} est permutable si les Hp sont deux à deux permutables
au sens du  5.2. Dans e as, si Π est un ensemble de nombres premiers, le groupe
HΠ =
∏
p∈ΠHp est un Π-sous-groupe de G.
Théorème 5.9 Si G est résoluble, G possède un système permutable de sous-groupes de
Sylow.
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La démonstration se fait par réurrene sur l'ordre de G. On suppose G 6= {1} ; d'après
le lemme 4.11, il existe alors un nombre premier p0 et un p0-sous-groupe normal A de G
distint de {1}. D'après l'hypothèse de réurrene, le groupe G/A possède un système
permutable {H ′p} de p-Sylow. Soit H ′ =
∏
p 6=p0
H ′p ; 'est un sous-groupe de G/A d'ordre∏
p 6=p0
|H ′p|. Soit G′ son image réiproque dans G, on a une suite exate :
{1} // A // G′ // H ′ // {1} .
Comme A et H ′ sont d'ordres premiers entre eux, il existe un sous-groupe H de G qui
relève H ′ (f. 4.4). Si p 6= p0, posons Hp le sous-groupe de H qui relève H ′p ; les Hp sont
des p-Sylow de G deux à deux permutables. Pour p = p0, dénissons Hp omme l'image
réiproque de H ′p0 dans G. C'est un p0-Sylow de G qui permute aux Hp (p 6= p0). Le
système {Hp} répond don à la question. 
5.4 Démonstration du th. 5.1
L'assertion (1) sur l'existene de Π-Sylow résulte du th. 5.9 et du lemme 5.6.
Prouvons l'assertion (2) par réurrene sur l'ordre de G. Prenons omme au  5.3 un
p0-sous-groupe normal A de G distint de {1}. Soient H ′ et S′Π les images respetives
de H et SΠ dans G
′ = G/A. D'après l'hypothèse de réurrene H ′ est ontenu dans un
onjugué de S′Π. Quitte à remplaer H
′
par un de ses onjugués, on peut don supposer
H ′ ⊂ S′Π. Il faut maintenant examiner deux as :
• p0 ∈ Π. Alors A ⊂ SΠ ar SΠ ontient un p0-Sylow S0 de G et omme A est normal,
A ⊂ S0 (f. les théorèmes de Sylow). L'inlusion H ′ ⊂ S′Π donne alors H ⊂ SΠ.
• p0 /∈ Π. Alors les ordres de A et SΠ sont premiers entre eux et on a A ∩ H = {1},
et A ∩ SΠ = {1}. Les projetions H → H ′ et SΠ → S′Π sont des isomorphismes. Soit
H˜ le sous-groupe de SΠ qui se projette sur H
′
; dans A.H les groupes H et H˜ sont des
relèvements de H ′ ; ils sont don onjugués (voir le  4.4, th. 4.10). 
5.5 Un ritère de résolubilité
Théorème 5.10 (Wielandt) Soit G un groupe ni et soient H1, H2, H3 trois sous-
groupes de G. Si les Hi sont résolubles et si leurs indies sont premiers entre eux deux à
deux, alors G est résoluble.
La démonstration se fait par réurrene sur l'ordre de G. Remarquons tout d'abord que
G = H1.H2. En eet, les indies (G : H1) et (G : H2) sont premiers entre eux, don
omme haun d'eux divise (G : H1 ∩H2), on a (G : H1 ∩H2) > (G : H1)(G : H2) et
d'après le lemme 5.7, on a G = H1.H2.
On peut supposer que H1 6= {1}. D'après le lemme 4.11, il existe un nombre premier p
et un p-sous-groupe normal A de H1 diérent de {1}. On peut supposer que p ne divise
pas (G : H2). Alors H2 ontient un p-Sylow de G , don un onjugué de A. Comme
G = H1.H2, tout onjugué de A est de la forme h
−1
2 h
−1
1 Ah1h2 ave hi ∈ Hi (i = 1, 2) et
omme A est normal dans H1, et qu'un de ses onjugués est ontenu dans H2, tous ses
onjugués sont dans H2.
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Soit A˜ le sous-groupe de G engendré par les onjugués de A. Alors A˜ est normal dans
G et ontenu dans H2, don A˜ est résoluble. Soit H
′
i l'image de Hi dans G
′ = G/A˜. Les
indies (G′ : H ′i) sont premiers entre eux deux à deux (ar (G
′ : H ′i) divise (G : Hi))
et les H ′i sont résolubles. L'hypothèse de réurrene montre alors que G
′
est résoluble ;
don G est résoluble. 
5.6 Démonstration du th. 5.3
Soit p un nombre premier et soit G un groupe. On appelle p-omplément de G tout sous-
groupe H de G qui est un p′-Sylow où p′ est l'ensemble des nombres premiers diérents
de p.
Nous allons démontrer le th. 5.3 sous la forme apparemment plus forte suivante :
Théorème 5.11 Si, pour tout nombre premier p, le groupe G a un p-omplément, alors
G est résoluble.
On raisonne par réurrene sur |G|. On distingue deux as.
• Le nombre des fateurs premiers de |G| est 6 2, autrement dit |G| est de la forme paqb,
où p et q sont premiers. D'après un théorème de Burnside, (démontré grâe à la théorie
des aratères, f.  A.6), G est résoluble.
• Le nombre des fateurs de l'ordre de G est supérieur ou égal à 3. Soient pi (i = 1, 2, 3)
de tels fateurs et Hi (i = 1, 2, 3) un pi-omplément de G. Alors les indies (G : Hi) pour
i = 1, 2, 3 sont premiers entre eux deux à deux.
De plus, Hi possède un p-omplément pour tout nombre premier p. En eet, si p = pi,
alors Hi est son propre pi-omplément. Sinon, soit Hp un p-omplément pour G ; omme
(G : Hi) et (G : Hp) sont premiers entre eux, le lemme 5.8 montre que
(G : Hi ∩Hp) = (G : Hi)(G : Hp),
d'où (Hi : Hi ∩ Hp) est la plus grande puissane de p divisant l'ordre de Hi. Comme
Hi ∩Hp est un p′-groupe, Hi ∩Hp est un p-omplément de Hi. D'après l'hypothèse de
réurrene, Hi est résoluble. Mais alors G satisfait aux hypothèses du th. 5.10, don G
est résoluble. 
Chapitre 6
Groupes de Frobenius
6.1 Réunion des onjugués d'un sous-groupe
Théorème 6.1 (Jordan) Soit G un groupe ni et soit H un sous-groupe de G distint
de G ; alors
⋃
g∈G (gHg
−1) 6= G. De façon plus préise, on a :
∣∣∣ ⋃
g∈G
gHg−1
∣∣∣ 6 |G| − ( |G||H| − 1
)
.
On sait évidemment que 1 appartient à H ∩ (gHg−1) pour tout g ∈ G. On raisonne sur
G−{1}. On a ⋃
g∈G
(
gHg−1−{1}) = ⋃
g∈G/H
(
gHg−1−{1})
d'où ∣∣∣ ⋃
g∈G
(
gHg−1−{1})∣∣∣ 6 |G||H|(|H| − 1)
puis ∣∣∣ ⋃
g∈G
gHg−1
∣∣∣ 6 |G| − |G||H| + 1. 
On va voir que ette propriété reste vraie sans supposer que G est ni, pourvu que G/H
le soit. On utilise un lemme :
Lemme 6.2 Soit G un groupe et soit H un sous-groupe de G d'indie ni n. Il existe
un sous-groupe N normal dans G et ontenu dans H, tel que l'indie (G : N) divise n!.
En eet, le groupe G agit sur X = G/H qui a n éléments. On obtient ainsi un homo-
morphisme ϕ de G dans le groupe SX des permutations de X qui est de ardinal n!. Le
groupe N = kerϕ répond à la question. 
Si l'on applique le th. 6.1 à G/N et H/N , on onstate que la réunion des onjugués de
H ne remplit pas G modulo N don, a fortiori, que
⋃
g∈G gHg
−1 6= G. 
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Remarque. Le as G = SO3(R) et H = S1 montre que l'hypothèse (G : H) <∞ ne peut
être supprimée.
Mentionnons deux reformulations du th. 6.1 :
Théorème 6.1' Si un sous-groupe H de G renontre toutes les lasses de onjugaison
de G, on a H = G.
(C'est un ritère souvent utilisé en théorie des nombres, G étant un groupe de Galois.)
Théorème 6.1 Si G opère transitivement sur un ensemble X, et si |X| > 2, il existe
un élément de G qui opère sans point xe.
En eet, si H est le xateur d'un point de X, on hoisit un élément qui n'appartient à
auun onjugué de H. 
Voii deux appliations du théorème i-dessus :
Tout orps ni est ommutatif (théorème de Wedderburn). En eet, soit D un orps ni
et soit F son entre. On sait que (D : F ) est un arré n2 et que tout x ∈ D est ontenu
dans un sous-orps L ommutatif, ontenant F et tel que (L : F ) = n. Comme deux tels
sous-orps sont isomorphes, le théorème de Skolem-Noether montre qu'ils sont onjugués.
Si L est l'un d'eux et si l'on pose G = D∗ et H = L∗, on a G =
⋃
gHg−1, d'où G = H,
n = 1 et D est ommutatif.
Raine d'une équation modulo p. Soit f = Xn + a1X
n−1 + · · · + an un polynme à
oeients dans Z, irrédutible sur Q. Si p est un nombre premier, notons fp la rédution
de f modulo p ; 'est un élément de Fp[X]. Notons Pf l'ensemble des p tels que fp ait une
raines (au moins) dans Fp. On va voir que la densité de Pf est stritement inférieure à
1 dès que n > 2. [On dit que P a une densité égale à ρ si
|{p 6 x, p ∈ P}|
|{p 6 x}| −→ ρ pour x→ +∞.℄
Soit X = {x1, . . . , xn} l'ensemble des raines de f dans une extension de Q et soit G le
groupe de Galois de f . Ce groupe opère transitivement sur X ; on a X ≃ G/H où H est
le xateur de x1. On démontre (théorème de Chebotarev-Frobenius) que la densité de
Pf existe, et est égale à
1
|G|
∣∣∣ ⋃
g∈G
gHg−1
∣∣∣.
Vu le théorème i-dessus, ette densité est < 1.
Corollaire. Si n > 2, il existe une innité de p tels que fp n'ait auune raine dans Fp.
Pour plus de détails, voir J.-P Serre, On a theorem of Jordan, Bull. A.M.S. 40 (),
429− 440, reproduit dans Do.Math.1, seonde édition, SMF,2008.
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6.2 Groupes de Frobenius : dénition
On va désormais s'intéresser aux ouples (G,H) tels que
∣∣∣ ⋃
g∈G
gHg−1
∣∣∣ = |G| − ( |G||H| − 1
)
.
Cela signie que (gHg−1−{1}) et (hHh−1−{1}) sont disjoints si g et h ne sont pas
ongrus modulo H, ou enore que H et gHg−1 sont d'intersetion réduite à {1} si g /∈ H.
On dit que H  ne renontre pas ses onjugués .
On s'intéresse au as oùH est un sous-groupe propre de G. SoitX = G/H. Une propriété
équivalente est que tout élément de G (distint de 1) a au plus un point xe dans X si
on fait agir G sur X, ou enore : tout élément de G qui xe deux points est l'identité.
Exemple. Soit G le groupe des transformations h de la forme h(x) = ax + b, où a et
b sont dans un orps ni F, ave a 6= 0. Soit H le sous-groupe {x 7→ ax}. Si N est le
sous-groupe de G des translations, N est normal dans G, et G est le produit semi-diret
de H par N . Alors (G,H) est un exemple de la situation préédente.
On va généraliser :
Dénition 6.1 Un groupe G est dit de Frobenius s'il possède un sous-groupe H distint
de {1} et de G tel que ∣∣⋃g∈G gHg−1∣∣ = |G| − (|G|/|H| − 1). On parle dans e as pour
(G,H) de ouple de Frobenius.
Exemples.
(1) Soient N et H deux groupes nis, où H agit sur N : à tout h ∈ H, on assoie
σh : N → N déni par σh(n) = hnh−1. On a σh1h2 = σh1 ◦ σh2 pour tous h1, h2 ∈ H.
Soit G le produit semi-diret orrespondant. Cherhons à quelle ondition (G,H) est de
Frobenius. Il faut et il sut que H ∩ nHn−1 = {1} pour tout n ∈ N−{1}. En eet, soit
h ∈ H ∩ nHn−1 ; alors h s'érit nh′n−1 ave h′ ∈ H. On quotiente modulo N , e qui
fournit h = h′ (G/N ≃ H). Don h = nhn−1 soit enore n = h−1nh = σh−1(n). Don n
est xé par σh−1 . Si h 6= 1, alors néessairement n = 1.
Une ondition néessaire et susante pour que (G,H) soit de Frobenius est qu'il n'existe
pas de ouple (h, n) ave h 6= 1 et n 6= 1 tel que σh(n) = n, ou enore que H opère libre-
ment sur N−{1}. On a ⋃g∈G gHg−1 = {1} ∪ (G−N) d'où G−⋃g∈G gHg−1 = N−{1}
(en eet
⋃
g∈G gHg
−1 ⊂ {1}∪ (G−N) et il sut de ompter les éléments pour onlure).
(2) Soit p un nombre premier et soit F un orps ni ontenant une raine ξ p-ième
de l'unité. Soit N l'ensemble des matries p × p triangulaires supérieures à éléments
diagonaux égaux à 1. C'est un groupe. Soit H le groupe ylique engendré par

1 0 . . . . . . 0
0 ξ
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. ξp−2 0
0 . . . . . . 0 ξp−1


.
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Alors H normalise N . Le groupe G = N.H est le groupe des matries triangulaires
supérieures ave des ξk sur la diagonale. On vérie que l'ation de H est sans point xe.
Ces exemples sont en fait aratéristiques ; on a en eet le
Théorème 6.3 (Frobenius) Soit (G,H) un ouple de Frobenius. Alors l'ensemble N
des éléments de G non onjugués à un élément de H (ou égaux à 1) est un sous-groupe
normal et on a G = N.H.
Le point lé de la démonstration est que N est eetivement un sous-groupe : il repose
sur la théorie des aratères ; nous le démontrerons plus tard (f. Annexe, th. A.22). Le
groupe N est alors normal (ar invariant par onjugaison). D'autre part :∣∣∣ ⋃
g∈G
gHg−1
∣∣∣ = |G| − ((G : H)− 1),
don |N | = (G : H). Enn N ∩H = {1}, d'où G = N.H. 
On démontre (nous ne le ferons pas) qu'un groupe G ne peut être un groupe de Frobenius
que  d'une seule manière  : si (G,H1) et (G,H2) sont des ouples de Frobenius, alors
H1 est onjugué de H2. En partiulier le sous-groupe normal N est unique.
On herhe maintenant à lasser les groupes de Frobenius en étudiant la struture de N
et elle de H.
6.3 Struture de N
On suppose que N et H sont distints de {1} et qu'ils interviennent dans le groupe de
Frobenius G. Choisissons x ∈ H d'ordre premier p. L'élément x dénit un automorphisme
de N d'ordre p sans point xe 6= 1. D'où : N intervient dans un groupe de Frobenius si
et seulement s'il possède un automorphisme σ d'ordre premier et sans point xe distint
de 1.
Proposition 6.4 Soit σ un automorphisme d'ordre p (non néessairement premier) d'un
groupe ni N sans point xe autre que 1. Alors :
(1) L'appliation x 7→ x−1σ(x) (de N dans N) est bijetive.
(2) Pour tout x ∈ N , on a xσ(x)σ2(x) · · · σp−1(x) = 1.
(3) Si x et σ(x) sont onjugués dans N alors x = 1.
(1) Comme N est ni, il sut de montrer que l'appliation est injetive. Supposons
x−1σ(x) = y−1σ(y) ave x, y ∈ N . Alors yx−1 = σ(yx−1) don l'élément yx−1 est xé
par σ don est égal à 1.
(3) Soit x ∈ N et supposons qu'il existe a ∈ N tel que σ(x) = axa−1. D'après (1), il existe
b ∈ N tel que a−1 = b−1σ(b). Alors σ(x) = σ−1(b)bxb−1σ(b) don σ(bxb−1) = bxb−1, e
qui implique bxb−1 = 1 puis x = 1.
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(2) Soit a = xσ(x)σ2(x) · · · σp−1(x). On a
σ(a) = σ(x)σ2(x) · · · σp−1(x)x = x−1ax,
don a = 1 d'après (3). 
Corollaire 6.5 Si l est un nombre premier, il existe un l-Sylow de N stable par σ.
Soit S un l-Sylow de N . Le groupe σ(S) est aussi un l-Sylow de N , don il existe a ∈ N
tel que aSa−1 = σ(S). On érit a−1 = b−1σ(b), d'où σ(b−1)bSb−1σ(b) = σ(S), soit
bSb−1 = σ(b)σ(S)σ(b−1) = σ(bSb−1). Don bSb−1 est un l-Sylow de N stable par σ. 
Corollaire 6.6 Si a ∈ N , l'automorphisme σa : x 7→ aσ(x)a−1 est onjugué à σ dans
Aut(G) ; en partiulier, il est d'ordre p et sans point xe.
D'après 6.4 (1), il existe b ∈ G tel que a = b−1σ(b) ; alors σa(x) = b−1σ(bxb−1)b, don
bσa(x)b
−1 = σ(bxb−1) i.e. le diagramme suivant est ommutatif :
N
σa //
conjugaison par b−1

N
conjugaison par b−1

N σ
// N
Cei donne immédiatement le résultat. 
Exemples.
(1) Si p = 2, on a xσ(x) = 1 pour tout x ∈ N , don σ(x) = x−1. Comme σ est un
automorphisme, N est abélien.
(2) Pour le as p = 3 (Burnside), posons σ(x) = x′ et σ2(x) = x′′. La prop. 6.4 (2)
appliquée à σ et σ2 donne xx′x′′ = 1 et xx′′x′ = 1, don x′ et x′′ ommutent ; pour
les autres 'est évident, don x, x′ et x′′ ommutent. De même x et ax′a−1 ommutent
pour tout a, ainsi que x et ax′′a−1. Don x′ et x′′ ommutent à tout onjugué de x. Or
x = (x′x′′)−1 don N la propriété suivante : deux éléments onjugués ommutent, don
aussi x et (x, y). Finalement
(
x, (x, y)
)
= 1 pour tous x, y ∈ N . Le groupe dérivé de N
est ontenu dans le entre de N ; ela entraîne que N est nilpotent de lasse au plus 2.
(3) Le as p = 5 a été traité par Higman : le groupe N est alors nilpotent de lasse au
plus 6 ('est la meilleure borne possible).
Thompson a généralisé es résultats par le
Théorème 6.7 (Thompson) N est nilpotent.
Pour une démonstration, f. [6, Kap. V, Haupsatz 8.14℄. En e qui onerne la lasse de
N , Higman a onjeturé que si p est l'ordre de G, la lasse de N est 6 p
2−1
4 .
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6.4 Struture de H
Nous dirons que H a la propriété F s'il existe un groupe G ontenant H et distint de H
tel que le ouple (G,H) soit un ouple de Frobenius. D'après les théorèmes de Frobenius
et de Thompson, ela revient à dire qu'il existe un groupe nilpotent N 6= {1} sur lequel
H opère sans point xe (i.e. librement sur N−{1}).
Exemple. Soit F un orps ni de aratéristique l et soit H un sous-groupe de SL2(F)
d'ordre premier à l. Si l'on prend pour N le F-espae vetoriel F2, on vérie failement
queH opère librement sur N−{0}. Don H a la propriété F . (Cei s'applique notamment
au groupe iosaédral binaire d'ordre 120, groupe qui n'est pas résoluble.)
Théorème 6.8 Soit H un groupe ni. Les propriétés suivantes sont équivalentes :
(1) H a la propriété F (i.e. H intervient dans un ouple de Frobenius).
(2) Il existe un orps K et une représentation linéaire ρ : H → GLn(K), ave n > 1,
telle que ρ soit  sans point xe (i.e. H opère librement sur Kn−{0}).
(3) Pour tout orps K dont la aratéristique ne divise pas |H|, il existe une représen-
tation linéaire ρ : H → GLn(K) sans point xe.
(4) On peut faire opérer H linéairement et librement sur une sphère Sn−1.
[Noter que (2) et (3) entraînent que ρ est dèle.℄
Avant de donner la démonstration, faisons quelques remarques sur la propriété suivante
d'un orps K, notée (2K) : il existe une représentation H → GLn(K) sans point xe
(ave n > 1).
(a) Cette propriété ne dépend que de la aratéristique p de K.
En eet, si elle est satisfaite par K et si x est un veteur non nul de Kn, les transformés
par H de x engendrent un espae vetoriel de dimension nie N sur le orps premier K0
(i.e. Fp ou Q), d'où une représentation H → GLN (K0) sans point xe. Par extension
des salaires, on en déduit une pour tout orps ontenant K0.
(b) Si (2K) est vraie, la aratéristique p de K est, soit 0, soit un nombre premier ne
divisant pas |H|.
En eet, si H opère librement sur Fnp−{0}, l'ordre de H divise pn − 1 et n'est don pas
divisible par p.
() La propriété (2K) en aratéristique 0 entraîne la propriété analogue en toute ara-
téristique p ne divisant pas |H|.
En eet, d'après (a), il existe un Q-espae vetoriel V de dimension nie > 1 où H
opère sans point xe. Soit x ∈ V non nul et soit L le Z-réseau de V engendré par les
transformés de x par H. Le groupe H opère sans point xe sur L. Il opère aussi sur le
Fp-espae vetoriel Vp = L/pL. Montrons que ette ation est sans point xe, dès lors
que p ne divise pas l'ordre de H. Si s ∈ H est d'ordre m, l'automorphisme sV de V déni
par s est tel que smV = 1, et il n'admet pas 1 pour valeur propre. On a don
1 + sV + s
2
V + · · ·+ sm−1V = 0.
A fortiori, la même équation vaut dans Vp et elle entraîne (vu que m est premier à p)
que sx 6= x pour tout x ∈ Vp non nul. D'où la propriété (2K) pour Fp.
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(d) La propriété (2K) en aratéristique p 6= 0 entraîne la propriété analogue en ara-
téristique 0.
Soit en eet ρp : H → GLn(Z/pZ) une représentation linéaire de H sans point xe.
D'après (b), p ne divise pas |H|. D'après e qu'on a vu au hapitre 4, on peut rele-
ver ρp en un homomorphisme ρp∞ : H → GLn(Zp), où Zp = lim
←−
Z/pνZ est l'anneau
des entiers p-adiques. Comme Zp ⊂ Qp, on obtient ainsi une représentation linéaire
H → GLn(Qp) de aratéristique nulle. Cette représentation est sans point xe. En ef-
fet, si x = (x1, . . . , xn) est un veteur xe non nul, on peut supposer (quitte à multiplier
x par un salaire) que les xi appartiennent à Zp et que l'un d'eux n'est pas divisible
par p. La rédution modulo p des xi donne alors un veteur non nul de F
n
p xe par H,
ontrairement à l'hypothèse.
Cei fait, la démonstration du théorème est immédiate. En eet, il résulte de (a), (b),
() et (d) que (2K) est indépendante de K. D'où l'équivalene (2) ⇔ (3) du théorème.
Prouvons maintenant :
(1) ⇒ (2) Si H opère sans point xe sur le groupe nilpotent N 6= {1}, le entre C de
N n'est pas réduit à {1}. Si p est un fateur premier de |C|, le groupe Cp des éléments
x ∈ N tels que xp = 1 est un Fp-espae vetoriel non nul où H opère sans point xe.
(3) ⇒ (1) On hoisit pour K un orps ni. On obtient ainsi une ation sans point xe
de H sur un groupe abélien élémentaire.
(4)⇒ (2) On prend K = R.
(3) ⇒ (4) On prend K = R. On obtient une représentation linéaire ρ : H → GLn(R)
sans point xe. Comme H est ni, il existe sur Rn une forme quadratique dénie positive
invariante par H (prendre la somme des transformés par H de la forme quadratique
standard
∑
x2i ) : quitte à onjuguer ρ, on peut don supposer que ρ(H) est ontenu
dans le groupe orthogonal On(R), don laisse stable la sphère Sn−1 d'équation
n∑
i=1
x2i = 1.
Cei ahève la démonstration du théorème. 
Remarques.
(1) On peut lasser les groupes H ayant la propriété F , f. [12℄.
(2) Dans (4), on ne peut pas supprimer la ondition que H opère linéairement sur Sn−1.
Exemple : SL2(Fp) pour p > 7.
Exerie. Soit H un groupe ayant la propriété F . Montrer que :
(i) Tout sous-groupe abélien de H est ylique.
(ii) Si p et q sont premiers, tout sous-groupe d'ordre pq de H est ylique.
Inversement, si H est résoluble et si (i) et (ii) sont vériées, alors H a la propriété
F (théorème de Vinent). Par ontre, on peut montrer que le groupe SL2(F17) a les
propriétés (i) et (ii), mais pas la propriété F .
Chapitre 7
Transfert
7.1 Dénition
Soient G un groupe et H un sous-groupe de G d'indie ni. Soit X = G/H l'ensemble
des lasses à gauhe selon H. Pour tout x ∈ X, on hoisit un représentant x¯ de x dans
G. Le groupe G agit sur X. Si s ∈ G et x ∈ X, l'élément sx¯ de G a pour image sx dans
X. Si sx désigne le représentant de sx, il existe don hs,x ∈ H tel que sx¯ = sx hs,x. On
pose :
Ver(s) =
∏
x∈X
hs,x (mod (H,H)),
où le produit est alulé dans le groupe Hab = H/(H,H).
Théorème 7.1 (Shur) L'appliation Ver : G → Hab dénie i-dessus est un homo-
morphisme et ne dépend pas du hoix du système de représentants {x¯}x∈X .
On ommene par montrer que l'appliation Ver est bien dénie. Soit don {x¯′}x∈X un
autre système de représentants ; alulons Ver′(s) le produit relatif aux x¯′. L'élément
x¯′ ∈ X a pour image x dans X ; il existe don hx ∈ H tel que x¯′ = x¯ hx.
On a :
s x¯′ = s x¯ hx
= sx hs,x hx
= sx hsx h
−1
sx hs,x hx
= (sx)′ h−1sx hs,x hx,
d'où
Ver′(s) =
∏
h−1sx hs,x hx (mod (H,H))
= (
∏
hsx)
−1∏hs,x∏hx (mod (H,H)),
ar Hab est abélien1. Or
∏
hsx =
∏
hx ar sx parourt X quand x parourt X, d'où :
Ver′(s) =
∏
hs,x = Ver(s) (mod (H,H)),
1
An d'éviter les lourdeurs d'ériture, il est sous-entendu que les produits sont étendus aux x ∈ X.
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et l'appliation Ver est bien dénie.
Montrons à présent qu'il s'agit d'un homomorphisme. Soient s, t ∈ G, on a :
st x¯ = s tx ht,x
= stxhs,tx ht,x,
d'où :
Ver(st) =
∏
hs,tx ht,x (mod (H,H))
=
∏
hs,tx
∏
ht,x (mod (H,H)),
ar Hab est abélien. Or
∏
hs,tx =
∏
hs,x ar tx parourt X quand x parourt X.
D'où Ver(st) =
∏
hs,x
∏
ht,x = Ver(s)Ver(t) (mod (H,H)). 
Comme Hab est abélien, l'homomorphisme Ver se fatorise en un homomorphisme de
Gab dans Hab (que nous noterons enore Ver), appelé transfert.
Remarque. Le transfert est fontoriel pour les isomorphismes : si σ est un isomorphisme
du ouple (G,H) sur le ouple (G′,H ′), le diagramme
Gab
σ //
Ver

G′ab
Ver

Hab
σ // H ′ab
est ommutatif (il sut de onstater que si {x¯} est un système de représentants de G/H
alors {σ(x¯)} en est un pour G′/H ′).
En partiulier, si l'on prend G = G′, H = H ′ et σ(x) = gxg−1, ave g ∈ NG(H),
ei montre que l'image de l'homomorphisme Ver : Gab → Hab est ontenue dans
l'ensemble des éléments de Hab xés par NG(H).
7.2 Calul du transfert
Soit H un sous-groupe d'indie ni de G et soit X = G/H. L'élément s ∈ G opère sur
X ; soit C le sous-groupe ylique de G engendré par s. Alors C déoupe X en orbites
Oα. Soient fα = |Oα| et xα ∈ Oα. On a sfαxα = xα. Si gα est un représentant de xα, on
a don :
sfαgα = gαhα, ave hα ∈ H.
Proposition 7.2 On a Ver(s) =
∏
α hα =
∏
α g
−1
α s
fαgα (mod (H,H)).
On prend pour système de représentants de X les éléments sigα, ave 0 6 i < fα. Si le
représentant de x ∈ X est de la forme sfα−1gα, l'élément hs,x orrespondant de H est
hα ; les autres hs,x sont égaux à 1. La proposition en résulte. 
Corollaire 7.3 Soit ϕ un homomorphisme de Hab dans un groupe A. On suppose que
ϕ(h) = ϕ(h′) lorsque les éléments h, h′ ∈ H sont onjugués dans G. Alors
ϕ
(
Ver(h)
)
= ϕ(h)n,
pour tout h ∈ H, où n = (G : H).
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En eet, on a ϕ
(
Ver(h)
)
=
∏
α ϕ(g
−1
α h
fαgα). Or les éléments g
−1
α h
fαgα et h
fα
sont
onjugués dans G, don on a :
ϕ
(
Ver(h)
)
=
∏
α ϕ(h
fα) =
∏
α ϕ(h)
fα .
Le résultat se déduit alors de la relation
∑
α fα =
∑
α |Oα| = |X| = n. 
Comme H ⊂ G, on a un morphisme naturel Hab → Gab.
Corollaire 7.4 L'homomorphisme omposé Gab
Ver−→ Hab −→ Gab est s 7→ sn.
C'est immédiat par la proposition, ar
g−1α s
fαgα = s
fα (mod (G,G)) et
∑
α fα = |X| = n. 
Corollaire 7.5 Si G est abélien, alors Ver : G→ H est donné par s 7→ sn.
7.3 Exemples d'utilisation du transfert
7.3.1 Premier exemple (Gauss)
On xe un nombre premier p 6= 2.
Soit G = F∗p et soit H = {±1}. Alors l'indie de H dans G est (p − 1)/2 et le transfert
est donné par Ver(x) = x(p−1)/2 pour x ∈ F∗p. Or 'est aussi le symbole de Legendre
(
x
p
)
.
Cei nous donne alors un moyen de aluler
(
x
p
)
.
On hoisit le système de représentants de X = G/H donné par S = {1, 2, . . . , (p − 1)/2}.
Soit x ∈ G et soit s ∈ S. Si xs ∈ S, alors le hs,x orrespondant vaut 1 ; sinon 'est −1.
On pose don :
ε(x, s) =
{
1 si xs ∈ S,
−1 si xs /∈ S.
On a Ver(x) =
∏
s∈S ε(x, s) (lemme de Gauss).
Calulons par exemple
(
2
p
)
pour p 6= 2. On a p = 1 + 2m et :
(
2
p
)
= (−1)m/2 si m est pair,
(
2
p
)
= (−1)(m+1)/2 si m est impair.
D'où :
p ≡ 1 (mod 8) =⇒ (2p) = +1,
p ≡ 3 (mod 8) =⇒ (2p) = −1,
p ≡ 5 (mod 8) =⇒ (2p) = −1,
p ≡ 7 (mod 8) =⇒ (2p) = +1,
e qui se résume par :
(
2
p
)
= 1⇐⇒ p ≡ ±1 (mod 8).
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7.3.2 Seond exemple
Proposition 7.6 Si G est un groupe sans torsion ontenant un sous-groupe H d'indie
ni isomorphe à Z, alors G lui-même est isomorphe à Z.
Quitte à remplaer H par l'intersetion de ses onjugués, on peut supposer H normal
dans G. Le groupe G agit sur H, d'où un homomorphisme ε : G → Aut(H) = {±1}.
Soit G′ le noyau de ε ; alors H ⊂ G′ ar H, étant abélien, agit trivialement sur lui-même
par automorphismes intérieurs (H est même ontenu dans le entre de G′ ar elui-i
agit trivialement sur H). Don le transfert Ver : G′ab → Hab = Z est égal à x 7→ xn où
n = (G′ : H). Soit Φ le noyau de Ver : G′ → Hab, alors Φ∩H = {1} ar H est isomorphe
à Z, don Φ est ni et même Φ = {1} puisque G est sans torsion. Don G′ est isomorphe
à Z. Si G est égal à G′, on a ni.
Sinon, on a (G : G′) = 2, G′ ≃ Z et G/G′ opère sur G′ par y 7→ y±1. Soit don x ∈ G−G′
tel que, pour un ertain y ∈ G′, on ait xyx−1 = y−1. Alors x2 ∈ G′ ar l'indie de G′
dans G est 2. Prenons alors y = x2, il vient xx2x−1 = x−2 d'où x2 = x−2 don x = 1
ar G est sans torsion. Don G est isomorphe à Z. 
Remarque. On a un résultat analogue (mais bien moins élémentaire) pour les groupes
libres non abéliens (Stallings-Swan
2
).
7.4 Transfert dans un sous-groupe de Sylow
A partir de maintenant, on suppose que G est ni.
Théorème 7.7 Soient H un p-Sylow d'un groupe G et ϕ : H → A un homomorphisme
à valeurs dans un p-groupe abélien A. Alors :
(1) Pour qu'il existe un prolongement de ϕ en un homomorphisme de G dans A, il faut
et il sut que, pour tous h, h′ ∈ H onjugués dans G, on ait ϕ(h) = ϕ(h′).
(2) Si ette ondition est vériée, alors le prolongement est unique et donné par :
s 7→ ϕ(Ver(s))1/n, où n = (G : H), e qui a un sens ar n est premier à p.
(1) La ondition est néessaire ar si ϕ˜ est un prolongement de ϕ à G, alors pour h ∈ H
et g ∈ G ave g−1hg ∈ H, on a
ϕ(g−1hg) = ϕ˜(g)−1ϕ(h)ϕ˜(g) = ϕ(h)
ar A est abélien.
La ondition est susante ar, n étant premier à p et A étant un p-groupe, ϕ
(
Ver(s)
)1/n
a un sens (pour tout a ∈ A, il existe b ∈ A unique tel que bn = a) et l'appliation
s 7→ ϕ(Ver(s))1/n onvient d'après le or. 7.3.
(2) Ce prolongement est unique ar ϕ est néessairement égal à 1 sur les p′-Sylow de G
lorsque p′ 6= p. 
2
Référenes : J.R. Stallings, On torsion-free groups with innitely many ends, Ann. Math. 88 (),
312 − 334. R. Swan, Groups of ohomologial dimension one, J. Algebra 12 (), 585 − 610.
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Théorème 7.8 Soient H un p-Sylow abélien de G et N son normalisateur dans G.
Alors l'image de l'homomorphisme Ver : Gab → Hab = H est l'ensemble des éléments de
H xés par N (i.e. les éléments de H qui sont dans le entre de N).
Par la remarque faite à la n du  7.1, on a déjà l'inlusion de l'image de Ver dans
HN = {h ∈ H| xhx−1 = h,∀x ∈ N}.
Montrons l'égalité. On a N ⊃ H et (N : H) est premier à p ar H est un p-Sylow. On
dénit l'homomorphisme ϕ : H → HN par ϕ(h) = (∏x∈N/H xhx−1)1/(N :H).
On a bien
∏
x∈N/H xhx
−1 ∈ HN ar si x′ ∈ N , on a :
x′
(∏
x∈N/H xhx
−1
)
x′−1 =
∏
x∈N/H x
′xhx−1x′−1 =
∏
x∈N/H xhx
−1.
De plus, omme H est abélien, si h, h′ ∈ H sont onjugués dans G, ils le sont dans N
(f.  2.4) et on a alors ϕ(h) = ϕ(h′). D'après le or. 7.3, on a
ϕ
(
Ver(h)
)
= ϕ(h)n,
pour h ∈ H, où n est l'indie de H dans G. Or, pour h ∈ HN , on a ϕ(h) = h et omme
Ver(h) ∈ HN , on a, pour h ∈ HN :
Ver(h) = ϕ
(
Ver(h)
)
= ϕ(h)n,
i.e. Ver(h) = hn si h ∈ HN .
Comme HN est un p-groupe et que n est premier à p, on obtient tous les éléments de
HN par les puissanes n-ièmes d'éléments de HN . Don Im (Ver) = HN . 
Théorème 7.9 Soit H un p-Sylow de G. Supposons que H soit abélien diérent de {1}
et que G n'ait pas de quotient ylique d'ordre p. Soit N le normalisateur de H dans G.
Alors :
(1) L'ensemble HN des éléments de H xés par N est réduit à {1}.
(2) Si r est le rang de H (nombre minimum de générateurs), il existe un nombre
premier l, distint de p, qui divise à la fois (N : H) et
∏r
i=1(p
i − 1).
(1) Si HN 6= {1}, on a alors un homomorphisme non trivial Ver : G → HN , où HN est
un p-groupe, d'où l'on tire un quotient ylique d'ordre p de G.
Pour (2), soit Hp le sous-groupe de H formé des éléments x tels que x
p = 1 ; 'est un
Fp-espae vetoriel de dimension r
(
puisque H =
∏r
i=1(Z/p
niZ)
)
. L'ation de N sur Hp
est non triviale par (1) ; elle dénit un sous-groupe Φ de Aut(Hp) ≃ GLr(Z/pZ). Si l est
un fateur premier de l'ordre de Φ alors l divise l'ordre de N/H ar Φ est un quotient
de N/H (en eet, Φ est déni par l'ation de N sur H, qui est en fait une ation de
N/H ar H étant abélien, il agit trivialement sur lui-même). On a l 6= p, ar p ne divise
pas l'ordre de N/H ; omme Φ est un sous-groupe de GLr(Z/pZ), l divise l'ordre de
GLr(Z/pZ), qui est p
r(r−1)/2
∏r
i=1(p
i − 1). D'où (2). 
Corollaire 7.10 Si p = 2, le sous-groupe H n'est pas ylique.
7.5. Appliation : groupes simples d'ordre impair inférieur à 2000 57
En eet, on a alors r > 2 par le th. 7.9, mais on peut en donner une démonstration
direte : si H est un 2-Sylow ylique, soit h un générateur de H. Le groupe agit sur
lui-même par translations. L'élément h déoupe alors G en |G/H| orbites. On envoie G
dans {±1} en assoiant à x ∈ G la signature de la permutation que x eetue sur G par
l'ation de translations. Or h est formé d'un nombre impair (i.e. préisément |G/H|) de
yles de la forme (x, hx, . . . , h2
n−1x), où |H| = 2n. Chaun de es yles est de signature
(−1), don la signature de h est (−1). On vient d'exhiber un homomorphisme non trivial
de G dans {±1}, d'où ontradition. 
Remarque. Le th. 7.9 montre que NG(H) 6= H quand elui-i est un p-Sylow abélien d'un
groupe sans quotient ylique d'ordre p (sinon HN = H 6= {1}).
7.5 Appliation : groupes simples d'ordre impair inférieur
à 2000
En fait, on va montrer qu'il n'existe pas de groupe G d'ordre impair, ave 1 < |G| < 2000,
tel que G = (G,G).
D'après le théorème de Burnside (f. Annexe, th. A.21), il y a au moins trois fateurs
premiers dans |G| ; si pα est le plus petit de es fateurs, on a p3α < 2000, e qui donne
5 as possibles : pα = 3, 5, 7, 9 ou 11.
Cas pα = 3 : le groupe G a un 3-Sylow d'ordre 3, don ylique, don abélien. Soit N
son normalisateur. D'après le th. 7.9, il existe l premier distint de 3 qui divise à la fois
|N | et (p− 1) = 2. Or |N | est impair, 'est impossible.
Cas pα = 5 : il s'exlut par un raisonnement analogue.
Cas pα = 9 : on remarque de même que le 3-Sylow est d'ordre 32, don abélien. Et le
même raisonnement (dans les deux as possibles : r = 1 ou r = 2) exlut e as.
Cas pα = 7 : par le même théorème, on doit avoir l premier divisant |N | (impair) et
p− 1 = 6. Don 3 divise |G|. Comme les as préédents exluent pα = 3 ou 9, on a : 33
divise |G|. Par le théorème de Burnside, on a q premier, distint de 3 et de 7, divisant
l'ordre de G. Don |G| > 33.7.qβ et qβ > 11 (ar si q = 5, un as déjà vu montre que
β > 2). Or 'est impossible, ar 33.7.11 > 2000.
Cas pα = 11 : le th. 7.9, appliqué au 11-Sylow, montre qu'il existe l divisant |N | et
p − 1 = 10. D'après un as préédent, on a alors |G| > 11.52.qβ et qβ > 13, e qui est
impossible. 
7.6 Appliation : groupes simples non abéliens d'ordre in-
férieur à 200
Dans e , on suppose |G| 6 200.
Proposition 7.11
(1) On suppose G = (G,G) et G 6= {1}. Alors l'ordre de G est 60, 120, 168 ou 180.
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(2) Si G est simple non abélien, alors l'ordre de G est 60 ou 168 et G est isomorphe à
A5 ou PSL2(F7).
(1) D'après le  préédent, l'ordre de G est pair et il est même divisible par 4 d'après le
or. 7.10 qui arme la non-existene de 2-Sylow yliques.
Cas où le 2-Sylow H est d'ordre 4. C'est alors Z/2Z×Z/2Z. Soit N = NG(H) ; N agit non
trivialement sur H (puisque HN = {1}, f. th. 7.9), d'où un homomorphisme non trivial
N → Aut(Z/2Z × Z/2Z) (qui est d'ordre 6). Si N s'envoie sur un sous-groupe d'ordre
2 de AutH, alors HN ≃ Z/2Z (il sut pour le voir d'examiner les automorphismes de
Z/2Z×Z/2Z). Don 3 divise l'ordre de N , don aussi l'ordre de G. D'où inq possibilités :
• |G| = 4.3.13 : soit H un 13-Sylow et soit N son normalisateur. Alors (G : N) est le
nombre des 13-Sylow de G don (G : N) ≡ 1 (mod 13) ; omme (G : N) divise 4.3 ela
implique (G : N) = 1 et don H est normal : 'est impossible.
• |G| = 4.3.11 : soit N le normalisateur d'un 11-Sylow H ; alors (G : N) divise 4.3 et
(G : N) ≡ 1 (mod 11), don ou (G : N) = 1 et 'est impossible, ou (G : N) = 12 et
alors N = H puis HN = H (puisque H est abélien) et 'est impossible (f.  7.4).
• |G| = 4.3.7 : soit N le normalisateur d'un 7-Sylow H. Alors (G : N) divise 12 et
(G : N) ≡ 1 (mod 7) ; don (G : N) = 1 : 'est impossible.
• Restent les as |G| = 4.3.5 = 60 ou |G| = 4.32.5 = 180 (les autres as sont éliminés ar
sinon |G| > 200).
Cas où le 2-Sylow H est d'ordre 8. On a deux as possibles : |G| = 8.3.5 ou |G| = 8.3.7,
les autres as donnent un ordre de G trop grand. De même, le as |H| > 8 est éliminé
pour des raisons d'ordre. Cei donne l'assertion (1).
(2) Etudions les as |G| = 4.32.5 et |G| = 8.3.5 : soit H un 5-Sylow et soit N son nor-
malisateur ; alors (G : N) ≡ 1 (mod 5) et (G : N) divise 4.32 dans un as, 8.3 dans
l'autre. Dans les deux as, la seule possibilité est (G : N) = 6. Soit X l'ensemble des
5-Sylow de G. Le groupe G s'envoie dans le groupe des permutations de X, 'est-à-dire
S6. Comme G est simple, il s'envoie dans A6. Or A6 est d'ordre 360 et G d'ordre 180
ou 120. Le groupe A6 ne peut avoir de sous-groupe d'indie m ave 1 < m < 6 (ii e
serait 3 ou 2) sinon A6 se plongerait dans Sm, e qui est impossible puisque |A6| > |Sm|.
Les seuls ordres possibles de groupes simples non abéliens inférieurs à 200 sont don
4.3.5 = 60 et 8.3.7 = 168.
Struture des groupes simples d'ordre 60 et 168.
Ordre 60 : soit H un 2-Sylow de G ; alors H ne peut pas être ylique (or. 7.10) et
don (th. 7.9) 3 divise |N | (N normalisateur de H). Don 12 divise |N | et N 6= G don
|N | = 12. Ainsi G/N est d'ordre 5 et on a un homomorphisme non trivial de G dans
S5. Comme G est simple, ela donne un plongement de G dans A5 et pour des raisons
d'ordre, on a G = A5.
Ordre 168 : soit H un 7-Sylow de G et soit N son normalisateur. Alors (G : N) divise 8.3
et (G : N) ≡ 1 (mod 7). Comme N 6= G, on a (G : N) = 8. Don |N | = 21. Considérons
la suite exate {1} → H → N → N/H → {1}. Comme l'ordre de H est premier à elui
de N/H, le groupe N est produit semi-diret de N/H et de H (f. th. 4.10). Le groupe
N a don deux générateurs : α (générateur de H) ave α7 = 1 et β (générateur de N/H)
ave β3 = 1. L'automorphisme x 7→ βxβ−1 de H est d'ordre 3 ; 'est don, soit x 7→ x2,
soit x 7→ x−2. Quitte à remplaer β par β−1, on peut supposer que 'est x 7→ x2. On a
alors βαβ−1 = α2.
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Soit X l'ensemble des 7-Sylow de G. Alors H opère sur X et xe lui-même omme
élément de X ; appelons et élément ∞. On a X = {∞} ∪X0 ave |X0| = 7. Le groupe
H opère librement sur X0 (ar H est ylique d'ordre 7). L'élément β opère sur X et
xe ∞ ar β ∈ N . Comme β3 = 1, il existe x0 ∈ X0 tel que βx0 = x0. Alors
X = {x0, αx0, . . . , α6x0,∞}.
On identie X à P1(F7) en indexant α
ix0 par i.
L'élément α opère sur P1(F7) par : α(i) = i + 1 si i < 6, α(6) = 0 et α(∞) = ∞.
L'élément β opère par : β(∞) =∞ , β(0) = 0 ; de plus βα = α2β d'où β(i+1) = β(i)+2
et β(i) = 2i pour tout i. Ainsi α agit sur P1(F7) omme une translation et β omme
une homothétie. Soit C le sous-groupe ylique de N engendré par β et soit M son
normalisateur dans G. Comme C est un 3-Sylow ylique de G, 2 divise |M | (f. th.
7.9). Le groupe M agit de façon non triviale sur C (f.  7.4) et don il existe γ tel que
γCγ−1 = C et γβγ−1 = β−1. Comme γ /∈ C et γ 6= αn (ar α /∈ M), γ peut être hoisi
d'ordre 2n.
L'élément γ transforme une orbite de C en une orbite de C don γ({0,∞}) = {0,∞}.
Or γ opère sans point xe sur X, ar sinon il serait onjugué à un élément de N , e
qui est impossible puisque |N | est impair. Don γ(0) = ∞ et γ(∞) = 0. Comme γ2
xe ∞, on a γ2 ∈ N . Comme γ est d'ordre pair, on a γ2 = 1. Don γ permute les
deux orbites {1, 2, 4} et {3, 6, 5}. Posons γ(1) = λ. Alors λ est égal à 3, 6 ou 5. Comme
γβ = β−1γ, on a γ(2i) ≡ γ(i)/2 (mod 7). D'où γ(i) = λ/i et γ est une homographie.
D'où γ ∈ PGL2(F7). Comme −λ est un arré, on a
γ(i) =
−µ
µ−1i
ave µ2 = −λ. Le déterminant de la matrie(
0 −µ
µ−1 0
)
étant égal à 1, on a γ ∈ PSL2(F7).
Or α, β et γ engendrent G. En eet, soit G′ le sous-groupe de G engendré par es
éléments. Alors G′ ontient N et γ (d'ordre pair). Si G′ 6= G, alors G′ est d'indie
2 ou 4 et G s'envoie dans A4 ou A2, e qui est impossible. Don G = G′. On a un
homomorphisme injetif G → PSL2(F7). Comme es deux groupes ont le même ordre,
'est un isomorphisme. 
Annexe A
Théorie des aratères
A.1 Représentations et aratères
Soient G un groupe, K un orps et V un espae vetoriel de dimension nie n sur le
orps K. A partir du th. A.2, on suppose que K = C et que G est ni.
Dénition A.1 On appelle représentation linéaire de G dans V la donnée d'un homo-
morphisme ρ de G dans GL(V ). La dimension de V est appelée le degré de la représen-
tation.
Remarques.
(1) On dénit ainsi une opération de G sur V par s.x = ρ(s)(x) pour x ∈ V et s ∈ G.
(2) Si ρ est donné, V est appelé espae de représentation de G ou simplement représen-
tation de G ; on érit souvent ρ
V
au lieu de ρ.
Si V1 et V2 sont des représentations de G assoiées aux homomorphismes ρ1 et ρ2, on
peut dénir :
• La somme direte V1⊕V2 de V1 et V2 : 'est la représentation ρ : G→ GL(V1⊕V2) telle
que ρ(s) = ρ1(s)⊕ρ2(s). Si on hoisit une base de V = V1⊕V2 assoiée à la déomposition
en somme direte, la matrie assoiée dans ette base à ρ(s) est la matrie :(
A1(s) 0
0 A2(s)
)
où Ai(s) est la matrie assoiée à ρi(s) dans la base de Vi orrespondante.
• Le produit tensoriel V1 ⊗ V2 : ρ(s)(x ⊗ y) = ρ1(s)(x) ⊗ ρ2(s)(y) pour tout x ∈ V1 et
tout y ∈ V2.
• Le dual V ∗1 de V1 : ρ(s).l(x) = l
(
ρ1(s
−1).x
)
pour tout l ∈ V ∗1 et tout x ∈ V1.
• Hom(V1, V2) que l'on peut identier à V ∗1 ⊗ V2 : ρ(s).h(x) = ρ2(s)h
(
ρ1(s)
−1.x
)
pour
tout x ∈ V1.
et...
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Caratère d'une représentation
Soit V un espae vetoriel muni d'une base (ei)16i6n et ρ une appliation linéaire de V
dans lui-même de matrie a = (aij). On note Tr(ρ) =
∑
i aii la trae de la matrie a
(elle est indépendante de la base hoisie).
Si, maintenant V est une représentation d'un groupe ni G, on dénit une fontion χ
V
sur G à valeurs dans K par
χ
V
(s) = Tr
(
ρ
V
(s)
)
où ρ
V
est l'homomorphisme assoié à la représentation V . La fontion χ
V
est appelée le
aratère de la représentation V .
Remarque. On a χ
V
(1) = dimV .
Propriétés A.1
• χ
V
est une fontion entrale
(
i.e. χ
V
(sts−1) = χ
V
(t) si s, t ∈ G),
• χ
V1⊕V2
= χ
V1
+ χ
V2
,
• χ
V1⊗V2
= χ
V1
χ
V2
,
• χ
V ∗
(s) = χ
V
(s−1) pour tout s ∈ G,
• χ
Hom(V1,V2)
(s) = χ
V1
(s−1)χ
V2
(s) pour tout s ∈ G.
On suppose désormais que K = C et que le groupe G est ni. Soit V une représentation
de G. On pose :
V G = {x ∈ V | s.x = x, ∀ s ∈ G}
et pi(x) =
1
|G|
∑
s∈G
s.x pour x ∈ V .
On a pi(x) ∈ V G et pi(x) = x si x ∈ V G. Cela montre que pi est un projeteur de V sur
V G. L'appliation pi ommute aux éléments de G : pi(s.x) = s.pi(x) pour tout s ∈ G ; on
a don
V = V G ⊕ kerpi.
Dans une base assoiée à ette déomposition, la matrie de pi s'érit :

1 0 · · · · · · · · · 0
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 1
.
.
.
.
.
.
.
.
.
.
.
. 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
0 · · · · · · · · · 0 0


d'où :
Théorème A.2 dimV G = Tr(pi) =
1
|G|
∑
s∈G
χ
V
(s).
Corollaire A.3 Soit 0→ V ′ → V f→ V ′′ → 0 une suite exate de représentations de G.
Alors tout élément de V ′′G est image d'un élément de V G.
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Soit x′′ ∈ V ′′G. La suite étant exate, f est surjetive et il existe x ∈ V tel que f(x) = x′′.
Alors pi(x) ∈ V G et f(pi(x)) = pi(f(x)) = f(x) = x′′. 
Corollaire A.4 Si V ′ est un sous-espae vetoriel de V , stable sous l'ation de G, il
existe un supplémentaire de V ′ dans V stable aussi sous l'ation de G.
Considérons la suite exate :
0 // Hom(V ′′, V ′) // Hom(V ′′, V ) // Hom(V ′′, V ′′) // 0
où V ′′ = V/V ′. Soit x = IdV ′′ ∈ Hom(V ′′, V ′′) ; x est invariant sous l'ation de G don,
d'après le or. A.3, il existe ϕ : V ′′ → V invariant sous l'ation de G et s'envoyant sur
x. Don ϕ ommute ave G :
(s−1.ϕ)(v) = ϕ(v) = s−1.ϕ(sv)
si v ∈ V ′′ et s ∈ G. Don s.ϕ(v) = ϕ(s.v).
L'homomorphisme ϕ est une setion (ar p◦ϕ = x où x = IdV ′′ et p : V → V ′′ projetion)
don V = V ′ ⊕ Imϕ et Imϕ est stable sous l'ation de G. 
Dénition A.2 Soit ρ : G → GL(V ) une représentation linéaire de G. On dit qu'elle
est irrédutible si V 6= 0 et si auun sous-espae vetoriel de V n'est stable par G, à part
0 et V .
On a alors le
Théorème A.5 Toute représentation est somme direte de représentations irrédutibles.
On raisonne par réurrene sur la dimension de la représentation V .
C'est évident si dimV 6 1. Sinon, ou bien V est irrédutible, ou bien il existe un
sous-espae vetoriel propre 6= 0 de V stable sous l'ation de G don, d'après le or.
A.4, il existe une déomposition en somme direte V = V ′⊕ V ′′ ave dimV ′ < dimV et
dimV ′′ < dimV et où V et V ′ sont stables par G. On applique l'hypothèse de réurrene
à V ′ et V ′′ : ils sont sommes diretes de représentations irrédutibles don aussi V . 
Remarque. Il n'y a pas uniité de la déomposition : si par exemple G opère trivialement
sur V , déomposer V en somme direte de représentations irrédutibles revient simple-
ment à érire V omme somme direte de droites, e qui peut se faire de bien des façons
(si dimV > 2).
A.2 Relations d'orthogonalité
Théorème A.6 (lemme de Shur) Soient ρ1 : G → GL(V1) et ρ2 : G → GL(V2)
deux représentations irrédutibles de G et soit f un homomorphisme de V1 dans V2 tel
que ρ2(s) ◦ f = f ◦ ρ1(s) pour tout s ∈ G. Alors :
(1) Si V1 et V2 ne sont pas isomorphes, on a f = 0.
(2) Si V1 = V2 et ρ1 = ρ2, alors f est une homothétie.
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(1) Si x ∈ ker f , on a f(ρ1(s)).x = (ρ2(s) ◦ f).x = 0 pour tout s ∈ G. Don ker f est
stable par G. Comme V1 est irrédutible, ker f = 0 ou ker f = V1. Dans le premier as f
est injetive, dans le seond elle est nulle. De même Im f est stable sous G, don Im f = 0
ou V2. Don si f 6= 0, on a ker f = 0 et Im f = V2 : f est un isomorphisme de V1 sur V2,
d'où (1).
(2) Soient maintenant V1 = V2 et ρ = ρ1 = ρ2. Soit λ ∈ C une valeur propre de f . Posons
f ′ = f − λ ; f ′ n'est pas injetive. D'autre part ρ(s) ◦ f ′ = ρ(s) ◦ (f − λ) = f ′ ◦ ρ(s).
Don, d'après la première partie de la démonstration, f ′ = 0 : f est une homothétie. 
Orthogonalité des aratères
Soient f et g des fontions sur G. On pose :
〈f, g〉 = 1|G|
∑
s∈G
f(s)g(s−1).
C'est un produit salaire.
Remarque. Si g est un aratère, on a g(s−1) = g(s), de sorte que 〈f, g〉 se rérit omme
un produit hermitien :
〈f, g〉 = 1|G|
∑
s∈G
f(s)g(s).
Théorème A.7 (orthogonalité des aratères) Soient V et V ′ deux représentations
irrédutibles de aratères χ et χ′. Alors :
〈χ, χ′〉 =
{
1 si V = V ′ et χ = χ′,
0 si V et V ′ ne sont pas isomorphes.
• Considérons W = Hom(V, V ) ; 'est une représentation de G. Soit ϕ ∈W ; alors ϕ est
xé par G si et seulement si ϕ ◦ s = s ◦ ϕ pour tout s ∈ G. Soit WG l'ensemble des
G-endomorphismes de V (endomorphismes xés par G). D'après le lemme de Shur, on
a dimWG = 1, don
1 =
1
|G|
∑
s∈G
χ
W
(s),
d'après le th. A.2. Or χ
W
(s) = χ(s)χ(s−1) don 〈χ, χ〉 = 1.
• Si V et V ′ ne sont pas isomorphes et si l'on pose W = Hom(V, V ′) et WG l'ensemble
des G-homomorphismes de V dans V ′, le lemme de Shur implique que dimWG = 0,
d'où 〈χ, χ′〉 = 0. 
Corollaire A.8 Les aratères des diérentes représentations irrédutibles de G sont
C-linéairement indépendants (on les appelle les aratères irrédutibles de G).
Cei va nous permettre de montrer que les aratères  aratérisent  les représentations
de G.
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Théorème A.9 Soit V une représentation de G, de aratère χ
V
, et soit V =
⊕p
i=1 Vi
une déomposition de V en somme direte de représentations irrédutibles Vi (de a-
ratères assoiés χ
Vi
). Alors si W est irrédutible de aratère χ
W
, le nombre des Vi
isomorphes à W est égal à 〈χ
V
, χ
W
〉.
On a :
χ
V
=
p∑
i=1
χ
Vi
,
〈χ
V
, χ
W
〉 =
p∑
i=1
〈χ
Vi
, χ
W
〉.
Or d'après le théorème préédent, 〈χ
Vi
, χ
W
〉 vaut 1 ou 0 selon que Vi est ou n'est pas
isomorphe à W . D'où le théorème. 
Corollaire A.10
• Le nombre des Vi isomorphes à W ne dépend pas de la déomposition hoisie (en e
sens, il y a uniité de la déomposition).
• Deux représentations de même aratère sont isomorphes.
• Si (Wi)16i6n sont les représentations irrédutibles de G, toute représentation V de G
est isomorphe à une somme
⊕
niWi (ave la onvention : niWi =Wi⊕· · ·⊕Wi, ni fois)
où ni = 〈χV , χWi 〉.
A.3 Caratères et fontions entrales
On va maintenant herher le nombre h de représentations irrédutibles (à isomorphismes
près), 'est-à-dire le nombre des aratères irrédutibles.
Soit C le C-espae vetoriel des fontions entrales sur G ('est-à-dire l'ensemble des
fontions onstantes sur haque lasse de onjugaison de G). La dimension de C est égale
au nombre de lasses de onjugaison de G.
Théorème A.11 Les aratères irrédutibles (χ1 , . . . , χh) de G forment une base de C
(en partiulier, h est le nombre de lasses de onjugaison de G).
Pour démontrer e théorème, on va utiliser le :
Lemme A.12 Soit V une représentation irrédutible de aratère χ et soit n la dimen-
sion de V (i.e. n = χ(1)). Soit f ∈ C et soit pif l'endomorphisme de V déni par :
pif =
∑
s∈G
f(s−1)ρ
V
(s).
Alors pif est une homothétie de rapport λ =
1
n
∑
s∈G
f(s−1)χ(s) =
|G|
n
〈f, χ〉.
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Si t ∈ G, on a pif .t =
∑
s∈G f(s
−1)ρ
V
(st) =
∑
s∈G f(u
−1)ρ
V
(tu) (ave u = t−1st),
puisque f est entrale. Don pif .t = t.pif . D'après le th. A.6, pif est une homothétie et
Tr(pif ) = nλ =
∑
s∈G
f(s−1)χ(s),
d'où λ =
|G|
n
〈f, χ〉. 
On en déduit la démonstration du th. A.11 : si les (χi) ne forment pas une base de C, il
existe f ∈ C non nulle et orthogonale aux χi. Don par le lemme i-dessus pif est nulle
pour toute représentation irrédutible, don (par déomposition en somme direte) pour
toute représentation. On va aluler pif pour une représentation partiulière : soit V un
espae de dimension |G|, muni d'une base (es)s∈G. Soit ρ l'opération de G sur V dénie
par :
ρ(s).et = est.
La représentation ainsi dénie est dite représentation régulière de G (son aratère se note
rG et on a rG(s) = 0 si s 6= 1 et rG(1) = |G|). Calulons pif pour ette représentation.
On a pif =
∑
s∈G f(s
−1)ρ(s) don pif (e1) =
∑
s∈G f(s
−1)es (ar e1.s = es). Si pif est
nulle, alors f(s−1) = 0 pour tout s ∈ G don f est nulle (les (es)s∈G forment une base)
e qui ontredit l'hypothèse. 
Remarque. Chaque représentation irrédutible W est ontenue n fois dans la représenta-
tion régulière (ave n = dimW ). En eet, si χ est le aratère de W , on a :
〈rG, χ〉 = 1|G|
∑
s∈G
rG(s
−1)χ(s) = χ(1) = dimW.
Don rG =
∑h
i=1 χi(1)χi ave χi irrédutible. En partiulier,
rG(1) = |G| =
h∑
i=1
χi(1)χi(1)
d'où
|G| =
h∑
i=1
n2i
ave ni = χi(1).
A.4 Exemples de aratères
On va déterminer les aratères irrédutibles des groupes An ou Sn pour n 6 4.
(1) Dans le as trivial S1 = A1 = A2 = {1} , il y a un seul aratère irrédutible : χ = 1.
(2) Dans le as où le groupe est S2 = {1, s} (ave s2 = 1), tout aratère irrédutible est
de degré 1 (par exemple ar |S2| = 2 =
∑
n2i où ni est le degré de χi irrédutible). On
a deux aratères irrédutibles :
1 s
χ1 1 1
χ2 1 −1
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(3) Le groupe A3 = {1, t, t2| t3 = 1} est ylique d'ordre 3. On a |A3| = 3 =
∑
n2i d'où
trois représentations irrédutibles de degré 1. Elles sont données par leurs aratères :
1 t t2
χ1 1 1 1
χ2 1 ρ ρ
2
χ3 1 ρ
2 ρ
où ρ est une raine ubique de l'unité 6= 1.
(4) Le groupe symétrique S3 est le groupe diédral D3. On a trois lasses de onjugaison
1, s, t ave s2 = 1, t3 = 1 et sts−1 = t−1. Deux aratères irrédutibles de degré 1 sont
donnés par 1 et la signature. D'autre part χ1+χ2+n3χ3 = rS3 et
∑
n2i = |S3| = 6 = 2+n23
don n3 = 2 et χ3 est de degré 2.
Ensuite,
(χ1 + χ2 + 2χ3)(s) = rS3(s) = 0,
don χ3(s) = 0, et de même
(χ1 + χ2 + 2χ3)(t) = rS3(t) = 0,
don χ3(t) = −1. On a don :
1 s t
χ1 1 1 1
χ2 1 −1 1
χ3 2 0 −1
On peut trouver χ3 diretement en réalisant S3 omme groupe de symétries d'un tri-
angle équilatéral. Alors s s'interprète omme symétrie par rapport à une droite, de ma-
trie
(
1 0
0 −1
)
don de trae nulle, et t omme rotation d'angle 2pi3 dont la trae est
2 cos(2pi3 ) = −1.
(5) Le groupe A4 est d'ordre 12. On a quatre lasses de onjugaison de représentants
1, s, t, t′ où s est d'ordre 2 (s = (a, b)(c, d)), t d'ordre 3 (t = (a, b, c)) et t′ = t2. On a déjà
les trois représentations du quotient d'ordre 3 de A4. Puis χ1 + χ2 +χ3 +n4χ4 = rA4 et∑
n2i = |A4| = 12. D'où la table de aratères :
1 s t t′
χ1 1 1 1 1
χ2 1 1 ρ ρ
2
χ3 1 1 ρ
2 ρ
χ4 3 −1 0 0
On peut trouver χ4 diretement en regardant A4 omme un groupe de symétries d'un té-
traèdre regulier. Alors s s'interprète omme la symétrie par rapport à une droite joignant
les milieux de deux tés opposés : sa matrie est
 1 0 00 −1 0
0 0 −1


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dans une base onvenable, don sa trae est −1. D'autre part, t s'interprète omme per-
mutation irulaire don sa trae est nulle.
Un autre argument permet de retrouver e résultat : si W est une représentation ir-
rédutible de dimension 1 et si V est irrédutible, alors V ⊗ W est irrédutible. En
partiulier, χ4χ2 est irrédutible et don égal à χ4 (pour des raisons de degré). D'où
χ4(t) = χ4(t
′) = 0.
Exerie. On peut donner de même la table des aratères du groupe S4. Il y a inq lasses
de onjugaison 1, σ, s, t, τ ave σ = (a, b), s = (a, b)(c, d), t = (a, b, c) et τ = (a, b, c, d).
On trouve :
1 σ s t τ
χ1 1 1 1 1 1
χ2 1 −1 1 1 −1
χ3 2 0 2 −1 0
χ4 3 1 −1 0 −1
χ5 3 −1 −1 0 1
A.5 Propriétés d'intégralité
Soit G un groupe ni, soit ρ une représentation de G et soit χ son aratère.
Proposition A.13 Les valeurs de χ sont des entiers algébriques.
[On rappelle qu'un nombre omplexe x est un entier algébrique s'il existe un entier n > 0
et des éléments a0, . . . , an−1 ∈ Z tels que :
xn + an−1x
n−1 + · · ·+ a0 = 0.
L'ensemble des entiers algébriques forme un sous-anneau de C.℄
Démonstration. Le groupe G étant ni, il existe un entier p > 0 tel que sp = 1 pour tout
s ∈ G. Don ρ(sp) = ρ(s)p = 1 pour tout s. Si λ est une valeur propre de ρ(s), alors λp
est une valeur propre de ρ(s)p, don λp = 1. Toute valeur propre de ρ(s) est un entier
algébrique, or χ(s) est la trae de ρ(s) don la somme des valeurs propres de ρ(s) : 'est
aussi un entier algébrique. 
Remarque. Pour tout s ∈ G, ρ(s) est diagonisable. En eet, ρ est une appliation de G
dans GLn(C) et la matrie de ρ(s), pour tout s ∈ G, est semblable à une matrie de
Jordan Js, déomposable en blos de la forme :

λ 1 · · · ×
.
.
.
.
.
.
.
.
.
.
.
. 1
λ

 .
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Alors ρ(s)p est semblable à une matrie déomposable en blos

λp p · · · ×
.
.
.
.
.
.
.
.
.
.
.
. p
λp

 .
Or ρ(s)p = 1, ei n'est possible que si Js est en fait diagonale, d'où le résultat.
[Variante : appliquer le th. A.5 au groupe ylique engendré par s.℄
On va montrer omment la onnaissane des aratères d'un groupe donne des rensei-
gnements sur e groupe. Tout d'abord :
Proposition A.14 Soit G un groupe distint de {1}. Alors G est simple si et seulement
si, pour tout s ∈ G−{1} et tout aratère χ irrédutible et distint de 1, on a :
χ(s) 6= χ(1).
Soient (λi)16i6n les valeurs propres de ρ(s). On sait que les λi sont des raines de l'unité,
don que |λi| = 1. Comme χ(s) = λ1 + · · ·+ λn et χ(1) = n, on a χ(s) = χ(1) = n si et
seulement si λi = 1 pour tout i
1
. Don χ(s) = n si et seulement si s ∈ ker ρ.
Supposons maintenant que G soit simple. Alors ker ρ est un sous-groupe normal de G,
'est don {1} ou G. Don si χ(s) = χ(1) pour un s ∈ G−{1} alors ρ = Id et don χ = 1.
Réiproquement, si G n'est pas simple, soit N un sous-groupe normal non trivial de G.
Soit χ′ un aratère non trivial de G/N assoié à la représentation ρ′. Alors
G // G/N
ρ′
// GLn(C)
dénit une représentation ρ de G de aratère χ 6= 1 et telle qu'il existe s ∈ G−{1} ave
χ(s) = χ(1). 
On va maintenant généraliser la prop. A.13 :
Théorème A.15 Soit ρ une représentation irrédutible d'un groupe G, de aratère as-
soié χ. Soit f une fontion entrale sur G, dont les valeurs sont des entiers algébriques.
Posons n = χ(1). Alors n−1
∑
s∈G f(s)χ(s) est un entier algébrique.
Il sut de démontrer le théorème pour les fontions valant 1 sur une lasse de onjugaison
et 0 ailleurs. Soit s ∈ G ; notons Cl(s) la lasse de onjugaison de s et c(s) le ardinal
de Cl(s). Soit fs la fontion dénie sur G, valant 1 sur Cl(s) et 0 ailleurs. On a :
1
n
∑
t∈G
fs(t)χ(t) =
1
n
∑
t∈Cl(s)
χ(t) =
c(s)χ(s)
n
ar χ est entrale. Il sut don de démontrer le :
1
On utilise le résultat élémentaire suivant : si α1, . . . , αn ∈ C sont de module 1, et si |α1+· · ·+αn| = n,
alors α1 = · · · = αn.
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Théorème A.16 Ave les hypothèses du th. A.15 et les notations i-dessus,
c(s)χ(s)
n est
un entier algébrique pour tout s ∈ G.
Soit X l'ensemble des fontions entrales sur G à valeurs dans Z. C'est un Z-module
libre, engendré par les fs. Il y a sur X une struture d'anneau naturelle, la onvolution,
dénie par f, g 7→ f ∗ g ave
f ∗ g (s) =
∑
uv=s
f(u)g(v).
On vérie que l'anneau X est assoiatif et ommutatif, et a pour élément unité la  fon-
tion de Dira  f1.
Si f ∈ X, on lui assoie l'endomorphisme ρ(f) = ∑ f(s)ρ(s). D'après le lemme A.12,
ρ(f) est une homothétie, i.e. appartient à C. On obtient ainsi une appliation ρ˜ : X → C,
qui est un homorphisme d'anneaux (en vertu de la formule ρ(f∗f ′) = ρ(f).ρ(f ′)). L'image
ρ˜(X) de X est don un sous-anneau de C qui est un Z-module de type ni. On déduit de
là, par un argument standard, que les éléments de et anneau sont des entiers algébriques.
Comme
c(s)χ(s)
n est égal à ρ˜(fs), le théorème en résulte. 
Corollaire A.17 Le degré de la représentation ρ divise l'ordre du groupe.
En eet, soit n = χ(1) et soit f dénie sur G par f(s) = χ(s−1). Alors f vérie
les hypothèses du th. A.15, don n−1
∑
s∈G χ(s
−1)χ(s) est un entier algébrique. Or
n−1
∑
s∈G χ(s
−1)χ(s) = |G|/n don est dans Q. Les seuls éléments de Q qui soient
entiers sur Z sont les éléments de Z, don n divise |G|. 
Corollaire A.18 Soit χ un aratère irrédutible de degré n d'un groupe G et soit s ∈ G.
Si c(s) et n sont premiers entre eux, alors χ(s)n est un entier algébrique. De plus, si
χ(s) 6= 0, alors ρ(s) (assoié à χ(s)) est une homothétie.
Si c(s) et n sont premiers entre eux, il existe, d'après le théorème de Bézout, deux
éléments a, b ∈ Z tels que ac(s) + bn = 1. Don :
χ(s)
n
=
ac(s)χ(s)
n
+ bχ(s).
Or χ(s) est un entier algébrique par la prop. A.13 et c(s)χ(s)n aussi par le th. A.16. Cela
démontre la première assertion du orollaire. Pour la seonde, nous utiliserons le :
Lemme A.19 Soient λ1, . . . , λn des raines de l'unité. Si (λ1+ · · ·+λn)/n est un entier
algébrique, alors, soit λ1 + · · ·+ λn = 0, soit tous les λi sont égaux.
Démonstration du lemme. Si λ est une raine de l'unité, son équation intégrale minimale
est de la forme xp − 1 = 0, don tout onjugué de λ est aussi raine de l'unité [rappel :
si z ∈ C est un nombre algébrique, on appelle onjugué de z toute raine de l'équation
minimale de z℄. Soit z = (λ1+ · · ·+λn)/n ; alors z est un entier algébrique par hypothèse
et tout onjugué z′ de z s'érit (λ′1 + · · · + λ′n)/n où les λ′i sont des raines de l'unité.
Don |z′| 6 1. Notons Z le produit de tous les onjugués de z. Alors |Z| 6 1. D'autre
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part Z est rationnel ('est le terme onstant, au signe près, du polynme minimal de
z). Enn Z est entier algébrique (omme produit d'entiers algébriques) don Z ∈ Z. Si
Z = 0, l'un des onjugués de z est nul don z = 0 ; si |Z| = 1, tous les onjugués de z
ont 1 omme module, don |z| = 1 et tous les λi sont égaux, puisque leur somme est de
module n (f. note 1 à la prop. A.14). 
Revenons à la seonde assertion du orollaire. Soient (λi) les valeurs propres de ρ(s) ; e
sont des raines de l'unité et χ(s) = Tr
(
ρ(s)
)
=
∑
λi. On onlut ave le lemme. 
A.6 Appliation : théorème de Burnside
On reprend les notations du  préédent.
Théorème A.20 Soient s un élément de G−{1} et p un nombre premier. Supposons
que c(s) (= nombre d'éléments de G onjugués à s) soit une puissane de p. Alors il
existe un sous-groupe normal N de G, distint de G, tel que l'image de s dans G/N
appartienne au entre de G/N .
Soit rG le aratère de la représentation régulière (f.  A.3). On a rG(s) = 0 ar s 6= 1.
D'autre part, rG =
∑
nχχ (où l'on somme sur l'ensemble des aratères irrédutibles)
ave nχ = χ(1). Don
∑
χ(1)χ(s) = 0 ou enore 1 +
∑
χ 6=1 χ(1)χ(s) = 0 et don∑
χ 6=1
χ(1)χ(s)
p = −1p ; or −1p n'est pas un entier algébrique. Don il existe un aratère χ
irrédutible et distint de 1 tel que χ(1)χ(s)p ne soit pas un entier algébrique. En partiulier,
χ(s) 6= 0 et p ne divise pas χ(1), don c(s) et χ(1) sont premiers entre eux. D'après le
or. A.18, si ρ est la représentation de G attahée à χ, ρ(s) est une homothétie. Soit alors
N = ker ρ ; le groupe N est un sous-groupe de G, normal et distint de G. D'autre part,
G/N s'identie à l'image de ρ dans GLn(C), or s s'envoie par ρ sur une homothétie,
don dans le entre de G/N . 
On va en déduire le :
Théorème A.21 (Burnside) Tout groupe G d'ordre pαqβ (où p et q sont des nombres
premiers) est résoluble.
On suppose α et β non nuls (sinon G est nilpotent). On va démontrer le théorème par
réurrene sur |G|.
Il existe s ∈ G−{1} tel que q ne divise pas c(s). En eet, G = {1}∪{Cl(s)} où les Cl(s)
sont les lasses de onjugaison autres que 1. Don |G| = 1 +∑ |Cl(s)| = 1 +∑ c(s).
Comme q divise |G|, il existe s tel que q ne divise pas c(s). Or c(s) divise |G|, don c(s)
est une puissane de p. D'après e qui préède, il existe un sous-groupe normal N de G,
distint de G, tel que l'image de s dans G/N soit dans le entre de G/N . Si N 6= {1},
l'hypothèse de réurrene appliquée à N et à G/N montre qu'ils sont résolubles ; don G
est résoluble. Si N = {1}, le entre C de G est non trivial puisqu'il ontient s ; on peut
appliquer l'hypothèse de réurrene à C et à G/C : G est résoluble. 
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A.7 Démonstration du théorème de Frobenius
Soient G un groupe ni et H un sous-groupe de G  ne renontrant pas ses onjugués ,
'est-à-dire tel que :
H ∩ gHg−1 = {1}
pour tout g ∈ G−H, f.  6.2.
Théorème A.22 (Frobenius) Soit N = {1} ∪ {G−⋃g∈G gHg−1}. Alors N est un
sous-groupe normal de G ; de plus G est produit semi-diret de H par N .
La démonstration onsiste à montrer que les représentations linéaires de H se prolongent
à G tout entier. Tout d'abord :
Lemme A.23 Soit f une fontion entrale sur H. Il existe une fontion entrale f˜ sur
G, et une seule, qui satisfait aux deux propriétés suivantes :
(1) f˜ prolonge f (i.e. f˜(h) = f(h) si h ∈ H),
(2) f˜(x) = f(1) si x ∈ N (i.e. f˜ est onstante sur N).
C'est immédiat : si x /∈ N , on érit x sous la forme ghg−1, ave g ∈ G, h ∈ H, et l'on
pose f˜(x) = f(h) ; ela ne dépend pas du hoix de g, h ar si g′h′g′−1 = ghg−1, on a
g′−1ghg−1g′ = h′, don h = h′ = 1 ou bien g′−1g ∈ H ; don h et h′ sont onjugués dans
H, et, omme f est entrale, on a f(h) = f(h′). 
Dans l'énoné suivant, on utilise la notation 〈α, β〉G pour désigner le produit salaire
1
|G|
∑
s∈G α(s
−1)β(s) relatif au groupe G. De même 〈α, β〉H désigne le produit salaire
relatif à H. Si F est une fontion sur G, on note FH sa restrition à H.
Lemme A.24 Soient f et f˜ omme dans le lemme préédent, et soit θ une fontion
entrale sur G. On a
〈f˜ , θ〉G = 〈f, θH〉H + f(1)〈1, θ〉G − f(1)〈1, θH〉H . (A.1)
Démontrons ette égalité. Elle est vraie pour f = 1 ar alors f˜ = 1. Par linéarité, il sut
don de vérier (A.1) pour les fontions f telles que f(1) = 0. Soit alors R un système
de représentants des lasses à gauhe modulo H : les diérents onjugués de H sont les
rHr−1 pour r dérivant R et tout onjugué d'un élément de H (distint de 1) s'érit de
façon unique rhr−1 ave r ∈ R et h ∈ H. Cela dit,
〈f˜ , θ〉G =
1
|G|
∑
s∈G
f˜(s−1)θ(s)
et f˜ est nulle en dehors des onjugués d'éléments de H ; don
〈f˜ , θ〉G =
1
|G|
∑
(r,h)∈R×H
f˜(h−1)θ(h)
= 〈f, θH〉H
puisque |G| = |H|.|R|. 
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Cas partiulier : si θ = 1, on a 〈f˜ , 1〉G = 〈f, 1〉G. L'appliation f 7→ f˜ est don une
isométrie, autrement dit : 〈f˜1, f˜2〉G = 〈f1, f2〉H . En eet,
1
|G|
∑
s∈G
f˜1(s
−1)f2(s) = 〈f∗1 f˜2, 1〉G
où l'on a posé f∗1 (s) = f1(s
−1), et
〈f˜1, f˜2〉G = 〈f˜∗1 f˜2, 1〉G = 〈f∗1 f2, 1〉H = 〈f1, f2〉H
ar f˜1f2 = f˜1f˜2. On en déduit :
Proposition A.25 Si χ est un aratère de H et θ un aratère de G, alors 〈χ˜, θ〉G est
un entier.
Il sut de montrer que dans (A.1) tous les termes du membre de droite sont dans Z, e
qui est lair. 
Soient θ1, . . . , θn les diérents aratères irrédutibles de G ; on a χ˜ =
∑
ciθi ave ci ∈ Z
pour tout i d'après e qui préède.
Proposition A.26 Supposons χ irrédutible. Alors tous les ci sont nuls, sauf l'un d'eux
qui est égal à 1.
(Autrement dit χ˜ est un aratère irrédutible de G.)
En eet, 〈χ˜, χ˜〉G = 〈χ, χ〉H = 1 =
∑
c2i don tous les ci sont nuls sauf un, soit ci0 , dont le
arré est 1. Si ci0 était égal à −1, on aurait χ˜ = −θi0 . Or χ˜(1) = χ(1) > 0 et θi0(1) > 0,
don 'est impossible. Don ci0 = 1, i.e. χ˜ = θi0 . 
Corollaire A.27 Si χ est un aratère de H, alors χ˜ est un aratère de G.
Cela résulte de la proposition, en déomposant χ omme somme de aratères irrédu-
tibles. 
Démontrons maintenant le th. A.22. Choisissons une représentation ρ de H de noyau
trivial, par exemple la représentation régulière. Soit χ le aratère de ρ et soit ρ˜ une
représentation de G de aratère χ˜, f. or. A.27. Si s est onjugué à un élément de
H − {1}, on a ρ˜(s) 6= 1. D'autre part, si s ∈ N , on a χ˜(s) = χ(1) = χ˜(1), d'où ρ˜(s) = 1,
f. démonstration de la prop. A.14. On a don N = ker ρ˜, e qui montre que N est un
sous-groupe normal de G. 
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