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Abstract
In many stochastic models, in particular Markov chains in discrete or continuous time and Markov
renewal processes, a Markov chain is present either directly or indirectly through some form of
embedding.  The analysis of many problems of interest associated with these models, eg. stationary
distributions, moments of first passage time distributions and moments of occupation time random
variables, often concerns the solution of a system of linear equations involving I – P, where P is the
transition matrix of a finite, irreducible, discrete time Markov chain.
Generalized inverses play an important role in the solution of such singular sets of equations.  In this
paper we survey the application of generalized inverses to the aforementioned problems.  The
presentation will include results concerning the analysis of perturbed systems and the characterization of
types of generalized inverses associated with Markovian kernels.
1. Introduction
A generalized inverse (g-inverse) of a matrix A is any matrix A− such that
AA−A = A
Such matrices are sometimes called 'one condition' g-inverses or 'equation solving' g-inverses because of
their use in solving systems of linear equations.  By imposing additional conditions we can obtain various
types of multi-condition g-inverses.  Consider real conformable matrices X such that:
(1) AXA = A.
(2) XAX = X.
(3) (AX)' = AX.
(4) (XA)' = XA.
(5) For square matrices AX = XA.
Let A(i,j,.l) be any matrix that satisfies conditions (i), (j), …, (l) of the above itemised conditions.  Such
matrices are termed (i, j, …, l) g-inverses of A.
Particular special cases include A(1,2), a 'reflexive' g-inverse; A(1,3), a 'least squares' g-inverse; A(1,4), a
'minimum norm' g-inverse; A(1,2,3,4), the 'Moore-Penrose' g-inverse; and A(1,2,5), the 'group inverse', which
exists and is unique if rank (A) = rank (A2).  Note that, except for A(1,2,3,4,) and A(1,2,5), g-inverses are, in
general, not unique.
2. Solving Systems of Linear Equations
Generalized inverses play a major role in solving systems of linear equations.
A necessary and sufficient condition for AXB = C to have a solution is that AA−CB−B = C.
If this consistency condition is satisfied the general solution is given by
X = A−CB− + W – A−AWBB−, where W is an arbitrary matrix.
Special cases of interest are the following:
(i) XB = C has a solution X = CB−+ W(I – BB−), where W is an arbitrary matrix,
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provided C B−B = C.
(ii) AX = C has a solution X = A−C + (I – A−A)W, where W is arbitrary,
provided AA−C = C.
(iii) AXA = A has a solution X = A−A A− + W – A−AWAA−, where W is arbitrary.
Result (iii) provides a characterization of A{1}, the set of all g-inverses of A given any one
g-inverse, A−, ([4]): A{1} = {A− + H – A−AHAA−, H arbitrary}, or in equivalent form,
A{1} = {A− + (I – A−A)F + G(I – AA−), F, G, arbitrary}.
3. G-inverses of Markovian kernels, I – P
G-inverses arise in many applied probability problems where Markov chains are present.  The key result,
upon which our presentation is based, is the following, (see [4]).
Let P be the transition matrix of a finite irreducible Markov chain {Xn} with m states and stationary
probability vector π'.  Let e' = (1, 1, …, 1) and t and u be any vectors.
(a) I – P + tu' is non-singular if and only if π't ≠ 0 and u'e ≠ 0.
(b) If π't ≠ 0 and u'e ≠ 0 then [I – P + tu']-1 is a g-inverse of I – P.
From these results it can easily be shown that all one condition g-inverses of I – P are of the form
[I – P + tu']-1 + ef' + gπ' for arbitrary vectors f and g.
Special cases include the following:
 (a) Kemeny and Snell's 'fundamental matrix' Z ≡ [I – P + Π]-1 , where Π = eπ', ([12]), was shown in
[4] to be a one condition g-inverse of I – P.
(b) Styan, Paige, and Wachter [15] showed that the Moore-Penrose g-inverse of I – P can be expressed
as [I – P + απe']-1 - αΠ  where  α = (mπ'π)-1/2.
(c) Meyer [14] showed that T ≡ [I – P + Π]-1 - Π is the group inverse of I – P.
(d) If P = 
P11 α
β' pmm



  then ([5]), ([16]), I – P has a g-inverse of the form
( )I  P− −



11
1
0
0
0'
 = [I – P + tu']-1 + ef',
where u' = (0', 1), t' = (0', 1), f' = -(β'(I – P11)-1, 1).
4. Stationary Distributions
In many stochastic processes the determination of stationary distributions is an important problem as it
leads, in the case of aperiodic irreducible processes, to knowledge of the limiting distribution.  Since the
determination involves solving systems of linear equations, we develop a collection of results for various
types of stochastic processes using the generalized inverse approach.
4.1. Discrete Time Markov Chains
The stationary probability vector π' = (π1, π2, …, πm) for the irreducible Markov chain, with transition
matrix P = [pij], is given by the solution of the equations
π π πj i ij i
i
m
i
m
        .= =
==
∑∑ p with 1
11
or, in matrix form, π'(I – P) = 0' with π'e = 1.
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This is an equation of type XB = C with X = π', B = I – P, C = 0' and using, the technique of 2(i), it can
be shown, (see [5], [6]), that:
If is any g-inverse of I – P and A ≡ I – (I – P)G,
then π'
v'
'v
  =
A
Ae
 where v' is such that v'Ae ≠ 0.
[Note that Ae ≠ 0 for all g-inverses and thus we can always find such a v'.]
Special cases:
(a) For any u, t such that u'e ≠ 0, π't ≠ 0, (Paige, Styan and Wachter [15], Kemeny [13]),
π'
' '
' '
  
[     ]
[     ]
.=
− +
− +
−
−
u tu
u tu e
I P
I P
1
1
In particular: π' = u'[I – P + eu']-1.
 [A recommendation choice fur u' is u' = ej'P for some j, ([15]).]
(b) If (I – P)− is a g-inverse such that e'[I –(I – P)(I – P)−]e ≠ 0, then (Decell and Odell [1]),
π'
'
'
  
[ ]
[ ]
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− − −
− − −
−
−
e
e e
I  (I  P)(I  P)
I  (I  P)(I  P)
(c) (Rhode [16], Meyer [14]):
If P = 
P
e
11 1
1
α
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β
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'
'
'p
then
(I  P )
(I  P ) ,
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1
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
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=
−
−
−
−
    
( ,  )
(  )
.
(d) The simplest procedure for determining π' using generalised inverses is given in Hunter [11].  For
any g-inverse G of I – P let A = I – (I – P)G = [aij]. Let r be the smallest integer i such that
   .     ( ,  ...  )     
 
 ,    ,  ,  ..., .a
a
a
j mik
k
m
m j
rj
k
m
rk
≠ = = =
=
=
∑
∑
0 1 2
1
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1
Then π ,' π π π πwhere
4.2. Semi-Markov Processes
Let {(Xn, Tn)} be a Markov renewal process with state space S = {1, 2, …, m} and semi-Markov kernel
Q(x) = [Qij(x)], where Qij(x) = P[Xn+1 = j, Tn+1 – Tn ≤ x|Xn = i].
Let Qij(+∞) = pij and P = [pij] so that P is the transition matrix of the embedded Markov chain.
The following results are well known.
1. If {Xn} is irreducible then the embedded Markov chain has a stationary probability vector π'.
2. If Yt = Xn, Tn ≤  t < Tn+1, (under the assumption that sup Tn = ∞), then {Yt} is a semi-Markov
process.  If {Xn} irreducible and {(Xn, Tn)} is aperiodic then
ν j t
t
P Y j X i exists  
lim
 {   |   }  .=
→ ∞
= =0
28 R.L.I.M.S.  Vol. 1. Sept. 2000
Let ν' = (ν1, ν2, …, νm) be the stationary probability vector of {Yt}.
Let µ' = (µ1, µ2, …, µm) and Λ = diag (µ1, µ2, …, µm) where
µ i n n
j
ijE X i Q t dt  [ |   ]    ( )  ( ).= − = = −





 < ∞+
∞ ∑∫T   Tn 1 10
Then ν
π
π µ
π'
'
'
'    = =
Λ Λ1
1λ
.
Using the results developed for discrete time chains (see [5]).
For any  t, u such  u'e ≠ 0, π't ≠ 0, ν'
' '
' '
  
[     ]
[     ]
.=
− +
− +
−
−
u tu
u tu
I P
I P
1
1
Λ
µ
In particular, ν' = u'[I – P + µu']-1Λ.
4.3. Continuous Time Markov Chains
If the semi-Markov kernel Q has the form Qij(x) = pij[1 – exp(-λi x)], x ≥ 0, with pii = 0, then the semi-
Markov process {Yt} is a Markov chain in continuous time.  It is traditional to examine such processes
via their infinitesimal generator Q = [qij], where
q
pij
i
i ij
i j
i j
  
, ,
.
=
− =
≠



λ
λ
This implies that the embedded Markov chain has transition probabilities
p
q
q
q
q
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
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

 ≠∑
0
 
so that I – P = (Qd)
-1Q.
Furthermore, P is irreducible
if and only if ∃ a unique positive π' such that π' = π'P, with π'e = 1,
if and only if ∃ a unique positive ν' such that ν'Q = 0', with ν'e = 1.
As was the case for g-inverses for I – P, it can be verified that
(i) Q + tu' is non-singular ⇔ u'e ≠ 0 then (Q + tu')-1 is a g-inverse of Q.
There are two approaches that can be used to find ν - either via the embedded M.C. and the S.M.P. {Yt}
or via the infinitesimal generator Q and a g-inverse of Q.  Both approaches lead to equivalent results.
Typical results that can be obtained, ([5]), are the following:
ν' ' '      ,= − +


−
−
−
u euI P Q Qd d
1
1
1
ν'
' '
' '
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+[ ]
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−
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Q
Q
1
1
ν' ' '    .= +[ ]−u euQ 1
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5. Moments of First Passage Time Distributions
5.1. Discrete Time Markov Chains
Let {Xn} be a Markov chain with S = {1, 2, …, m}.
Let Tij = min {n: Xn = j|X0 = i}, the first passage time from i to j.
If {Xn} is irreducible then the Tij are proper r.v.'s and mij
(r) ≡ ETij
(r) < ∞.
We can deduce expressions from [mij
(r)], (see [4], [5]), but in this paper we consider only expressions for
mij ≡ mij
(1), the mean first passage time from state i to state j.
It is well known that
m p mij
k j
ik kj    ,= +
≠
∑1
so that if M = [mij], Md = [δijmij], and E = [1] then
(I – P)M = E – PMd.
This is an equation of the type AX = C which can be solved by g-inverses.
The arbitrary nature of the solution suggested by the procedure 2(ii) disappears when the additional
constraints mjj = 1/πj, (j = 1, 2, …, m), ie. Md = (Πd)-1 where Π = eπ', are used, ([5]).
If G is any g-inverse of I – P then  M = [GΠ - E(GΠ)d + I – G + EGd]D, where D = (Πd)-1.
Special cases of interest are the following:
(a) If G = [I – P + eu']-1 + ef' then M = [I – G + EGd]D.  G-inverses of this form include Kemeny and
Snell's Z and Meyer's group inverse T.
(b) If G = [I – P + eu']-1 then M = [I – G + EGd][(eu'G)d]
-1.
(c) If P = 
P11 α
β' pmm




 and a = (I – P11)
–1e, b' = β'(I – P11)–1, ∆ = 1 + b'e, then ([5]),
M
E I P E I P a
I P
d d d
d d d
  
  ( )   {  (   )  (   ) } ](( ) )
((   ) )   ( ) ](( ) )
=
− + − − + −
− −






− − −
− −
[ab ab eb
e e ab eb
' ' '
' ' ' '
∆
∆
1 11
1
11
1 1
11
1 1 ∆
(d) Let G be any inverse of I – P and define C = I – G(1 - Π).  Then M = [C – ECd + E]D, (Hunter, [10]).
(e)  (Hunter [10])  If A = I – (I – P)G = [aij] and G = [gij].  If r is the first index i (1 ≤ r ≤ m) such that
j
m
ij jj
k
m
rk rja m a a
= =
∑ ∑≠ = 

1 1
0  ,    /  then  and for  i ≠ j
   [( ) ( ) /m g g a a a g aij ij
k
m
rk rj ri
k
m
ik rj= −



 + −



= =∑ ∑ii 1 1
(f) See also Heyman and O'Leary ([3]) for further computational procedures using group generalized
inverses.
5.2. Markov Renewal Processes
Let {(Xn, Tn)} be a Markov renewal process and let Tij be the duration of a first passage from state i to
state j, (i, j ∈ S = {1, 2, …, m}).
Let Gij(t) be the distribution function of Tij.
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If mij = tdG (t) ij
0−
∞∫  and µij = tdQ (t),  ij0−∞∫ then M = [mij] satisfies the equation
(I – P)M = P(1)E – PD where D = Md = λ1(Πd)-1, P(1) = [µij] with λ1 = π'µ and µ = P(1)e.
This equation is of the form AX = C and with Md specified its solution is ([5]):
If G is any g-inverse of I – P,  M = 
1 1
1
1
1
1
λ λ
GP P E GP I G EG Dd d
( ) ( )  ( )       .− + − +




An earlier derivation, ([4]), utilized Kemeny and Snell's Z.  Other useful simplifications include:
(a) If G = [I – P + µu']-1 + ef' with u'e ≠ 0 and µ = P(1)e, M = [I – G + EGd]D.
(b) If G = [I – P + µu']-1 with u'e ≠ 0 then M = [I – G + EGd][(eu'G)d]-1.
6. Occupation Time Random Variables
Another application arises in examining the asymptotic behaviour of the number of times particular states
are entered.
6.1 Discrete Time Markov Chains
Given a Markov chain {Xn}, let Mij
(n) = Number of k (0 ≤ k ≤ n) such that Xk = j given X0 = i.  Then
EM p Pij
n
k
n
ij
k
k
n
k( ) ( )    

 =





 =
= =
∑ ∑
0 0
.
Let An = 
k
n
kP
=
−
∑
0
1
 then (I – P)An = I – P
n or An(I – P) = I – Pn, subject to AnΠ = ΠAn = nΠ.
For G, any g-inverse of I – P, ([5], [6]),
A P n I P G I P
n I P G I P
P n I G I o E
Thus EM
n
k
n
k
n
n
k
n
k
ij
n
= =
+ − −
+ − −



⇒ = + − − +




=
−
=
−
∑
∑
     (   ) (   ),
  (   ) (   )
         (   ) (   )   ( ) .
 
( )
0
1
0
1
1
Π
Π
Π Π Π
       =  (  +  )  (  -  ) (  -  ) +  ( ) .n I G I o E1 1Π Π Π+
A simple obsevation from this last result is that (I - Π)G(I - Π ) is invariant for all G.  In fact it is
equivalent to T, the group inverse of I – P, ([5]).
6.2. Markov Renewal Processes
Let M(t) = M t Q t EN tij
n
n
ij( )   ( )   ( ) ,
( )[ ] = 




 = [ ]
=
∞
∑
1
ij  be the 'Markov renewal matrix'.  Note that Nij(t) is
the number of times state j is entered, staring in i, in [0, t].  Expressions for the moments of these
occupation times can be derived from renewal theoretic arguments:
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M t
t
m
m
m
m
m
o m t dG tij
ij
jj
jj
ij
jj
ij
k k
ij( )         ( ),     ( ).
( )
( )
= + −





 + =
∞∫
2
02
1 where
(a) For any g-inverse G of I – P, it can be shown, ([5]),
M t
t
I P G I P I o E( )                      ( ) ,( ) ( )= + + −




−




− +
λ
λ
λ λ λ1
2
2
1 1
1
1
11 1 1Π Π Π Π
where λ2 = 
i
m
i
j
m
ijt dQ t
= =
∞
∑ ∑ ∫1 1 20  ( )  .π
This was first established with G = Z, ([4]).
Other special cases include:
(1) If G = [I – P + µu']-1 with u'e ≠ 0, then ([5]):
M t
t
I P G I o E( )                 ( ) .( )= + + −




− +
λ
λ
λ λ1
2
2
1 1
11 1Π Π Π
(2) If G = [I – P + µπ'P(1)]-1 then ([5]):
M t
t
G I o E( )      
(   )
       ( ) .= +
−
+ − +
λ
λ
λ1
2
2
1
1
1Π Π
(3) Expressions of the analogous results for continuous time Markov chains follow with
P(1) = -(Qd)
–1P, µ = -(Qd)–1e, λ1 = -π'Q–1de, λ2 = 2π'(Q–1d)2e.
7. Classification of g-inverses of I – P
7.1. Fully Efficient Characterizations
Let A = I – P and assume that π't ≠ 0, u'e ≠ 0.  A{1}, the class of all one condition g-inverses of I – P, has
various characterizations:
(a) A{1} = {[I – P + tu']-1 + ef' + gπ', f, g arbitrary}.
(b) A{1} = I P
H H H
H arbitrary          
( )( )
,   .− +
−
− − +[ ]
tu
eu
u e
t
t
eu t
u e t
'
'
'
'
'
' '
' '
1 π
π
π
π
Observe that if P is m × m and t and u are given, (a) has 2m arbitrary elements and (b) has m2 arbitrary
elements.  A fully efficient characterization, with specified t and u, requires 2m – 1 arbitrary elements,
([8]):
Let u' = (u' m-1, um) then
A{1} = {[I - P + tu']-1 + ey'm + Bzm-1 π', where
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m
  
  
    
=
−

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
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−

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
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





−
−
1
1
1
1
u e
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u e
u
'
'
'
'
, y' m, z m-1 arbitrary 1 × m, (m – 1) × 1 vectors}.
The representation is fully efficient and that given any A(1), t, u,
y
u
u e
t
t
t
'
'
'
tu' z' u'm A I P m I e A I P   
( )
  (     ) ,      ( )   (     ) .= − − + −
−
= − − − +
−{ } [ ]{ }1 1 1 1 1 π'
There are some disadvantages in that this representation requires preselected t, u.
Note, however, that we can convert from a form with given t1, u1 to a form with t2, u2,
(u'ie ≠ 0, π'ti ≠ 0) using the result ([8]):
I P I I P I                 
( )(
 .− +[ ] = −


− +[ ] −


+
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e
u e)2 2
1 2
2
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1
2
'
'
'
'
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' t
'
' t '
2
2 2
π
π
π
π
A further subsidiary observation is that given any g-inverse G of I – P and t, u, with π't ≠ 0, u'e ≠ 0, we
can computer [I – P + tu']–1:
I P I G I          
( )( )
− +[ ] = −

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
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+
−
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eu
u e
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'
'
'
'
'
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π
π
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.
7.2. Multi-condition g-inverses of I – P
From the representation for a typical one condition g-inverse A(1) :
A(1) = [I – P + tu']-1 + e'f + g'π,
We can derive conditions that result in particular multi-condition g-inverses of I – P,
(1) A(1) ∈ {A(1,2)} ⇔
1
( ' )( ' )
  
'
'
  
'
'
  ' (   ) .
u e t
f t
t
u t
u t
f g
π π
+ + = −I P
(2) A(1) ∈ {A 1,3)} ⇔
t
t
g
π '
  (   )   
'
.− − =I P
π
π π
(3) A(1) ∈ {A(1,4)} ⇔
u
u e
f
e
e e
'
'
  ' (  )   '
'
.− − =I P
(4) A(1) ∈ {A(1,5)} ⇔
t
t
g e
u
u e
f
e
e eπ '
  (   )     '
'
  ' (   )   '
'
.− − = − − =I P and I P
Similarly we can write down conditions for A(1,2,3), A(1,2,4), A(1,3,4), A(1,2,5).  In particular the Moore-Penrose
g-inverse of I – P can be expressed as
A(1,2,3,4) = [I – P + πe']-1 - 
eπ
π π
'
'
.
m
This is different form to that earlier reported.  However, equivalence follows from the result, ([8]):
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Aδ ≡ [I – P + δtu']-1 - 
e
t u e
π
π
'
( ' )( ' )δ
 does not depend on δ ≠ 0.
7.3. Parametric Forms of g-inverses of I – P
Given  any g-inverse, G, of I – P there exists unique parameters α, β, γ with the property that π'α = 1, β'e
= 1, and G = [I – P + αβ']-1 + γeπ', [9].
The construction is as follows:
Given G, let A = I – (I – P)G (= απ') and B = I – (I – P)G (= eβ').
Then α = Ae, β' = π'B = e'iB for all i, and δ + 1 = π'Gα = β'Ge = β'Gα.
An important application is that if G has the representation G(α, β, ν):
G ∈ A{1, 2} ⇔ γ = -1,
G ∈ A{1, 3} ⇔ α = π/π'π,
G ∈ A{1, 4} ⇔ β' = e'/m,
G ∈ A{1, 5} ⇔ α = e, β' = π',
so that we have a much easier procedure for classifying the g-inverses of I – P.  Knowledge of the
parameters α, β, γ can provide useful information in determining the stationary distribution and moments
of the first passage time distributions.  Expressions for π' in terms of G for such special cases are given in
[(11)].
8. Perturbed Markov Chains
The generalized inverse method for finding stationary distributions has also proved useful in examining
the relationship between the stationary distributions of two Markov chains that differ by a perturbation,
([7]):
Let P(1), P(2) be the transition matrices of two finite, irreducible, m-state M.C's with stationary probability
vectors π(1)', π(2)'.
Suppose P(2) = P(1) + ab' with b'e = 0.
From the earlier theory we have that, provided π(i)'ti ≠ 0 and u'ie ≠ 0,
π( )
( )
( )
  
[    ]
[     ]
.1
1
1
'
' '
' '
=
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−
−
u t u
u t u e
i
i
i i
i
i
i i
I P
I P
The general idea is to try and use the same inverse in both computations.
ie. I – P(2) + t2u'2 ≡ I – P
(1) + t1u'1 ⇔ ab' = t2u2' – t1u1'.
This indicates that we should take t1 = a, t2 = a, u1 = u1 = u, u2 = b + u1.
If u'e ≠ 0, π(1)'a ≠ 0, α' = u'[I – P(1) + au']–1, β' = b'[I – P(1) + au']–1,
then π(1)' = 
α
α
π
α β
α β
'
'
'
' '
' 'e e e
    
  
  
.( )and 2 =
+
+
If instead we set I – P(2) + t2u'2 ≡ I – P
(1) + t2u'1 and use the result:
[I – P(1) + t2u'1] 
-1 = [I – P(1) + t1u'1]
-1 I   
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( )
( )
( )
( )
−





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t
e
t u e
2
1
1
2
1
1
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π
π
π
π
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 ,
we obtain the following more general result:
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If u'e ≠ 0, π (1)'t ≠ 0, α' = u'[I – P(1) + tu']-1 and β' = b'[I – P(1) + tu']–1,
then π(1)' = 
α
α
π
α β β α α
α β β α α
'
'
'
' ' ' '
' ' ' 'e
a
a e
    
( )   (   )
( )( )   (   )
.( )and
e
2 1
1
=
+ −
+ −
This implies that we can develop a recursive procedure that requires only one initial matrix inversion to
generate stationary distributions for successive perturbations.
Some applications of interest include:
(i) Transition matrices differing in a single row, say the rth row:
a = er, b' = pr 
(2)' – pr 
(1)'.
(ii) Transition matrices differing only in two elements in same row:
a' = er, b'= ε(e'c – e'd) where ε = prc
(2) – prc
(1) = prd
(1) – prd
(2).
(iv) Updating approximations to stationary distributions as observations are obtained.
Let nij be the number of transitions observed from i to j.
n n n ni
j
m
ij
i
m
i  ,    .= =
= =
∑ ∑
1 1
Thus an initial estimate of the (i, j)th transition probability is given by
pij
(1) = 
n
n
ij
i
,   i, j = 1, 2, . . . , m.
Suppose at the next update a transition from state r to state s occurs yielding the revised approximations:
p
p , i r,  j  1,  ...,  m,
n /(n   1), i  r,  j s,
(n   1)/(n   1), i  r,  j  s
ij
ij
(1)
rj r
rs r
( )
  
2
=
≠ =
+ = ≠
+ + = =





⇒ a = er, b' = ε(es – pr
(1)) where ε = 1/(nr + 1).
9. Algorithm for Finding Stationary Distributions of Markov Chains
The perturbation procedure of the previous section can be adapted to finding the stationary distribution of
any finite irreducible Markov chain without having to either solve a system of linear equations or invert a
matrix.
Let Pi be transition matrix of a Markov chain with stationary probability vector π'i so that
π'i = 
α
α
'
'
i
i e
,  where α'i = u'iAi with Ai = [I – Pi + tiu'i]
–1.
Now let Pi+1 = Pi + ai+1b'i+1.  If ui+1 = ui + bi+1 , ti+1 = ai+1 then
Ai+1 = Ai I i i
i
i i
  (   )  
'
'
+ − +
+






t t 1
1
π
π t
.
Start with P0, find α'0, π'0.  Then perturb to P1 and find α'1, π'1.  Repeat by perturbing to P2 and finding
α'2, π'2.  Carry out this procedure m times resulting in Pm = P and finding α'm, π'm = π'.
J. Hunter, A Survey of Generalised Inverses 35
This suggestion, implemented in [10], is to start with P0, t0, u0 so that A0 has a 'nice' form and make
changes sequentially, row by row.
By starting with the simple 'doubly stochastic' matrix P0 = 
1 1
m m
ee'   ,= 

  with t0 = e, u'0 = e'/m, and A0
= I we have initially that π'0 = e'/m.
Now let Pi-1 = Pi-1 + eib'i, b'i = p'i – e'/m, where p'i is the i-th row of P, ensuring that each Pi is irreducible.
It can be shown that Ai+1 = Ai + Bi, where all but the first (i+1) rows of Bi are zero, i = 1, …, m – 1.  The
algorithm is discussed in detail in [10].  See also Seneta [17].
Initial computer runs using the test matrices of Harrod & Plemmons, ([3]), with a program written in APL
for a PC gave an accuracy to 14 d.p.s.  The procedure appears to give very accurate results. The method is
being explored in more detail including the starting with a “sparse” stochastic matrix P0 .
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