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From infinite dimensional modelling to parametric reduced-order
approximation: Application to open-channel flow for hydroelectricity
Violaine Dalmas, Gérard Robert, Charles Poussot-Vassal, Igor Pontes Duff and Cédric Seren
Abstract—In this paper, it will be shown that open-channel
hydraulic systems can be suitably represented for control
purposes by using input delay linear parameter-varying (LPV)
models. The physical equations on which this work is done
are Saint-Venant equations applied to a non-rectangular cross
section channel. These later are two coupled non-linear hyper-
bolic partial differential equations which are linearized and
transformed into irrational transfer functions. An accurate
model approximation procedure, denoted IPTFA (Irrational
Proper Transfer Function Algorithm) is developed in order to
obtain a rational transfer function plus input delays which is
then parameterized by one single parameter: the initial steady-
state discharge. Frequency domain responses of the irrational
and reduced-order transfer functions are shown to match for
a large range of discharge.
Index Terms—Open-channel system, Saint-Venant equa-
tions, Irrational modeling, Model reduction, Linear parametric
model.
I. MOTIVATIONS AND INTRODUCTION
A. Motivations
As a power producer, EDF (Électricité de France) uses
water resources to generate green electricity in France from
dams and run-of-the-river power plants (3.6 GW installed
capacity). Regarding the latter case, in order to successfully
address the related control and analysis issues, it is preferable
for practitioners and industrial to deal with simple but
representative open-channel models.
Run-of-the-river power plants rely on open-channel hy-
draulic systems. These large distributed systems are char-
acterized by non-linearities and operating point dependent
dynamic behaviours. The physical model for these systems
requires partial differential equations, known as Saint-Venant
equations. These latter are known to provide a very accurate
description of water flowing in an open-channel (see [1]),
but controller design with theses equations is difficult to
carry out in an industrial context due to its complexity.
Therefore, reduced order models deserve attention since they
approximate the dominant dynamic behaviour while being
accurate enough for control and analysis needs.
The literature is abundant concerning analytical models for
open channels. However, except for [2] where a collocation-
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based model is presented, the majority of publications de-
velop transfer functions which give the water depth dynamics
only in the two boundaries. We can find a variety of
model type: Integrator Delay [3], Integrator Delay Zero [4],
Delay Zero in series with a low-pass filter [5], Integrator
Resonance [6]. Moreover, in most cases, the model validation
procedure is done for rectangular cross section channels
and comparison of simulation results between models or
between experimentations are often carried out for one single
operating point, rarely for a large range of flows.
B. Contributions
The contributions of this paper are the following: first,
new irrational transfer functions applied to a non-rectangular
(trapezoidal) cross section channel is proposed. It enables to
represent with a good accuracy the level-to-flow variations
for any operating point, not only in boundaries, but also at
any longitudinal position of a channel. Second, irrational
proper transfer functions are approximated by low-order
and parameter dependent transfers that are well tailored
to quickly simulate the behaviour of a channel and to
perform (robust) controller design. This second contribution
is made possible thanks to a newly developed approximation
procedure, the Irrational Proper Transfer Function Algorithm
(IPTFA).
More specifically, as made clearer in the rest of the paper,
the problem can be mathematically stated as follows:
Problem 1 (Irrational proper function approximation):
Given a parameter dependent complex matrix-valued
function H(s, δ) : C → Cny×nu where H(s, δ) ∈ Hny×nu∞ ,
potentially irrational, defined as,
y(s) = H
(
s, δ
)
u(s), (1)
where u(s) ∈ Cnu , y(s) ∈ Cny and δ ∈ Rnδ are the input,
output and parameter vectors, respectively. The objective is
to find a rth order input delays parameter dependent model
Hˆ(s, δ) = Cˆ(δ)
(
sIr − Aˆ(δ)
)−1
Bˆ(δ)e−τ(δ)s whose realiza-
tion, denoted by Hˆ(δ) :=
(
Aˆ(δ), Bˆ(δ), Cˆ(δ), Dˆ(δ), τ(δ)
)
, is
the following:
˙ˆx(t) = Aˆ(δ)xˆ(t) + Bˆ(δ)u(t− τ(δ))
yˆ(t) = Cˆ(δ)xˆ(t) + Dˆ(δ)u(t),
(2)
where Aˆ ∈ Rr×r, Bˆ ∈ Rr×nu , Cˆ ∈ Rny×r and Dˆ ∈
Rny×nu might be linearly δ dependent, and τ ∈ Rnu+ is
an input vector delay, that well approximate (1) according to
a given metric.
In the context of control design, the main interest of
transforming (1) into (2) is to be able to construct a simple
but representative Linear Fractional Representation (LFR)
[7] which is well adapted to robust controller synthesis and
analysis.
C. Outline
The paper is structured as follows: Section II develops
the path to obtain irrational transfer functions from Saint-
Venant equations. The IPTFA is developed in Section III
and followed by an interpolation step, allowing to obtain a
linear parameter-varying (LPV) model. Section IV gives the
frequency-domain response of this model and addresses a
sensitivity analysis regarding the operating point in uniform
regime. Even if general, the result is directly applied on the
considered open-channel. Conclusions and perspectives are
given in Section V.
II. NONLINEAR MODELLING
A. Saint-Venant equations
Saint-Venant equations are frequently used to model the
dynamics of an open channel flow. They consist of two non-
linear hyperbolic partial differential equations. The first one
describes the mass conservation; the second one describes
the momentum conservation. We recall them for a channel
having a length L and a bottom slope I ,
∂S
∂t
+
∂Q
∂x
= 0
∂Q
∂t
+
∂(Q2/S)
∂x
+ gS
∂H
∂x
= gS(I − J),
(3)
where x ∈ [0 ; L] is the spatial variable, t the time variable,
H(x, t) the water depth, S(x, t) the wetted area, Q(x, t) the
discharge, g the gravity acceleration and J the Manning-
Strickler friction slope defined by
J =
Q|Q|
K2sS
2R
4/3
h
, (4)
with Ks the Strickler friction coefficient and Rh(x, t) the
hydraulic radius (Rh = S/P as defined in the Appendix).
In our case, we consider Saint-Venant equations without
lateral discharges, neither infiltration. We also make the
standard assumptions: one-dimensional flow, fluvial regime,
uniform cross section, small bed slope, small streamline
curvature and negligible vertical acceleration.
B. Linearized Saint-Venant model
The previous nonlinear partial differential equations (3)
are difficult to use directly for controller design. A first
step to reach an effective approximated model is to linearize
(3) around an equilibrium regime in steady state (∂/∂t =
0). In the general case, the equilibrium regime is featured
by a stationary state, non-necessarily in uniform regime
(∂/∂x = 0). Indeed, the open water surface is not necessarily
parallel to the channel bottom (V0, H0 both depending on
x). Nevertheless, as it will be explained in Section II-C,
uniform regime is a necessary condition to compute an exact
analytical solution of linearized Saint-Venant equations. Con-
sequently, in this paper, a steady-state uniform regime will be
considered to define the equilibrium point denoted (H0, Q0).
An emphasis on robustness is required for controller design
based on this model with application to non-uniform regim.
The difference between theoretical uniform and realistic non-
uniform regime can be taken into account by introducing
uncertainties.
The linearization of (3) gives two linear partial differential
equations:
B0
∂h
∂t
+
∂q
∂x
= 0
∂q
∂t
+ 2V0
∂q
∂x
+B0δ0
∂h
∂x
+ β0q −B0γ0h = 0.
(5)
Coefficients appearing in (5) are parameterized with the pair
(H0, Q0) as expressed in the Appendix. Variables indexed by
subscript 0 depend on the initial equilibrium state defined by
a given pair (H0, Q0); h = h(x, t), q = q(x, t) hold for the
small variations around the operating point (H0, Q0).
C. Irrational transfer functions
Now, one is interested in expressing the system (5) into
a single ordinary differential equation in x so that we can
determine transfer functions. To achieve this aim, we apply
Laplace transform to (5) and obtain the following system of
equations:
B0sh+
∂q
∂x
= 0
2V0
∂q
∂x
+B0δ0
∂h
∂x
+ (β0 + s)q −B0γ0h = 0.
(6)
Note that henceforth h = h(x, s) and q = q(x, s) repre-
sent the Laplace transformed variables. By substitution and
derivation, we can obtain second-order differential equations
in flow (7) and in water depth (8),
δ0
∂2q
∂x2
− (2V0s+ γ0) ∂q
∂x
− s(s+ β0)q = 0 (7)
δ0
∂2h
∂x2
− (2V0s+ γ0)∂h
∂x
− s(s+ β0)h = 0. (8)
These equations have space-dependent coefficients in the
general case, but they can be solved easily only if all the
coefficients are constant in x. Assuming that the regime is
uniform (Q0 and H0 independent of x), coefficients of (7)-(8)
become constants for a given pair (H0, Q0) which satisfies
the steady state condition and sets I = J in (3). The result
is the normal depth H0 expressed as a function of Q0.
It can be proved that the determinant of the characteristic
equation associated with equations (7)-(8) is strictly positive
as we deal with stream flow. The problem of finding q(x, s)
and h(x, s) becomes a boundary value problem which so-
lution is determined by the choice of boundary conditions
expressed in inflow and outflow. The solutions take the
following forms,
q(x, s) = Aqe
λ1(s)x +Bqe
λ2(s)x
h(x, s) = Ahe
λ1(s)x +Bhe
λ2(s)x,
(9)
where eigenvalues are given by
λ1,2(s) =
V0s+ ϕ0 ±
√
c20s
2 + Φ0s+ ϕ20
δ0
, (10)
with parameters defined in the Appendix. The coefficients Aq
and Bq are directly computed with the boundary conditions
qe = q(x = 0, s) and qs = q(x = L, s):
Aq(s) =
−qs + qeeλ2(s)L
eλ2(s)L − eλ1(s)L
Bq(s) =
qs − qeeλ1(s)L
eλ2(s)L − eλ1(s)L .
(11)
Concerning Ah and Bh, they are computed using the bound-
ary conditions qe = q(x = 0, s) and qs = q(x = L, s) and
equations (6)-(11):
Ah(s) = −Aq(s)λ1(s)
B0s
Bh(s) = −Bq(s)λ2(s)
B0s
.
(12)
We can express relations between inflow/outflow (qe, qs) and
water depth (h) measured at a given x coordinate as follows,
h(x, s,Q0) = Ge(x, s,Q0)qe(s)−Gs(x, s,Q0)qs(s) (13)
with
Ge(x, s,Q0) =
λ1(s)e
λ2(s)L+λ1(s)x − λ2(s)eλ1(s)L+λ2(s)x
B0s(eλ1(s)L − eλ2(s)L)
Gs(x, s,Q0) =
λ1(s)e
λ1(s)x − λ2(s)eλ2(s)x
B0s(eλ1(s)L − eλ2(s)L)
(14)
where Ge (respectively Gs) denotes the infinite dimensional
model, which, for a fixed x position are dependent on Q0
only (see the Appendix).
III. PARAMETRIC IRRATIONAL PROPER TRANSFER
FUNCTION INTERPOLATION
A. Forewords and approximation model structure
The main objective in this section is to approximate
transfer functions (14), at a given point x, by the low order
LPV model
hˆ(s,Q0) = Gˆe(s,Q0)qe(s)− Gˆs(s,Q0)qs(s) (15)
of order r (expected to be low), where,
Gˆe(x, s,Q0) = Re(s,Q0)e
−τes
Gˆs(x, s,Q0) = Rs(s,Q0)e
−τss (16)
and Re(s,Q0), Rs(s,Q0) are rational transfer functions to
be identified in the frequency domain. The delays τe and τs
are known [8], their expressions are given by
τe =
x
c0 + V0
and τs =
L− x
c0 − V0 . (17)
For notation consistency, let us now denote the original irra-
tional, reduced "delay-free" and input-delay reduced models
as
H(s,Q0) = [Ge(s,Q0)e
+τes Gs(s,Q0)e
+τss]
Hˆ(s,Q0) = [Re(s,Q0) Rs(s,Q0)]
Gˆ(s,Q0) = [Re(s,Q0)e
−τes Rs(s,Q0)e−τss].
(18)
Indeed, as the parameter dependency of the delay is apriori
known, it will be simply added after approximation and
models interpolation.
B. The proposed approximation algorithm: IPTFA
The main purpose of the IPTFA, which is an appropriate
conjugation of the Loewner rational approximation [9] fol-
lowed by the Iterative Eigenvector Tangential Interpolation
Algorithm (IETIA [10]1), is to solve Problem 1 at a fixed
parameter value (here fixed Q0). The algorithm is presented
hereafter and additional technical details are given in the
following subsections.
Algorithm 1 Irrational and Proper Transfer Function Algo-
rithm (IPTFA)
Require: Given a proper and irrational transfer function
H(s) = y(s)/u(s), a frequency grid [ω1, . . . , ωN ]
to where the approximation should be accurate and a
reduction order r ∈ N∗+.
1: Apply on the nu inputs u(s) of H , a low-pass linear
filter with eigenvalue in λ? = −ωc and obtain
yf (s) = H(s)
Inu
s+ wc
u(s) = Hf (s)u(s). (19)
2: Evaluate the frequency response Φi ∈ Cny×nu as
Φi = Hf (ıωi) , for ωi (i = 1, . . . , N ). (20)
3: [Section III-C] Perform exact Loewner-based rational
interpolation of {Φi, ωi} and obtain
G := (E,A,B,C, 0) ∈ Hny×nu2 , (21)
a nth order model that exactly interpolates {ωi,Φi} data
and hopefully H (if N sufficiently high), and which
satisfies λ? ⊂ λ(A,E).
4: [Section III-D] Apply IETIA [10] to approximate G
with Gr, a rth order model defined as
Gr := (Ar, Br, Cr, 0) ∈ Hny×nu2 , (22)
such that λ? ⊂ λ(Ar) and ensures some (tangential) H2
optimality conditions.
5: Perform λ? eigenvalue cancellation of Gr ∈ Hny×nu2
and obtain
Hˆ := (Aˆ, Bˆ, Cˆ, Dˆ) ∈ Hny×nu∞ . (23)
Ensure: Hˆ(s) well reproduces H(s).
Remark 1 (Practical consideration and MORE toolbox):
Numerically efficient implementation of both the Loewner
and IETIA (steps 3 and 4 of Algorithm 1) are available in
the MORE toolbox2, by invoking the following code:
[G,info1] = moreLTI(Hf,[],’Loewner’,opt1);
where Hf is a structure gathering the filtered irrational
function (19) and the frequency grid points ωi, ’Loewner’
the method name and opt1 a structure containing some
optional arguments. G is the interpolated rational model
(21) that interpolates all the data {ωi,Φi}, with minimal
order and info1 some output data. Then, one should apply
IETIA as follows:
1The IETIA is an H2 oriented model approximation with pole preser-
vation.
2Webpage http://w3.onera.fr/more and see [11].
[Gr,info2] = moreLTI(G,r,’IETIA’,opt2);
where G is the results of (21), r is the sought approximation
order, ’IETIA’ the method name and opt2 a structure
containing optional arguments. Gr is the reduced order
model (22) and info2 some output data.
In what follows, we provide more in details the steps 3
and 4 of the above Algorithm and derive the LPV model by
using matrix-elements interpolation.
C. Results on rational model interpolation (step 3)
With reference to Algorithm 1, as the irrational function
Hf can be obtained from a physical model (the Saint-
Venant equations, see Section II), it is possible to obtain
the frequency-domain responses Φi ∈ Cny×nu for varying
frequency samples ωi (i = 1, . . . , N ) such that Hf (ıωi) =
Φi
3. Based on this couple {ωi,Φi}, the main purpose of
this section/step is to obtain a rational LTI model of the
form, G(s) = C(sE − A)−1B ∈ Hny×nu2 , with realization
Hˆ = (E,A,B,C, 0), that exactly matches the frequency
sample set {ωi,Φi} and hopefully reproduces the irrational
infinite dimensional transfer Hf . Let x(t) ∈ Rn, u(t) ∈
Rnu and y(t) ∈ Rny be the states, inputs and outputs
vectors, respectively. To this aim, as made clearer hereafter
the Loewner framework is used, based on a framework well
defined in [9]4. To this aim, let us first partition the collected
data {ωi,Φi} in disjoint sets as follows,
[ω1, ω2, . . . , ωN ] = [µ1, µ2, . . . , µn] ∪ [λ1, λ2, . . . , λn]
[Φ1,Φ2, . . . ,ΦN] = [v˜1, v˜2, . . . , v˜n] ∪ [w˜1, w˜2, . . . , w˜n],
(24)
and define li ∈ C1×ny (i = 1, . . . , n) and rj ∈ Cnu×1
(j = 1, . . . , n) the n left and n right tangential directions
(n + n = N )5. Using these tangential directions, one can
then compute vi = liv˜i ∈ C1×nu and wj = w˜jrj ∈ Cny×1
the left and right tangential values, respectively.
Using the notations of Algorithm 1, the exact rational
model interpolation problem can be stated as follows:
Problem 2 (General interpolation problem [9]): Given
left and right interpolation data, for i = 1, . . . , n and
j = 1, . . . , n ,
{(µi, li,vi)|µi ∈ C, li ∈ C1×ny ,vi ∈ C1×nu}
{(λj , rj ,wj)|λj ∈ C, rj ∈ Cnu×1,wj ∈ Cny×1}, (25)
construct a realization G = (E,A,B,C, 0) of appropriate
dimensions whose transfer function G(s) = C(sE−A)−1B
both satisfies the left and right constraints:
liG(µi) = vi, i = 1, . . . n
G(λj)rj = wj , j = 1, . . . n.
(26)
Problem 2 can be solved thanks to the following theorem,
proposed by [9].
Theorem 1 (Loewner framework [9]): Given left and
right interpolation data as in (25), and assuming
that n = n = n˘, the n˘-th order rational transfer
function G(s) = C(sE − A)−1B, with realization
G = (E,A,B,C, 0) constructed as
E = −L, A = −Lσ, B = V and C = W, (27)
3As the proposed approach is based on H2 norm minimisation, one must
consider Hf ∈ Hny×nu2 instead of H ∈ H
ny×nu∞ .
4Most of the results here described are also available in [12].
5n = n+ 1 = (N + 1)/2 for odd N and n = n = N/2 for even N.
interpolates the left and right constraints (26), if
[L]ij =
virj − liwj
µi − λj =
li
(
Hf (µi)−Hf (λj)
)
rj
µi − λj
[Lσ]ij =
µivirj − liwjλj
µi − λj =
µili
(
Hf (µi)−Hf (λj)
)
rjλj
µi − λj
(28)
known as the Loewner and the shifted Loewner matrices,
respectively, and W = [w1, . . . ,wn˘], V T = [vT1 , . . . , vTn˘ ].
Theorem 1 allows to obtain a model G = (E,A,B,C, 0)
whose transfer function interpolates the left and right con-
straints as stated in Problem 2. Moreover, an important
property of the Loewner framework is that the rank of the
Loewner matrix, rank(L) = n ≤ n˘, encodes the MacMillian
degree n of the rational function interpolation. Therefore,
the exact Loewner interpolation provides a realization of a
rational transfer function that exactly interpolates all the data
{ωi,Φi}, with the minimal order realization thanks to the
Loewner matrix rank6.
D. Results on H2-optimal LTI model approximation with
eigenvalues preservation (step 4)
As the rational model G, obtained in step 3 of Algorithm
1, results to be of very large-scale7, we are now interested
in reducing the dimension of the rational, finite order model,
with objective of preserving λ?, the added eigenvalue. More-
over, the reduced-order model should well capture the main
original input/output dynamical behaviour. To address this
objective, the H2-norm mismatch error is commonly used,
see e.g. [13]. The objective is simply recast as follows:
Gr := arg min
G ∈ Hny×nu2
rank(G) = r  n
λ? ⊂ Λ(G)
||H −G||H2 . (29)
Beside the fact that problem (29) is non convex and
nonlinear [13], [14], some conditions have been proposed
to reach the so-called first order optimality conditions with
eigenvalue preservation and a procedure, named IETIA, has
been made available [10].
Details about these conditions and algorithm are detailed
in a previous work of the authors (see [10]). However, for
sake of completeness, let us summarize it as follows: the
optimal approximation Gr(s) of G(s) is simply obtained by
projecting on a subspace that is nothing but a combination of
(i) a bi-tangential Hermite interpolation of the original model
at the mirror images of the reduced-order model eigenvalues
with respect to its tangential directions, given by its residues
and (ii) a projection on the eigenvectors associated to the
preserved eigenvalue λ?.
E. Multi-model interpolation and LFR generation
With reference to Algorithm 1, one is now able to ap-
proximate any irrational and proper transfer function H(s) ∈
Hny×nu∞ with a low order rational function Hˆ(s) ∈ Hny×nu∞ .
6Moreover, practical considerations about complex arithmetic are also
available in [12].
7Indeed, since the considered model is of infinite dimension, the MacMil-
lian degree n usually is large, especially is the number of sample data N
is large.
TABLE I
OPEN-CHANNEL SETTING
Channel length L(km) 15.4
Longitudinal coordinate x(km) 5.6
Bed width b(m) 80
Side angle α(deg) 71
Bed slope I 10−4
Strickler coefficient Ks(m1/3/s) 45
Uniform flows Q0(m3/s) [200, 500, 1000, 1400]
Normal depths H0(m) [2.74, 4.68, 6.95, 8.38]
In order to extend this to parametric irrational and proper
transfer function H(s,Q0), representing the considered sys-
tem, a simple but effective approach, consists in (i) gridding
the Q0 varying parameter to obtain Hi(s,Q
(i)
0 ), for i =
1, . . . , ns, (ii) applying IPTFA to obtain the ns low order ap-
proximation Hˆi(s,Q
(i)
0 ), and finally (iii) interpolating these
local LTI models. Without loss of generality, the third step
can be done either by rational transfer function interpola-
tion [15] or state-space matrix interpolation. Therefore, one
obtains
Hˆ(s,Q0) = [Re(s,Q0) Rs(s,Q0)]. (30)
Then, the final LPV model (16) is obtained by simply adding
the delay expressions (17).
IV. RESULTS ON AN OPEN-CHANNEL SETTING FOR
HYDROELECTRICITY
To illustrate the work done in Sections II and III, we
consider an open-channel characterized by data given in
Table I.
A. Frequency-domain analysis of the original transfer func-
tions
Most of the results in the literature present the frequency
response of their model for one single operating point. Here,
the frequency responses of the original transfer functions Ge
and Gs are given for a large range of flows as described in
Table I (see Fig. 1), illustrating the complexity of the phe-
nomena, and suggesting the complexity of the approximation
task. In hydroelectricity context, it’s very common to exploit
flows on such a range of values.
For low frequencies, the behaviour of the infinite dimen-
sional model is dominated by an integrator effect which
appears explicitly in (14).
For higher frequencies, one can notice many resonance
modes which correspond to the reflection of waves on the
channel boundaries materialized by hydraulic infrastructures
(hydropower plants, dams, gates, etc). There is an infinite
number of resonance modes, due to the irrational aspect of
the transfer functions. The infinite number of poles and zeros
of the transfer function is directly linked to the resolution of
partial differential equations (5). Considering perfect sensors
and instrumentation in terms of bandwidth, the frequency
response of irrational models could be used as process model
on an infinite frequency range. But since the dynamics of the
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Fig. 1. Bode diagram of the irrational transfer functions (14).
flow is slow and the instrumentation bandwidth is limited,
we focus on low frequencies (< 10−1rad/s). Interested by the
asymptotic behaviour at high frequencies, resonance modes
are modelized in Section IV-B by an average tendency.
Furthermore, one can see on the Bode phase plots of Fig.
1 that the more the discharge Q0 decreases, the more the
hydraulic system becomes unstable: the delay increases.
B. Application of Algorithm IPTFA and validation
To handle the considered example, we apply Algorithm 1
with the appropriate settings: ns = 2 parameters grid, e.g. the
minimum and maximum values of Q0, then, N = 200
frequency grid points logarithmically spaced evaluation of
Hf (s) (between [10−5 10−1]rad/s), the filtered irrational
transfer of H(s) which has been augmented by the eigen-
value λ? = 10−5 (step 1-3). Then, a model approximation
with r = {4, 8} and λ? eigenvalue preservation is done,
using the MORE toolbox8. After models interpolation and
transformation into an LFR using the SMAC toolbox9,
Fig. 2 can be obtained. Regarding the complexity of the
obtained LFR, one should notice that the dimension of M
is either r = {4, 8} and the associated uncertain ∆ block
is nδ = {3, 8}, respectively, which is largely reasonable for
any kind of robust, parametric control design and worst-case
analysis issues.
8Steps 3 and 4 are achieved thanks to the MORE toolbox
w3.onera.fr/more/.
9The models interpolation is achieved using the SMAC toolbox
w3.onera.fr/smac/.
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Fig. 2. Frequency response of the magnitude of the original H(s) (solid
blue), ns = 2 rational reduced order models Hˆi(s) (dashed red) and
the final LFR multiple evaluation Gˆ(s,Q0) including delays (dash dotted
green). Top r = 4, bottom r = 8.
Finally, by referring to Fig. 2, one can notice that the fre-
quency behaviour is well reproduced. Indeed, the integrator
effect, the first oscillations and the high frequency gain mean
are well captured with different approximation orders and an
LFR with a very simple order. Phase plots are not provided
for space limitations but behaviour is also well captured.
V. CONCLUSION
An infinite model of open-channel has been developed in
uniform regime and approximated by a low order rational
transfer functions plus input time delays (order 4th and
8th). Frequency responses comparing exact and approxi-
mated models show a very good matching for a large range
of discharges Q0 configurations. Thanks to the powerful
reduction technique, named IPTFA, perspectives concerning
the development of dedicated LPV control and analysis of
the non-uniform regime will be studied in the future.
VI. APPENDIX
The following relations have been considered:
B0 = b+ 2H0 tan(α), S0 = H0 (b+H0 tan(α)) ,
V0 =
Q0
S0
, δ0 = c
2
0 − V 20 ,
β0 = gS0µ0, γ0 = g
(
I − J0 − η0 − S0ρ0
B0
)
,
ϕ0 =
γ0
2
, c0 =
√
gS0
B0
,
Φ0 = 2ϕ0V0 + β0δ0, µ0 =
2
K2s
W0Q0,
W0 =
(
P 20
S50
)2/3
, P0 = b+ aH0,
a =
2
cos(α)
, J0 = W0
(
Q0
Ks
)2
,
η0 =
I − J0
1− B0Q
2
0
gS30
, ρ0 =
2
3
(
Q0
Ks
)2
W0
(
2
a
P0
− 5B0
S0
)
.
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