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Abstract—Clustering can help aggregate the topology infor-
mation and reduce the size of routing tables in a mobile ad
hoc network (MANET). To achieve fairness and even energy
consumption, each clusterhead should ideally support the same
number of cluster members. Moreover, one of the most important
characteristics in MANETs is the topology dynamics, that is, the
network topology changes over time due to energy conservation
or node mobility. Therefore, for a dynamic and complex system
like MANET, an effective clustering algorithm should efﬁciently
adapt to each topology change and produce the new load balanced
solution quickly. The maintenance of the cluster structure should
be as stable as possible to reduce overhead. It requires that
the new solution should try to keep most of the good parts
in the previous solution. In this paper, we propose to use
elitism-based immigrants genetic algorithm (EIGA) to solve the
dynamic load balanced clustering problem in MANETs. Each
individual represents a feasible clustering structure and its ﬁtness
is evaluated based on the load balance metric. Immigrants are
introduced to help the population to handle the topology dynamics
and produce new and closely related solutions. The experimental
results show that EIGA can quickly adapt to the environmental
changes (i.e., the network topology change) and produce high-
quality solutions after each change.
Index Terms—Mobile ad hoc networks, elitism-based immi-
grants, dynamic clustering
I. INTRODUCTION
A mobile ad hoc network (MANET) [8], [11], [7] is a
self-organizing wireless local area network without infrastruc-
ture and central administration. It has the advantages of low
cost, plug-and-play convenience, and ﬂexibility. Just like the
Internet, the ﬂat network infrastructure of MANETs encoun-
ters the scalability problem when the network size increases.
Scalability is more challenging in MANETs due to node mo-
bility. Therefore, efﬁcient network management is extremely
important. Analogous to the IP subnet concept, a MANET can
also be organized into a hierarchical architecture by dividing
nodes into clusters. Each cluster maintains and aggregates the
information of the nodes within it. Each cluster can thus be
seen as a logical node at the cluster level. The network layer
only needs to maintain and manage the information of these
logical nodes. Clearly, the control overhead will be reduced
with the aid of clustering.
A clustering algorithm [19] is to ﬁnd a feasible inter-
connected set of clusters covering the entire set of nodes
in a MANET. At any instant, one mobile node can only
belong to one cluster. A cluster may have a clusterhead or
not. Since the recruiting of clusterheads brings the advantage
of easy management, most of the prior research work is on
clustering with clusterhead. In this paper, our algorithm also
generates the clusters with clusterheads assigned. Furthermore,
clustering must be associated with at least one metric such
as node ID, node degree, and energy (battery power). The
metric is speciﬁed based on the application requirements. For
example, in the highest degree heuristic [4], the node with the
maximum number of neighbors (highest degree) is chosen as
the clusterhead.
In this paper, we consider the load balance as the clustering
metric since it is an important issue. The load balance means
that every clusterhead should ideally support the same number
of clustermembers. It can guarantee the fairness for all the
clusterheads in term of the load. Moreover, the load balanced
clustering can help prolong the lifetime of the clustering
structure since each clusterhead will evenly consume the
battery energy. It has been proved that ﬁnding an optimal
set of clusterheads with one or more clustering metrics is
NP-hard [2]. Conventional search techniques, such as hill
climbing [9], are often incapable of optimizing non-linear
multimodal functions. In such a case, a random search method
might be required. Evolutionary algorithms (EAs), e.g., genetic
algorithms (GAs), are well-known guided random search and
optimization techniques. They are based on the basic principles
of evolution: survival of the ﬁttest and inheritance. Generally,
EAs are applied to ﬁnd approximate optimal solutions with
respect to a ﬁtness function for NP-hard problems.
However, since we consider the load balanced clustering
problem in a continuously changing network, it turns out to be
one of the dynamic optimization problems (DOPs). In recent
years, studying EAs for DOPs has attracted a growing interest
due to its importance in EA’s real world applications [16].
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Due to continuous topology changes, MANET is a typical
dynamic network. Therefore, a few traditional static network
optimization problems, e.g., routing and multicast, have be-
come dynamic network optimization problems in MANETs.
These problems urgently call for specialized algorithms which
are able to provide high-quality solutions to them. In pre-
vious works, we have successfully applied a few dynamic
genetic algorithms to solve a couple of representative DOPs in
MANETs, i.e., dynamic shortest path routing problem [18] and
dynamic multicast problem [3]. In this paper, we investigate
the dynamic clustering problem in MANETs.
The simplest way of addressing DOPs is to restart EAs
from scratch whenever an environmental change is detected.
Although the restart scheme really works for some cases [13],
for many DOPs it is more efﬁcient to develop other approaches
that make use of knowledge gathered from old environments.
One of the possible approaches is to maintain and re-introduce
diversity during the run of EAs, i.e., the immigrants schemes
[14], [10], [17]. The random immigrants scheme is the simplest
one where randomly generated new individuals are introduced
into the population. The elitism-based immigrants scheme
[15] is a representative one among immigrants schemes for
EAs in dynamic environments. In the scheme, the elite from
previous generation is used as the base to create immigrants
via mutation to replace the worst individuals in the current
population. This way, the introduced immigrants are more
adapted to the changing environment.
In this paper, we implement and apply the GA with elitism-
based immigrants to solve the dynamic load balanced cluster-
ing problem. First, we design the speciﬁc genetic algorithm
for the dynamic clustering problem. Then, at each generation,
a certain number of elitism-based immigrants are generated
and added into the population to maintain the diversity. Once
the topology is changed, the new immigrants can help guide
the search of good solutions in the new environment. For
comparison purposes, we also implement a GA with random
immigrants (RIGA), standard GA (SGA), and the Restart
GA (RGA). By simulation experiments, we evaluate their
performance on the dynamic load balanced clustering problem.
The results show that the EIGA signiﬁcantly outperforms the
other three GA methods. It is veriﬁed that EIGA works really
well in the dynamic real-world networks.
II. RELATED WORK
A typical cluster structure in a MANET is shown in Fig. 1.
Within one cluster, mobile nodes may play different roles,
such as clusterhead, clustergateway, or clustermember. A clus-
terhead normally serves as a local coordinator for its cluster,
performing intracluster transmission control, data forwarding,
and so on. A clustergateway is a non-clusterhead node with
inter-cluster links, so it can access neighboring clusters and
forward data between clusters. A clustermember is an ordinary
node, which is a non-clusterhead node without any inter-cluster
links.
The primary step in clustering is the selection of cluster-
heads. The clusterhead can be the leader node, for example,
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Fig. 1. Illustration of a cluster structure in a MANET.
the node with the maximum power. The selection is based
on different criterion derived from speciﬁc communication
requirements. For one-hop clustering, the cluster structure
is determined once the clusterheads are determined. In the
following, we formalize the clusterhead selection problem. A
MANET is represented as an undirected graph 𝐺(𝑉,𝐸), where
𝑉 represents the set of mobile nodes and 𝐸 represents the set
of links between nodes. Let 𝑁(𝑣) be the neighborhood of node
𝑣, deﬁned as:
𝑁(𝑣) =
∪
𝑣′∈𝑉,𝑣′ ∕=𝑣
{𝑣′∣𝑑𝑖𝑠𝑡(𝑣, 𝑣′) < 𝑟} . (1)
where 𝑟 is the transmission range of node 𝑣. The generalized
procedure for selecting the clusterhead is as follows.
Step 1: From 𝐺, select one mobile node 𝑣 as a clusterhead
according to a certain rule.
Step 2: Delete node 𝑣 and all its neighbors (i.e., all nodes
in 𝑁(𝑣)) from 𝐺.
Step 3: Repeat Steps 1 to 2 for the remaining nodes in 𝐺
until 𝐺 is empty.
The above three steps generate a set of clusterheads. In
Step 1, the rule determines which node is selected as the
clusterhead. Different clustering algorithms deﬁne different
rules, such as the lowest node-ID, the highest node-degree,
the least node-weight, etc.
III. MODEL
In this section, we ﬁrst present our network model and then
formulate the problem of dynamic load balanced clustering.
We consider a MANET that operates within a ﬁxed geo-
graphical region. We model it by a undirected and connected
topology graph 𝐺0(𝑉0, 𝐸0), where 𝑉0 represents the set of
wireless nodes (i.e., routers) and 𝐸0 represents the set of
communication links connecting two neighboring routers that
fall into the radio transmission range.
The dynamic load balanced clustering (DLBC) problem can
be informally described as follows. Initially, given a network
of wireless nodes, we wish to ﬁnd a set of clusterheads from
the network and each clusterhead serves the same number of
clustermembers. Then, periodically or stochastically, due to
energy conservation or some other issues, some nodes are
scheduled to sleep or some sleeping nodes are scheduled to
wake up. Therefore, the network topology changes from time
to time. The objective of our problem is to quickly ﬁnd the
new optimal set of clusterheads after each topology change.
More formally, consider a MANET 𝐺(𝑉,𝐸). The DLBC
problem is to ﬁnd a series of clusterhead sets {𝐶𝐻𝑖∣𝑖 ∈
{0, 1, ...}} over a series of graphs {𝐺𝑖∣𝑖 ∈ {0, 1, ...}}. As-
sume that the clusterhead set 𝐶𝐻𝑖 = {𝐶1, 𝐶2, ..., 𝐶𝑚}, the
clusterhead degree of 𝐶𝑗 (i.e., the number of clustermembers
served by clusterhead 𝐶𝑗) is 𝑑𝑗 , and the average number of
clustermembers served by each clusterhead is 𝑑𝐶𝐻𝑖 . We aim
to minimize the standard deviation of {𝑑𝑗 ∣𝑗 ∈ {1, 2, ...,𝑚}}
as shown in Eq. (2).
𝜎𝐶𝐻𝑖 =
√√√⎷ 1
𝑚
𝑚∑
𝑗=1
(𝑑𝑗 − 𝑑𝐶𝐻𝑖)2 . (2)
IV. DESIGN OF THE GA FOR THE DLBC PROBLEM
This section describes the design of the GA for the DLBC
problem. The GA operations consist of several key compo-
nents: genetic representation, population initialization, ﬁtness
function, selection scheme, crossover, and mutation.
A. Genetic Representation
Each solution produced by our algorithm stands for a set
of clusterheads, which are selected from all the nodes in the
network. Hence, a random permutation of node IDs will result
in a random set of clusterheads. In this algorithm, we use
random permutation of node IDs to represent a chromosome.
It is important to guarantee that there is no duplicate node
ID in each chromosome. Each node ID in the chromosome is
called a gene. For example, in a MANET consisting of eight
nodes with IDs ranging from 1 to 8, a random permutation (4
3 8 7 1 6 2 5) represents a chromosome.
We need to derive a set of clusterheads from each chromo-
some. Let us explain this method with an example. Assume
that the chromosome is (4 3 8 7 1 6 2 5). First, we add the ﬁrst
gene 4 into the clusterhead set. Then, all the 1-hop neighbors
of node 4 are no longer allowed to be clusterheads. Assume
that the neighbors of node 4 are nodes 5 and 6. We continue
to check the next gene and add node 3 into the clusterhead set.
The 1-hop neighbors of node 3 are nodes 1 and 2. So nodes 1,
2, 5, and 6 are not considered as clusterheads any more. Then,
we add node 8 into the clusterhead set. The available neighbors
of node 8 are node 7. Hence, node 7 is also forbidden to be a
clusterhead. Until now, all the nodes have been checked and
a clusterhead set {4, 3, 8} is generated. Table I illustrates the
procedure of clusterhead selection.
TABLE I
THE PROCEDURE FOR DERIVING A SET OF CLUSTERHEADS FROM A
CHROMOSOME
Step Candidate genes for clusterheads Set of clusterheads
1 (43871625) {}
2 (−3871− 2−) {4}
3 (−− 87−−−−) {4, 3}
4 (−−−−−−−−) {4, 3, 8}
B. Population Initialization
In the GA, each chromosome corresponds to a potential
solution. The initial population 𝑄 is composed of a certain
number, denoted as 𝑞, of chromosomes. To explore the
genetic diversity, in our algorithm, for each chromosome,
the corresponding permutation of node IDs is randomly
generated. The initial population is generated as follows.
Step 1: Start (𝑘 = 0).
Step 2: Generate chromosome 𝐶ℎ𝑟𝑘: create a random
permutation of all the node IDs and derive the corresponding
clusterhead set 𝐶𝐻𝑘;
Step 3: 𝑘 = 𝑘 + 1. If 𝑘 < 𝑞, go to Step 2, otherwise, stop.
Thus, the initial population 𝑄 = {𝐶ℎ𝑟0, 𝐶ℎ𝑟1, ..., 𝐶ℎ𝑟𝑞−1}
is obtained.
C. Fitness Function
Given a solution, we should accurately evaluate its quality
(i.e., the ﬁtness value), which is determined by the ﬁtness
function. In our algorithm, we aim to ﬁnd the clusterhead set
which can build up the load balanced cluster structure, that is,
each clusterhead has the same clusterhead degree (i.e., serving
the same number of clustermembers). Our primary criterion
of solution quality is the standard deviation of the clusterhead
degrees. Therefore, among a set of candidate solutions, we
choose the one with the least standard deviation. The ﬁt-
ness value of chromosome 𝐶ℎ𝑟𝑖 (representing the clusterhead
𝐶𝐻𝑖), denoted as 𝐹 (𝐶ℎ𝑟𝑖), is given by:
𝐹 (𝐶ℎ𝑟𝑖) = (𝜎𝐶𝐻𝑖)
−1 =
√√√⎷ 1
𝑚
𝑚∑
𝑗=1
(𝑑𝑗 − 𝑑𝐶𝐻𝑖)2
−1
. (3)
D. Selection Scheme
Selection plays an important role in improving the average
quality of the population by passing the high quality chromo-
somes to the next generation. The selection of chromosome is
based on the ﬁtness value. We adopt the scheme of pair-wise
tournament selection without replacement [6] as it is simple
and efﬁcient. The tournament size is 2.
E. Crossover and Mutation
Crossover and mutation are two important genetic operators.
Crossover helps generate two offspring chromosomes from
two parent chromosomes. All the genes in each offspring
chromosome are inherited from different parts of the two
parent chromosomes. In this algorithm, we employ the well-
known X-Order1 method [12]. Mutation generates an offspring
chromosome from only one parent chromosome by changing
the values of some genes. We employ the simple and efﬁcient
gene swapping method for mutation.
V. ELITISM-BASED IMMIGRANTS GA
In stationary environments, convergence at a proper pace
is really what we expect for GAs to locate the optimum
solutions for many optimization problems. However, for DOPs,
convergence usually becomes a big problem for GAs because
changing environments usually require GAs to keep a certain
population diversity level to maintain their adaptability. To
address this problem, the random immigrants approach is a
quite natural and simple way [5], [1]. It was proposed by
Grefenstette with the inspiration from the ﬂux of immigrants
that wander in and out of a population between two generations
in nature. It maintains the diversity level of the population
through replacing some individuals of the current population
with random individuals, called random immigrants, every
generation. As to which individuals in the population should
be replaced, usually there are two strategies: replacing random
individuals or replacing the worst ones [20]. In order to avoid
that random immigrants disrupt the ongoing search progress
too much, especially during the period when the environment
does not change, the ratio of the number of random immigrants
to the population size is usually set to a small value, e.g., 0.2.
However, in a slowly changing environment, the introduced
random immigrants may divert the searching force of the
GA during each environment before a change occurs and
hence may degrade the performance. On the other hand, if
the environment only changes slightly in terms of severity of
changes, random immigrants may not have any actual effect
even when a change occurs because individuals in the previous
environment may still be quite ﬁt in the new environment.
Based on the above consideration, an immigrants approach,
called elitism-based immigrants [15], is proposed for GAs to
address DOPs.
The pseudo-code for the EIGA is shown below. Within
EIGA, for each generation 𝑡, after the normal genetic
operations (i.e., selection and recombination), the elite
𝐸(𝑡 − 1) from previous generation is used as the base
to create immigrants. From 𝐸(𝑡 − 1), a set of 𝑟𝑒𝑖 × 𝑞
individuals are iteratively generated by mutating 𝐸(𝑡 − 1)
with a probability 𝑝𝑖𝑚, where 𝑞 is the population size and
𝑟𝑒𝑖 is the ratio of the number of elitism-based immigrants
to the population size. The generated individuals then act as
immigrants and replace the worst individuals in the current
population. It can be seen that the elitism-based immigrants
scheme combines the idea of elitism with traditional random
immigrants scheme. It uses the elite from previous population
to guide the immigrants toward the current environment,
which is expected to improve GA’s performance in dynamic
environments.
begin
𝑡 := 0 and initialize population 𝑄(0) randomly
evaluate population 𝑄(0)
repeat
𝑄′(𝑡) = 𝑠𝑒𝑙𝑒𝑐𝑡𝐹𝑜𝑟𝑅𝑒𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛(𝑄(𝑡))
crossover(𝑄′(𝑡), 𝑝𝑐) // 𝑝𝑐 is the crossover probability
mutate(𝑄′(𝑡), 𝑝𝑚) // 𝑝𝑚 is the mutation probability
evaluate the interim population 𝑄′(𝑡)
// perform elitism-based immigration
denote the elite in 𝑄(𝑡− 1) by 𝐸(𝑡− 1)
generate 𝑟𝑒𝑖 × 𝑛 immigrants by mutating 𝐸(𝑡− 1) with
𝑝𝑖𝑚
evaluate these elitism-based immigrants
replace the worst individuals in 𝑄′(𝑡) with the
generated immigrants
𝑄(𝑡+ 1) := 𝑄′(𝑡)
until the termination condition is met // e.g., 𝑡 > 𝑡𝑚𝑎𝑥
end
In our implementation of EIGA, if the mutation probability
𝑝𝑖𝑚 is satisﬁed, the elite 𝐸(𝑡 − 1) will be used to generate
the new immigrants by the mutation operation; otherwise,
𝐸(𝑡− 1) itself will be directly used as the new immigrants.
VI. EXPERIMENTAL STUDY
We implement EIGA, RIGA, SGA, and RGA for the
DLBC problem. By simulation experiments, we evaluate their
performance in a continuously changing MANET.
A. Experimental Design
The initial network topology is generated using the follow-
ing method. We ﬁrst specify a square region with the area of
200 × 200 that has the width [0, 200] on the 𝑥 axis and the
height [0, 200] on the 𝑦 axis. Then we generate 100 nodes
and the position (𝑥, 𝑦) of each node is randomly speciﬁed
within the square area. If the distance between two nodes falls
into the radio transmission range 𝐷, a link will be added
to connect them and they are 1-hop neighbors. Finally, we
check if the generated topology is connected. If not, the above
process is repeated until a connected topology is generated. In
the experiments, 𝐷 is given a reasonable value 50.
All the algorithms start from the initial network topology.
Then, after a certain number (saying, 𝑅) of generations (i.e.,
the change interval), a certain number (saying, 𝑀 ) of nodes
are scheduled to sleep or wake up depending on their current
status. It means that the selected working nodes will be
turned off to sleep and the selected sleeping nodes will be
turned on to work. Therefore, the network topology is changed
accordingly since some links are lost and some other links
appear again. By this means, we create a series of network
topologies corresponding to the continuous network changes.
Furthermore, these adjacent topologies are highly related since
each time the changes affect only part of the nodes. We can see
that 𝑅 and 𝑀 determine the change frequency and severity,
respectively. The larger the value of 𝑅, the slower the changes.
The larger the value of 𝑀 , the more severe the changes.
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Fig. 2. Comparison of EIGA, RIGA, SGA, and RGA when M is set to 2
and R is set to 5.
As described in Section IV.D, the GA adopts pair-wise
tournament selection without replacement. In all the experi-
ments, the mutation probability is set to 0.1. For the random
immigrants scheme, 𝑟𝑖 is set to 0.2. For the elitism-based
immigrants scheme, 𝑟𝑒𝑖 is set to 0.2 and 𝑝𝑖𝑚 is set to 0.8.
In addition, we set the number of changes to 19 and therefore
the algorithms will work over 20 different but highly-related
network topologies (the initial topology plus the 19 changed
topologies).
In order to have fair comparisons among GAs, the popu-
lation size and immigrants ratios were set such that each GA
has 120 ﬁtness evaluations per generation as follows:
(1 + 𝑟𝑖) ∗ 𝑞 = 120, (4)
where 𝑞 is the whole population size, which was set to 100 in
the experiments. Hence, we have 𝑞 = 120 for SGA and RGA,
and 𝑞 = 100 for RIGA and EIGA.
B. Experimental Results and Analysis
At each generation, for each algorithm, we select the best
individual from the current population and output the standard
deviation of the clusterhead degrees calculated from it. We
repeat each experiment 10 times and get the average values of
the best solutions at each generation. We vary𝑀 from 2 to 4 to
see the effect of change severity on the algorithm performance.
We also set 𝑅 to 5, 10, and 15, respectively, to see the effect
of the change frequency on the algorithm performance.
Fig. 2 is the comparison results when the change severity
parameter 𝑀 is set to 2 and the change interval 𝑅 is 5. In
Fig. 3, we change 𝑅 to 10 and in Fig. 4, we change 𝑅 to
15. Therefore, Fig. 2 shows a rapidly changing environment,
Fig. 3 shows a relatively slowly changing environment, and
Fig. 4 shows a much slower changing environment than the
two others. In Fig. 5, the change interval 𝑅 is 10 while the
change severity parameter 𝑀 is increased to 4.
From Fig. 2, we can see that the ﬁrst nine changes affect
the algorithms much more signiﬁcantly than all the next
changes. This is due to that in the random dynamic topology
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Fig. 3. Comparison of EIGA, RIGA, SGA, and RGA when M is set to 2
and R is set to 10: (a) generation 0 to 99; (b) generation 100 to 199.
generation, the ﬁrst nine changes all schedule the nodes to
sleep. Therefore, each of these changes will result in re-search
the clusterheads. However, in the later changes, some nodes are
scheduled again to wake up and work. These changes affect
the current population in a less signiﬁcant way. There is a
high probability that the corresponding good solutions already
exist in the population. Therefore, EIGA can handle them well
and no signiﬁcant impact to the population is observed. From
Fig. 3 and Fig. 4, we can see the similar behaviors of EIGA.
In Fig. 2, the standard deviation of clusterhead degrees
achieved by EIGA ranges from 2.7 to 3.9. In Fig. 3, the
corresponding value ranges from 2.45 to 3.95. In Fig. 4, the
value ranges from 2.35 to 3.7. We can see that in a slowly
changing environment, EIGA shows a better performance than
in a rapidly changing environment since it has more time to
search good solutions before the next change occurs.
From the above three ﬁgures, another interesting point
observed is that when the changes have signiﬁcant impact
to the population, RIGA performs better than SGA. While
when the changes show slight impact to the population, SGA
performs better than RIGA. In Fig. 5, the change severity
0 10 20 30 40 50 60 70 80 90 100
2.3
2.5
2.7
2.9
3.1
3.3
3.5
3.7
3.9
Generation
S
ta
nd
ar
d 
D
ev
ia
tio
n 
of
 C
lu
st
er
he
ad
 D
eg
re
es
 
 
EIGA
RIGA
SGA
RGA
(a)
100 110 120 130 140 150 160 170 180 190 200
3
3.2
3.4
3.6
3.8
4
4.2
4.3
Generation
S
ta
nd
ar
d 
D
ev
ia
tio
n 
of
 C
lu
st
er
he
ad
 D
eg
re
es
 
 
EIGA
RIGA
SGA
RGA
(b)
200 210 220 230 240 250 260 270 280 290 300
3.1
3.2
3.3
3.4
3.5
3.6
3.7
3.8
3.9
4
4.1
Generation
S
ta
nd
ar
d 
D
ev
ia
tio
n 
of
 C
lu
st
er
he
ad
 D
eg
re
es
 
 
EIGA
RIGA
SGA
RGA
(c)
Fig. 4. Comparison of EIGA, RIGA, SGA, and RGA when M is set to 2 and
R is set to 15: (a) generation 0 to 99; (b) generation 100 to 199; (c) generation
200 to 299.
parameter 𝑀 is set to 4, which means that each time four
nodes will be scheduled to sleep or wake up. More nodes
involved in the change will bring a higher change severity. We
can see that RIGA performs better when 𝑀 is 4 than when 𝑀
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Fig. 5. Comparison of EIGA, RIGA, SGA, and RGA when M is set to 4
and R is set to 10: (a) generation 0 to 99; (b) generation 100 to 199.
is 2. This shows that random immigrants can help preserve the
diversity of the population and thereby increase the capability
of the population in handling the dynamic environment. Fur-
thermore, in the environment with a higher change severity,
the random immigrants scheme is more powerful. However,
if the environment is relatively peaceful, random immigrants
adversely affect the population.
In all the ﬁgures, EIGA shows the best performance. The
reason is that EIGA exploits both the population diversity
brought by the immigrants scheme and the advantages of
the elitism scheme to enhance its search capability. On the
other hand, we can see that RGA always exhibits the worst
performance even when the changes have trivial impacts on the
current population. The reason is that RGA does not exploit
any useful information in the old environment and that the
frequent restart sacriﬁces its evolving capability. Therefore, for
a dynamic optimization problem where the problem dynamics
is at a reasonable level, to restart the whole population of GA
is not a good choice.
VII. CONCLUSIONS
The clustering problem has been extensively addressed in
MANETs. However, previous works do not pay much attention
to the continuous topology changes, which are actually the
inherent characteristics of MANETs. Intuitively, it is much
more challenging to deal with the dynamic clustering problem
in a continuously changing MANET than to solve the quasi-
static one in a quasi-static infrastructure where only local small
modiﬁcation will be introduced after clustering.
In recent years, there has been a growing interest in studying
GAs for dynamic optimization problems. Among approaches
developed for GAs to deal with DOPs, immigrants schemes
for GAs on DOPs aim at maintaining the diversity of the
population throughout the run via introducing new individuals
into the current population. In this paper, we apply the elitism-
based immigrants scheme for the GA to solve the dynamic
load balanced clustering problem in a large scale MANET.
We well design the GA components for the clustering problem
and the elitism-based immigrants scheme. To encourage load
balance, we use the standard deviation of clusterhead degrees
to evaluate the performance of the clustering results. Simula-
tion experiments show that EIGA is a powerful technique for
solving the dynamic load balanced clustering problem and that
the elitism-based immigrants scheme outperforms the random
immigrants scheme, standard GA, and restart scheme for the
tested dynamic clustering problems.
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