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Abstract—For industrial wireless sensor networks, maintaining
the routing path for a high packet delivery ratio is one of the key
objectives in network operations. It is important to both provide
the high data delivery rate at the sink node and guarantee that
the data packet will be arrived at the sink node within specific
deadline. Most proactive routing protocols for sensor networks
are based on simple periodic updates to distribute the routing
information. A sensor node determines that its links is broken
when it does not receive any route update packet about this
link for a specific period of time. A new routing mechanism is
proposed to provide an efficient route maintenance process with
a small amount of overheads for reliable data transmissions.
It is designed with a combination of periodic update and local
update for each routing path, and is configured theoretically
with optimal settings. Simulation studies show that the proposed
mechanism behaves better at any level of routing path quality
than the existing popular routing protocols (AODV, AOMDV and
DSDV).
Index Terms—wireless sensor networks, routing protocols,
periodic update, local update
I. INTRODUCTION
For industrial wireless sensor networks, maintaining the
routing path for a high level of packet delivery ratio is one
of the key objectives. In order to maintain the performance
of a sensor network application such as a real-time control
system, the main controller of the system requires that critical
information from the sensors must arrive at the controller
within a specific period of time. If many data packets are
lost during the transmissions due to the unreliable transmission
routes, the recovery mechanism of the system must be initiated
to transmit the lost packets from the source node again.
As a result, the total amount of transmission delay would
increase significantly, resulting in degradation of the overall
performance of the sensor network system because many data
packets cannot arrive at the sink node within the deadline
period.
Providing all nodes in the network with the current in-
formation about the routing paths is a complicated task,
especially in real industrial environments. Harsh conditions
in an industrial area can create a sudden change in the quality
of the communication links. The link condition can change
from good to poor in a very short period of time. This type
of event leads to additional complexity for maintaining the
current condition of all routing paths in the network. Different
types of routing protocols use specific approaches to obtain
and maintain the current condition of the communication links.
Each of these approaches has its advantages and disadvantages.
For reactive routing protocols, a routing path is established
only when the source node has data packets to transmit.
Establishing a new routing path every time to transmit a data
packet can ensure that the routing path is established based
on the latest routing information. However, it also causes a
considerable amount of delay before the source node can begin
to transmit a data packet. In proactive routing protocols, each
node establishes all routing paths at the beginning and then
updates the routing information periodically to maintain the
current information of the routing paths. The main advantage
of the proactive routing over the reactive routing is that the
source node can start the data transmission immediately when
there is a data packet to transmit. This is achieved with the
cost of routing update overheads, which may be significant for
large-scale sensor networks.
In order to maintain the current condition of the routing
path, a well designed routing metric is important which
should be able to accurately evaluate the condition of the
communication links in wireless environments. Many types
of routing metrics have already been proposed and employed
in various applications. Many of existing sensor network
applications rely on a single parameter to determine the link
condition. One of the widely used routing metrics is Expected
Transmission Count (ETX), which is based on the forward
and backward delivery ratio. The best routing path for ETX
is the one that can deliver a data packet to the destination
with the least number of transmissions [1]. Another well-
known metric is Packet Reception Ratio (PRR), for which
the best routing path is the one that can provide the highest
success transmission rate to the sink node [2], [3]. Other
types of link quality metrics use the combination of multiple
parameters to provide the best evaluation result under different
application conditions, e.g., the combination of ETX and link
interferences [4]. However, all these routing metrics do not
address how to propagate the new routing metric to other
nodes for determining the current condition of the routing path.
Without an effective method to transmit the current routing
information to all participating nodes, the current value of
the routing information may be outdated. In particular, for
proactive routing protocols applied in a large-scale sensor
network system, the simple periodic update in all nodes may
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cause a significant amount of propagation delay and routing
overheads.
In order to improve the routing performance of large-scale
sensor networks in term of End-to-End delay and routing
overheads, we have recently proposed a new framework for
proactive routing in the preliminary study of this work [5].
The framework combines a multipath route selection and the
proactive routing mechanism. The framework has been shown
to be effective in proactive routing with reduced overhead in
routing information update. It has also been shown to behave
with a smaller end-to-end transmission delay in comparison
with popular routing protocols DSDV, Ad hoc On-demand
Distance Vector (AODV) and Ad hoc On-demand Multipath
Distance Vector (AOMDV) as benchmarks. Extending this
proactive routing framework, this paper proposes a new route
maintenance process to accurately evaluate the quality of the
routing paths. The combination of end-to-end periodic update
for each routing path and local update for each sensor node
is designed to effectively distribute and evaluate the current
status the routing paths in the network. Theoretic development
is also presented to determine the key configuration parameters
for both periodic and local update processes. The new route
maintenance process is implemented in Network Simulator
Version 2 (NS-2) and evaluated.
The rest of the paper is organized as follows. Section II
briefly reviews the related works and outlines the motivations
of the research. Section III proposes our routing mechanism
with a new route maintenance concept. Theoretical devel-
opment for determining the key control parameters of the
proposed routing mechanism is given in Section IV. Section
V carries out simulation studies to verify the proposed routing
mechanism. Finally, Section VI concludes the paper.
II. RELATED WORK
For industrial wireless sensor networks, the ability of the
networks to detect fault incidents in network operations is
one of the key requirements. A quick response to fault events
enables immediate actions to solve the problems before they
cause any damage to the overall system. Attempts that have
been made to detect and respond to fault incidents in wireless
scenario can be categorized based on the layered TCP/IP
model. For the application layer, the main focus is to detect
the fault events either from node malfunction [6], [7] or from
sensor measurements [8]. The main objective of the fault
protection mechanism in transport layer is to identify potential
congestion events between the source and the destination
nodes [9], [10], [11]. The fault tolerant solution for network
layer is to detect the routing path through which data packets
cannot be delivered to a specific destination.
A mechanism was proposed in [12] to detect a blocked node
in available routing paths. When a node discovered that it
could not forward a data packet, it would transmit a special
control packet to inform its neighbours and the neighbour
nodes would then initiate a new route discovery process with
more relaxing constraints to find alternative path to the sink
node. Yu et al. [13] proposed a method to detect a broken link
and discover a new routing path by using a sniffing technique.
Each node sniffs the packets passing through its adjacent nodes
to estimate the number of hops to the sink node, and will
use this information to discover a new path when the current
main path is broken. However, the majority of the efforts in
this area focus on how to create an alternative routing path
when the sensor node detects that the current communication
link is broken. The common assumption for the broken link
is based on simple constraints such as the next-hop node is
broken or moves out of the radio communication range. In
industrial environments with multiple sources of interferences,
the broken link is only one type of many events that can occur
in network operations. The communication link may change
to a poor condition for a specific period of time and then
back to normal condition, or the communication link is not
in good condition but can still deliver a considerable number
of packets to the sink node. In order to respond to fault
events properly in the network, not only the ability to find
an alternative routing path is required but also the capability
to distinguish the differences between the routing paths that
do not meet application layer’s requirement and the routing
paths that remain in poor condition only for a short period of
time. This will be investigated in detail in this paper.
The route maintenance process in network routing is based
on the specific routing protocol in use. This paper focuses
on proactive routing, which is a widely used routing tech-
nique. The mechanism of maintaining routing information in
proactive routing is periodic update. Many proactive routing
protocols for wireless sensor networks rely on the basic
concept of this update process [14]. In periodic update, each
node needs to broadcast all routing information in its routing
table to all its neighbour nodes. This update process is very
simple, which can be easily implemented in the sensor nodes.
However, this simple process can create the routing loop
problem. In order to prevent this problem, the additional
mechanisms must be added into the routing process. For
example, DSDV uses the sequence number and holddown
timer to defer a node from advertising the new information
until it waits for a considerable period of time [15]. Such
additional mechanisms can create a notable amount of delay,
leading to a slow response of the routing protocol to new
changes in the network. Reducing the update period can
significantly improve the response time of periodic update, but
will also introduce significant routing overhead particularly in
large-scale networks. In addition, a small update period may
not give each node sufficient time to evaluate the condition of
its communication links, causing inaccurate evaluation results.
Furthermore, the periodic update technique used so far work
effectively only when the link condition remains poor over a
long period of time. When the condition of the communication
links is alternated between good and poor, periodic update may
fail to detect the poor link condition. This paper will provide
a solution to this problem.
A well designed routing metric is significant for the route
maintenance process. It should characterize the actual status
of the communication link. Among various routing metrics for
evaluating the link condition, the ETX is a very popular one
[1]. Many applications have implemented ETX or its variations
in their routing protocols [16], [17]. The main concept in the
ETX to evaluate the link quality is the successful transmission
of packets in both forward and backward directions. In order
to evaluate both forward and backward probabilities, each
node transmits probe packets periodically to its adjacent nodes.
From the successful reception rate of the probe packets, each
communication link in the same routing path can be locally
evaluated at each node. While it is helpful to determine the
specific poor quality link in the routing path, using the ETX to
evaluate the quality of the whole routing path has some flaws.
For example, each node has to finish its own ETX evaluation
and propagate this routing information to all participating
nodes. For proactive routing which relies on simple periodic
update, the long propagation delay is likely to occur and
the information of the ETX value from each node may not
represent the current condition of the communication links.
Another well-known link quality metric is packet reception
ratio (PRR), which is calculated by dividing the number of data
packets successfully received at the sink node by the number
of transmitted packet at the source node. The PRR can be
evaluated based on the value of RSSI or LQI, which are the
parameters available from the hardware of the sensor nodes
[14], [18]. It can be sued to determine the overall quality of
the routing path (end-to-end analysis) or the link quality in
hop-by-hop basis. Using PRR to evaluate the link quality of
each hop in the routing path may experience the same problem
as the ETX metric does. End-to-end evaluation also requires
a significant period of time for accurate result.
A single criteria parameter may not be able to provide
enough information to determine the link condition. Efforts
have been made to use the combination or multiple routing
metrics to determine the quality of the routing path. One of
such efforts is to combine the link quality and the network
load. Fonoage et al. [19] have proposed to use the combination
of link quality, distance and network load to select the best
routing path. In their method, the good quality routing path is
the path with both a high successful transmission rate and a
low amount of traffic load. The routing path with low traffic
load can reduce the probability of packet drop due to the
limited amount of buffer at each sensor node.
There are also many other combinations of routing metrics.
The criteria parameters, such as congestion level and link
interferences, can be used with link quality metric to create
the new combination of routing metrics [4], [20]. A possible
combination of routing metrics is to use both reliability and
remaining energy metrics to find the best quality routing path
[21], [22]. However, each type of the routing metrics requires
different length of time to provide accurate result. Using the
same evaluation period for all these metrics may not give a
good estimation of the path condition.
While most existing efforts focus only on how to identify
the routing metrics that represent the condition of the routing
path, they do not address the process to distribute the routing
information to all participating nodes in the network. This
distribution process is significant because even if the routing
information is accurate for representing the condition of the
links, it may not be delivered to all participating nodes on
time.
The purpose of our work is to develop a route maintenance
process that accurately evaluates the condition of the routing
path. By combining periodic update and local update, the
routing information can be distributed and maintained with a
small amount of overhead and quick responses to the changes
in the network conditions. The periodic update is designed
under the normal condition and the update period is long
enough to detect the instability of the link condition. The local
update process is used when a node in the routing path detects
that one of its communication link is in a poor condition.
III. THE CONCEPT OF ROUTE MAINTENANCE PROCESS
A. Periodic update for end-to-end quality of routing path
The main objective of the periodic update process is to
accurately evaluate the overall quality of the routing path.
The criterion parameter is packet reception ratio (PRR) of
each routing path. Most industrial applications require the data
packet to arrive at the sink node or the main controller within
a specific period of time. PRR is a metric suitable for meeting
this requirement because it can identify the routing path with
a high success rate of data transmissions. The routing path
with a high value of PRR is unlikely to experience a long
delay from the retransmission process. Moreover, PRR is also
suitable for the periodic update process because it is the metric
that requires a significant period of time to provide precise
evaluation result. Longer period for periodic update is good
for avoiding a large routing overhead in the network.
Our periodic update process with PRR is presented in
Algorithm 1. At the end of a periodic update period (Tperiodic),
the sink node evaluates the value of PRR from the total number
of received data packets in the current periodic update period.
Next, it compares the current value of PRR (PRRcurrent) with
the threshold value from the application layer’s requirement
(PRRthres). If PRRcurrent is higher than PRRthres, the
sink node creates a route control packet to report the value of
PRR of the current periodic update period back to the source
node. When the source node and all other nodes along the
routing path receive the route control packet with the value
of PRRcurrent which is higher than the threshold value, they
update the current value of PRR in its routing table and extend
the expired time for the current routing path in their routing
table.
The periodic update process is designed to provide the most
accurate evaluation result by using the long update period.
A long period provides an appropriate amount of time to
distinguish a fault event due to the poor link condition for
a sustained period of time from the event due to the changes
in the link condition for a short period of time.
B. Local update with hop-by-hop link quality evaluation
It is noted that a long update period may also lead to slow
responses of the sensor node to the changes in the network
Algorithm 1 Periodic update with PRR
1: At sink node every Tperiodic seconds
2: Evaluate the value of PRR for each routing path
3: if PRRcurrent >= PRRthres then
4: Send update packet to source node
5: if violateCount >= 1 then
6: violateCount = 0
7: end if
8: if AlertPeriod == TRUE then
9: AlertPeriod == FALSE
10: end if
11: else
12: AlertPeriod == TRUE
13: if violateCount == 2 then
14: TerminatePath = TRUE
15: Send update packet to terminate this routing path
16: else
17: Tperiodic = Teval−drop
18: violateCount = violateCount+ 1
19: end if
20: end if
21: At intermediate node
22: if TerminatePath == FALSE then
23: PathExpire = Current time+ (1.5 ∗ Tperiodic)
24: Forward the update packet to source node
25: else
26: PathExpire = Current time
27: Forward the update packet to source node
28: end if
29: At source node
30: if AlertPeriod == FALSE then
31: Update value of PRR in the routing table
32: end if
33: if TerminatePath == TRUE then
34: Begin the route terminate process
35: end if
condition. Therefore, local update at each node along the
routing path is proposed. It is activated when a node detects
that one of its links is in poor condition.
In a periodic update period, there are multiple link evalua-
tion periods, as shown in Fig. 1. This is to ensure sufficient
time for each node to evaluate the quality of the links.
The threshold value Qthreshold is set at each node along the
established routing path in the network. Each node evaluates
Fig. 1. Timing representation for periodic and local updates.
Algorithm 2 Local update with link quality evaluation
1: At intermediate node every Teval seconds
2: Evaluate the value of Qlink for each link
3: if Qlink < Qthreshold then
4: Send alert packet to sink node
5: if alertReport == FALSE then
6: alertReport = TRUE
7: end if
8: if receive periodic update packet then
9: alertReport = False
10: end if
11: end if
12: At sink node
13: After Periodicend is expired
14: Evaluate the value of PRR of routing path
15: if PRRcurrent < PRRthres then
16: if alertReport == TRUE then
17: AlertPeriod = TRUE
18: Tperiodic = Teval−drop
19: violateCount = violateCount+ 1
20: end if
21: if violateCount == 2 then
22: TerminatePath = TRUE
23: end if
24: end if
25: When receive alert packet
26: Calculate Teval−drop from Qlink
27: dropPeriodestimate = PeriodicPeriodbegin +
Teval−drop
28: PeriodicPeriodend = PeriodicPeriodbegin + Tperiodic
29: if dropPeriodestimate <= Periodicend then
30: PeriodicPeriodend = dropPeriodestimate
31: if alertReport == False then
32: alertReport = TRUE
33: end if
34: end if
35: At source node
36: if TerminatePath == TRUE then
37: Begin the route terminate process
38: end if
the quality of all its communication links (Qlink) in every
specific evaluation period, Teval, and Teval in Fig. 1 should
be smaller than the periodic update period Tperiodic.
The local update process evaluates the link quality more
often than the periodic update to respond to the local changes
quickly at each node. No extra routing information from other
nodes is required in the local update. When a sensor node
detects that the quality of one of its links is lower than the
threshold value, it creates an alert packet to report this event
to the sink node. When the sink node receives the alert packet,
it uses the value of Qlink from the alert packet to estimate a
period Teval−drop that the number of packet drop can reach
the threshold value. If Teval−drop < Tperiodic, the sink node
enters an alert period and begins to evaluate the value of PRR
when Teval−drop is reached. Otherwise, the sink node waits
until the current periodic update period expires. If the value of
PRR from the current periodic update period is also lower than
the threshold value PRRthres, an alert period is activated, and
a new value of Tperiodic is calculated based on the value of
Teval−drop. At the end of the next periodic update, the routing
path will be terminated if the value of PRR is still lower than
the threshold value. Otherwise, the alert period terminates and
the normal operation is reactivated as shown in Algorithm 2
and Fig. 2.
Fig. 2. Normal period and Alert period operations
IV. THE DESIGN OF THE ROUTE MAINTENANCE PROCESS
In the periodic update and local update described in the
previous section, multiple parameters need to be designed
for the best system performance. The number of link quality
evaluations in each periodic update period is one of these
parameters. Multiple link evaluations in a periodic update
process is to ensure that the event of a poor link condition is
detected. In each link evaluation period, each node transmits a
probe packet every R seconds to its adjacent nodes that are the
members of the same routing path. After finishing transmitting
Pprobe probe packets, each node evaluates the value of the link
quality Qlink with Equation (1):
Qlink = Probereceive/Probesend (1)
where Probereceive and Probesend are the total numbers of
received and transmitted probe packets in a single evaluation
period, respectively. When the threshold value for link quality
is equal to Qthreshold, the maximum number of probe packets
Mprobe that can be lost in a single evaluation period can be
calculated as:
Mprobe = (1−Qthreshold)× Probesend (2)
At the end of each evaluation period, a node evaluates the
value of Qlink for all its communication links. A communi-
cation link is considered to be in a poor condition when the
number of lost probe packets is higher than Mprobe. For a
very poor link condition, a single evaluation period may be
able to successfully detect the poor link condition. It is noted,
however, the probability to detect the poor link condition in
one evaluation period will notably decrease when the link
condition remains poor for a short period of time or when the
condition of the link is improved. Therefore, multiple Qlink
evaluations in a single periodic update period is required to
improve the successful detection rate for the link quality.
In order to determine the appropriate number of link eval-
uation periods in a single periodic update, an analysis of
probability to detect the poor link condition in each link
evaluation period is conducted. Firstly, assume the main factor
that can impact the packet transmission is the link quality
Qlink, 0 ≤ Qlink ≤ 1. Let X = {1, 2, · · · , N} represent
the identification number of the local evaluation periods with
which the event of poor link quality can be detected. The
probability that the event of poor link quality is detected in
the current evaluation period, Peval−current, can be calculated
as follows.
Peval−current = 1− Plostprobe>Mprobe (3)
Plostprobe≥Mprobe
=
Mprobe∑
i=0
(
Probesend
i
)
(1−Qlink)i(Qlink)Probesend−i (4)
With Equation (3) and (4), the probabilities that the event
of poor link condition can be detected in X local evaluation
periods are:
Peval−1 = Peval−current (5)
Peval−N =
N−1∏
i=1
(1−
i∑
j=1
Peval−j)
Peval−current (6)
More Probesend packets in a single link evaluation period
provides better evaluation result because it provides more time
to analyze and also has more samples to calculate the value of
Qlink. However, more probe packets within a single evaluation
period also create a higher routing overhead. Similarly, more
link evaluation periods per one periodic update can ensure that
the poor link condition can be successfully detected before the
periodic update timer expires but also increase the response
time for each node in the routing path to respond to the
changes in the link condition, particularly for the event of
very low link quality. Therefore, a careful consideration is
needed for designing the value of N and Probesend. With
Equations (5) and (6), the probability to detect the poor link
quality of each link evaluation period with different value of
Qlink and Probesend can be estimated. In order to study the
effectiveness of the link quality detection for different types
of configurations, we vary the value of Qlink between 0.1 and
0.8. The value of probesend is set in the range between 10
and 25 probe packets in a link evaluation period. The results
of this study are shown in Fig. 3 to Fig. 6.
Fig. 3 to Fig. 6 show that the higher the value of probesend
in a single link evaluation period the higher the probability
to detect the poor link quality within the first few evaluation
periods. When Qthreshold is set to 0.8, the appropriate number
of evaluation periods that can successfully detect the poor link
status is 6. For the number of probe packets in a single link
evaluation period, we use probesend = 10 for good perfor-
mance after comparing with probesend = 15, probesend = 20
Fig. 3. Probability of detecting poor link quality when probesend =10.
Fig. 4. Probability of detecting poor link quality when probesend =15.
Fig. 5. Probability of detecting poor link quality when probesend =20.
Fig. 6. Probability of detecting poor link quality when probesend =25.
and probesend = 25. With low link quality (between 0.1
and 0.5), each node is likely to successfully detect the poor
link event within the third evaluation period. When 25 probe
packets per single link evaluation period are used, the poor
link quality event can be detected more quickly in the second
evaluation period. However, such a slight improvement is
achieved with the cost of more routing overhead, which results
in degradation of the overall performance of the network.
Another important parameter to be designed is the estimated
time Teval−drop that the number of packets dropped will be
higher than the threshold value. Teval−drop will be used to
set the new value for the periodic update period (Tperiodic) in
the alert phase. The main objective is to maintain the level of
packet reception ratio PRRthreshold in all available routing
paths in the network. To fulfill this requirement, all source
nodes should be able to identify the routing path with poor
condition before the number of packets dropped exceeds the
threshold value. The maximum number of data packet drops
Pdrop−max can be evaluated based on the data transmission
rate of the source node (Rdata) and the current value of
Tperiodic.
Pdrop−max = (1− PRRthreshold)×Rdata × Tperiodic (7)
Finally, the maximum time (Teval−drop) until the data
packet dropped higher than Pdrop−max is estimated as:
Teval−drop =
Pdrop−max
Rdata × (1−Qlink) (8)
V. VERIFICATION THROUGH SIMULATIONS
A. Experimental Design
In order to verify that the route maintenance process pro-
posed in this paper can effectively provide good performance
in large scale network, 3 simulation scenarios with different
network sizes (50, 100 and 200 nodes) are created. The main
objective of the new route maintenance process is to improve
the capability to detect the instability of routing path condition
in the network. In each simulation scenario, we will focus on
a pair of source node and sink node. There are 2 possible
routing paths between these 2 nodes; Routing path ’A’ and
Routing path ’B’. A two-state error model with error rate
Perr is implemented in a member of Routing path ’B’. This
error model will cause the condition of Routing path ’B’ to
remain in good condition (Perr =0) for 300 seconds and then
change to poor condition with error rate equal to Perr for
the next 1200 seconds. The value of Perr varies from 0.2
to 0.9 for each simulation scenario. This process repeats in
the same manner for the whole network operation period.
The simulation timespan has been set to 6000 seconds for
all scenarios.
All simulation scenarios are carried out using the NS-2.34
simulator. In each scenario, the sensor nodes are deployed in
a square area of 1000x1000 m. The simulation environment
is based on the following configuration parameters. The data
link layer is IEEE 802.11. The network communication model
is Two-Ray Ground. There is a CBR traffic source to generate
data packets of the size of 100 Bytes every 15 seconds. The
source node begins to transmit the data packets after the
simulation start for 100 seconds. The transmission range of
each sensor node is 40 m. The results from the proposed
TABLE I
AVERAGE END-TO-END DELAY (MILLISECONDS)
Protocols 50 nodes 100 nodes 200 nodes
AODV 130.58 184.65 323.62
AOMDV 167.8 210.49 352.66
DSDV 349.72 1,797.25 4,534.3
Our work 23.66 34.55 64
route maintenance process are compared with a proactive
routing protocol DSDV and 2 popular reactive routing pro-
tocols (AODV and AOMDV) as benchmarks. The application
layer’s requirement for each routing path is the value of packet
reception ratio (PRR) at the sink node equal to 0.8 or better.
At the beginning of the simulation, the source node uses the
routing path ’B’ to transmit data packets to the sink node.
Three performance metrics are used to quantify the perfor-
mance of the proposed route maintenance processes. Firstly,
we use PRR, which is the ratio of the number of successfully
received packets at the sink node to the total number of trans-
mitted packets at the source node. The second performance
metric is the routing overhead. Only the routing overhead
packets that belong to the specified route maintenance process
is considered as the routing overhead. For DSDV, both periodic
update packets and trigger update packets in the route mainte-
nance process contribute to the routing overhead. For AODV
and AOMDV, all control packets in the route discovery process
and the hello packets from each node are considered as routing
overhead. For the proposed route maintenance process, both
hello packets that are exchanged between the sensor nodes in
the routing paths and the periodic update from sink node are
considered as routing overhead. Lastly, the average End-to-End
delay of the data transmission between source and sink node
will be used. All values of these 3 performance metrics are the
average values of the results from 5 independent simulation
runs with the same configuration parameters.
B. Performance in term of End-to-End delay
Table I provides the overall perspective in term of End-
to-End delay from AODV, AOMDV, DSDV and the route
maintenance process proposed in this paper. All values in table
I are the average values from these 4 protocols under different
value of error rate (Perr). The results from table I can clearly
indicate that DSDV produces the worst End-to-End delay
performance in all network sizes (50, 100 and 200 nodes).
The differences between the End-to-End delay of DSDV and
other 3 protocols are significantly increased when the size of
network become larger. For 200 nodes topology, the End-to-
End delay of DSDV is more than 10 times larger than the delay
values from other 3 protocols. The main reason that DSDV
performs poorly in term of End-to-End delay is that DSDV
is based on proactive routing. With simple periodic update,
It requires a considerable amount of time for delivering the
information about poor link condition to the source node. As
the value of Perr increases, the required period to deliver the
new routing information to the source is drastically increased.
As a result, source node is likely to use the poor routing
path for a considerable period until it can change to an other
available path. AODV and AOMDV are based on reactive
routing approach that only creates the routing path when the
source node has a data packet to transmit. The routing paths of
AODV and AOMDV are likely to create based on the current
routing information. Therefore, both AODV and AOMDV will
have lower probability to experience the same problem as
DSDV and can provide better End-to-End delay performance.
The proposed work in this paper also based on proactive
routing approach as DSDV but we propose a combination of
long periodic update and local update at each node as the new
route maintenance mechanism. Table I shows that the proposed
work can provide the best result when compares with other 3
protocols.
Fig. 7. Average value of End-to-End delay, when varying Error rate, in 50
nodes topology.
Fig. 8. Average value of End-to-End delay, when varying Error rate, in 100
nodes topology.
Moreover, the proposed work in this paper also provide a
stable End-to-End delay performance under multiple value of
error rate (Perr) as shown in Fig. 7 to Fig. 9. The End-to-End
delay of AODV and AOMDV are significantly increased when
the value of Perr rises. It is because AODV and AOMDV must
start the new route discovery process from the source node
Fig. 9. Average value of End-to-End delay, when varying Error rate, in 200
nodes topology.
again, when it detects that the current routing path is in poor
condition. The delay from the route discovery process also
increases the overall End-to-End delay of the data transmission
between source and sink node. The source node will maintain
the backup path in its routing table. As a result, the backup
path can be immediately activated when source node detects
the problem in the main routing path. The results from Fig.
7 to Fig. 9 show that the proposed work in this paper can
provide stable End-to-End delay performance under both low
and high value of Perr. The steady performance in term of
End-to-End delay under wide range of Perr is crucial for the
data transmission process in industrial environment because it
shows that the data packets are likely to arrive at the sink node
within the specific period, even the error rate in the routing
path is changing from time to time due to harsh conditions.
C. Performance in term of packet reception ratio (PRR)
Fig. 10 to Fig. 12, they demonstrate the value of PRR from
AODV, AOMDV, DSDV and the proposed work at multiple
levels of Perr. DSDV performs poorly when compared with
AODV, AOMDV and the proposed work. As the network size
becomes larger, the PRR of DSDV become much more lower
than other three protocols. The main reason is the simple route
maintenance process of proactive routing approach. DSDV
uses simple periodic update process that requires significant
period of time to distribute the new route information to
the source node. During this route distribution period, the
source node is likely to use the routing path with poor
condition before it can change to a new path. As a result,
high number of data packets can be dropped, especially when
Perr is high. On the other hand, the reactive routing protocols
(AODV and AOMDV) only create the routing path when
there is a data packet to transmit and this routing path will
be terminated when the data transmission is finished. The
routing paths that AODV and AOMDV creates are based on
the current network condition. Therefore, both AODV and
AOMDV can provide better performance in term of PRR
when compared with DSDV. Although, the proposed work in
TABLE II
ROUTING OVERHEAD (KBYTES)
Protocol 50 nodes 100 nodes 200 nodes
AODV 1,725.8 3,331.126 6,691.857
AOMDV 837.82 1,413.189 2,862.883
DSDV 4,349.2 14,841.91 57,456.87
Our work 288.97 481.084 961.555
this paper is also based on proactive routing approach, the
new route maintenance process that is proposed can provide
a comparable performance when compared with AODV and
AOMDV as shown in Fig. 10 to Fig. 12.
Fig. 10. Average value of PRR, when varying Error rate, in 50 nodes
topology.
Fig. 11. Average value of PRR, when varying Error rate, in 100 nodes
topology.
D. Performance in term of routing overhead
Table II shows the average value of routing overhead from
AODV, AOMDV, DSDV and the proposed work. It shows
that DSDV creates the highest amount of routing overhead
when compared with other 3 protocols. For DSDV, every node
must periodically transmit a routing update packet that contain
all of routing information in the routing table to all of its
Fig. 12. Average value of PRR, when varying Error rate, in 200 nodes
topology.
neighbors every specific period. As the number of nodes in
the network increases, the total amount of routing overhead
of DSDV is drastically increased. AODV and AOMDV are
both on-demand protocols and the routing path will be created
when there is a data packet to be transmitted. There is no extra
routing overhead for any route maintenance process. Only the
control packets in the route discovery process and the hello
packets are counted as the overall amount of routing overhead.
Table II shows that the proposed work in this paper creates the
lowest amount of routing overhead when compared with other
3 protocols. This is because the route maintenance process
proposed in this paper is based on the number of available
routing paths. It does not based on each individual node as in
DSDV. As the number of available routing paths is likely to
be much lower than the total number of nodes in the network,
the proposed work in this paper can create lower amount of
routing overhead. Similarly, the exchange of hello packets of
the proposed work in this paper also based on the number
of available routing paths. In both AODV and AOMDV, all
nodes require to use the information about the reception rate
of hello packets from all of the neighbor nodes to select the
best nexthop node in the route discovery process. As a result,
both AODV and AOMDV are likely to generate more routing
overhead than the proposed work.
VI. CONCLUSION
For industrial applications, a route maintenance process
is required to work effectively under unpredictable wireless
channel conditions in harsh environments. For reliable wireless
communications in industrial wireless sensor networks, we
need to guarantee not only the high success rate of data
transmission between source and sink node but also the End-
to-End delay of data transmission must be within the specific
deadline. A new route maintenance process has been proposed
in this paper for reliable routing in industrial wireless sensor
applications. Its effectiveness has been demonstrated through
simulation studies. It has been shown that the proposed routing
maintenance process outperforms all three popular routing pro-
tocols DSDV, AODV and AOMDV as benchmarks in the sense
that it guarantees the stable End-to-End delay performance
at any level of the quality of the routing path and needs
a small amount of routing overheads. Moreover, the routing
maintenance process proposed in this paper also provides the
comparable performance in term of packet reception ratio
when compared with AODV and AOMDV. Therefore, both
reliability and scalability issues have been well addressed in
the route maintenance process proposed in this paper.
REFERENCES
[1] D. S. J. D. Couto, D. Aguayo, J. Bicket, and R. Morris, “a
high-throughput path metric for multi-hop wireless routing,” Wireless
Networks, vol. 11, pp. 419–434, 2005, 10.1007/s11276-005-1766-z.
[Online]. Available: http://dx.doi.org/10.1007/s11276-005-1766-z
[2] M. K. Kim and H. P. Ngo, “A reliable and energy efficient routing pro-
tocol in industrial wireless sensor networks,” in Advanced Technologies
for Communications (ATC), 2011 International Conference on, Aug.,
pp. 32–35.
[3] X. Baoshu and W. Hui, “A reliability transmission routing metric
algorithm for wireless sensor network,” in E-Health Networking, Digital
Ecosystems and Technologies (EDT), 2010 International Conference on,
vol. 1, april 2010, pp. 454 –457.
[4] U. Ashraf, S. Abdellatif, and G. Juanole, “An interference and link-
quality aware routing metric for wireless mesh networks,” in Vehicular
Technology Conference, 2008. VTC 2008-Fall. IEEE 68th, Sept., pp.
1–5.
[5] L. Pradittasnee, Y.-C. Tian, and D. Jayalath, “Efficient route update
and maintenance processes for multipath routing in large-scale industrial
wireless sensor networks,” in Telecommunication Networks and Appli-
cations Conference (ATNAC), 2012 Australasian, Nov., pp. 1–6.
[6] M. Cardei, S. Yang, and J. Wu, “Algorithms for fault-tolerant topology
in heterogeneous wireless sensor networks,” Parallel and Distributed
Systems, IEEE Transactions on, vol. 19, no. 4, pp. 545–558, 2008.
[7] P. Jiang, “A new method for node fault detection in wireless sensor
networks,” Sensors, vol. 9, no. 2, pp. 1282–1294, 2009. [Online].
Available: http://www.mdpi.com/1424-8220/9/2/1282
[8] B. Krishnamachari and S. Iyengar, “Efficient and fault-tolerant feature
extraction in wireless sensor networks,” in Information Processing in
Sensor Networks, ser. Lecture Notes in Computer Science. Springer
Berlin Heidelberg, 2003, vol. 2634, pp. 488–501.
[9] C.-Y. Wan, A. Campbell, and L. Krishnamurthy, “Pump-slowly, fetch-
quickly (psfq): a reliable transport protocol for sensor networks,” Se-
lected Areas in Communications, IEEE Journal on, vol. 23, no. 4, pp.
862–872, 2005.
[10] V. Rajendran, K. Obraczka, Y. Yi, S.-J. Lee, K. Tang, and M. Gerla,
“Combining source- and localized recovery to achieve reliable multicast
in multi-hop ad hoc networks,” in NETWORKING 2004. Networking
Technologies, Services, and Protocols; Performance of Computer and
Communication Networks; Mobile and Wireless Communications, ser.
Lecture Notes in Computer Science. Springer Berlin Heidelberg, 2004,
vol. 3042, pp. 112–124.
[11] O. B. Akan and I. F. Akyildiz, “Event-to-sink reliable
transport in wireless sensor networks,” IEEE/ACM Trans. Netw.,
vol. 13, no. 5, pp. 1003–1016, Oct. 2005. [Online]. Available:
http://dx.doi.org/10.1109/TNET.2005.857076
[12] L. Zhao, B. Kan, Y. Xu, and X. Li, “Ft-speed: A fault-tolerant, real-
time routing protocol for wireless sensor networks,” in Wireless Com-
munications, Networking and Mobile Computing, 2007. WiCom 2007.
International Conference on, 2007, pp. 2531–2534.
[13] C. W. Yu, T.-K. Wu, and R. H. Cheng, “A low overhead dynamic route
repairing mechanism for mobile ad hoc networks,” Computer Commu-
nications, vol. 30, no. 5, pp. 1152 – 1163, 2007, ¡ce:title¿Advances
in Computer Communications Networks¡/ce:title¿. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S0140366406004506
[14] J.-J. Liang, Z.-W. Yuan, J.-J. Lei, and G.-I. Kwon, “Reliable routing
algorithm on wireless sensor network,” in Advanced Communication
Technology (ICACT), 2010 The 12th International Conference on, vol. 1,
feb. 2010, pp. 47 –51.
[15] C. E. Perkins and P. Bhagwat, “Highly dynamic destination-
sequenced distance-vector routing (dsdv) for mobile computers,” in
Proceedings of the conference on Communications architectures,
protocols and applications, ser. SIGCOMM ’94. New York,
NY, USA: ACM, 1994, pp. 234–244. [Online]. Available:
http://doi.acm.org/10.1145/190314.190336
[16] X. Jiuqiang, D. Yuguan, Z. Xiyuan, and Z. Hai, “Ebetx: An energy-
balanced reliable routing metric method for wireless sensor network,”
in Communications, Circuits and Systems, 2008. ICCCAS 2008. Inter-
national Conference on, may 2008, pp. 429 –433.
[17] L. Sang, A. Arora, and H. Zhang, “On exploiting asymmetric wireless
links via one-way estimation,” in Proceedings of the 8th ACM
international symposium on Mobile ad hoc networking and computing,
ser. MobiHoc ’07. New York, NY, USA: ACM, 2007, pp. 11–21.
[Online]. Available: http://doi.acm.org/10.1145/1288107.1288110
[18] A. Mohajerzadeh and M. Yaghmaee, “An efficient energy aware routing
protocol for real time traffic in wireless sensor networks,” in Ultra Mod-
ern Telecommunications Workshops, 2009. ICUMT ’09. International
Conference on, oct. 2009, pp. 1 –9.
[19] M. Fonoage, M. Cardei, and A. Ambrose, “A qos based routing
protocol for wireless sensor networks,” in Performance Computing and
Communications Conference (IPCCC), 2010 IEEE 29th International,
Dec., pp. 122–129.
[20] G. de Araujo and L. Becker, “A network conditions aware geographical
forwarding protocol for real-time applications in mobile wireless sen-
sor networks,” in Advanced Information Networking and Applications
(AINA), 2011 IEEE International Conference on, March, pp. 38–45.
[21] H. Meng, F.-M. Shao, and W. An, “The routing algorithm based
on reliable path and efficient energy in wireless sensor network,” in
Information Science and Engineering (ICISE), 2010 2nd International
Conference on, Dec., pp. 2467–2470.
[22] V. Gungor, C. Sastry, Z. Song, and R. Integlia, “Resource-aware and link
quality based routing metric for wireless sensor and actor networks,” in
Communications, 2007. ICC ’07. IEEE International Conference on,
June, pp. 3364–3369.
