It is widely known that when there are errors with a moving-average root close to −1, a high order augmented autoregression is necessary for unit root tests to have good size, but that information criteria such as the AIC and the BIC tend to select a truncation lag (k) that is very small. We consider a class of Modified Information Criteria (MIC) with a penalty factor that is sample dependent. It takes into account the fact that the bias in the sum of the autoregressive coefficients is highly dependent on k and adapts to the type of deterministic components present. We use a local asymptotic framework in which the moving-average root is local to −1 to document how the MIC performs better in selecting appropriate values of k. In monte-carlo experiments, the MIC is found to yield huge size improvements to the DF GLS and the feasible point optimal P T test developed in Elliott, Rothenberg and Stock (1996) . We also extend the M tests developed in Perron and Ng (1996) to allow for GLS detrending of the data. The MIC along with GLS detrended data yield a set of tests with desirable size and power properties.
Introduction
Many unit root tests have been developed for testing the null hypothesis of a unit root against the alternative of stationarity. While the presence or absence of a unit root has important implications, many remain skeptical about the conclusions drawn from such tests. This concern is justifiable, as these tests generally suffer from two problems. First, many tests have low power when the root of the autoregressive polynomial is close to but less than unity (e.g., DeJong et al., 1992) . Second, the majority of the tests suffer from severe size distortions when the moving-average polynomial of the first differenced series has a large negative root (e.g., Schwert, 1989, Perron and Ng, 1996) .
Although less severe, the problem also arises when there is a large negative autoregressive root in the residuals. The consequence is over-rejections of the unit root hypothesis. While few economic time series are found to have negative serial correlation of the autoregressive type, many do exhibit a large negative moving-average root. The inflation rate is an example, and omitted outliers have also been shown to induce a negative moving average root in the error process (e.g., Franses and Haldrup, 1994) . It is therefore desirable to have powerful unit root tests that are robust to size distortions.
The implementation of unit root tests often necessitates the selection of an autoregressive truncation lag, say, k. This is required in the autoregression used to form the Said-Dickey-Fuller test. It is also required in constructing an autoregressive estimate of the spectral density at frequency zero. However, simulations have repeatedly shown a strong association between k and the severity of size distortions and/or the extent of power loss (e.g., Perron, 1995, and Lopez, 1997) .
To date, there exists no operational procedure for selecting k that yields robust and satisfactory results. The problem is that while a small k is adequate for finite order autoregressive errors and ARM A processes with small moving-average components, a large k is generally necessary for noise functions with a moving-average root that is large. For the latter class of models, selection rules such as the Schwarz or Bayesian Information Criterion (BIC) and the Akaike Information Criterion (AIC) tend to select values of k that are generally too small for unit root tests to have good sizes. This paper sets out to resolve two problems. One is to enhance the power of several tests that have been shown to have small size distortions. More precisely, in Perron and Ng (1996) , we analyzed a class of modified tests, originally proposed by Stock (1990) , and showed that these tests are far more robust to size distortions than other unit root tests in the literature when the residuals have negative serial correlation. Exploiting the findings in Elliott et al. (1996) (hereafter ERS) and Dufour and King (1991) that local GLS detrending of the data yields substantial power gains, we apply the idea of GLS detrending to the modified tests and show that non-negligible size and power gains can be made when used in conjunction with an autoregressive spectral density estimator at frequency zero provided the truncation lag is appropriately selected.
Our second task is to provide an improved procedure for choosing the truncation lag. We argue that the penalty of k assigned to overfitting in information criteria such as the AIC underestimates the cost of a low order model when the unit root process has a negative moving-average root and, hence, tends to select a lag length that is too small. We suggest a class of modified information criteria that takes better account of the cost of underfitting. The modified AIC is shown to lead to substantial size improvements over standard information criteria in all the unit root tests considered. Taking the two steps together, GLS detrending along with the selection rule for k provide procedures which allow for the construction of unit root tests with much improved size and power. Additionally, using GLS detrended data to estimate the spectral density at frequency zero is found to have favorable size and power implications.
The paper proceeds as follows. After setting up the preliminaries in Section 2, Section 3 considers the class of M tests with GLS detrending. Section 4 explains why information criteria will underestimate k and Section 5 proposes an alternative penalty factor in the context of integrated data. Section 6 presents the properties of the modified information criteria using a local asymptotic framework and shows why the AIC version is preferable. Simulation results are presented in Section 7 and the procedures are illustrated using inflation rates for the G7 countries in Section 8. Section 9 offers brief concluding remarks. Mathematical derivations are given in the Appendix.
Preliminaries
We assume that we have T + 1 observations generated by (for t = 0, ..., T ):
where E(u 2 0 ) < ∞ (even as T → ∞), v t = δ(L)e t = ∞ j=0 δ j e t−j with ∞ j=0 j|δ j | < ∞ and {e t } ∼ i.i.d.(0, σ 2 e ). The non-normalized spectral density at frequency zero of v t is given by σ 2 = σ 2 e δ(1) 2 . Also, T −1/2 [sT ] t=1 v t ⇒ σW (s), where ⇒ denotes weak convergence in distribution and W (s) is a Wiener process defined on C [0, 1] . In (1), d t = ψ z t , where z t is a set of deterministic components.
We consider d t = p i=0 ψ i t i , with special focus on p = 0, 1, though the analysis remains valid for more general cases 1 . Of interest is testing the null hypothesis α = 1 against α < 1. The DF test due to Dickey and Fuller (1979) and Said and Dickey (1984) is the t statistic for β 0 = 0 in the autoregression:
1 Most of the results presented here, in particular Theorem 1 below, hold with the less restrictive assumption that {et} is a martingale difference sequence with respect to the sigma algebra Ft = {es; s ≤ t} with σ In Perron and Ng (1996) , we analyzed the properties of three tests: MZ α , MZ t and MSB, collectively referred to as the M tests. These are defined as (for the no deterministic term case):
and MZ t = MZ α × MSB. All three tests are based on s 2 AR , an autoregressive estimate of the spectral density at frequency zero of v t . Letβ(1) = (1)) 2 .
The M tests for p = 0 and 1 can be obtained upon replacing y t−1 and y T by the residuals obtained from least squares detrending. The MZ α and MZ t tests can be viewed as modified versions of the Phillips (1987) and Phillips-Perron (1988) Z α and Z t tests referred to as the Z tests below (see Perron and Ng, 1998) . The Z tests suffer from severe size distortions when v t has a negative moving-average root. When the root is close to minus one (e.g., -.8), the rejection rate can be as high as 100% (see Schwert (1989) ). Perron and Ng (1996) showed that the M tests have dramatically smaller size distortions than most (if not all) unit root tests in the literature in cases of negative moving-average errors if the autoregressive spectral density estimator defined above is used in conjunction with a suitably chosen k. The three M tests have similar properties and we use MZ α for illustration.
The Tests Under GLS Detrending
To improve power, ERS proposed local to unity GLS detrending of the data. For any series {x t } T t=0 , define (xᾱ 0 , xᾱ t ) ≡ (x 0 , (1 −ᾱL)x t ), t = 1, . . . , T, for some chosenᾱ = 1 +c/T . The GLS detrended series is defined as
test of the null hypothesis α = 1 against the alternative hypothesis α =ᾱ is the likelihood ratio (ᾱ, ψ) . ERS considered a feasible point optimal test which takes into account that v t may be serially correlated. The statistic is
where s 2 AR is defined as in (5). The value ofc is chosen such that the asymptotic local power function of the test is tangent to the power envelope at 50% power. For p = 0 this is −7.0 and for p = 1, it is −13.5. The P T test did not perform well in simulations when k was selected by the BIC.
Large size distortions were recorded. ERS then recommended the DF GLS statistic (whose local asymptotic power function also lies close to the Gaussian local power envelope) as the t-statistic for testing β 0 = 0 from the following regression estimated by OLS:
The M GLS tests
While the power gains of the DF GLS from using GLS detrended data are impressive, simulations also show that the test exhibits strong size distortions when v t is an MA(1) with a negative coefficient. For T = 100, ERS report rejection rates of 30 and 50% for p = 0 and 1, respectively, when the nominal rate is 5%. An explanation is provided in Section 4. Size distortions, however, are less of an issue with the M tests in theory as we showed in Perron and Ng (1996) . In practice, it does require us to have a way to find the appropriate k. Suppose for the moment that this lag length selection problem is solved. Since the power gains from the DF GLS over the DF comes from the use of GLS detrended data, it is natural to consider the M tests under GLS detrending. We now state the asymptotic properties of the M GLS tests.
Theorem 1 Let y t be generated as in (1) with α = 1 + c/T and consider data obtained from
The proof is based on standard results for sample moments of GLS detrended data and therefore omitted. The MZ GLS α , MZ GLS t and MSB GLS have similar size and power properties and will be referred to as the M GLS tests. We have computed, via simulations, the local asymptotic power functions of the M tests with OLS and GLS detrending. These showed the M GLS tests to be uniformly more powerful than the M tests and also to have local asymptotic power functions that are indistinguishable from those of the DF GLS and the Gaussian asymptotic local power envelope.
A graph is therefore not presented. The important point is that the M GLS tests, like the DF GLS , achieve local asymptotic power that is approximately the same as the feasible point-optimal test.
We also consider two modified feasible point optimal tests and derived their limiting distributions:
These tests are based on the same motivation that leads to the definition of the M tests in Stock (1990) , namely, to provide functionals of sample moments that have the same asymptotic distributions as well known unit root tests. The MP T is important because its limiting distribution coincide with that of the feasible point optimal test considered in ERS.
Critical values for the limiting distributions of the M GLS tests were obtained by numerical simulations which approximate the Wiener process W (r) by partial sums of N (0, 1) random variables with 5,000 steps and 20,000 simulations. These are summarized in Table 1 .
The Construction of the Autoregressive Spectral Density Estimator and theM GLS
All that is required for Theorem 1 and the results of ERS to hold is that s 2 AR converges to σ 2 under the null hypothesis of a unit root, and for the tests to be consistent, that T s 2 AR diverges under the alternative of stationarity. The attractiveness of GLS detrending is that it estimates the deterministic function with more precision and leads to reduced bias inβ i . Since this should lead to a more precise estimate ofβ(1), we also consider estimating s 2 AR using the autoregression (8) based on GLS detrended data. An additional advantage is that this estimator is invariant to the slope of the trend function 2 . Experimentation with different values ofc when constructing the autoregressive spectral density gave similar results. Hence,c = −7.0 and −13.5 will continue to be used. The tests so constructed are denotedZ GLS andM GLS . These are to be distinguished from the Z GLS and M GLS statistics which use least squares detrended data to estimate s 2 AR .
The Size Issue, the Selection of k, and Information Criteria
To see the influence of the lag order k, we consider the finite sample size of the testsMZ GLS α , DF GLS andZ GLS α . The setup, which will be used throughout, is to consider data generated by (1) with α = 1 and v t is either an MA(1), i.e. v t = e t + θe t−1 , or an AR(1), i.e. v t = ρv t−1 + e t , with i.i.d. N (0, 1) . The errors are generated from the rndn() function in Gauss with 999 as the seed, and 5,000 replications are used. We use the nominal size of 5% as the benchmark. Reported in Table 2 are the sizes of the tests for p = 0, 1 at selected values of θ and ρ. We report results for T = 100 and 250 to highlight the fact that the size issue in the negative moving average case is not a small sample problem.
Several features of the results for MA errors are of note. First, for a θ of the same absolute value, a negative θ always requires a larger lag to obtain a more accurate size. Second, for a positive θ, the size of the tests are significantly better when k is even. Third, the larger the number of deterministic terms, the more distant are the exact from the nominal sizes. Clearly, the choice of k is crucial especially in the case of negative moving average errors. Various practical solutions have been used against this problem. In ERS, the BIC is used to select k but they set the lower bound to be 3, because even larger size distortions would have resulted if zero was the lower bound. An alternative method is the sequential t test for the significance of the last lag considered in Ng and Perron (1995) . It has the ability to yield higher ks than the BIC when there are negative moving-average errors and reduce size distortions. But, the sequential test tends to overparameterize in other cases. This, as does ERS's implementation of the BIC, leads to less efficient estimates and subsequently to power losses. Neither approach is fully satisfactory.
The AIC and the BIC belong to the class of information based rules (hereafter, IC) where the chosen value of k is k ic = arg min k∈ [0,...,kmax] IC(k) where 3
tk , C T /T → 0 as T → ∞, and C T > 0. The various criteria differ in C T , the weight applied to overfitting, but all use k as the penalty to overfitting. We argue below that, with integrated data, this penalty may be a poor approximation to the cost of underfitting.
An Alternative Penalty for Integrated Data.
To motivate the main idea, we consider the derivation of the AIC for data generated by a finite order AR(k 0 ) with normal errors and a unit root (i.e., the DGP is (2) with k = k 0 , β 0 = 0 and
The family of parametric models fitted is given by (8). For notation, we
In what follows, we adopt the treatment of Gourieroux and Monfort (1995, pp. 307-309) . The goal is to select an autoregressive order between 0 and some upper bound k max . We assume this upper Kullback distance between the true probability distribution and the estimated parametric model is
] with sample analog:
As discussed in Gourieroux-Monfort (1995) , Akaike's suggestion was to find a Q * such that lim T →∞
and the remainder term is uniformly bounded. Now consider the term Φ T (k) in the context of integrated data. Given the asymptotic block diagonality of the matrix
where χ 2 k is a chi-square random variable with k degrees of freedom that is asymptotically independent of the first term. Hence, assuming the remainder term is uniformly integrable, a Q * that
Since the first term is common to all models and the second term is proportional to −((T − k max )/2) ln(σ 2 k ) under normality, minimizing Q * is equivalent to minimizing
where
tk . Note that the same result holds in the general case where the data are generated by (1). The important step is the relation given by (11) which can be shown to hold in the general case, in the sense that the remainder
). This follows using the results of Berk (1974) and Said and Dickey (1984) 
with C T > 0 and C T /T → 0 as T → ∞. The MBIC obtains with C T = ln(T − k max ).
There are two important elements that distinguish (13) from standard information criteria.
The first is the imposition of the null hypothesis β 0 = 0. This idea of imposing the null hypothesis in model selection when the ultimate objective is hypothesis testing appears new and may have implications beyond the unit root issue 4 . This is an interesting avenue of research, but is beyond the scope of this paper. The second element is that we retain a term in the penalty function that is stochastic. Now, as
, say, where W is a detrended Wiener process, whose exact form depends on the deterministic components and the method of detrending. In principle, we could use the mean of τ ( W ), which is independent of k, instead of τ T (k), to construct Q * and the objective function would then reduce to the standard AIC. A central theme of our argument for retaining τ T (k) is that, unless both T and k are very large, it varies substantially with k, especially when a negative MA component is present. In a sense, the imposition of the null hypothesis, β 0 = 0, allows us to avoid using asymptotic expected values to approximate the penalty factor. We can therefore hope that τ T (k) will better capture the relevant cost of selecting different orders in finite samples since it depends 4 We thank a referee for bringing this feature to our attention. not only on k, but also on the nature of the deterministic components and the detrending procedure.
Hence, the penalty term will also depend on these factors.
To get an idea of the dependence of τ T (k) on k, Figure 1 graphs the average over 5,000 replications of τ T (k) against k for p = 0, 1 using the DGP ∆y t = e t + θe t−1 with e t ∼ i.i.d. N (0, 1). For positive θ, τ T (k) is indeed fairly invariant to k (as is the case for AR processes, not reported). But, there is a clear inverse and non-linear relation between τ T (k) and k for negative values of θ. This relation exists even when θ is -.5 for both p = 0 and p = 1. The basic reason for the dependence of τ T (k) on k is that the bias in the sum of the estimated autoregressive coefficients (i.e.,β 0 ) is very high for small values of k. This suggests that τ T (k) will play a role in determining the appropriate k when there are negative moving-average errors. To make this claim precise, the next subsection uses a local asymptotic framework to analyze the properties of τ T (k) and the MIC.
Local Asymptotic Properties.
As discussed above, τ T (k) will likely influence the choice of k when there is a large negative moving-average root, a situation for which standard unit root tests exhibit severe size distortions.
To understand the issue of lag length selection in this setting, a useful device is an asymptotic framework in which the moving average coefficient is parameterized as local to −1.
, y 0 = e 0 = 0, δ > 0, and c < 0. As T increases to infinity, α T → 1, θ T → −1, and y t becomes a white noise process. However, y t is a nearly integrated nearly white noise process in finite samples. Nabeya and Perron (1994) used this asymptotic framework to derive approximations to the finite sample properties of the least-squares estimator in a first-order autoregressive model with negative moving-average errors and showed these approximations not only to be superior than those obtained from standard asymptotic distributions but also to be quite accurate even for small sample sizes. Perron and Ng (1996) used the same setup to analyze the size and power of various unit root tests based upon augmented autoregressions. Our aim here is to use the same device to first obtain useful qualitative features about the relative properties of the IC and MIC, and second, to guide us to an appropriate choice of the penalty weight C T .
Local Asymptotic Properties of τ T (k).
The following Theorem (proved in the Appendix) summarizes the general properties of τ T (k) in this local asymptotic framework.
Theorem 2 Let y t be generated by (14) ,
Theorem 2 shows that the local limit of τ T (k) is unbounded unless k increases at least at rate T 1/2 . Since τ T (0) diverges at rate T (see Nabeya and Perron, 1994) , τ T (k) diverges at rate T /k 2 if k 2 /T → 0, the cost to overfitting is not linear in k as is assumed for the IC, and Figure 1 bears this out. Theorem 2 also highlights the fact that τ T (k) will depend, via Z 1 , on the nature of the deterministic components and the method of detrending.
Given Theorem 2 and the fact thatσ 2 k is consistent for σ 2 e irrespective of the rate of increase of k (shown in the Appendix), it can be shown that, in this local asymptotic framework, the limiting distribution of the DF test diverges to -∞ unless k grows at least at rate T 1/2 . 5 Hence, the unit root will always be rejected if standard critical values are used. This explains why the DF tends to be oversized when k is small. In Ng (1996,1998) , we showed that k 2 s 2 AR = O p (1) but we also need T s 2 AR to be O p (1) for the M tests to be bounded under the null hypothesis in this local framework. But k 2 s 2 AR and T s 2 AR can both be bounded only if k/T 1/2 → κ for some 0 < κ < ∞. In the next section, we will consider model selection procedures with this requirement in mind.
Local Asymptotic Properties of the MIC and IC
In the standard asymptotic framework, with data generated by (1), τ T (k) is invariant to k for T and k large. It follows that k mic grows at a logarithmic rate from Hannan and Deistler (1988) . We now consider the properties of k chosen by the MIC and the IC in the local asymptotic framework with the additional technical requirement that C 2 T /T → 0. Using Theorem 2 and an expansion for ln(σ 2 k ) derived in the appendix, we have the following expansions for the MIC and IC.
Lemma 1 Let y t be generated by (14) and K 1T , K 2T and K 3T as defined in Theorem 2; then 1)
2) for k/T 1/2 → κ, with ϑ(κ) defined in Theorem 2:
The expansions for the IC(k) are the same except that the terms involving the Z's are absent.
The objects of ultimate interest are the values k ic and k mic chosen by the IC and the MIC, respectively, over all possible values of k.
Theorem 3 Let y t be generated by (14) and consider the rate of increase of k as T → ∞. Define:
Provided C T is constant (as is the case with Akaike's value of 2), both the IC and the MIC will choose k proportional to T 1/2 asymptotically, much faster than the logarithmic rate attained under the standard asymptotic framework. The rate of √ T is optimal for unit root tests because this is the rate that will render the class of DF as well as the M tests non-divergent under the null hypothesis in this local asymptotic framework. However, when C T increases with T , this optimal rate is not achieved.
The proportionality factor for the rate of increase of k ic when C T increases with T is one and highlights a major shortcoming of the IC in such cases, namely a complete independence to δ, the parameter of the local asymptotic framework. For the k mic when C T increases with T , the proportionality factor depends on the parameters of the model via Z 1 . This effect, however, still vanishes as T increases. This lack of flexibility does not arise when C T is fixed since κ mic and κ ic always maintain a dependence on δ. Although k ic increases at the appropriate rate of √ T , it too has drawbacks because κ ic is invariant to T and it is the same whether p = 0 or p = 1. In contrast, κ mic adapts to the sample size and the trend function via a second order factor involving Z 1 . Thus, the MIC with C T fixed maintains a proportionality factor that is the most flexible with respect to T , the regression model, as well as parameters of the DGP.
If the weight C T on the penalty factor is too large, that is C 3 T /T → ∞, the MIC chooses a rate that is independent of C T , namely T 1/3 , while the IC continues to select a k that is proportional to T /C T . This, however, is a result of theoretical rather than practical interest since almost all information criteria that have been suggested are such that C 3 T /T → 0. To illustrate these properties, we consider the MAIC and AIC with C T = 2 and the MBIC and BIC with C T = ln(T ). We denote the proportionality factors by κ maic , κ aic , κ mbic and κ bic , respectively. Numerical values of κ are reported in Table 3 .a for selected values of δ and T under the null hypothesis of a unit root with c = 0. In the case of the MIC these values are random variables because of the presence of Z 1 . The numerical calculations reported use its expected value. 6 Table   3 .a shows first that the κ mic s are drastically larger than the κ ic s when δ is small. Second, the κ ic s vary much less with δ than the κ mic s. Third, the κ mic s are larger when p = 1 than p = 0, but the κ ic s are invariant to the order of the deterministic terms in the regression.
Values of k selected by the IC and the MIC are in Table 3 .b. These are constructed using the expected value of the MIC given by (for the IC(k) the term with Z 1 is absent)
This expression is valid uniformly in 0 < k ≤ K 3T for K 3T = o(T ) and is obtained using equation (A.4) and Lemma A.5. When δ is small and especially when p = 1, the k mic are several folds larger than the k ic . As well, differences between k aic and k maic are non-trivial even for sample sizes deemed unrealistically large. Table 3 .b also provides some guidance for the ks that would likely be selected in practice. When θ = −.9, for example, the local asymptotic results for δ = 1 and T = 100 suggest that k bic = 4 for both p = 0 and 1, but that the k maic are 8 and 13, respectively. The local asymptotic results therefore support the earlier claim that the IC lacks the flexibility to handle DGPs with a large negative moving average root and/or alternative deterministic components. The issue of practical interest is whether in finite samples and for realistic values of the moving average parameter, such large discrepancies remain and what are the implications for unit root tests. The rest of the analysis presents evidence to this effect.
The Finite Sample Properties of k mic
To evaluate the finite samples properties of the MIC vis-a-vis the IC, we performed the following simulation experiment. For a given DGP, we construct theMZ GLS α and DF GLS tests at each k ∈ [0, 10], and record the exact sizes. We then find the so-called optimal values of k * , denoted k * mz 6 To get the expected value we use the following crude approximation. For
and k * df gls , as the first k with a size closest to within .03 of the nominal size of 0.05. If no such k exists, k * is the k for which the exact size of the test has the smallest absolute deviation from the nominal size of 5%. We then obtain k bic as the median value selected by the BIC over the range 0 and 10. A similar procedure is used to obtain k mbic , k aic , and k maic . The setup for the simulations is as outlined in Section 4.
In Table 4 .a (p = 0) and 4.b (p = 1), we report the values for k * mz , k * df gls , k ic and k mic for selected parameters for C T = 2 and C T = ln(T − k max ). While the k ic 's are in the same range as the k * 's for many cases, there are important differences between the two when θ < 0. The k mic is much closer to k * mz and k * df gls in negative MA models than the k ic . For example, when θ = −.8, k * mz and k * df gls are 10 at T = 250 and p = 1; the BIC chooses 3 over half the time whereas k maic has 8 as the median value. The k aic is closer to k * mz and k * df gls than the k bic , but still not as close as the k maic . For the AR case, the k maic indeed selects the appropriate order of one, but when p = 1, this sometimes differs from k * mz . This does not reflect a weakness of the MIC but rather that thē M GLS tests are undersized when the autoregressive coefficient is large and negative. The results show that k maic corresponds closely to the k * df gls in the AR case.
Size and Power of the Tests in Finite Samples
In this section, we need to establish two things. (8) is used. Because the MAIC dominates all other criteria from both theoretical and numerical perspectives we only consider the M GLS tests constructed using the MAIC. In the simulations, the lower bound is always zero to reduce the chance of overparameterizing when a large k is not necessary. The upper bound is k max = int(12(T /100) 1/4 ). 7
The results are tabulated for T = 100, 150, and 250. The ten statistics being considered are detailed in the notes to Table 5 .a and 6.a.
For p = 0, the results for size are reported in Table 5 .a. The M and M GLS tests still have inflated sizes at T = 100 when θ = −0.8. However, use of GLS detrended data to construct s 2 AR produces substantial size improvements. The DF GLS based on the BIC yields an exact size around 0.4 at θ = −0.8, but the MAIC improves the size to 0.107. The MAIC also yields a substantial size improvement over DF GLS (t), which has a size of .35 when θ = −0.8. The results also confirm that the P T test constructed with k chosen by BIC suffers from substantial size distortions. However, 7 In practice, the upper bound should be set such that the constraint does not bind. In simulations, the upper bound occasionally binds when T = 100 but not for larger sample sizes (e.g. T = 150).
theP T andMP GLS T show remarkably little size distortions when the MAIC is used to select k.
To assess the relative power of the tests, we tabulate the rejection rates atᾱ = 1 +c/T . For p = 0 andc = −7.0, the values ofᾱ are 0.93, 0.953 and 0.972 for T = 100, 150 and 250, respectively. 8
The size-adjusted power of the tests are reported in Table 5 .b. Although the tests should reject the null hypothesis 50% of the time in large samples, none of the tests quite achieve the 50% (asymptotic) target for sample sizes less than 200. Thus, in finite samples, the need to account for serial correlation reduces the power of the tests across the board. However, the GLS based tests have more power than tests which do not implement GLS detrending. Furthermore, the power increase from T = 100 to T = 150 is quite substantial, especially when we take into account of the fact that we are evaluating at a closer alternative at T = 150 than at T = 100.
For p = 1, the results for size are reported in Table 6 .a. The size distortions are somewhat larger when there is a linear trend in the regression, but there are clearly gains from using GLS detrended data to construct s 2 AR and selecting k with the MAIC. The resultingM GLS tests have size close to the nominal size for all parameter values, while the M and M GLS tests continue to have size close to .15. As well, the MAIC yields exact sizes for the DF GLS and the P T tests that are far more accurate than those obtained using the sequential t test and the BIC.
The size-adjusted power of the tests for p = 1 are reported in Table 6 .b. Power is again evaluated atᾱ = 1 +c/T . Forc = −13.5,ᾱ is 0.865 for T = 100, 0.910 for T = 150, and 0.946 for T = 250.
Compared to the size-adjusted power reported in Table 5 .b, all GLS based tests have lower power when p = 1. However, there are non-negligible power gains from GLS detrending.
A feature of interest is that the MIC allows theM GLS tests to have an exact size that is closer to 5% than fixing k at k * mz assuming a known DGP. For example, in the MA case with θ = −.8 and p = 1, the size is .059 using the MIC and .159 using a value of k fixed at k * mz = 6. When T = 150, the corresponding values are .027 with the MAIC and .093 at k * mz = 8 (not reported). Hence, the MAIC chooses a k that adapts to the particular sample analyzed. Size improvements obtained using the MIC compared to fixing k at k * are even larger when the number of deterministic components increases (see Perron and Rodríguez (1998) for the case of a trend with a change in slope).
The size reported forM GLS is remarkable, given that when θ < 0, the Z tests based on kernel estimates of σ 2 reject with probability close to one under the null hypothesis. The DF tests have higher size-unadjusted power in the case of negative MA errors. Such high probabilities of rejections are misleading, however, as they reflect size distortions. Although the DF GLS bic has higher size-adjusted power thanM GLS mic for some parameter values, this result must also be put into perspective. Consider θ = −0.8, T = 100 and p = 1. While the size-adjusted power of the DF GLS bic is higher than theM GLS mic by 5 basis points, its size is more distorted by 45 basis points. This is a substantial increase in the probability of a Type I error. The DF GLS mic fares better, but there is still a size advantage in favor of theM GLS mic . Overall, theM GLS mic tests have better sizes, while the DF GLS mic has better power. A drawback of theM GLS mic test is that it is substantially undersized for pure AR processes with a coefficient close to −1. Although economic time series rarely display such a property, this nonetheless translates into lower (size unadjusted) power. As discussed in Section 6.2, this is not due to a weakness of the MIC in selecting k, but rather is an inherent property of theM GLS tests. The trade-offs between the DF GLS mic and theM GLS mic are to be determined by the practitioner.
Empirical Illustrations.
To illustrate the ease of application of our procedures and the differences in inference that can result, we consider inflation series from the G7 countries. Data for the GDP deflator are taken from the OECD International Sector Database. We constructed annualized quarterly inflation rate series covering the period 1960:2 to 1997:2 (T + 1 = 149 observations) as (400 times) the logged differences of successive quarters. All estimation results are presented in Table 7 . As a preliminary step, we first estimated simple ARM A(1, 1) model for each series. The results show autoregressive roots that are indeed close to one (ranging from .92 for Germany to .98 for France). Also, the MA coefficients are negative for all series, ranging from −.27 for Italy to −.72 for France. This suggests that such series are likely affected by the types of problems we discussed.
The first step to constructing the tests is to generate GLS detrended series as defined by (6) withc = −7 as the non-centrality parameter (since inflation series are non-trending; otherwise usec = −13.5). The next step is to estimate by OLS the autoregression (8) (12). Given k maic , the DF GLS maic is obtained as the t-statistic on β 0 = 0 from re-estimation of (8) with T − k maic effective observations. The same regression is used to construct s 2 AR according to (5). Then, the M GLS tests are constructed from (3) and (4), the P GLS T test from (7), and the MP GLS T test from (9), all with GLS detrended series y t . Using the BIC, the steps are the same except that the term τ T (k) is omitted from (12).
The results show interesting differences between using the MAIC or the BIC to select the lag length. First, for all countries, except the U.S., the selected lag length is higher with MAIC than with BIC. Second, in all cases (except the U.S.), the evidence in favor of stationarity is weaker with the MAIC than with the BIC. For example, with the BIC, the MZ GLS α,bic and DF GLS bic tests suggest a rejection at the 1% significance level for Japan and Germany, at the 5% level for Canada, and at the 10% level for Italy. When using the MAIC, there are only rejections at the 5% level for Germany (showing that the tests still have power) and at the 10% level for the U.K. For Canada, the DF GLS maic is significant at the 10% level but barely. For the U.S. and France, there is no difference in outcome. Of interest also is the fact that theZ GLS α,maic still shows strong rejections at the 1% level for Japan, the U.K. and Germany. This accords with the simulation results that theZ GLS α test has high size distortions even when constructed using the MAIC.
Conclusion
The analysis of ERS shows that detrending data by GLS yields power gains for unit root tests. We find that GLS detrending also allows for a more precise autoregressive spectral density estimate and ensures that it is invariant to the parameters of the trend function. We also show that the BIC or AIC are not sufficiently flexible for unit root tests. We suggest a modification, the MAIC, which is evidently more robust when there are negative moving-average errors. Use of the MAIC in conjunction with GLS detrended data results in a class ofM GLS tests that have good size and power. The key distinction between the MAIC and standard information criteria is that the former takes account of the fact that the bias in the estimate of the sum of the autoregressive coefficients is highly dependent on k. In this paper, we show that the MAIC is useful for the DF GLS test and the construction of the autoregressive estimate of the spectral density at frequency zero. We also expect the MAIC, or the more general MIC, to be useful in a broader range of applications because macroeconomic data are known to be highly persistent, and in such cases, the bias in the estimate of the sum of the autoregressive coefficients should depend on the order of the autoregression.
However, it should also be noted that while the suggested information criterion is useful in the context of unit root tests as we have shown, it may not be appropriate when selecting the lag order in other contexts. The general usefulness of the MIC also awaits further investigation.
Proof of Theorem 2
In this Appendix, for simplicity, we consider the derivations in the case where the DGP is (14) and no deterministic component is present in the regression (8), in which case y t is used instead of y t . All the results carry over to the more general case with least-squares or GLS detrending.
With GLS detrending, the stated results remain exactly the same when p = 0 and are as stated in the text with V c,c (r) replacing J c (r) when p = 1. As a matter of notation, we let ⇒ denote weak convergence in distribution and → convergence in probability. Also, to alleviate notational burden, we let N = T − k max . Note that we can write the DGP as
the DGP can also be written as
with β 0 = c/T, β 1 = θ T , β i = 0 for i > 1, and
Since {z t−i , i = 1, . . . , k} is a linear function of {∆y t−i , i = 1, . . . , k}, the OLS estimate of β 0 and the sum of squared residuals from the regression
have the same properties as the corresponding quantities from estimating (A.1). We start with a Lemma that will be used extensively. 
Proof : From Nabeya and Perron (1994), we can write y t = a T e t + b T X t where
For part(a), we have:
For part (b), we have
Part (d) follows using the fact that
and part (e) using the fact that
The proof of Theorem 2 follows directly from the following Lemma concerned with the limit of β 0 , the OLS estimate of β 0 from the regression (A.1) which is equivalent to the OLS estimate of β 0 from the autoregression (8).
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Lemma A.2 Consider the OLS estimate of β 0 from the autoregression (8). Let
x = δ 2 1 0 J c (r) 2 dr when p = 0 and x = δ 2 1 0 V c,c (r) 2 dr when p = 1. Then, 1) uniformly in 0 < k ≤ K 1T : kβ 0 ⇒ −x −1 ; 2) if k/T 1/2 → κ, T 1/2β 0 ⇒ A,
where A is a random variable with E(A) = −ϑ(κ)E(x
. Define the following two (k + 1) by (k + 1) matrices:
0 J c (r) 2 dr, e = (1, 0 1×k ) and ι is a k × 1 vector of ones. Using Maple, we obtained the inverse:
In what follows, the structure of R −1 will be exploited. Let
Proof : Using Lemma A.1, we haveR ij − R ij = C ij where
. . , k +1 and part a) follows. To prove part b), note that the lower k ×k submatrix of R is, say, R k = (I k +ιι ). Then (I k +ιι ) −1 = I k −(1+ι ι) −1 ιι has eigenvalues of 1 and (1+ι ι) −1 .
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Hence max 0<k≤K
. Using arguments as in Perron and Ng (1998) , the (k +1)×(k + 1) matrix R also has eigenvalues of the same order as R k . Hence max 0<k≤K
by arguments analogous to Berk (1974) .
Proof : Part (a) follows directly from Lemma A.1 (d,e). Since
Let e = (1, 0 1×k ). We havê
For a matrix M , denote the i, j-th element of M −1 by m ij . We now consider the limit of each of the four terms. For A,
For the term B, we need max 0<k≤K 1T ||ke (R −1
. We have (ignoring, without loss, the O p (T −1 ) term):
where c * = max i,j C ij . But the sum of the norms of the elements of the first row of R −1 is
, and the sum of the norms of the sum of the first two elements of each row of R −1 is given by
For the term C, first note that
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Thus,
Combining the results, we have
For the case where k/T 1/2 → κ, we first note that the relevant matrix R is given by 
which converges to −ϑ(κ)/x setting k = κT 1/2 and taking limit as T → ∞.
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Case
and note that
We also have max
For A, we have max
For B, ||T 1/2 e (R −1
for some R such thatR T = R+C, where the matrix C has elements that are O p (T −1/2 ). Now
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Therefore C R −1 V = −C .2 where C .2 is the second column of the matrix C.
For the third term C,
Proof of Lemma 1 Lemma A.5 Consider the estimated autoregression (8) when the DGP is given by (14). Letσ
Proof : Let E k = (e kmax+1k , e 2k , . . . , e T k ) , where
By direct calculations,
Using results established in the proof of Theorem 2,
Therefore,
In view of the properties of
where R −1 (k) is the lower right k × k sub-matrix of R −1 . By partitioned matrix inversion,
After some simplifications,
Hence,
It follows that
Lemma 1 is a consequence of Theorem 2 and Lemma A.5.
Proof of Theorem 3.
The strategy of the proof is to first determine the rate of increase of k through a global minimization of the objective function. Once this rate is found, the proportionality factor is deduced. In the following, we use the notation k ∝ f (T ) for the case where k/f (T ) → c for some finite constant c strictly above 0. We also let d ≥ 0 be a finite constant not necessarily the same throughout. 
For both the IC and MIC, it is readily seen that the objective function is
So the case with k/T 1/2 → κ (> 0) yields an objective function of order O p (C T /T 1/2 ) and the
To derive the constant of proportionality, note that if C T is fixed, k = κ √ T and the objective function is
Taking derivatives and equating to zero yields the stated solution. When C T → ∞ as T → ∞, the objective function (ignoring constants) is
and the value of κ that minimizes this expression is 1. Consider now the MIC(k). The first case is where
Then the objective function when k/T 1/2 → 0 is O p (k −1 ). Hence, the highest possible rate is chosen and is given by k ∝ T /C T and the minimized objective function is of order
To obtain the constant of proportionality when C T is fixed, we substitute k = κ √ T in (16) and equate its first derivative of (16) to zero and solve for κ. When C T is increasing, we (15), and again equate the first derivative to zero and solve for κ.
Consider now the case where C 3 T /T → ∞. There are two cases to cover when either of the conditions in (A.8) is not satisfied. Suppose first that To obtain the factor of proportionality, let k = κT 1/3 . The objective function is then (ignoring
T /T → ∞, the first term is negligible compared to the last two. Hence, minimizing the last two terms with respect to κ yields κ = (2Z 1 ) 1/3 . For MZ
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GLS α
, MZ
GLS t
and ADF GLS with p = 0, the critical values are from Fuller (1976) . The other entries were obtained using 20,000 simulations and 5,000 steps to approximate the Wiener processes. The M mic is the original MZα, the M GLS mic uses GLS detrended data to construct the statistic but uses least squares detrending in the estimation of s 2 AR , andM GLS mic use GLS detrending atc = −13.5 when constructing s 2 AR . When the BIC is used, kmax = 6 and kmin = 3 as in ERS. For the MIC, kmax = 12(T /100) 1/4 , kmin = 0 and C T = 2 giving a MAIC. The DF GLS 
