We study the local stabilization of the three-dimensional Navier-Stokes equations around an unstable stationary solution w, by means of a feedback boundary control. We first determine a feedback law for the linearized system around w. Next, we show that this feedback provides a local stabilization of the Navier-Stokes equations. To deal with the nonlinear term, the solutions to the closed loop system must be in 
Introduction
An important issue in control theory is the controllability of systems. For the linearized three-dimensional NavierStokes equations the controllability to trajectories has been addressed in [12] (see also the references therein and [9] for earlier results). The local stabilizability of the three-dimensional Navier-Stokes equations in a neighbourhood of an unstable stationary solution may be deduced from this controllability result. Another important issue is the characterization of stabilizing feedback control laws, pointwise in time. In the case of the Navier-Stokes equations, this question has been studied in [4] for distributed controls. For boundary controls, feedback controls are characterized in [13, 14] , but the corresponding laws are not pointwise in time. In the two-dimensional case [19] , we have obtained boundary feedback control laws, pointwise in time, by considering an optimal control problem in which the observation operator is the identity in the velocity space endowed with the L 2 -norm. The three-dimensional case is more delicate (see [5, 6] ). In [5] , the existence of boundary feedback laws, pointwise in time, has been established by solving a control problem with a cost functional involving the H 3/2+ε -norm of the velocity field, for some ε > 0 small enough. But, as explained in [6] (see also farther in the introduction), such a feedback law cannot be characterized by a well posed Riccati equation. This is a serious drawback if we want to calculate such feedback control laws by using a numerical approximation of the Riccati equation. The main objective of this paper is to determine a feedback boundary control law, pointwise in time, characterized by a well posed Riccati equation, for the three-dimensional Navier-Stokes equations.
More precisely, let Ω be a bounded and connected domain in R 3 with a regular boundary Γ , ν > 0, and consider a pair (w, χ) solution to the stationary Navier-Stokes equations in Ω:
−ν w + (w · ∇)w + ∇χ = f and div w = 0 in Ω, w = u ∞ s on Γ. We assume that w is regular and is an unstable solution of the instationary Navier-Stokes equations. We want to determine a Dirichlet boundary control u, in feedback form, localized in a part of the boundary Γ , so that the corresponding controlled system: In [19] , we have already studied this stabilization problem in two dimensions. Here, we want to study the extension of the results obtained in [19] Following [18, 19] , this equation may be rewritten in the form In [19] , the feedback control law is determined by solving the problem inf J (y, u) (y, u) satisfies ( A MB * ΠP y y 0 ) is the solution to problem (R) (see [19] ). If
A MB * Π is the generator of the corresponding closed loop system, we have shown that the corresponding linear feedback law locally stabilizes Eq. (1.1). More precisely, the solution to the nonlinear system, P y = A Π P y − P (y · ∇)y in (0, ∞), y(0) = y 0 , ( The analysis in [19] is based on the following properties:
4) (I − P )y = −(I − P )D A MR
(i) If y 0 ∈ V 0 n (Ω) ∩ H 1/2−ε (Ω), with 0 < ε 1/2, then the optimal solution (ȳ,ū) of (R) belongs to V 3/2−ε,3/4−ε/2 (Q ∞ ) × V 3/2,3/4 (Σ ∞ ).
(ii) Setting F (y) = −P ((y · ∇)y), the nonlinear mapping F is locally Lipschitz from V 3/2−ε, With these properties and a fixed point method, we have been able to show that the linear feedback law also stabilizes, at least locally, the nonlinear system (1.1). In three dimension, property (ii) is no longer true. We can only prove that the nonlinear mapping F is locally Lipschitz from V 3/2+ε,3/4+ε/2 (Q ∞ ) into L 1 (0, ∞; V 0 n (Ω)) ∩ L 2 (0, ∞; (V 1/2−ε n (Ω)) ) for all 0 < ε 1/2. Therefore, to deal with the 3D case, we first have to look for a control problem for which the optimal state P y belongs to V 3/2+ε,3/4+ε/2 (Q ∞ ) for some 0 < ε 1/2. The solution P y to Eq. (1.3) belongs to this space only if y 0 ∈ V 1/2+ε (Ω), u ∈ V 1+ε,1/2+ε/2 (Σ ∞ ), and if y 0 and u satisfy the compatibility condition y 0 | Γ = (Mu)| t=0 .
Thus to stabilize the three-dimensional Navier-Stokes system, the feedback control law and the initial condition have to satisfy some compatibility condition. Barbu, Lasiecka and Triggiani [5] have shown the existence of a feedback law, satisfying such a compatibility condition, by solving an optimal control problem with a cost functional involving the norm of y in the space H 3/2+ε (Ω). Such an approach provides a Lyapunov functional for the associated closed loop dynamical system. But, as explained in [6] , or in [19] , and at the beginning of this introduction, the drawback of this method is that the Riccati equation, needed to calculate the feedback operator, is defined only in D((A Π ) 2 ), where A Π is the infinitesimal generator of the associated closed loop system. But D((A Π ) 2 ) is not known because Π is not known. Therefore, in that case, the Riccati equation is not well defined, contrarily to what happens in the case of a distributed control (see e.g. [4] ). (For another approach to construct Lyapunov functionals for semilinear parabolic equations in the one-dimensional case, we refer to [10] .) Let us mention that the numerical approximation of the algebraic Riccati equation that we consider here (see below Eq. (1.6)) is studied in [3] .
An alternative solution is proposed by Badra [1, 2] , where the compatibility condition between the initial condition and the control feedback law is guaranteed by solving an extended system. In [1, 2] , the boundary control is considered as a new state variable satisfying some equation on the boundary of the domain, and a source term in this equation is chosen as a new control variable. (This kind of controller is referred as a dynamic controller, see e.g. [11] .) In that case, the Riccati equation is defined in a classical way, and the feedback law depends on the extended state.
Here, we are going to see that the compatibility condition between the initial condition and the control feedback law can be achieved by replacing the boundary and initial conditions
which are sufficient to deal with the two-dimensional case, by the following ones
where the nonnegative weight function θ is a regular function of t, taking values in [0, 1], such that θ(0) = 0 and θ(t) = 1 for t t 0 for some t 0 > 0. The role of θ is to guarantee that the compatibility condition
is always satisfied. By this way we can define a control problem similar to (R) whose solutions belong to V 3/2+ε,3/4+ε/2 (Q ∞ ). The drawback of introducing θ is that the feedback operator now depends on the time variable on the interval [0, t 0 ], and it does not inherit the regularizing properties guaranteed by θ for the optimal state. We are going to see that one can improve the regularizing properties of the feedback operator by replacing the term ∞ 0 Ω |P y| 2 dx dt in the cost functional I by ∞ 0 Ω |(−A 0 ) −1/2 P y| 2 dx dt, where A 0 = P is the Stokes operator. Thus we have to study the control problem:
where
and
with ω 0 given fixed. (In (Q y 0 ), the state variable y plays the role of the velocity field P y solution of Eq. (1.3).) We show that problem (Q y 0 ) admits a unique solution (y y 0 , u y 0 ), which obeys the feedback formula
) is the unique mapping satisfying,
where Π ω is the solution to the algebraic equation
for t t 0 , Π ω is the solution to the differential equation
If A ω,Π ω (t), for t 0, is the infinitesimal generator of the closed loop evolution operator corresponding to this new control problem, we show in Section 7 that the solution to the nonlinear evolution equation,
C 0 (w, ε)μ and if μ > 0 is small enough.
For notational simplicity, we perform the analysis of problem (Q y 0 ) in the case where ω = 0, and we denote by Π and Π the solutions of (1.7) and (1.6) corresponding to ω = 0. The extension to the case where ω > 0 is treated at the end of Section 7.
To prove that the solution to the closed loop system (1.8) belongs to
uniformly with respect to s ∈ [0, 2t 0 ] (Theorem 5.6). We establish such a result by showing that
On the interval [t 0 , ∞), Π is constant and equal to the solution Π of Eq. (1.6). The properties of Π are obtained by studying a problem, similar to (Q y 0 ), in which we replace θ by the constant function equal to 1. This analysis is performed in Section 4. Problem (Q y 0 ) is studied in Section 5. To deal with the nonlinear system, we analyze the regularity of solutions of the nonhomogeneous closed loop linear system:
The nonhomogeneous term f plays the role of the nonlinear term of the Navier-Stokes system. More precisely, we want to show that if y 0 belongs to V
, then the solution y to Eq. (1.9) belongs to V 3/2+ε,3/4+ε/2 (Q ∞ ) (Lemma 6.3). This result is obtained by first studying a control problem with the nonhomogeneous term f in the state equation (see Section 6, Theorem 6.2). Next, we study Eq. (1.9) in Lemma 6.3. The local stabilization result of the Navier-Stokes equations is stated and proved in Section 7 (Theorem 7.1). We have collected some regularity results in Appendix A. The results of this paper have been announced in [21] .
Functional framework and preliminary results

Notation and assumptions
Let us introduce the following spaces:
, the same notation conventions will be used for trace spaces and for the spaces H σ 0 (Ω; R N ). Throughout what follows N is equal to 3. We also introduce different spaces of free divergence functions and some corresponding trace spaces:
In the above setting n denotes the unit normal to Γ outward Ω. The spaces V σ (Ω) and V σ (Γ ) are respectively equipped with the usual norms of H σ (Ω) and H σ (Γ ), these norms will be denoted by | · | V σ (Ω) and | · | V σ (Γ ) . We shall use the following notation
and Σt ,T = Γ × (t, T ) fort > 0, and 0 < T ∞. For spaces of time dependent functions we set
Ω) and A 0 = P . We also introduce the spaces corresponding to the domains of fractional powers of (−A 0 ), and we set:
will be equipped with the norm of H σ (Ω), and for σ < 0, V σ (Ω) will be equipped with the dual norm of V −σ (Ω).
We assume that Ω is of class C 4 and w ∈ V 3 (Ω). 
By this way, we can replace the condition supp(u) ⊂ Γ c by considering a boundary condition of the form
The main interest of this operator
) for some 0 < σ 2, and ifũ denotes the extension of u by zero to
, which is not true forũ. For all ψ ∈ H 1/2+ε (Ω), with ε > 0, we denote by c(ψ) the constant defined by:
where |Γ | is the (N − 1)-dimensional Lebesgue measure of Γ .
Properties of some operators
Let us denote by (A, D(A))
and (A * , D(A * )), the unbounded operators in V 0 n (Ω) defined by:
Throughout the following we denote by λ 0 > 0 an element in the resolvent set of A satisfying
for all y ∈ D(A), and
for some 0 < ω 0 < ν, and all 0 α 1/2 (see [20, Lemma 24] ). Let us recall two results from [18] and [20] . 
Let us introduce
, is defined by:
where (z, π) is the solution of
4)
and c(π) is the constant corresponding to π , defined in (2.1).
Let us define the operators
Let us also denote by P Γ the projector from 
The operators γ τ and γ n satisfy:
We introduce the operators 
Finite time horizon control problems
As already mentioned in the introduction, in [19] we have determined a feedback control law able to stabilize Eq. (1.3), by considering the family of control problems:
Let us recall that
Observe that, due to the definition of R A , we have:
is a solution of (3.1). Here we want to consider a new class of problems by replacing the term
Thus the corresponding functional is
Actually, since R A is an automorphism in {u ∈ V 0 (Γ ) | γ τ u = 0}, we can also consider the functional
Replacing P y by y (for notational simplicity), we have to study the following family of finite time horizon control problems,
Problem (P T s,ζ ) with initial conditions in
In this section we recall some results from [20] . where Φ s ζ is solution to the equation
Conversely the system Proof. See [20, Theorem 7] . (See also the proof of Theorem 3.4 where a similar result is proved in the case where
In the following theorem we improve the regularity result of the optimal solution (see [20, Theorem 8] 
. Next, using the optimality system (3.5) we can show that Π is the unique weak solution in C s ( 
From the definition of Π , from Theorem 3.1 and Corollary 3.1 we deduce the following theorem. 
, it obeys the feedback formula
and the optimal cost is given by
From the definition of Π it follows that Π(0) = Π(T ).
Problem (P T s,ζ ) with initial conditions in V −2 (Ω)
As already mentioned in the introduction, we have to study a time dependent feedback operator. The corresponding closed loop system: 
Notice that the weak solution y i to equation Since z obeys the estimate
we deduce that
(see Lemmas A.1 and A.3, and Remark A.1).
Theorem 3.4. For all s ∈ [0, T ], and all
The optimal control u s ζ is characterized by:
where Φ s ζ is solution to the equation
Conversely the system 
for all s ∈ [0, T ], and all
Proof. The proof is similar to that of [19, Theorem 3 .1]. Since we deal with control problems with initial conditions in V −2 (Ω), we rewrite the proof for the convenience of the reader.
Step 1. The existence of a unique solution
, denote by y u the solution to Eq. (3.2) corresponding to u, and set
We have
where z is the solution to
Let Φ be the solution to the equation
The functions z and Φ obey the following identity:
ζ is the solution of (3.12).
Step 2. Let (y s ζ , u s ζ ) be the solution to problem (P T s,ζ ), and let Φ s ζ be the solution to Eq. (3.12). From step 1, it follows that (y s ζ , Φ s ζ ) is a solution of system (3.13). If (ȳ,Φ) is a solution of system (3.13), and if we setū = −MB * Φ , with (3.15) we can verify that I T (ū) = 0, which implies thatū = u s ζ . Thusȳ = y s ζ , andΦ = Φ s ζ , and the second statement in the theorem is established.
Step 3. Let us prove (3.14). From Lemma A.8, it follows that
,
Thus, with Young's inequality we obtain 
Proof. This result is already stated in Corollary 3.1 in the case when ζ belongs to
for all n and all m.
We prove the identity satisfied by I T (s, y s ζ , u s ζ ) by passing to the limit in the equality
From Theorem 3.4 and Corollary 3.2 it follows that the operator Π(s), defined in (3.6), may be extended to a bounded operator from V −2 (Ω) into V 2 (Ω). From the definition of Π(s), from Theorem 3.4 and Corollary 3.2, we deduce the following theorem.
where Π (resp. Π) is the solution of (3.7) (resp. (3.8)). 
Proof. First observe that
u L 2 (0,T ;V 3/2 (Γ )) + u H 3/4−ε (0,T ;V 0 (Γ )) C Φ 0 y 0 L 2 (s,T ;V 3 (Ω))∩H 1 (s,T ;V 1 0 (Ω)) C|y 0 | 2 V −2 (Ω) , for all ε > 0. Thus u belongs to C([0, T ]; V 0 (Γ )).
Infinite time horizon control problems
In this section we want to study the problem
dt, and
The main results of this section are stated in Corollaries 4.1 and 4.2 where we highlight the regularizing properties of the solution Π to the algebraic Riccati equation (4.2). The starting point to prove Corollary 4.2 is the estimate stated in Lemma 4.1. This estimate is obtained by passing to the limit in the optimality system obtained in Section 3.2 when the length of the time interval tends to infinity. Since we need precise estimates with irregular initial conditions this framework is not standard, and it is why we have given a complete proof of Lemma 4.1.
Problem (P 0,y 0 ) with initial conditions in
The analysis of problem (P 0,y 0 ), in the case when y 0 ∈ V 0 n (Ω), is carried out in [20] . In particular the following result is proved in [20, Theorem 11] .
Proof. See [20, Corollary 14] . 2
Theorem 4.2. The unbounded operator (A Π , D(A Π )) defined by:
D(A Π ) = y ∈ V 0 n (Ω) Ay − BM 2 B * Πy ∈ V 0 n (Ω) , A Π y = Ay − BM 2 B * Πy,
is the infinitesimal generator of an exponentially stable semigroup on V 0 n (Ω). The operator Π is the unique weak solution to the algebraic Riccati equation,
2)
Proof. See [20, Theorem 15] . Notice in particular that, due to Theorem 2.1, the pair (A, (
Problem (P 0,y 0 ) with initial conditions in V −2 (Ω)
As explained in Section 3.2, we have to study problem (P 0,y 0 ) when y 0 ∈ V −2 (Ω).
Theorem 4.3. For all y
, and the optimal cost of problem (P 0,y 0 ) obeys 
Since y v , the solution of Eq. (4.1) corresponding to u = v, obeys y v (t) = y z 0 (T ) (t − T ) for all t > T , we easily verify that I (y v , v) < ∞. Now, the existence of a unique solution (y y 0 , u y 0 ) to (P 0,y 0 ) follows from classical arguments (see [17, proof of Theorem 2.3.3.1 (i), p. 135]).
Let Π be the solution to Eq. (3.8). From the dynamic programming principle, it follows that the mapping,
is nondecreasing, and we have
As in [8] , or in [17] , we can show that there exists an operator
0, and
It is clear that the restriction of Π ∞ to V 0 n (Ω) is identical to Π . Thus, Π ∞ is the continuous extension of Π to V −2 (Ω). For notational simplicity, we still denote this extension by Π .
Step 2. Let us show that I (y y 0 ,
3)
Let us denote byũ k the extension by zero of u k to (k, ∞), and byỹ k the extension by zero of y k to (k, ∞). Since we have
By passing to the lower limit in the above inequality we obtain
And by passing to the limit in the equation satisfied by (y k , u k ), we have
Thus, the pair (y ∞ , u ∞ ) is admissible for (P 0,y 0 ) and we have
. Therefore we can claim that
by passing to the limit when k tends to infinity, we obtain
We denote by ϕ(y 0 ) the value function of problem (P 0,y 0 ), that is:
The pair (y, −MB * Φ) is the solution of (P 0,y 0 ).
Proof. The proof of this lemma is very similar to that of [19, Lemma 4.2] , where only the case y 0 ∈ V 0 n (Ω) is considered. Since the analysis with y 0 ∈ V −2 (Ω) is more delicate, we completely rewrite the proof for the convenience of the reader. For notational simplicity the solution to (P 0,y 0 ) will now be denoted by (ŷ,û). We denote by ϕ k (0, y 0 ) the value function of problem (P k 0,y 0 ) and by ϕ k (t, ζ ) the value function of problem (P k t,ζ ).
Step 1. Let (yt k , ut k ) be the solution of (P k t,y k (t) ), and let (y k , u k ) be the solution of (P k 0,y 0 ) characterized by (4.3).
Denote by Φt k the adjoint state corresponding to (yt k , ut k ), and by Φ k the adjoint state corresponding to (y k , u k ). From the dynamic programming principle it follows that (yt k 
Letỹ k be the extension by zero of y k to (k, ∞). In the proof of Theorem 4.3, we have shown that
whereΦ k is the extension by zero of
Observe that Φ k is also the solution of the equation
such that, after extraction of a subsequence, we have:
Moreover,Φ obeys the equation
Step 2.
to −MB * Φ . Thusû = −MB * Φ , and the pair (ŷ,Φ) obeys the first two equations in (4.4).
Step 3. Let us show that if
, and
We rewrite the first two equations of system (4.4) as follows
We set
From Lemma A.5, it yields
Applying another time Lemma A.5, we have
We know that
With Proposition 2.1, we have
, for all ε > 0. Applying Lemma A.3, we obtain:
Due to the previous estimate for Φ, one has
for all ε > 0.
From the equation
with (4.7), we deduce the following estimate of y b in H 1 (0, ∞; V −3 (Ω)):
Step 4. We show that the pair (ŷ,Φ) obeys the third equation of system (4.4). We know that
we deduce thatΦ
Φ(t) = Πŷ(t).
Thus we have shown thatΦ is the solution of the second and the third equation in (4.4) corresponding toŷ.
Step 5. Uniqueness.
to system (4.4), due to step 3, it obeys (4.5), and we can show that
Passing to the limit when k tends to infinity we obtain:
Thus if y 0 = 0 we have y = 0. From the relation Φ = Πy we deduce that Φ = 0, and the uniqueness is established.
Step 6. Final estimate. From the previous steps it follows that (ŷ,Φ) is the unique solution to system (4.4). Since
the estimate of the lemma follows from (4.5). 2
, and we have:
Proof. See [20, Corollary 13]. 2
A time-dependent feedback operator
In order to improve the regularity of the optimal state y y 0 of problem (P 0,y 0 ), we modify the control operator in the state equation. We introduce a weight function θ ∈ C ∞ ([0, ∞)) satisfying 
). This kind of regularity is necessary to deal with the stabilization of Navier-Stokes equations in three dimension.
In this section, we want to study, in function of the regularity of initial condition, the regularity of solutions of the control problem 
) and it satisfies:
The pair (y, −θMB * Φ) is the solution of (Q s,y 0 ). 
Proof
, with estimate (5.4) and the fact that the semigroup generated by A − λ 0 I is exponentially stable on V −2 (Ω), we have 
Since Φ belongs to H 1/2 (s, ∞; V 2 (Ω)) and y belong to L 2 (s, ∞; V −1 (Ω)), with estimate (5.4), we have
where the constant C depends on 0 < ε 1/2, but is independent of s ∈ [0, ∞).
(Ω) for some 0 < ε 1/2 and if s = 0, then the solution (y, Φ) of system (5.3) belongs to
Proof.
Step 1. The estimate for y, Φ, and B * Φ, when y 0 ∈ V 1/2−ε n (Ω) can be proved as in Corollary 4.1.
Step 2. Let us now suppose that y 0 ∈ V 1/2+ε 0 (Ω) for some 0 < ε 1/2 and that s = 0. From the first part we deduce
Since −θMB * Φ obeys the compatibility condition −θMB * Φ| t=0 = 0 = y 0 | Γ , with Lemmas A.1 and A.3, we can deduce the estimate for y in V 3/2+ε,3/4+ε/2 (Q ∞ ). The estimates for Φ and B * Φ can next be obtained with Lemma A.5. 2 
Corollary 5.2. The mapping Π(·) belongs to
C s ([0, 2t 0 ]; L(V 0 n (Ω))). For all 0 < ε 1/2, there exists a constant C(ε) > 0, such that, for all t ∈ [0, 2t 0 ], we have Π(t) L(V 1/2−ε n (Ω),V 9/2−ε (Ω)∩V 1 0 (Ω)) + B * Π(t) L(V 1/2−ε n (Ω),V 3−ε (Γ )) C(ε).
(Ω). Its infinitesimal generator is the family of unbounded operators (A Π (t), D(A Π (t))) t 0 defined by:
Moreover, there exist M 1 > 0 and ω > 0 such that
Proof. The fact that the family of operators (G(t, s)) 0 s t is a strongly continuous evolution operator on V 0 n (Ω) follows from the dynamic programming principle and from the estimate stated in Lemma 5. for some M 1 and some ω > 0. If 0 s t t 0 , we have
, where K 1 1 depends on t 0 , but is independent of 0 s t 0 and 0 t t 0 . If 0 s t 0 t, we have
In a similar way, we have the following theorem.
Theorem 5.3. The family of unbounded operators (A * Π (t), D(A * Π (t))) t 0 defined by:
D A * Π (t) = y ∈ V 0 n (Ω) A * y − θ 2 (t) BM 2 B * Π(t) * y ∈ V 0 n (Ω) , A * Π (t)y = A * y − θ 2 (t) BM 2 B * Π(t) * y,
is the infinitesimal generator of an evolution operator (G * (t, s)) 0 s t . This evolution operator satisfies the exponential stability estimate
Thanks to Theorem 4.2 and to estimates proved in Corollary 5.2, we can establish the following theorem. 
Theorem 5.4. The mapping Π(·) ∈ C s ([0, ∞); L(V 0 n (Ω))) is the unique weak solution to the differential Riccati equation
Π * (t) = Π(t) ∈ L V 0 n (Ω) and Π(t) 0, for all y ∈ V 0 n (Ω), Π(t)y ∈ V 2 (Ω) ∩ V 1 0 (Ω) and Π(t)y V 2 (Ω) C|y| V 0 n (Ω) , for t t 0 ,
Π(t)= Π, where Π is the solution to Eq. (4.2), for t t 0 , Π is the solution to the differential equation
−Π (t) = A * Π + ΠA − θ 2 (t)ΠBM 2 B * Π + (−A 0 ) −1 , (5.8) Π(t 0 ) = Π. (5.9)
Problem (Q s,y
). There exists Π(s) ∈ L(V −2 (Ω), V 2 (Ω)) such that the optimal cost is given by
Proof. The proof is completely analogous to the one of Theorem 4.3. 2
Lemma 5.2. For every y
where the constant C is independent of s. The pair (y, −θMB * Φ) is the solution of (Q s,y 0 ).
Proof.
The proof is completely analogous to the one of Lemma 4.1. 2
Corollary 5.3. There exists a constant C > 0, such that, for all t ∈ [0, ∞), we have
In addition, for all y 0 ∈ V −2 (Ω), and all ζ ∈ V 0 n (Ω), the mapping
is continuous on [0, 2t 0 ]. 
We can show that
and 
Now (5.10) may be deduced from (5.11)-(5.14). 2 
Regularity of Π
Let us denote by (y s
yΠ (s)y 0 V 2 (Ω) C|y 0 | V 0 n (Ω) for all s ∈ [0, 2t 0 ].
Remark 5.2. From Theorem 5.4, it follows that
, which provides a short proof of the identity stated in the theorem. However, we have not given a complete proof of Theorem 5.4, because Theorem 5.4 is not essential in our analysis. It is only stated to highlight the fact that the family of operators (Π(t)) t 0 obeys a well posed Riccati equation. Here, we give a proof of Theorem 5.6 independent of the result stated in Theorem 5.4.
Proof.
Step 1. We first show that the mapping
admits a right side derivative equal to ((Φ s
(Ω), and h be positive. From the definition of Π(s), it follows that
where (y s+h
) is the solution to system (5.3) corresponding to the initial condition y(s + h) = y 0 . Since Φ s
For the other term, we have
Since ε for all h ∈ 0, h(ε) .
We can write
.
With Corollary 5.3, we have
Thus, with the estimate
Therefore, we have shown that
Step 2. We have (see also Remark 5.2)
From this identity, we can easily deduce that the mapping
is continuous on [0, 2t 0 ]. Since the mapping
is continuous on [0, 2t 0 ], and its right-hand side derivative is also continuous on [0, 2t 0 ], we deduce that it is of class C 1 on [0, 2t 0 ], and that its derivative is identical to its right-hand side derivative. The first part of the theorem is proved.
Step 3. To prove the estimate for Π (s), we have to notice that, due to Remark 5.1, we have
, and the proof is complete. 2 
Thus, with Theorem 5.6, we can write
, from which we deduce
With Proposition 2.1, we finally obtain
B * Π(t) − B * Π(τ ) y 0 V 1/2 (Γ ) C Π(t) − Π(τ ) y 0 V 2 (Ω) C|t − τ | |y 0 | V 0 n (Ω) . 2
Problems with a nonhomogeneous source term
In this section, we want to study the regularity of the solution to the equation
(Ω)) ), with 0 < ε 1/2. For that, we follow the method introduced in [19] in the two-dimensional case. We decompose the solution y to Eq. (6.1) in the form y =ŷ +ỹ, whereŷ is the optimal state of a control problem with a nonhomogeneous state equation, andỹ obeys an auxiliary equation. The regularity ofỹ is studied in Lemma 6.2 by a bootstrap argument.
For all y 0 ∈ V 0 n (Ω), and f ∈ L 1 (0, ∞; V 0 n (Ω)), we consider the problem
In this section we want to study the regularity of solutions to the control problem (Q y 0 ,f ) in function of the regularity of y 0 , when f belongs to
), with 0 < ε 1/2. This result will be used in the next section to study the local stabilization of the three-dimensional Navier-Stokes equations.
, and the optimal cost obeys
Proof. Since the evolution operator (G(t, s)) 0 s t satisfies the exponential stability condition (5.6), the solution to the equation
obeys the estimate
C for all t 0 (see Corollary 5.2), we also have
. The pair (z, −θMB * Πz) is admissible for (Q y 0 ,f ) and we have
. 
Proof. We already know that
C for all t 0.
Thus from the exponential stability of the evolution operator (G * (t, s)) 0 s t it yields
The estimates of the lemma follows from Young's inequality for convolutions. The uniqueness of solution is obvious. 2
, denote by (ŷ,û) the solution to problem (Q 0,y 0 ,f ), and letΦ be the solution to Eq. (6.4) corresponding to (ŷ,û) .
The following estimate holds
Step 1. Due to estimate (6.3), we have
Since we have
as in the proof of Theorem 3.1, we can show that (6.8) whereũ k andỹ k denote the extensions by zero of u k and y k to (k, ∞).
Step 2. Passage to the limit for Φ k . LetΦ k be the extension by zero of Φ k to (k, ∞). We have
We can rewrite the above equation in the form
Due to (6.8) and to Lemma 6.1, we can claim that
whereΦ is the solution of Eq. (6.4) corresponding to (ŷ,û). Notice that Φ
. (6.10) By passing to the limit, when k tends to infinity, in the equatioñ
with Lemmas A.5 and A.7, we can show that
ThusΦ satisfies the second equation in (6.5) corresponding toŷ. Since (ũ k ) k = (−θMB * Φ k ) k converges toû, we haveû = −θMB * Φ , and (ŷ,Φ) obeys the system (6.5). The estimate forΦ follows from Lemma A.5 and from (6.10). 2
, then the pair (ŷ,Φ), which obeys systems (6.4) and (6.5), belongs to
) and we have:
If moreover
Proof. Assume that y 0 ∈ V 0 n (Ω). Applying Lemmas A.1-A.3, we first obtain thatŷ belongs to V 1/2−ε ,1/4−ε /2 (Q ∞ ) for all ε > 0. From Lemma A.7, we deduce that B * Φ ∈ V 1/2−ε ,1/4−ε /2 (Σ ∞ ) for all ε > 0. We can use a bootstrap argument to show thatŷ 
, the solution to the equation
(The constant C 1 depends on 0 < ε 1/2.)
Step 1. Since the evolution operator (G(t, s) ) 0 s<t<∞ , generated by A Π (t), is exponentially stable on V 0 n (Ω), the solution y to Eq. (6.11) obeys
. We denote by (ŷ,Φ) the pair obeying systems (6.4) and (6.5). We set
r(t) =Φ(t) − Π(t)y(t).
We denote byỹ the solution to the equatioñ
We can easily verify that y =ŷ +ỹ.
Due to Theorem 6.2, we notice that
Thus B * r = B * Φ − B * Π(·)y belongs to V 0,0 (Σ ∞ ) and
From Lemma A.3, it follows that
With (6.12), we obtain
Step 2. Let us prove that B * r ∈ L 2 (0, ∞; V 3/2+ε (Γ )). With Corollary 5.2, we can write
for all t > 0 and all ε > 0.
Thus
Since B * r = B * Φ − B * Πy, with (6.12), we have
Step
Let us prove that B * Π(·)y(·) belongs to
for all ε > 0. With the equality B * r = B * Φ − B * Πy, with (6.12), and with step 2, we have
, for all ε > 0. With Lemma A.3, we obtain
, for all ε > ε > 0. With (6.12), we can claim that y obeys the estimate
, for all ε > 0. Reiterating this process, we can show that
, for all ε > 0. Another iteration gives
, for all ε > 0. Applying Lemma 6.4, we can show that
Still with Lemma A.3, we have
Thus, with (6.12), we finally obtain
, for all 0 < ε 1/2. The proof is complete. 2 Lemma 6.4. Assume that y ∈ H σ (0, ∞; V 0 n (Ω)) for some 0 < σ < 1, and that B * Πy ∈ L 2 (0, ∞; V 0 (Γ )), then B * Πy ∈ H σ (0, ∞; V 0 (Γ )), and
Proof. To prove Lemma 6.4, we have only to estimate the integral
Let us examine the different terms. We have
With Corollary 5.4 , we can write
We complete the proof by combining the previous estimates. 2
Stabilization of the three-dimensional Navier-Stokes equations
First stabilization result
Consider the Navier-Stokes equations with the linear feedback law associated with A Π (·):
. System (7.1) is clearly a closed-loop system with a feedback control pointwise in time. We can give different equivalent formulations of system (7.1). For that, let us introduce the pressure ψ(t) associated with Π(t)P y(t), that is the function ψ(t) solution to the elliptic equation
We also introduce an auxiliary function q(t) solution to the elliptic equation
3) System (7.1) can be rewritten in the following form:
where ψ(t) is the solution of (7.2). Another equivalent formulation is the following one:
, on Σ ∞ , Py(0) = P y 0 in Ω, and (7.5)
where ψ(t) is the solution of (7.2), q(t) is the solution of (7.3), and ∇ τ denotes the tangential gradient operator. The equivalence between the systems (7.1), (7.4) , and (7.5) follows from calculations in [18] . Observe that in system (7.5) the condition div y = 0 is satisfied because div(P y) = 0 and div((I − P )y) = 0. This last identity follows from the equality div(
, from the definition of (I −P )y and the one of the operator (I − P ).
C 0 (w, ε)μ, then Eq. (7.1) admits a unique solution y such that P y ∈ D μ , where 
Proof. If z and y belong to V 3/2+ε/2 (Ω), then
(See e.g. [15, Proposition B.1] .) Thus we have
We also have
Still with [15, Proposition B.1], we can write
, for all 0 < ε 1/2. The mapping ζ → P div ζ is continuous from (H 1 (Ω)) 3 into V 0 n (Ω). Indeed div ζ can be identified with the mapping
The mapping ζ → P div ζ can be extended to a continuous operator from (L 2 (Ω)) 3 into V −1 (Ω) by the formula
Thus, by interpolation, if z ⊗ y belongs to (H 1/2+ε (Ω)) 3 , then P div(z ⊗ y) can be identified with an element in (V 1/2−ε n (Ω)) , and we have:
Step 1. For all t 0, we have the uniform estimate
C for all t 0 (see Corollary 5.2). Thus
C for all t > 0.
Therefore we have
Step 2. We are going to show that
As in Lemma 6.4, we can show that
Step 3. From steps 1 and 2, we deduce
We set:
Lemma 7.3. There exists a constant C 2 such that
for all z and y belonging to V 3/2+ε,3/4+ε/2 (Q ∞ ).
Proof. With Lemmas 7.1 and 7.2, we can write
Lemma 7.4. For all 0 < ε 1/2, the mapping z → P F(z, z) is locally Lipschitz continuous from
, more precisely we have
Proof. By calculations similar to those in Lemma 7.3, we have:
The proof is complete. 2
Proof of Theorem 7.1. We set μ 0 =
. (C 1 is the continuity constant appearing in Lemma 6.3, and it clearly depends on w and on ε. The constant C 2 is the one appearing in Lemma 7.3, and it depends on ε.) For z ∈ V 3/2+ε,3/4+ε/2 (Q ∞ ), we denote by P y z the solution to the equation
We are going to prove that the mapping M :
Step 1. From Lemmas 7.3 and 6.3 it follows that
Thus M is a mapping from D μ into itself.
Step 2. From Lemmas 6.3, 7.4 and 7.2, it follows that
Thus if μ μ 0 , the mapping M is a contraction in D μ , and the system (7.1) admits a unique solution y such that P y belongs to D μ .
Step 2. From Lemma 7.2, it follows that
where C i is the continuity constant of the imbedding from
Second stabilization result
As in [19] , we can obtain a local exponential stabilization of the Navier-Stokes, with a prescribed decay rate −ω < 0. For that, we setŷ = e ωt y,û = e ωt u.
thenŷ is the solution to the system
The existence of a unique solution to this system may be proved as in Section 5. Consider the Navier-Stokes equations (7.7) with the linear feedback law u(t) = −θ(t)MB * Π ω (t)P y(t):
As previously, ifŷ is a solution to (7.9), then y = e −ωtŷ is the solution of 
Moreover y, which belongs to
Proof. The proof can be performed as in the two-dimensional case, see [19, Theorem 6.7] . 2
Appendix A
In this section we prove some regularity results for the state and the adjoint equations.
Lemma A.1. If y 0 ∈ V σ (Ω) with −2 σ 2, then the weak solution to the equation
In particular y belongs to C b ([0, ∞); V σ (Ω)) and satisfies
In the case where σ = 1/2 + ε and 0 < ε 1/2, it yields
Proof. We are going to see that it is sufficient to combine estimates which are classical over a finite time interval (see e.g. [7, Chapter 3, Theorem 2.2]), together with the exponential stability of the semigroup (e t (A−λ 0 I ) ) t 0 .
Step 1. Let us first consider σ = 0. We can write 1 2 y(t)
, for all t > 0, which gives
. With the equation satisfied by y we have
. Thus the proof of the lemma is complete in the case when σ = 0.
Step 2. Assume now that y 0 ∈ V σ (Ω). In that case (A − λ 0 I ) −σ/2 y 0 ∈ V 0 (Ω) = V 0 n (Ω), and (A − λ 0 I ) −σ/2 y obeys the equation:
From step 1, we deduce that
Step 1. Let us first give a very short proof of the following estimate
From the identity
it follows that
Thus, with Young's inequality for convolutions (see [22, p. 32 Step 2. Now we assume that f belongs to L 2 (0, ∞; (V 1/2−ε n (Ω)) ). To prove the estimate in that case we proceed by interpolation. We know that
Since we have:
we obtain the desired result by interpolation. 2 Lemma A.3. If u belongs to V σ,σ/2 (Σ ∞ ) with 0 σ < 1, then the weak solution to the equation
If u belongs to V σ,σ/2 (Σ ∞ ) with 1 < σ 2, and if u(0) = 0, then
Proof. This result is already proved in [19 
is a nondecreasing function of T . Here taking advantage of the exponential stability the semigroup, we can probably show that C T can be chosen independent of T . But this is not yet proved.
Proof. We rewrite the equation in the form
and Φ 2 is the solution to
To study the regularity of Φ 1 , we setΦ = (−A 0 ) 2α Φ 1 . Since
thenΦ is defined byΦ
ThusΦ belongs to V 2,1 (Q ∞ ), and Φ 1 belongs to
To study the regularity of Φ 2 , we observe that Φ ∈ V 2,1 (Q ∞ ) and w ∈ V 3 (Ω). We can verify that
Suppose that α 1/4. From the previous step we know that Φ belongs to Step 2. Now we assume that y ∈ V 2,1 (Q T ) and that y(T ) ∈ V 1 0 (Ω). As in step 1 we can show thatΦ belongs to For σ < 3/2 the regularity condition y(T ) ∈ V 1 0 (Ω) is not needed. Let us study the regularity of Φ 2 . Since Φ ∈ V 2,1 (Q T ) and w ∈ V 3 (Ω), we can verify that −P ((w · ∇)Φ) + P ((∇w) T Φ) belongs to V 1,1/2 (Q T ). Thus applying [19, Lemma 7 .6] we prove that Φ 2 ∈ V 3,3/2 (Q T ). If 1 σ < 3/2, we know that Φ = Φ 1 + Φ 2 belongs to V 3,3/2 (Q T ) and that w ∈ V 3 (Ω), we can verify that −P ((w · ∇)Φ) + P ((∇w) T Φ) belongs to V 2,1 (Q T ). Therefore Φ 2 belongs to V η,η/2 (Q T ) for all η < 7/2, and Φ = Φ 1 + Φ 2 belongs to V σ,σ/2 (Q T ) + (L 2 (0, T ; V σ +2+4α (Ω)) ∩ H σ/2+1 (0, T ; V 4α (Ω))). Estimate (A.9) is proved for 1 σ < 3/2. The estimate for 0 σ 1 can be obtained by interpolation between the estimates obtained for σ = 0 and σ = 1.
Step 3. The proof of (A.10) is completely analogous to that of (A.4). 
