Introduction {#Sec1}
============

In aesthetic dentistry, colour plays an important role alongside tooth morphology and position in achieving a pleasing and natural-looking prosthetic result. The measuring and transferring of intraoral colour information are fundamental to achieve perfect mimicry of the natural teeth and the surrounding tissue, which is essential for aesthetic restorations. In digital dentistry, these processes are still limited by traditional methods. The digitally acquired colour information is mostly used in visualization of the design process, and not often transferred directly to the final prostheses or digitally fabricated dental models.

There are several ways of measuring colour information. A frequently used example is visual shading using shading guides. This is a subjective process and lacks accuracy in certain situations, as many factors can affect its results such as ambient illumination, the patient's make-up, and the dentist's colour perception. Another method is digital shading by a digital shading instrument, which is objective and quicker^[@CR1]--[@CR3]^ than conventional visual shading. However, these two methods are lossy to a certain extent as they "compress" the colour information of the tooth surface into a single notation (e.g. A2, 2L1.5 and ND2). Clinicians often need to provide technicians with chromatic maps or clinical photographs containing more details^[@CR4]^, and achieving naturally coloured prostheses remains challenging. The correct interpretation of the chromatic maps relies on good cooperation between clinicians and technicians. The colours of photographs captured with different devices are usually device-dependent, and the colour of a photograph may be different on different displays. Recent research has reported using neural networks to match natural teeth directly with ceramic restorations, but the results were somewhat unstable^[@CR5]^. The shortcomings of these methods mean a simple, visualized and device-independent method would be favourable.

Recent developments of digital impression technologies allowed the capture of not only the contour but also the detailed colouring of patients' teeth. Digital impression systems employing real-colour scanning include shading modules capable of demonstrating acceptable accuracy and repeatability^[@CR6]--[@CR8]^. Meanwhile, the development of additive manufacturing has already realized full-colour three-dimensional (3D) printing of objects with colours based on the textures of digital models. This technology has been applied in artistic and industrial design for prototype verification. By combining real-colour scanning and full-colour printing, dental practitioners may transmit colour information using chromatic physical dental models that are simple, visualized and device-independent.

However, as scanning and printing systems each work in different colour spaces, a particular RGB value in the model may represent different visual colours. Therefore, colour management concepts are required to develop a conversion between the colour spaces, and so allow a 3D colour reproduction system to produce chromatic dental models with colours visibly perceived to be accurate.

This study sought to develop a 3D colour reproduction system based on intraoral scanning and 3D printing. Conventional colour management methods were applied to an intra oral scanner and a 3D printer to establish their colour profiles. These profiles allowed colour data to be transferred from device-dependent colour spaces to a device-independent colour space and vice versa. An *in vitro* evaluation of tooth and gum shades then verified the feasibility and accuracy of this system in dentistry.

Materials and Methods {#Sec2}
=====================

Protocol for 3D colour reproduction {#Sec3}
-----------------------------------

An intra oral scanner (TRIOS 3, 3Shape A/S, Denmark) and a 3D printer (J750, Stratasys Ltd., Israel) were used to build the 3D colour reproduction system. The 3D digital model was captured using the scanner, and saved as a virtual reality modelling language (VRML) file composed of geometry data and texture images. The scanner-based RGB values of each pixel from the texture image were converted to device-independent CIE XYZ tristimulus values using the scanner colour profile, and then to printer-based RGB values using the printer colour profile. The original scanner-based texture images of the VRML model file were replaced with the converted printer-based texture images. Finally, the modified 3D digital model was printed using the 3D printer to produce a physical 3D colour model (Fig. [1](#Fig1){ref-type="fig"}).Figure 1Scheme of the study.

Development of colour profile for intra oral scanner {#Sec4}
----------------------------------------------------

A crucial part of this research was the development of the colour profile for the intra oral scanner. This profile would link the RGB values of the scanner's texture image to device-independent CIE XYZ tristimulus values.

A colour chart (ColorChecker Digital SG, X-Rite Inc., USA) (Fig. [2](#Fig2){ref-type="fig"}) provided colour patches. Excluding the outermost greyscale patches, 96 patches were selected from the chart for this process. The spectral reflectance of each patch was measured using a spectrophotometer (ColorEye 7000A, X-Rite Inc., USA). The CIE standard D65 illuminant \[*I*(*λ*)\] and 2° standard observer colour matching functions \[$\documentclass[12pt]{minimal}
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The D65 illuminant and 2° standard observer were selected to simulate the practical requirements of dental shading which is generally bright neutral daylight and with a distance of about 1.5 m.

Each patch was then digitized by the intra oral scanner calibrated according to the manual. The "quality" of the colour acquired by the scanner was monitored using the built-in "Shade" function. Any target area marked blue would undergo additional scans from different angles to get correct colour representation (Fig. [3](#Fig3){ref-type="fig"}). The digital models were saved as VRML files. The central circular area of each texture image (radius 425 pixels) containing 567,460 pixels (Fig. [4](#Fig4){ref-type="fig"}) was selected to calculate average RGB values using Photoshop CC 2014 (Adobe Systems Inc., USA). To normalize the data sets, CIE XYZ tristimulus values were divided by the white point of D65 illuminant (95.047, 100, and 108.883) and the RGB values were divided by 255.Figure 3Colour patch digitized by the intra oral scanner.Figure 4Texture image captured by the intra oral scanner. The green circle marks the area selected for RGB measurement.

The colour profile represents a mathematical model calculated to relate the original RGB values and the target CIE XYZ tristimulus values. Conventional polynomial regression based on least squares is chosen for its convenient implementation and accurate results^[@CR9]--[@CR11]^. In this case, the mathematical relationship can be represented as$$\documentclass[12pt]{minimal}
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For simple linear regression, each row of *O* represents the normalized RGB values and a constant (usually 1) of a colour patch. The number of terms *p* therefore is 4, and$$\documentclass[12pt]{minimal}
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However, simple linear regression often cannot produce results with acceptable accuracy, thus quadratic and cubic polynomial regressions with more terms are considered. For the quadratic polynomial regression, *p* is 10, and$$\documentclass[12pt]{minimal}
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For the cubic polynomial regression, *p* is 20, and$$\documentclass[12pt]{minimal}
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In theory, there is no limitation on the order and number of terms in the polynomial. However, considering the number of samples available, the cost of computing and the required accuracy, the polynomial was constrained. Previous works^[@CR9]--[@CR13]^ indicate that quadratic and cubic polynomials might be suitable here. Adjusted R-squares were adopted for both models to evaluate their accuracy. All the calculations were performed via programming using the C++/Qt5 and C++/Eigen3 libraries.

Development of colour profile for 3D printer {#Sec5}
--------------------------------------------

Another crucial part of this research was the development of colour profile for the 3D printer. Different from the scanner colour profile, the printer profile would convert the device-independent CIE XYZ tristimulus values to printer-based RGB values.

The digital models of the colour patches were cropped and reconstructed to blocks of 13 mm (length) \* 13 mm (width) \* 4 mm (height), and were aligned together to form a 3D colour chart (Fig. [5](#Fig5){ref-type="fig"}). The colour chart was printed by the 3D printer using its "High Quality" and matte surface finishing mode (Fig. [6](#Fig6){ref-type="fig"}). The spectral reflectance of each block of the 3D colour chart was also measured using the spectrophotometer and was calculated to CIE XYZ tristimulus values under the same condition. The relationship between these CIE XYZ tristimulus values of the printed blocks and their corresponding RGB values was also resolved using polynomial regression based on least squares, as described above, in which the target matrix *T* was composed of the normalized RGB values of the texture images and the original matrix *O* was composed of the normalized CIE XYZ tristimulus values and their polynomial terms for the printed blocks. Both quadratic and cubic polynomials were resolved. Adjusted R-squares were adopted for both models to evaluate their accuracy.Figure 5Reconstructed 3D colour chart.Figure 6Directly printed 3D colour chart.

Preliminary evaluation of the 3D colour reproduction system {#Sec6}
-----------------------------------------------------------

As the CIE XYZ colour space is not particularly perceptually uniform, in order to evaluate the reproduction accuracy in terms of human visual perception, the CIE XYZ tristimulus values of the original colour chart and the printed colour chart are transformed to the CIE L\*a\*b\* colour space according to the following formulas:$$\documentclass[12pt]{minimal}
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For D65 illuminant white point, *X*~*n*~ = 95.047, *Y*~*n*~ = 100 and *Z*~*n*~ = 108.883.

The difference of colours between the corresponding patches from the original 2D colour chart and the directly printed 3D colour charts can be calculated:$$\documentclass[12pt]{minimal}
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Given the compatibility of the profiles of the scanner and the printer, different profile combination might result in different colour reproduction performance. In order to select the most suitable combination of profiles, the texture images of the 3D colour chart were adjusted using four profile combinations: quadratic scanner profile - quadratic printer profile (QS-QP), quadratic scanner profile - cubic printer profile (QS-CP), cubic scanner profile - quadratic printer profile (CS-QP) and cubic scanner profile - cubic printer profile (CS-CP). The four adjusted 3D colour charts were printed using the configuration described above. The colour difference of each patch in the 3D colour charts was also measured and calculated. The combination with the lowest overall colour difference (CS-CP) was chosen for *in vitro* evaluation of tooth and gum shades.

*In vitro* evaluation of tooth and gum shades of the 3D colour reproduction system {#Sec7}
----------------------------------------------------------------------------------

After different colour profiles were created and evaluated, the CS-CP profile combination was chosen to test on tooth and gum shades for the assessment of dental applications. The intraoral scanner digitized 18 resin blocks, including 16 body shades (A1 to D4) and two gum shades (GUM-L and GUM-D) (Ceramage, Shofu Inc., Japan). The digital models were reconstructed, and the textures were adjusted according to the workflow in Fig. [1](#Fig1){ref-type="fig"}. The reconstructed and adjusted models were printed by the 3D printer. The CIE L\*a\*b\* values of the original resin blocks and the printed samples were calculated as described above. Calculation of the corresponding $\documentclass[12pt]{minimal}
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Statistical analysis {#Sec8}
--------------------
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Results {#Sec9}
=======

Colour profiles for the intra oral scanner and the 3D printer {#Sec10}
-------------------------------------------------------------

Two colour profiles for each device were developed, and their adjusted R-squares are given in Table [1](#Tab1){ref-type="table"}. The means of the differences, $\documentclass[12pt]{minimal}
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                \begin{document}$$\Delta {E}_{ab}^{\ast }$$\end{document}$, between the original and predicted values of the scanner colour profile are also provided. Increasing the order and number of terms achieved a better improvement for the 3D printer than for the intra oral scanner. The observed and predicted values for each patch using the colour profiles are plotted in Fig. [7](#Fig7){ref-type="fig"}. The adjusted R-squares and plots show both scanner colour profiles achieved good performance, whereas the cubic polynomial achieved better fitting for the printer colour profile than the quadratic polynomial.Table 1Adjusted R-squares of different channels of colour profiles.Intra oral scanner3D printerX-RGBY-RGBZ-RGBMean $\documentclass[12pt]{minimal}
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Difference of colours between the original 2D colour chart and the printed 3D colour charts {#Sec11}
-------------------------------------------------------------------------------------------

Table [2](#Tab2){ref-type="table"} lists the means, medians, standard deviations (SDs), and minima and maxima of $\documentclass[12pt]{minimal}
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The Shapiro--Wilk test indicated that all five groups did not follow the normal distribution (*P* \< 0.001); therefore, non-parametric Friedman testing was used for analysis. *Post hoc* comparisons were performed using the Wilcoxon signed ranks test with Bonferroni adjustment (*P* \< 0.005). The results showed statistical differences among the five groups. Group CS-CP showed the smallest median and statistically significant difference with directly printed group, which indicated that this combination of colour profiles performed best.

Difference of colours of reproduced tooth and gum shades {#Sec12}
--------------------------------------------------------
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Discussion {#Sec13}
==========

This study developed a method of building a 3D colour reproduction system and evaluated the accuracy of its colour reproduction. The resulting colour differences were unsatisfactory, possible owing to the cumulative errors from scanning, converting and printing. Related works have shown the intraoral scanner used here to achieve acceptable accuracy and precision in shade measurement^[@CR6]--[@CR8]^. This is confirmed by the scanner colour profile representing an acceptable mean of $\documentclass[12pt]{minimal}
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                \begin{document}$$\Delta {E}_{ab}^{\ast }$$\end{document}$. However, the introduction of printing error made the system's overall error unacceptable. The results resemble the outcome of traditional colour management using camera, scanner and printer. Digital cameras and desktop scanners based on additive colour models (e.g. RGB colour model) usually achieve good polynomial relationships between RGB and CIE standards^[@CR9],[@CR10],[@CR15]^ with little prediction error. This is not the case for printers because of the properties of their colour model. Desktop printers usually use subtractive colour models (e.g. CMYK, Cyan, Magenta, Yellow and Key/Black) that absorb lights of certain wavelength from the ambient light, and reflect the others to the observers' eyes. Subtractive colour models usually lead to a non-linear or non-polynomial relationship between the input RGB and output CIE standards^[@CR11],[@CR16]^. The 3D printer employed here uses a similar CMYK colour model but with an additional white base material. Moreover, a CMYK colour model usually has a smaller gamut than RGB colour model and the CIE standard, which means that certain colours cannot be produced by the 3D printers^[@CR17]^. Despite these shortcomings, the method employed here did decrease the colour difference of the reproduction result, and indicates the potential of further optimization.

Although this 3D colour reproduction system cannot transfer with sufficient accuracy shade information from a patient's oral cavity to dental models for prostheses fabrication, some situations might have less stringent accuracy requirement. The 3D colour printed models can bring more detailed shade information of the natural abutment than a natural die shade guide and materials. For cases requiring the reproduction of complex textures of adjacent teeth or even gingiva and mucosa, the chromatic dental models can help dental technicians to locate these features on adjacent teeth and restorations in a visualized way (Fig. [8](#Fig8){ref-type="fig"}). The chromatic dental models may also be used as advanced wax-ups to enhance communication with patients.Figure 8A preliminary clinical application of 3D printed chromatic model. A and B, intraoral view. C and D, printed model. The shade tabs were used to record the actual tooth shade and the model was used to demonstrate the feature of texture. Despite perceptible colour difference, the dental technician could visually locate the brown band and white spot lesion on the enamel surfaces.

To enhance the performance of the 3D colour reproduction system, besides improving the accuracy of the hardware, developing new colour profiles with higher precision would also be useful. Increasing the amount of training samples for the polynomial regression, particularly by adding more dental shades, may be the most straightforward way. Other methods such as using neural networks and lookup tables similar to traditional colour management workflows can also be introduced.

Conclusions {#Sec14}
===========

This study investigated a colour management method based on polynomial regression to develop a novel 3D colour reproduction system based on intraoral scanning and 3D printing. While the system's use of polynomial regression can improve colour reproduction, it currently remains unable to achieve satisfactory results in terms of colour difference. Further improvements are needed in the form of advanced colour management methods and suitable hardware. The potential applications of the chromatic models also need further exploration.
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