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« Un incident, capitaine ?
– Non, monsieur, répondit-il, un accident cette fois.
– Grave ?
– Peut-être.
– Le danger est-il immédiat ?
– Non.
– Le Nautilus s’est échoué ?
– Oui.
– Et cet échouement est venu ?...
– D’un caprice de la nature, non de l’impéritie des hommes. Pas une faute n’a été
commise dans nos manœuvres. Toutefois, on ne saurait empêcher l’équilibre de produire
ses effets. On peut braver les lois humaines, mais non résister aux lois naturelles. »
Singulier moment que choisissait le capitaine Nemo pour se livrer à cette réflexion philo-
sophique. En somme, sa réponse ne m’apprenait rien.
Vingt mille lieues sous les mers, Jules Verne
iii
À Joseph, mon frère.
iv
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Introduction
Les turboréacteurs sont alimentés en kérosène par le système carburant avion. Une
certaine quantité de polluants peut être contenue dans le carburant, dont l’eau. Elle est
principalement issue de phénomènes de condensation lors du transport et du stockage du
carburant, et très peu soluble dans celui-ci. Lorsque la température est négative, de la
glace peut se former et s’accumuler dans les canalisations de l’avion, puis se détacher
brusquement et être entrainée par l’écoulement vers le moteur.
Les systèmes carburants de turboréacteurs sont constitués d’éléments hydrauliques de
divers types : pompes centrifuges et volumétrique, échangeurs de chaleur, filtres, clapets,
et autre organes de régulation de pression ou de débit. Ils comportent de petits orifices
susceptibles d’être obstrués par les particules de glace. La suspension en provenance de
l’avion provoque alors des dysfonctionnements plus ou moins graves tels que des dégra-
dations de performance ou des fluctuations de puissance, voire une perte de la poussée.
Ce phénomène fut mis en évidence en 2008 suite à l’accident d’un Boeing 777. Il
s’agit donc d’une problématique récente, qui offre un défi technique certain à l’industrie
du transport aérien de par l’important volume de glace impliqué, et la rapidité à laquelle
les particules s’accumulent dans les équipements sensibles. La certification et la sécurité
des moteurs sont des enjeux techniques importants pour SNECMA, le partenaire indus-
triel de cette thèse CIFRE, et les autres motoristes qui doivent démontrer la tolérance des
turboréacteurs à ce type de menace. L’étude de la dynamique du colmatage est donc indis-
pensable, et des avancées dans la compréhension et la caractérisation de ce phénomène
peuvent conduire à l’amélioration de la conception des systèmes carburant.
L’objet de ces recherches est le colmatage d’équipements hydrauliques par des sus-
pensions denses de particules de glace. De nombreux travaux de recherche ayant pour
objet les écoulements diphasiques solide-liquide sont disponibles dans la littérature scien-
tifique. Cependant, peu d’études concernent la formation ou le transport de particules de
glace dans du carburant aéronautique. Quand aux phénomènes de colmatage, ils sont ra-
rement considérés. Ces éléments rendent le sujet de cette thèse original, et novateur sur le
plan scientifique.
Ces travaux s’articulent autour de deux axes de recherche. Le premier est l’examen du
colmatage de géométries représentatives par une approche expérimentale. Le second est
le développement d’un modèle dans la perspective d’étudier le phénomène par la simu-
lation numérique. Idéalement, la constitution d’une base de connaissance empirique est
un préalable au travail de modélisation. En pratique, le développement de moyens expéri-
mentaux est un processus long, et les essais n’ont été réalisés qu’au mois d’avril 2015.
2Ce manuscrit ne présente donc pas le travail réalisé de manière chronologique ; il
est plutôt organisé afin de guider le lecteur au travers d’une démarche scientifique. Le
document est divisé en trois grandes parties, et comprend neuf chapitres relativement
indépendants. Ceux-ci se veulent synthétiques, et mettent en avant la méthodologie, les
hypothèses de travail et l’analyse des résultats. Aussi, les données d’essais et les dévelop-
pements mathématiques les plus longs sont relégués en annexe.
La première partie est ainsi intitulée Observations. Son objectif est de présenter l’en-
semble des informations disponibles sur le phénomène étudié. Le premier chapitre pro-
longe cette brève introduction, et établit le travail de thèse dans son contexte historique
et technologique. Le second chapitre est une revue des phénomènes physiques impliqués
dans la formation, le transport et l’accrétion de la glace. Le troisième chapitre présente
le développement des moyens expérimentaux pour l’étude du colmatage, et analyse les
résultats d’essais. Cette partie s’achève sur une discussion où de premières hypothèses de
modélisation sont formulées.
La seconde partie,Modélisation, détaille pas-à-pas la construction du modèle à partir
de ces hypothèses et des informations disponibles (bibliographie, observations, retours
d’expérience). Le quatrième chapitre débute par la modélisation de la phase fluide dans
le contexte de la mécanique des milieux continus, puis expose les méthodes numériques
mises en oeuvre pour simuler les écoulements incompressibles turbulents. Le cinquième
chapitre introduit la phase disperse, et présente plusieurs algorithmes développés pour
prendre en compte le colmatage, et réaliser le couplage entre les phases fluides et solides.
Le sixième chapitre se concentre sur des aspects informatiques. Il introduit la probléma-
tique du calcul parallèle, présente les performances du code et documente son utilisation.
La troisième partie, Simulations, est consacrée à la mise en oeuvre de l’outil de cal-
cul. Le septième chapitre confronte le solveur fluide à plusieurs cas de vérification acadé-
miques afin d’en attester le fonctionnement. Le huitième chapitre a pour objet la validation
de la méthode de couplage fluide-particules. Un banc d’essai spécifiquement conçu dans
cette perspective est présenté, et les résultats expérimentaux sont comparés aux simula-
tions numériques. Enfin, le neuvième et dernier chapitre présente quelques simulations
réalisées en vue d’applications industrielles, afin d’illustrer le potentiel de l’outil de simu-
lation réalisé.
Première partie
Observations

1. Contexte et Enjeux
Résumé
Ce premier chapitre introduit la problématique du colmatage des systèmes carburant
par des particules de glace dans son contexte historique et technologique :
 L’émergence de cette nouvelle menace sur la sécurité du transport aérien est tout
d’abord retracée dans une première section. Elle fut mise en évidence en 2008 par l’ac-
cident d’un Boeing 777 à Londres. L’enquête qui s’ensuivit et ses conclusions sont résu-
mées.
 La deuxième section introduit le cadre technique du turboréacteur. Les différents
équipements constituant le système carburant et son fonctionnement général sont briève-
ment présentés, puis l’exposition au colmatage de plusieurs architectures sont comparées.
 Enfin, la troisième section présente les enjeux de cette nouvelle problématique pour
Snecma, en particulier les aspects réglementaires liés à la certification des turboréacteurs.
Le périmètre et les objectifs des travaux y sont également définis.
6 Chapitre 1. Contexte et Enjeux
1.1 Contexte historique
En aéronautique, la présence de glace n’est jamais de bonne augure. Depuis l’accident
du Junkers Ju 90A1 de Lufthansa en 1940, la formation de givre sur la voilure ou les gou-
vernes suite à de mauvaises conditions météorologiques a provoqué plus d’une vingtaine
d’accidents et la mort de plus de 1200 personnes [184].
Les avions commerciaux long courriers volent à des altitudes qui dépassent réguliè-
rement 10000 mètres. Ils sont alors exposés à de très basses températures, pouvant des-
cendre jusqu’à -80 ◦C dans la région de la tropopause 1 [11]. Les transferts thermiques
entre le système carburant de l’avion et l’environnement extérieur sont alors très impor-
tants. Ils peuvent provoquer des conditions dites givrantes, lorsque la température du
carburant, ou celle des parois internes des conduites, devient inférieur à 0◦C . Dans ce
contexte, la notion de givrage regroupe en fait plusieurs phénomènes différents :
Définition 1.1.1 — Givrage. Le givre (rime ice) est issu de la déposition et solidifica-
tion instantanée de micro-gouttelettes d’eau liquide en surfusion sur une surface. Il ne
doit pas être confondu avec la congélation lente d’eau liquide au contact d’une paroi
dont la température est négative formant le verglas (glaze ice). Enfin, le gel (frost) peut
se former directement par condensation d’eau a l’état de vapeur, ou en solution dans le
carburant.
FIGURE 1.1 – Accident de G-YMMM [185]
Le givrage des systèmes carburant est
connu depuis l’accident d’un B-52 dans le
Dakota en 1958 [139]. Depuis, ce risque
est maitrisé en prévenant la formation de
glace sur les éléments hydrauliques sen-
sibles en augmentant la température du car-
burant au moyen de réchauffeurs ou bien
en abaissant le point de fusion de l’eau par
l’ajout d’antigel dans le kérosène. Cepen-
dant, l’accident d’un Boeing 777 en 2008
lors de son atterrissage à l’aéroport d’Hea-
throw International (figure 1.1) a suscité
un regain d’intérêt pour cette problématique.
1.1.1 L’accident du vol BA 38
Le vol British Airways 38 est une ligne régulière assurant la liaison entre les aéroport
de Beijing et de Londres (figure 1.2). Le vol Londres-Beijing du 16 Janvier 2008 fut sans
incident. Le lendemain, aucun problème ne fut signalé lors de la mise en route et du dé-
collage de l’appareil, un Boeing 777-236ER immatriculé GYMMM. Cependant, un froid
extrême étant anticipé au niveau de la frontière entre la Chine et la Mongolie, l’équipage
1. Limite supérieure de la troposphère. Cette couche mince de l’atmosphère est caractérisée par une
température très stable.
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décida de surveiller la température du carburant au cours du vol.
FIGURE 1.2 – Route aérienne de la liaison
Beijing-Londres [177]
Lors de la première phase de l’as-
cension, le trafic aérien Chinois imposa
à GYMMM une altitude de croisière au
FL348 1. A environ 600 km de Moscou,
l’avion monta au FL380 puis jusqu’au
FL400 au dessus de la Suède. A cette al-
titude, l’équipage releva une température
carburant minimale de -34 ◦C . Le vol se
déroula sans incidents jusqu’au dernières
phases de l’approche sur Heathrow. Le
commandant assura la descente depuis le
FL400 jusqu’au FL90, puis activa le pilote
automatique pour aligner l’appareil sur la
piste 27L. A 300 mètres d’altitude et 83
secondes avant la collision, l’appareil était
configuré pour l’atterrissage, trains sortis et volets déployés. A 250 mètres au dessus de
la piste, le copilote pris le contrôle de l’avion, en accord avec la procédure convenue lors
du briefing. Il avait l’intention de désactiver le pilote automatique à 180 mètres afin d’ef-
fectuer l’atterrissage manuellement. Peu de temps après sa prise de contrôle, les A/T 2
demandèrent une augmentation de la poussée.
FIGURE 1.3 – Site de l’accident, avec l’auto-
risation de FlyingTV [178]
Tout d’abord, les turboréacteurs Rolls-
Royce Trent 800 répondirent, mais la pous-
sée du moteur droit se mit à diminuer ra-
pidement. Quelques secondes plus tard, la
poussée du moteur gauche chuta à un ni-
veau similaire. Les moteurs restaient allu-
més, mais délivraient une poussée à peine
supérieure au ralenti vol, et bien au des-
sous de la poussée consigne. Le copilote
réalisa 27 secondes avant l’impact que la
vitesse air était en train de diminuer, et po-
sitionna la manette sur "plein gaz". Les mo-
teurs ne répondirent pas, ni aux consignes
ultérieures d’augmentation de la poussé de l’A/T. L’alerte de faible vitesse retenti au pas-
sage du seuil des 59 ms−1. Dans une tentative pour réduire la trainée de l’appareil, le
commandent de bord rétracta les volets de 30 à 25 degrés. La vitesse continua de chuter,
atteignant les 55 ms−1 à une altitude de 60 mètres. 10 secondes avant l’impact, le manche
se mit a vibrer, indiquant que l’avion était proche du décrochage.
1. Flight Level : niveau de vol. Altitude au-dessus de la surface isobare 1 atmosphère (1013,25 hPa),
exprimée en centaines de pieds.
2. Autothrottles : système de régulation automatique du moteur. Il cherche a maintenir une vitesse ou
une poussée consigne.
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Le copilote réduisit l’assiette de l’avion et déconnecta l’auto-pilote. Durant les der-
nières secondes, le commandant de bord, réalisant l’imminence de la collision, transmit
un appel de détresse. L’avion heurta le sol 330 mètres avant la piste (figure 1.3). Il n’y eu
aucune perte humaine, mais l’appareil fut endommagé au delà de toute réparation.
R Le lecteur intéressé par cet accident est invité à visionner l’épisode The Heathrow
Enigma de la série télévisée Mayday.
1.1.2 Les causes de l’accident
Suite à l’accident du vol BA 38, l’AAIB 1, le motoriste, et l’avionneur ont conduit un
important travail d’investigation. Le rapport d’enquête [166] apporte des éléments d’in-
formation très utiles à la compréhension du phénomène physique.
Entrée carburant
Sortie carburant
Filtre carburant
Faisceau de tubes
Entrée huile
Sortie huile
Entrée échangeur
FIGURE 1.4 – Échangeur de chaleur.
Dans un premier temps, des essais sur
un moteur complet furent conduits par
Rolls-Royce afin de déterminer l’origine
de la chute de la poussée survenue lors
de l’accident. La cause identifiée fut une
restriction provoquant la diminution du dé-
bit injecté. L’analyse dynamique des pres-
sions et débits dans le système carburant
du Trent 800 en fonction de diaphragmes
placés en différentes positions, et la com-
paraison de ces données avec celles enre-
gistrées par les boites noires permit de lo-
caliser la restriction au niveau de l’échan-
geur de chaleur (figure 1.4) entre l’huile
de lubrification chaude et le carburant
froid.
Quelles pouvaient être les causes de cette restriction ? Les enquêteurs suspectaient
l’accumulation de glace, mais les essais moteurs avaient été réalisés sans conditionnement
thermique du carburant ni des conduites, et n’étaient donc pas représentatif des conditions
givrantes de l’accident.
Pour confronter cette hypothèse, Boeing mit en place un banc d’essai carburant com-
prenant tout les composants du système carburant avion, ainsi que quelques éléments du
système moteur comme la pompe basse pression et l’échangeur de chaleur. Un système
d’injection d’eau par pulvérisation fut ajouté au dispositif, au niveau de la pompe basse
pression. L’ensemble fut disposé de façon à respecter au mieux l’agencement géométrique
et les dimensions du système réel, et la plupart des conduites furent installées dans des
caissons reproduisant les conditions thermiques du vol. La concentration d’eau dans le
kérosène fut mesurée par titrage Karl Fischer.
1. Air Accident Investigation Branch
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FIGURE 1.5 – Entrée de l’échangeur de cha-
leur du Trent 800 obstrué par de la glace lors
de l’enquête [185].
Des essais furent réalisés afin d’étu-
dier la formation et le transport de la glace
dans le système. Deux phénomènes no-
tables furent observés :
Premièrement, l’accrétion d’une couche
de glace de quelques millimètres dans les
conduites situées dans les caissons condi-
tionnés à partir du carburant légèrement sa-
turé en eau (quelques centaines de ppm).
Après démantèlement des conduites, cette
glace fut récupérée et fondue. Son analyse
a montré qu’elle se compose d’un mélange
d’eau et de kérosène. Des volumes d’eau
jusqu’à 90 mL furent mesurés.
Deuxièmement, le colmatage de l’entrée de l’échangeur de chaleur par des particules
de glace injectées à une concentration élevée (figure 1.5). Les essais montrèrent que le
débit et la température ont un effet important sur la quantité d’eau nécessaire pour cau-
ser une restriction. Il fut constaté que de faibles quantités d’eau causaient une restriction
temporaire, qui disparaissait rapidement avec la fusion de la glace sur l’entrée, chaude, de
l’échangeur. Néanmoins, lors de certains essais 25 mL d’eau seulement suffit à l’obstruer
complètement. Finalement, l’enquête conclu sur la succession d’événements qui condui-
sit à l’accident du vol BA 38. Cette menace se décompose en quatre phases :
• FORMATION : lorsque l’appareil opère dans des conditions givrantes et à faible
débit, de la glace peut s’accumuler dans le système carburant avion.
• LIBÉRATION : l’augmentation du débit de carburant ou de fortes vibrations entraine
la rupture de la glace et la libération des dépôts.
• TRANSPORT : la suspension est entrainée par l’écoulement jusque dans le moteur.
La glace s’accumule alors rapidement dans le système.
• COLMATAGE : le colmatage de petits orifices crée une restriction. La diminution du
débit carburant provoque la chute de la poussée fournie par les réacteurs.
Cette nouvelle menace, le colmatage de composant hydraulique par des suspensions
denses de particules de glace, est désignée par slush, snow-shower ou ice ball. Comme
il s’agit davantage de jargon aéronautique que d’une dénomination scientifique, et afin
d’éviter l’abus d’anglicismes, on y fera référence dans ce document par blizzard :
Définition 1.1.2 — Blizzard. Événement résultant de la libération depuis le système
carburant avion de particules de glace. La suspension est caractérisée par une concen-
tration élevée (autour de 10000 ppmv) et une courte durée (une dizaine de secondes).
La glace s’accumule pour former un dépôt perméable susceptible d’obstruer de petits
orifices du système carburant (entrée d’échangeur, crépine, filtre).
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1.2 Contexte technologique
La fabrication des aéronefs et leur motorisation sont deux secteurs distincts (bien que
fortement liés) de l’industrie aéronautique. Il en va de même pour le phénomène de bliz-
zard qui trouve ses origines dans le système carburant avion mais perturbe le turboréacteur
situé en aval. Ce travail de thèse se focalise sur l’étude des conséquences du colmatage,
avec pour périmètre le système carburant moteur.
1.2.1 Le turboréacteur
Les turboréacteurs sont des systèmes de propulsion convertissant de l’énergie ther-
mique en énergie cinétique pour accélérer le milieu ambiant afin de générer une force de
poussée par conservation de la quantité de mouvement 1. Le cycle de Brayton (figure 1.6)
modélise le processus thermodynamique mis en oeuvre dans une turbomachine [5].
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FIGURE 1.6 – Cycle de Brayton
• Admission de l’air ambiant dans le
moteur par la manche d’entrée. La
vitesse de l’air diminue, et sa pres-
sion augmente.
• Compression de l’air par les diffé-
rents étages des compresseurs. Le
rapport de la pression de sortie sur la
pression d’entrée dépasse un facteur
30 sur le CFM56.
• Mélange de l’air avec le carburant
et combustion, ce qui augmente sa
température et diminue légèrement
sa pression.
• Détente dans une turbine, ce qui di-
minue la pression et la température
des gaz brulés.
La turbine convertie l’énergie thermique en énergie mécanique et cinétique. L’énergie
cinétique sert à accélérer les gaz qui sont éjectés par la tuyère. L’énergie mécanique est
employée pour faire fonctionner le compresseur. Elle peut également être utilisée pour
faire tourner une soufflante, ce qui augmente le débit massique d’air. On parle alors de
turboréacteur double flux.
R Dans le cas des turbopropulseurs, la turbine met en rotation une hélice tout en mini-
misant l’énergie des gaz échappement. Le cycle thermodynamique reste cependant
similaire.
L’énergie thermique est issue de la réaction d’oxydoréduction (exothermique) entre
des hydrocarbures et un comburant, l’air. Le carburant est injecté dans la chambre de
1. Soit un débit massique d’air m˙ subissant un changement de vitesse δv, la poussée peut être estimée
par F= m˙δv
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combustion où il se mélange avec l’air pour former un nuage de gouttelettes. La combus-
tion nécessite aussi une énergie d’activation qui dépend de la température, de la pression
et de la richesse du mélange. Pour que la combustion génère une flamme stable, la vitesse
de propagation du front de réaction doit être inférieure à la vitesse de l’écoulement. Dans
la chambre de combustion d’un turboréacteur, l’écoulement du mélange est fortement tur-
bulent, et la présence des gouttelettes influence la structure et la dynamique de flamme
[13]. Pour minimiser la consommation et l’émission de polluants, une combustion opti-
male est recherchée. Le principal paramètre de régulation est le débit de carburant injecté
dans la chambre de combustion.
1.2.2 Le système carburant
FIGURE 1.7 – Maquette numérique d’un sys-
tème carburant de turboréacteur.
La principale fonction de système car-
burant est de délivrer dans la chambre de
combustion (et le canal de postcombustion
pour certains moteurs militaires) le débit
de carburant optimal, mais il assure aussi
des fonctions de sécurité comme la protec-
tion sur-vitesse, l’arrêt d’urgence et le ré-
allumage en vol (figure 1.7). Le carburant
est utilisé pour refroidir l’huile de lubrifi-
cation en provenance du moteur et pour
fournir de l’énergie aux systèmes de com-
mande vérins de tuyère, soupapes et autres
géométries variables. En effet, la présence de carburant à haute pression (nécessaire à l’in-
jection) permet de disposer de puissance hydraulique sans impact sur le coût, la masse ou
les performances du moteur.
Le système carburant est donc un composant essentiel du groupe turboréacteur. Bien
que l’architecture diffère d’un moteur à l’autre, certains équipements sont présents dans
la plupart des systèmes carburant :
La pompe principale "haute pression" est une pompe a engrenage assurant le
débit alimentant les injecteurs et fournissant une puissance hydraulique aux di-
vers servomécanismes.
La pompe de gavage "basse pression" est une pompe centrifuge située a l’en-
trée du système carburant. Elle a pour fonction de maintenir sous pression la
partie du circuit en aval de la pompe principale, afin d’éviter la cavitation.
Les pompes de l’avion "boost pump" sont des pompes centrifuges alimentant le
système carburant moteur. Elle assure le fonctionnement optimal de la pompe
basse pression, notamment en prévenant le dégazage du carburant.
Les crépines sont de petits éléments filtrants installés dans les conduites. Leur
taille varie du millimètre pour la crépine située dans les réservoirs de carburant,
à la centaine de micron pour celles en amont des actionneurs.
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Les actionneurs tirent leur énergie de la puissance hydraulique transmise par
un débit de carburant sous pression. Ils agissent sur les géométries variables du
moteur afin optimiser son fonctionnement, par exemple en évacuant le surplus
d’air en sortie du compresseur basse pression, en orientant les aubes du stator
du compresseur haute pression ou bien en modifiant le jeu entre la turbine et son carter.
Le filtre auto-lavable sert à prévenir les risques de contamination des action-
neurs. Ce filtre est orienté dans la direction de la conduite afin que les particules
qui s’y accumulent soient progressivement entrainées par l’écoulement.
Les soupapes sont des mécanismes automatique de régulation de pression.
Lorsque la perte de charge de part et d’autre de la vanne est suffisante pour com-
penser un ressort élastique en charge, celle-ci s’ouvre et laisse passer l’écou-
lement. Les soupapes dites bypass sont installées de manière à protéger d’autres équipe-
ments hydrauliques, et à assurer un débit minimum dans le système carburant.
Les filtres constituent la principale protection du système carburant contre la
contamination par divers polluants. Ils sont eux-même exposés au risque de
givrage ou de colmatage. Ils sont généralement équipés d’un bypass.
Le bloc de régulation principal délivre le débit nécessaire aux injecteurs en
fonction de la poussée spécifiée au moteur, l’excédent étant re-circulé vers la
zone basse pression du circuit. Il assure également la fonction de coupure d’ur-
gence. Ses principaux éléments sont la soupape régulatrice, le doseur et une
soupape appelée "clapet stop".
x
FIGURE 1.8 – La position x du doseur
est contrôlée par une servovalve électro-
hydraulique, par exemple à déviation de jet.
Le doseur est une valve commandée
par un distributeur hydraulique connectée
aux zones haute et basse pression du cir-
cuit carburant (figure 1.8). L’équation ca-
ractéristique d’un diaphragme en régime
turbulent est de la forme :
Qv = KS (x)
√
∆p
ρ
(1.1)
La perte de charge est maintenue
constante de part et d’autre du doseur par
la soupape de régulation (non représen-
tée). La modification de l’ouverture per-
met alors de réguler le débit envoyé vers
les injecteurs. Le doseur est donc un élé-
ment sensible au givrage et au blizzard, car
l’accumulation de glace dans la section va-
riable peut perturber la relation S (x).
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Les échangeurs de chaleur transfèrent de l’énergie calorifique d’un fluide
chaud vers un fluide froid par conduction thermique à travers les parois les
séparant. Les échangeurs peuvent être à tubes ou à plaques, les fluides évo-
luant de manière co-courante ou à contre-courant. Les échanges thermiques
entre les fluides et la paroi peuvent être optimisés par le choix des matériaux,
des surfaces d’échange, et l’augmentation des transferts convectifs en contrô-
lant la turbulence de l’écoulement. Dans le système carburant, leur fonction
principale est de refroidir l’huile de lubrification, chauffée par les éléments mobiles du
moteur, avec le carburant provenant des réservoirs de l’avion.
Le débitmètre, situe juste en amont des injecteurs, mesure en temps réel la
consommation de carburant. Il repose généralement sur une technologie de
type turbine, et permet de vérifier le fonctionnement du doseur.
Fonctionnement
Bien que les systèmes carburant diffèrent selon les moteurs, ils fonctionnement selon
le même principe général. A titre d’exemple, considérons le système carburant du Trent
800 (figure 1.9). Le kérosène, stocké a pression atmosphérique ou légèrement pressurisé,
est aspiré par les pompes du système carburant avion. Il est ensuite acheminé jusqu’au
moteur à une pression de l’ordre de 2-3 bars (zone verte) afin de limiter les risques de
cavitation en aval. Le carburant y est admis au niveau de la pompe centrifuge qui maintient
la partie basse pression du système (zone bleue) à un niveau de 15-20 bars. Le carburant
traverse ensuite l’échangeur de chaleur où il échange de la puissance thermique avec le
système huile (zone orange).
Réservoir Système Avion
Réservoir Système Huile
FIGURE 1.9 – Architecture du système carburant - Trent 800
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La température du carburant dépend principalement du point de fonctionnement consi-
déré. Ainsi, lorsque l’appareil vient de faire le plein et est en phase de décollage, le carbu-
rant est à température ambiante. Dans le cas classique d’un avion en vol de croisière dans
des conditions atmosphérique normales, la température du carburant en provenance des
réservoirs est négative. Le carburant quitte l’échangeur, ou FOHE 1 avec une température
pouvant être négative aussi bien que positive. Il traverse ensuite le filtre principale, et par-
viens à une connexion où il se mélange avec le kérosène chaud re-circulé en provenance
du bloc régulation, ou FMU 2. Le carburant atteint ensuite la pompe a engrenage qui porte
sa pression à 40-60 bars. Le système en aval de cette pompe est appelé partie haute pres-
sion (zone violette). Une fraction de l’écoulement est détournée vers les actionneurs, mais
la majore partie est dirigée dans FMU. Le débit souhaité poursuis son cheminement vers
les injecteurs, et le débit excédent est renvoyé vers la zone basse pression par la boucle de
re-circulation.
1.2.3 Exposition au blizzard
La robustesse d’un système carburant face à une menace de blizzard dépend de ses ca-
ractéristiques thermiques, de ses équipements et de son architecture. Un aspect important
pour la gestion de la glace est la position du retour de la boucle de re-circulation. Dans
le cas du Trent 800, ce point est situé en aval de l’échangeur de chaleur, qui se retrouve
exposé au carburant froid provenant du système avion. L’architecture du système carbu-
rant du Trent 800 est dimensionnée de manière à ce que la température du carburant soit
toujours positive en sortie d’échangeur pour éviter les conditions givrantes.
Réservoir Système Avion
Système HuileRéservoir
FIGURE 1.10 – Architecture du système carburant - Moteur A
1. Fuel Oil Heat Exchanger
2. Fuel Metering Unit
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FIGURE 1.11 – Échangeur à plaques.
Considérons un premier moteur (A).
Le retour de la boucle de re-circulation est
situé en amont de l’échangeur de chaleur
(figure 1.10). Celui-ci est donc alimenté
par un écoulement dont la température est
positive 1. De plus, l’échangeur de chaleur
du moteur A est de type plaque (figure
1.11), ce qui le rend moins sensible au col-
matage que celui du Trent 800 (type fais-
ceaux tubulaires) dont les protubérances et
petits orifices ont favorisé l’accumulation
de glace lors de l’accident [174]. Enfin, les
actionneurs du moteur A sont protégés par
un filtre alors que le Trent 800 repose ex-
clusivement sur une température carburant positive pour prévenir les risques de givrage.
Considérons un second moteur (B). Son système carburant (figure 1.12) présente
plusieurs caractéristiques intéressantes pour maitriser le risque de colmatage en cas de
blizzard. Tous ses équipements (échangeurs inclus) sont équipés de soupapes bypass qui
s’ouvrent si la perte de charge dépasse un seuil critique, par exemple en cas de colmatage.
Le débit est donc toujours assuré. Le système comporte deux échangeurs (dont un situé
en aval du retour de la boucle de re-circulation) pouvant chacun absorber une partie de la
glace, limitant le risque de colmatage du filtre carburant principal.
Réservoir Système Avion
Générateur Réservoir Système Huile
FIGURE 1.12 – Architecture du système carburant - moteur B
1. Sauf pour certains points transitoires, par exemple au décollage par grand froid.
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1.3 Objectifs et Enjeux
L’exposition au blizzard des moteurs actuellement en service dépend de l’architecture
de leur systèmes carburant, dont le développement remonte à plusieurs décennies. Ce-
pendant, la conception des futurs moteurs doit prendre en compte cette menace, ce qui
implique d’acquérir les connaissances nécessaires au développement de nouveaux outils :
c’est le but de la recherche appliquée.
SNECMA, filiale du groupe SAFRAN 1, est un
motoriste spécialisé dans la conception et la fabri-
cation de moyens de propulsion pour l’industrie aé-
ronautique (avions civils et militaires) et spatiale
(lanceurs et satellites). Ces travaux de thèse ont été effectués au sein du service YSSH
(Systèmes Hydrauliques), en charge de la conception et de l’intégration des systèmes car-
burant, huile et air. Une des activités les plus importante du service est de s’assurer que
ces systèmes sont conformes aux réglementations en vigueur.
1.3.1 La certification
La certification a pour objectif la sécurité des vols civils. Une autorité gouverne-
mentale définit un ensemble de règlements, auxquels doivent se conformer les indus-
triels. L’agence de régulation s’assure que la conception et la fabrication des aéronefs
est conforme aux normes. A l’issu du processus, les autorités délivrent un certificat de
type pour signifier la navigabilité des appareils, qui ne peuvent des lors plus être modi-
fiés.
L’EASA 2 est l’agence en charge de la régula-
tion et de la certification aéronautique au sein de
l’Union Européenne (UE) [187], dont elle dépend
depuis 2003 3. Pour les avions de transport civils de
plus de 5 tonnes, le règlement en vigueur au sein de
l’UE est le CS-25, qui est presque identique au FAR-25 américain.
Dans le cas des moteurs, la réglementation européenne est la CS-E, dont le texte est
disponible sur le site internet de l’EASA [176]. Elle comprend les normes couvrant de
très nombreux aspects techniques pour les moteurs à piston et à turbine, ainsi que les pra-
tiques reconnues pour démontrer la conformité aux normes, ou AMC 4.
1. Il s’agit d’un groupe industriel piloté par la société anonyme Safran, résultant de la fusion de la
société Sagem et du groupe Snecma en 2005. Ce groupe, dont le siège est situé à Paris, emploie plus
de 66000 personnes dans 30 pays. Ses activités sont reparties en trois branches sectorielles : Propulsion
aéronautique et spatiale, Équipements aéronautiques, Défense et Sécurité.
2. European Aviation Safety Agency
3. La certification reposait auparavant sur les autorités nationales (la DGAC en France, la CAA en
Grande-Bretagne etc.), coopérant au sein de la Communauté Européenne.
4. Acceptable Means of Compliance
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Dans le cas des problématiques du givrage et du blizzard, les articles pertinents sont :
CS-E 50 Engine Control System, CS-E 560 Fuel System, CS-E 670 Contaminated Fuel et
AMC-E 670 Contaminated Fuel Testing [168]. Les articles complets (en langue anglaise)
peuvent être consultés dans l’annexe A. Il faut en retenir les points suivants :
• CS-E 50 Système de contrôle moteur : cet article implique qu’en cas de blizzard, le
moteur ne doit pas subir de fluctuation de poussée ni de défaillance.
• CS-E 560 Système carburant (b) et (c) : cet article impose l’emploi de filtres ou
crépines pour la protection du système carburant. Le colmatage de ces composants
doit être détectable. En cas d’emploi de bypass, les filtres ne doivent pas relâcher
de contaminants supplémentaires.
• CS-E 560 Système carburant (d) et (e) : en cas de givrage ou de blizzard, le système
carburant doit fonctionner convenablement sans qu’aucune action de l’équipage ne
soit nécessaire.
• CS-E 670 Carburant contaminé : il doit être démontré que le moteur peut fonction-
ner en cas de contamination par la quantité maximale de polluant.
• AMC-E 670 Essai avec carburant contaminé (2) (a) et (b) : le carburant contaminé
doit être initialement saturé en eau a 27◦C . Y est ajouté 0.2 ml d’eau par litre de
kérosène. Dans tous les cas, le test givrage doit être effectué dans les conditions les
plus critiques.
Ces réglementations sont sévères, puisque l’ingestion de glace ne doit pas avoir d’im-
pact sur le fonctionnement du moteur. Mais elles sont aussi imprécises, car aucune indica-
tion n’est donnée concernant les moyens à mettre en oeuvre pour reproduire cette menace.
Ce manque d’information est dû à la nouveauté de la problématique et justifie les dépenses
de recherche et développement engagées. La résistance du système carburant au blizzard
est un enjeu important pour SNECMA, qui doit impérativement certifier ses produits avant
de pouvoir les commercialiser. Des difficultés et retards dans le processus de certification
peuvent se traduire par d’importantes pertes financières.
1.3.2 Autres acteurs
Outre les motoristes et les agences de régulation, la problématique implique d’autres
acteurs : les avionneurs doivent spécifier et quantifier la contamination du carburant ali-
mentant les moteurs [172]. De nombreux éléments du système hydraulique sont fournis
par des sous-traitants. Les présents travaux recherche s’inscrivent dans un environnement
industriel, universitaire et politique qu’il est nécessaire d’appréhender pour de bien cerner
les enjeux, et surtout pour accéder aux données pertinentes, rarement publiées dans la lit-
térature scientifique.
Le cadre le plus propice à l’échange d’informations est le groupe Fuel Pipe Icing. Ce
réseau professionnel informel animé par le Dr. Joseph K. Lam (Airbus Operations) se
réuni environ tous les 6 mois pour partager les connaissances et progrès concernant la
problématique du givrage et du blizzard. Les principaux membres sont Mark Reid (Rolls
Royce), Mark Carpenter (Cranfield), Solange Baena (Airbus Group), Liyun Lao et David
Hammond (Cranfield University). Les études des chercheurs de Cranfield sur la formation
et la microphysique de la glace se sont révélés très enrichissant pour ce travail de thèse.
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Le principal consortium est le projet européen
SAFUEL. Il regroupe deux multinationales (Zodiac
Aerospace et Airbus), deux centres de recherche (le
CNR-IREA et le NLR), six universités (Aston, Cran-
field, Lisbonne, Hambourg, Lille, et Naples) et trois
entreprises (NEDAERO, TMQ et ARTTIC). Son objectif est de réduire les risques d’acci-
dents liés au carburant en développant une nouvelle génération de systèmes carburant. En
particulier, une de ses thématiques concerne l’amélioration de la détection de l’eau dans
le carburant, et l’amélioration des connaissances sur les phénomènes de givrage dans le
système carburant [181].
1.3.3 Périmètre et Objectifs de la thèse
Dans l’intitulé original de cette thèse "Étude et modélisation des phénomènes de gi-
vrage dans les systèmes carburant de turboréacteurs" et dans les textes des réglementa-
tions en vigueur, le terme givrage regroupe et confond deux menaces. La première est le
givrage proprement dit : un phénomène d’accrétion lente de glace sur de petits orifices.
La seconde, baptisée blizzard dans ce travail, est le colmatage rapide par d’importantes
quantités de particules de glace libérées en amont du système moteur.
La comparaison de paramètres tels que la concentration et le volume d’eau, la durée
du phénomène, la taille des particules ou les composants hydrauliques affectés montre
que ces deux menaces possèdent une physique et une dynamique très différentes. L’étude
et la modélisation de ces deux phénomènes est un objectif ambitieux qui dépasse le cadre
d’une thèse. Les travaux ont été orientés vers l’étude du blizzard car cette problématique
est originale sur le plan scientifique, et présente un grand intérêt pour le partenaire indus-
triel.
Le blizzard est un phénomène complexe qui trouve ses origines dans le système car-
burant avion, où la glace s’accumule puis se libère. Ses effets impactent cependant le
turboréacteur situé en aval. Pour un motoriste tel que SNECMA, la suspension de parti-
cules en provenance de l’avion est considérée comme une donnée d’entrée, qui doit être
quantifiée par son client, l’avionneur. L’objectif de l’industriel est donc d’identifier les pa-
ramètres de conception conditionnant la tolérance du système carburant au blizzard afin
d’en améliorer la conception .
Si la formation et la rupture de la glace sont d’un intérêt scientifique et technique
évidents, ce travail de thèse est circonscrit au système carburant turboréacteur. La modé-
lisation est focalisée sur le transport des particules et le colmatage des filtres, crépines et
entrées d’échangeurs de chaleur. Les objectifs sont les suivants :
• Analyse du phénomène (Bibliographie, résultats d’essais)
• Développement d’un outil pour simuler le transport et de dépôt de la glace
• Mise en place de moyens d’essais pour valider les simulations
• Propositions d’amélioration de design
2. Phénomènes de givrage
Résumé
Dans ce chapitre, plusieurs phénomènes physiques jugés utiles à la compréhension du
givrage et du blizzard sont passés en revue :
 La première section se concentre sur des aspects plus fondamentaux, tels que la
solubilité de l’eau dans le carburant, la surfusion et le changement d’état. Les propriétés
mécaniques les plus intéressantes de la glace (adhérence, rupture) y sont également évo-
quées.
 La deuxième section introduit quelques notions de rhéologie avant de présenter
quelques modèles de givrage existants, et méthodes numériques couramment employées
pour la simulation des écoulements biphasiques. Les propriétés des suspension sont déter-
minées par la présence des particules.
 La dynamique des particules fait l’objet de la troisième section. Les forces hydro-
dynamiques determinant les trajectoires des particules sont passées en revue, puis les
problématiques liées aux interactions entre particules (collisions, formation d’agrégats)
sont présentées brièvement.
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2.1 Physique de la glace
La présence de glace a pour origine la contamination du carburant par de l’eau. Les
principales formes de contamination du carburant sont les particules solides issues de
la corrosion ou de l’abrasion des surfaces internes et la croissance de micro-organismes,
et l’eau. L’accumulation de cette dernière est inévitable en raison de la logistique com-
plexe impliquée dans la production et la distribution du carburant aéronautique [171]. Les
sources de contamination sont variées :
• Lors du transport, accumulation d’eau dans les points bas et siphons.
• Lors du stockage, infiltration d’eau de pluie dans les réservoirs à toit flottant en
raison de défauts d’étanchéité, ou par les aérations des réservoirs à toit fixes.
• Absorption d’eau à partir de l’humidité de l’air présente dans les réservoirs.
2.1.1 États de l’eau dans le kérosène
L’eau présente dans le carburant existe sous plusieurs états dont la considération est
importante, car ils déterminent le taux de croissance et les propriétés de glace qui se forme
dans les conduites.
Solution
L’eau est légèrement soluble dans le carburant. Elle est alors invisible a l’oeil nu, et
ne peut pas être extraite par filtration, sédimentation ou séparation de phase. Sa présence
est inévitable, et elle doit être considérée comme un constituant du carburant [22].
FIGURE 2.1 – Fraction volumique d’eau dis-
soute en fonction de la température [169].
La quantité d’eau en solution dans le
carburant dépend de la pression partielle
de vapeur d’eau contenue dans l’air en-
vironnant. Quand l’air est saturé en va-
peur d’eau (pour une température donnée),
c’est à dire quand l’humidité relative est de
100%, la proportion d’eau dissoute dans le
carburant est alors maximale. Pour une hu-
midité relative inférieure à 100%, la quan-
tité d’eau dissoute dans le carburant sera
réduite en proportion. Puisque la solubi-
lité est sensible à la température, une di-
minution de 10oC de la température du
carburant saturé libère de 15 à 25 ppm
d’eau sous forme de gouttelettes (figure
2.1). Il est cependant difficile de les dé-
tecter visuellement à des concentrations in-
férieures à 30 ppm [169]. À température
constante et à saturation, la concentration
de gaz dissous dans un liquide est fonction
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de la pression partielle qu’exerce ce gaz sur le liquide selon la loi de Henry :
Définition 2.1.1 — Loi de Henry. La concentration maximale χi d’un gaz en solution,
en équilibre avec un environnement contenant ce gaz, est proportionnelle à la pression
partielle pi de ce gaz en ce point.
pi = χi.Ki (2.1)
Le coefficient Ki est la constante de volatilité spécifique du gaz donné.
Émulsion
Une émulsion est un mélange de deux liquides non miscibles (ou plus), dont une phase
est dispersée sous forme de gouttelettes microscopiques au sein d’une phase continue.
FIGURE 2.2 – Vitesse de sédimentation de
gouttelettes d’eau et particules de rouille en
fonction de leur taille [169].
Lorsque le carburant est saturé en eau,
tout ajout d’eau supplémentaire ou di-
minution de sa solubilité (par exemple
en cas de diminution de la tempéra-
ture) se traduira par la de présence de
gouttelettes d’eau liquides en suspension.
L’eau est plus dense que le carburant, les
gouttelettes d’eau décantent et forment
un dépôt en fond de cuve [170], qua-
lifié d’eau libre. La vitesse de sédi-
mentation des particules varie du cen-
timètre au mètre par heure, selon leur
taille et le type de carburant (figure
2.2).
Le diamètre des gouttelettes issues de
la précipitation de l’eau dissoute dans
le carburant varie de 0.05µm à 2 3µm.
Lorsque le kérosène traverse les pompes
de l’avion, l’agitation disperse les poches
d’eau libre en gouttelettes dont la diamètre
peut être comprise entre 5µm et 50µm
[87]. La taille des gouttelettes est un para-
mètre très influant sur les dynamiques de
énucléation et de croissance des cristaux
de glace [42].
Surfusion
La surfusion est l’état de la matière ou une substance demeure en phase liquide alors
que sa température est plus basse que son point de solidification. Une petite perturbation
suffit toutefois à déclencher le changement de phase vers son état solide : c’est un état
méta-stable. L’eau peut se maintenir sous cet état jusqu’à une température de −39◦C .
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FIGURE 2.3 – Fraction de gouttelettes
gelées. L’incertitude de température est
±0,6◦C [108].
La surfusion de l’eau dans le carburant
à été étudiée par Murray et al. [108]. L’ex-
périence consiste à refroidir du kérosène
de type Jet A-1 contenant des gouttelettes
d’eau dont le diamètre varie de 10 à 40 mi-
crons, et observer leur solidification. L’eau
reste liquide jusqu’à une température de -
36◦C environ, puis gèle très rapidement (fi-
gures 2.4 et 2.3). La surfusion est donc
vraisemblablement un phénomène impli-
qué dans les mécanismes d’accumulation
de la glace dans les canalisations avion,
et dans le givrage d’éléments hydrauliques
des systèmes carburant de turboréacteurs.
FIGURE 2.4 – Séquence de photographies montrant des gouttelettes d’eau dans du Jet A-1
refroidit à un taux de 10 K.min−1. Des gouttelettes gelées peuvent être observées sur les
images inférieures [108].
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2.1.2 Transition de phase
Nucléation désigne le phénomène par lequel des molécules animées d’un mouvement
chaotique se regroupent pour former un noyau solide sur lequel des molécules addition-
nels pourront être adsorbées. La nucléation peut être initiée par un grand nombre de fac-
teurs, dont notamment la diminution de la température, l’augmentation de la pression, la
présence d’impuretés etc, voire l’emploi d’ultrasons [163].
Nucléation homogène
Selon la théorie classique de la nucléation, une barrière énergétique doit être franchie
pour que la transition de phase puisse avoir lieu. Elle dépend principalement de deux
facteurs. Le premier est l’énergie thermique lié au mouvement des molécules [148] :
∆Gv =
4
3
pir3
∆Hv.∆T
Tf
(2.2)
Où ∆Hv = −L est la variation d’enthalpie liée au changement d’état (chaleur latente)
et ∆T = Tf −T est le degré de surfusion. Le second est l’énergie ∆Gs requise pour former
une nouvelle surface sur le noyau :
∆Gs = 4pir
2σ (2.3)
Où σ représente la tension de surface. Des substances telles que les acides naphté-
nique ou sulfonique presents dans le kérosène agissent comme tensioactifs et peuvent
modifier ce coefficient [22].
∆Gs
∆Gv
r∗ diminue
W ∗
W
rr∗
W ∗ diminue
∆T augmente
FIGURE 2.5 – La transition de phase ne peut
avoir lieu qu’en apportant une énergie supé-
rieure àW ∗. L’augmentation du degré de sur-
fusion diminue cette barrière.
Finalement, l’enthalpie libre 1W carac-
térisant l’état du système s’exprime :
W = 4pir2σ − 4
3
pir3
L∆T
Tf
(2.4)
La fonction W (r) est tout d’abord,
croissante, atteint son maximum en r∗,
puis diminue (figure 2.5). Le rayon cri-
tique de stabilité du noyau peut être calculé
en annulant la dérivée de l’équation (2.4)
par rapport a r :
r∗ = 2σ
Tf
L∆T
(2.5)
L’enthalpie libre correspondant à une
taille de noyau critique s’exprime :
W ∗ =
16piσ3T 2f
3L2∆T 2
(2.6)
1. La fonction enthalpie libre, introduite par Willard Gibbs est associée au deuxième principe de la
thermodynamique. Elle se comporte comme une fonction potentielle représentant l’énergie d’un système
chimique. Une réaction ne peut se produire que dans le sens correspondant à la diminution de W, l’équilibre
correspond au minimum de cette fonction.
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Cette equation montre l’importance du degré de surfusion dans le mécanisme de la
nucléation homogène :
• ∆T = 0 : aucune surfusion. C’est l’équilibre ; liquide et solide cristallin ont la même
énergie. Les embryons peuvent quand-même se former mais ils sont instables et
rapidement détruits.
• ∆T > 0 : légère surfusion. Le cristal a une énergie légèrement plus basse que le
liquide, mais l’énergie de surface est encore importante. Les germes plus petits que
le rayon critique ont tendance à se re-dissoudre plutôt qu’à croitre. Les cristaux
plus grands que r∗ continuent de grandir, ce qui diminue leur énergie libre. Le taux
de formation de noyaux stables est petit mais le taux de croissance est élevé. Les
cristaux auront tendance à être peu nombreux mais gros.
• ∆T ≫ 0 : forte surfusion.W est très faible et le rayon critique r∗ est petit. Le taux
de formation de noyaux stables est élevé mais le taux de croissance est bas. Les
cristaux auront tendance à être nombreux mais petits.
La nucléation homogène a été largement étudiée dans le cadre de gouttelettes d’eau en
suspensions dans les nuages, ou d’émulsions [146, 161]. Benz rapporte que si la simula-
tion numérique de dynamique moléculaire a amélioré la compréhension de la nucléation
homogène, elle a également semé quelques doutes quand à la validité de la théorie clas-
sique [24]. Par exemple, l’usage de propriétés macroscopiques telles que la tension de
surface pour déterminer l’énergie nécessaire à la formation du noyau critique serait à re-
mettre en cause.
Nucléation hétérogène
On parle de nucléation hétérogène lorsque les molécules d’eau profitent de la présence
d’une surface ou d’une microparticule pour changer de phase [120, 140]. En évitant la gé-
nération de noyaux de congélation, souvent instables lorsque la température est supérieure
à −30◦C , l’eau peut geler à des températures plus élevées [145].
La nucléation hétérogène a fait l’objet de nombreuses études. Akio et al. s’intéressent
à la solidification d’eau en surfusion sur des plaques constituées de divers substances. Ils
observent que la nucléation s’initie en un point puis se propage très rapidement. Ce point
change lorsque l’expérience : la nucléation de l’eau en surfusion sur une surface a un ca-
ractère stochastique. La rugosité de la surface et le degré de surfusion ont une influence
sur la température de gel [16].
Okawa et al. étudient expérimentalement la nucléation de l’eau sur des surfaces métal-
liques [119]. Dans des mêmes conditions de refroidissement, le degré de surfusion atteint
avant la nucléation varie. La probabilité de transition de phase à un degré de surfusion
∆T est indépendante du taux de refroidissement. Ils observent enfin que la nucléation de
l’eau est restreinte sur une surface oxydée. Okawa et al. ont aussi réalisé des simulations
de dynamique moléculaire pour étudier l’influence de la surface sur la cristallisation de
l’eau à une échelle atomique. La distance caractéristique du cristal de glace semble jouer
un rôle important, une périodicité de cet ordre de grandeur dans la structure de la surface
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favorise la formation de glace. Enfin la croissance du cristal est entravée par la courbure
de la surface : En raison de la déformation de la structure du cristal pour une surface
concave, et de la présence de cavités pouvant accueillir des molécules libres pour une
surface convexe [121].
FIGURE 2.6 – Gouttelettes d’eau refroidies
à -35◦C (haut) et à -44◦C (bas). Des cristaux
de glace hexagonale et des particules sphé-
riques peuvent être observés [87].
Piucco et al. s’intéressent à l’influence
de l’angle de contact entre une gouttelette
d’eau en surfusion et une surface. La va-
leur de cet angle dépend des propriétés de
la surface. L’observation de la nucléation
de l’eau pour plusieurs surfaces montre
que le degré de surfusion est dépendant de
l’angle de contact pour des valeurs infé-
rieures a 140o. Un modèle analytique basé
sur la théorie classique de la nucléation est
proposé [128]. Lam et al. étudient la for-
mation de glace dans du toluène refroidit à
des taux variant entre 1 et 10◦C.min−1 [87].
L’eau en solution précipite et forme des
gouttelettes de 5 µm environ. Elles se soli-
difient pour former un type de glace désor-
donnée (figure 2.6) composée de glace cu-
bique (Ic) et hexagonal (Ih). Un transfert
de masse depuis la glace méta-stable cu-
bique vers sa forme hexagonale a été ob-
servée. Lam et al. font l’hypothèse de deux
phénomènes pour expliquer ces transferts :
une forme d’effet Bergeron et le mûrisse-
ment d’Ostwald. Ces mécanismes agissent
au niveau moléculaires [11].
2.1.3 Propriétés mécaniques
La modélisation des phénomènes de givrage ou de colmatage nécessite de connaitre
certaines des propriétés de la phase solide (densité, porosité, granulométrie, etc). La glace
est un matériau complexe, qui possède 17 phases cristallines différentes, ainsi qu’une
forme amorphe [7]. La micro-structure de la glace dépend de ses conditions de forma-
tion, et de l’historique de sa température et de ses déformations [36, 43, 89]. La variété
polymorphique la plus commune est la glace Ih (hexagonale) dont la structure cristalline
présente une faible compacité. Sa masse volumique est inférieure à celle de l’eau (917
kg.m−3 pour de la glace pure à une température de 0◦C et une pression de 1 bar) [14].
Déformations plastiques
Les premiers essais de déformation portant sur la glace polycristalline remontent à
la fin du XIXe siècle. Reusch (1864), Pfaff (1875) et Koch (1885) ont montré que celle-
ci pouvait être déformée plastiquement. Main (1887) et McConnel et Kidd (1888) ont
démontré que le taux de déformation dépend de la contrainte, de la température et de
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l’orientation du grain [134]. Les valeurs obtenues pour la viscosité de la glace par Wein-
berg (1905), Somigliana (1921) et Lavrov (1947) varient de 105 à 109 poiseuilles, ce qui
indique que la glace n’est pas un matériau newtonien [7].
Rupture de la glace
La rupture d’un matériau est généralement initiée par la formation d’une fracture, ou
la croissance d’une fracture existante. La résistance d’un échantillon de glace à tempéra-
ture donnée dépend de la manière dont la glace s’est formée, de la taille et de la forme de
l’échantillon et de la manière dont la charge est appliquée [52].
Deux phénomènes entrent en compétition : la propagation des micro-fissures exis-
tantes, et la formation de nouvelles fissures. La contrainte de rupture en tension est très
dépendante de la taille des grains : la propagation des fissures domine pour la glace à
petits grains, et la nucléation de nouvelles fissure pour la glace à gros grains [138]. En
compression, la formation des fissures est en fait issue d’une contrainte en traction loca-
lisée à l’échelle du grain. L’anisotropie du matériau est fondamentale : un grain orienté
dans la direction de la compression agit comme une inclusion qui génère des contraintes
de traction sur sa périphérie [57]. La valeur de la limite de rupture en compression est
donc influencée par la présence de bulles d’air, la température, etc.
Adhérence de la glace
FIGURE 2.7 – Mesure directe de l’adhérence
entre deux sphères de glace [52].
Le rapport d’enquête insiste sur l’exis-
tence d’une gamme de température, nom-
mée "sticky range" pour laquelle les cris-
taux de glace dans le carburant adhérent
aux surfaces et autres particules. Le col-
matage serait favorisé pour des tempéra-
tures comprises entre -5◦C à -20◦C [166].
L’étude de l’adhérence des particules de
glace entre elles remonte aux travaux de
Faraday (1842). Des travaux plus récents
montrent que si deux sphères de glace sont approchées de manière à ce qu’elles se
touchent en un point, la surface de contact s’élargit avec le temps (figure 2.7). Ce phé-
nomène est semblable au frittage rencontré en métallurgie [52].
L’adhérence de la glace aux surfaces solides est aussi de première importance. De
nombreuses études ont été menées pour comprendre les facteurs affectant l’adhérence de
la glace sur différents matériaux tels que des métaux, plastiques et polymères [99, 100,
164]. En particulier, Jellinek a mesuré minutieusement la force d’adhérence de la glace
sur des surfaces d’acier polies [73]. Il observe que lorsqu’un cisaillement est appliqué, la
rupture est adhésive au dessus de -13◦C , mais cohésive au dessous de cette température
(la rupture se produit à l’intérieur du cristal). Jellinek observe également que la force
d’adhésion est bien plus importante en tension qu’en cisaillement, et fait l’hypothèse
d’une mince couche d’eau liquide entre la glace et tout type de solide. Les contraintes
de tension élevées devraient être appliquées pour décoller la glace d’une surface. Dans le
cas de cisaillement, seules de faibles forces de friction s’opposeraient à la séparation [7].
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2.2 Écoulements diphasiques
Le transport de particules de glace a fait l’objet de nombreuses études dans le domaine
des frigoporteurs diphasiques aqueux, ou coulis de glace [35, 79]. Ces fluides sont très uti-
lisés dans les dispositifs de climatisation, les pompes a chaleurs, ou le stockage d’énergie
sous forme de chaleur latente [21, 84]. Grozdek et al. ou Monteiro et al. ont étudié les
pertes de charge dans des canalisation pour differentes valeurs de concentration et de débit
[62, 105]. Ces études permettent de déterminer les propriétés rhéologiques de ces fluides.
2.2.1 Éléments de rhéologie
τ
γ˙
Rhéofluidifiant
Newtonien
Bingham
Herschel-Bulkley
FIGURE 2.8 – Diagrammes τ(γ), ou rhéo-
grammes, pour différents types de fluides.
La rhéologie étudie la déformation γ
d’un milieu continu (fluide ou solide) sou-
mis à un cisaillement τ afin d’établir des
lois de comportement (figure 2.8). Le mo-
dèle le plus utilisé est le fluide newtonien :
le cisaillement est alors linéairement lié au
taux de déformation γ˙ par un coefficient
µ , la viscosité dynamique. De nombreux
fluides sont non-newtoniens (table 2.1).
Certains fluides possèdent une contrainte
critique, qui nécessitent une contrainte mi-
nimale pour être mis en écoulement (fluide
de Bingham, fluide de Herschel-Bulkley).
Il existe également des fluides dont le com-
portement dépend de la durée de la sollici-
tation. La viscosité des fluides thixotropes
(rhéopexes) diminue (augmente) avec le
temps [12].
Dénomination Loi de comportement Exemple de fluide
Fluide parfait τ = 0 Helium 4 à 2K
Fluide visqueux newtonien τ = µγ˙ Eau
Fluide de Bingham
{
si τ ≤ τ0, γ˙ = 0
si τ > τ0, τ = τ0+µγ˙
Suspension de particules
solides
Fluide de Herschel-
Bulkley
{
si τ ≤ τ0, γ˙ = 0
si τ > τ0, τ = τ0+ kγ˙n
Peinture à l’huile
Fluide rhéo-fluidifiant
{
τ = kγ˙n n< 1
et µ = kγ˙n−1
Ciments, savon
Fluide rhéo-épaississant
{
τ = kγ˙n n> 1
et µ = kγ˙n−1
Suspensions très denses
TABLE 2.1 – Modèles de comportement rhéologiques [12].
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2.2.2 Modélisation des écoulements multiphasiques
La modélisation des écoulement multiphasiques dépend de l’échelle considérée. Ces
écoulements peuvent être simulés par de nombreuses méthodes, dont une présentation
détaillée peut être trouvée dans l’ouvrage de Chen et al. [2]. Les approches Volume de
Fluide (VoF), Euler-Lagrange (LE) et Euler-Euler (EE), illustrent bien l’importance de
cette notion d’échelle :
Volume de fluide
FIGURE 2.9 – Forme de l’interface d’une in-
stabilité de Rayleigh-Taylor simulée par la
méthode VoF à t ≈ 0.5s [19].
Le principe de la méthode VoF est
de représenter géométriquement chaque
phase fluide, puis de déterminer son mou-
vement par la résolution des equations
de conservations. A l’interface entre deux
phases, la discontinuité des propriétés du
fluide est prise en compte par une condi-
tion limite appropriée. Cependant, la fron-
tière entre les différentes phases peut être
en mouvement, ce qui rend son traite-
ment complexe, en particulier dans une
application tridimensionnelle (figure 2.9).
Pour éviter de suivre l’interface, il est pos-
sible de remplacer le saut discret par une
variation continue des propriétés et des
forces volumiques. L’approche VoF est ca-
pable de modéliser l’écoulement près de
l’interface avec précision, et de représen-
ter des effets comme la tension de sur-
face ou d’adhérence aux parois. Cepen-
dant, cette approche est limitée à la simula-
tion de quelques particules disperses et né-
cessite d’importantes ressources de calcul.
Elle n’est donc pas appropriée à la résolu-
tion d’écoulements multiphasiques disper-
sés dans de grands volumes [96].
Euler-Euler
Cette méthode repose sur l’hypothèse que toutes les phases s’interpénètrent en un
unique milieu continu [23]. Les processus discrets caractérisants le comportement de la
phase disperse sont moyennés pour obtenir une phase continue associée à celle-ci. La
formulation des équations constitutives doit considérer avec attention la façon donc ces
moyennes sont effectuées. Les trajectoires ne sont donc pas explicitement calculées, mais
plutôt implicitement prises en compte par les propriétés rhéologiques du fluide. Si la mo-
délisation est correctement effectuée, cette approche permet de simuler des suspensions
très denses, avec un grand nombre de particules, ou des phénomènes de changement de
phase [48, 49]. Cependant, il est plus difficile de prendre en compte les phénomènes se
produisant à l’échelle des particules, comme les changements de phase ou les collisions.
L’approche EE est très adaptée à des applications d’ingénierie et a été appliquée aux
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fluides frigoporteurs diphasiques par de nombreux auteurs [65, 68, 69, 74].
Euler-Lagrange
FIGURE 2.10 – Simulation d’une bulle en as-
cension dans un mélange gaz-solide [125].
Le mouvement de la phase continue est
modélisé dans un contexte eulérien, tan-
dis que le mouvement de la phase dis-
perse, c’est à dire la trajectoire des par-
ticules, est simulé explicitement (figure
2.10). Contrairement à la méthode VoF, les
mouvement du fluide à petite échelle au-
tour des particules de la phase disperse ne
sont pas simulés. Les processus à l’échelle
de la particule, comme les collisions ou les
transferts thermiques peuvent être modéli-
sés avec détail. Selon le degré de couplage,
les solutions de chaque phase peuvent in-
teragir l’une avec l’autre et une procé-
dure de résolution itérative peut être né-
cessaire. L’inconvénient de la méthode LE
est que les ressources informatiques néces-
saires augmentent très rapidement avec le
nombre de particules simulées [53].
2.2.3 Modélisation du Givrage
La modélisation du givrage est assez courante dans les écoulements externes, avec
pour principales applications les bords d’attaque de voilure, les entrées d’air, les lignes
électriques [95, 130] et les éoliennes [58]. L’approche classique étudie les échanges de
masse et d’énergie entre la paroi, le dépôt de glace et le fluide environnant. La conser-
vation de quantité de mouvement ne semble pas pertinente pour modéliser l’accrétion de
glace, bien que le film liquide entrainé par le flux principal puisse être le siège d’insta-
bilités hydrodynamiques [150]. Il existe plusieurs régimes pour la formation de la glace
dépendants de l’environnement thermique,
Givre
FIGURE 2.11 – Modèle pour le givre [112].
Lorsque des gouttelettes d’eau en sur-
fusion entrent en collision avec une paroi
ou couche de givre existante, elles gèlent
instantanément [92]. De l’énergie est libé-
rée lors de la solidification proportionnelle-
ment au degré de surfusion, sous forme de
chaleur. Si elle est évacuée à un taux suffi-
sant par conduction au sein de la paroi ou
convection avec le fluide porteur, la glace
reste froide et il y a formation de givre. Il
se forme généralement à partir des gouttelettes d’eau en suspension dans les nuages ou le
brouillard [111].
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Verglas
FIGURE 2.12 – Modèle pour le verglas [112].
Dans le cas où l’énergie libérée lors
de la cristallisation (ou d’autres sources
de chaleur) n’est pas évacuée à un rythme
suffisant, une mince couche d’eau liquide
peut se former et se maintenir à sa surface
[103, 109]. Ce film interagit avec les gout-
telettes présentes dans le fluide porteur de
différentes manières (turbulence, effets de
bord, coalescence, effets de tension de sur-
face etc.). Le verglas peut se former pour
des températures comprises entre -5◦C et 0◦C pour des surfaces non chauffées [110].
Glace poreuse
Lorsque la température est trop froide pour la formation de verglas, mais que le degré
de surfusion des gouttelettes reste modéré, une partie de l’eau reste piégée à l’état liquide
au sein de la couche de glace, qualifiée alors de "spongieuse". Elle peut se former dans
différents milieux, comme l’eau pure, l’eau salée et la grêle [88, 147]. Blackmore et al.
proposent un modèle pour l’accrétion de glace sur un cylindre vertical fixe soumis à un
flux de gouttelettes en surfusion. Le modèle est complexe et comporte une matrice de
glace poreuse, une surface de croissance avec dendrites et deux films liquides, laminaire
et turbulent (figure 2.13). Il s’avère capable de prédire le taux de croissance du dépôt,
l’apparition de la glace spongieuse, et la fraction massique de liquide [27].
FIGURE 2.13 – Modèle pour la formation de glace poreuse [27].
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2.3 Dynamique des particules
Les propriétés rhéologiques particulières des suspensions dépendent de la présence
des particules, dont le comportement mérite donc une attention particulière. La dyna-
mique des particules fait également l’objet de nombreuses études dans les domaines des
milieux granulaires, des poudres et des sols [71].
Les particules subissent l’action de forces pouvant être divisées en deux catégories :
les forces volumiques à distance comme l’action de la gravité ou des interactions élec-
tromagnétiques, et les forces surfaciques [97]. La résultante des forces de contact peut
être rigoureusement déterminée en intégrant le champ de contrainte sur la surface de la
particules [47]. Ce calcul nécessite la simulation précise de l’écoulement au voisinage des
particules, ce qui est rarement possible. Ces forces sont donc généralement modélisées.
2.3.1 Interactions fluide-particule
L’action du fluide sur les particules se traduit par de nombreuses forces (table 2.2). La
trainée représente les frottements entre la phase fluide et la particule, et se manifeste sous
forme d’une dissipation d’énergie cinétique au cours du mouvement [86]. C’est un des
termes les plus influant sur la trajectoire des particules, qui sera abordé plus en détail dans
le chapitre 5. Un autre terme important résulte du gradient de pression lié à l’écoulement.
Il se traduit par des effets de flottaison ou de sédimentation. La force de portance résulte
du déplacement de la particule dans un écoulement en rotation.
Certaines forces à l’expression complexe sont rarement prises en compte. Par exemple,
la force d’histoire de Basset qui résulte d’un déphasage entre l’accélération d’une parti-
cule et la réaction du fluide, ou la force de masse virtuelle est liée à l’entrainement d’un
volume de fluide en aval de la particule lors d’une accélérations. Il existe d’autres forces
de surface, par exemple les forces électrostatiques ou de Van der Waals [125].
Force Symbole Formulation
Pression FP Vp∇p
Trainée FD CDρ f Sp
∥∥v f −vp∥∥(v f −vp)
Portance FL CLρ fVp
(
v f −vp
)× (v f ×v f )
Basset FB 3piµ f dp
∫ t
0
dp
2
√
piµ f /ρ f (t− s)
(
∂v f
∂ s
− dvp
ds
)
ds
Masse virtuelle FV CVρpVp
(
dv f
dt
− dvp
dt
)
TABLE 2.2 – Forces s’exerçant sur des particules au sein d’un écoulement.
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La question de la turbulence de l’écoulement mérite d’être posée. En effet, en fonction
de leur taille et de leur masse, les particules verront leurs trajectoires modifiées par des
structures turbulentes d’échelles différentes d’une part, et leur présence altérera le champ
hydrodynamique d’autre part. L’altération des trajectoires par la turbulence peut ainsi
entrainer des zones de concentration préférentielles [141, 153].
2.3.2 Interactions particule-particule
Lorsque une suspension est suffisamment dense ou lorsque la différence de densité
entre les particules et le fluide provoque des phénomènes de stratification, les interactions
des particules entre elles doivent être prises en concentration [25, 85].
Collisions
La collision entre deux particules, gouttelettes ou bulles est qualifiée de "binaire". La
littérature scientifique sur ce type de collision est abondante [75, 80, 104]. Les collisions
impliquant simultanément plus de deux particules sont généralement considérées comme
peu probables. Deux approches existent pour détecter ce contact. L’approche la plus na-
turelle est la méthode déterministe : pour chaque paire de particule, la distance qui les
sépare lors de leur déplacement est calculée et examinée. L’avantage de cette méthode est
d’être la plus prédictive, mais elle est couteuse : le nombre d’interactions entre N parti-
cules est de l’ordre de N2 et elle nécessite souvent des pas de temps faibles.
La seconde approche est statistique, il existe de nombreuses façons de la mettre en
oeuvre. Certains auteurs considèrent des "parcelles", particules fictives représentant plu-
sieurs particules réelles de même taille et même vélocité, puis appliquent une approche
déterministe à ces particules fictives[81, 82]. D’autres auteurs considèrent les interactions
entre toutes les particules, mais décident de la collision de manière probabilistes [67, 104].
FIGURE 2.14 – Différents produits de la col-
lision entre deux gouttelettes, en fonction du
nombre de Weber 2 et de la direction de l’im-
pact B [107].
Le résultat de la collision entre deux
particules fluides dépend de nombreux fac-
teurs, tels que la vitesse relative au mo-
ment de l’impact, l’angle de la collision,
la taille des gouttelettes, etc. La littérature
fait état de plusieurs régimes de collision :
(a) Rebond des gouttelettes (sans contact
direct en raison de la couche de fluide
piégée entre elles) dont l’occurrence aug-
mente avec la pression. (b) Coalescence
des gouttelettes qui se combinent en une
seule entité. L’énergie cinétique nécessaire
est plus élevée que dans le cas du rebond
car la couche de fluide doit être expulsée.
(c) Les gouttelettes se combinent temporai-
rement en une seule structure instable, qui
s’étire en formant un filament puis se sé-
2. Le nombre de Weber (We) est un nombre sans dimension qui correspond au rapport des forces d’iner-
tie et la tension superficielle. Il s’exprimeWe = ρv2d/σ
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pare en deux goutes satellites, ou d’avantage. (d) En cas collision frontale, coalescence
temporairement en une structure lenticulaire instable qui se sépare finalement en goutte-
lettes satellites [107].
Agrégats
Dans une suspension, les particules peuvent se regrouper et former des structures tri-
dimensionnelles de plus grandes tailles appelées agrégats. Ils se forment sous l’effet des
collisions entre les particules, et peuvent être détruits sous l’effet de contraintes extérieurs
[31]. Un champ de cisaillement peut ainsi exercer sur les particules les plus éloignées du
centre de l’agrégat une force supérieure aux forces d’interaction entre les particules, pro-
voquant la destruction des plus grosses structures.Ces agrégats sont dits instables. Ils sont
capables de modifier les propriétés rhéologiques des suspensions. Par exemple, les agré-
gats instables peuvent conférer à une suspension un comportement rhéofluidifiant[157].
Interactions hydrodynamiques
Les particules peuvent interagir à distance par le biais du champ hydrodynamique.
Lorsque la densité des particules est au moins du même ordre de grandeur que la densité
du fluide, les effets d’une particule sur l’écoulement local n’est pas négligeables et peut
modifier la trajectoire des particules adjacentes [155].
Un problème classique d’interaction hydrodynamique est la sédimentation de deux
sphères (figure 2.15) . Elles subissent une interaction en trois phase, appelée processus
DKT 3 et qui a fait l’objet d’études théoriques, numériques et expérimentales 2.15. L’effet
DKT est d’autant plus important lorsque les sphères sont de tailles différentes [156].
FIGURE 2.15 – Simulation numérique de l’interaction aérodynamique entre deux parti-
cules de même diamètre, illustrant la séquence DKT : (a) entrainement, (b) effleurement,
et (c) déviation. Les couleurs correspondent au champ de vorticité [156].
3. Drafting, Kissing and Tumbling.

3. Expérimentation
Résumé
Les chapitres précédents introduisent le phénomène du blizzard dans les systèmes
carburant, et synthétisent l’état actuel des connaissances scientifiques sur ce sujet. La
nouveauté de la problématique se traduit par une littérature rare et peu d’expérience des
acteurs industriels. L’étude expérimentale est donc incontournable pour comprendre le
phénomène. C’est l’objet de ce troisième chapitre.
 La première section présente le développement d’un dispositif permettant de pro-
duire une suspension de particules de glace, afin de reproduire la menace de blizzard avec
des volumes et concentrations maitrisés.
 Ce dispositif est mis à profit pour étudier le colmatage de cibles perforées. La se-
conde section présente le banc d’essai, l’outillage développé et les protocoles et conditions
expérimentales. Ensuite, des séries d’essais paramétriques sont détaillées et discutées.
Dans la troisième section, les résultats sont exploités par plusieurs méthodes comme
l’analyse aux composantes principales et la régression polynomiale. Un modèle simple
pour le colmatage partiel des cibles est proposé afin d’aider à l’interprétation des résultats.
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3.1 Reproduire la menace
La dangerosité d’un blizzard dépend de nombreux facteurs. Le plus important est la
concentration de la suspension qui, combinée au débit de l’écoulement et à la durée de la
menace, détermine le volume total de glace dans le système. Les éléments présentés dans
le chapitre précédent indiquent que les températures du carburant et des parois ont aussi
un rôle important. Enfin, la suspension est caractérisée par les propriétés des particules de
glace : leurs tailles, formes, la présence d’agrégats, la porosité des dépôts. L’étude expéri-
mentale du blizzard commence par le développement d’un dispositif pouvant reproduire
cette menace.
3.1.1 Antécédents techniques
FIGURE 3.1 – Banc d’essai carburant au
Boeing Propulsion Laboratory [166].
Pour générer une suspension de parti-
cules de glace, l’AAIB et Boeing ont choisi
de simuler les conditions de vol afin de re-
produire du mieux possible le phénomène
d’accumulation et de libération de la glace
à l’origine de l’accident. Leurs essais ont
donc été réalisés dans d’un environnement
contrôlé (figure 3.1). Cette approche est
certainement la plus représentative, mais
elle a deux inconvénients :
• Mise en oeuvre de moyens matériels importants pour répliquer la configuration des
conduites dans le système carburant avion et les échanges thermiques.
• La durée des essais est très longue, car il faut laisser la glace s’accumuler pendant
plusieurs heures.
FIGURE 3.2 – Le skid givrage. Il comporte
trois cuves, des pompes de transfert et divers
capteurs dont un débitmètre.
Pour réaliser les essais de givrage 1,
SNECMA utilise un dispositif appelé skid
givrage (figure 3.2) capable de générer
un mélange d’eau et de kérosène à la
concentration souhaitée, et à température
ambiante. La suspension est ensuite pulvé-
risée dans l’écoulement de kérosène froid
en amont du moteur au moyen d’une buse
d’injection. Ce dispositif est cependant di-
mensionné pour de faibles concentrations,
de l’ordre de 300 ppm, et inadapté à l’in-
jection d’un volume d’eau précis, avec des
concentrations pouvant dépasser les 10000
ppm.
1. Au sens de la définition 1.1.1.
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3.1.2 Développement d’un dispositif d’injection
Comme le matériel existant n’était pas utilisable, un nouveau dispositif d’injection, le
skid blizzard a été développé, avec pour principales contraintes :
• La maitrise du volume d’eau injecté.
• La maitrise du débit d’injection.
• Une utilisation simple.
FIGURE 3.3 – Le skid blizzard. Au premier
plan, les deux doseurs.
La solution finalement retenue est un
dispositif constitué d’une cuve contenant
du kérosène, de deux doseurs et d’un sys-
tème de vannes, le tout assemblé sur un
chariot (figure 3.3). Il est équipé d’un
débitmètre massique, d’un manomètre et
d’une sonde de température. Les doseurs
sont référencés par A et B et peuvent conte-
nir un volume d’eau maximal de 170 et
180 mL, respectivement. Ils sont gradués
en millimètres. Pour le doseur A utilisé
lors des essais, la correspondance entre la
hauteur d’eau ∆h (mm) et le volume d’eau
∆V (mL) est obtenu par la relation empi-
rique :
∆V= 0.257∆h (3.1)
Le fonctionnement du skid blizzard est simple : du carburant est mis en circulation
entre la cuve et la veine d’essai. Pour procéder à l’injection d’eau, l’écoulement est dévié
vers les doseurs et entraine ainsi l’eau qu’ils contiennent vers la veine d’essai. Le circuit
hydraulique du skid blizzard comporte donc deux lignes, la première est utilisée lors de
la phase préparatoire de l’essai et la seconde lors de l’injection.
FIGURE 3.4 – Givrage de la buse d’injection.
Le débit est assuré par la différence de
pression entre la veine d’essai et la cuve
de kérosène. Cette dernière est pressurisée
entre 5 et 7 bars à partir du réseau d’air
comprimé. Le débit est mesuré juste en
aval de la cuve par un débitmètre, et régulé
par une vanne manuelle. L’écoulement pro-
venant du skid blizzard est injecté dans la
veine d’essai au moyen d’une buse d’ato-
misation. Ces buses sont constituées d’un
diaphragme (l’orifice de la buse) précédé
d’un turbulateur, petit composant situé à
l’intérieur de la buse qui permet de contrô-
ler le cône de pulvérisation et de diminuer la taille des gouttelettes. L’ensemble des fluides
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contenus dans le skid blizzard sont à température ambiante, qui est mesurée par un cap-
teur situé en sortie du dispositif.
La buse d’injection a fait l’objet d’une attention particulière. En effet, lors des pre-
mières manipulations du dispositif, la formation d’un dépôt de glace sur buse d’injection
a été observé (figure 3.4). Ce phénomène est vraisemblablement causée par une recircu-
lation de l’écoulement au niveau de la discontinuité de section. Une fois pulvérisées, les
gouttelettes sont transportées par l’écoulement de kérosène froid et gèlent rapidement sur
la surface de la buse. La présence de cette structure de glace n’est pas acceptable car elle
empêche de maitriser la quantité d’eau injectée. Une nouvelle buse a été conçue afin de
prévenir la formation de glace. Sa forme conique limite la recirulation de l’écoulement, et
l’absence d’une surface plane immédiatement après le diaphragme empêche l’adhérence
de la glace.
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FIGURE 3.5 – Schéma représentant le système hydraulique du skid blizzard. Le carburant
figure en vert et l’eau liquide en bleu.
3.1.3 Aspects opérationnels
L’utilisation du dispositif d’injection (figure3.5) se fait au moyen de sept vannes.V1 et
V5 sont des vannes trois voies etVR et une vanne réglable. Le dispositif offre quatre modes
de fonctionnement :
• Remplissage : Le kérosène est introduit dans la cuve depuis le banc d’essai,
connecté au point D. La vanne VA doit être ouverte, VR fermée et la cuve mise a
pression atmosphérique. Un viseur permet de contrôler le niveau dans la cuve.
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• Préparation : L’eau est introduite dans le skid blizzard par un système de vase com-
municants en positionnant la vanne V1 vers la droite pour mettre les doseurs a pres-
sion atmosphérique, en ouvrant les vannes V2, puis la V3 ou V4.
• Régulation : Lorsque la vanneV5 est en position gauche, le carburant circule directe-
ment depuis la cuve vers la veine d’essai, située en aval du point (E). La position de
VR permet de réguler le flux de carburant, mesuré par le débitmètre du skid blizzard.
• Injection : Lorsque la vanne V5 est en position droite, le carburant va circuler au
travers des doseurs gradués, entrainant l’eau vers la veine d’essai.
3.1.4 Premiers résultats
FIGURE 3.6 – Détails de la glace récupérée
dans les filtres.
La porosité de la glace a été estimée
en prélevant un échantillon de glace di-
rectement sur le filtre après en avoir dé-
monté les bols, puis en mesurant le vo-
lume d’eau après fusion de l’échantillon
dans une éprouvette graduée. Cette mesure
a été réalisée pour une dizaine d’essais et
donne des résultats consistants. La frac-
tion volumique d’eau obtenue est d’envi-
ron 50± 5%. La glace extraite des filtres
a également été photographiée. Les grains
de glace ont un diamètre maximum de
l’ordre du millimètre, et adhérent entre eux
pour former des agrégats (figures 3.6 et
3.7). Le volume d’eau injecté est retrouvé
à plus de 95% dans les filtres après fusion
de la glace. Les quelques pour-cents man-
quants sont principalement attribués à des
imprécisions de mesure, mais d’éventuels dépôts dans les conduites ne peuvent être ex-
clus.
La plupart des essais ont été menés à des températures de l’ordre de -40 à -45◦C . A
ces températures, la glace n’est pas très adhérente. Lors du démontage des filtres, elle tend
plutôt à s’écouler et colle peu aux parois (figure 3.8, à gauche). Le dispositif a également
été testé à des températures plus élevées. Il apparait que lorsqu’on élève la température,
la glace tend d’avantage à rester fixée sur la buse d’injection. Une perte totale du débit se
produit à -5◦C . Cette perte de débit serait due à une solidification de l’eau (éventuellement
en surfusion) au sein du maillage du filtre, plutôt qu’en amont dans la conduite. La glace
est alors beaucoup moins perméable et collante (figure 3.8, à droite).
R La suspension produite par ce nouveau dispositif d’injection correspond à la glace
issue des systèmes carburant avion observée par les clients de SNECMA. Le skid
blizzard a donc atteint son objectif, et a fait l’objet d’un dépôt de brevet [165].
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FIGURE 3.7 – Photographie de la glace récupérée dans les filtres.
FIGURE 3.8 – Accrétion de glace sur le filtre : pour des températures de l’ordre de -40◦C (à
gauche) et de l’ordre de -5◦C (à droite)
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3.2 Étude paramétrique
L’étude du blizzard a pour enjeu l’identification des facteurs determinant la tolérance
au colmatage des composants hydrauliques du système carburant. La mise au point du
skid blizzard autorise la réalisation d’essais paramétriques, dans l’objectif de construire
une première base de donnée expérimentale.
3.2.1 Matériel et méthodes
Pour réaliser ces essais, un outillage spécifique a été réalisé et installé au sein du
banc 9R, situé sur le site de SNECMA. Cette installation est destinée aux essais a froid
d’éléments hydraulique individuels.
Banc d’essai
Le banc fonctionne en circuit fermé (figure 3.9). Le fluide, kérosène Jet A-1, est aspiré
de la cuve principale au moyen d’une pompe centrifuge de gavage. Il traverse ensuite un
échangeur de chaleur afin d’être refroidi à la température désirée. La régulation du débit
est assurée par la position plateau de la pompe volumétrique principale. Un déverseur,
situé en aval de cette pompe au point F, permet d’éviter un excès de pression dans le
circuit. Le fluide traverse ensuite un premier filtre, puis sort de la salle fluide pour traverser
une enceinte climatique, où le débit et la température sont mesurés. L’écoulement pénètre
ensuite dans la veine d’essai au point A.
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FIGURE 3.9 – Schéma de principe du banc d’essai, et intégration dans la salle fluide.
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La sortie de la veine d’essai au point B est raccordée à quatre filtres montés en déri-
vation, puis l’écoulement retourne à la cuve. Le rôle des filtres est de récupérer la glace
injectée lors des essais pour qu’elle ne puisse pas parvenir jusqu’à la cuve. La pollution
du système fluide risquerait en effet de fausser les essais suivants. Enfin, le skid blizzard
est connecté au banc au point A pour permettre son remplissage, et à la veine d’essai au
point C pour l’injection de glace.
Veine d’essai
FIGURE 3.10 – Maquette numérique de la
veine d’essai.
La veine d’essai est un ensemble de
conduites, vannes et brides et autres élé-
ments assemblées sur un châssis tubu-
laire (figure 3.10). Elle comporte quatre
lignes :
(1) La ligne principale où l’eau est in-
jectée et forme une suspension de parti-
cules de glace qui se propage ensuite jus-
qu’à une singularité géométrique, la cible
de l’essai.
(2-3) Deux lignes secondaires permettant l’inversion du débit pour nettoyer la ligne
principale après un essai.
(4) Une ligne de sécurité prévenant la surpression en cas de colmatage. La ligne prin-
cipale est constituée de plusieurs éléments :
FIGURE 3.11 – Maquette numérique du bloc
injection (à droite) et de sa fenêtre de visua-
lisation (à gauche).
En amont, le bloc injection se présente
comme une canalisation de diamètre 50
mm et de longueur 200 mm (figure 3.11).
Un tube coudé double peau y pénètre (dia-
mètre interne 6 mm, externe 12 mm) et
se prolonge sur 80 mm. Il contient une
mousse expansive isolante et s’achève par
la buse conçue spécifiquement pour l’in-
jection de glace présentée dans la section
précédente. Le bloc injection est reliée au
banc par un divergent d’angle 10o, et au
circuit de rinçage par une canalisation formant un angle de 45o. la fenêtre de visualisation
de l’injection est le second élément de la ligne principale. C’est un parallélépipède de
plexiglas de longueur 200 mm, percé d’un orifice circulaire de 50 mm dans lequel circule
l’écoulement. Le maintien en position et l’étanchéité sont assuré par deux larges brides
équipées de joints toriques.
Le troisième élément est une conduite droite de diamètre 50 mm, équipée d’une prise
de pression située 10 mm avant la bride aval. Elle permet à la suspension de glace de se
stabiliser en température et de sédimenter avant d’atteindre la cible, afin de se rapprocher
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des conditions d’écoulement d’un système carburant réel.
FIGURE 3.12 – Maquette numérique du bloc
visualisation. La cible, en vert, est prise en
étau entre deux brides.
Le quatrième élément est la fenêtre de
visualisation de la cible. Il s’agit égale-
ment d’un bloc de plexiglas dont le main-
tien en position et l’étanchéité sont assu-
rés au moyen de brides (figure 3.12). A la
différence de la fenêtre de visualisation in-
jection, une des faces latérales comporte
un petit prisme droit, dimensionné de ma-
nière à minimiser la déformée de la face
amont de la cible. Ce prisme se trouve
accolé à un caisson dans lequel est posi-
tionné une caméra haute fréquence OPTRO-
NIS CR100X3. Le caisson est ventilé par
de l’air filtré et asséché afin d’éviter l’ac-
cumulation de givre. Il est maintenu en lé-
gère surpression pour chasser les vapeurs
de kérosène afin de créer un environnement ATEX 1.
Les cibles sont situées juste en aval du bloc visualisation. Ce sont des plaques ob-
longues d’épaisseur 5 mm percées d’orifices de différentes formes et tailles. Elles sont
maintenues en place par un système de brides permettant un changement rapide de la
cible et garantissant l’étanchéité de l’assemblage.
L’utilisation de la veine d’essai se fait au moyen de quatre vannes (figure 3.13). Le dé-
bit principal de carburant provient du point A. Le débit secondaire de carburant (pendant
la phase de réglage) ou d’eau (pendant la phase d’injection) en provenance du skid bliz-
zard est admis au point C. L’écoulement est toujours refoulé au point B. La veine d’essai
assure plusieurs fonctions :
• Fonction principale : transport des particules de glace du point d’injection jusqu’à
la cible. Les vannes V1 et V2 sont en position ouverte et les vannes V3 et V4 en posi-
tion fermées.
• Fonction rinçage : inversion du débit dans la conduite principale par la fermeture
des vannesV1 etV2 et l’ouverture des vannesV3 etV4. Si l’élément filtrant est monté
dans son carter, les particules accumulées en amont de la cible peuvent être récu-
pérées. Dans le cas contraire, elles sont stoppées par le système de filtration secon-
daire.
• Fonction sécurité : Une fusible hydraulique protège les dispositifs de visualisation.
Si la pression de part et d’autre d’une membrane excède 10 bars en cas de colma-
tage, elle cède et le carburant peut s’écouler entre les points A et B.
1. Réglementation applicable pour le travail en ATmosphères EXplosives.
44 Chapitre 3. Expérimentation
Filtre
V1A
Injection
BV2
V3
V4
Cible
C
Caméra
Fusible hydraulique
Canalisation sécurité
Canalisation inversion de débit
Canalisation rinçage
FIGURE 3.13 – Schéma représentant le système hydraulique de la veine d’essai.
Protocole expérimental
Préparation du banc d’essai (début de journée) :
1. Vérifier le niveau de carburant dans la cuve skid. Si besoin, faire le plein.
2. Installer la camera rapide, les filtres secs, ainsi qu’une cible.
3. Démarrer le groupe froid, avec une température consigne négative.
4. Préparer la veine d’essai en mode "rinçage".
5. Rincer a débit maximum.
Mode essai de la veine (depuis le mode rinçage) :
1. Ouvrir la vanne 2 puis fermer la vanne 4.
2. Ouvrir la vanne 1 puis fermer la vanne 3.
Mode rinçage de la veine (depuis le mode essai) :
1. Ouvrir la vanne 3 puis la vanne 4.
2. Fermer la vanne 1 puis la vanne 2.
Rechargement en eau du dispositif d’injection :
1. Vérifier que la vanne 5 est en position centrale (fermée).
2. Mettre de l’eau dans l’entonnoir du skid.
3. Mettre la vanne 1 en position droite (vers rétention).
4. Ouvrir la vanne 2. Puis ouvrir les vannes 3 ou 4 selon le doseur souhaité.
5. Fermer la vanne 2. Puis mettre la vanne 5 en position gauche.
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Initialisation essai :
1. Mettre la cible en place.
2. Démarrer le banc, avec la veine en mode rinçage.
3. Attendre que la température se stabilise à la valeur cible.
4. Passer la veine en mode essai. Stabiliser le débit principal.
Déroulement de l’essai :
1. Vérifier que les débits et températures sont corrects.
2. Réguler le débit secondaire au moyen de la vanne réglable du skid.
3. Lancement boite noire et acquisition de la camera rapide.
4. Procéder à l’injection.
5. Mettre fin à l’acquisition.
Instrumentation
L’instrumentation de la veine d’essai et du skid blizzard comporte deux débitmètres,
deux sondes de température et deux capteurs de pression (table 3.1). Les grandeurs mesu-
rées sont enregistrées par le système d’acquisition du banc 9R.
Grandeur mesurée Symbole Unité Précision
Température entrée système Tk ◦C
Température entrée eau T
′
w
◦C
Débit veine principale m˙k kg.h−1
Débit veine d’injection m˙
′
k kg.h
−1
Pression amont cible pin mbar
Pression aval cible pout mbar
TABLE 3.1 – Grandeurs physiques mesurées.
La mesure du débit d’eau injectée m˙w est indirecte, et repose sur l’hypothèse de conser-
vation du débit volumique dans la conduite EC (figure 3.9) à l’instant de la mesure :
m˙
′
kρk = m˙wρw (3.2)
Soit :
m˙w = m˙
′
k
ρk
ρw
(3.3)
Des grandeurs dérivées sont utilisées pour analyser les essais (table 3.2). Ce sont des
moyennes temporelles calculées par intégration numérique entre des instants spécifiques,
déterminés pour chaque essai :
• t0 Début de l’essai.
• t1 Ouverture de la vanne 5 du skid blizzard.
• t2 Fermeture de la vanne 5 de skid blizzard.
• t f Fin de l’essai.
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Grandeur mesurée Symbole Expression Unité
Débit principal moyen ⟨m˙k⟩
1
t1− t0
∫ t1
t0
m˙k.dt kg.h−1
Température de l’essai ⟨Tk⟩
1
t1− t0
∫ t1
t0
Tk.dt ◦C
Volume d’eau injecté ⟨Vw⟩ 10
6
3600
1
ρk
1
t2− t1
∫ t2
t1
m˙
′
k.dt mL
Concentration massique ⟨Ym⟩
1
t2− t1
∫ t2
t1
m˙
′
k
m˙k
ρw
ρk
+ m˙
′
k
.dt ppm
Perte de charge totale ∆p (pin− pout)(t f ) mbar
Perte de charge glace ∆pi ∆p− (pin− pout)(t0) mbar
TABLE 3.2 – Grandeurs physiques dérivées.
Conditions expérimentales
• Température : les essais de colmatage ont été réalisés sur une plage variant entre
−40± 2◦C et −20± 2◦C . Les essais de givrage ont été réalisés aux alentours de
−12±3◦C . La température de l’eau contenue dans les doseurs du skid blizzard doit
être supérieure à 0◦C afin de prévenir toute solidification avant l’injection. L’eau n’a
pas été conditionnée car la température ambiante au moment des essais répondait à
ce critère.
• Concentration : la concentration volumique cible pour le colmatage est de 10 000
ppm. Les essais de givrage ont été réalisés à des concentrations de l’ordre de 2000
ppm. Comme la masse volumique varie avec la température, il est préférable de
considérer un titrage massique :
Ym =
m˙w
m˙k+ m˙w
=
m˙
′
k
m˙k
ρw
ρk
+ m˙
′
k
(3.4)
• Débit : le débit dans la veine principal est compris entre 500 et 4500 kg.h−1. Afin
d’avoir le titre massique souhaité, le débit dans la conduite secondaire est déterminé
selon la relation :
m˙
′
k = m˙k
ρw
ρk
Ym
1−Ym (3.5)
• Pression : la pression dans la veine d’essai ainsi que dans la cuve du skid blizzard
ne doit pas dépasser les 10 bars. En pratique, le déverseur de la pompe volumétrique
limite la pression dans la veine à 7 bars.
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3.2.2 Campagne expérimentale
100 essais ont été réalisés cours des cinq semaines de la campagne expérimentale.
L’ensemble 1 des données temporelles, brutes et filtrées, peut être consultée dans l’annexe
F. Les essais sont organisés en 7 séquences, présentées dans les paragraphes suivants.
Les grandeurs dérivées définies précédemment sont données pour chaque essai, ainsi que
l’identifiant de la cible utilisée. Celles-ci sont numérotées de 1 à 7 :
1. Diaphragme
2. ⊗ ∼ 600 perçages de petit diamètre
3. ◦ ∼ 300 perçages de diamètre intermédiaire
4. • ∼ 150 perçages de grand diamètre
5. ⊡ ∼ 20 lumières de petite taille
6. ⊠ ∼ 10 lumières de taille intermédiaire
7. Crépine filtrante
R Pour des raisons de secret industriel, les dimensions précises des géométries em-
ployées ne peuvent pas être divulguées.
Séquence 1 : Mise au point
La première séquence comprend 16 essais (table 3.3). Son objectif est la prise en
main du banc : montage et démontage efficace des cibles, mise en place des différents
protocoles expérimentaux, manipulation du skid blizzard, comportement du banc pour
des volumes de glace de plus en plus importants, configuration de la camera rapide (Posi-
tionnement dans le caisson, ouverture du diaphragme, distance focale...).
Id Cible m˙k (kg.h−1) Vw (mL) Ym (ppm) Tk (◦C ) ∆P (mbar) ∆Pi (mbar)
1 1 1 070,5 8,6 9 559,2 −21,5 36,7 1,0
6 6 1 020,9 6,4 7 934,9 −22,0 29,5 1,0
7 6 1 018,0 5,5 9 794,3 −22,1 29,3 1,0
8 6 959,9 7,8 7 629,9 −21,8 31,2 1,0
9 6 2 007,1 11,2 6 539,3 −22,4 48,6 1,0
10 6 1 015,5 26,3 8 887,5 −22,3 42,1 1,0
11 6 1 005,3 25,6 10 027,7 −32,0 39,0 1,3
12 7 1 037,2 2,2 6 007,8 −31,3 41,2 1,0
13 7 1 032,2 4,1 7 940,4 −31,5 41,1 1,0
14 7 1 018,5 8,9 8 889,7 −31,5 68,7 27,8
15 7 998,1 17,8 10 092,5 −31,5 70,1 1,0
16 7 651,2 36,6 16 045,5 −30,1 899,2 844,3
TABLE 3.3 – Séquence 1 - Mise au point.
Séquence 2 : Exploration du plan d’expérience
La seconde séquence comprend 35 essais (table 3.4). Son objectif est d’explorer autant
que possible l’espace des paramètres expérimentaux en faisant varier pour 5 géométries
différentes les paramètres m˙k , Tk,Cw et Vw.
1. A l’exception de quelques essais ayant subi des erreurs d’acquisition ou de manipulation.
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Id Cible m˙k (kg.h−1) Vw (mL) Ym (ppm) Tk (◦C ) ∆P (mbar) ∆Pi (mbar)
17 4 1 029,4 12,8 9 166,0 −30,4 36,4 1,1
18 3 1 033,6 12,1 9 468,9 −28,0 38,1 1,2
19 2 1 028,4 12,2 8 540,7 −30,6 627,4 588,5
20 4 1 062,9 13,0 9 120,4 −29,7 34,1 1,0
21 3 1 021,6 11,9 8 869,1 −30,7 43,6 5,7
23 6 1 007,6 10,8 9 575,8 −28,7 32,3 1,0
24 5 1 001,4 10,8 9 601,0 −30,6 33,3 1,0
25 5 3 036,4 12,5 6 969,4 −33,0 57,8 2,7
26 6 2 982,9 11,4 8 070,4 −31,2 52,0 1,0
27 4 2 961,4 15,1 6 920,3 −31,4 64,0 10,2
28 3 3 017,2 8,2 6 216,1 −31,3 101,5 32,2
29 2 2 983,2 11,9 7 892,5 −31,5 2 920,0 2 850,0
30 6 3 003,7 29,0 8 843,4 −30,8 2 197,4 2 146,7
31 5 2 947,6 32,6 8 895,4 −31,4 7 133,1 7 077,8
32 4 3 046,0 32,2 9 140,9 −31,0 925,5 864,2
33 3 2 986,7 32,3 9 371,4 −30,2 6 749,5 6 677,3
34 2 2 007,5 19,3 8 619,6 −30,0 7 133,3 7 065,1
35 6 1 038,6 19,7 8 471,5 −20,2 31,1 1,0
36 5 1 036,5 13,9 8 671,7 −20,6 34,2 1,0
37 3 1 607,2 30,3 9 746,6 −21,5 37,7 1,0
38 3 1 532,8 15,6 9 063,5 −40,7 865,6 819,8
39 3 1 511,0 17,8 8 958,8 −40,7 890,4 842,2
40 3 1 552,8 24,7 8 479,2 −41,4 1 422,8 1 373,7
41 3 1 490,0 24,4 9 134,4 −19,2 36,7 1,0
44 3 2 008,2 20,1 4 908,0 −19,0 42,9 1,0
45 3 1 038,3 20,4 10 163,4 −19,3 32,5 1,0
46 4 2 013,3 23,0 9 711,4 −40,4 45,2 1,0
47 4 2 051,9 25,0 9 055,5 −40,4 43,3 1,0
48 4 2 530,2 38,6 7 896,0 −41,2 46,8 1,5
49 4 3 025,0 37,8 6 384,7 −41,9 68,9 11,6
50 4 3 008,0 36,9 3 414,5 −41,8 2 243,5 2 186,7
51 3 2 498,2 18,7 7 418,5 −41,2 78,7 18,6
TABLE 3.4 – Séquence 2 - Exploration du plan d’expérience.
Les deux graphes suivants offrent un panorama de l’ensemble des essais réalisés lors
de la séquence 2. Ces résultats sont à première vue difficilement lisibles, avec des pertes
de charges importantes pour de faibles débits, ou au contraire des pertes de charge faibles
pour des débits élevés, et cela sans corrélation avec le volume d’eau injecté (figure 3.14).
La seule tendance est qu’une température de kérosène basse semble est plus pénalisant
(figure 3.15).
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FIGURE 3.14 – Perte de charge en fonction du débit de kérosène dans la veine principale,
pour la séquence 2. L’échelle de couleur correspond au volume d’eau injecté.
FIGURE 3.15 – Perte de charge en fonction du débit de kérosène dans la veine principale,
pour la séquence 2. L’échelle de couleur correspond à la température de l’essai.
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Séquence 3 : Plan restreint pour la cible 4
Puisqu’aucune tendance claire ne se dégage de la séquence 2, il a été décidé de res-
treindre l’espace des paramètres et de se focaliser sur les cibles 3 et 4. La troisième sé-
quence comprend 15 essais (table 3.5). Elle se concentre sur le colmatage de la cible
4 dans les conditions perçues comme les plus critiques, c’est à dire une température au
voisinage de -40◦C et une concentration massique de 8500 ppm.
Id Cible m˙k (kg.h−1) Vw (mL) Ym (ppm) Tk (◦C ) ∆P (mbar) ∆Pi (mbar)
52 4 1 990,9 19,3 8 920,7 −41,2 1 611,7 1 566,1
53 4 2 513,1 20,9 8 976,4 −41,7 1 226,9 1 177,3
54 4 3 058,3 18,7 7 349,4 −44,4 517,2 455,7
55 4 3 546,6 19,5 8 180,8 −45,3 221,9 157,4
56 4 4 076,4 21,8 7 949,3 −45,9 129,1 61,6
57 4 1 989,9 29,3 9 538,6 −41,3 4 079,9 4 028,7
58 4 2 504,1 29,5 9 336,7 −41,6 1 545,5 1 492,5
59 4 3 030,7 30,3 9 133,0 −42,2 691,2 634,5
60 4 3 561,5 29,8 8 535,2 −40,4 393,0 344,9
61 4 4 008,4 30,8 9 138,0 −41,4 244,7 176,8
62 4 1 960,9 38,4 10 121,6 −41,8 7 133,3 7 088,5
63 4 2 556,5 39,6 9 370,6 −40,3 1 280,9 1 233,3
64 4 3 035,5 38,7 9 277,5 −40,6 791,0 737,5
65 4 3 528,9 37,0 8 338,6 −41,9 614,0 554,3
66 4 4 039,1 37,9 9 040,6 −41,2 368,3 303,1
TABLE 3.5 – Séquence 3 - Plan restreint pour la cible 4.
FIGURE 3.16 – Perte de charge en fonction du débit pour de la séquence 3.
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Séquence 4 : Plan restreint pour la cible 3
Les résultats de la sequence 3 montrent une diminution de la perte de charge lorsque
le débit augmente. Ce comportement est inattendu. La quatrième sequence a été réalisée
dans les mêmes conditions de concentration, de température et de débit afin de confirmer
ce comportement. Elle comprend 16 essais (table 3.6) effectués avec la cible 3 dont les
orifices sont plus petits.
Id Cible m˙k (kg.h−1) Vw (mL) Ym (ppm) Tk (◦C ) ∆P (mbar) ∆Pi (mbar)
67 3 1 854,3 19,2 9 250,8 −40,2 7 133,3 7 088,0
68 3 2 463,9 20,1 9 381,0 −40,3 5 599,7 5 541,0
69 3 3 007,1 20,0 8 228,3 −40,8 1 953,4 1 888,5
70 3 3 532,0 19,0 8 346,3 −42,9 1 531,2 351,9
71 3 4 050,5 17,9 6 204,8 −43,3 419,4 322,6
73 3 2 209,1 29,7 10 001,8 −40,4 6 950,0 6 892,8
74 3 3 033,1 29,7 8 974,7 −39,9 4 303,7 4 240,3
76 3 4 008,5 25,3 7 132,7 −40,8 1 059,6 974,9
77 3 1 798,2 14,6 8 837,4 −40,2 6 656,1 6 603,5
78 3 2 456,3 16,9 8 411,5 −38,6 5 967,9 5 909,8
79 3 3 036,8 15,0 7 709,0 −41,4 1 225,0 1 159,0
80 3 3 513,5 15,9 8 523,2 −41,3 928,3 852,9
81 3 3 922,0 14,0 7 541,7 −41,8 561,1 476,1
82 3 3 872,4 39,3 9 047,0 −41,7 1 820,3 1 734,4
TABLE 3.6 – Séquence 4 - Plan restreint pour la cible 3.
FIGURE 3.17 – Perte de charge en fonction du débit pour de la séquence 4.
52 Chapitre 3. Expérimentation
Les résultats de la quatrième séquence sont plus dispersés mais confirment la tendance
observée précédemment (figure 3.17) : la perte de charge augmente lorsque le débit dimi-
nue ou que la quantité d’eau injectée augmente. La comparaison de l’état final des cibles
3 et 4, pour des débits de 2000 et 4000 kg.h−1 et un volume d’eau injecté au voisinage de
20 ml permet de comprendre ce comportement (figure 3.18).
Les photographies montrent un colmatage total de la cible pour les débits les plus
faibles, et un colmatage partiel pour les débits élevés. Ce phénomène peut être expliqué
par la faible adhérence de la glace en cisaillement évoqué dans le chapitre 2. Les ori-
fices colmatés forment un milieu poreux au travers desquels le carburant s’écoule. Les
gradients de vitesse donnent lieu à des contraintes en cisaillement qui augmentent avec le
débit. Elles provoquent la libération des particules et agrégats de glace au-delà d’un seuil
critique qui dépend de la géométrie de la cible.
(a) Cible 4 : m˙k = 2000 kg.h−1 (b) Cible 4 : m˙k = 4000 kg.h−1
(c) Cible 3 : m˙k = 2000 kg.h−1 (d) Cible 3 : m˙k = 4000 kg.h−1
FIGURE 3.18 – Visualisation de la cible à la fin des essais : 52 (a) 56 (b) 67 (c) et 81 (d).
R La libération des orifices peut être très bien observée dans les enregistrements vidéo
réalisés lors des essais. Ce phénomène va dans le sens d’études menées par airbus
sur l’accumulation de glace dans les parois de canalisations.
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Séquence 5 : Colmatage d’une crépine
L’objectif de cette séquence est d’étudier le colmatage d’une crépine filtrante. De très
petits volumes d’eau suffisent pour atteindre la perte de charge maximale de 7 bars tolérée
par le banc, aussi la séquence 5 ne comprend que 3 essais (table 3.7).
Id Cible m˙k (kg.h−1) Vw (mL) Ym (ppm) Tk (◦C ) ∆P (mbar) ∆Pi (mbar)
84 7 1 468,5 4,9 9 151,7 −40,2 7 133,3 7 040,6
85 7 2 198,3 4,8 8 746,3 −42,8 7 133,3 6 852,9
86 7 2 634,7 7,0 9 237,7 −42,8 7 133,3 6 743,6
TABLE 3.7 – Séquence 5 - Colmatage d’une crépine.
Les photographies de la cible 7 au cours du colmatage montrent que la glace se dépose
uniquement sur la face de la crépine (figure 3.19). En fin d’essai, la glace forme une
couche assez régulière, dont l’épaisseur est estimée à 2 mm. Les essais de la séquence 5
montrent que la glace est assez peu perméable.
(a) t = 0. s (b) t = 1. s
(c) t = 10. s (d) t = 20. s
FIGURE 3.19 – Colmatage de la cible 7 lors de l’essai 84.
L’enregistrement vidéo montre qu’au début de l’essai, les particules les plus fines
traversent la crépine. Par la suite, des particules de glace de plus grand diamètre sont
piégées par la grille, et vont favoriser l’adhérence de plus petites particules, réduisant de
fait la perméabilité du milieu poreux.
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Séquence 6 : Influence de la buse d’injection
Lors des séquences 1 à 5, la pulvérisation de l’eau dans l’écoulement de kérosène se
fait au moyen d’une buse A. L’objectif de cette séquence de 8 essais (table 3.8) est de
reproduire quelques essais de colmatage pour les cibles 3 et 4, mais en utilisant une buse
B de plus petit diamètre. L’utilisation de cette buse limite cependant la gamme du débit
m˙k pour laquelle une concentration massique de 8500 ppm peut être obtenue.
Id Cible m˙k (kg.h−1) Vw (mL) Ym (ppm) Tk (◦C ) ∆P (mbar) ∆Pi (mbar)
87 4 1 989,8 21,0 9 411,3 −42,1 54,5 9,0
88 4 2 030,0 30,5 9 252,8 −41,9 61,8 15,5
89 4 3 033,3 30,6 6 937,0 −43,1 56,7 1,0
90 4 1 080,3 29,7 9 980,3 −41,9 1 045,4 1 011,4
91 3 2 017,4 34,0 9 527,5 −39,9 167,6 106,0
92 3 2 485,1 30,3 9 054,0 −41,2 81,2 14,3
93 3 1 477,1 29,1 10 028,0 −40,2 905,5 853,1
94 3 1 041,7 20,2 8 420,4 −39,2 6 733,3 6 690,9
TABLE 3.8 – Séquence 6 - Influence de la buse d’injection.
Tout comme pour les séquences 3 et 4, les résultats de la sequence 6 montrent une
diminution de la perte de charge lorsque le débit augmente. Il est intéressant de comparer
la perte de charge liée à la glace ∆Pi pour quelques essais réalisés dans des conditions ex-
périmentales similaires (volume d’eau injecté, débit principal et température), mais avec
les deux types de buse (table 3.9).
La perte de charge est nettement inférieure lorsque la buse B est utilisée. En effet, pour
un débit injecté donné, l’utilisation d’une buse de petit diamètre nécessite une différence
de pression de part et d’autre de la buse plus importante, et conduit à la pulvérisation de
gouttelettes plus fines.
Cible m˙k (kg.h−1) Vw (mL) Id ∆Pi Buse B Id ∆Pi Buse A
4 2000 30 88 15 57 4000
4 3000 30 89 0 59 600
3 2000 30 91 100 73 6800
3 2500 30 92 15 74 4200
TABLE 3.9 – Perte de charge liée au dépôt de glace pour deux diamètres de buse.
Le colmatage d’une crépine observé précédemment suggère que la taille des particules
de glace est importante dans la dynamique du blizzard. Les essais réalisés lors de cette
séquence viennent renforcer cette hypothèse. Le pouvoir colmatant des particules de glace
est au moins partiellement lié à leur taille.
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Séquence 7 : Givrage à faible concentration
La sequence 7 comprend 6 essais (table 3.10). Son objectif est d’étudier le colmatage
des cibles en conditions givrantes, c’est-à-dire pour des températures comprises entre -10
et -15◦C et des concentrations faibles. L’injection a été réalisée au moyen de la buse de
plus petit diamètre disponible, permettant d’atteindre une concentration de 1500± 200
ppm pour un débit carburant de 4500 kg.h−1.
Id Cible m˙k (kg.h−1) Vw (mL) Ym (ppm) Tk (◦C ) ∆P (mbar) ∆Pi (mbar)
95 3 4 537,0 62,1 1 319,7 −14,8 2 177,7 2 094,0
96 3 4 523,5 61,5 1 685,6 −9,9 1 893,9 1 799,2
97 3 4 524,0 27,5 1 316,1 −9,6 973,0 889,6
98 4 4 506,7 28,0 1 497,5 −10,0 129,5 60,4
99 6 4 510,6 29,0 1 648,1 −10,0 132,2 64,7
100 5 4 497,8 21,6 1 390,8 −9,5 190,2 116,8
TABLE 3.10 – Séquence 7 - Givrage à faible concentration.
Les photographies de la cible 3 au cours de son colmatage (figure 3.20) montre une
glace translucide, caractéristique de la solidification de gouttelettes d’eau en surfusion.
(a) t = 43. s (b) t = 48. s
(c) t = 53. s (d) t = 58. s
FIGURE 3.20 – Givrage de la cible 3 lors de l’essai 96.
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3.3 Exploitation des résultats
Les essais de colmatage réalisés dépendent de nombreux paramètres contrôlés (débit,
température du kérosène, volume d’eau injecté, géométrie) et non contrôlés (pulvérisa-
tion, flux thermiques). La large gamme de débits et de volumes d’eau étudiée montre une
grande variabilité de la perte de charge (figure 3.21).
FIGURE 3.21 – Panorama des essais réalisés dans le plan (m˙k,Vw). L’échelle de couleur
correspond à la perte de charge.
L’exploitation des résultats d’essais peut être abordée sous plusieurs angles. Les ma-
thématiques offrent de nombreux outils d’interpolation et de régression qui permettent de
construire une fonction à partir d’un nombre fini de valeurs. Par exemple, les régressions
linéaires ou autres méthodes basées sur les moindres carrés sont souvent utilisées pour la
recherche de lois empiriques à partir de données expérimentales.
Les méthodes d’analyse statistique permettent de traiter une masse de données impor-
tante afin d’en dégager une structure et une information statistique globale. Cette disci-
pline rencontre de plus en plus de succès ces dernières années en raison d’une demande
commerciale résultant de l’explosion quantitative des données numériques 1, et grâce aux
progrès de l’informatique qui apporte une réponse à cette demande.
1. "Big Data" est devenu son expression consacrée.
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3.3.1 Analyse en composantes principales
Lorsqu’on étudie un phénomène dépendant d’un nombre important de variables quan-
titatives, la représentation graphique ne se fait plus dans un plan, mais dans un espace
de dimension plus importante. L’objectif de l’Analyse en Composantes Principales (PCA)
est d’effectuer une transformation réduisant le nombre de dimensions pour obtenir la re-
présentation la plus pertinente possible des données initiales [1]. La PCA est appliquée
à l’ensemble des données d’essais (table 3.11). Il est difficile d’interpréter physiquement
les composantes principales obtenues, ce qui est le signe d’une grande corrélation entre
les variables statistiques.
Comp. Valeur propre ∆pi Qk Vw Cw Tk Tw
1 2.1315999 0.284 -0.527 -0.398 0.523 -0.219 -0.400
2 1.3731131 -0.640 -0.403 -0.422 -0.045 0.460 0.184
3 1.3629392 0.326 0.0622 -0.146 -0.442 0.567 -0.592
4 0.6629717 -0.024 0.380 -0.748 -0.324 -0.433 0.038
5 0.2994276 0.619 -0.312 -0.154 -0.199 0.164 0.654
6 0.1699486 0.132 0.559 -0.241 0.619 0.449 0.160
TABLE 3.11 – Variables statistiques et composantes principales.
Les essais projetés dans l’espace des composantes principales sont appelés signaux.
L’étude des signaux projetés dans le plan des composantes 1 et 2 (figure 3.22) permet de
d’identifier quelques groupes : les essais pour lesquels le colmatage est important et la
perte de charge dépasse les 7 bars, les essais réalisés à des températures comprises entre
-20◦C et -30◦C lors de la séquence 2 et les essais de givrage.
FIGURE 3.22 – Analyse PCA : composantes 1 et 2.
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L’étude des signaux projetés dans le plan des composantes 1 et 2 permet d’identifier
les essais de givrage, ainsi que quelques artefacts expérimentaux (figure 3.23).
FIGURE 3.23 – Analyse PCA : composantes 1 et 3.
FIGURE 3.24 – Analyse PCA : composantes 2 et 3.
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3.3.2 Régression polynomiale
Les résultats expérimentaux sont entachés de bruit et d’erreurs de mesure. La régres-
sion linéaire est une technique statistique facilitant l’analyse et la modélisation.
Éléments théoriques
La régression polynomiale est une forme de régression linéaire dans laquelle la rela-
tion entre les variables indépendantes et la variable indépendante y est modélisée par un
polynôme d’ordre n [1]. Si une variable x est comprise dans l’intervalle [xmin,xmax], la
plage et la moyenne sont définis comme suit :
∆x= 12 (xmax− xmin) x¯= 12 (xmax+ xmin)
Dans la présente application de la régression polynomiale, les variables indépendantes
sont centrées et réduites afin de varier entre un niveau haut (+1) et un niveau bas (-1). Les
relations entre une variables indépendantes et une variable centrée réduite x˜ sont :
x˜=
x− x¯
∆x
x= x˜∆x+ x¯
La forme générale du polynôme modélisant le phénomène physique est :
y= a0+
Nc−1
∑
i=1
ai
Nv
∏
j=1
x˜
ei j
j + ε (3.6)
Le terme d’écart ε regroupe deux effets. Le premier est le manque d’ajustement, lié
au fait que le modèle est fort probablement différent des lois qui régissent réellement le
phénomène étudié. Le second est lié à nature aléatoire de la réponse entachée d’erreurs
expérimentales. Les termes ai sont les Nc coefficients du modèle mathématique adopté
a priori. Ils ne sont pas connus l’objectif est de les calculer à partir des résultats des
expériences. Les termes x˜ j sont les Nv variables indépendantes, d’exposants ei j dont les
valeurs sont connues. Le produit des x˜ peut être calculée et l’équation (3.6) exprimée sous
forme vectorielle :
y= x˜ ·a+ ε (3.7)
Avec :
a=


a0
a1
a2
...
aNc


T
x˜=


1
∏ x˜
e1 j
1
∏ x˜
e2 j
2
...
∏ x˜
eNc j
Nc


Un système d’équations est donc obtenu a partir d’une série d’essais. Il peut s’écrire
sous forme matricielle :
Y= Xa+ ε (3.8)
Le vecteur des coefficients de la régression polynomial est estimé au sens des
moindres carrés :
aˆ=
(
XTX
)−1
XTY (3.9)
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La régression polynomiale a des limitations qu’il faut garder à l’esprit :
• L’estimateur aˆ est optimal par rapport a une base de donnée, le modèle n’est donc
pertinent que sur une plage limitée de valeurs.
• Le comportement du modèle est déterminé par le choix des exposants non nuls, qui
définissent l’ordre de la base polynomiale. La non-linéarité du modèle dépend donc
de l’exposant le plus élevé du polynôme.
• Il est généralement difficile d’interpréter les valeurs des coefficients, car les mo-
nômes sous-jacents au polynôme peuvent être fortement corrélés.
Application aux essais de colmatage
L’application de la régression polynomiale à ces essais commence par le choix des
variables indépendantes. Après de nombreux essais, le vecteur retenu est :
x=
[⟨m˙k⟩ ⟨Vw⟩ ⟨Tk⟩] (3.10)
La variable indépendante retenue est la perte de charge. Le polynôme est de la forme :
∆p= a0+
Nc−1
∑
i=1
ai.x˜
e1i
1 .x˜
e2i
2 .x˜
e3i
3 (3.11)
Le nombre de coefficients de la base polynomiale dépend des exposants des variables
dépendantes. Une base d’ordre 2 possédant 12 coefficients a été retenue (table 3.12).
i 1 2 3 4 5 6 7 8 9 10 11
e1i 1 2 0 0 0 1 2 1 2 1 2
e2i 0 0 0 0 1 1 1 0 0 0 0
e3i 0 0 1 2 0 0 0 1 1 2 2
TABLE 3.12 – Exposants de la base polynomiale d’ordre 2.
Le choix et la taille de la base de donnée, c’est-à-dire des couples (y,x), vont directe-
ment impacter la qualité de la régression polynomiale. Des résultats d’essai sans injection
d’eau ont été ajoutés aux données issues des tests de colmatage. La qualité des reconstruc-
tions en a été grandement améliorée.
La régression polynomiale offre une fonction analytique permettant de construire des
abaques afin de mieux visualiser la perte de charge causée par la glace, en fonction du
débit, du volume d’eau injecté et de la température. Les abaques des cibles 3 et 4 sont
tracées pour un volume d’eau injecté variant de 0 à 50 mL et -40◦C (figure 3.25). Les
points expérimentaux sont également représentés sous forme de losanges, et colorés en
fonction du volume d’eau.
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(a) Cible 3.
(b) Cible 4.
FIGURE 3.25 – Régression polynomiale et données expérimentales - Perte de charge en
fonction du débit pour plusieurs volumes à -40◦C .
Il est aussi possible de construire des cartographie, par exemple pour la perte de charge
en fonction du débit et du volume (figure 3.26). Les abaques et cartographies peuvent être
intégrées à des modèles globaux du système carburant afin d’étudier son comportement
en cas de colmatage.
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(a) Cible 3.
(b) Cible 4.
FIGURE 3.26 – Cartographie de la perte de charge en fonction du débit et du volume, à
-40◦C . Les courbes correspondent aux iso-valeurs et les points aux données d’essai.
R Les régressions polynomiales sont très intéressantes : pour une géométrie donnée,
une quinzaine d’essais suffisent à obtenir un modèle mathématique utile au travail
de l’ingénieur.
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3.3.3 Modèle pour le colmatage partiel
La modélisation physique peut apporter des informations complémentaire aux essais
et d’éclairer l’influence des paramètres physiques qui seront utilisés par la suite dans les
simulations numériques. Les essais ont montré que la proportion de la section passante
d’une cible colmatée par la glace détermine le niveau de la perte de charge.
Pour modéliser le colmatage, une cible située dans une conduite dans laquelle circule
un débit V˙ de carburant est considérée (figure 3.27). La cible, de surface S, est partielle-
ment couverte d’un dépôt de glace de volume Vg.
e
α
∆p
V˙1
V˙2
S
FIGURE 3.27 – Modèle physique pour le colmatage partiel.
Une fraction du débit V˙1 traverse la section non colmatée de surface S1, et une fraction
V˙2 traverse la section colmatée de surface S2 . La fraction de la surface obstruée par la
glace est notée α . Les sections S1 et S2 peuvent être exprimées en fonction de S :{
S1 = (1−α)S
S2 = αS
(3.12)
La dérivation du modèle commence par la modélisation de la perte de charge singu-
lière au niveau de la cible non colmatée, notée ∆ps :
∆ps = KSρ
(
V˙1
S1
)2
(3.13)
Où ρ désigne la masse volumique du fluide, et le termeKS est un coefficient de perte de
charge singulière, sans dimensions. La perte de charge associée à la section non colmatée
∆p1 peut des-lors être exprimée :
∆p1 = KSρ
(
V˙1
(1−α)S
)2
(3.14)
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La perte de charge supplémentaire causée par le colmatage est donné par la loi de
Darcy-Forchheimer, qui modélise la perte de charge d’un fluide en écoulement dans un
milieu poreux :
∇p=−µ
K
vd− ρK′ v
2
d (3.15)
Où ∇p est le gradient de pression au sein du milieu poreux, est la viscosité dyna-
mique du fluide, vd la vitesse de Darcy et K,K′ sont deux coefficients correspondants
aux régimes visqueux et inertiels. La vitesse de Darcy est liée au débit volumique et à la
section colmatée de la par la relation :
vd =
V˙2
S2
(3.16)
L’épaisseur e moyenne de l’accrétion est estimée à partir du volume de glace et de la
surface colmatée :
e=
Vg
αS
(3.17)
La perte de charge associée à la section colmatée ∆p2 est modélisée par la combinai-
son de la perte de charge dans l’accrétion et d’une perte de charge singulière :
∆p2 = e∇p+∆ps =
Vg
αS
(
µ
K
V˙2
αS
+
ρ
K′
(
V˙2
αS
))
+KSρ
(
V˙2
αS
)2
(3.18)
La perte de charge de part et d’autre de la cible est supposée identique pour la zone
colmatée et la zone non colmatée : ∆p1 = ∆p2, ce qui permet d’obtenir l’équation du
modèle :
KSρ
(
V˙1
(1−α)S
)2
= KSρ
(
V˙2
αS
)2
+
Vg
αS
(
µ
K
V˙2
αS
+
ρ
K′
(
V˙2
αS
))
(3.19)
La masse volumique est supposée constante. La conservation de la masse implique
alors la conservation des débits volumiques V˙ = V˙1+ V˙2. Cette égalité permet d’éliminer
V˙1 de l’équation (3.19) :
KSρ
(1−α)2 S2
(
V˙ 2+V˙ 22 −2V˙V˙2
)
=
KSρ
α2S2
V˙ 22 +
µ
K
V
α2S2
V˙2+
ρ
K′
Vg
α3S3
V˙ 22 (3.20)
Chaque membre de l’équation (3.20) est multipliée par α2S2/ρ :
KS
α2
(1−α)2
(
V˙ 2+V˙ 22 −2V˙V˙2
)
= KSV˙
2
2 +
µVg
ρK
V˙2+
Vg
K′
1
αS
V˙ 22 (3.21)
L’équation (3.21) est rendue adimensionnelle en la divisant par V˙ 2 :
KS
α2
(1−α)2
(
1+
V˙ 22
V˙ 2
−2V˙2
V˙
)
= KS
V˙ 22
V˙ 2
+
µVg
ρK
V˙2
V˙
+
Vg
K′
1
αS
V˙ 22
V˙ 2
(3.22)
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R KV˙/V a la dimension d’une surface divisée par un temps, c’est-à-dire d’une vitesse
multipliée par une longueur. Un "Nombre de Reynolds poreux" peut être défini par
Rep = ρKV˙/µVg
Deux coefficient de perte de charge sont définis :
KD =
µVg
ρKV˙
(3.23)
KF =
Vg
K′
1
αS
(3.24)
Ainsi qu’un coefficient de colmatage Cα :
Cα =
α2
(1−α)2 (3.25)
Enfin, la fraction du débit total passant par la zone colmatée est définie par f
f =
V˙2
V˙
(3.26)
Ces coefficients sont introduits dans l’équation (3.22) :
KS f
2+KD f +KF f
2 =CαKS
(
1+ f 2−2 f ) (3.27)
Le réarrangement des termes fait apparaitre un polynôme de f d’ordre 2 :
[KS+KF −CαKS] f 2+[KD+2CαKS] f −CαKS = 0 (3.28)
La solution de l’équation (3.28) est :
f =
2KS
(√
A−Cα
)
−KD
2KS (1−Cα)+2KF (3.29)
Avec :
A=Cα
(
1+
KF
KS
+
KD
KS
)
+
1
4
(
KD
KS
)2
> 0 (3.30)
Finalement, la perte de charge a pour expression :
∆p= ρ
V˙ 2
S2
KS
(
1− f
1−α
)2
= ρ
V˙ 2
S2
[
KS+KF +
KD
f
](
f
α
)2
(3.31)
Cette équation permet d’étudier la relation entre la fraction du débit traversant le mi-
lieu poreux et la fraction de la surface colmatée, et l’effet des différents paramètres.
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Dans un premier temps, le régime inertiel est négligé (KF = 0) et les courbes f (α)
sont tracées pour plusieurs valeurs de perméabilité K (figure 3.28).
FIGURE 3.28 – Influence de K sur la fraction du débit traversant le milieu poreux.
Dans un second temps, le régime visqueux est négligé (KD = 0) et les courbes f (α)
sont tracées pour plusieurs valeurs du coefficient de Forchheimer K′ (figure 3.29).
FIGURE 3.29 – Influence de K′ sur la fraction du débit traversant le milieu poreux.
Dans les deux cas, le comportement observé est fortement non linéaire, en particulier
pour des valeurs de α supérieures à 0,5. La non linéarité est imputable à la fonction Cα
(figure 3.30). La fraction f est plus sensible au coefficient de Darcy qu’au coefficient de
Forchheimer.
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FIGURE 3.30 – FonctionCα(α).
L’absence de colmatage correspond à un volume de glace nulle. Les coefficients KD
et KF sont alors nuls et l’équation (3.29) s’écrit :
f =
√
Cα −Cα
1−Cα (3.32)
Cette fonction n’est pas définie pour α = 0, mais sa limite est 0 lorsque Cα → 0.
Lorsque Cα devient très petit, ∆p dépend donc principalement de la perte de charge sin-
gulière, ce qui est cohérent. L’influence de la fraction de colmatage α peut être étudiée
en fixant les autres paramètres (figure 3.31). La proportion f du débit traversant le milieu
poreux est une fonction de α , mais également du débit total.
FIGURE 3.31 – Fraction du débit traversant le milieu poreux en fonction du débit.
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L’équation (3.31) permet d’étudier l’évolution de la perte de charge en fonction du
débit, et l’influence du paramètre α . La flèche en rouge représente le niveau de α constaté
lors des essais (figure 3.32). La prise en compte de la fraction colmatée montre une di-
minution de la perte de charge lorsque le débit croit, sur la plage 1500-4000 kg.h−1. Le
modèle décrit donc bien les dynamiques constatées lors des essais.
FIGURE 3.32 – Influence de la fraction α sur la fonction ∆p
(
V˙
)
.
La fraction α n’est pas un paramètre mesuré, il est au mieux estimé en exploitant les
données d’essai, avec une faible précision (±10%). Cependant une variation de l’ordre de
1% peut avoir des conséquences importantes sur l’ordre de grandeur de ∆p. De plus, la
fraction colmatée dépend d’une combinaison entre la géométrie de la buse, la géométrie
de la cible, la concentration d’eau et la température. Il est donc très hasardeux d’estimer
K et K′ sur la base des essais réalisés.
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Discussion
Le colmatage des systèmes carburant de turboréacteurs par des suspensions de parti-
cules de glace est une problématique importante mais encore mal comprise. Cela tient à
la complexité du phénomène, dont la physique est influencée par de nombreux facteurs :
• L’accrétion dépend de la concentration d’eau dans le carburant, de l’évolution de sa
température, de la surfusion de gouttelettes d’eau, d’échanges thermiques entre les
parois, le carburant et les cristaux de glace.
• La libération de la glace résulte des contraintes exercées par l’écoulement du carbu-
rant ou les vibrations de l’avion au cours du vol. Les conditions de formation de la
glace ont un rôle important sur sa limite de rupture.
• Le transport des particules dépend des propriétés du fluide (densité, viscosité) et
des particules (taille, forme, porosité). La dynamique de l’écoulement, souvent tur-
bulent, modifie les trajectoires des particules.
• Le colmatage dépend de la géométrie des composants hydrauliques considérés, des
conditions d’écoulement, du volume et des propriétés de la suspension provenant
du système carburant avion.
La modélisation complète d’un blizzard, quand bien même serait-elle possible, est
au-delà du cadre de cette thèse. Les présents travaux se concentrent donc sur l’étude du
transport de la glace et le colmatage d’éléments hydrauliques, qui sont les étapes les plus
critiques du phénomène pour SNECMA.
L’un des objectifs de la thèse est l’étude du blizzard au moyen de simulations. Les
prédictions d’un modèle numérique ne présentent d’intérêt que si celui-ci a été préalable-
ment validé. Les seule données expérimentales à disposition sont les résultats issus des
essais de colmatage présentés dans le chapitre 3.
Les processus de certification de plusieurs programmes utilisent dès à présent la sus-
pension de glace générée par le skid blizzard. L’enjeu est donc de développer un modèle
numérique représentatif de la menace reproduite et observé à SNECMA. Les connaissances
et données exposées lors de cette première partie, Observations, permettent de formuler
les premières hypothèses de travail :
Hypothèse 3.1 Les particules de glaces se forment en amont du système carburant
avion et parviennent dans un état solide au niveau des éléments hydrauliques colmatés.
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Cette première hypothèse permet d’éliminer la problématique de la formation de la
suspension de glace, qui est considérée comme une donnée d’entrée.
Hypothèse 3.2 La température est stable et de l’ordre de -40◦C lors des essais. Les
phénomènes de fusion, solidification ou givrage ne sont pas considérés.
La modélisation du changement de phase n’est donc pas nécessaire. Cette hypothèse
permet aussi de supposer constant des propriétés telles que la densité ou la viscosité du
kérosène, qui sont dépendantes de la température.
Hypothèse 3.3 La glace se présente sous la forme d’agrégats constitués de particules
sphériques, dont le rayon est uniformément distribué entre 100 et 500 microns.
Cette hypothèse justifie la modélisation des particules de glaces par des sphères so-
lides. Combinée avec l’hypothèse (3.2), le rayon des particules peut être supposé constant
au cours de la simulation.
Hypothèse 3.4 Les particules sont poreuses, mais peu perméables. Leur fraction so-
lide de glace est de l’ordre de 50%, les pores étant occupes par le kérosène.
Puisqu’aucune perméabilité n’a pu être mesurée, cette hypothèse laisse toute liberté
pour la modélisation des interactions fluide-particules. Elle permet également de détermi-
ner la densité des particules.
Hypothèse 3.5 La menace est caractérisée par la concentration de la suspension
(10000 ppm volumique ou 8500 ppmmassique), et le volume d’eau injecté, ou la durée
de la menace.
Le volume de glace peut être obtenu à partir de la durée d’injection, et réciproquement.
C’est particulièrement important dans le cas de simulations 2D, où la notion de volume
doit être manipulée avec précaution. La quantité de particules dans la simulation peut être
déterminé en se reposant sur la concentration et le temps d’injection.
Hypothèse 3.6 Un aspect important de la dynamique du colmatage est la capacité
des particules d’adhérer aux surfaces solides, entre elles, et de se détacher lorsque les
contraintes sont trop importantes.
L’outil de simulation doit pouvoir prendre en compte ces phénomènes si l’on souhaite
reproduire les phénomènes de colmatage partiel.
Deuxième partie
Modélisation

4. Modélisation de la phase fluide
Résumé
Ce chapitre introduit les éléments théoriques fondamentaux de la dynamique des
fluides et présente les méthodes numériques utilisées pour la modélisation du kérosène.
 Les équations constitutives sont développées dans une première section. Une at-
tention particulière est portée sur les hypothèses introduites : fluide Newtonien, isotropie,
écoulement incompressible.
 La seconde section présente la méthode des volumes finis mise en oeuvre pour
résoudre les équations de Navier-Stokes. Une discrétisation d’ordre faible est proposée
pour l’équation de transport scalaire, puis l’algorithme SIMPLE utilisé pour le couplage
pression-vitesse est expliqué de façon détaillé.
 La problématique de la turbulence est introduite dans une troisième section. La
simulation de tels écoulements nécessite des méthodes numériques ad hoc. Une discré-
tisation d’ordre élevée est proposée, basée sur la méthode des moindres carrés mobiles
(MLS).
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4.1 Équations constitutives
Un fluide est un milieu offrant peu de résistance aux efforts de cisaillement. Les gaz
et les liquides sont deux états de la matière distingués part leur organisation moléculaire :
au sein du gaz, les particules sont faiblement liées, ce qui le rend très compressible, a
l’inverse des liquides, faiblement compressibles. Cependant, ces deux états peuvent être
considérés comme des milieux continus. La mise en mouvement d’un fluide résulte de
l’application de forces extérieurs surfaciques (différences de pression, forces de cisaille-
ment...) ou volumiques (action de la gravité ou de champ magnétiques...). Le comporte-
ment macroscopique d’un fluide dépend de ses propriétés physiques, telles que la densité,
la viscosité, la capacité thermique, la vitesse du son. Ces propriétés sont fonction des
conditions de température et de pression [3].
4.1.1 Lois de conservation
x
y
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∆y
2
ρvx−
∂ρvx
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∂x
∆x
2 Ω
FIGURE 4.1 – Volume de Contrôle
Les équations décrivant le mouvement
des fluides reposent sur des lois de conser-
vations qui peuvent être obtenues en consi-
dérant l’écoulement a l’intérieur d’une ré-
gion Ω de l’espace, ou volume de contrôle.
Soit Φ une grandeur extensive 1 telle que la
masse, la quantité de mouvement ou l’éner-
gie. La grandeur massique φ associée est
définie par :
φ =
dΦ
dm
(4.1)
C’est une grandeur intensive. La quan-
tité de Φ dans un volume de contrôle Ω
s’exprime alors :
Φ =
∫
Ω
ρφdv (4.2)
Conservation de la masse
Soit Ω une région fixe dans l’espace et le temps (figure 4.1), traversée par un écoule-
ment sous la forme d’un champ vectoriel v(x, t). Cette description est dite Eulérienne. Le
taux d’accumulation de matière est simplement égale à la différence des débits entrants et
sortant :
dm
dt
= m˙in− m˙out (4.3)
1. Soit un système physique à l’équilibre et homogène. Une variable extensive est une grandeur qui est
proportionnelle à la taille de ce système. A l’inverse, une variable intensive est une quantité qui ne dépend
pas de la quantité de matière.
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Ces débits peuvent être exprimes en fonction de la masse volumique et de la vitesse
de l’écoulement :
m˙in =
(
ρvx− ∂ρvx
∂x
∆x
2
)
∆y+
(
ρvy− ∂ρvy
∂y
∆y
2
)
∆x+O(∆x,∆y) (4.4)
m˙out =
(
ρvx+
∂ρvx
∂x
∆x
2
)
∆y+
(
ρvy+
∂ρvy
∂y
∆y
2
)
∆x+O(∆x,∆y) (4.5)
Le volume de contrôle Ω est indépendant du temps En remarquant que la grandeur
dérivée de la masse φ = m est φ = 1 la dérivée temporelle (4.3) s’exprime :
dm
dt
=
∫
Ω
∂ρ
∂ t
dv=
∂ρ
∂ t
∆x∆y (4.6)
En combinant les équations (4.4) à (4.6) :
∂ρ
∂ t
∆x∆y=−∂ρvx
∂x
∆x∆y− ∂ρvy
∂y
∆x∆y+O(∆x,∆y) (4.7)
Le passage à la limite de l’équation (4.7) permet d’exprimer la loi de conservation de
la masse sous forme d’une équation aux dérivées partielles :
∂ρ
∂ t
+∇ ·ρv= 0 (4.8)
R Cette équation est dérivée en deux dimensions afin d’illustrer simplement la dé-
marche. L’extension en trois dimensions se fait naturellement. Pour une dérivation
détaillée des equations de Navier-Stokes, nous renvoyons le lecteur vers l’ouvrage
très complet d’Hoffmann [8].
Conservation de la quantité de mouvement
L’équation de conservation de la quantité de mouvement est la seconde loi de Newton
appliquée à un volume de fluide. Cette loi de conservation peut être obtenue la même
démarche que précédemment. Elle s’écrit sous forme différentielle :
∂ρv
∂ t
+∇ · (ρv⊗v) = ∇ ·S+ρf (4.9)
Le premier membre de l’équation correspond à l’accélération d’une masse de fluide,
dans le cadre de la représentation Eulérienne introduite précédemment. Le second
membre de l’équation correspond aux forces exercées sur le fluide.
Les forces volumiques telle que la gravité sont représentées par le vecteur f, et les
forces de surface (pression, effets visqueux...) par le tenseur des contraintes, noté S. Il
s’agit d’un tenseur symétrique d’ordre 2 (figure 4.2) qui défini l’état de contrainte local
d’un matériau.
Dans le cas d’un fluide au repos, les contraintes sont normales et isotropes. Le tenseur
ne dépend alors que de la pression thermodynamique p , et s’exprime simplement :
S=−pI (4.10)
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FIGURE 4.2 – Représentation des six compo-
santes du tenseur des contraintes.
A cause de sa viscosité, un fluide en
mouvement développe des contraintes ad-
ditionnelles en cisaillement. Le tenseur des
contraintes est usuellement décomposé en
deux parties :
S= T− pI (4.11)
Où T est le tenseur des contraintes vis-
queuses qui défini l’état de contrainte dans
le fluide. La modélisation de ce tenseur est
l’objet de la rhéologie, introduite dans le
chapitre 2. Le taux de déformation est un
tenseur bien connu en mécanique des mi-
lieux continus. C’est une fonction du gra-
dient de la vitesse du fluide :
E=
1
2
(
∇v+∇vT
)
(4.12)
Il n’existe pas de relation universelle entre T et E. La correspondance entre ces deux
tenseurs dépend des propriétés du fluide et doit donc être modélisée. L’équation de Navier-
Stokes considère le fluide Newtonien et isotrope :
Hypothèse 4.1 — Fluide Newtonien isotrope. Le tenseur des contraintes visqueuses
est linéairement lié au tenseur de déformation par deux quantités scalaires :
T= 2µE+µ ′Tr (E)I
L’hypothèse (4.1) permet d’obtenir une expression pour le tenseur des contraintes :
S= 2µE+µ ′∇ ·vI− pI (4.13)
En remarquant que Tr (E) = ∇ · v, l’équation (4.13) permet de calculer la trace du
tenseur des contraintes :
Tr (S) = 2µ∇ ·v+3µ ′∇ ·v−3p (4.14)
Soit :
p=−1
3
Tr (S)+
(
2
3
µ +µ ′
)
∇ ·v (4.15)
Le tiers de la trace de S correspond à la contrainte mécanique moyenne. Son opposé,
la pression isostatique p¯, est introduite dans l’équation (4.15) :
p− p¯=
(
2
3
µ +µ ′
)
∇ ·v (4.16)
R Le kérosène est un fluide Newtonien, mais cette hypothèse n’est pas nécessairement
valide pour les suspensions d’agrégats de glace observées lors des essais [115, 123].
En définitive, le choix du modèle dépend de l’échelle de simulation considérée.
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Les equations de Navier-Stokes reposent sur une seconde hypothèse fondamentale,
parfois controversée et souvent ignorée [59]
Hypothèse 4.2 — Hypothèse de Stokes. La pression mécanique p¯ est égale à la
pression thermodynamique p. Le coefficient de viscosité de volume ϒ doit être nul :
p− p¯= ϒ∇ ·v= 0 ⇐ ϒ = 2
3
µ +µ ′ = 0
En combinant l’équation (4.13) et l’hypothèse (4.2), le tenseur des contraintes vis-
queuses s’écrit :
T= µ∇v+µ∇vT − 2
3
µ∇ ·vI (4.17)
L’équation de Navier-Stokes est obtenue en combinant l’équation de conservation de
la quantité de mouvement (4.9) et l’équation (4.17) :
∂ρv
∂ t
+∇ · (ρv×v) =−∇p+∇ ·T+ρf (4.18)
Cette équation vectorielle peut être exprimée par trois équations scalaires dans une
base (ex,ey,ez). Considérons la composante i ∈ {x,y,z} de la vitesse :
∂ρvi
∂ t
+∇ ·ρvvi =−∇p · ei+∇ ·Ti+ρ fi (4.19)
Avec :
Ti = µ∇vi+µ∇v
T · ei− 23µ∇ ·vei (4.20)
En combinant les équations (4.19) et (4.20) et en réarrangeant les termes :
∂ρvi
∂ t
+∇ ·ρvvi = ∇ ·µ∇vi−∇p · ei+ρ fi+Svi (4.21)
Avec Svi le terme source lié a la viscosité pour la composante i :
Svi = ∇ · (µ∇vT · ei)−∇ ·
(
2
3
µ∇ ·v · ei
)
(4.22)
Conservation de l’énergie
L’énergie est la grandeur physique caractérisant l’état d’un système et son évolution.
L’énergie totale E d’un système fermé est conservée lors de ses transformations. Elle est
définie par :
E = Ec+Ep+U
Où l’indice p désigne les énergies potentielles et l’indice c désigne l’énergie cinétique
du système. Dans le cas d’une masse m de fluide animé d’une vitesse v, elle s’exprime :
Ec =
1
2
mv ·v (4.23)
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Le terme U est l’énergie interne du système. Il s’agit d’une fonction d’état, qui at-
teint un minimum lorsque le système est à l’équilibre. Il existe plusieurs fonctions d’état,
appelées potentiels thermodynamiques :
Potentiel Expression Massique Expression
Énergie interne U U =Uc+Up u u= uc+up
Enthalpie H H =U+ pV h h= u+ p/ρ
Enthalpie libre G G= H−TS
TABLE 4.1 – Fonctions d’état usuelles et leurs expressions massique.
La conservation de l’énergie est dérivée a partir du premier principe de la thermodyna-
mique : lors d’une transformation dans un système fermé, la variation de l’énergie totale
est égale à la somme des puissances échangées avec le milieu extérieur.
dE
dt
= ∑W˙ +∑ Q˙ (4.24)
W˙ est la puissance des forces volumiques et surfaciques, et Q˙ la puissance thermique.
La loi de conservation de l’énergie (4.24) peut également être exprimée sous la forme
d’une équation aux dérivées partielles :
∂ρe
∂ t
+∇ ·ρve= ∇ · (S ·v)−∇ ·q+ρf ·v (4.25)
Où e est l’énergie totale par unité de masse et q la densité du flux de chaleur, exprimée
enW/m2. L’équation (4.25) est généralement exprimée sous une forme utilisant l’énergie
interne massique :
∂ρu
∂ t
+∇ ·ρvu=−∇ ·q+T : ∇v− p∇ ·v (4.26)
Une autre forme de l’équation (4.25) utilise l’enthalpie massique :
∂ρh
∂ t
+∇ ·ρvh=−∇ ·q+T : ∇v+ Dp
Dt
(4.27)
L’énergie interne peut être exprimée en fonction de la température. L’équation (4.26)
s’exprime alors :
cp
(
∂ρT
∂ t
+∇ ·ρvT
)
=−∇ ·q+T : ∇v+TβT DpDt (4.28)
Ou bien :
cV
(
∂ρT
∂ t
+∇ ·ρvT
)
=−∇ ·q+T : ∇v+T βT
βp
∇ ·v (4.29)
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Les termes cV et cp sont les capacités thermiques massiques à volume et pression
constante définis par :
cV =
1
ρ
(
∂u
∂T
)
V
et cp =
1
ρ
(
∂h
∂T
)
p
Les termes βT et βp sont respectivement les coefficients de dilatation thermique et de
compressibilité du fluide définis par :
βT =− 1
ρ
(
∂ρ
∂T
)
p
et βp =
1
ρ
(
∂ρ
∂ p
)
T
R Le rapport des capacités thermiques à pression constante et volume constant est une
propriété thermodynamique appelée indice adiabatique γ =
cp
cV
Le flux de chaleur par unité de masse q est obtenu par la loi de Fourier :
q =−λ∇T (4.30)
Avec λ la conductivité thermique. Le gradient de température peut être exprimé en
fonction de l’énergie interne ou de l’enthalpie :
∇T =
1
cV
(
∇u+
∇ρ
ρ2
[
T
βT
βp
− p
])
=
1
cp
(
∇h− ∇p
ρ
[1−TβT ]
)
(4.31)
Le flux de chaleur (4.31) est introduit dans les équations (4.26) à (4.29) :
∂ρu
∂ t
+∇ ·ρvu= ∇ · λ
cV
∇u+Su (4.32)
∂ρh
∂ t
+∇ ·ρvh= ∇ · λ
cp
∇h+Sh (4.33)
cp
(
∂ρT
∂ t
+∇ ·ρvT
)
= ∇ ·λ∇T +STp (4.34)
cV
(
∂ρT
∂ t
+∇ ·ρvT
)
= ∇ ·λ∇T +STV (4.35)
Les termes Su, Sh, STp et STV sont les termes sources respectifs de ces équations :

Su = T : ∇v− p∇ ·v+∇ ·
(
λ
cV
∇ρ
ρ2
[
T
βT
βp
− p
])
Sh = T : ∇v− Dp
Dt
+∇ ·
(
λ
cp
∇p
ρ
[1−TβT ]
)
STp = T : ∇v+ p∇ ·v+TβT DpDt
STV = T : ∇v+T
βT
βp
∇ ·v
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4.1.2 Équation d’état
Les lois de conservation pour la masse, la quantité de mouvement et l’énergie per-
mettent de dériver un système d’équations aux dérivées partielles :

∂ρ
∂ t
+∇ ·ρv= 0
∂ρvi
∂ t
+∇ ·ρvvi = ∇ ·µ∇vi−∇p · ei+ρ fi+Svi
∂ρe
∂ t
+∇ ·ρve= ∇ · (S ·v)−∇ ·q+ρf ·v
(4.36)
Ce système compte cinq equations pour six variables : ρ , v, p et T . Une dernière
relation, l’équation d’état, est nécessaire à la fermeture du système :
ρ = f (T, p) (4.37)
Gaz parfait
Le gaz parfait est un modèle décrivant le comportement thermodynamique des gaz à
basse pression. L’équation d’état pour un gaz parfait est :
ρ =
p
RgT
(4.38)
Le coefficient Rg est un la constante spécifique du gaz 1. En dynamique des fluide,
cette équation est généralement exprimée en fonction de l’énergie interne :
p= ρ (γ−1)u (4.39)
Le coefficient de compressibilité d’un gaz parfait est obtenu en dérivant l’équation
d’état :
βp =
1
ρ
(
∂ρ
∂ p
)
T
=
1
ρRgT
(4.40)
 Exemple 4.1 Calcul de la compressibilité de l’air à pression atmosphérique et 20◦C .
La masse molaire de l’air est Mair ≈ 28,96.10−3 kg.mol−1 soit Rair ≈ 287 J.kg−1K−1.
La densité de l’air à 20◦C est ρair ≈ 1,2 kg.m−3. Le coefficient de compressibilité est :
βp =
1
1,2×287(273,15+20) = 9,9.10
−6Pa−1
1. Rg = R/Mg avec R= 8,3144621 J.K−1mol−1 la constante universelle des gaz parfaits etMg la masse
molaire du gaz.
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Liquides sous pression
De nombreuses équations d’état ont été proposées pour les liquides (Van der Waals,
viriel, cubique, polynomiale ). Une des équations d’état les plus utilisées est l’équation de
Tait [10], qui s’exprime par :
ρ(T, p) =
ρ0(T, p0)
1−C.ln
(
p+B(T )
p0+B(T )
) (4.41)
Le coefficient de compressibilité est obtenu en dérivant cette equation :
βp =
1
ρ
(
∂ρ
∂ p
)
T
=
ρ
ρ0
C
p+B(T )
(4.42)
L’équation de Tait doit être paramétrée à partir de résultats expérimentaux. Le terme
p0 est une pression de référence, ρ0 est la masse volumique du fluide pour cette pression
de référence et B(T ) est une fonction de la température. Outcalt et al. ont étudié quatre
types de carburants proposent des coefficients pour l’équation de Tait [122].
FIGURE 4.3 – Abaque du "Bulk modulus"
pour les carburant typiques [169].
Dans la littérature anglo-saxonne, l’in-
verse de la compressibilité, appelée "Bulk
modulus" est couramment utilisée. Dans le
cas de kérosène à 20◦C et 1 bar, ce coef-
ficient est de l’ordre de 1200 MPa (figure
4.3). Le coefficient de compressibilité cor-
respondant est βp = 8,3.10−10 Pa, à com-
parer à la valeur de 9,9.10−6 calculée pour
l’air dans l’exemple précédent [169].
Vitesse du son
Le son est une perturbation mécanique
qui se propage sous forme d’ondes de pres-
sion au sein d’un fluide. Si la variation
de pression est de petite amplitude, l’onde
peut être considérée isentropique et sa cé-
lérité notée c s’exprime :
c=
√(
∂ p
∂ρ
)
S
(4.43)
Pour un gaz parfait, la vitesse du son
dépend de l’indice adiabatique γ , de la constante spécifique et de la température :
c=
√
γRgT (4.44)
Pour un liquide, la vitesse du son peut être exprimée en fonction de la masse volu-
mique et du coefficient de compressibilité :
c=
√
1
ρβp
(4.45)
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Le rapport entre la vitesse de l’écoulement et la vitesse du son dans le fluide est appelé
nombre de Mach (Ma). Ce nombre est determinant sur la physique de l’écoulement :
• Ma< 0,3 Les effets de compressibilité sont négligeables.
• Ma< 1 Écoulement subsonique, avec effets de compression importants.
• 1<Ma< 5 Écoulement supersonique comportant des ondes de choc.
• 5<Ma Écoulement hypersonique, pouvant former un plasma.
La vitesse du son dans le kérosène à 20◦C est de l’environ de 1300 m.s−1. La vitesse
moyenne de l’écoulement lors des essais pour un débit de 4000 kg.h−1 est 2,6 m.s−1. Le
nombre de Mach est donc de l’ordre de 0,002.
Hypothèse 4.3 Le kérosène est considéré incompressible.
L’équation d’état est de la forme : ρ = f (T )
Le coefficient de compressibilité est nul : βp = 0
Les lois de conservation, combinées à l’équation d’état, forment un système d’équa-
tions aux dérivées partielles (EDP). L’hypothèse (4.3) modifie la nature mathématique de
ce système, qui devient elliptique. Les EDP décrivent alors un équilibre global et instan-
tané, les perturbations ne se propageant plus à la vitesse du son dans le milieu.
R Ce changement est fondamental et détermine les méthodes de résolution à mettre en
oeuvre. Les simulations numériques ont généralement une contrainte de stabilité sur
le pas de temps de la forme :
∆tmax =
∆x
vmax
Où ∆x est la résolution spatiale et vmax la plus grande vitesse locale dans l’écou-
lement. Les équations elliptiques permettent de s’affranchir des phénomènes dépen-
dant de la vitesse du son, et d’utiliser des pas de temps plus grands d’un facteurM−1a ,
soit plusieurs ordres de grandeur dans le cas de la simulation du blizzard.
R L’hypothèse du fluide incompressible ne doit pas être confondu avec la notion de
densité constante ρ = ρ0, qui implique βp = βT = 0 et une divergence nulle de la
vitesse : ∇ ·v= 0
L’hypothèse (4.3) interdit les formulations de la loi de conservation de l’énergie faisant
intervenir les capacités thermiques à volume constant, ou bien βp au dénominateur d’un
terme source. Une expression basée sur la température est retenue dans ce travail :
∂ρT
∂ t
+∇ ·ρvT = ∇ · λ
cp
∇T +STp (4.46)
Hypothèse 4.4 Le coefficient cp est supposé constant et les effets de dilatation sont
négligés. Le terme STp est redéfini :
STp =
1
cp
(T : ∇v+ p∇ ·v) (4.47)
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Les équations de conservation peuvent être exprimées mathématiquement sous forme
différentielle ou intégrale. Dans le premier cas, le domaine est représenté par un nuage
de points pour lesquels des opérateurs discrets sont déterminés. Les équations sont alors
résolues par différences finies. Dans le second cas, le domaine est subdivisé en petits
domaines de contrôles appelés Volumes Finis [8].
4.2.1 Équation de transport
Les lois de conservations de masse, de quantité de mouvement et d’énergie sous les
hypothèses (4.1), (4.3) et (4.4) forment le système d’équations aux dérivées partielles
suivant :

∂ρ
∂ t
+∇ ·ρv= 0
∂ρvi
∂ t
+∇ ·ρvvi−∇ ·µ∇vi =−∇p · ei+ρ fi+Svi
∂ρT
∂ t
+∇ ·ρvT −∇ · λ
cp
∇T =
1
cp
(T : ∇v+ p∇ ·v)
(4.48)
Ce système comporte cinq équations non linéaires et fortement couplées. Ces lois de
conservation peuvent être formulées par une équation de transport générique, aussi appe-
lée équation de convection-diffusion. L’équation de transport pour une grandeur scalaire
extensive φ s’exprime :
∂ρφ
∂ t
+∇ ·ρvφ −∇ ·Γ∇φ = Sφ (4.49)
Où Γ est le coefficient de diffusion et Sφ le terme source. Les coefficients et termes
sources correspondant aux différentes grandeurs sont facilement identifiables en compa-
rant le système d’équations (4.48) et l’équation de transport (4.49). La table (4.2) donne
les coefficients de diffusion et termes sources correspondant aux grandeurs extensives
usuelles :
Grandeur extensive φ propriété φ Diffusion Γ Source Svi
Masse 1 0 0
Quantité de mouvement vi µ −∇p · ei+ρ fi+Svi
Énergie T λ/cp
1
cp
(T : ∇v+ p∇ ·v)
Espèce chimique s Xs Γs 0
TABLE 4.2 – Coefficients et termes sources pour l’équation de transport.
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La méthode des volumes finis repose sur l’intégration des equations dans un volume
de contrôle Ω, délimité par une surface ∂Ω. L’équation (4.49) intégrée s’exprime :
∫
Ω
∂ρφ
∂ t
dv+
∫
Ω
∇ · (φρv)dv−
∫
Ω
∇ · (Γ∇φ)dv=
∫
Ω
Sφdv (4.50)
Les termes de cette équation ont une signification physique :
• Le premier terme de l’équation est la variation de la grandeur φ au cours du temps.
• Le second terme décrit la convection de φ par l’écoulement.
• Le troisième terme décrit un processus de diffusion de φ dans le milieu 1.
• Le dernier terme correspond à la création ou la destruction locale de la grandeur φ ,
d’où le nom de terme source.
4.2.2 Discrétisation
La discrétisation par volumes fini commence avec l’intégration de l’équation de trans-
port (4.50) sur le domaine Ωc d’une cellule c du maillage (figure 4.4) :∫
Ωc
∂ρφ
∂ t
dv+
∫
Ωc
∇ · (φρv)dv−
∫
Ωc
∇ · (Γ∇φ)dv=
∫
Ωc
Sφdv (4.51)
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FIGURE 4.4 – Discrétisation du domaine de
solution par des volumes finis.
Maillage : Le domaine de simulation
est subdivisée en un nombre fini de poly-
gones (2D) ou polyèdres (3D) afin de for-
mer une grille de calcul. L’équation aux
dérivées partielles (4.51) est exprimée lo-
calement pour chacune des cellules de ce
maillage. L’intérieur des cellules représente
le volume de contrôle Ω. Les faces des
cellules définissent la bordure ∂Ω du do-
maine.
Terminologie : Soit c une cellule active
du maillage de volume Vc comprenant N f
faces. Les Ni faces de c internes au domaine
de calcul sont référencées par l’indice i, les
Nb faces sur la frontière du domaine de cal-
cul par l’indice b. Les centres de ces faces
sont notés F et B, respectivement. Une cellule voisine de c est notée n. Les barycentres
de ces cellules sont notésC et N, respectivement. Une cellule c et l’ensemble des cellules
voisines forment un stencil 2.
Dans la méthode des volumes finis, les échanges entre les volumes de contrôles sont
étudiés en termes de flux du scalaire φ à travers la surface du volume de contrôle. Ce flux
H, dont la dimension est [φ ] [L]−2[T ]−1, a pour expression H= ρvφ −Γ∇φ .
1. Par exemple, la diffusion d’énergie interne est un transfert de chaleur depuis les régions chaudes vers
les régions froides.
2. Le terme français est molécule de calcul.
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Pour cela, les intégrales de volume des termes de convection et de diffusion sont trans-
formées en intégrales de surfaces par le théorème (4.2.1) :
Théorème 4.2.1 — Flux-Divergence. Soit Ω un domaine compact à bord lisse de R3
et dv une forme volume sur R3. Si X est un champ de vecteurs sur un voisinage ouvert
de Ω, alors sa divergence ∇ ·X vérifie :∫
Ω
∇ ·Xdv=
∫
∂Ω
X ·ds (4.52)
L’équation de transport s’exprime finalement :∫
Ω
∂ρφ
∂ t
dv+
∫
∂Ω
ρvφ ·ds−
∫
∂Ω
Γ∇φ ·ds=
∫
Ω
Sφdv (4.53)
Les intégrales de la dérivée temporelle, des flux convectifs et diffusifs, et du terme
source sont notées respectivement HT , HC, HD et HS. L’équation (4.53) s’exprime :
HT +HC−HD = HS (4.54)
L’équation de transport (4.53) est toujours sous la forme d’une equation aux dérivées
partielles. Afin d’être en mesure de calculer une solution approchée au moyen d’un or-
dinateur, elle doit tout d’abord être exprimée sous forme algébrique. Un opérateur de
discrétisation, noté {•}, doit être déterminé pour chaque terme de l’équation (4.54) :
{HT}+{HC}−{HD}= {HS} (4.55)
4.2.3 Méthode de résolution
Dans le cadre de la formulation volumes finis, il existe deux principales familles d’al-
gorithmes, ou solveurs, permettant de résoudre les équations de Navier-Stokes :
• Les solveurs basés sur la densité traitent chaque équation du système (4.48)
comme une équation de transport. Les flux numériques H sont déterminés par la
résolution d’un problème de Riemann pour chaque face 1. Le champ de pression est
ensuite calculé à partir de l’équation d’état. Cette méthode convient aux équations
hyperboliques, et nécessite une compressibilité non nulle.
• Les solveurs basés sur la pression traitent l’équation de continuité comme une
contrainte, à partir de laquelle une équation de type Poisson est construite pour
calculer la pression. La nature des équations devient elliptique, et cette méthode
permet de résoudre les equations de Navier-Stokes incompressibles [160].
Dans ce travail, le fluide est considéré incompressible, et la seconde famille de mé-
thode est privilégiée. Ce type de solveurs sont généralement implicites ou semi-implicites
en temps, ce qui exige que les opérateurs de discrétisation expriment les lois de conserva-
tions sous la forme de systèmes linéaires [64].
1. Schémas de Godunov.
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La résolution directe et simultanée des systèmes linéaires correspondant aux équations
de transport est possible (coupled solvers, voire par exemple [39]), mais nécessite des
méthodes numériques complexes et coûteuses à mettre en oeuvre. Il est préférable de
traiter chaque équation comme si elle ne comportait qu’une seule inconnue, en utilisant les
meilleures valeurs actuellement disponibles pour les autres variables (segregated solvers).
Les équations sont alors résolues successivement, et cela de façon répétitive jusqu’à ce
que le système soit satisfait [3]. Ces cycles, d’indice m, sont appelés sous-itérations. Pour
chaque cellule c du maillage, l’équation de transport discrète doit être de la forme :
acφ
m+1
c +∑
i
aiφ
m+1
i = bc (4.56)
Correction différée : le coût de résolution du système linéaire dépend de la largeur de
bande de la matrice associée, qui augmente avec le nombre d’inconnues du stencil de cal-
cul de la cellule c. Il est donc souhaitable de le garder le plus petit possible, par exemple
en n’utilisant que les inconnues liées aux cellules directement voisines. Cependant, les
schémas numériques d’ordre élevés nécessitent généralement des stencils larges.
La correction différée est une technique qui permet de contourner cette difficulté [15].
Le principe est de calculer des termes d’ordre supérieur explicitement, et de les traiter
comme un terme source figurant dans le second membre de l’équation. Une approxima-
tion d’ordre faible de ces termes est traitée implicitement dans le premier membre afin
d’avoir un petit stencil, et soustraites du second membre, qui devient alors un terme cor-
rectif. L’opérateur de correction {•}DC différée s’exprime :
{•}DC = {•}m+1LO +β ({•}HO−{•}LO)m (4.57)
Le coefficient β est appelé blending parameter, et permet d’activer (β = 1) ou désac-
tiver (β = 0) la correction, voire de mêler les deux schémas β ∈ ]0;1[. Le terme correctif
doit être faible, et converge au cours du processus itératif. Les corrections différées sont
également utilisées pour prendre en compte la non-orthogonalité du maillage.
Discrétisation classique
Dans un premier temps, l’équation de convection-diffusion est discrétisée au moyen
d’un schéma d’ordre faible très classique [41, 98] :

{HT}= {HT}m+1MR
{HC}= {HC}m+1UW +({HC}R2−{HC}UW )m
{HD}= {HD}m+1D1
{HS}= {HS}m+1MR
(4.58)
Les intégrales volumiques pour le terme temporel et le terme source sont approximées
par un opérateur midpoint rule MR (B.18). Une correction différée est utilisée pour l’inté-
grale des flux convectifs, avec pour opérateur d’ordre faible un schéma upwind UW (B.28)
et pour l’ordre "élevé" une reconstruction centrée R2 (B.25). Le gradient du terme diffu-
sif est approximé par une dérivée centrée D1 (B.34) incluant un terme de correction lié à
l’anisotropie du maillage.
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Pour chaque cellule du maillage, une équation linéaire algébrique (B.48) pour les
inconnues φm+1 est obtenue :
acφ
m+1
c +
Ni
∑
i=1
ainφ
m+1
n = bc (4.59)
Les coefficients de cette équation sont :

ac = ρmc
3Vc
2∆t
+
Ni
∑
i=1
aic+
Nb
∑
b=1
ab+asVc
bc = S¯cVc+
(
4ρcφnc −ρcφn−1c
) Vc
2∆t
+
Ni
∑
i=1
δi+
Nb
∑
b=1
(Sb+δb)
as =−
(
∂S
∂φ
)m
aic = max
[
m˙ f ,0
]−dc
ain = min
[
m˙ f ,0
]−dn
m˙ f = ρ f v f ·A f
dn =−dc =
Γ f
∥∥A f∥∥
xCN · e f
δi = dn (∆φmn −∆φmc )−
(⟨
φmf
⟩LO
m˙ f −φmc max
[
m˙ f ,0
]−φmn min[m˙ f ,0]
)
S¯ = Sφ ,m+asφm
(4.60)
Les coefficients ab Sb et δb dépendent du type des conditions aux limites :
Dirichlet - la valeur du la variable φb est imposée sur la frontière

abc = max
[
m˙ f ,0
]−dc)
Sb =−φb
(
m˙ f −dn
)
δb = φ
m
c max
[
m˙ f ,0
]−dn∆φC
(4.61)
Neumann - la valeur du flux diffusif entrant H inb est imposée sur la frontière.

abc = m˙ f
Sb =−H inb ∥Ab∥
(
m˙ f
dn
−1
)
δb = m˙ f∆φC
(4.62)
La complexité de la résolution des équations de Navier-Stokes par réside dans l’ab-
sence d’une équation indépendante pour la pression, dont le gradient joue un rôle pré-
pondérant dans les trois équations de conservation de la quantité de mouvement. De plus,
l’équation de continuité ne se comporte plus comme une équation de transport pour la
masse, mais joue un rôle de contrainte cinématique sur le champ de vitesse. Enfin, la pres-
sion absolue est sans importance en raison de son absence dans l’équation d’état.
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La méthode de résolution adoptée dans ce travail est basée sur l’algorithme SIMPLE 1.
Cette méthode fut initialement développé par Caretto et al. en 1972 [3], et adaptée aux
maillages non structurés par Rhie et Chow en 1983 [162].
Soient pn et vn les champs de pression et vitesse à l’instant t. Les algorithmes de
type SIMPLE proposent une procédure de calcul pour obtenir les champs pn+1 et vn+1
à l’instant t +∆t. En raison de la non-linéarité des equations, cette procédure est itéra-
tive. L’indice m se réfère à la sous-itération en cours, pour laquelle toutes les valeurs sont
connues.
Équations pour la quantité de mouvement
La première étape est la résolution de l’équation de quantité de mouvement (4.18).
Il s’agit d’une équation vectorielle, dont les composantes sont couplées entre elles. Leur
résolution simultanée est possible, mais couteuse. Le contexte itératif de l’algorithme
SIMPLE permet de découpler cette équation en trois équations de transport scalaires (4.21)
pour les trois composantes de la vitesse. Les équations linéaires algébriques sont :

axcvx
∗
c +∑i a
x
i vx
∗
i = bx,c
aycvy∗c +∑i a
y
i vy
∗
i = by,c
azcvz
∗
c +∑i a
z
ivz
∗
i = bz,c
(4.63)
Le champ de vitesse v∗ obtenu après résolution du système (4.63) ne satisfait pas
l’équation de continuité, parce que le champ de pression pm ne correspond pas nécessai-
rement au champ de pression à l’instant t+∆t. L’objectif de l’algorithme est de trouver
des corrections pour la pression et la vitesse p′ et v′ tels que :

vm+1 = v∗+v′ lim
m→∞v
m+1 = vn+1
pm+1 = pm+ p′ lim
m→∞ p
m+1 = pn+1
(4.64)
Interpolation de la quantité de mouvement
La solution numérique des equations de Navier-Stokes peut présenter des oscillations
de pression provoquées par un découplage entre la pression et de la vitesse dans les équa-
tions discrétisées [40, 46]. Ce problème peut être résolu par une méthode de calcul spé-
cifique de la vitesse, proposée par Rhie et Chow et connu sous le nom de Momentum
Interpolation Methode (MIM). Soit f une face du maillage, et c et n deux cellules voisines.
En explicitant le gradient de pression, l’équation algébrique pour la composante vx de la
vitesse pour la cellule c s’exprime 2 :
axcvx
∗
c +∑
i
axi vx
∗
i = b
x
c−
∫
Ωc
∂ pm
∂x
dv (4.65)
En divisant cette équation par le coefficient central, la vitesse au centre de la cellule c
peut être exprimée explicitement :
vx
∗
c =−
1
axc
∑
i
axi vx
∗
i +
bxc
axc
− 1
axc
∫
Ωc
∂ pm
∂x
dv (4.66)
1. Semi Implicit Method for Pressure Linked Equations
2. Le gradient de pression est exclus du terme source et écrit explicitement dans le second membre.
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En procédant de la même manière, la vitesse au centre de la cellule n s’exprime :
vx
∗
n =−
1
axn
∑
i
axi vx
∗
i +
bxn
axn
− 1
axn
∫
Ωn
∂ pm
∂x
dv (4.67)
Le principe de la MIM est que la vitesse au centre de la face doit être consistant avec
ces expressions, c’est-à-dire :
vx
∗
f =−
1
axf
∑
i
axi vx
∗
i +
bxf
axf
− 1
axf
∫
Ω f
∂ pm
∂x
dv (4.68)
Hypothèse 4.5 Les faces ne possédant pas de volume de contrôle dans ce travail, les
intégrales de gradient de pression sur Ω doivent être approchées par leur valeur au
centre du domaine, multipliée par son volume :
∫
Ω
∂ p
∂x
dv=VΩ
∂ p
∂x
∣∣∣∣
Ω
(4.69)
Il s’agit d’une approximation d’ordre 2 en espace.
En tout point x, une variable φ peut donc être exprimée par un opérateur algébrique
M [φ ] représentant l’équation de transport discrétisée :
Mx [φ ] =− 1
aφx
∑
i
aφi φi+
bφx
aφx
(4.70)
Les equations (4.66), (4.67) et (4.68) s’expriment alors :

vx∗c = Mc [vx]−
Vc
axc
(
∂ pm
∂x
)
c
vx∗n = Mn [vx]−
Vn
axn
(
∂ pm
∂x
)
n
vx∗f = M f [vx]−
Vf
axf
(
∂ pm
∂x
)
f
(4.71)
Le terme M f [vx] n’est pas défini au niveau de la face. Il est approximé par :
M f [vx]≈
⟨
vx
∗
f +
Vf
axf
(
∂ pm
∂x
)
f
⟩LO
≈ ⟨vx∗f ⟩LO+
⟨
V f
axf
⟩LO⟨
∂ pm
∂x
⟩LO
f
(4.72)
Où
⟨
φ f
⟩LO
est l’opérateur de reconstruction d’ordre faible défini par l’équation (B.23).
Une dernière approximation est nécessaire :
Vf
axf
≈
⟨
Vf
axf
⟩LO
= Dx (4.73)
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R Le terme D
x est appelé diffusion de pression dans la direction x.
Les composantes de la vitesse au centre de la face s’expriment finalement :

vx∗f =
⟨
vx∗f
⟩LO
−Dx
(
∂ pm
∂x
∣∣∣∣
f
−
⟨
∂ pm
∂x
⟩LO
f
)
vy∗f =
⟨
vy∗f
⟩LO
−Dy
(
∂ pm
∂y
∣∣∣∣
f
−
⟨
∂ pm
∂y
⟩LO
f
)
vz∗f =
⟨
vz∗f
⟩LO
−Dy
(
∂ pm
∂ z
∣∣∣∣
f
−
⟨
∂ pm
∂ z
⟩LO
f
)
(4.74)
Soit sous forme vectorielle :
v∗f =
⟨
v∗f
⟩LO−D(∇pm−⟨∇pm⟩LO)
f
(4.75)
Le terme D est le tenseur de diffusion de pression. Il s’exprime :
D=

Dx 0 00 Dy 0
0 0 Dz

 (4.76)
Équation de correction pour la pression
Une forme discrète pour l’équation de continuité est obtenue a partir de l’équation
(4.56) pour φ = 1 et une diffusion nulle :
ρn+1c
3Vc
2∆t
+∑
f
ρn+1f v
n+1
f ·A f =
(
4ρnc −ρn−1c
) Vc
2∆t
(4.77)
Dans le contexte d’une résolution itérative des équations, la vitesse et la masse volu-
mique s’expriment :{
vn+1f = v
m+1
f
ρn+1c = ρ
m+1
c
(4.78)
Soit M [v] le vecteur des opérateurs (4.70) pour les trois composantes de la vitesse.
M [v] =

M [vx]M [vy]
M [vz]

 (4.79)
La vitesse v∗ satisfaisant l’équation de quantité de mouvement mais pas l’équation de
continuité peut être exprimée en n’importe quel point de l’espace en fonction de l’opéra-
teur M [•] :
v∗ = M [v∗]−D(∇pm) (4.80)
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De la même manière, la vitesse satisfaisant les deux équations de conservation peut
aussi être s’exprime :
vm+1 = M
[
vm+1
]−D(∇pm+1) (4.81)
La soustraction des équations (4.81) et (4.80) permet d’exprimer un champ de correc-
tion de la vitesse :
v′ = vm+1−v∗ = M [vm+1]−M [v∗]−D(∇pm+1− pm) (4.82)
La correction de pression est définie par :
p′ = pm+1− pm (4.83)
Hypothèse 4.6 Approximation SIMPLE
Le terme suivant est supposé négligeable :
M
[
vm+1
]−M [v∗] = 0 (4.84)
La correction de la vitesse s’exprime alors :
v′ =−D(∇p′) (4.85)
En remplaçant la vitesse vm+1 par sa décomposition en, l’équation de continuité (4.77)
s’exprime :
ρm+1c
3Vc
2∆t
+∑
f
ρm+1f
(
v∗f +v
′
f
)
·A f =
(
4ρnc −ρn−1c
) Vc
2∆t
(4.86)
La masse volumique nécessite un traitement particulier. Tout d’abord, elle est linéari-
sée par rapport à la pression :
ρm+1 = ρm+
(
∂ρ
∂ p
)m (
pm+1− pm) (4.87)
En remarquant que le coefficient de compressibilité, calculé avec les valeurs de l’ité-
ration m, s’exprime :
βmp =
1
ρm
(
∂ρ
∂ p
)m
(4.88)
L’expression de la masse volumique devient :
ρm+1 = ρm+ρmβmp
(
pm+1− pm) (4.89)
En introduisant l’expression de la correction de pression :
ρm+1c = ρ
m (1+βmp p′) (4.90)
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En introduisant les équations (4.85) et (4.90) dans (4.86), une équation de correction
pour la pression est obtenue :
ρmc
(
1+βmp p
′
c
) 3Vc
2∆t
+∑
f
ρmf
(
1+βmp p
′
f
)(
v∗f −D
(
∇p′
)
f
)
·A f
=
(
4ρnc −ρn−1c
) Vc
2∆t
(4.91)
L’équation (4.91) est développée et ses termes réarrangés :
βmp ρ
m
c
3Vc
2∆t
p′c+∑
f
(
ρmf v
∗
fβ
m
p p
′
f −ρmf D
(
∇p′
)
f
)
·A f
=−(3ρmc −4ρnc +ρn−1c ) Vc2∆t −∑f
(
ρmf v
∗
f −ρmf βmp D
(
∇p′
)
f p
′
f
)
·A f (4.92)
Les corrections de pression sont petites et diminuent au cours des itérations, le terme
en (∇p′)p′f peut être négligé. En introduisant m˙
∗
f définit dans l’équation (B.24) :
βmp ρ
m
c
3Vc
2∆t
p′c+∑
f
(
m˙∗fβ
m
p p
′
f −ρmf D
(
∇p′
)
f ·A f
)
= −(3ρmc −4ρnc +ρn−1c ) Vc2∆t −∑f m˙∗f (4.93)
R La formulation MIM (4.75) est présentée sous une forme très générale, indépendam-
ment de la discrétisation de l’équation de conservation de quantité de mouvement.
Dans ce travail, l’équation de Navier-Stokes est approchée par trois équations de
transport découplées. Les coefficients axc, a
y
c et azc sont égaux, ce qui implique :{
Dx = Dy = Dz = Dm
D= DmI
(4.94)
La correction de pression au niveau de la face est calculée par l’opérateur ⟨•⟩LO, et le
gradient de correction de pression est discrétisé par le schéma D1 présenté en annexe B :

p′f =
1
2
(p′c+(∇p′c)m ·xCF + p′n+(∇p′n)m ·xNF)
ρmf D(∇p
′) f ·A f = (p′n+∆p′n− p′c−∆p′c)
ρmf D
m
f
∥∥A f∥∥
xCN · e f
(4.95)
Les termes ∆p′n et ∆p′c sont très petits et négligés. L’équation (4.93) devient :
βmp ρ
m
c
3Vc
2∆t
p′c+∑
f
(
m˙∗fβ
m
p
1
2
(
p′c+ p
′
n
)− (p′n− p′c) ρmf Dmf
∥∥A f∥∥
xCN · e f
)
=
− (3ρmc −4ρnc +ρn−1c ) Vc2∆t
−∑
f
m˙∗f
(
1+βmp
1
2
(
(∇p′c)
m ·xCF +(∇p′n)m ·xNF
))
(4.96)
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R L’équation pour la correction de pression (4.96) peut prendre en compte des effets
de compressibilité [106]. Dans ce travail, le fluide est incompressible, c’est-à-dire
βp = 0. L’équation se simplifie :
∑
f
−(p′n− p′c) ρmf Dmf
∥∥A f∥∥
xCN · e f =−
(
3ρmc −4ρnc +ρn−1c
) Vc
2∆t
−∑
f
m˙∗f (4.97)
Finalement, l’équation algébrique pour la correction de pression est :
apc p
′
c+∑
i
apinp
′
i = b
p
c (4.98)
Les coefficients de cette équation sont :

apc = βmp ρ
m
c
3Vc
2∆t
+∑i a
p
ic
bc =−
(
3ρmc −4ρnc +ρn−1c
) Vc
2∆t
−∑ f m˙∗f
(
1+δ f
)
apic = dβ +dp
apin = dβ −dp
dp = ρmf D
m
f
∥∥A f∥∥(xCN · e f )−1
dβ =
1
2
m˙∗fβ
m
p
δ f = β
m
p
1
2
((∇p′c)m ·xCF +(∇p′n)m ·xNF)
(4.99)
Algorithme SIMPLE
Principe : A partir des champs de vitesse et pression initiaux, les équations de trans-
port algébriques pour la quantité de mouvement sont construites et résolues. Le champ de
vitesse obtenu ne satisfait pas l’équation de continuité. Des corrections pour la vitesse au
niveau des faces telles que le nouveau champ de vitesse soit conserve la masse sont recher-
chées. Une équation pour la correction de la pression est obtenue. L’équation algébrique
est construite, puis résolue et les champs de pression et de vitesse corrigés. Ce processus
est réitéré jusqu’à convergence.
Algorithme 4.2.2 — SIMPLE.
1. Initialisation des champs de pression et vitesse : vm=0 ← vn et pm=0 ← pn
2. Résolution de l’équation (4.56) pour obtenir v∗.
3. MIM : calcul des vitesses v∗f grâce à l’équation (4.75).
4. Résolution de l’équation (4.98) pour obtenir p′.
5. Correction du champ de vitesse : vm+1 ← v∗−D∇p′ et du champ de pression
pm+1 ← pn+αpp′, avec αp un coefficient de relaxation.
6. Itération (m← m+1) : si la solution n’est pas convergée, retour à l’étape 2.
7. Résolution des autres équations de transport.
8. Itération (n← n+1) : vn+1 ← vm+1, pn+1 ← pm+1, t← t+∆t.
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4.3 Écoulements turbulents
La dynamique d’un écoulement est caractérisée par le nombre de Reynolds, qui repré-
sente le rapport des forces inertielles sur les forces visqueuses. Pour des valeurs élevées 1
de Re, les non-linéarités de ces équations se manifestent par l’apparition de structures tri-
dimensionnelles instationnaires dans l’écoulement : la turbulence.
4.3.1 Stratégies de simulation
Les écoulements turbulents comportent des structures tourbillonnaires dont la dyna-
mique et les dimensions sont très variées. Il existe de nombreuses techniques permettant
la simulation de ces écoulements (table 4.3), mais le choix de la méthode à employer
dépend de l’application visée. En effet, les plus grandes échelles de longueur dépendent
de la configuration géométrique et des conditions aux limites associées, alors que la plus
petite échelle est liée à la dissipation de l’énergie cinétique par la viscosité moléculaire.
L’ordre de grandeur entre les grandes et petites échelles spatiales ou temporelles sont une
fonction croissante du nombre de Reynolds (Re3/4).
Méthode Conv 2 ∂t 3 Re 4 3/2D 5 Empirisme 6 ∆x 7 ∆t 8 Obj. 9
2D-URANS NUM. oui faible non Fort 105 103.5 1980
3D-RANS NUM. non faible non Fort 107 103 1990
3D-URANS NUM. oui faible non Fort 107 103.5 1995
DES HYB. oui faible oui Fort 108 104 2000
LES HYB. oui faible oui faible 1011.5 106.7 2045
Q-DNS PHY. oui Fort oui faible 1015 107.3 2070
DNS NUM. oui Fort oui Aucune 1016 107.7 2080
TABLE 4.3 : Stratégies de simulation pour les écoulements
turbulents [142].
A priori, aucune modélisation n’est nécessaire puisque les équations de Navier-Stokes
contiennent l’information nécessaire à la description de l’écoulement. La résolution nu-
mérique des équations de transport capturant pour toutes les échelles de longueur et de
temps est appelée DNS 10.
1. Le sens du terme "élevé" dépend de la configuration du problème.
2. Objectif de la convergence en maillage. NUMérique : convergence de la solution. PHYs : amélioration
de la physique capturée. HYBride : numérique ou physique selon la position dans l’écoulement.
3. Calcul instationnaire possible.
4. Dépendance du maillage de couche limite au nombre de Reynolds.
5. Les simulations sont effectuées en 3D même si la géométrie est 2D (par exemple une aile d’avion).
6. Efforts de modélisation requis.
7. Nombre de cellules pour le maillage d’une voiture ou d’un avion de ligne.
8. Estimation du nombre d’itérations nécessaires.
9. Estimation de la date à laquelle les capacités de calcul pourraient être disponibles.
10. Direct Numerical Simulation
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RANS
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FIGURE 4.5 – Comparaison entre les diffé-
rentes approches de simulation des écoule-
ments turbulents.
Cette technique a pour inconvénient
de nécessiter une résolution spatiale ∆x
et temporelle ∆t de plus en plus pré-
cise lorsque le Reynolds augmente. L’ex-
plosion du coût de calcul 1 limite au-
jourd’hui la DNS aux études fondamen-
tales et écoulements de Reynolds mo-
déré.
Plusieurs techniques peuvent être mises
en oeuvre pour simuler les écoulements
turbulents des applications industrielles
concrètes. Elles permettent une réduc-
tion drastique du coût de calcul au dé-
pend de la precision (figure 4.5), et
peuvent être regroupées en deux princi-
pales catégories : les méthodes RANS 2 et
LES 3.
La première approche propose de résoudre ces équations moyennées sur le temps, et
prend en compte l’effet de la turbulence en augmentant la viscosité d’un terme µt , dépen-
dant du modèle de turbulence. Les méthodes RANS ont été employées avec succès pour
une vaste gamme d’écoulements et d’applications industrielles, mais nécessite d’impor-
tant efforts de modélisation.
La seconde approche propose de résoudre les plus grandes échelles spatiales et tem-
porelles de l’écoulement, et de modéliser les petites structures. La LES est une technique
intermédiaire entre les méthodes DNS et RANS, et cherche un compromis entre la préci-
sion de la solution et la complexité de modélisation, pour un coût de calcul raisonnable.
Elle repose sur deux postulats :
• Le transport de la quantité de mouvement, de l’énergie, et autres grandeurs sca-
laires dépend principalement des plus grandes échelles de longueur et de temps, et
ces échelles peuvent être résolus numériquement.
• Les plus petites échelles de l’écoulement présentent des caractéristiques univer-
selles, de sorte que l’effet de ces échelles non résolues peut être représenté au moyen
de modèles de sous-maille appropriés.
R Une présentation détaillée des différentes méthodes pour la simulation des écoule-
ment turbulents n’est pas l’objet de ce travail. Le lecteur intéressé est inviter à lire la
très bonne revue proposée par Spalart [142].
1. Le nombre de mailles est de l’ordre de Re9/4 et le nombre de pas de temps de l’ordre de Re3/4. Le
coût de calcul est donc une fonction de Re3.
2. Reynolds Averaged Navier-Stokes
3. Large-Eddy Simulation
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4.3.2 Simulation aux Grandes Échelles
Les méthodes numériques pour la LES reposent sur deux éléments principaux : le filtre
appliqué aux équations et le choix du modèle de sous-maille (SGS) 1. Le filtrage est une
opération mathématique dont l’objectif est de supprimer les plus petites échelles spatiales
et temporelles de la solution des équations de Navier-Stokes équations [4]. Un filtre LES
doit présenter plusieurs propriétés :
• Préservation des constante : a= a
• Linéarité : φ +ψ = φ +ψ
• Commutation des dérivées : ∂sφ = ∂sφ ,s= x, t
Une grandeur φ se décompose une valeur filtrée φ résolue et une valeur non résolue
φ ′. Dans le cas d’un écoulement à masse volumique constante, les équations de Navier-
Stokes filtrées s’expriment :

∇ ·v= 0
∂v
∂ t
+∇ ·v⊗v=−∇p+∇ ·µ∇ ·v (4.100)
Le terme d’advection est non linéaire et doit être exprimé en fonction des variables
résolues et non résolues :
v⊗v= v⊗v+L+C+R (4.101)
Trois nouveaux tenseurs apparaissent :
- v⊗v est le terme d’advection, qui est résolu.
- L =
(
v⊗v−v⊗v) est le tenseur des contraintes de Léonard, qui correspond aux
fluctuation des interactions entre les échelles résolues.
- C=
(
v⊗v′+v′⊗v) est le tenseur des contraintes croisées, qui représente les inter-
actions entre les échelles résolues et non résolues.
- R= v′⊗v′ est le tenseur des contraintes de Reynolds, qui correspond à l’action des
échelles de sous maille sur les échelles résolues.
En l’absence d’une théorie universelle de la turbulence, la construction des modèles
SGS repose sur l’utilisation des informations extraites de l’expérimentation ou de simula-
tions DNS. Il existe de nombreux modèles, pouvant être classes en deux catégories [4] :
• Les modèles fonctionnels, basés sur l’ajout d’une viscosité turbulente afin de dissi-
per l’énergie à un taux correcte.
• Les modèles structuraux cherchent à prédire directement les échelles de sous-maille
v′ ou le tenseur L+C+R. Leur implémentation est complexe et peut augmenter
substantiellement le coût de calcul.
R Pour plus d’informations concernant la LES, le filtrage et les modèles SGS, le lecteur
intéressé est renvoyé à Garnier et al.. Dans le cas d’écoulements diphasiques, les
particules interagissent avec les petites échelles de turbulence. Quelques modèles
SGS prenant en considération la présence d’une phase disperse sont disponibles dans
la littérature [114].
1. SubGrid Scales.
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4.3.3 Volumes finis d’ordre élevé par approximation polynomiale
Les moindres carrés mobiles (MLS) sont une méthode d’approximation assez classique
[54, 55, 129], qui a été appliqué pour la première fois à la dynamique des fluide par Liu
et Liu dans le cadre des méthodes SPH 1 [9]. Son application à la méthode des volumes
finis (FV-MLS) sur des maillages non structurés a été proposée pour la première fois par
Cueto-Felgueroso et al. [37]. L’idée est de représenter la solution des équations de Navier-
Stokes par une approximation polynomiale par morceaux dans les volumes de contrôle,
afin d’augmenter la précision de la solution numérique (figure 4.6).
(a) Solution constante (b) Solution linéaire
(c) Polynôme de degré 2 (d) Polynôme de degré 4
FIGURE 4.6 – La fonction f (x) = sin(2pix) est discrétisée par 10 volumes finis sur l’inter-
valle x ∈ [0;1]. La solution analytique est en pointillés noirs. La représentation de f par
une fonction linéaire par morceaux (b) est plus fidèle qu’une simple valeur constante (a).
L’utilisation de polynômes (c et d) augmenter encore la précision.
Mathématiquement, la méthode MLS repose sur le concept de représentation intégrale
d’une fonction f (x) :
Définition 4.3.1 — Représentation intégrale d’une fonction. Soit Ω un ouvert de
R3 contenant x et f (x) une fonction définie et continue sur Ω
f (x) =
∫
Ω
f
(
x′
)
δ
(
x−x′)dx′ (4.102)
1. Smoothed Particle Hydrodynamics. Il s’agit d’une formulation Lagrangienne sans maillage.
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En remplaçant la fonction Dirac δ par une fonction de lissage, ou kernel,W (x−x′,h),
la fonction f (x) est alors approchée un opérateur d’approximation kernel ⟨•⟩ker :
Définition 4.3.2 — Opérateur d’approximation kernel.
f (x)≈ ⟨ f (x)⟩ker =
∫
Ω
f
(
x′
)
W
(
x−x′,h)dx′ (4.103)
La fonctionW est appelée fonction de lissage, où h est la longueur de lissage qui carac-
térise le domaine d’influence deW . Puisque la fonction de lissage n’est plus la fonction
Dirac, la représentation intégrale ne peut être qu’une approximation.
La fonction de lissageW (x,h) doit satisfaire plusieurs conditions :
1. La fonction de lissage doit être normalisée sur son support.
Hypothèse 4.7 — Condition d’unité.∫
Ω
W
(
x−x′,h)dx′ = 1 (4.104)
2. Le support de la fonction de lissage doit compact.
Hypothèse 4.8 — Support compact.{
W (x−x′,h) = 0 , |x−x′|> κh (4.105)
3. La fonction de lissage doit être non-négative sur son domaine de support.
Hypothèse 4.9 — positivité.{
W (x−x′,h)≥ 0 ∀x ∈Ω (4.106)
4. La fonction de lissage doit décroitre de façon monotone lorsque la distance |x−x′|
augmente.
5. La fonction de lissage doit approcher la fonction Dirac lorsque la longueur de lis-
sage tend vers 0.
Hypothèse 4.10 — Fonction Dirac.
lim
h→0
W
(
x−x′,h)=W (x−x′,h) (4.107)
6. La fonction de lissage doit être paire.
Hypothèse 4.11 — Symétrie.
ker
(
x−x′,h)=W (x′−x,h) (4.108)
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R • La dimension du support compact est définie par la longueur de lissage h et un
facteur d’échelle κ , qui détermine la forme deW . L’inégalité |x−x′|> κh défini le
domaine de support au point x.
• La condition de positivité est importante pour assurer une solution stable et bornée,
c’est-à-dire ayant une signification physique.
• La condition de fonction Dirac assure que l’approximation converge vers la valeur
de la fonction, c’est a dire ⟨ f (x)⟩ker = f (x).
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FIGURE 4.7 – Supports (ou Stencils) pour
l’approximation polynomiale d’une cellule
C et d’une face frontière B.
La formulation MLS utilisée dans ce
travail repose sur le formalisme introduit
par Khelladi et al. [78]. D’après la défini-
tion (4.3.2), l’approximation kernel d’une
variable scalaire φ au point C, notée φˆc,
est :
φˆc =
∫
Ωc
φ
(
x′
)
W
(
xc−x′,h
)
dx′
En pratique, le domaine Ωc est repré-
senté pour le nuage de points constitué par
l’union des ns cellules les plus proches en-
vironnantes (figure 4.7). La précision de
l’approximation dépend du choix de la
base polynomiale P(x). Si le polynôme est
de degré o, l’approximation de la fonction
est d’ordre o, et celle d’une dérivée p-ième
est d’ordre (o− p). La méthode MLS est
ainsi capable de représenter exactement n’importe quelle combinaison linéaire des fonc-
tions de la base polynomiale 1. Par exemple, la base polynomiale de degré deux pour une
approximation MLS en trois dimension est :
P(x) =
(
1,x,y,z,xy,xz,yz,x2,y2,z2
)
(4.109)
Le degré de la base polynomiale et la dimension spatiale dim déterminent le nombre
minimum nmin de points constituant le support. En pratique, ns = nmin+ nsup avec nsup
points supplémentaires sont ajoutés afin de stabiliser la méthode :
ns =
(dim+o−1)!
dim!(o−1)! +nsup (4.110)
L’approximation MLS s’exprime alors :
φˆc = ⟨φc⟩mls =
ns
∑
j=1
N jφ j (4.111)
Où N j est la fonction de forme associée à la cellule j du support Ωc. Les dérivées
partielles s’expriment de façon analogue :
∂ q+r+sφ
∂
q
x ∂ ry∂
s
z
=
ns
∑
j=1
∂ q+r+sN j
∂
q
x ∂ ry∂
s
z
φ j (4.112)
1. y-compris la base elle-même.
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Cette formulation MLS utilise pour fonction de lissage un kernel exponentiel dont la
forme dépend d’un coefficient κ 1. Pour une cellule du maillage de centre C, et dans une
direction η , elle est définie par :

Wηc (η ,ηc,h) =
e−(
d
s )
2
− e−( dms )
2
1− e−( dms )
2
d = |η−ηc|
dm = max(|η−ηc|)
s= dm/2κ
Les fonction de lissage en dimension 2 et 3 sont obtenues en multipliant les fonctions
de lissage dans 2 ou directions 2, par exemple :{
W 2Dc (x,xc,h) =W
x
c (x,xc,h,κx)W
y
c (y,yc,h,κy)
W 3Dc (x,xc,h) =W
x
c (x,xc,h,κx)W
y
c (y,yc,h,κy)W zc (z,zc,h,κz)
(4.113)
R Pour plus de détails concernant le calcul des fonctions de forme et de leurs déri-
vées, la précision de la méthode ou les propriétés numériques du schéma FV-MLS, le
lecteur intéressé est renvoyé à Chassaing et al. [34]
 Exemple 4.2 Démonstration de la méthode MLS en dimension 1.
Soit une fonction f (x) = sin(2pix) et sa dérivée f ′(x) = 2pi.cos(2pix).
L’intervalle x ∈ [0;1] est discrétisé par 10 volumes finis. La fonction et sa dérivée
sont approximée par les moindres carrés mobiles pour des polynômes de différents de-
grés, et pour plusieurs valeurs du coefficient κ (figure 4.8).
Les courbes correspondant à f (x) sont représentées dans la colonne de gauche et
les courbes correspondant à f ′(x) sont représentées dans la colonne droite. Les courbes
en pointillés noirs correspondent aux valeurs exactes, les courbes bleues aux valeurs
approchées et les points rouges aux valeurs interpolées aux barycentres des volumes
finis, où les fonctions de forme sont calculées.
L’amélioration de la précision de l’approximation lorsque le degré du polynôme
est augmente est très visible. L’approximation de la dérivée est d’un degré inférieure
au degré du polynôme : constante lorsque le polynôme est linéaire, linéaire lorsque
le polynôme est quadratique, etc. Il est intéressant de noter que les conditions limites
affectent la précision de l’approximation. Ce problème est causé par l’asymétrie du
support.
1. Pour de petits kappas, le noyau adoucissant montre une platitude exemplaire.
2. Le choix des directions et du coefficient κ lié peut éventuellement être adapté localement à l’aniso-
tropie locale du nuage de point constituant le support, par exemple dans le cas d’un maillage de couche
limite.
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(a) f (x) - ordre 1 (κ = 5) (b) f ′(x) - ordre 1 (κ = 5)
(c) f (x) - ordre 2 (κ = 5) (d) f ′(x) - ordre 2 (κ = 5)
(e) f (x) - ordre 4 (κ = 3) (f) f ′(x) - ordre 4 (κ = 3)
(g) f (x) - ordre 4 (κ = 6) (h) f ′(x) - ordre 4 (κ = 6)
FIGURE 4.8 – Comparaison des approximations MLS pour plusieurs bases polynomiales.
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4.3.4 Les moindres carrés mobiles comme filtre implicite
L’approche ILES 1 est une variante de la LES dans laquelle les effets des échelles non
résolues sont pris en compte implicitement par des schémas non-oscillatoires au lieu d’uti-
liser des modèles SGS. Les principaux algorithmes utilisés sont les méthodes TVD 2, PPM 3
et FCT 4. La ILES capture l’énergie contenue et les échelles inertielles de l’écoulement tur-
bulent, tout en s’appuyant sur les propriétés de dissipation des schémas sus-cités pour agir
comme un modèle de sous-maille [6].
Nogueira et al. ont montré que la méthode FV-MLS a les caractéristiques requises pour
être utilisée comme filtre implicite dans le cadre de l’approche ILES [118]. La fonction
kernel détermine les propriétés du schéma numérique (figure 4.9). Par exemple, dans le
cas de la propagation d’une onde, tout la gamme de fréquence ne peut pas être exacte-
ment reproduite par le schéma, ce qui introduit des erreurs de dissipation (modification
de l’amplitude) et de dispersion (modification de la forme) [117].
(a) (b)
FIGURE 4.9 – Courbes de dispersion (a) et de dissipation (b) du schéma MLS pour plu-
sieurs valeurs du parametre de forme κx [118].
Les courbes de dispersion et dissipation montrent que le schéma reste précis jusqu’à
une fréquence de coupure, au-delà de laquelle les erreurs de dispersion and dissipation
ne sont plus négligeables. Ces courbes peuvent être interprétées le contexte de la LES. La
partie du spectre au-dessous de la fréquence de coupure correspond aux échelles résolues,
et les fréquence plus élevées au filtre de sous-maille implicite. La courbe de dissipation
montre que les échelles non résolues tendent a disparaitre naturellement.
L’esprit de la méthode ILES est de régler le paramètre du filtre (ici, κ) afin que la
dissipation du schéma imite les transferts d’énergie depuis les échelles inertielles vers
l’échelle de Kolmogorov [116].
1. Implicit Large Eddy Simulation.
2. Total Variation Diminishing.
3. Piecewise Parabolic Method.
4. Flux-Corrected Transport.
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La méthode FV-MLS a été appliquée aux équations de Navier-Stokes à masse volu-
mique et viscosité constantes et sans terme source par Ramírez et al. [132] :

∇ ·v= 0
∂v
∂ t
+∇ ·v⊗v=− 1
ρ
∇p+
µ
ρ
∇2v
(4.114)
Dans le formalisme utilisé dans ce travail, l’opérateur de discrétisation proposé par
Ramírez et al. serait le suivant : les intégrales volumiques pour le terme temporel et le
terme source sont approximées par un schéma MR (B.18). Une correction différée est
utilisée pour l’intégrale des flux convectifs, avec pour opérateur d’ordre faible le schéma
UW (B.28) et pour l’ordre élevé une interpolation MLS centrée IMLS (B.62). Le gradient du
terme diffusif est directement calculé par une interpolation DMLS (B.67). Pour résumer :


{HT}= {HT}m+1MR
{HC}= {HC}m+1UW +({HC}IMLS−{HC}UW )m
{HD}= {HD}m+1DMLS
{HS}= {HS}m+1MR
(4.115)
Cette formulation est reprise dans ce travail. Les détails de la discrétisation sont dispo-
nibles en annexe B. Comme précédemment, une équation linéaire algébrique (B.81) est
obtenue pour chaque cellule du maillage :
acφ
m+1
c +
Ni
∑
i=1
ainφ
m+1
n +
N j
∑
j ̸=c,n
a jφ
m+1
j = bc (4.116)
Les coefficients de cette équation sont :


ac = ρmc
3Vc
2∆t
+
Ni
∑
i=1
aic+
Nb
∑
b=1
ab+asVc
a j =
N f
∑
f=1
a f j
bc = S¯cVc+
(
4ρcφnc −ρcφn−1c
) Vc
2∆t
+
Ni
∑
i=1
δi+
Nb
∑
b=1
(Sb+δb)
as =−
(
∂S
∂φ
)m
aic = max
[
m˙ f ,0
]−Dc
ain = min
[
m˙ f ,0
]−Dn
m˙ f = ρ f v f ·A f
D j = A f ·
Ng
∑
g=1
ωgΓg∇Ng j
δi =−
(⟨
φmf
⟩MLS
m˙ f −φmc max
[
m˙ f ,0
]−φmn min[m˙ f ,0]
)
S¯ = Sφ ,m+asφm
(4.117)
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Les coefficients ab Sb et δb dépendent du type des conditions aux limites :
Dirichlet - la valeur du la variable φb est imposée sur la frontière

abc = max
[
m˙ f ,0
]−Dc
ab j =−D j
Sb =−φb
(
m˙ f −Dn
)
δb = φ
m
c max
[
m˙ f ,0
] (4.118)
Neumann - la valeur du flux diffusif entrant H inb est imposée sur la frontière.

abc = max
[
m˙ f ,0
]− Dc
Dn
min
[
m˙ f ,0
]
ab j =−
D j
Dn
min
[
m˙ f ,0
]
Sb =−H inb ∥Ab∥
(
m˙ f
Dn
−1
)
δb = φ
m
c .max
[
m˙ f ,0
]
+
N j
∑
j ̸=b
D j
Dn
(
m˙ f −min
[
m˙ f ,0
])
φmj
(4.119)
L’interpolation de Rhie-Chow conserve la même forme que l’équation (4.75), à la
différence du gradient au centre de la face calculé par la méthode des moindres carrés
mobiles :
v∗f =
⟨
v∗f
⟩MLS−D(∇pm−⟨∇pm⟩MLS)
f
(4.120)
L’approximation SIMPLE (4.6) permet de lier la correction de vitesse et la correction
de pression :
v′ =−D∇p′ (4.121)
Les coefficients du tenseur de diffusion de pression sont également calculés par inter-
polation MLS. Comme précédemment, l’équation de continuité est exprimée sous la forme
d’une équation algébrique pour la correction :
βmp ρ
m
c
3Vc
2∆t
p′c+
N f
∑
f=1
(
m˙∗fβ
m
p p
′
f −ρmf D
(
∇p′
)
f ·A f
)
= −(3ρmc −4ρnc +ρn−1c ) Vc2∆t −∑f m˙∗f (4.122)
La correction de pression au niveau de la face est calculée par l’opérateur ⟨•⟩MLS, et
le gradient de correction de pression est discrétisé par le schéma DMLS (B.67) :

p′f =
N j
∑
j=1
N jp
′
j
ρmf D(∇p
′) f ·A f = ρmf D
N j
∑
j=1
(
∇N jp
′
j
) ·A f = ρmf D N j∑
j=1
p′j
(
∇N j ·A f
) (4.123)
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L’équation (4.122) devient :
βmp ρ
m
c
3Vc
2∆t
p′c+
N f
∑
f=1
(
m˙∗fβ
m
p
N j
∑
j=1
N jp
′
j−ρmf D
N j
∑
j=1
p′j
(
∇N j ·A f
))
= −(3ρmc −4ρnc +ρn−1c ) Vc2∆t −
N f
∑
f=1
m˙∗f (4.124)
L’équation algébrique pour la correction de pression est finalement :
apc p
′
c+ ∑
j ̸=c
apc jp
′
j = b
p
c (4.125)
Les coefficients de cette équation sont :

apc = βmp ρ
m
c
3Vc
2∆t
+apcc
apc j =
N f
∑
f=1
(
m˙∗fβ
m
p N j−ρmf D
(
∇N j ·A f
))
bc =−
(
3ρmc −4ρnc +ρn−1c
) Vc
2∆t
−
N f
∑
f=1
m˙∗f
(4.126)
R Cette equation est résolue avec la condition limite de type Dirichlet p
′ = 0 lorsque
la vitesse est spécifiée, et de type Neumann dans les autres cas.
La formulation proposée par Ramírez et al. présente plusieurs inconvénients :
• Les approximations employées pour le terme temporel et le terme sources limitent
à 2 l’ordre spatial pour les cas instationnaires.
• Le gradient calculé au centre de la face dans l’interpolation de Rhie-Chow a pour
origine une discrétisation MR, théoriquement d’ordre 2. La raison pour laquelle la
formulation obtient des ordres élevés n’est pas expliquée par Ramírez et al..
• L’interpolation d’ordre élevée du gradient dans le terme diffusif rend couteux la
résolution des systèmes linéaires. Les méthodes de résolution par sous-espace de
Krylov peuvent diverger avec certaines techniques de pré-conditionnement.
Il serait intéressant d’employer une formulation exploitant pleinement le principe de
correction différée pour chaque terme de l’équation de transport :

{HT}= {HT}m+1MR +βT ({HT}MM−{HT}MV )m
{HC}= {HC}m+1HY +βC ({HC}IMLS−{HC}HY )m
{HD}= {HD}m+1D1 +βD ({HD}DMLS−{HD}D1)m
{HS}= {HS}m+1MR +βS ({HS}MM−{HS}MV )m
(4.127)

5. Modélisation de la suspension
Résumé
Ce chapitre vient compléter le précédent en introduisant une phase disperse dans
l’écoulement. Il présente la modélisation des différentes interactions, et les méthodes nu-
mériques associées.
 Après avoir comparé différentes approches pour modéliser une suspension, la pre-
mière section présente la méthode des éléments discrets utilisée pour la simulation des
particules. Cette méthode permet de prendre en compte les interactions de contact, mais
nécessite de très petits pas de temps, ce qui est un inconvénient majeur en vue d’applica-
tions industrielles concrètes.
 Pour contourner ce problème, un nouveau modèle de contact est proposé dans la
deuxième section. Cette approche est semi-implicite en temps et repose sur des conditions
de non-interpénétration. Un algorithme permettant de calculer les forces de contact est dé-
veloppé.
 La troisième section s’intéresse au couplage fluide-particules. Un modèle de trai-
née implicite est proposée pour améliorer la stabilité de la simulation. La rétroaction des
particules sur le fluide est réalisée par un modèle de type milieu poreux qui permet de
prendre en compte des effets d’anisotropie à l’échelle macroscopique.
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5.1 Simulation des particules
Plusieurs approches de modélisation des suspensions ont été introduites dans le cha-
pitre 2. Ces approches présentent chacune leurs avantages et inconvénients :
(VOF) (EE) (LE)
(+) précision
(+) peu de modélisation
(-) mise en oeuvre com-
plexe (suivi d’interface)
(-) couteux en calcul
(-) inadapté aux particules
solides
(+) simplicité
(+) peu couteux en calcul
(-) beaucoup de modé-
lisation pour les termes
sources
(-) beaucoup de modélisa-
tion pour le colmatage
(+) adapté aux particules
solides
(+) trajectoires des parti-
cules
(-) modélisation des forces
nécessaire
(-) le cout dépend du
nombre de particules
FIGURE 5.1 – Comparaison des méthodes de modélisation des écoulements biphasiques.
L’approche Euler-Lagrange est retenue, car elle présente un bon compromis entre le
coût de calcul, la complexité de modélisation et la qualité. Des travaux dans le domaine
de la pulvérisation ont démontré un grand potentiel de cette approche combinée aux mé-
thodes LES pour la simulation des écoulements biphasiques [17, 136].
Cependant, les méthodes LE classiques considèrent les particules comme ponctuelles,
et ne prennent pas toujours en compte les collisions entre les particules, leur adhérence
sur les surfaces solides ou la formation d’agrégats. Ce travail s’inspire de la Méthode des
Éléments Discrets (DEM) pour prendre en compte ces phénomènes, dont le rôle important
dans la dynamique du colmatage a été démontré lors des essais.
5.1.1 Méthode des Éléments Discrets
La méthode des éléments discrets , introduite en 1979 par Cundall et Strack, est une
méthode numérique très rependue pour la simulation des écoulements granulaires ou de
la mécanique des poudres [63]. Les particules représentant les grains du milieu sont consi-
dérées comme des solides qui interagissent via des contacts ponctuels [191].
Le principe de la DEM est de calculer les forces qui s’exercent sur les particules à un
instant t donné, puis d’intégrer numériquement l’équation du mouvement pour obtenir les
vitesses et positions des particules à l’instant t +∆t. La méthode des éléments discrets
se rapproche en cela de la dynamique moléculaire, avec pour différence notable que les
particules en DEM ne sont pas des masses ponctuelles mais des solides rigides représentés
en 2 ou 3 dimensions, ce qui implique une inertie et des degrés de liberté de rotation [75].
En réalité, la plupart des particules sont plus ou moins déformable. Cet effet peut être pris
en compte en permettant aux particules un léger chevauchement.
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FIGURE 5.2 – Simulation par éléments dis-
crets du colmatage d’un milieu poreux par
des particules solides [135].
Chaque particule est décrite par un en-
semble de variables (δ ,m,J,x,w) qui cor-
respondent respectivement au diamètre, à
la masse, au tenseur d’inertie, au centre
d’inertie et à l’orientation. Le mouvement
des particules est déterminé à partir de F
et M (résultantes respectives des forces et
moments qui s’exercent sur la particule),
selon le second principe de Newton :


m
d2x
dt2
= F
J
dw
dt
=M
(5.1)
La DEM permet d’étudier des effets ma-
croscopiques à partir du comportement des
particules à l’échelle microscopique. Par
exemple, le colmatage d’un milieux poreux par de la pollution solides a été simulé avec
cette technique par Remond et al. [135] (figure 5.2).
5.1.2 Modèles de contact
FIGURE 5.3 – Le modèle de Kelvin-Voigt
dans les directions normales et tangentielles
du contact est un modèle d’interaction clas-
sique en DEM [113].
Il existe deux approches principales
pour la modélisation des forces de contact.
La première est la collision inélastique de
sphères dures. Elle repose sur la conserva-
tion de la quantité de mouvement lors de
chocs binaires et instantanée, et met gé-
néralement en oeuvre des algorithmes ba-
sés sur la gestion d’événements de colli-
sion. Le pas de temps est déterminé par
la plus petite durée entre deux contacts, et
tend vers zero lorsque la fraction solide
augmente 1 [159]. La seconde approche est
la collision élastique, basée sur des sys-
tèmes ressort-amortissement ou modèle de
Kelvin-Voigt (figure 5.3). Dans cette ap-
proche, deux particules (i, j) sont consi-
dérées en contact lorsque’elles s’interpé-
nètrent légèrement. La force de contact Fi j
est décomposée selon ses composantes normales et tangentielles :
Fi j = F
nni j+F
tti j (5.2)
1. Ce comportement est appelé effondrement inélastique.
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Le vecteur normale dépend de la position des particules : ni j = (x j− xi)/
∥∥x j−xi∥∥.
Par contre, le vecteur ti j dépend de la vitesse relative entre les particules :
vi j = v j−vi (5.3)
La direction tangentielle de collision s’exprime :
ti j =
vi j− (vi j ·ni j)ni j∥∥vi j− (vi j ·ni j)ni j∥∥ (5.4)
Les forces sont généralement calculées à partir de la distance d’interpénétration :
δi j =
1
2
(δi+δ j)− (x j−xi) ·ni j ≥ 0 (5.5)
 Exemple 5.1 Le modèle de contact le plus simple comprend une force de répulsion
linéaire de raideur k, et un amortissement visqueux linéaire de coefficient ν . La force
entre les particules est uniquement normale, et s’exprime :{
Fn =−kδi j−ν(vi j ·ni j)
F t = 0
(5.6)
5.1.3 La question du pas de temps
Dans les méthodes de simulation de dynamique des solides, les équations du mouve-
ment (5.1) sont généralement intégrées numériquement. L’intégration temporelle est un
domaine de recherche très actif en DEM. Le schéma d’intégration doit présenter des pro-
priétés de précision, de stabilité et de conservation de l’énergie [38].
Dans ce travail, quatre formulations sont considérées (table 5.1). Les schémas [o1]
et [o1+] sont des formulations de premier ordre couramment utilises dans le cadre des
méthodes LE [44, 127]. Le schéma [o2] est obtenu à partir d’un développement en série
de Taylor de la position d’une particule, et [o2+] prend en compte l’accélération dans le
schéma d’intégration de la vitesse.
Premier ordre, explicite [o1] Premier ordre, semi-implicite [o1+]
vn+1 = vn+an∆t vn+1 = vn+an∆t
xn+1 = xn+vn∆t xn+1 = xn+vn+1∆t
Second ordre en position [o2] Second ordre [o2+]
vn+1 = vn+an∆t vn+1 = vn+ 32a
n∆t− 12an−1∆t
xn+1 = xn+vn∆t+ 12a
n∆t2 xn+1 = xn+vn∆t+ 12a
n∆t2
TABLE 5.1 – Schémas d’intégration temporelle d’ordre 1 et 2.
R Il existe des schémas d’intégration d’ordre plus élevé, offrant une meilleure précision.
Les plus rependus sont les méthodes de Runge-Kutta. Il sont cependant plus couteux
en calcul et nécessitent plus d’espace de stockage.
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La précision de l’intégration temporelle dépend du schéma numérique et du pas de
temps. Celui-ci doit être suffisamment faible pour garantir une bonne discrétisation (tem-
porelle) de la collision. La durée de la collision entre deux particules dépend des para-
mètres intervenant dans la formulation des forces de contact. La comparaison des diffé-
rents schémas nécessite une solution analytique de référence.
Tout d’abord, le problème de la collision binaire sans amortissement est considéré.
Les deux particules sont soumises à une accélération constante g et pour des raisons de
simplicité, leur mouvement est unidirectionnel. Pour chaque particule, l’équation du mou-
vement en translation (5.1) est projetée dans la direction x :

mi
d2xi
dt2
= mig+Fi j ·ni j
m j
d2x j
dt2
= m jg−Fi j ·ni j
(5.7)
La force de contact se réduit à la force normale Fn =−kδi j. En divisant par la masse,
le système (5.7) s’exprime :

d2xi
dt2
= g− k
mi
δi j
d2x j
dt2
= g+
k
m j
δi j
(5.8)
La soustraction de ces deux équations permet d’aboutir à une unique expression :
d2(x j− xi)
dt2
=
k
mi j
δi j (5.9)
Où mi j = mim j/(mi + m j) est la masse réduite. En remarquant que x j − xi =
1
2
(
δi+δ j
)−δi j, et comme les particules sont de diamètre constant :
d2δi j
dt2
+
k
mi j
δi j = 0 (5.10)
L’équation (5.10) est celle d’un oscillateur harmonique. La solution de cette équation
différentielle est de la forme :
δi j (t) = Acos(ωt+α) (5.11)
Avec la fréquence propre ω =
√
k/mi j. La durée de la collision est τ = pi/ω . En
considérant que la collision débute à l’instant tc, il est possible d’évaluer les termes A et
α depuis les conditions initiales :

δi j (tc) = 0
dδi j
dt
∣∣∣∣
tc
=
dx j
dt
∣∣∣∣
tc
− dxi
dt
∣∣∣∣
tc
= vi j
(5.12)
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Où vi j est la vitesse relative à l’instant tc. Les coefficients sont :

α =
pi
2
−ωtc
A=−vi j
ω
(5.13)
L’équation (5.11) devient alors :
δi j (t) =−vi j
ω
cos
(
ω (t− tc)+ pi2
)
=−vi j
ω
sin(ω (t− tc)) (5.14)
L’équation du mouvement pour les particules durant la collision est obtenue en intro-
duisant l’équation (5.14) dans le système (5.8) :

d2xi
dt2
= g+
k
mi
vi j
ω
sin(ω (t− tc))
d2x j
dt2
= g− k
m j
vi j
ω
sin(ω (t− tc))
(5.15)
Les trajectoires sont obtenues en intégrant le système (5.10). Par exemple, pour la
particule i :

xi(t) = xi(0)+ vi(0).t+
g
2
t2 t ∈ [0; tc]
xi(t) = xi(tc)+ vi(tc).(t− tc)+ g2(t− tc)
2− mi j
mi
B(t− tc) t ∈
[
tc; t f
]
xi(t) = xi(t f )+ vi(t f ).(t− t f )+ 12g(t− t f )
2 t ≥ t f
(5.16)
Où t f = tc+ τ , et pour la particule j :

x j(t) = x j(0)+ v j(0).t+
g
2
t2 t ∈ [0; tc]
x j(t) = x j(tc)+ v j(tc).(t− tc)+ g2(t− tc)
2+
mi j
m j
B(t− tc) t ∈
[
tc; t f
]
x j(t) = x j(t f )+ v j(t f ).(t− t f )+ 12g(t− t f )
2 t ≥ t f
(5.17)
Le fonction B(t) a la dimension d’une longueur. C’est la contribution de la force de
contact sur la trajectoire des particules au cours de la collision :
B(t) = vi j
(
sin(ω(t))
ω
− t
)
(5.18)
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 Exemple 5.2 Le premier exemple met en jeu deux solides de même taille et densité,
lancés l’un vers l’autre à la même vitesse :
Part. i


xi = 0
vi = 2
δi = 0.1
ρi = 1000
Part. j


x j = 0.4
v j =−2
δ j = 0.1
ρ j = 1000
Paramètres


g= 0
k = 1000
τ = 5,08.10−2
∆t = 7,50.10−4
∆tc = 5,08.10−4
La trajectoire des particules est calculée numériquement pour chacun des schémas, et
comparés à la solution analytique (figure 5.4).
 Exemple 5.3 Le deuxième exemple met en jeu deux solides de même taille et densité,
lancés l’un vers l’autre à la même vitesse, mais soumis à une accélération constante :
Part. i


xi = 0
vi = 2
δi = 0.1
ρi = 1000
Part. j


x j = 0.4
v j =−2
δ j = 0.1
ρ j = 1000
Paramètres


g= 10
k = 1000
τ = 5,08.10−2
∆t = 7,50.10−4
∆tc = 5,08.10−4
La trajectoire des particules est calculée numériquement pour chacun des schémas, et
comparés à la solution analytique (figure 5.5).
 Exemple 5.4 Le troisième exemple met en jeu deux solides de même taille et lancés
l’un vers l’autre à la même vitesse, mais de densités différentes :
Part. i


xi = 0
vi = 2
δi = 0.1
ρi = 1000
Part. j


x j = 0.4
v j =−2
δ j = 0.1
ρ j = 100
Paramètres


g= 0
k = 1000
τ = 2,17.10−2
∆t = 7,50.10−4
∆tc = 2,16.10−4
La trajectoire des particules est calculée numériquement pour chacun des schémas, et
comparés à la solution analytique (figure 5.6).
 Exemple 5.5 Le quatrième exemple met en jeu deux solides de même masse et
lancés l’un vers l’autre à la même vitesse, mais de diamètres et densités différentes :
Part. i


xi = 0
vi = 2
δi = 0.2
ρi = 1000
Part. j


x j = 0.4
v j =−2
δ j = 0.1
ρ j = 8000
Paramètres


g= 0
k = 10000
τ = 0,0455
∆t = 6,25.10−4
∆tc = 4,54.10−4
La trajectoire des particules est calculée numériquement pour chacun des schémas, et
comparés à la solution analytique (figure 5.7).
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 Exemple 5.6 Le dernier exemple met en jeu deux particules de glace de taille, et
densité différentes, soumises à l’accélération de la pesanteur :
Part. i


xi = 0
vi = 0.2
δi = 1,0.10−4
ρi = 980
Part. j


x j = 0.005
v j = 0.1
δ j = 5,0.10−4
ρ j = 950
Paramètres


g= 9.81
k = 1000
τ = 2,24.10−6
∆t = 4,7.10−4
∆tc = 2,24.10−8
La trajectoire des particules est calculée numériquement pour chacun des schémas, et
comparés à la solution analytique (figure 5.8).
FIGURE 5.4 – Trajectoires des solides (exemple 5.2)
FIGURE 5.5 – Trajectoires des solides (exemple 5.3)
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FIGURE 5.6 – Trajectoires des solides (exemple 5.4)
FIGURE 5.7 – Trajectoires des solides (exemple 5.5)
Pour chaque exemple, la norme L2 de l’erreur sur la position de chaque particule est
calculée (table 5.2). Le schéma [o1] est systématiquement le plus imprécis, et doit être
évité. Le schéma [o2+] est le plus précis dans la plupart des situations. Il nécessite ce-
pendant plus d’espace de stockage en raison du terme an−1, et perd en precision en cas
de variation de pas de temps 1. Les schémas [o1+] et [o2] sont très proches. Le schéma
[o2] donne de meilleurs résultats en présence d’une force d’accélération, mais perd en
précision lors de la collision. Les schémas de premier ordre conservent mal l’énergie 2 au
cours des collisions, mais ce problème n’est pas aussi critique dans les systèmes fluide-
particules que dans les milieux granulaires ou la dynamique moléculaire, car les forces
hydrodynamiques telles que la trainée perturbent la collision et rendent la méthode non
1. Des pas de temps différents ont été utilises sur les intervalles t ∈ [tc; t f ] (∆tc) et t ∋ [tc; t f ] (∆t).
2. Énergie cinétique + potentiel élastique.
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conservative [152].
Schéma o1 o1+ o2 o2+
Exemple 5.2 - err xi 1,46.10−04 1,74.10−07 7,23.10−05 2,40.10−06
Exemple 5.2 - err x j 1,46.10−04 1,74.10−07 7,23.10−05 2,40.10−06
Exemple 5.3 - err xi 2,05.10−04 3,83.10−04 2,94.10−04 3,64.10−04
Exemple 5.3 - err x j 4,95.10−04 3,83.10−04 4,38.10−04 3,68.10−04
Exemple 5.4 - err xi 2,65.10−05 1,39.10−08 1,31.10−05 3,39.10−07
Exemple 5.4 - err x j 2,65.10−04 1,39.10−07 1,31.10−04 3,39.10−06
Exemple 5.5 - err xi 1,22.10−04 1,55.10−07 6,03.10−05 2,06.10−06
Exemple 5.5 - err x j 1,22.10−04 1,55.10−07 6,03.10−05 2,06.10−06
Exemple 5.6 - err xi 7,29.10−05 6,89.10−06 2,35.10−05 3,64.10−08
Exemple 5.6 - err x j 6,47.10−06 6,89.10−06 2,04.10−07 1,03.10−08
TABLE 5.2 – Erreur L2 sur la position des particules.
R Lorsque le coefficient ν > 0, le choc est amorti et la fréquence propre devient :
ω =
√
k/mi j−ν2 (5.19)
Un paramètre important en présence d’amortissement est le coefficient de restitution,
qui décrit la variation de quantité de mouvement après la collision. Il s’exprime
ε = exp(−piν/ω).
FIGURE 5.8 – Trajectoires des solides (exemple 5.6)
Le problème du pas de temps est mis en évidence avec l’exemple 5.6, pour lequel les
paramètres (diamètre, densité, vitesse) sont représentatifs des conditions observées lors
des essais. Avec un temps de collision de l’ordre de la microseconde, et des pas de temps
à minima dix fois moindres, la simulation de 10 secondes de blizzard nécessitera entre 50
et 500 millions d’itérations.
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5.2 Un nouveau modèle de contact
Le phénomène de colmatage implique des concentrations de particules localement
élevées. La modélisation par collision inélastique est donc exclue en raison du problème
d’effondrement inélastique. De plus les applications industrielles nécessitent des simula-
tions sur des durées de plusieurs secondes, ce qui exclue également la modélisation des
chocs élastiques par les modèles ressort-amortissements classiques.
Dans ce travail, un modèle pour les collisions parfaitement inélastiques est proposé. Il
est similaire à l’approche de Maury, mais son développement repose sur des fondements
physiques plutôt que mathématiques [101].
5.2.1 Principe
Soit (i, j) une paire de particules sphériques. Les équation du mouvement discrétisées
pour ce système s’expriment :

vn+1i = v
n
i +a
n
i ∆t
xn+1i = x
n
i +v
n
i ∆t+βa
n
i ∆t
2
vn+1j = v
n
j +a
n
j∆t
xn+1j = x
n
j +v
n
j∆t+βa
n
j∆t
2
(5.20)
La valeur du coefficient β dépend du schéma temporel : 1 pour le schéma [o1+] et 0.5
pour le schéma [o2]. Les autres schémas d’intégration ne sont pas utilisés pour les raisons
exposées précédemment. L’accélération est décomposée en deux termes :
ani =
1
mi
(
∑
k ̸=i
Fcik+F
∗
i
)
(5.21)
Le premier correspond aux forces de contact exercées par les particules environnantes
k sur la particule i. Le second terme correspond aux autres forces, par exemple la pesanteur
ou la trainée hydrodynamique.
R La troisième loi de Newton implique F
c
ik =−Fcki
Les equations du mouvement pour la position des particules s’exprime alors :

xn+1i = x
n
i +v
n
i ∆t+
β
mi
(
F∗i +∑
k ̸=i
Fcik
)
∆t2
xn+1j = x
n
j +v
n
j∆t+
β
m j
(
F∗j + ∑
k ̸= j
Fcjk
)
∆t2
(5.22)
La vitesse à priori vˆ est la distance parcourue par une particule au cours d’une itération
temporelle en absence d’actions de contact, divisée par ∆t. Elle peut être telle qu’a la fin
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d’une itération, deux particules s’interpénètrent (figure 5.9). Son expression est :
vˆni = v
n
i +
β
mi
F∗i ∆t (5.23)
xni
xnj
b
b
Fi j
−Fi j
xn+1i xn+1j
vˆnj
vˆni
x
y
vnj
vni
FIGURE 5.9 – Positions de deux particules avant et après un pas de temps. La position des
particules si aucune force d’interaction n’est appliquée apparait en gris.
Le principe est donc de calculer les forces de contact à appliquer pour prévenir ce
comportement. En introduisant vˆ dans l’équation (5.22), le système devient :


xn+1i = x
n
i + vˆ
n
i ∆t+
β
mi
∑
k ̸=i
Fcik∆t
2
xn+1j = x
n
j + vˆ
n
j∆t+
β
m j
∑
k ̸= j
Fcjk∆t
2
(5.24)
La différence entre les équations du système (5.24) donne l’équation :
xn+1j −xn+1i = (xnj −xni )+(vˆnj − vˆni )∆t+
(
β
m j
∑
k ̸= j
Fcjk−
β
mi
∑
k ̸=i
Fcik
)
∆t2 (5.25)
La force de contact Fci j entre deux sphères peut être décomposée entre sa direction et
son amplitude fi j ≥ 0 :
Fci j =− fi jni j (5.26)
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Le produit de l’équation (5.25) par ni j permet d’obtenir une equation scalaire :
(xn+1j −xn+1i ) ·ni j = (xnj −xni ) ·ni j+(vˆnj − vˆni ) ·ni j∆t
−
(
β
m j
∑
k ̸= j
f jkn jk− βmi ∑k ̸=i
fiknik
)
·ni j∆t2 (5.27)
La distance relative est définie par xi j = (x j−xi) ·ni j et la vitesse à priori relative est
définie par vˆi j = (vˆ j− vˆi) ·ni j. Soit Λi jk défini par :
Λ
j
ik =
β∆t2
mi
nik ·ni j (5.28)
L’équation (5.27) devient :
xn+1i j = x
n
i j+ vˆi j∆t+
(
∑
k ̸=i
Λ
j
ik fik+ ∑
k ̸= j
Λijk f jk
)
(5.29)
L’absence d’interpénétration à la fin d’un pas de temps est équivalent à satisfaire pour
chaque paire (i, j) de particules l’inégalité :
xn+1i j ≥ ri+ r j (5.30)
En introduisant l’équation (5.29) dans (5.30), une inéquation est obtenue :
xni j+ vˆi j∆t+
(
∑
k ̸=i
Λ
j
ik fik+ ∑
k ̸= j
Λijk f jk
)
≥ ri+ r j (5.31)
En se souvenant de la distance entre deux particules δi j définie dans la section précé-
dente (5.5), un ensemble de contraintes de la forme g( f ci j)≤ 0 est obtenu :
g( fi j) = δi j− vˆi j∆t−
(
∑
k ̸=i
Λ
j
ik fik+ ∑
k ̸= j
Λijk f jk
)
≤ 0 (5.32)
Cette contrainte peut être exprimée en excluant la force d’interaction entre les parti-
cules i et j des sommes, et en remarquant que f ci j = f ji :
g( fi j) = δi j− vˆi j∆t−
(
Λ
j
i j+Λ
i
ji
)
fi j− ∑
k ̸=i, j
(
Λ
j
ik fik+Λ
i
jk f jk
)
≤ 0 (5.33)
R En reprenant l’expression de la masse réduite, et comme ni j =−n ji :
Λ
j
i j+Λ
i
ji =
β∆t2
mi j
(5.34)
La vitesse d’une particule i à l’instant t+∆t est calculée au moyen des forces d’inter-
action satisfaisant les contraintes :
vn+1i = v
n
i +
1
mi
(
F∗i −∑
k ̸=i
fiknik
)
(5.35)
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5.2.2 Optimisation quadratique
L’ajout de forces de contacts a pour conséquence la variation de l’énergie cinétique au
cours d’un pas de temps. Pour une particule, elle s’exprime :
∆Ei =
1
2
miv
n+1
i ·vn+1i −
1
2
miv
n
i ·vni
=
1
2
[
1
mi
∑
k ̸=i
fiknik ·∑
k ̸=i
fiknik
]
−
[(
vni +
F∗i
mi
)
·∑
k ̸=i
fiknik
]
+[vni ·F∗i ] (5.36)
Soient f et d deux vecteurs définis par :
f=
(
f12, · · · , f1N , fi j, · · · , fiN
) ∈ RN 1≤ i< j ≤ N
d=
(
dˆ12, · · · , dˆ1N , dˆi j, · · · , dˆiN
) ∈ RN 1≤ i< j ≤ N
Avec dˆi j = vˆi j∆t − δi j. La variation totale d’énergie cinétique peut s’écrire sous la
forme d’une fonctionnelle quadratique :
∆E (f) =
N
∑
i=1
∆Ei =
1
2
Af · f−b · f+ c (5.37)
Les contraintes (5.33) peut s’écrire sous forme matricielle :
B(Λ) f−d≤ 0 (5.38)
Les termes A et B sont des matrices et b est un vecteur. L’objectif est de trouver les
forces d’interaction f solution du problème suivant :
minimiser ∆E (f) =
1
2
Af · f−b · f+ c
sur K = {f,Bf−d≤ 0}
(5.39)
Dans son travail, Maury aboutit à une formulation similaire :
minimiser J (v) =
1
2
Mv ·v− (Mvˆ) ·v
sur K = {v,Cv−d≤ 0}
(5.40)
Avec M une matrice masse. Il propose de résoudre le problème de minimisation sous
contraintes au moyen de l’algorithme d’Uzawa :

vn+1 = vˆn−M−1CT fk
fk+1 = max
[
0; fk+ϖ
(
Cvn+1−d)] (5.41)
R La fonctionnelle et les contraintes sont exprimées en fonction de la vitesse et non
des forces, et l’expression des matrice (M etC) et vecteurs (F et d) sont plus simples.
La formulation de Maury de minimise donc pas la variation d’énergie cinétique.
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5.2.3 Calcul des forces de contact
Dans la formulation présente, les forces de contact sont calculées par un processus
itératif. La contrainte (5.33) entre deux particules peut être estimée par :
g( fi j)≈ δi j− vˆi j∆t− β∆t
2
mi j
fi j ≤ 0 (5.42)
Dans un esprit proche de la correction différée introduite dans le chapitre précédent,
la contrainte pour l’itération (k+1) devient :
gki j−
β∆t2
mi j
(
f k+1i j − f ki j
)
≤ 0 (5.43)
Avec :
gki j = δi j− vˆi j∆t−
(
∑
k ̸=i
Λ
j
ik f
k
ik+ ∑
k ̸= j
Λijk f
k
jk
)
(5.44)
Au cours des itérations, f k+1i j − f ki j converge vers 0 et la contrainte est satisfaite. Cette
formulation donne une expression pour le calcul de f k+1i j :
f k+1i j ≥ f ki j−
mi j
β∆t2
gki j (5.45)
Cette inéquation peut être exprimée sous forme compacte :
f k+1i j = max
[
0; f ki j−ϖgki j
]
(5.46)
En pratique, l’algorithme ne converge que si le paramètre ϖ est inférieur à une borne
supérieure ϖmax, ce qui correspond à relaxer la méthode :
ϖmax =
ϖ
2s
√
d
(5.47)
Où s est le nombre de contraintes actives autour d’une particule et d est la dimension,
soit s∼ 6 pour d = 2 et s∼ 12 pour d = 3 [101].
Algorithme 5.2.1 — Gestion de contacts.
1. Initialisation des forces et contraintes : f 0i j = 0 et g
0
i j = δi j− vˆi j∆t
2. Mise à jour des forces : f k+1i j ≥ f ki j−ϖmax.gki j
3. Mise à jour des contraintes : gk+1i j = δi j− vˆi j∆t−
(
∑
k ̸=i
Λ
j
ik f
k+1
ik + ∑
k ̸= j
Λijk f
k+1
jk
)
4. Convergence si
∥∥∥∥∥ g
k+1
i j
ri+ r j
∥∥∥∥∥
L2
−
∥∥∥∥∥ g
k
i j
ri+ r j
∥∥∥∥∥
L2
< ε
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5.3 Couplage Fluide-Particules
La problématique du couplage entre le fluide et les particules est avant tout une ques-
tion d’échelles. La première est basée sur le diamètre δ des particules, la seconde sur la
dimension caractéristique ∆x des cellules du maillage. Trois possibilités se présentent :
• δ ≪ ∆x : la particule est beaucoup plus petite que la cellule du maillage qui la
contient. L’action du fluide sur cette particule et la rétroaction sur l’écoulement
doivent être modélisés [69].
• δ ≫ ∆x : la particule recouvre de nombreuses cellules du maillage. L’interaction
entre le fluide et la particule doit être résolue avec précision, par exemple au moyen
de méthodes de pénalisation [32].
• δ ∼ ∆x : la particule et les cellules du maillage sont de dimensions proches. Une
approche par modélisation devient sensible à des fluctuations locales de l’écoule-
ment, et la résolution manque de précision car la particule ne recouvre qu’une ou
quelques cellules du maillage.
La situation se complexifie encore lorsque la suspension est polydisperse et que les
diamètres des particules les plus grandes et des plus petites sont très différents. Pour un
maillage donné, les particules peuvent alors se retrouver dans toutes les configurations
décrites précédemment (figure 5.10).
A B C
χs = 1 1> χs > 0.5 0.5> χs > 0 χs = 0
FIGURE 5.10 – Estimation de la fraction volumique solide χs dans les cellules de trois
maillages de plus en plus raffinés (de gauche à droite). En fonction de la résolution offerte
par le maillage, les particules peuvent être dans une situation où δ ≪∆x (petites particules
- maillage A), δ ≫ ∆x (grosse particule - maillages B et C ; moyenne particule - maillage
B) et dans la plupart des cas, δ ∼ ∆x.
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Le diamètre des particules est compris entre 200 microns et 1 mm (hypothèse 3.3).
Les plus petits orifices sont de l’ordre du millimètre, et maillés avec une résolution ∆x de
250 à 500 microns, et il est improbable que la résolution spatiale puisse être améliorée 1.
L’approche à suivre pour réaliser pour le couplage fluide-particule n’est pas manifeste. La
méthode proposée dans ce travail est la suivante :
• L’action du fluide sur les particules est modélisée par des forces calculées à partir
de corrélations issues de la littérature.
• La rétroaction des particules sur le fluide est réalisée par un modèle de milieux po-
reux basé sur des estimations locales de la fraction volumique solide χs.
5.3.1 Action du fluide sur les particules
Les forces considérées dans ce travail incluent les effets de pression Fp, de flottabilité
Fg et de trainée Fd (table 5.3.1). Les autres forces hydrodynamiques (Basset, masse vir-
tuelles), ainsi que les effets liées à la rotation des particules ne sont pas prises en compte.
Dans cette section, les indices p,i et j feront référence à des particules, et l’indice f à la
phase fluide. La vitesse relative entre le fluide et les particules est notée vr = vp−v f .
R La vitesse v f est la vitesse du fluide filtrée par une interpolationMLS au centre de la
cellule c la plus proche du centre de la particule :
v f =
⟨
v f
⟩MLS
c (5.48)
Les fonctions de forme MLS sont calculées à l’ordre 2, avec un coefficient κ = 3 et
9 points supplémentaires ajoutés au stencil. Le filtre calcul ainsi la vitesse du fluide
au voisinage de la particule.
Ce filtrage est essentiel lorsque δ > ∆x, pour éviter que la particule n’impose sa
vitesse dans les cellules internes du maillage et donne lieu à une vitesse relative
nulle.
Flottabilité Fg
(
mp−ρ fVp
)
g
Trainée Fd −12ρ f SpCD ∥vr∥vr
Pression Fp −Vp(∇p)hydro
FIGURE 5.11 – Expression des forces exercées sur les particules.
Le gradient de pression hydrodynamique (∇p)hydro est le gradient du champ de pres-
sion auquel on retranche ρ f g. L’effet de la gravité est prise en compte dans la force de
flottabilité Fg.
R Cette formulation permet de fixer g= 0 pour le terme source du solveur fluide, ce
qui améliore la convergence de l’algorithme SIMPLE [102].
1. Pour que les simulations instationnaires 2D aient des durées raisonnables, le nombre de cellule par
unité de calcul doit être de l’ordre de 1002 à 1502. La station de calcul à disposition possède 2 processeurs
comprenant 6 coeurs chacun. La taille du maillage est donc limitée à quelques centaines de milliers de
cellules. En 3D, le nombre de cellule par unité de calcul est de 203 à 303. Une simulation avec la même
résolution nécessiterait un cluster de 300 à 800 coeurs.
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Le régime de l’écoulement autour d’une particule est caractérisé par un nombre de
Reynolds basé sur le diamètre δp de la particule et la vitesse relative entre la particule et
le fluide :
Rep =
ρFδp ∥vr∥
µF
(5.49)
Pour une particule sphérique, trois régimes d’écoulement peuvent être distingués : le
régime de Stoke’s pour Rep << 1, un régime turbulent intermédiaire 1< Rep < 1000, et
un régime turbulent pleinement développé pour Rep >> 1000. Le coefficient de trainée
dépend du régime de l’écoulement [44]. Une corrélation fréquemment utilisée est :

CD =
24
Rep
(
1+
Re3/4p
10
)
Rep < 1000
CD = 0.44 Rep > 1000
(5.50)
Lorsque la vitesse relative entre les particules et le fluide ∥vr∥ devient très petite, ce
qui peut arriver lorsque les effets de flottabilité sont faibles car le fluide et les particules
ont des masses volumiques proches, le Reynolds Rep devient faible et donne lieu à des co-
efficients de trainée très élevés. Dans une situation réelle, cela se traduit par un temps de
réponse très faible de la particule. En cas de perturbation de la vitesse du fluide, le coeffi-
cient de trainée s’effondre et la particule accélère jusqu’à atteindre une vitesse d’équilibre
vτ en un temps de relaxation τp.
Dans le contexte d’une simulation numérique où le temps est discrétisé, des pas de
temps ∆t supérieurs au temps de relaxation de la particule se traduit par une surestima-
tion les accélérations et décélérations. La particule présente alors une dynamique non-
physique, pouvant conduire à la divergence du calcul. Pour les particules de glace consi-
dérées dans ce travail, τp peut être très petit, de l’ordre de la microseconde. Une fois
encore, la durée de la menace de blizzard dans les applications industrielles exclue l’em-
ploi d’un ∆t trop faible.
Pour remédier à ce problème, un modèle de "trainée implicite" est proposé dans ce
travail. Le principe est de considérer la trainée comme une force ayant pour effet de sta-
biliser la vitesse relative vr, et de calculer le coefficient de trainée CD en fonction du pas
de temps de la simulation. En introduisant l’expression de Rep dans l’équation (5.50), le
coefficient de trainée s’exprime :
CD =
CD1
∥vr∥ +
CD2
∥vr∥ (5.51)
Avec CD1 =
24µF
ρ f δp
et CD2 =
24
10
(
µ f
ρ f δp
) 1
4
∥vr∥
3
4
La contribution du termeCD1 au coefficient de trainée domine sur la plage Re∈ [0;10],
et la contribution du terme CD2 domine sur la plage Re ∈ [100;1000] (figure 5.12).
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FIGURE 5.12 – CD,CD1 et CD2 en fonction du nombre de Reynolds.
L’équation du mouvement en translation (5.1) pour une particule s’exprime :
mp
dvp
dt
= Fg+Fp+Fd (5.52)
Les forces qui ne font pas intervenir la vitesse de la particule sont regroupées en un
terme constant F= Fg+Fp. Le termeCD2 est supposé constant pour un instant donné, en
faisant l’approximation vr = vr(t = 0). Cette approximation ne modifie que très légère-
ment la valeur du coefficient. L’équation (5.51) est introduite dans (5.52) pour exprimer
le coefficient de trainée. Une equation différentielle de premier ordre pour vp est alors
obtenue :
mp
dvp
dt
= F− 1
2
ρ f Sp (CD1 +CD2)
(
vp−v f
)
(5.53)
La résolution de l’équation (5.53)et l’identification des paramètres à partir des condi-
tions initiales permet d’obtenir une équation pour la vitesse de la particule :
vp(t) = [vp(t = 0)−vτ ]exp(−t/τ)+vτ (5.54)
Où τ est le temps de relaxation :
τ =
mp
ρ f Sp
2
CD1 +CD2
(5.55)
La vitesse terminale a pour expression :
vτ = v f +
τ
mp
F (5.56)
La discrétisation de cette equation est directe :
vn+1p =
(
vnp−vnτ
)
exp(−∆t/τ)+vnτ (5.57)
R L’équation (5.57) peut aussi s’écrire :
vn+1p = v
n
pexp(−∆t/τ)+vnτ [1− exp(−∆t/τ)]
Cette expression met particulièrement en évidence le principe de la trainée implicite.
Lorsque ∆t≫ τ , la vitesse de la particule au pas de temps t+∆t tend vers la vitesse
terminale, nécessairement inférieure à celle du fluide. A l’inverse, lorsque ∆t ≪ τ ,
la vitesse vn+1p est juste légèrement modifiée vers sa valeur d’équilibre.
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Les schémas d’intégration temporelle utilisés dans ce travail, [o1+] et [o2], fournissent
également l’expression de la vitesse au pas de temps suivant (table 5.1) :
vn+1p = v
n
p+
F+Fd
mp
∆t (5.58)
L’expression de la force de trainée implicite Fdi à appliquer pour obtenir la bonne
valeur de la vitesse à l’instant t+∆t peut être déduite en combinant les équations (5.57)
et (5.58) :
Fdi =
mp
∆t
(
vnp−vnτ
)
(exp(−∆t/τ)−1)−F (5.59)
En remplaçant vτ par son expression (5.56) :
Fdi =
mpvnr
∆t
[exp(−∆t/τ)−1]−F
[
1+
τ
∆t
(exp(−∆t/τ)−1)
]
(5.60)
En pratique, un coefficient de trainée est recalculé au moyen de la relation suivante :
CD =
2∥Fdi∥
ρ f Spvr ·vr ,Re< 1000
CD = 0.44 ,Re≥ 1000
(5.61)
 Exemple 5.7 Soit une particule de rayon 1,00.10−04, de masse volumique ρp = 900
et de vitesse initiale vp= 0. Elle est placée dans un fluide de masse volumique ρ f = 850
et de viscosité µ f = 0.01 animée d’une vitesse v f = 1m.s−1. L’évolution de la vitesse
de la particule au cours du temps est calculée en utilisant la formulation explicite (5.50)
et implicite (5.61) du coefficient de trainée pour plusieurs valeurs de pas de temps
∆t ∈ {0,2.10−5;1,0.10−5;3,0.10−5;4,0.10−5;4,5.10−5}.
FIGURE 5.13 – Évolution de la vitesse pour un pas de temps ∆t = 0,2.10−5
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L’exemple (5.7) illustre l’intérêt de la trainée implicite. Lorsque le pas de temps est
très petit devant le temps de relaxation, cette méthode donne le même résultat qu’une pro-
cédure explicite (figure 5.13).
FIGURE 5.14 – Évolution de la vitesse pour un pas de temps ∆t = 1,0.10−5
Comme τ est proportionnel au diamètre de particules, la vitesse terminale des parti-
cules les plus grande est calculée avec une bonne precision, ce qui est favorable pour la
qualité des résultats.
FIGURE 5.15 – Évolution de la vitesse pour un pas de temps ∆t = 3,0.10−5
128 Chapitre 5. Modélisation de la suspension
Lorsque le pas de temps est du même ordre de grandeur que τ , l’évolution de la vitesse
reste toujours monotone et convergente vers vt avec le modèle de trainée implicite. En re-
vanche, le modèle de traînée explicite présente des oscillation à partir de ∆t = 3,0.10−5.
Ces oscillations augmentent avec le pas de temps, donnant lieu à un comportement non
physique (vp > vτ ).
FIGURE 5.16 – Évolution de la vitesse pour un pas de temps ∆t = 4,0.10−5
Enfin, le calcul diverge pour un pas de temps ∆t > 4,5.10−5. Ces valeurs sont à mettre
en relation avec le temps de relaxation, dont la valeur moyenne au cours du temps est
4,47.10−05 et qui varie sur un intervalle τ ∈ [3,34.10−05;4,92.10−05].
FIGURE 5.17 – Évolution de la vitesse pour un pas de temps ∆t = 4,5.10−5
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5.3.2 Rétroaction des particules sur le fluide
La rétroaction des particules sur l’écoulement est obtenue par un modèle de milieu
poreux. La porosité doit être appréhendée à deux échelles :
• Microscopique : les particules de glace sont intrinsèquement poreuses. Les essais
ont montré que la fraction de fluide au sein de la glace peut atteindre jusqu’à 50%.
• Macroscopique : les particules s’accumulent pour former un empilement qui pré-
sente des interstices dans lesquels le fluide peut s’écouler. Même si les particules
sont imperméables, leur accumulation peut former un milieu poreux.
Porosité microscopique
La perte de charge liée à la porosité intrinsèque dans la région du domaine de simula-
tion occupée par les particules est donnée par la loi de Darcy (chapitre 3). Pour une cellule
c du maillage, le gradient de pression correspondant s’exprime :
∇pc =−µK−1vc (5.62)
Où µ est la viscosité dynamique du fluide, vc la vitesse superficielle du fluide dans
la cellule et K est le tenseur de perméabilité intrinsèque. Cette loi est exprimée pour un
milieu poreux fixe. Lorsque les particules sont en mouvement, la vitesse relative entre les
particules et le milieu doit être considérée :
∇p=−µK−1 (vc−vs) (5.63)
Le terme vs est la vitesse moyenne du solide au centre de la cellule. En pratique, une
cellule peut être partagée par Np particules, et cette vitesse est calculée de la manière
suivante :

vs = 0 ,Np = 0
vs =
1
Np
Np
∑
p=1
vp ,Np > 0
(5.64)
Le tenseur de perméabilité intrinsèque est lié à la micro-structure de la glace, et dé-
pend de ses conditions de formation et de l’historique de ses déformations. En première
approximation, la perte de charge dans le milieu poreux est indépendant de la direction
de l’écoulement.
Hypothèse 5.1—Milieux poreux isotrope. Les particules de glaces sont considérées
comme isotropes. Le tenseur de perméabilité intrinsèque s’exprime alors :
K=

K 0 00 K 0
0 0 K

= KI (5.65)
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Porosité macroscopique
Pour modéliser les effets de la porosité, la second membre de l’équation 5.63 est
pondéré par une fonction X (χs) :
∇p=−X (χs) µK (vc−vs) (5.66)
Où χs est la fraction volumique solide dans chaque cellule. Cette fonction de pondé-
ration doit présenter certaines propriétés :

X (0) = 0
X (1) = 1
X (x)≤X (y) ,∀(x,y) ∈ [0,1] ; x≤ y
(5.67)
La définition de χs et sa méthode de calcul sont développés dans l’annexe C. Pour
des raisons de stabilité numérique, la fraction volumique ne doit pas être trop discontinue.
C’est une approximation χs qui est employée :
χs = ⟨χs⟩MLS (5.68)
Le filtre servant à lisser la fraction volumique est le même que celui employé pour
filtrer la vitesse du fluide dans l’équation (5.48). La méthode d’estimation et de filtrage
de la fraction volumique solide s’est révélée être efficace et d’une très bonne précision.
(a) Fraction volumique χs (b) Fraction volumique filtrée χs
FIGURE 5.18 – Estimation de la fraction solide dans les cellules d’un maillage dont la
résolution varie, et pour des particules de différentes tailles. La couleur grise correspond
à 100% de fluide, la couleur pourpre à 100% de solide.
R Le filtrage de la fraction volumique solide a pour conséquence de diminuer le nombre
de mailles contenant uniquement du fluide (χs = 0) ou uniquement du solide (χs = 1).
Cet effet va être exploité par la suite afin de mieux différencier les effets de porosité
microscopique et macroscopique (figure5.18).
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Expression du terme source
La fonction de pondération proposée dans ce travail est une loi en puissance d’expo-
sant η , qui est le paramètre de recalage pour la porosité macroscopique :
X (χs) = χs
η (5.69)
Le filtrage est également appliqué à la vitesse du solide pour qu’elle soit consistante
avec la fraction volumique solide. L’équation (5.66) prend la forme d’une résistance à
l’écoulement, qui agit comme une source (négative) SK dans les équations de quantité de
mouvement, qui s’exprime :
SK =−χsη µK (vc−vs) (5.70)
Adhérence des particules
(a)
(b)
(c)
FIGURE 5.19 –Modèle d’adhérence. Les par-
ticules figées apparaissent en mauve. (a) une
particule se fixe à une paroi après un temps
de contact suffisant - (b) Une particule libre
se fixe sur une particule figée - (c) Les parti-
cules pouvant se libérer du dépôt sont celles
dont le nombre de contacts est inférieur à 4.
Leur contour apparait en vert sur le schéma.
Les essais ont montré que les parti-
cules sont susceptibles de se coller aux
parois et entre elles. La modélisation
de l’adhérence est un problème com-
plexe, qui dépasse le cadre de ce tra-
vail [131]. Néanmoins, un modèle basique
a été développé dans ce travail (figure
5.19). Il est basé sur un retour d’expé-
rience des équipementiers aéronautiques,
qui ont observé que les particules se dé-
tachent des conduites lorsque la vitesse
moyenne de l’écoulement dépasse un cer-
tain seuil.
Dans le modèle d’adhérence proposé,
les particules peuvent prendre deux états :
libre et figé. Une particule figée se voit im-
poser une vitesse nulle. Les mécanismes
permettant de basculer d’un état à l’autre
sont :
 Adhérence : une particule dans un
état libre passe dans un état figé si elle reste
en contact avec une paroi ou une autre particule figée sur une période supérieure à tadh.
 Libération : une particule dans un état figé retourne dans un état libre si la vitesse
relative avec l’écoulement est au dessus d’une valeur seuil : vlib, et si le nombre de par-
ticules figées en contact avec elle est inférieur ou égale à Nlib. Cette seconde condition
a pour fonction de ne permettre la libération que des particules situées à la frontière des
agrégats.

6. Du modèle à la simulation
Résumé
La modélisation est un travail essentiel, mais ne constitue qu’une étape vers la simula-
tion numérique. Ce chapitre présente le code de dynamique des fluides - éléments discrets
qui a été développé au cours de cette thèse.
 La première section introduit l’évolution du calcul scientifique au cours des der-
nières décennies. Les ordinateurs modernes reposent tous sur le parallélisme, notion qui
ne peut être ignorée par le chercheur ou l’ingénieur. Quelques notions de programmation
parallèle sont introduites ici.
 L’implémentation du code est considérée dans cette deuxième section. Des tech-
niques de décomposition de domaine et de parallélisme par passage de message sont
utilisées. Une attention particulière est portée sur le problème de l’équilibre de charge,
particulièrement complexe pour les simulations de colmatage.
 La troisième section présente l’ensemble des paramètres nécessaires au code pour
réaliser les simulations présentées dans la dernière partie. Les performances du code sont
étudiées avec pour cas-test l’écoulement de Kovasznay.
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6.1 Calcul Scientifique et Parallélisme
Les programmes informatiques prennent la forme d’une série d’instructions exécu-
tées successivement par un processeur. Le calcul parallèle est une discipline informatique
consacrée aux problématiques matérielles et logicielles de l’exécution d’un programme
par un ensemble de processeurs travaillant de manière collaborative. Au cours de la der-
nière décennie, l’évolution de l’industrie du semi-conducteur vers des architectures mul-
ticoeurs a fait de la programmation parallèle le paradigme dominant dans le secteur du
calcul haute performance (HPC).
6.1.1 Histoire et Tendances
FIGURE 6.1 – Un CDC 6600 [186]
A l’origine, le développement du HPC
fut motivé par des applications militaires
(calcul balistique, simulation de systèmes
d’armement) ou scientifiques (météorolo-
gie, climatologie, chimie) nécessitant une
importante puissance de calcul. Les pre-
miers ordinateurs parallèles sont apparus
dans les années 1960, avec le Honeywell
800, doté de 8 processeurs symétriques. En
1961 Burroughs introduit le B5000, pre-
mier multiprocesseur a mémoire partagée.
La première architecture super scalaire 1
remonte a 1964 avec le CDC 6600, dont
plus d’une centaine d’exemplaires furent commercialisés (figure 6.1). Un nouveau niveau
de performance fut atteint avec les MPPAs 2, a partir du milieu des années 80. Ainsi, le
ASCI Red, construit par Intel en 1997 fut le premier calculateur à atteindre le seuil du
TFLOP 3. Les clusters sont des machines parallèles constituées d’un grand nombre d’uni-
tés de calcul mis en réseau. Depuis le début des années 90 jusqu’à aujourd’hui, les clusters
se sont positionnés comme l’architecture dominante pour le calcul scientifique, et dans de
nombreux secteurs de l’économie numérique.
Le temps d’exécution d’un programme est égale au nombre d’instructions du code
compilé multiplié par le temps moyen nécessaire au processeur pour exécuter une instruc-
tion. Accroitre la fréquence de l’horloge se traduit donc directement par un plus grand
nombre d’instructions par secondes. L’augmentation de la fréquence a été la principale
source de gains en performance des processeurs entre 1980 et 2004. Un processeur est
1. Un processeur super scalaire peut exécuter plusieurs instructions simultanément en répartissant les
multiples instructions aux différentes unités fonctionnelles
2. Massively Parallel Processor Array. Il s’agit d’un type de circuit intégré contenant des centaines de
processeurs disposant et mémoires vives, s’échangeant des données de point a point
3. FLoating-point Operations Per Second. Les opérations en virgule flottante (additions ou multiplica-
tions) incluent toutes les opérations sur des nombres réels. Le nombre de FLOPS est une mesure commune
de la performance d’un système.
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constitué de millions de MOSFETs 1, qui se chargent et se déchargent en fonction les ins-
tructions exécutées. L’énergie contenue dans un condensateur est cU2/2, Où c désigne
la capacité et U la tension. Un bilan global permet d’estimer la puissance électrique P
consommée par un microprocesseur :
P=CU2 f +Ps (6.1)
Où C est la capacité cumulée des transistors changeant de charge, Ps est la puissance
statique liée a la dissipation d’énergie par des fuites de courant et f la fréquence du pro-
cesseur. La tension d’alimentationU est elle même fonction de la fréquence :
f ∼ (U−U0)
α
U
(6.2)
Les paramètres α et U0 sont dépendant de la technologie, de l’ordre de α = 2 et
U ≫U0 impliquant une puissance consommée P∼ f 3. La course à l’augmentation de la
fréquence prit fin en 2004, avec l’annulation par Intel des processeurs Tejas et Jayhawk.
Depuis, l’augmentation des capacités de calcul est obtenue par l’ajout de coeurs supplé-
mentaires au sein des processeurs.
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 1970  1980  1990  2000  2010  2020
Year
Number of
Logical Cores
Frequency (MHz)
Single-Thread
Performance
(SpecINT x 103)
Transistors
(thousands)
Typical Power
(Watts)
FIGURE 6.2 – Évolution des microprocesseurs entre 1970 et 2015. 2
R Avec l’amélioration des technologies de gravure (45 nm et inférieur), le paramètre
α est de l’ordre de 1.1 etU n’est plus que légèrement supérieur àU0.
1. Metal-Oxide-Semiconductor Field-Effect Transistor. Ce type de transistor à effet de champ est très
utilisé dans les circuits intégrés numériques.
2. Données originales jusqu’à l’année 2010 rassemblées par M. Horowitz, F. Labonte, O. Shacham, K.
Olukotun, L. Hammond, et C. Batten. Nouvelles données rassemblées sur 2010-2015 par K. Rupp.
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6.1.2 Programmation parallèle
L’intérêt du calcul parallèle est de réduire le temps de restitution (pour une taille de
problème fixée), ou d’utiliser la puissance et la mémoire combinée d’un réseau ordina-
teurs afin de résoudre des problèmes de plus grandes taille (par exemple, augmenter le
nombre d’inconnues d’un système linéaire). Cependant, les programmes parallèles sont
plus complexes à concevoir que leurs équivalents séquentiels, car plusieurs tâches sont
exécutées simultanément et doivent pouvoir communiquer et se synchroniser. De plus, il
n’est pas toujours possible d’utiliser les algorithmes traditionnels, qui doivent au moins
être adaptés, quand ce n’est pas totalement abandonnés.
FIGURE 6.3 – Titan, un supercalculateur mo-
derne. Il comporte 18688 processeurs 16
coeurs, et autant de GPUs.
Avec l’évolution des ordinateurs, qui
répond avant tout à une demande com-
merciale 1, l’industrie informatique a été
très active dans le développement de lan-
gages pour la programmation parallèle.
Les premières normes ont émergées dans
le milieu des années 1990, avec l’inter-
face MPI pour les architectures à mémoire
distribuée. Pour les multiprocesseur, un
processus similaire aboutit aux normes
PTHREADS et OPENMP.
OpenMP
OPENMP 2 est un modèle de programmation parallèle reposant sur l’utilisation de fils
d’exécution, communément appelés threads. Les threads d’un même processus partagent
la mémoire virtuelle de celui-ci ; aussi la programmation multithreadée nécessite certaines
précautions comme des restrictions d’accès aux ressources partagées et la mise en place
de mécanismes de synchronisation [189].
L’existence d’un espace mémoire commun aux taches rend cette technique de pro-
grammation relativement simple 3, et permet de limiter la redondance des données et de
s’affranchir des échanges d’informations entre les taches. Initialement dédié aux architec-
tures à mémoire partagée (figure 6.4 A), des implémentations OPENMP sont aujourd’hui
disponible pour des accélérateurs et systèmes embarqués.
MPI
En juin 1994, le forum Message Passing Interface, regroupant une quarantaine de
laboratoires, entreprises et organisations gouvernementales, spécifie l’ensemble des fonc-
tions formant la bibliothèque MPI [188]. Cette norme définit dans plusieurs langages (For-
tran, C, C++ ...) une interface permettant de coordonner des taches, appelées processus.
Dans le paradigme de programmation parallèle dit d’échange de message, chaque proces-
sus se voit allouer sa propre mémoire, et exécute l’ensemble ou une partie d’un même
1. Ainsi, les GPU (cartes graphiques) de plus en plus utilisées pour l’accélération de calculs scientifiques
ont pour origine le développement rapide de l’industrie du jeu vidéo.
2. Open Multi-Processing
3. Des efforts d’optimisation restent cependant nécessaires pour obtenir de bonnes performances.
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programme. Les données sont échangées entre les processus au moyen d’ensembles de
paquets de données, ou messages, transitant d’un processus émetteur aux processus récep-
teurs. Ces communications sont gérées par des appels explicites routines MPI. Bien que
cette technique de programmation fut initialement développée pour des réseaux d’ordina-
teurs mono-processeurs (figure 6.4 B), elle convient également aux architectures multi-
coeurs à mémoire partagée (figure 6.4 C) et présente l’intérêt d’une grande portabilité.
Programmation Hybride
Les supercalculateurs modernes ont souvent une architecture hétérogène, qui se pré-
sente sous la forme d’un réseau de noeuds de calcul inter-connectés, chaque noeud
disposant d’une mémoire partagée et d’un ou plusieurs processeurs multi-coeurs, plus
d’éventuels accélérateurs 1. La programmation hybride consiste à exploiter OPENMP (ou
pthread) au niveau des coeurs et MPI pour la communication entre les noeuds (figure 6.4
D). Ce paradigme est incontournable pour obtenir les meilleurs performances possibles,
mais aussi plus complexe à mettre en oeuvre.
(A)
MPI 1
RAM partagée 1
MPI 2
(B)
(C) (D)
CORE CORE
CORE
CORE
CORE CORE CORE CORE
CORE CORE CORE CORE
MPI 1
RAM partagée 2
MPI 2 MPI 3 MPI 4
OMP 2.2OMP 1.1 OMP 1.2 OMP 2.1
RAM 1 RAM 3RAM 2 RAM 4
RAM 1 RAM 2 RAM 3 RAM 4
MPI 3MPI 2MPI 1 MPI 4
CORE CORE CORE CORE
OMP 3OMP 2OMP 1 OMP 4
RAM partagée
1 proc. quadricoeur, mémoire partagée
2 procs. bi-coeurs, mémoire partagée
4 ordinateurs monocoeurs, en réseau
2 ordinateurs bi-procs, en réseau
FIGURE 6.4 – Comparaison entre différentes architectures et techniques de programma-
tion. A) Ordinateur de bureau classique équipé d’un processeur 4 coeurs. Chaque coeur
exécute un thread OPENMP. B) Quatre ordinateurs sont connectés en réseau. Un proces-
sus MPI est affecté à chaque processeur mono-coeur. C) Une station de calcul avec deux
processeurs bi-coeur. Chaque coeur exécute un processus MPI qui dispose de sa propre
mémoire virtuelle. D) Deux stations de travail à deux processeurs connectées en réseau.
Chaque ordinateur correspond à un processus MPI, qui dispose exécute lui même deux
thread OPENMP.
1. Cartes graphiques et autre matériels spécialisés
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6.2 Implémentation MPI du code CFD-DEM
Le standard MPI a été choisi pour l’implémentation parallèle du code CFD-DEM pour
plusieurs raisons :
• Cette approche est mature et a fait ses preuves dans le calcul haute performance.
Ainsi, la bibliothèque d’algèbre linéaire PETSc utilisée pour résoudre les systèmes
linaires introduits dans le chapitre 4 est basée sur MPI.
• MPI exige un investissement initial important dans la conception de l’architecture
logicielle, mais possède naturellement une très bonnes scalabilité. Obtenir des per-
formances similaires avec OPENMP nécessite une optimisation plus lourde du code
(approche coarse grain).
• MPI est plus portable, et peut être utilisé avec n’importe quel type de configuration
matérielle, contrairement a OPENMP qui necessite une memoire partagee. De plus,
il est plus facile de faire évoluer MPI qu’OPENMP vers un code hybride.
6.2.1 Décomposition de domaine
(A) Grille B) Tore
(C) Anneau (D) Arbre
FIGURE 6.5 – Diagrammes de différentes to-
pologies réseau.
La topologie logique d’une machine
parallèle correspond à l’organisation des
flux de données entre les différentes taches,
et peut se présenter dans de nombreuses
configurations : anneau, grille, étoile, bus,
hypercube, etc. (figure 6.5). Le positionne-
ment des différents composants matériels,
par exemple la distance entre les noeuds,
les interconnexions physique, peuvent être
très différents pour une même topologie lo-
gique. La latence d’une communication dé-
pend de la distance séparant deux noeuds.
Aussi la saturation du réseau ou de la mé-
moire augmente avec le nombre de pro-
cessus, ou si des messages traversent plu-
sieurs liens. L’impact d’un mauvais place-
ment des processus peut être élevé, l’idéal
étant de ne communiquer qu’entre voisins proches.
La décomposition de domaine est une technique de parallélisation souvent mise en
oeuvre dans les codes basés sur l’échange de message. Elle consiste à diviser le domaine
de calcul et en attribuer chaque partie à un processus MPI. Dans le cadre de la CFD, cette
décomposition revient à diviser le maillage en plusieurs sous-domaines de simulation.
Pour cela, le code KITTY repose sur la notion de boite.
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Définition 6.2.1 — Boite. Soit c ∈ R3 un point de l’espace et d ∈ R3. La boite de
centre c et de dimensions d est définie par le domaine Bdc :
B
d
c =
[
cx− dx2 ;cx+
dx
2
[
×
[
cy− dy2 ;cy+
dy
2
[
×
[
cz− dz2 ;cz+
dz
2
[
(6.3)
Soit Blo une boite dont le centre et les dimensions sont spécifiées par l’utilisateur afin
qu’elle contienne l’intégralité du maillage. Le domaine de calcul est divisé en Nx, Ny et Nz
sous-domaines dans les directions x,y et z, respectivement (figure 6.6). Soient i,j,k trois
entiers naturels tels que i ∈ {1 · · ·Nx}, j ∈
{
1 · · ·Ny
}
et j ∈ {1 · · ·Nk}. Une cellule c du
maillage (une particule p) appartient au sous-domaine Ωi jk si son barycentre xc (centre
d’inertie xp) appartient à la boite Bi jk = Bl
′
xi jk
définie par :


l′ = (lx/Nx ly/Ny lz/Nz)T
xi jk =
x−i jk+x
+
i jk
2
x−i jk = (o−0,5l)+

 i−1j−1
k−1

 : l′ x+i jk = (o−0,5l)+

 ij
k

 : l′
(6.4)
Ω1,2 Ω2,2
Ω1,1 Ω2,1
FIGURE 6.6 – Décomposition du maillage, avec Nx = Ny = 2 et Nz = 1. Les boites sont
représentées par les lignes continues épaisses. Chaque sous-domaine possède une région
centrale, et des régions frontalières délimitées par des lignes continues fines. Les cellules
(entourées de bleu pour Ω1,2) et particules (entourées de rouge pour Ω2,1) situées dans les
régions frontalières de domaines voisins (délimitées par les pointillés) sont qualifiées de
"fantômes".
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Chaque sous-domaine Ωi jk est affecté à un processus MPI. Ce processus noté Pi jk
est généralement lié à un noeud, un processeur ou un coeur de la machine parallèle (bin-
dings), en charge des opérations nécessaires pour calculer l’écoulement, la dynamique
des particules et d’autres opérations comme la lecture-écriture sur fichier.
R Ce partitionnement garanti l’unicité du processus contrôlant une particule, ou une
cellule donnée. Le nombre total de processus est alorsNproc =NxNyNz. En dimension
deux, l’utilisateur doit spécifier Nz = 1 et lz = 0.
L’association des processus au sous domaines n’est pas triviale. En effet, les perfor-
mances exigent que des sous-domaines voisins dans l’espace correspondent à deux pro-
cessus voisins sur le réseau. L’interface MPI propose des routines permettant de repartir
les processus de façon optimale sur les différents coeurs.
Il est ainsi possible de faire correspondre la décomposition cartésienne du domaine
avec l’organisation des processus sur la machine parallèle au moyen de la fonction
MPI_CART_CREATE [93]. Si la topologie réseau s’y prête (grille ou un tore 3D), le trans-
fert d’information entre les sous-domaines se fait alors de proche en proche (figure 6.7).
Processus 1 Processus 2
Processus 3 Processus 4
E
SES
O
NO
OE
N NE N
SO S
Transfert MPI
Copie mémoire
FIGURE 6.7 – Schéma des communications MPI. Les objets (cellules, particules,etc.) si-
tuées dans les régions frontières 2 sont tout d’abord recopiées de façon compacte dans
des buffers. Ceux-ci sont transféré par des appels MPI_SENDRECV (communication blo-
quantes point-à-point). Une fois reçus, les buffers sont décompressés et les objets fan-
tômes mis à jour.
2. En 2D), les 9 régions sont : Centre, Ouest, Est, Sud, Nord, Sud-Ouest, Sud-Est, Nord-Ouest, Nord-Est.
18 Régions viennent s’ajouter en 3D : Bas, Bas-Ouest, Bas-Est, Bas-Sud, Bas-Nord, Bas-Sud-Ouest, Bas-
Sud-Est, Bas-Nord-Ouest, Bas-Nord-Est, Haut, Haut-Ouest, Haut-Est, Haut-Sud, Haut-Nord, Haut-Sud-
Ouest, Haut-Sud-Est, Haut-Nord-Ouest, Haut-Nord-Est.
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6.2.2 Particules et interactions
Pour une particule donnée, le calcul des forces hydrodynamiques et des interactions de
contact nécessite de connaitre les particules et cellules voisines. L’approche naïve consiste
à tester deux-à-deux les Np particules et Nc cellules. Le cout de calcul C est alors :
C∼ NpNc+ 12Np(Np−1) (6.5)
Ce cout devient excessif lorsque le nombre de particules et/ou de cellules est impor-
tant. Dans ce travail, une technique de graphe est utilisé afin d’accélérer la recherche des
voisins. Chaque noeud du graphe possède une structure de données contenant des liens 1
vers les cellules et particules associées, ainsi que vers les noeuds adjacent du graphe. Une
boite est associée à chaque noeud, de manière à ce qu’une coordonnée x de l’espace
corresponde à une unique boite. Enfin, une fonction peu couteuse permet de rapidement
trouver le noeud correspondant à x. Le cout de la recherche est alors :
C∼ Np(nc+np)nd (6.6)
Où nc est le nombre de cellule par noeud, np le nombre de particules par noeud et
nd = 9 en 2D (27 en 3D). Dans ce travail, l’ensemble des boites constitue une grille
cartésienne (figure 6.8).
FIGURE 6.8 – Représentation graphique l’arbre de recherche de voisins sous forme d’une
grille cartésienne. La valeur de np est affichée pour chaque noeud.
6.2.3 Équilibre de charge
Il est souhaitable que les sous-domaines comportent environ le même nombre de cel-
lules (ou de particules), afin d’avoir des couts de calcul similaires pour chaque coeur.
Pour parvenir à cet équilibre de charge et minimiser les communications, Les codes CFD
classiques décomposent le maillage de manière optimale, par exemple au moyen de pro-
grammes comme METIS. A l’inverse, les applications mettant en oeuvre des méthodes
lagrangienne (DEM,SPH,etc.) attribuent à chaque processus un nombre fixe de particules.
Dans le cas d’un code de CFD-DEM, ces deux approches de décomposition ne sont
pas nécessairement compatibles car les données concernant une particule et son champ
hydrodynamique proche peuvent être contrôlés par deux processus différents. Comme les
1. Sous forme de listes chainées de pointeurs.
142 Chapitre 6. Du modèle à la simulation
particules et le fluide doivent échanger en permanence des informations, la gestion des
communications peut devenir couteuse et complexe.
FIGURE 6.9 – Le graphe de recherche pour
les particules suit les frontières du partition-
nement employé pour la CFD [159].
L’optimisation des codes CFD-DEM est
un champ de recherche actif [90, 149,
158]. Lorsque les particules et cellules pré-
sentent des tailles très différentes, Brosh et
al. proposent d’utiliser plusieurs niveaux
de grilles/graphe pour la recherche des voi-
sins [29]. Dans le cas de programmation
hybride, Amritkar et al. ont montré que
l’utilisation d’OPENMP pour le traitement
des particules apporte un réel gain de per-
formances en évitant la redondance des
données et certains transferts d’informa-
tions [18]. Wu et al. proposent d’utiliser une grille de recherche et de transfert se reposant
sur une décomposition optimale du maillage (figure 6.9).
La problématique du colmatage implique que les particules ont tendance à se concen-
trer dans certaines régions de l’espace, et optimiser la charge pour le fluide et les particules
relève de la quadrature du cercle. La décomposition cartésienne de l’espace adoptée dans
ce travail n’est idéale ni pour les particules ni pour le fluide, mais a le mérite d’être simple
et garanti que les particules et l’écoulement d’une même région de l’espace partagent le
même processus (figure 6.10).
FIGURE 6.10 – Décomposition d’une application industrielle concrète. Les cellules fan-
tômes apparaissent plus pâles, les interactions fantômes figurent en rouge et les particules
fantômes n’apparaissent que par leur contour. L’équilibrage de charge est non-optimal : 2
processus sur 12 sont vides.
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6.3 Paramètres et Performances
Cette section présente les paramètres et conditions aux limites du code KITTY, le
logiciel de calcul développé dans le cadre de ce travail de thèse. Les notations introduites
dans cette section seront utilisées dans la troisième partie de ce manuscrit.
Géométrie
Ce bloc concerne la génération du maillage et la subdivision du domaine. Le premier
paramètre est la dimension du problème d qui peut prendre la valeur 2 ou 3 (le code
n’offre pas de support pour la modélisation 1D). Les paramètres suivants permettent de
définir la boite principale Blo.
Dimension= dim
MPICart= Nx Ny Nz
Or i g i n= ox oy oz
Box= dx dy dz
LayGhost= lx ly lz
C l a s s i c T r e e = true
Param= nlayer
Les paramètres lx, ly et lz servent à spécifier la taille des régions fantômes, dont la
largeur dans chaque direction est dx/lx, dy/ly et dz/lz. Ces dimensions correspondent à la
taille des boites du premier niveau du graphe de recherche de voisin.
Le graphe par défaut est cartésien, la dimension de ses boites pouvant être divisée par
2 nlayer fois. Alternativement, un graphe de type QUADTREE/OCTREE peut être généré
avec l’option ClassicTree=false (non recommandé).
Le code propose une génération automatique de maillage sous forme d’une grille car-
tésienne s’inscrivant dans les limites de la boite principale (qui défini alors les dimensions
du domaine), avec nx, ny et nz cellules dans les trois directions de l’espace.
MeshAuto= true
MeshSize= nx ny nz
L’autre possibilité est de charger un maillage (seul le format NEUTRAL est supporté).
Le chemin et le nom du fichier sont alors spécifiés par l’utilisateur.
MeshAuto= f a l s e
MeshPath= meshpath / me s h f i l e . neu
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Groupes
Les groupes sont des régions du domaine de calcul spécifiés dans le fichier maillage.
Par défaut, celui-ci ne comprend qu’un groupe correspondant au fluide, mais certaines
simulations nécessitent plusieurs groupes, par exemple pour représenter un solide ou un
milieux poreux.
NbGR= 2
GRId= 1
GRName= f l u i d e
O r i g i n e= 0 . 0 . 0 .
T r a n s l a t i o n = 0 . 0 . 0 .
Ro t a t i o n= 0 . 0 . 0 .
GRId= 2
GRName= poreux
O r i g i n e= 0 . 0 . 0 .
T r a n s l a t i o n = 0 . 0 . 0 .
Ro t a t i o n= 0 . 0 . 0 .
R Les paramètresOrigine, Translation et Rotation ont été ajoutés dans la perspective
de maillages glissants ou tournant, mais ne sont pas encore opérationnels.
Conditions limites
Les conditions limites du problème sont spécifiées dans ce bloc. Leur nombre et leur
nom doit correspondre avec le fichier maillage. Plusieurs types de conditions limites ont
été implémentées.
NbBC= 6
BCId= 1
BCName= i n t é r i e u r
BCType= i n t e r i o r
Le premier type, interior n’est pas véritablement une condition limite mais peut s’avérer
nécessaire lorsque le maillage est constitué de plusieurs zones juxtaposées.
BCId= 2
BCName= p a r o i s
BCType= wa l l
V e l o c i t y= vxwall vywall vzwall
Tempera tu r e= Twall
Le type wall correspond aux parois solides sans glissement. La température de la paroi
doit être spécifiée, mais elle n’est pas utilisée par tous les solveurs. La vitesse du fluide
peut être imposée au niveau de la paroi par les paramètres vxwall , vywall et vzwall .
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BCId= 3
BCName= r e f o u l emen t
BCType= ou t f l ow
Le type outflow est la seule condition limite de refoulement implémentée. Elle est assez
robuste, mais des problèmes peuvent survenir lorsque des structures tourbillonnaires trop
importantes quittent le domaine (reverse flow).
Le code KITTY propose plusieurs types de conditions d’admission. Tous nécessitent
de prescrire la masse volumique ρin et la température du fluide Tin. Les conditions d’ad-
mission nécessitent également de prescrire la vitesse du fluide pour chaque face.
BCId= 4
BCName= admi s s i on
BCType= i n l e t
V e l o c i t y= vxin vyin vzin
Dens i t y= ρin
Tempera tu r e= Tin
Le type inlet est le plus basique, il spécifie une vitesse uniforme avec vxin, vyin et vzin.
Les conditions limites qui suivent imposent des profils de vitesse non uniforme. Ils consi-
dèrent que l’admission se fait au moyen d’une conduite circulaire de rayon rin, dont le
centre est situé au point (xr yr zr)
T sur une frontière du domaine de calcul. Ces para-
mètres doivent être spécifiés avec soin.
BCType= i n l e t _ p a r a b o l i c
V e l o c i t y= vxin vyin vzin
Dens i t y= ρin
Tempera tu r e= Tin
Radius= rin
P o s i t i o n = xr yr zr
Le type inlet_parabolic calcul le profil de vitesse correspondant à un écoulement de Poi-
seuille (équations C.17 et C.19).
BCType= i n l e t _ p owe r l aw
Ve l o c i t y= vxin vyin vzin
Dens i t y= ρin
Tempera tu r e= Tin
Powerlaw= k
Radius= rin
P o s i t i o n = xr yr zr
Le type inlet_powerlaw est semblable au type précédent, mais il calcul un profil en loi de
puissance (équations C.10 et C.12). Pour des écoulements turbulents pleinement établis,
une valeur classique pour l’exposant est k = 7 [136].
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R La vitesse moyenne de ces profils de vitesse est v=
√
vx2in+ vy
2
in+ vz
2
in.
BCType= i n l e t _ v o l ume f l ow
VolumeFlowRate= V˙in
t o S I u n i t s = CSI
Dens i t y= ρin
Tempera tu r e= Tin
Powerlaw= k
Radius= rin
P o s i t i o n = xr yr zr
Le type inlet_volumeflow calcul également un profil en loi de puissance, mais permet à
l’utilisateur de spécifier un débit volumique V˙in. Cette option est très utile pour les cas de
validation et les applications industrielles.
BCType= i n l e t _ma s s f l ow
MassFlowRate= m˙in
t o S I u n i t s = CSI
Dens i t y= ρin
Tempera tu r e= Tin
Powerlaw= k
Radius= rin
P o s i t i o n = xr yr zr
Le type inlet_massflow est semblable au précédent, mais avec un débit massique m˙in.
R Le code nécessite que les grandeurs physiques soient exprimées en unités internatio-
nales. Le paramètre toSIunits permet de spécifier un facteur de conversion. Ainsi, si
m˙in est en kg/h, le paramètre CSI=2,77.10−4 permet d’obtenir le débit en kg/s.
Méthodes numériques
Ce bloc regroupe certains des coefficients utilisés par les schémas numériques et algo-
rithmes mis en oeuvre par le code CFD-DEM.
Scheme= CONV_SCHEME
Le paramètre Scheme permet de choisir la discrétisation : CONV_SCHEME=0 cor-
respond à la formulation d’ordre faible, CONV_SCHEME=1 à la formulation MLS.
(CONV_SCHEME=2 correspond à une utilisation directe MLS pour le calcul du flux convec-
tif, non recommandé).
MaxKry lov I t e r= 1000
Gr e enGau s s I t e r= 5
MaxKrylovIter fixe une limite au nombre d’itérations du solveur linéaire, ce qui permet
d’accélérer un calcul au détriment de la precision (non recommandé).
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GreenGaussIter est le nombre d’itérations pour le calcul des gradients avec la formu-
lation d’ordre faible.
ActiveMLS= true
MassMatr ix= f a l s e
BoundGrp= nb
ActiveMLS active le calcul des fonctions de forme des schémas MLS. Cette option est
obligatoire si CONV_SCHEME > 0. MassMatrix active le calcul des fonctions de formes
intégrales et les utilise dans le calcul des termes transitoires (non recommandé). Bound-
Grp détermine les nb couches de cellules proches des parois.
TimeOrder= TIME_SCHEME
SpaceOrder= SPACE_SCHEME
GaussOrder= Ng
Le paramètre TimeOrder permet de choisir le schéma d’intégration temporel. La valeur
TIME_SCHEME=0 correspond a un calcul stationnaire, TIME_SCHEME=1 à un schéma
Euler retardé d’ordre 1 et TIME_SCHEME=2 à un schéma Euler retardé d’ordre 2. Spa-
ceOrder est l’ordre spatial de la méthode, c’est-à-dire l’ordre de la base polynomiale des
schémas MLS +1.GaussOrder correspond au nombre de points des méthodes quadrature
utilisées pour les intégrales spatiales.
MLSAddptsCell= nsup
MLSAddptsFace= nsup
MLSKernelCoef= κx κy κz
La méthode des moindres carrés nécessite d’ajouter nsup points aux stencils (équation
4.110). Le nombre de points supplémentaires pour les cellules et les faces peut être diffé-
rent. Les coefficients du noyau sont spécifiés par κx, κy et κz.
Po i s sonPCtype= PC
SORomega= 1 .
SORl i t s= 4
SORits= 3
Le paramètre PoissonPCtype permet de choisir la méthode de pré-conditionnement
de l’équation de pression. Il est désactivé pour PC=0 (non recommandé). Sinon, PC=1
correspond à une méthode Bloc-Jacobi, PC=2 à une méthode ILUT 1 (Hypre, non recom-
mandé) , PC=3 à une méthode multigrille algébrique (Hypre), et PC=4 à une méthode
SOR 2 (non recommandé) de paramètre SORomega, effectuant SORits cycles de SOR-
lits sous-itérations.
1. Incomplete Lower-Upper factorization with Threshold
2. Successive Over Relaxation
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Paramètres CFD
Ce bloc regroupe les paramètres nécessaires pour configurer les simulations CFD.
Ac t i v e= true
TimeStep= ∆t
NbS t e a dy I t e r= N∞
NbTimeSteps= N∆t
Nb I n n e r I t e r = Nsub
TimeStep correspond au pas de temps de la simulation ∆t. Si le calcul est stationnaire,
le paramètre NbSteadyIter fixe le nombre maximal d’itérations N∞. Sinon, N∆t itérations
temporelle sont effectuées. Le paramètre NbInnerIter fixe le nombre maximum Nsub de
sous-itérations de l’algorithme SIMPLE.
R Si N∞ > 0 et N∆t > 0, une solution stationnaire est calculée avant d’effectuer la
simulation instationnaire.
ResNormI te r= 3
MassRes idua l= ερ
Ve loRe s i dua l= εv
ResNormIter est le numéro de la sous-itération utilisée comme référence pour le critère
de convergence de l’algorithme SIMPLE. Le résidu Rmφ d’une équation de transport pour
le scalaire φ et le résidu Rmρ pour l’équation de continuité sont définis par [98] :
R
m
φ =
[
Nc
∑
c=1
(
bc−∑ainφmn
)][ Nc
∑
c=1
acφ
m
c
]−1
R
m
ρ =
Nc
∑
c=1
m˙∗f (6.7)
MassResidual et VeloResidual sont les tolérance relatives pour la convergence. Le
critère est satisfait si :
Rmρ
R3ρ
< ερ
ou bien :
Rmvx
R3vx
< εv et
Rmvy
R3vy
< εv et
Rmvz
R3vz
< εv
ForceF lowBalance= true
Grav i t y= gx gy gz
Ac t i v eG r a v i t y= f a l s e
Le paramètre ForceFlowBalance modifie les vitesse sur les faces frontières correspon-
dant à une condition limite de type outflow pour assurer une conservation globale de la
masse, ce qui accelere fortement la convergence du calcul (recommandé). La gravité est
spécifiée dans chaque direction par gx, gy et gz. Le paramètre ActiveGravity détermine si
la gravité est prise en compte explicitement dans le fluide (non recommandé).
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Paramètres DEM
Ce bloc regroupe les paramètres nécessaires pour configurer les simulations DEM.
Ac t i v e= true
Imp l i c i t D r a g = true
BuoyForce= true
P r e sFo r c e= true
TurbForce= f a l s e
Les paramètre ImplicitDrag, BuoyForce et PresForce permettent d’activer les forces de
trainée implicite, de flottabilité et de pression, respectivement. Le paramètre TurbForce
permet d’ajouter une force de trainée aléatoire (non recommandé).
R e l e a s eV e l o c i t y= vlib
ReleaseNumber= Nlib
Freez ingT ime= tadh
Ces trois paramètres sont utilisés par le modèle d’accrétion. vlib est la vitesse relative au
dessus de laquelle une particule figée peut se libérer, si le nombre de particules figées en
contact est inférieur ou égal à Nlib. Le temps de contact avant adhésion est tadh.
MaxP a r t i c l e s= Npmax
P a r t i c l eUpd a t eCo e f= 0 .
P a r t i c l e R a d i u sC o e f = 1 . 1
MaxParticles correspond au nombre de particules allouées en mémoire pour chaque pro-
cessus MPI. Npmax doit être suffisamment élevé et adapté aux paramètres du problème.
Les paramètres ParticleUpdateCoef et ParticleRadiusCoef servent à la mise-à-jour des
interactions. Il est recommandé de ne pas les modifier.
MaxUzawaIter= 2000
UzawaStep= 1 . 0
Le paramètre MaxUzawaIter correspond au nombre maximum d’itérations de l’algo-
rithme 5.2.1. UzawaStep est un coefficient de relation, qui peut être augmenté pour accé-
lérer le calcul (non recommandé).
SpawnMethodIni= SPWN_INI
SpawnMethod= SPWN
SpawnPPM= Yv
Le paramètre SpawnMethodIni permet de générer des particules avant le début de la si-
mulation, et dépend du cas considéré. SpawnMethod permet de générer des particules au
cours de la simulation. SPWN=0 désactive la génération, SPWN=1 permet de générer des
particules avec un titre volumique Yv (voire Annexe D).
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Dens i t y= ρ
Rad i u s _ i n f= r−
Rad ius_sup= r+
Nb I n t e r v a l= Nint
P= Pi
Les particules générées ont une masse volumique ρ . La distribution de taille des par-
ticules peut être spécifiée entre un rayon minimum r−, un rayon maximum r+. La distri-
bution comporte Nint intervalles, chacun avec une probabilité associée Pi.
N b I n t e r v a l= 5
P= 0 .20
P= 0 .35
P= 0 .20
P= 0 .15
P= 0 .10
Par exemple, les paramètres ci-dessus correspondent à une distribution de 5 intervalles,
pour un diamètre compris entre particules compris entre 200 µm et 1mm (figure 6.11).
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FIGURE 6.11 – Exemple de distribution de taille de particules (DSD).
R Le manuel d’utilisation est disponible en annexe D.
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6.3.1 Performances
Les performances de l’implémentation parallèle du code KITTY sont évaluées pour
l’écoulement de Kovasznay, dont la solution analytique est connue [45, 133]. Le domaine
de simulation est Ω = [0.5,0.5]× [0.5,0.5], et les champs de vitesse et de pression ont
pour expression :

vx(x,y) = 1− eαxcos(2piy)
vy(x,y) =
α
2pi
eαxsin(2piy)
p(x,y) =
1
2
(
1− e2αx)
(6.8)
Où α est un paramètre dépendant du nombre de Reynolds :
α =
Re
2
−
√
Re2
4
+4pi2 (6.9)
L’écoulement est initialisé à partir de la solution analytique. Les conditions limites
sont de type Dirichlet pour toutes les variables sur les frontières du domaine, et le nombre
de Reynolds est fixé à 40. Pour vérifier la validité du calcul, les résultats numérique sont
comparés à la solution analytique (figure 6.12).
(a) Vitesse vx (b) Vitesse vy
(c) Vitesse ∥v∥ (d) Pression p
FIGURE 6.12 – Champs et contours de pression et de vitesse pour les résultats numérique
(noir) et pour la solution analytique (blanc).
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Tous les calculs présentés dans ce travail sont réalisés sur une station de calcul de
bureau à mémoire partagée (126 Go) équipée de deux processeurs Xeon E5-2643 v3 (6
coeurs cadencés à 3,40 GHz, pouvant gérer 12 threads avec la technologie HyperThrea-
ding). Pour évaluer les performances du code, 10000 itérations sont effectuées avec un
maillage de 1024×1024 cellules pour les 5 configurations suivantes :
• JACOBI : Calcul de référence. La formulation d’ordre faible est utilisée, avec le
préconditionnement par défaut (bloc-Jacobi) pour l’équation de pression.
• NO HTREAD : Comme le calcul de référence, mais avec l’option d’HyperThreading
du processeur désactivé.
• AMG : La formulation d’ordre faible est utilisée, mais avec un préconditionnement
multigrille algébrique pour l’équation de pression.
• MLS-O1 : La formulation MLS, avec une base d’ordre 1 est utilisée en combinaison
avec le préconditionnement multigrille algébrique.
• MLS-O3 : Comme précédemment, mais avec une base d’ordre 3.
Le calcul est parallélisé sur 1,2,4,6,9 et 12 coeurs. L’initialisation et les opérations
d’écriture sur fichier sont exclus de la durée d’exécution. L’évolution du temps de calcul
en fonction du nombre de processus MPI est observée pour chaque configuration. L’option
d’HyperThreading n’offre pas de gain de performance sensible. En revanche, l’utilisation
du pré-conditionnement multigrille d’Hypre divise d’un facteur 2 à 3 le temps de calcul.
L’utilisation de la formulation MLS O1 ne diminue que légèrement le temps de calcul. Par
contre, les stencils importants de la formulation MLS O3 entrainent une nette dégradation
des performances (figure 6.13).
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FIGURE 6.13 – Temps de calcul CPU en fonction du nombre de processus MPI
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L’accélération ϒ (Speedup) est un paramètre permettant d’évaluer le gain de perfor-
mance obtenu par la parallélisation d’un programme. Elle est défini comme le rapport du
temps d’exécution séquentiel tseq sur le temps d’exécution parallèle tpar :
ϒ =
tseq
tpar
(6.10)
La qualité de la parallélisation peut être estimée grâce à la loi d’Amdahl, qui prédit
l’accélération théorique maximale obtenue en parallélisant un code, pour un problème
donné et une taille de problème fixée :
Définition 6.3.1 — Loi d’Amdahl. Soit P la proportion parallélisable du code. L’accé-
lération obtenue en exécutant le programme sur Nproc est :
ϒ =
1
1−P+ P
Nproc
(6.11)
La qualité de la parallélisation du code dépend de la formulation de la discrétisation
et de l’algorithme utilisé pour résoudre les systèmes linéaires. La combinaison LO-AMG
est excellente, avec un taux de parallélisation supérieur a 98%. La combinaison MLS-O1-
AMG présente la même accélération que la formulation d’ordre faible préconditionnée par
Bloc-Jacobi, mais son temps d’exécution de base est plus faible. Enfin, la formulation
d’ordre élevé dégrade la qualité de la parallélisation (figure 6.14).
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FIGURE 6.14 – Accélération du calcul en fonction du nombre de processus MPI

Troisième partie
Simulations

7. Vérification
Résumé
L’objectif de ce chapitre est de vérifier que les méthodes numériques utilisées, et leur
implémentation logicielle, résolvent les equations de Navier-Stokes de façon satisfaisante.
 La première section vérifie la précision des schémas numérique pour le problème
de la cavité entrainée. C’est un cas d’étude très répandu pour la validation des méthodes
incompressibles. La formulation d’ordre faible est comparée avec les formulations MLS
d’ordre 2 et 4.
 Le problème de l’écoulement laminaire autour d’un cylindre est étudié dans la
deuxième section. L’écoulement est instationnaire et développe un lâcher périodique de
vortex. La fréquence des lâchers, et les coefficients de portance et de trainée sont compa-
rés à des solutions de référence.
 Les deux sections précédentes étudient des problèmes bidimensionnels. Cette li-
mitation est acceptable pour des écoulements laminaires, mais les futures applications
visées sont turbulentes et nécessiteront des calculs en 3D. La troisième section présente
les premiers résultats du code pour la version tridimensionnelle de l’écoulement autour
d’un cylindre.
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7.1 Cavité entrainée
v= (0,1)
(x)
(y)
D
D
FIGURE 7.1 – La cavité entrainée.
La cavité entrainée est un cas-test clas-
sique pour la validation de méthodes nu-
mériques pour les écoulements incompres-
sibles, qui a été étudié par de nombreux
auteurs [30, 76, 126]. Le domaine est un
carré de coté D = 1, avec des conditions
de paroi sans glissement imposées sur les
frontières. La paroi supérieure est animée
d’une vitesse uniforme dans la direction x.
En raison de sa viscosité, le fluide est en-
trainé par la paroi et une circulation s’éta-
blit dans la cavité (figure 7.1). La masse
volumique du fluide est égale à l’unité et
les conditions initiales sont des champs de
pression et de vitesse nuls. La dynamique
de l’écoulement au sein de la cavité est dé-
terminée par le nombre de Reynolds, basé sur la vitesse de la paroi et la dimension du
domaine :
Re=
ρvxD
µ
=
1
µ
(7.1)
L’écoulement dans la cavité est stationnaire et stable pour des nombres de Reynolds
jusqu’à 5000. Au delà, les différentes études ont tendance à être en désaccord. Certaines
études ont observé que l’écoulement évolue d’un état d’équilibre vers un état périodique
lorsque le nombre de Reynolds dépasse une valeur critique. Cette transition est qualifiée
de bifurcation de Hopf supercritique dans la littérature [30]. D’autres études parviennent
à obtenir des solutions stationnaires pour des Reynolds jusqu’à 35000 en utilisant des mé-
thodes numériques appropriées [154].
Pour ce travail, les simulations sont stationnaires sont réalisées pour les Reynolds 100,
400 et 1000. Trois schémas numériques sont comparés : le schéma d’ordre faible FV-LO et
deux schémas MLS d’ordre 2 et 4. Pour les trois schémas, les flux convectifs sont calculés
avec correction différée et les coefficients de relaxation sont αv = 0.7 et αp = 0.3. Les
paramètres des schémas MLS sont les suivants :
• FV-MLS2 : les paramètres du schéma sont N+c = 4, N+f = 4 et κ = 6.
• FV-MLS4 : les paramètres du schéma sont N+c = 8, N+f = 8 et κ = 6.
R Les paramètres de ces deux schémas sont obtenus par tâtonnement, en cherchant à
minimiser l’erreur sur le calcul du gradient d’une fonction test.
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Les simulations ont été réalisées pour quatre maillages :
• Deux grilles cartésiennes STRUCT50 et STRUCT100 comprenant respectivement 51
et 101 noeuds par coté, soit 2500 et 10000 éléments.
• Deux maillages non-structurées SKEW50 et SKEW100 dont la partie centrale est
fortement anisotrope (figure 7.2).
(a) Nc = 2566 (b) Nc = 10240
FIGURE 7.2 – Maillages non structurés correspondant aux grilles 50×50 et 100×100.
Les champs de vitesse et de pression sont présentées pour les Reynolds 100, 400 et
1000 (figure 7.3). L’augmentation du nombre de Reynolds se traduit par de plus grandes
vitesses. Les pressions minimales et maximales, localisées dans les coins supérieurs de la
cavité, augmentent avec la résolution du maillage. Ce comportement est dû à la condition
de vitesse de la paroi, qui génère des gradients de vitesse non physiques en ces points.
A partir des composantes vx et vy du vecteur vitesse (figure 7.4), il est possible de
représenter des profils de vitesse le long des axes y (1,0) et x (0,1) (respectivement) pour
les Reynolds 100 (figure 7.5), 400 (figure 7.6) et 1000 (figure 7.7). Les résultats sont com-
parés avec ceux de Ghia et al. [60] calculés pour une grille de 128× 128 éléments. Les
profils de vitesse obtenus pour plusieurs maillages et schémas numériques sont en très
bon accord avec la solution de référence.
Pour le schéma FV-LO, la comparaison des profils de vitesse entre les différents
maillages montre des solution similaire pour les maillages (STRUCT50,STRUCT100)
d’une part, et (SKEW50,SKEW100 d’autre part. A l’inverse, pour le schéma FV-MLS4, les
profils de vitesse sont pratiquement confondus pour les maillages (STRUCT50,SKEW50)
d’une part, et (STRUCT100,SKEW100 d’autre part. L’utilisation de discrétisations d’ordre
élevée permet donc une meilleur indépendance au maillage en cas d’utilisation de grilles
non-structurées et anisotropes.
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(a) Re= 100 : vitesse ∥v∥ (b) Re= 100 : Pression p
(c) Re= 400 : vitesse ∥v∥ (d) Re= 400 : Pression p
(e) Re= 1000 : vitesse ∥v∥ (f) Re= 1000 : Pression p
FIGURE 7.3 – Champs de vitesse et de pression dans la cavité pour différents nombres de
Reynolds. Les lignes de courant sont représentées pour le champ de vitesse, et les courbes
isobares pour le champ de pression.
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(a) Re= 100 : vitesse vx (b) Re= 100 : vitesse vy
(c) Re= 400 : vitesse vx (d) Re= 400 : vitesse vy
(e) Re= 1000 : vitesse vx (f) Re= 1000 : vitesse vy
FIGURE 7.4 – Composantes vx et vy de la vitesse dans la cavité pour différents nombres
de Reynolds.
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FIGURE 7.5 – Re = 100 : comparaison des profils de vitesse pour trois schémas numé-
riques. A gauche, le profil de vx selon l’axe (y). A droite, le profil de vy selon l’axe (x).
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FIGURE 7.6 – Re = 400 : comparaison des profils de vitesse pour trois schémas numé-
riques. A gauche, le profil de vx selon l’axe (y). A droite le profil de vy selon l’axe (x).
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FIGURE 7.7 – Re = 1000 : comparaison des profils de vitesse pour trois schémas numé-
riques. A gauche, le profil de vx selon l’axe (y). A droite le profil de vy selon l’axe (x).
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7.2 Écoulement autour d’un cylindre
L’écoulement laminaire autour d’un cylindre dans un canal est un autre problème
classique, souvent utilisé pour la vérification des écoulements incompressibles [33, 72].
Le cylindre est de diamètre D= 1, et légèrement excentrée par rapport au milieu du canal
de hauteur H = 4,1.D et de longueur L= 22.D (figure 7.8).
20D2D
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y
FIGURE 7.8 – Configuration géométrique du cylindre dans un canal. Un profil de vitesse
parabolique est imposé en entrée.
Dans ce travail, la densité du fluide est ρ = 1 et la vitesse moyenne à l’entrée du
domaine est vx = 1. L’écoulement est caractérisé par deux paramètres de similitude. Le
premier est le nombre de Reynolds :
Re=
ρvxD
µ
=
1
µ
(7.2)
Le second paramètre est le nombre de Strouhal, lié aux phénomènes instationnaires.
Le temps caractéristique τ est la période d’oscillation du coefficient de portance :
St =
D
τ vx
=
1
τ
(7.3)
Dans ce travail, le nombre de Reynolds est fixé à 100. Deux maillages ont été utilisés
pour la discrétisation du domaine de calcul (figure 7.9). Le champ de vitesse est initialisé
avec un champ de pression nul, et un champ de vitesse vini = (vx,0). Après une phase tran-
sitoire dont la durée est de 30 secondes environ (figure 7.11), un écoulement périodique
s’établit (figure 7.10). La durée simulée est de 90s, soit 1800 itérations avec pour pas de
temps ∆t = 0.05 s
Comme dans la section précédente, le schéma d’ordre faible FV-LO et deux schémas
MLS d’ordre 2 et 4 sont comparés. Comme l’écoulement est transitoire, aucune relaxation
n’est utilisée pour la vitesse. Pour la pression, le coefficient est αp = 0.15. Les paramètres
des schémas MLS sont les suivants :
• FV-MLS2 : les paramètres du schéma sont N+c = 5, N+f = 5 et κ = 6.
• FV-MLS4 : les paramètres du schéma sont N+c = 10, N+f = 10 et κ = 6.
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Maillage A : 8924 éléments. Maillage B : 35564 éléments.
FIGURE 7.9 – Détails des maillages. Les couleurs sont une estimation de l’anisotropie.
(a) Vitesse ∥v∥.
(b) Pression p.
(b) Vorticité wz = (v∧v) · ez.
FIGURE 7.10 – État final de l’écoulement à t=90s. (a) Les courbes correspondent aux
lignes de courant. (b) Les courbes isobares sont tracées pour p ∈ [−0.5,+0.5]. (c) Les
courbes d’iso-vorticité sont tracées pour wz ∈ [−3,+3]. (Schéma FV-MLS4, maillage B.)
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2 s
4 s
6 s
12 s
16 s
20 s
FIGURE 7.11 – Champ de vitesse ∥v∥ et lignes de courant pour les 20 premières secondes
de la phase transitoire (Re=100). L’écoulement périodique est établi après 30s environ.
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Le champ de pression et les forces de cisaillement exercent une force Fhydro sur la
surface Sc du cylindre :
Fhydro =
∫
Sc
S ·ds (7.4)
Où S est le tenseur des contraintes de Cauchy défini dans le chapitre 4. En pratique, la
force hydrodynamique est approximée par une somme sur les N f ,c faces du cylindre :
Fhydro ≈
N f ,c
∑
f=1
S f ·A f (7.5)
La vérification est basée sur les coefficients de portance CL et de trainée CD. Ils sont
définis à partir de la force hydrodynamique :
CL =
2Fhydro · ey
ρDvx2
et CD =
2Fhydro · ex
ρDvx2
Le calcul des forces de portance et de trainée nécessite une solution précise des équa-
tions, et donc un traitement d’ordre élevé du flux convectif. L’utilisation d’un schéma
upwind de premier ordre, ou l’approximation des frontières du cylindre (par exemple en
cas d’une méthode de conditions aux limites immergées) ne permet pas d’obtenir une pre-
cision satisfaisante, même sur des maillages très raffinés [137].
Les champs de vitesse et de pression obtenus sont en très bon accord avec la littérature.
Cependant, les coefficients de portance et de trainée montrent des écarts non négligeables,
qui dépendent du maillage et schéma numérique (table 7.1). Ces écarts sont vraisembla-
blement liés au fait que le tenseur des contraintes utilisé dans l’intégration des forces est
calculé pour la cellule voisine de la frontière, et non directement au niveau des faces du
maillage. Ce problème reste à corriger.
Schéma (Maillage) CL min CL max CD min CD max St
FV-LO (A) −0,615 0,760 2,914 2,958 0,30
FV-MLS2 (A) −0,527 0,539 2,640 2,678 0,30
FV-MLS4 (A) −0,628 0,726 2,708 2,757 0,30
FV-MLS4 (B) −1,224 1,371 4,003 4,176 0,30
Référence [3] −1,021 0,987 3,165 3,228 0,3018
TABLE 7.1 – Comparaison des coefficients de portance et de trainée, ainsi que du nombre
de Strouhal pour plusieurs schémas numériques et maillages.
Les forces de trainée et de portances oscillent à des fréquences différentes, la fré-
quence de la trainée est le double de celle de la portance (figure 7.12). La raison et que la
force de trainée atteint un maximum et un minimum durant la croissance et le lâcher de
chaque tourbillon, alors que le signe de la portance dépend de la position des tourbillons :
positive lorsqu’il est au dessus du cylindre et négative lorsqu’il est au dessous. La fré-
quence du lâcher tourbillonnaire est calculée par transformée de Fourier (figure 7.13). Le
nombre de Strouhal ainsi obtenu est en parfait accord avec la littérature (table 7.1).
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(a) Schéma FV-LO (A)
(b) Schéma FV-MLS2 (A)
(c) Schéma FV-MLS4 (A)
(d) Schéma FV-MLS4 (B)
FIGURE 7.12 – Historique des coefficients de portance (en rouge) et de trainée (en bleu)
entre les instants t = 60s et t = 70s.
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(a) Schéma FV-LO : f = 0.3 (Maillage A)
(b) Schéma FV-MLS2 : f = 0.3 (Maillage A)
(c) Schéma FV-MLS4 : f = 0.3 (Maillage A)
(d) Schéma FV-MLS4 : f = 0.3 (Maillage B)
FIGURE 7.13 – Coefficients de portance (en rouge) et de trainée (en bleu) dans le domaine
fréquentiel. La précision sur la fréquence est ±0,034 Hz.
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FIGURE 7.14 – Configuration géométrique
du cas-test 3D-2Z [137].
Les écoulements des applications in-
dustrielles visées sont turbulents, et donc
tridimensionnels. Cette section présente
les premiers résultats de la version 3D du
code KITTY. Le cas de référence est la
configuration 3D-2Z proposée par Schäfer
et Turek dans le cadre d’un programme
d’évaluation des techniques de simulation
sur des calculateurs haute performance
[137]. Il s’agit une fois encore d’un écou-
lement laminaire autour d’un cylindre de
diamètreD dans une conduite carré de coté
H = 4,1D, qui se développe en un lâcher
tourbillonnaire périodique. Le domaine de calcul est un parallélépipède de dimensions
4,1D×4,1D×25D (figure 7.14), et le profil de vitesse a pour expression :
vx (0,y,z, t) = 36∗ vx.yz(H− y)(H− z)/H4 (7.6)
Où vx = 1 est la vitesse moyenne à l’entrée du domaine. La masse volumique est ρ = 1 et
la viscosité est définie afin d’avoir ReD = 100. Deux maillages ont été utilisés : le premier
comprend 74400 cellules, le second 621888 cellules (figure 7.15).
FIGURE 7.15 – Configuration géométrique du cylindre et détails du maillage. En bas, les
couleurs correspondent aux 12 partitions MPI.
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1 s
4 s
5 s
6 s
7 s
8 s
10 s
FIGURE 7.16 – Champ de vitesse ∥v∥ dans le plan de symétrie durant pour t ∈ [1;10].
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La solution obtenue semble entamer un développement périodique (figure 7.16), mais
fini par se stabiliser en un écoulement stationnaire (figure 7.17) qui ne correspond pas à
la solution de référence décrite par par Schäfer et Turek. Le même résultat a été obtenu
pour les deux maillages.
(a) Champ de pression.
(b) Champ de vitesse.
FIGURE 7.17 – État final du champ de vitesse (a) et du champ de pression (b) dans le plan
de symétrie.
Ce problème est vraisemblablement lié à un bogue de programmation dans le cal-
cul des flux lors de la construction du système linéaire pour l’équation de transport. Bien
qu’erronés, la présentation des premiers résultats pour l’écoulement laminaire autour d’un
cylindre 3D reste intéressante pour deux raisons :
• Premièrement, ces simulations démontrent la capacité de l’outil de calcul à réaliser
des simulations pour des maillages importants, et d’attester le bon fonctionnement
des solveur proposés par PETSc pour une configuration tridimensionnelle.
• Deuxièmement, ces résultats illustrent bien l’importance de la troisième dimension
en mécanique des fluides. En effet, l’observation des profils de vitesse (figure 7.18)
montre que les trois composantes évoluent le long de l’axe transversal. En particu-
lier, la composante selon z de la vitesse est non nulle, conférant un aspect tridimen-
sionnel à cet écoulement pourtant laminaire.
R Dans la perspective d’applications industrielles impliquant des canalisations de sec-
tions circulaires, une représentation satisfaisante des écoulements ne pourra pas être
obtenue au moyen de simulations 2D.
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(a) Composante x de la vitesse.
(b) Composante y de la vitesse.
(c) Composante z de la vitesse.
FIGURE 7.18 – État final du champ de vitesse dans les plans (O,x,y).
8. Validation
Résumé
L’objectif de ce chapitre est de valider le code CFD-DEM pour des écoulements bi-
phasiques. Pour cela, des essais mettant en oeuvre des particules bien caractérisées et un
fluide porteur ont été réalisés dans un environnement contrôlé.
 Les écoulements en milieux granulaire sont très étudiés par l’industrie de la chi-
mie pour le dimensionnement des réacteurs catalytiques. La première section introduit
cette problématique et présente quelques approches de modélisation ou de simulation
classiques.
 La deuxième section présente le banc d’essai qui a été développé pour constituer
la base de données nécessaire à la validation. Des billes de verre sont introduites dans
une conduite de section carrée et entrainées par un écoulement d’eau jusqu’à une crépine
contre laquelle elles s’accumulent.
Ces expériences ont été également reproduites numériquement. La troisième section
analyse les simulations, puis compare la perte de charge de part et d’autre du milieu
poreux et le profil de l’agrégat obtenus numériquement aux résultats expérimentaux.
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8.1 Écoulement en milieu granulaire
Dans le chapitre précédent, la résolution des équations de Navier-Stokes est vérifiée
par comparaison avec des solutions de références classiques, disponibles dans la littéra-
ture. Dans le cas d’écoulements biphasiques, le couplage entre le fluide et les particules
dépend de l’interaction de trois sous-modèles. Le premier détermine les forces hydrody-
namiques exercées sur les particules, le second la résistance locale à l’écoulement causé
par la présence de glace, et le troisième calcul les forces de contacts entre les solides
(particules et parois). Il en résulte une dynamique complexe, pour laquelle on ne dispose
pas de solution analytique. La validation du code CFD-DEM est donc plus délicate, et la
validation doit être réalisée à plusieurs niveaux :
• Dynamique des particules isolées (Modèle de trainée implicite).
• Dynamique des milieux granulaires (Algorithme de gestion de contacts).
• Colmatage et perte de charge (Perméabilité intrinsèque).
• Influence de la taille des particules (Perméabilité macroscopique).
Deux approches (complémentaires) sont possibles : valider chaque sous-modèle de
manière isolée, ou bien valider le modèle dans son ensemble. Cette seconde méthode pré-
sente l’avantage de prendre en compte les interactions entre les sous-modèles et facilite
le recalage global ; elle a donc été adoptée dans ce travail 1. La démarche de validation
globale proposée consiste à comparer les solutions obtenues par simulation numériques
avec des résultats expérimentaux, avec pour cas d’étude l’écoulement d’un fluide dans un
milieu granulaire.
Réactifs
Produits
en milieu poreux
Ecoulement
Catalyseur (lit fixe)
FIGURE 8.1 – Réacteur à lit fixe.
Ces type d’écoulements a fait l’objet
de nombreuses études dans le cadre des
réacteurs chimiques [20, 124]. Ces dispo-
sitifs cherchent à homogénéiser un milieu
réactionnel afin d’optimiser des processus
de transformation de la matière (craquage
catalytique et autres réactions chimiques).
Le réacteur à lit fixe est un type de réac-
teur principalement utilisé pour des réac-
tions catalytiques en phase gazeuse [26].
Un catalyseur est déposé à la surface de
supports inertes (figure 8.1), par exemple
des grilles métalliques ou des particules en-
tassées formant un milieu poreux (PBR) 2.
L’écoulement fait circuler les réactifs qui
réagissent avec la surface de ces éléments.
1. Le temps a manqué pour réaliser une vérification rigoureuse des sous-modèles, qui reste une perspec-
tive intéressante.
2. Packed Bed Reactor.
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Historiquement, le dimensionnement des réacteurs chimiques est réalisé avec des hy-
pothèses fortes, comme un écoulement uniforme ou une distribution homogène des réac-
tifs dans le milieu. La perte de charge linéaire est une caractéristique importante pour la
conception des PBR, et intéressante pour la validation du code CFD-DEM. Dans un travail
précurseur, Ergun propose une corrélation pour ce paramètre en fonction de la vitesse
moyenne de l’écoulement, des propriétés du fluide (ρ ,µ), du diamètre moyen δ des par-
ticules et de la fraction liquide χ du milieu [51] :
∆p
L
=
150µ
δ 2
(1−χ)2
χ3
v+
1.75ρ
δ
(1−χ)
χ3
v2 (8.1)
Ces simplifications ne sont plus valables lorsque les particules constituant le milieu
sont très petites, car les effets de parois deviennent prépondérants. L’écoulement est alors
non-uniforme et comporte des zones de recirculation qui déterminent la répartition des
espèces chimiques, les transferts thermiques, et in fine la qualité de la réaction [50]. Les
techniques de conception modernes mettent à profit la simulation numérique afin d’analy-
ser l’écoulement. En général, deux méthodes peuvent être employées :
 La première approche considère le lit fixe comme un milieu poreux (éventuelle-
ment anisotrope). La perte de charge est représentée en introduisant les termes sources
appropriés dans les équations de conservation. Il s’agit de l’approche la plus commune
pour des problèmes concrets d’ingénierie [143].
 La seconde approche consiste à parfaitement représenter la géométrie irrégulière du
lit fixe afin de simuler l’écoulement de façon détaillée. Cette approche est exigeante en res-
sources informatiques, et n’a pu être appliquée dans ses débuts qu’a de petites structures
périodiques représentatives du réacteur. Ces modèles ne nécessitant pas de paramètres em-
piriques sont utilisés pour analyser les propriétés des écoulements et transferts thermiques
dans un PBR.
FIGURE 8.2 – Profil de vitesse (selon l’axe
du tube) obtenu par Eppinger et al. [50]
Avec l’évolution rapide des capacités
de calcul, il est désormais possible de si-
muler des réacteurs complets. La méthode
des éléments discrets est utilisée afin de
générer un empilement de solides, autours
desquels un maillage est généré automa-
tiquement, processus au demeurant assez
complexe. Il peut comporter de quelques
millions [70] à plusieurs dizaines de mil-
lions [28] d’éléments. Cette technique a
par exemple été utilisée par Eppinger et
al. pour simuler l’écoulement dans un ré-
acteur lit à fixe (figure 8.2). Ces calculs
restent généralement stationnaires, la DEM
n’intervenant que dans le processus de gé-
nération de la géométrie. Des exemples de CFD-DEM instationnaires peuvent être trouvés
pour des applications à la fluidisation [56, 71, 90].
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8.2 Étude expérimentale
Cette section présente le banc d’essai développé pour valider le modèle de couplage
fluide particule. Il se situe à mi-chemin entre un PBR et un dispositif de fluidisation afin
d’offrir plusieurs niveaux de vérification :
• Quantitative : mesure de la perte de charge de part et d’autre d’un filtre colmaté.
• Qualitative : aspect du profil d’un amas de particules formant un milieux poreux.
8.2.1 Matériel et Méthodes
FIGURE 8.3 – DEEPMIG
Le dispositif expérimental pour l’étude
des pertes de charge en milieu granulaire
(DEEPMIG) se veut de conception simple.
Il est constitué principalement de tuyaux
semi-rigides, de coudes et connexions en
PVC et de matériaux de récupération 1. Le
système comporte deux lignes :
• La ligne principale qui comporte
une vanne, la veine d’essai et un dé-
bitmètre électromagnétique.
• La ligne secondaire ne comporte
qu’une unique vanne.
L’écoulement est assuré par une pompe
multicellulaire RIBILAND PRMCA5AUTO. Les équipements sont disposés sur un châssis
tubulaire (figure 8.3). Le remplissage et la vidange sont effectués par le bas du dispositif.
FIGURE 8.4 – Veine d’essai (détails).
La veine d’essai est un tube de sec-
tion carrée et de dimensions 300x40x40
mm. Elle est réalisée en aluminium, à l’ex-
ception des parois latérales de plexiglas
permettant la visualisation. Des solides
peuvent y être introduits en démontant le
couvercle amont. Lorsque le fluide par-
cours la veine d’essai, les solides sont en-
trainés par l’écoulement et viennent s’ac-
cumuler contre une grille métallique de
maille 500 µm (figure 8.4). Une fois le mi-
lieu granulaire stabilisé, le profil est photo-
graphié et la perte de charge mesurée par un manomètre différentiel VEGADIF 65.
1. La cuve est un carter d’échangeur de chaleur
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Le banc fonctionne en circuit fermé : le fluide est aspiré de la cuve principale par la
pompe, parcours les conduites puis retourne à la cuve. Lorsque la vanne (A) est ouverte
et la vanne (B) fermée, l’intégralité du débit traverse la veine d’essai. A l’inverse, lorsque
la vanne (A) est fermée et la vanne (B) ouverte, le fluide est directement refoulé dans la
cuve. L’écoulement peut ainsi être réparti entre les deux lignes en jouant sur la configu-
ration des vannes (figure 8.5), le débit dans la veine d’essai est mesuré par un débitmètre
électromagnétique OPTIFLUX 2000.
b
b
b
Vanne A
Vanne B
Veine d’essai
∆p
Qm
T
b b b
Switch pression
Pompe
Débitmètre
Sonde de
Manomètre
différentiel volumétrique
température
FIGURE 8.5 – Schéma hydraulique du dispositif expérimental.
Protocole expérimental :
• Préparation : L’installation est tout d’abord vidangée, puis la veine est débranchée
du circuit et sa face amont démontée. La quantité souhaitée de particules est in-
troduite, puis la veine d’essai est refermée et remontée sur le circuit. Le banc est
finalement rempli par le fluide souhaité.
• Mise en route : La pompe est démarrée, après s’être assuré que les deux vannes
de régulation sont positionnées de manière à limiter le débit dans la veine d’essai.
Le fluide est laissé en circulation pendant quelques minutes afin de faire purger le
circuit de l’air éventuellement piégé dans les conduites.
• Essais : Le débit est régulé en actionnant lentement les vannes, jusqu’à ce que le
débitmètre affiche la valeur souhaitée. Une fois le système stabilisé, la perte de
charge est relevée sur le manomètre différentiel et le profil de l’amas de particule
est photographié. Cette étape est répétée pour plusieurs valeurs de débit.
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8.2.2 Résultats
Dans ce travail, de l’eau courante et utilisé comme fluide, et les particules sont des
billes de verre de deux diamètres différents (1 et 2 mm), et de masse volumique ρp= 2500.
Cinq distributions de particules différentes ont été étudiées (figure 8.1), avec un volume
de solide V variant de 0 à 10 mL et un débit V˙ variant de 1 à 4 m3/h. L’ensemble des
résultats d’essais sont disponibles en annexe E.
Distribution 1 2 3 4 5
χ1, (δ = 1) mm. 1.00 0.75 0.50 0.25 0.00
χ2, (δ = 2) mm. 0.00 0.25 0.50 0.75 1.00
TABLE 8.1 – Fractions volumiques pour chaque distribution.
Pertes de charge
La perte de charge ∆p dépend du débit et du volume de particules solide, mais aussi
de la distribution du diamètre des billes formant le milieu poreux. Afin de mettre en valeur
cette dépendance, lévolution de la perte de charge en fonction du débit est étudiée pour
des valeurs fixée du volume solide (figures 8.6 à 8.10).
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FIGURE 8.6 – ∆p= f
(
V˙ ,χs
)
, volume de 2 mL
Pour un volume solide très faible (2 mL), la perte de charge induite par les particules
∆pp est proche de celle liée au filtre, ∆p f , sauf pour la distribution 1 pour laquelle ∆pp
est presque deux fois supérieure. Une possible explication est que les petites particules de
1 mm viennent obstruer les mailles de la grille de 500 microns faisant office de filtre.
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FIGURE 8.7 – ∆p= f
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, volume de 4 mL
En doublant le volume solide (4 mL), ∆pp semble dépendre linéairement du volume de
petites billes, sauf dans le cas de la distribution 5 (billes de diamètre 2 mm) pour laquelle
∆pp reste très proche de celle du filtre seul. Cela tend à valider l’hypothèse précédente.
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FIGURE 8.9 – ∆p= f
(
V˙ ,χs
)
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Pour des volumes supérieurs à 6 mL, la contribution du filtre à la perte de charge est
nettement inférieure à celle des particules. La perte de charge dépend alors principalement
de l’amas poreux et le comportement change. La perte de charge est alors maximale pour
la distribution 2 comprenant 75% de petites billes.
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FIGURE 8.11 – Diagramme de phase pour un
empilement binaire de sphères [66].
Lorsque la perte de charge induite par
l’amas de particules est prépondérante, la
perméabilité du milieux poreux devient un
facteur du problème. Elle est corrélée au
volume de l’espace réellement occupé par
les particules par rapport au volume obser-
vable de l’amas, ou compacité. Hopkins et
al. ont étudié cette propriété pour un em-
pilement binaires de sphères [66]. Le dia-
gramme de phase proposé montre la com-
plexité de l’organisation de ce type de mi-
lieu granulaire (figure 8.11). La compacité maximale φmax est une fonction non-linéaire
de la proportion de sphères de chaque taille χ , et du ratio de leurs diamètres α .
Un second facteur important est la configuration géométrique du milieu poreux, qui
varie fortement selon le débit de l’écoulement, et provoque un effet venturi qui contribue
à la perte de charge globale (figure 8.12). Le profil 1 de l’amas formé par des particules
contre le filtre résulte de l’équilibre entre les forces hydrodynamiques, l’effet de la gravité,
l’interaction entre les particules, et le volume de chaque type de bille.
(a) V˙ = 1 m3.h−1 (b) V˙ = 2 m3.h−1
(c) V˙ = 3 m3.h−1 (d) V˙ = 4 m3.h−1
FIGURE 8.12 – Accumulation de 10 mL de billes contre le filtre (distribution 3). L’aspect
du profil évolue avec l’augmentation du débit.
Enfin, un test consistant à augmenter brusquement le débit à son maximum (sans
amas initial), puis à le diminuer progressivement avant de l’augmenter de nouveau a mis
en évidence l’existence d’un phénomène d’hystérésis. La géométrie de l’amas dépend
dans une certaine mesure de l’historique de sa formation. Le cycle complet n’a pas été
photographié, cependant l’évolution d’un profil depuis un débit initialement stabilisé à
V˙ = 1 puis augmenté jusqu’à V˙ = 2 a été enregistré par camera rapide (figure 8.13).
1. Qui n’en est pas tout à fait un puisqu’un dépendance latérale a été observée.
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t = 0s t = 6s
t = 1s t = 7s
t = 2s t = 8s
t = 3s t = 9s
t = 4s t = 10s
t = 5s t = 12s
FIGURE 8.13 – Évolution du profil entre V˙ = 1 et V˙ = 2. Distribution 3, Vs = 10 mL.
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8.3 Étude numérique
Pour les raisons évoquées précédemment, le colmatage d’un filtre par un empilement
binaire de sphères est un phénomène fortement non-linéaire, et complexe à modéliser :
c’est ce qui en fait un excellent cas de validation pour le code CFD-DEM.
8.3.1 Simulations grossières
Dans un premier temps, des séries de simulations ont été réalisées afin d’étudier la
sensibilité des résultats aux différents paramètres du modèle. Pour chacune des 5 distribu-
tions de billes, quatre volumes Vs ∈ {4;6;8;10} (mL), trois débits V˙ ∈ {2;3;4} (m3.h−1)
et cinq niveaux de perméabilité K ∈ {1.10−7;1.10−8;1.10−9;1.10−10;1.10−11} (m) ont
été testés. Le coefficient de porosité macroscopique est fixé à η = 1, c’est à dire que seul
le filtrage est appliqué, avec le schéma MLS(o= 1,κ = 3,nsup = 9).
R La notion de volume de particules n’a pas de sens en dimension 2. En pratique, les
particules simulées en 2D correspondent à des cylindres, dont l’amas occupe une
certaine surface Ss. En faisant l’hypothèse d’une symétrie dans la largeur L de la
veine d’essai, la relation entre le volume physique de solide Vs et le "volume" numé-
rique à simuler est Ss =Vs/L.
Un profil de vitesse en loi de puissance d’exposant 7 (équation C.10) est imposé à
l’entrée du domaine. Le champ de vitesse est initialisé par vini = (vx,0), où vx est la
vitesse d’admission moyenne de l’écoulement, calculée à partir du débit volumique
V˙ (en m3.h−1) et du rayon de la conduite amont R= 0.02 m par la relation :
vx =
2,78.10−4
piR2
V˙ (8.2)
Les essais ont été réalisés à température ambiante. Les valeurs retenues pour la masse
volumique et la viscosité de l’eau sont respectivement ρ = 1000 et µ = 1,0.10−3. Le
nombre de Reynolds est définit par :
Re=
ρvx2R
µ
≈ 8,84.103×V˙ (8.3)
Soit un nombre de Reynolds variant entre 8800 et 35400 selon le débit considéré. La
combinaison de ces paramètres correspond à un total de 300 configurations. Afin de limi-
ter le temps de calcul, ces simulations sont effectuées pour une géométrie simplifiée de
la veine d’essai. Le domaine est un rectangle Ω = [−0,2;0,2]× [−0,02;0,02], discrétisé
par un maillage grossier de 500 cellules dans la longueur et 50 cellules dans la largeur.
Le filtre, situé au milieu du domaine, est considéré parfait 1. Pour chaque configuration,
1000 itérations sont effectuées avec un pas de temps ∆t = 0.0005. Les simulations sont
réalisées avec le schéma MLS(o= 2,κ = 6,nsup = 5).
1. Il bloque les particules mais ne fait pas obstacle à l’écoulement.
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R Une étude de convergence en maillage a également été réalisée. Elle est malheureuse-
ment faussée en raison d’un bogue (corrigée depuis), mais suggère qu’un minimum
de 100 mailles dans la hauteur de la veine d’essai est souhaitable.
Les résultats sont présentés dans leur ensemble en annexe E. Ils montrent que la perte
de charge est inversement proportionnelle à la perméabilité intrinsèque. Le bon ordre
de grandeur pour ce paramètre est K = 1.10−10, et ce pour tous les débits, volumes et
distributions. La modélisation est donc robuste une fois la perméabilité déterminée.
R Dans ces premières simulations, la perte de charge est calculée à partir du champ de
pression de la dernière itération. Des simulations ultérieures ont montré que la perte
de charge peut mettre du temps à se stabiliser voire fluctuer, ce qui limite la portée
de ces résultats préliminaires.
Bien qu’un paramètre η = 1 soit utilisé (et avec un maillage assez grossier), l’in-
fluence de la distribution de billes sur la perte de charge est nettement visible dans les
simulations, et même qualitativement bien retranscrite par le modèle de porosité macro-
scopique (figure 8.14). Une étude d’influence du paramètre η reste à réaliser afin d’attester
la possibilité de recalage quantitative de l’influence de la distribution, néanmoins le mo-
dèle de couplage fluide-particules se comporte de la manière souhaitée.
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FIGURE 8.14 – Perte de charge en fonction du débit pour un volume solide de 8 mL et
une perméabilité K = 1.10−10. Les lignes pointillées correspondent aux résultats expéri-
mentaux, et les lignes continues aux résultats numériques. Les distributions de billes sont
représentées par des couleurs différentes. Le modèle numérique, même sans recalage, re-
produit bien leur influence sur le niveau de perte de charge.
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8.3.2 Simulations améliorées
Des simulations plus précises ont été réalisées, avec un domaine de simulation repro-
duisant la configuration géométrique de la veine d’essai (figure 8.15). Le maillage utilisé
comprend 77800 cellules, ce qui correspond à 100 éléments dans la hauteur de la veine.
Les simulations sont effectuées avec le schéma MLS(o= 4,κ = 6,nsup = 10). Afin d’amé-
liorer la qualité de la solution.
R Le stencil est de dimension plus importante, ce qui pose des problèmes de conver-
gence à la méthode de pré-conditionnement AMG. Un pré-conditionnement "Point
block Jacobi" est utilisé, ce qui augmente substantiellement le temps de calcul.
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FIGURE 8.15 – Géométrie du domaine de simulation. Les pressions amont pup et aval
pdw sont moyennées sur les section du domaine (pointillés violets) correspondant aux
positions des prises de pression de la veine d’essai réelle.
Les conditions initiales et conditions limites sont calculées comme précédemment. Par
contre, la simulation n’est arrêtée que lorsque la perte de charge ∆p = pup− pdw atteint
une valeur stabilisée. Cette condition est remplie si l’inégalité suivante est satisfaite sur
100 itérations successives :


|∆pn−∆pn|
∆p
n < ε = 10
−3
∆p
n
= 0,1∆pn+0.9∆p
n−1
(8.4)
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R Le pas de temps est choisi aussi grand que possible pour chaque simulation. Sa borne
supérieure dépend de la première itération du calcul, qui diverge si ∆t est trop grand.
Quatre simulations ont été réalisées, correspondants aux débits V˙ ∈ {1;2;3;4}. Le vo-
lume de billes est de 10 mL, avec la distribution 3 (50% du volume pour chaque diamètre
de particule). La perméabilité est fixée à K = 3.10−10, valeur obtenue par règle de trois
à partir des simulations précédentes afin de recaler la perte de charge pour le débit de
3 m3.h−1. L’influence de la distribution semblant sous-estimée, le paramètre de recalage
pour la porosité macroscopique à été fixe (quelque peu arbitrairement) à η = 3.
Il est intéressant d’observer l’évolution de la perte de charge au cours du temps. Pour
la simulation 1, effectuée avec un débit de 1m3.h−1, celle-ci ne se stabilise pas, mais varie
autour d’une valeur de 1,5 mbar environ (figure 8.16). Ces fluctuations sont causées par
des tourbillons qui sont convectés par l’écoulement et traversent régulièrement la région
où pdw est calculée, causant une dépression momentanée.
FIGURE 8.16 – Perte de charge en fonction du temps - Simulation 1.
Ces tourbillons ont pour origine l’amas de particule. L’observation des champs de
pression et vitesse au cours du temps montrent un mécanisme complexe, qui met en jeu
une allée tourbillonnaire engendrée par une particule isolée 1 et des tourbillons se formant
en amont du filtre le long du profil. Ces structures interagissent avec la zone de recircula-
tion située en aval l’amas, siège de cisaillement important. Une étude plus approfondie de
ce mécanisme a été jugée superflue, car les phénomènes de turbulence sont tridimension-
nels et n’ont pas de sens physique en 2D.
Dans le cas des simulations 2, 3 et 4, la perte de charge augmente en fluctuant, mais
l’amplitude des fluctuations de pression est très faible devant la perte de charge qui finit
par se stabiliser, mettant fin aux simulations (figure 8.17). Des lâchers tourbillonnaires
plus importants peuvent cependant être observés au cours du temps, notamment dans le
cas de la simulation 4.
1. Lâcher tout à fait similaire au cas du cylindre 2D présenté précédemment. Ce phénomène illustre la
precision de la méthode MLS d’ordre 4, la particule n’étant discrétisée que sur 5 mailles.
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FIGURE 8.17 – Perte de charge en fonction du temps - Simulation 2 (bleu), Simulation 3
(orange) et Simulation 4 (rouge).
L’observation des instantanés des champs de pression, de vitesse et de vorticité au
cours du temps permettent de comprendre la dynamique du colmatage au cours de la
simulation numérique (figures 8.21-8.23). Les particules montrent une tendance à être en-
trainées vers le milieu de la conduite, plutôt que de rester au fond comme observé lors des
essais. Plusieurs explications peuvent expliquer ce comportement :
• Conditions initiales : les particules sont générées au milieu du domaine. Dans la
réalité, les particules sont initialement situées au fond de la veine d’essai.
• Phase transitoire : l’écoulement est initialement animé d’une vitesse uniforme. Dans
la réalité, le débit est progressivement augmenté lorsque la vanne est manipulée.
• Effet 2D : une particule correspond à un cylindre, et provoque une restriction de
l’écoulement (∼ δ/D) bien plus importante qu’en 3D (∼ δ 2/D2). Cette différence
se traduit par des accélérations locales de l’écoulement plus importantes en 2D, et
donc une surestimation des forces de portance et de trainée (figure 8.18).
Des simulations avancées nécessiteront donc la prise en compte de la troisième di-
mension, l’amélioration des conditions initiales et la mise en place une condition limite
transitoire pour le débit d’admission. Cependant, les couts de calcul seront augmentés en
conséquence. L’attention doit donc être portée sur les points stabilisés (figure 8.2).
FIGURE 8.18 – La restriction causée par une particule de diamètre δ est assez largement
surestimée en 2D, ce qui génère des vitesses locales plus importantes.
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(a) Vs = 10 mL, V˙ = 1 m3.h−1
(b) Vs = 10 mL, V˙ = 2 m3.h−1
(c) Vs = 10 mL, V˙ = 3 m3.h−1
(d) Vs = 10 mL, V˙ = 4 m3.h−1
FIGURE 8.19 – État final des champs de vitesse et pression.
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Pour chaque simulation, l’erreur relative sur la perte de charge par rapport aux résultats
expérimentaux est calculée (table 8.2). Elle est minimale pour le débit V˙ = 3 m3.h−1,
car c’est ce point qui a été retenu pour le recalage de la perméabilité. Les simulations
donnent de bons résultats pour les simulations 2 et 4, avec des erreurs de -11% et +12%
respectivement. L’erreur est par contre très important pour le point V˙ = 1 m3.h−1, avec
-95%.
Simulation 1 2 3 4
Débit (m3.h−1) 1 2 3 4
Reynolds 8800 17700 26500 35400
∆t (sec) 5.10−4 2.10−4 2.10−4 1.10−4
TSIM (sec) 5.000 0.643 0.480 0.431
TCPU (heures) 59.2 20.6 16.9 23.2
TCPU / TSIM (h/s) 11.8 32.1 35.3 53.8
∆p - exp. (mbar) 30.6 69.7 126.9 195.6
∆p - num. (mbar) 1.5 61.9 132.4 219.9
Erreur relative -95% -11 % +4 % +12%
TABLE 8.2 – Paramètres et résultats des simulations numériques.
Une partie de ces écarts s’explique par l’erreur systématique qui semble entacher ces
mesures (voire annexe E). La perte de charge réelle est donc à priori plus faible que les
valeurs relevées, et l’effet est d’autant plus important que le débit est faible. De plus, la
grille contre laquelle les particules viennent s’accumuler n’est pas prise en compte dans
les simulations (hypothèse du filtre parfait). Hors, elle provoque une perte de charge non
négligeable. Lors du recalage initial, cette perte de charge ∆p f ≈ 18,5 mbar a été prise en
compte par la perméabilité intrinsèque, qui est donc sur-estimée. La démarche suivante
est proposée pour le recalage de futures simulations :
Algorithme 8.3.1 — Recalage du modèle.
1. Choisir une configuration : géométrie, débit, volume (maximum) et distribution
de particules (diamètres les plus petits possible).
2. Si présence d’éléments filtrants, ceux-ci doivent être représentés géométrique-
ment ou au moins modélisés par un milieux poreux. Dans ce cas, recaler leur
perméabilité sur des essais sans polluant.
3. Tester plusieurs valeurs pour la perméabilité K afin de trouver le bon ordre de
grandeur. Utiliser η = 1 pour comme première valeur pour le coefficient macro-
scopique.
4. Raffiner le maillage jusqu’à convergence d’un paramètre d’intérêt (par exemple,
la perte de charge). Ne pas excéder 4-5 mailles par diamètre de particule.
5. Choisir quelques configurations supplémentaires et affiner le couple de para-
mètres (K,η).
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La seconde possibilité de validation offerte par le dispositif expérimental est l’aspect
de l’amas de particules formant le milieux poreux. Malgré la surestimation de la perméa-
bilité et la non prise en compte du filtre, les profils obtenus pour les simulations 2, 3 et 4
sont très proches des résultats expérimentaux (figure 8.20).
R L’amas de particule réel semble avoir une surface projetée supérieure à l’espace
occupé par les profils dans les simulations numériques. La compacité est probable-
ment à l’origine de cette différence et l’estimation du "volume" numérique doit être
approfondie.
La simulation 1 montre que la surestimation de la perméabilité est plus pénalisante
pour les débits faibles. Le champ de vitesse montre que l’écoulement tend à contourner
l’amas de particules plutôt que de les entrainer, et le poids des particules situées au dessus
de l’amas devient supérieur aux forces de trainée et de pression. Comme aucune friction
statique n’est considérées, l’amas s’affaisse et les particules sont progressivement repous-
sées vers l’amont.
(a) Numérique (V˙ = 1 m3.h−1) (b) Expérimental (Essai 61)
(c) Numérique (V˙ = 2 m3.h−1) (d) Expérimental (Essai 62)
(e) Numérique (V˙ = 3 m3.h−1) (f) Expérimental (Essai 63)
(g) Numérique (V˙ = 4 m3.h−1) (h) Expérimental (Essai 64)
FIGURE 8.20 – A gauche : amas de particules et champ de vitesse obtenus par simulation
numériques. A droite : photographies des profils pour les essais correspondants.
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8 ms
16 ms
24 ms
32 ms
40 ms
FIGURE 8.21 – Instantanés des champs de vitesse, pression et vorticité.
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48 ms
56 ms
64 ms
72 ms
80 ms
FIGURE 8.22 – Instantanés des champs de vitesse, pression et vorticité.
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88 ms
96 ms
104 ms
112 ms
120 ms
FIGURE 8.23 – Instantanés des champs de vitesse, pression et vorticité.

9. Premières applications
Résumé
Ce chapitre présente plusieurs résultats préliminaires. Ces calculs sont effectués en 2D
et n’ont pas été validés, aussi ne faut-il pas s’attarder sur leur sens physique. Néanmoins,
ils illustrent le potentiel des méthodes numériques développées en vue de réaliser des ap-
plications industrielles concrètes.
 La turbulence est traitée par la méthode ILES. La première section étudie le déve-
loppement d’un écoulement turbulent au travers d’une fente ; cas d’étude qui pourrait être
utilisé à terme pour étudier les propriétés des schémas FV-MLS et valider l’approche.
 La deuxième section illustre la possibilité d’utiliser le modèle poreux comme une
méthode de pénalisation, afin de simuler des équipements hydrauliques avec parties mo-
biles. L’exemple considéré est la chute de billes dans un système clapet-roue dentée.
 Enfin, un dispositif de rétention de glace est élaboré dans une troisième section.
Ce nouvel équipement permet de piéger une partie de la glace lors d’un blizzard, puis de
relâcher l’eau lorsque le système n’est plus exposé à des conditions givrantes.
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9.1 Instabilités et écoulements turbulents
FIGURE 9.1 – Lignes de courant moyennes
pour différents Reynolds : (a) 110, (b) 295,
(c) 1600, (d) 3130 et (e) 7800 [94].
Les phénomènes de séparation et de
rattachement d’écoulements turbulents se
produisent dans de nombreuses appli-
cations pratiques d’ingénierie. Les pro-
blèmes les plus étudiés sont la marche des-
cendante et le canal rugueux ou nervuré
pour lesquels des quantités comme la lon-
gueur de rattachement, le tenseur de Rey-
nolds ou le bilan d’énergie cinétique sont
estimées [77].
Les fentes et diaphragmes sont couram-
ment utilisés pour mesurer des débits ou
pour optimiser les mélange, et l’étude des
phénomènes de contraction, de séparation
et de rattachement est utile pour détermi-
ner la perte de charge ou les effets d’ac-
célération de ces écoulements [151]. De
plus, l’interaction d’un écoulement interne
avec une singularité est source de bruit.
Les fentes et cavités sont donc des géomé-
tries également très étudiés dans le domaine de l’aéroaccoustique [61].
Afin d’illustrer le potentiel des schémas MLS et de l’approche ILES, cette section pré-
sente le développement d’un écoulement turbulent dans une fente. La zone de rattache-
ment dépend du Reyndols ReD, basé sur le grand diamètre D du canal (figure 9.1). Dans
cette application, les diamètres de la fente et du canal sont d = 0.025 et D = 2d, respec-
tivement (figure 9.2). Les propriétés du fluide sont ρ = 1000 et µ = 0.001, et un profil
uniforme v= (0.1,0,0) est imposé en entrée. Ces valeurs correspondent à ReD = 5000.
FIGURE 9.2 – Configuration géométrique du canal. Le maillage comporte 70000 cellules,
soit une résolution ∆x= 0.5 mm. Les couleurs correspondent aux partitions MPI.
Les simulations sont réalisées avec un pas de temps ∆t = 0.002. Le schéma FV-MLS-
O4 est utilisé. Des instantanés de l’écoulement pris à différents instants sur l’intervalle
t ∈ [0;0,5] présentent les champs de vitesse, de pression et de vorticité (figures 9.3 à 9.6).
Les courbes correspondent aux lignes de courant (pour le champ de vitesse), et aux les
contours de pression et de vorticité. La solutions est symétrique durant les premières 0.5
secondes de la simulation, puis une instabilité provoque la transition vers un écoulement
instationnaire, turbulent.
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(a) t = 0,04
(b) t = 0,08
(c) t = 0,12
(d) t = 0,16
FIGURE 9.3 – Champs de vitesse, pression et vorticité.
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(a) t = 0,20
(b) t = 0,24
(c) t = 0,28
(d) t = 0,36
FIGURE 9.4 – Champs de vitesse, pression et vorticité.
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(a) t = 0,40
(b) t = 0,50
(c) t = 0,60
(d) t = 0,70
FIGURE 9.5 – Champs de vitesse, pression et vorticité.
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(a) t = 0,80
(b) t = 1,20
(c) t = 1,60
(d) t = 2,00
FIGURE 9.6 – Champs de vitesse, pression et vorticité.
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9.2 Équipements hydrauliques complexes
Les équipements présents dans les systèmes carburant de turboréacteurs comportent
de nombreuses parties mobiles : tiroirs de soupapes régulatrices, valves, engrenages ou
rouets de pompes, doseurs, clapets, etc. De nombreuses techniques existent pour repré-
senter des frontières en mouvement : les méthodes ALE 1, qui autorisent un maillage
mobile et déformable, les méthodes level-set qui définissent l’interface comme le zero
d’une function analytique. Les méthodes de conditions limites immergée, qui imposent
explicitement la vitesse à l’intérieur des solides, et les techniques cut-cell qui réduisent
l’approximation de l’interface méritent également être citées [144].
L’approche dite de pénalisation de Brinkman, introduite par Arquis et Caltagirone
[190], présente un intérêt particulier dans le cadre des méthodes numériques mises en
oeuvre dans ce travail. En effet, les conditions limites sont imposées en ajoutant un terme
dit de pénalisation dans les équations de conservation de quantité de mouvement ce qui en
pratique revient à modéliser des obstacles solides sous la forme d’un milieu poreux dont
la perméabilité tends vers zéro [83, 91].
FIGURE 9.7 – Détails de la sédimentation
d’une particule, avec le maillage apparent.
Pour démontrer les possibilités offertes
par cette technique, la sédimentation de
billes dans une enceinte parsemée d’élé-
ments mobiles est considérée. Le domaine
est un rectangle Ω = [0.1×0.4], doté
d’une roue dentée (rayons intérieur et ex-
térieur rint = 25 mm et rext = 40 mm) ani-
mée d’une rotation de 120 tours/minutes ;
d’un clapet circulaire de masse volumique
ρvalve = 500 monté sur un ressort de rai-
deur 10 N/m ; et de plusieurs parois in-
clinées. Les billes ont un rayon uniformé-
ment distribuée entre 1 et 2 mm, et une
masse volumique ρp = 2500. Le fluide pré-
sente des propriétés proches de l’air, soit
ρ f = 1 et µ f = 1,0.10−6. La simulation
est réalisée avec un pas de temps ∆t =
0,4 ms, pour une durée totale d’une se-
conde.
Malgré la faible résolution du maillage (∆x = 1 mm), les allées tourbillonnaires de
Karman dans le sillage des particule sont très bien représentées (figure 9.7). Des instan-
tanées des champs de vitesse et de pression permettent de suivre l’évolution de la simu-
lation, en particulier l’interaction entre les particules et la roue dentée et l’obstruction de
l’écoulement par le clapet lors de sa fermeture (figures 9.8 à 9.11).
1. pour Arbitrary Lagrangian Eulerian.
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(a) t = 0,04 sec. (b) t = 0,08 sec. (c) t = 0,12 sec.
(d) t = 0,16 sec. (e) t = 0,20 sec. (f) t = 0,24 sec.
FIGURE 9.8 – Illustration de la gestion de contact et du couplage fluide-particules par la
chute de billes dans de l’air.
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(a) t = 0,28 sec. (b) t = 0,32 sec. (c) t = 0,36 sec.
(d) t = 0,40 sec. (e) t = 0,44 sec. (f) t = 0,48 sec.
FIGURE 9.9 – Illustration de la gestion de contact et du couplage fluide-particules par la
chute de billes dans de l’air.
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(a) t = 0,52 sec. (b) t = 0,56 sec. (c) t = 0,60 sec.
(d) t = 0,64 sec. (e) t = 0,68 sec. (f) t = 0,72 sec.
FIGURE 9.10 – Illustration de la gestion de contact et du couplage fluide-particules par la
chute de billes dans de l’air.
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(a) t = 0,76 sec. (b) t = 0,80 sec. (c) t = 0,84 sec.
(d) t = 0,88 sec. (e) t = 0,92 sec. (f) t = 0,96 sec.
FIGURE 9.11 – Illustration de la gestion de contact et du couplage fluide-particules par la
chute de billes dans de l’air.
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9.3 Innover : un piège à glace auto-lavable
Les motoristes sont tenus de démontrer la tolérance des moteurs aux phénomènes de
blizzard. Des essais réalisés à Snecma (non présentés dans ce travail pour des raisons de
confidentialité) ont montré que le paramètre clé est le volume Vtot de particules. Chaque
équipement d’un système carburant peut tolérer une certaine quantité de glace avant d’être
colmaté ou bypassé. Au delà d’un volume critique Vcrit , la glace peut induire des dysfonc-
tionnement du système carburant.
Une approche simple, initialement proposée par Pierre Mouton [173], consiste à rete-
nir un volume Vtrap de particules en amont des éléments hydrauliques sensibles, afin de
maintenir la menace à un niveau tolérable, soit :
Vtot−Vtrap <Vcrit (9.1)
P. Mouton propose une spécification dont les principaux éléments sont les suivants :
1. La quantité de glace Vtot doit être précisée dans la spécification d’interface avec
l’avionneur.
2. Le dispositif doit pouvoir arrêter des particules de glace dont la dimension est supé-
rieure à une valeur souhaitée.
3. Les fragments de glace arrêtés devront être retenus en amont du premier équipement
sensible, et la perte de charge crée devra être inférieure à une valeur spécifiée.
4. Une fois le blizzard terminé, les fragments retenus devront être progressivement
fondus et réinjectés dans le circuit carburant du moteur.
5. Le dispositif devra limiter la perte de charge du circuit carburant au cas où le taux
ou la quantité de glace ingérée dépasseraient les valeurs spécifiées.
6. Le dispositif devra être tolérant au givrage carburant (CS-E560 (e)).
FIGURE 9.12 – Dispositif de rétention de
glace avec grille chauffante [173].
P. Mouton propose également un
concept de dispositif de rétention de glace
basé sur une grille tubulaire (figure 9.12).
Celle-ci doit être chauffée par un écoule-
ment interne d’huile, et dimensionnée de
telle sort que sa température peau soit po-
sitive pour prévenir le givrage. Le disposi-
tif est également équipé d’une soupape by-
pass afin d’éviter le colmatage total du dis-
positif lorsque le volume de glace Vtot est
trop important. Enfin, le dispositif serait si-
tué immédiatement en aval de la pompe BP,
afin de ne pas perturber le fonctionnement
de celle-ci. Cette conception implique une pompe BP insensible au blizzard, ce qui semble
être le cas d’après l’expérience accumulée jusqu’à présent.
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Dans ce travail, une conception alternative de piège à glace est proposée 1. L’origina-
lité réside dans le positionnement du dispositif, qui doit être situé au niveau du retour de
la boucle de re-circulation du carburant (figure 9.13).
Réservoir Système Avion
Système HuileRéservoir
GLACE
Retour carburant chaud
FIGURE 9.13 – Le dispositif est situé au point où le carburant chaud en provenance du
FMU se mélange au carburant froid, contenant éventuellement de la glace, provenant du
système carburant avion.
FIGURE 9.14 – Dépôt de glace sur
un élément filtrant.
Les essais réalisés lors de la conception du skid
blizzard ont montré que la glace tend à se repar-
tir de manière homogène à la surface d’éléments
filtrants, où elle forme un milieux poreux et rela-
tivement adhérent (figure 9.14). Ce comportement
est mis à profit dans la conception du piège à
glace :
 Le dispositif est constitué d’une petite en-
ceinte (éventuellement fermée par un couvercle dé-
montable) dont la géométrie est à déterminer, par
exemple cylindrique. La conduite d’alimentation en
provenance de la pompe BP (et donc du système
avion) est raccordée de façon géocentrique au dis-
positif. La conduite d’alimentation en provenance
du FMU est raccordée de façon radiale au dispositif,
en un ou plusieurs points d’admission.
1. Protégée par un brevet SNECMA en cours de dépôt.
210 Chapitre 9. Premières applications
 Une crépine ou un élément filtrant (dimensionnée selon la taille des particules spé-
cifié par le point 2), de forme par exemple cylindrique, est positionnée dans l’axe de
l’enceinte (figure 9.15). Le diamètre de la crépine est tel que l’espace entre celle-ci et les
parois créé un espace suffisant pour faire office de by-pass passif, et satisfaire au point 5
de la spécification.
 La fusion de la glace se fait naturellement lorsque le système n’est plus en condi-
tions givrantes. Le débit chaud en provenance du FMU est alors bien supérieur au débit en
provenance du système avion, et la température dans le dispositif est positive. L’eau est
libérée progressivement et ne présente aucune menace pour le système.
 En absence de glace, le dispositif peut être conçu pour optimiser le mélange entre
le carburant chaud et le carburant froid, afin d’optimiser les performances de l’échangeur
situé en aval. Le dispositif présente donc trois modes de fonctionnement (figure 9.16) :
• Fonction A : Piège à glace en cas de blizzard ou conditions givrantes.
• Fonction B : Auto-nettoyage hors conditions givrantes, si présence de glace.
• Fonction C : Mélangeur en conditions de fonctionnement normales.
FIGURE 9.15 – Exemple de dispositif de piège à glace auto-lavable. La géométrie est
simplifiée : par exemple, les supports de la crépine ne sont pas représentés.
R La tolérance au givrage peut être satisfaite en dimensionnant un dispositif suffisam-
ment grand, ou en utilisant une combinaison de filtres et de crépines en série ou
imbriqués. Cette section n’a pas la prétention d’offrir une liste exhaustive des solu-
tions ou de prédimensionner un dispositif.
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(A) Fonction piège à glace (B) Fonction Auto-nettoyage
m˙= 2000 kg/h
T=-55 ◦C
χ = 10000 ppmv
m˙= 4400 kg/h
T=-18 ◦C
m˙= 4000 kg/h
T=+30 ◦C
(C) Fonction mélangeur
m˙= 1000 kg/h
T=-55 ◦C
m˙= 200 kg/h
T=-55 ◦C
m˙= 3500 kg/h
T=20 ◦C
T < 0 T > 0 T > 0
FIGURE 9.16 – Schéma de principe et modes de fonctionnements du dispositif - Débits et
températures typiques associées.
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FIGURE 9.17 – Distribution de taille de parti-
cules utilisées pour les simulations de colma-
tage d’un piège à glace.
Afin d’illustrer l’intérêt de la concep-
tion proposée et le potentiel du mo-
dèle et du code développés au cours
de ce travail, des simulations de colma-
tage d’un piège à glace ont été réalisées.
Le diamètre des particules est compris
entre 200 µm et 1 mm, avec une dis-
tribution de taille non homogène (figure
9.17), et leur masse volumique est 900
kg.m−3. Les particules de glace sont intro-
duites à une concentration de Yv = 20000
ppm 1.
Le domaine de calcul est une coupe de
la géométrie présentée précédemment. Il
comporte trois conditions de type INLET_MASSFLOW. La première, notée INLET_A, cor-
respond au carburant en provenance de la pompe BP, avec un débit de 2000 kg.h−1 et
une température de -55 ◦C . Les deux autres, notées respectivement INLET_B et INLET_C,
correspondent au carburant en provenance du FMU. Elles ont chacune un débit de 2200
kg.h−1 et une température de -18 ◦C (figure 9.18). Le dispositif est dit "simple" si il
comporte un seul filtre (rouge), soit "double" si il en comporte deux (rouge + orange).
1. Il s’agit de la concentration effective, si l’on considère des particules perméables dont seule la moitié
du volume est constitué d’eau.
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Les températures et débits correspondent à un décollage en conditions givrantes. La
masse volumique et la viscosité du fluide sont respectivement ρ = 850 et µ = 7,7.10−3,
valeurs proches des propriétés du kérosène à −45 ◦C .
FIGURE 9.18 – Schéma de principe et modes de fonctionnements du dispositif - Débits et
températures typiques associées.
Quatre simulations ont été effectuées. Les configurations A,B et C utilisent le dis-
positif "simple", et des perméabilités différentes, tandis que la configuration D utilise le
dispositif "double". Le filtre est modélisé par un milieu poreux de perméabilité K = 2e−8
dans toutes les configurations (table 9.1). Les particules sont introduites après un temps
de stabilisation d’un dixième de seconde, et une durée d’une seconde de blizzard est si-
mulée 1.
Simulation A B C D
Dispositif simple simple simple double
Perméabilité 1,0.10−10 2,0.10−11 1,0.10−11 2,0.10−11
Temps final 0,7344 sec. 0,4582 sec. 0,9600 sec. 0,8246 sec.
TABLE 9.1 – Paramètres des simulations numériques.
La comparaison des trois premières simulations permet d’étudier l’influence de la per-
méabilité sur la dynamique du colmatage (figure 9.19). Le volume de glace piégéVtrap est
proportionnel à la surface du filtre et à l’ épaisseur du dépôt qui croit avec la perméabilité.
La comparaison de l’épaisseur du dépôt de glace sur le filtre avec les observations expé-
rimentales 2 (voire chapitre 3) montre que la simulation A sous-estime la perméabilité,
tandis que la simulation C la surestime.
1. En pratique, les simulations n’ont pas atteint la duree ciblée en raison d’un "plantage" d’HYPRE
lorsque les fluctuations de pression deviennent trop importantes. La raison probable est un domaine de
calcul pas assez étendu en sortie du dispositif.
2. La couche de glace collectée sur les filtre fait 5 millimètres d’épaisseur environ.
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L’évolution de la quantité de glaceVice dans le dispositif se décompose en trois phases.
Tout d’abord, une phase linéaire durant laquelle toutes les particules se retrouvent prises
au piège. Cette phase s’achève lorsque la totalité de la surface de la crépine est colmatée,
et se traduit par un point d’inflexion des courbes. Dans une seconde phase, Vice augmente
alors de plus en plus lentement jusqu’à atteindre sa valeur maximale Vtrap. Par la suite,
Vice reste constant.
(a) Champ de vitesse à l’instant t = 0.45 sec pour la configuration A.
(b) Champ de vitesse à l’instant t = 0.45 sec pour la configuration B.
(c) Évolution du volume de glace piégé pour les 3 configurations.
FIGURE 9.19 – Simulations d’un dispositif de rétention glace : influence de la perméabi-
lité intrinsèque K sur la dynamique du blizzard.
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L’évolution de la perte de charge est intéressante. Celle-ci reste constante durant la
phase de stabilisation d’un dixième de seconde à un niveau dépendant de la configuration
géométrique (non optimisée) et du débit, et de la perméabilité du filtre (dans une moindre
mesure). Au fur et à mesure que la glace s’accumule dans le filtre, l’effet de restriction
s’accentue et l’écoulement accélère suffisamment pour créer un lâcher tourbillonnaire, qui
se traduit par des fluctuations de pression.
(a) Champ de pression à l’instant t = 0.10 sec pour la configuration B.
(b) Champ de pression à l’instant t = 0.45 sec pour la configuration B.
(c) Évolution de la perte de charge pour les 3 configurations.
FIGURE 9.20 – Simulations d’un dispositif de rétention glace : influence de la perméabi-
lité intrinsèque K sur la perte de charge.
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Avec la configuration géométrique proposée, le contournement de la crépine par
l’écoulement provoque un effet d’aspiration qui se traduit par une couche de glace d’épais-
seur δice assez uniforme. En première approximation, la surface Strap du piège à glace peut
être dimensionnée par la simple formule Strap =Vtrap/δice.
 Exemple 9.1 Pour piéger Vtrap = 100 mL de glace (soit 50 mL d’eau injectée),
avec l’hypothèse d’un dépôt de 4mm d’épaisseur, la surface de la crépine doit être
de 2,5.10−2 m2, ce qui correspond par exemple à un filtre cylindrique de rayon 30 mm
et de longueur 120 mm environ.
Le dispositif peut être rendu plus compact et efficace en optimisant la configuration
géométrique des crépines. Par exemple, dans le cas de la simulation D deux crépines
concentriques sont être utilisées . Cette configuration permet presque de multiplier par un
facteur 2 la quantité de glace piégée avant le point d’inflexion de la courbe Vice (t). En
plus de diminuer le volume de glace, le dispositif limite également la concentration de la
suspension parvenant jusqu’au système (figure 9.21).
L’observation des lignes de courant au cours du blizzard montre qu’un débit subsiste
au travers de dépôt de glace sur les faces avals des crépines (figures 9.22 à 9.26). Une par-
tie des plus grosses particules sont entrainées par leur inertie dans les régions de basses
vitesses où elles restent prises au piège, même une fois les surfaces des crépines intégra-
lement colmatées.
FIGURE 9.21 – Comparaison de l’évolution de Vice pour les configurations B, C et D. Le
volume de glace pénétrant dans le système au cours de la simulation D apparait en noir.
Le dispositif de rétention de glace proposé présente plusieurs avantages :
• Sa réalisation simple et ses dimensions réduites se traduisent par un l’impact vrai-
semblablement très faible sur la masse du système carburant.
• La fusion de la glace ne nécessite aucune commande active et l’eau n’est relâchée
que lorsque le système n’est plus soumis à des conditions givrantes.
• En absence de blizzard, il peut être optimisé pour homogénéiser la température de
l’écoulement et maximiser l’efficacité de l’échangeur de chaleur en aval.
• Le système de bypass ne nécessite pas d’éléments mobiles ou de soupape suscep-
tible d’être colmatée.
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(a) t = 0,10 sec.
(b) t = 0,15 sec.
(c) t = 0,20 sec.
FIGURE 9.22 – Instantanées pour la simulation D. Les lignes de courant sont colorées en
fonction de l’amplitude de la vitesse du fluide.
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(a) t = 0,25 sec.
(b) t = 0,30 sec.
(c) t = 0,35 sec.
FIGURE 9.23 – Instantanées pour la simulation D. Les lignes de courant sont colorées en
fonction de l’amplitude de la vitesse du fluide.
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(a) t = 0,40 sec.
(b) t = 0,45 sec.
(c) t = 0,50 sec.
FIGURE 9.24 – Instantanées pour la simulation D. Les lignes de courant sont colorées en
fonction de l’amplitude de la vitesse du fluide.
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(a) t = 0,55 sec.
(b) t = 0,60 sec.
(c) t = 0,65 sec.
FIGURE 9.25 – Instantanées pour la simulation D. Les lignes de courant sont colorées en
fonction de l’amplitude de la vitesse du fluide.
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(a) t = 0,70 sec.
(b) t = 0,75 sec.
(c) t = 0,80 sec.
FIGURE 9.26 – Instantanées pour la simulation D. Les lignes de courant sont colorées en
fonction de l’amplitude de la vitesse du fluide.
Conclusion et Perspectives

Conclusion
Cette thèse s’inscrit dans le cadre général de la contamination des systèmes carburant
de turboréacteurs par de la glace. Deux phénomènes différents doivent être distingués :
• Le givrage, c’est-à-dire la croissance de glace depuis de l’eau liquide à faible
concentration (300 ppm) sur des durées de plusieurs dizaines de minutes, est une
problématique classique et n’est pas l’objet de ce travail.
• Le blizzard, qui est le déferlement dans le système carburant d’une suspension de
particules de glaces solides à forte concentration (10 000 ppm), pouvant entrainer
le colmatage des équipements hydrauliques.
Un dispositif a été développé afin de reproduire et d’étudier cette menace dans des
conditions de laboratoire. Son principe consiste à injecter une dose d’eau avec un débit
maitrisé dans du carburant à basse température. La pulvérisation est réalisée au moyen
d’une buse d’atomisation sur-mesure, et la suspension de glace ainsi obtenue répond aux
caractéristiques macroscopiques (compacité, fraction solide des particules) spécifiées par
les avionneurs. Ce dispositif a fait l’objet d’un brevet, étendu à l’international en 2015.
Pour étudier la dynamique du colmatage, du matériel d’essai a été spécifiquement
conçu, puis réalisé et installé au banc froid. De la glace générée par le skid blizzard est
injectée dans un écoulement de kérosène et traverse les orifices d’une plaque. Plus de
100 essais ont été réalisés dans des conditions de température, de volume de glace et de
débit variées, pour différentes configurations géométriques. Au cours de chaque essai, les
températures, débits et pertes de charge ont été mesurés, et le colmatage filmé au moyen
d’une camera haute fréquence. Cette campagne a permis de révéler des comportements
inattendus, comme la diminution de la gravité de la menace pour des débits plus élevés.
Un solveur basé sur la pression pour la résolution des équations de Navier-Stokes in-
compressible a été développé. La discrétisation est réalisée par une formulation volume
finis co-localisée pour des maillages non structurés, et l’ordre élevé est atteint grâce à la
méthode des moindres carrés mobiles (MLS). Le schéma numérique est appliqué à l’équa-
tion de convection-diffusion scalaire. Le système d’équations aux dérivées partielles est
donc résolu sous une forme découplée et linéarisée. L’algorithme SIMPLE est employé
pour assurer le couplage entre la vitesse et la pression. Les vitesses au niveau des faces
sont calculées au moyen de l’interpolation de Rhie-Chow, ce qui permet de construire une
équation pour la correction de pression et de remédier aux instabilités numériques propres
à la formulation co-localisée.
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La méthode a été validée pour des écoulements laminaires 2D stationnaires et ins-
tationnaires. Le schéma MLS (même à l’ordre 2) obtient des résultats plus précis que
le schéma LO, indépendamment de l’anisotropie du maillage. L’extension à la troisième
dimension a été réalisée, mais les premiers résultats indiquent que quelques problèmes
restent à régler.
La phase disperse est modélisée par la méthode des éléments discrets, revisitée de
manière à pouvoir effectuer des calculs stables sur des temps longs. Les collisions entre
les particules sont considérées parfaitement inélastiques, et les forces d’interaction sont
calculées itérativement de manière à prévenir toute interpénétration entre les solides. La
force de trainée est employée comme un mécanisme de stabilisation des particules dans
le champ hydrodynamique. Pour cela, les forces sont linéarisées et le coefficient de trai-
née est recalculé de manière à ce que la vitesse des particules converge vers une valeur
d’équilibre. La rétroaction de la phase disperse sur la phase fluide est assurée au moyen
de termes sources ajoutés dans l’équation de la quantité de mouvement. Ces termes repré-
sentent un milieu poreux en translation, et sont pondérés par une fonction de la fraction
volumique solide afin de modéliser les effets d’anisotropie à l’échelle macroscopique.
Ces méthodes numériques sont mises en oeuvre dans KITTY, le code CFD-DEM pa-
rallèle développé tout au long de cette thèse. Il est basé sur une architecture de mémoire
distribuée et un partitionnement cartésien du domaine de simulation. Le coeur du code
s’articule autour de la bibliothèque PETSC, qui offre une vaste gamme de méthodes de
sous-espaces de Krylov pré-conditionnés. Leur utilisation est indispensable pour résoudre
efficacement les systèmes linéaires issus des équations discrétisées. Les communications
sont effectuées par des appels MPI. Le code a montré une excellente scalabilité sur la sta-
tion de travail de 12 coeurs mise à disposition.
Un banc d’essai a été mis au point afin de valider le modèle diphasique. Des billes
de verre sont introduites dans une veine d’essai traversée par un écoulement d’eau. Elles
sont entrainées par le débit et s’accumulent contre une crépine. Le volume et la distribu-
tion des billes sont maitrisées, le débit du fluide est contrôlé au moyen d’une vanne et la
perte de charge mesurée. Le profil de l’amoncellement de billes est enfin photographié.
Les résultats des simulations numériques sont confrontés aux données expérimentales. Le
modèle de milieux poreux peut être calibré pour obtenir le bon niveau de perte de charge
(échelle micro), et la fonction de pondération s’avère capable de capturer les variations
liées aux différentes distributions de billes (échelle macro).
Enfin, de premières simulations dans des configurations industrielles ont été réalisées.
L’application considérée est un nouvel équipement, le piège à glace auto-lavable, dont
la fonction est de limiter le volume de glace ingéré par le système carburant. La glace
est retenue au moyen une crépine placée dans l’axe de l’écoulement. L’élément filtrant
se trouve dans une enceinte judicieusement située au niveau du retour de la boucle de
recirculation pour permettre la fusion de la glace lorsque la température du système car-
burant est positive. Les simulations démontrent la pertinence du concept, et une première
amélioration de la géométrie de la crépine est proposée.
Perspectives
Le phénomène de blizzard est aujourd’hui encore mal compris. La formation de la
glace dans le système avion doit être étudiée aussi près que possible des conditions réelles,
avec des transferts thermiques parfaitement maitrisés. Lorsque la glace parvient dans le
système moteur, elle traverse une pompe centrifuge, ce qui peut avoir des conséquences
sur les distributions de la taille des particules. Par conséquent, la clé de la caractérisation
de la menace réside dans une coopération plus étroite entre les motoristes et les avionneurs.
Les études semblent se diriger dans la bonne direction puisque SNECMA et l’équipemen-
tier ZODIAC AEROSPACE souhaitent construire une collaboration à ce sujet.
En ce qui concerne la glace dite "collante" évoquée dans le rapport d’investigation,
mon hypothèse est qu’il s’agit en réalité d’une plage de température pour laquelle le taux
de croissance de la glace est élevé. Ce taux résulterait d’une part de la quantité d’eau en
solution dans le carburant, qui diminue lorsque la température chute ; et d’autre part des
transferts thermiques dans la paroi des conduites qui augmentent lorsque la température
chute. La croissance de la glace serait maximale pour des températures intermédiaires. Le
développement d’un modèle thermodynamique pourrait apporter un éclairage intéressant.
Les essais ont montré que les propriétés de la glace générée par le skid blizzard, en
particulier la taille des particules, dépendent fortement des conditions de pulvérisation.
Il est nécessaire de réaliser des tests supplémentaires afin de caractériser les particules
(taille, porosité, cristallographie) pour différents diamètres de buse et débits d’injection.
A débit constant, la perte de charge au niveau de la buse semble être un facteur essentiel.
Quelques essais ont été réalisés à des températures plus élevées, et en poussant le skid
blizzard dans les limites inférieurs de la concentration qu’il est capable de délivrer. Une
glace d’apparence translucide a été obtenue, résultant probablement de la congélation de
gouttelettes d’eau en surfusion. Il serait intéressant d’utiliser le skid givrage afin d’étudier
le colmatage de doseurs pour de faibles concentrations.
Le bureau d’étude pourrait également utiliser les moyens expérimentaux développés
dans le cadre de ce travail pour tester individuellement les équipements et établir leur
comportement face au blizzard. Les cartographies obtenue pourraient alors être intégrées
dans les modèles globaux, par exemple sur MATLAB, afin de simuler le comportement du
système carburant en cas de colmatage.
226 Chapitre 9. Premières applications
Dans la version actuelle du code KITTY, les dérivées temporelles et termes sources
sont intégrés spatialement avec le schéma MR, limitant à 2 l’ordre effectif des calculs ins-
tationnaires. Le schéma MLS pourrait être appliqué à l’intégration spatiale dans le cadre
d’une correction différée de la matrice masse, afin d’obtenir une véritable méthode d’ordre
élevée. La correction différée pourrait également être étendue aux termes diffusifs afin de
réduire le stencil, et donc le coût de résolution des equations algébriques linéaires. En ce
qui concerne le terme convectif, le schéma upwind actuellement utilisé gagnerait à être
remplacé par un schéma hybride ou une loi de puissance. Enfin, les algorithmes SIMPLER,
SIMPLEC et PISO, voire une formulation couplée, pourraient être implémentés.
La stratégie ILES est envisagée pour la simulation des écoulements turbulents. La mé-
thode MLS présente du potentiel en tant que filtre implicite, mais un travail de validation
substantiel reste à accomplir afin de maitriser l’influence du coefficient κ et de la taille
du stencil sur les propriétés dissipatives de ce schéma. La question du maillage de couche
limite doit aussi être considérée. La ILES nécessite de petites valeurs pour le y+, qui pour-
raient être calculées par le code. Sinon, des fonctions de parois peuvent être implémentées.
A terme, une méthode LES peut être mise en oeuvre en incorporant au moins un modèle
SGS fonctionnel.
La pratique de la LES conduit à l’utilisation de maillages plus fins, et amplifie la problé-
matique du multi-échelles en présence d’une phase disperse. Le calcul des forces hydrody-
namique doit pouvoir basculer d’une approche basée sur la modélisation vers l’intégration
directe du tenseur des contraintes, au moins pour les plus grosses particules. Le couplage
pourrait alors être obtenu par une méthode de pénalisation. La fonction de pondération
mérite également un peu plus d’attention, afin de mieux prendre en compte les effets de
porosité macroscopique.
De nombreuses optimisations du code KITTY sont possibles. La plus importante
concerne la décomposition du domaine par une topologie cartésienne qui n’est vraiment
pas optimale et conduit à une déséquilibre de la charge de calcul. Le partitionnement pour-
rait être fait au moyen de PARMETIS, et le code devrait être capable d’échanger les cellules
dynamiquement entre les processus MPI comme il le fait déjà pour les particules. En ce
qui concerne la DEM, les opérations les plus couteuses telles que la gestion de contact ou
le calcul des forces devraient être parallélisées par tâches.
De premières simulations de colmatage de cibles perforées montrent que l’obstruction
nécessite la prise en compte de l’adhérence des particules. Cependant, les résultats obte-
nus avec le modèle binaire ne sont pas convaincants. La simulation des agrégats combinée
à un modèle de rupture de la glace semble nécessaire.
Les géométries mobiles telles que les pompes ou les doseurs peuvent dès à présent
être simulées au moyen du modèle poreux, qui se comporte comme une pénalisation de la
vitesse pour de faibles perméabilités. Des méthodes de maillage glissant seraient cepen-
dant intéressantes pour garantir une meilleur précision. Enfin, l’état des développements
n’autorise actuellement que des calculs en dimension 2, mais la réalisation de simulations
3D semble nécessaire pour des applications concrètes.
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Annexes

A. Certification moteur
CS-E 50 Engine Control System
(a) Engine Control System Operation. It must be substantiated by tests, analysis or a
combination thereof that the Engine Control System performs the intended func-
tions in a manner which :
(1) Enables selected values of relevant control parameters to be maintained and
the Engine kept within the approved operating limits over changing atmosphe-
ric conditions in the declared flight envelope.
(2) Complies with the operability specifications of CS-E 390, CS-E 500 (a) and
CS-E 745, as appropriate, under all likely system inputs and allowable Engine
power or thrust demands, unless it can be demonstrated that this is not required
for non-dispatchable specific Control Modes in the intended application. In
such cases, the Engine approval will be endorsed accordingly.
(3) Allows modulation of Engine power or thrust with adequate sensitivity and
accuracy over the declared range of Engine operating conditions, and
(4) Does not create unacceptable thrust or power oscillations.
(b) Control Transitions. It must be demonstrated that, when a Fault or Failure results
in a change from one Control Mode to another, or from one channel to another, or
from the Primary System to the Back-up System, the change occurs so that :
(1) The Engine does not exceed any of its operating limitations,
(2) The Engine does not surge, stall, flame-out or experience unacceptable thrust
or power changes or oscillations, or other unacceptable characteristics, and
(3) If the flight crew is required to initiate, respond to or be aware of the Control
Mode change, there must be provision for a means to alert the crew. This pro-
vision must be described in the Engine instructions for installation and the
crew action described in the Engine instructions for operation. The magnitude
of any change in thrust or power and the associated transition time must be
identified and described in the Engine instructions for installation and opera-
tion.
(c) Engine Control System Failures. The Engine Control System must be designed and
constructed so that :
(1) The rate for Loss of Thrust (or Power) Control (LOTC/LOPC) events,
consistent with the safety objective associated with the intended aircraft ap-
plication, can be achieved,
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(2) In the Full-up Configuration, the system is essentially single Fault tolerant for
electrical and electronic Failures with respect to LOTC/LOPC events.
(3) Single Failures of Engine Control System components do not result in a Ha-
zardous Engine Effect,
(4) Foreseeable Failures or malfunctions leading to local events in the intended
aircraft installation, such as fire, overheat, or Failures leading to damage to
Engine Control System components, must not result in a Hazardous Engine
Effect due to Engine Control System Failures or malfunctions.
(d) System Safety Assessment. When complying with CS-E 210 or CS-E 510, a system
safety assessment must be completed for the Engine Control System. This assess-
ment must identify Faults or Failures that result in a change in thrust or power, a
transmission of erroneous data, or an effect on Engine operability together with the
predicted frequency of occurrence of these Faults or Failures.
(e) Protection Systems. (See AMC E 50 (e))
(1) When electronic over-speed protection systems are provided, the design must
include a means for testing the system to establish the availability of the pro-
tection function. The means must be such that a complete test of the system
can be achieved in the minimum number of cycles. If the test is not fully au-
tomatic, the specification for a manual test must be contained in the Engine
instructions for operation.
(2) When over-speed protection is provided through hydromechanical or mechani-
cal means, it must be demonstrated by test or other acceptable means that the
over-speed function remains available between inspection and maintenance
periods.
(f) Software and Programmable Logic Devices. All associated software and encoded
logic must be designed, implemented and verified to minimise the existence of er-
rors by using an approved method consistent with the criticality of the performed
functions.
(g) Aircraft Supplied Data. Single Failures leading to loss, interruption or corruption
of Aircraft-Supplied Data, or data shared between Engines must :
(1) Not result in a Hazardous Engine Effect for any Engine.
(2) Be detected and accommodated. The accommodation strategy must not result
in an unacceptable change in thrust or power or an unacceptable change in
Engine operating and starting characteristics. The effects of these Failures on
Engine power or thrust, Engine operability and starting characteristics throu-
ghout the flight envelope must be evaluated and documented.
The specification of CS-E 50 (g)(2) does not apply to thrust or power command
signals from the aircraft.
V(h) Aircraft Supplied Electrical Power.
(1) The Engine Control System must be designed so that the loss or interruption
of electrical power supplied from the aircraft to the Engine Control System
will not :
(i) Result in a Hazardous Engine Effect,
(ii) Cause the unacceptable transmission of erroneous data.
The effect of the loss or interruption of aircraft supplied electrical power must
be taken into account in complying with CS-E 50 (c)(1).
(2) When an Engine dedicated power source is required for compliance with CS-E
50 (h)(1), its capacity should provide sufficient margin to account for Engine
operation below idle where the Engine Control System is designed and expec-
ted to recover Engine operation automatically.
(3) The need for, and the characteristics of, any electrical power supplied from
the aircraft to the Engine Control System for starting and operating the En-
gine, including transient and steady state voltage limits, must be identified
and declared in the Engine instructions for installation.
(4) Low voltage transients outside of the power supply voltage limitations, decla-
red under CS-E 50 (h)(3), must meet the specifications of CS-E 50 (h)(1). The
Engine Control System must resume normal operation when aircraft supplied
electrical power returns to within the declared limits.
(i) Air Pressure Signal. The effects of blockage or leakage of the signal lines on the
Engine Control System must be considered as part of the system safety assessment
of CS-E 50 (d) and the appropriate design precautions adopted.
(j) Engines having a 30-Second OEI Power Rating must incorporate means or provi-
sion for means for automatic availability and automatic control of the 30-Second
OEI Power within its operating limitations. (See AMC E 50 (j))
(k) Means for shutting down the Engine rapidly must be provided.
CS-E 560 Fuel System
(a) (1) Each fuel specification to be approved, including any additive, and the asso-
ciated limitations in flow, temperature and pressure that ensure proper Engine
functioning under all intended operating conditions must be declared and sub-
stantiated.
(2) Any parameter of the fuel specification which is likely to adversely affect
Engine functioning or durability must be identified so that, where necessary,
Engine or rig testing using appropriate fuel may be conducted.
(3) The Engine fuel pump must have a margin of capacity over the maximum
Engine demand in the flight envelope consistent with the assumed aircraft ins-
tallation specifications.
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(b) (1) Filters, strainers or other equivalent means must be provided to protect the fuel
system from malfunction due to contaminants. These devices must have the
capacity to accommodate any likely quantity of contaminants, including water,
in relation to recommended servicing intervals and, if provided, the blockage
or by-pass indication system (see also CS-E 670).
(2) Any main fuel filter or strainer provided between the Engine fuel inlet and
any device having a significant function for the control of the thrust or power
must have a means to permit indication of impending blockage of the filter or
strainer either :
(i) To the flight crew or
(ii) To the maintenance crew, if it can be shown that the Engine will continue
to operate normally with the levels of contamination specified, for a per-
iod equal to the inspection interval of the impending blockage indicator.
(c) If a by-pass means is provided on any filter or strainer, it must be designed such
that, if the filter or strainer element is completely blocked, fuel will continue to flow
at an acceptable rate through the rest of the system. In addition :
(1) The design of the by-pass must be such that, when it is in operation, the pre-
viously collected contaminants in the filter or strainer will not enter the Engine
fuel system downstream of the filter or strainer.
(2) The design of the fuel system must be such that, when the by-pass is open,
operation on contaminated fuel does not result in a Hazardous Engine Effect.
(3) If the maintenance action to be taken after by-pass operation is different from
that following an indication of impending blockage, then indication of by-pass
operation must be provided.
(d) The fuel system must be designed so that any accumulation of likely quantities of
water which may separate from the fuel will not cause Engine malfunctioning.
(e) If icing can occur in the fuel system, continued satisfactory functioning of the En-
gine in such circumstances must be ensured without the need for any action by the
flight crew. If compliance relies upon fuel anti-icing additives or other means incor-
porated in the aircraft fuel system, this must be declared under CS-E 30 together
with a statement of the conditions which must be met.
(f) Provision must be made near each fuel pressure connection provided for instrumen-
tation so as to limit the loss of fluid in the event of a pipe Failure.
(g) Design precautions must be taken against the possibility of errors and inadvertent
or unauthorised changes in setting of all fuel control adjusting means.
VII
CS-E 670 Contaminated Fuel
(a) Evidence must be provided that the complete Engine fuel system is capable of func-
tioning satisfactorily with fuel containing the maximum quantity of liquid/solid
contamination, likely to be encountered in service, for a period sufficient to ensure
that Engine malfunctioning as a result of this cause will not occur.
(b) The evidence must provide assurance that :
(1) The fuel system is not adversely affected by contamination which can pass
through any filtration provided, either immediately or during subsequent run-
ning, and
(2) It will be possible for the Engine to complete a period equal to at least half
the maximum flight duration of the aeroplane in which it is likely to be ins-
talled, with the same contaminant level, from the point at which indication of
impending filter blockage is first given.
AMC-E 670 Contaminated Fuel Testing
(1) Solid Contaminants
(a) Contaminant with the characteristics detailed in MILE5007D.
(b) A test on the complete fuel system should be carried out either on a running
Engine, or on a rig, using fuel continuously contaminated at a rate of 4.5 g of
contaminant per 4500 litres.
(c) The point at which blockage will be indicated to the flight crew should also be
established and the fuel system should be shown to be capable of continuing
to operate without causing Engine malfunction for a further period equal to at
least half the maximum flight duration of the aircraft in which it is likely to be
installed. Once this has been established, it is permissible to clean or replace
filter(s) as frequently as necessary for the remainder of the test. If blockage
has not occurred by the time the total quantity of contaminant has reached the
level specified in paragraph (d) below, the objective of this paragraph (c) may
be considered to have been met.
(d) The test should then be continued at typical running conditions with respect to
Rotational Speeds, pressures, fuel flow, etc., for a sufficient time to ensure that
the total weight of contaminant passing into the system would be equivalent
to 500 hours of normal operation with fuel contaminated to a level of 0.5 g
of contaminant per 4500 litres. At the conclusion of the test, the fuel system
should be functioning satisfactorily.
(2) Water Contaminant
(a) A test on the fuel system should be carried out, using the fuel contaminated
with water, either on a running Engine or on a rig.
(b) The contaminated fuel should consist of fuel initially saturated with water at
a fuel/water temperature of 27◦C into which a further 0.2 ml of free water per
litre of fuel has been evenly dispersed.
(c) The contaminated fuel mixture should be at the most critical conditions for
fuel icing likely to be encountered in operation.

B. Méthodes numériques
Discrétisation temporelle
La dérivée temporelle est approximée par un schéma d’Euler retardé d’ordre 2 :
∂ρφ
∂ t
=
3ρφ n+1−4ρφ n+ρφ n−1
2∆t
+o
(
∆t2
)
(B.1)
Où ∆t est le pas de temps, et n identifie l’itération temporelle. L’équation (4.53) est
résolue implicitement [3] 1 :∫
Ωc
3ρφm+1−4ρφ n+ρφ n−1
2∆t
dv+H m+1C −H m+1D = H m+1S (B.2)
R Les équations de transport sont résolues par un algorithme itératif. Au cours des
cycles, φm+1 → φ n+1 où l’indice m désigne la sous-itération actuelle.
Discrétisation spatiale
L’intégrale est discrétisée sur les faces du volume de contrôle :

HC =
∫
∂Ω
ρvφ ·ds=
N f
∑
f=1
∫
f
ρvφ ·ds=
N f
∑
f=1
HC, f
HD =
∫
∂Ω
Γ∇φ ·ds=
N f
∑
f=1
∫
f
Γ∇φ ·ds=
N f
∑
f=1
HD, f
(B.3)
On introduit F f l’intégrale du flux net pour une face f :
HC−HD =
N f
∑
f=1
HC, f −HD, f =
N f
∑
f=1
F f (B.4)
Les intégrales sur les faces du volume fini sont approchées numériquement par des
formules de quadrature. Elle font intervenir les valeurs du flux sur la face en Ng points
d’intégration, pondérées par des coefficients ωg qui dépendent de la méthode employée :
HC, f ≈
Ng
∑
g=1
ωg (ρvφ)g ·A f (B.5)
1. C’est-à-dire que les flux et sources sont exprimée à l’instant t+∆t, correspondant à l’itération tem-
porelle n+1.
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HD, f ≈
Ng
∑
g=1
ωg (Γ∇φ)g ·A f (B.6)
Avec A f l’aire de la face f multipliée par la normale sortante.
Linéarisation du terme source
Lorsque le terme source est une fonction de φ , il est souvent nécessaire de le linéariser.
Les termes sont calculés à partir de la sous itération actuelle m :
Sφ ,m+1 = S¯−asφm+1 (B.7)
Avec :
as =−
(
∂S
∂φ
)m
(B.8)
et :
S¯ = Sφ ,m+asφ
m (B.9)
Schéma d’ordre faible
b
b
b
F
C′
N′
C
N
F ′
bc
bc
bc
ecn
e f
cellule active
ξ
FIGURE B.1 – Construction géométrique
pour la face f .
Les schémas numériques d’ordre faible
considèrent une solution continue par mor-
ceau, et constante sur Ωc. La valeur
moyenne du scalaire φ dans la cellule est
égale à la valeur φc au barycentre. Pour
ce premier schéma, l’intégration sur les
faces de la cellule ne fait intervenir qu’un
seul point F situé en son centre : Ng=1 et
ω1=1.
Pour chaque face de la cellule, une
construction géométrique est nécessaire
pour déterminer certaines quantités néces-
saires au calcul (figure B.1). L’axe ξ est dé-
fini par la droite normale à la face f et pas-
sant en son centre. Le vecteur unitaire cor-
respondant est noté e f . Les points C′ et N′
sont les projections orthogonales des pointsC etN sur l’axe ξ . Le point F ′ est la projection
orthogonales du point F sur la droite (CN). Le vecteur unitaire correspondant est noté ecn.
La projection du gradient de φ au centre de la face sur l’axe ξ est approximée par un
schéma aux différences finies centré de premier ordre :
∇φ f · e f =
(
∂φ
∂ξ
)
f
≈ φN′−φC′
xCN · e f (B.10)
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La valeur du scalaire φ en C′ et N′ est approximée par un développement en série de
Taylor depuis les point C et N, respectivement :{
φC′ ≈ φC+∇φC ·xCC′ = φC+∆φC
φN′ ≈ φN +∇φN ·xNN′ = φN +∆φN
(B.11)
Avec :{
xCC′ = xCF −
(
xCF · e f
) · e f
xNN′ = xNF −
(
xNF · e f
) · e f (B.12)
La valeur du scalaire φ en F est approximée par un développement en série de Taylor
depuis le point F ′ :
φF ≈ φF ′ +∇φF ′ ·xFF ′ (B.13)
Avec :

φF ′ = (1−α)φC+αφN
∇φF ′ = (1−α)∇φC+α∇φN
xFF ′ = xCF − (xCF · ecn) · ecn
(B.14)
Soit :
φF ≈ (1−α)(φC+∇φC ·xFF ′)+α (φN +∇φN ·xFF ′) (B.15)
Le facteur de forme α est défini par :
α =
xCF · ecn
∥xCN∥ (B.16)
R Les gradients au centre des cellules sont calculés par la méthode de Green-Gauss :
∇φC ≈ 1Vc
∫
f
φds≈ 1
Vc
N f
∑
f
φFA f (B.17)
Où Vc est le volume de la cellule. Cette méthode est itérative et converge en 4-5
itérations.
Dérivée temporel et terme source
Les intégrales de volume sont approximées par la règle du point central. L’opérateur
de discrétisation associé est d’ordre 2 et s’exprime :{∫
Ωc
φdv
}
MR
= φcVc (B.18)
Ce qui donne pour le terme temporel :
{HT}= {HT}MR =
(
3ρcφ
m+1
c −4ρcφnc +ρcφn−1c
) Vc
2∆t
(B.19)
Le terme source est intégré de façon identique :
{HS}= {HS}MR =
(
S¯c−asφm+1c
)
Vc (B.20)
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Flux convectif
Le terme convectif est discrétisé avec une correction différée :{
H
m+1
C
}
= {HC}m+1LO +({HC}mHO−{HC}mLO) (B.21)
Avec :
HC =
N f
∑
f=1
HC, f ≈
N f
∑
f=1
(ρvφ) f ·A f (B.22)
Pour le terme d’ordre élevé, la valeur des variables au centre de la face sont obtenues
par reconstruction à partir des cellules de part et d’autre de la face au moyen de séries de
Taylor
⟨
φ f
⟩LO
. L’opérateur de moyenne est défini par :
⟨
φ f
⟩LO
=
1
2
(φc+∇φc ·xCF +φn+∇φn ·xNF) (B.23)
Le débit convectif traversant la face f est défini par :
m˙ f =
(
ρ f v f ·A f
)m
(B.24)
Le terme m˙ f est positif si le fluide quitte la cellule, ou négatif sinon. L’opérateur de
discrétisation associé est appelé R2 (reconstruction d’ordre 2). Il s’exprime :
{HC}R2 = {HC}HO =
N f
∑
f=1
⟨
φ f
⟩LO
m˙ f (B.25)
Pour le terme d’ordre faible, l’inconnue est exprimée implicitement, et les autres
termes avec les valeurs disponibles de la sous-itération m. La valeur de l’inconnue est
déterminée par le sens de l’écoulement au niveau de la face :
φm+1f =
{
φm+1c , m˙ f > 0
φm+1n , m˙ f < 0
(B.26)
En combinant les equations (B.24) et (B.26) l’intégrale du flux convectif peut etre
exprimée sous forme compacte :
HC, f = φ
m+1
c max
[
m˙ f ,0
]
+φm+1n min
[
m˙ f ,0
]
(B.27)
L’opérateur de discrétisation associé est appelé UW (upwind). L’intégrale du flux
convectif pour la face f s’exprime alors :
{HC}UW = {HC}LO =
N f
∑
f=1
φcmax
[
m˙ f ,0
]
+φnmin
[
m˙ f ,0
]
(B.28)
Finalement, l’intégrale des flux convectif (B.21) est :
{HC}= {HC}m+1UW +({HC}mR2−{HC}mUW ) (B.29)
Soit, pour une face donnée :{
HC, f
}m+1
= φm+1c max
[
m˙ f ,0
]
+φm+1n min
[
m˙ f ,0
]
+
⟨
φmf
⟩LO
m˙ f −φmc max
[
m˙ f ,0
]−φmn min[m˙ f ,0] (B.30)
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Flux diffusif
L’intégrale du flux diffusif s’exprime :
HD =
N f
∑
f=1
HD, f ≈
N f
∑
f=1
(Γ∇φ) f ·A f (B.31)
L’équation (B.10) permet d’approximer le produit du gradient par A f
∇φ f ·A f = ∇φ f · e f
∥∥A f∥∥= (φn′−φc′)
∥∥A f∥∥
xCN · e f (B.32)
Le débit diffusif traversant la face f est défini :
dn =−dc =
Γ f
∥∥A f∥∥
xCN · e f (B.33)
En combinant les equations (B.33), (B.31) et (B.32), l’opérateur de discrétisation D1
peut être déterminé :
{HD}m+1D1 =
N f
∑
f=1
φm+1c dc+φ
m+1
n dn+dn (∆φ
m
n −∆φmc ) (B.34)
Soit, pour une face donnée :{
HD, f
}m+1
= φm+1c dc+φ
m+1
n dn+dn (∆φ
m
n −∆φmc ) (B.35)
R Cette expression correspond également à une correction différée pour laquelle le
terme d’ordre faible serait ∇φ f ·A f = (φn−φc)
∥∥A f∥∥
xCN · e f
Face interne
Les équations (B.30) et (B.35) permettent d’exprimer l’opérateur de discrétisation du
flux net pour une face quelconque du maillage :{
F
m+1
f
}
= φm+1c (max
[
m˙ f ,0
]−dc)+φm+1n (min[m˙ f ,0]−dn)
+
(⟨
φmf
⟩LO
m˙ f −φmc max
[
m˙ f ,0
]−φmn min[m˙ f ,0]
)
−dn (∆φmn −∆φmc )
(B.36)
Si la face est une face interne i, ce terme est noté :{
F
m+1
i
}
= aicφ
m+1
c +ainφ
m+1
n −δi (B.37)
Avec pour coefficients :

aic =
(
max
[
m˙ f ,0
]−dc)
ain =
(
min
[
m˙ f ,0
]−dn)
δi = dn (∆φn−∆φc)−
(⟨
φmf
⟩LO
m˙ f −φmc max
[
m˙ f ,0
]−φmn min[m˙ f ,0]
) (B.38)
R Les termes en ∆φc, ∆φn sont liés à l’anisotropie du maillage. Ils disparaissent lorsque
les points C, N et F sont alignés, par exemple pour une grille régulière.
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Conditions aux limites
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FIGURE B.2 – Condition aux limites.
Une face b située en bordure du do-
maine de calcul nécessite un traitement par-
ticulier de l’intégration du flux. En vue de la
construction du système linéaire, ce terme
est exprimé la forme :{
F
m+1
b
}
= abcφ
m+1
c −Sb−δb (B.39)
La construction géométrique introduite
précédemment est modifiée : Le pointC est
noté B et confondu avec les points F , F ′
et C′, ce qui implique ∆φB = 0 et α = 1.
Deux types de conditions limites sont consi-
dérées :
 Dirichlet : la valeur du la variable φb
est imposée sur la frontière. L’intégrale du flux s’exprime :{
F
m+1
b
}
= φm+1c (max
[
m˙ f ,0
]−dc)+φb(min[m˙ f ,0]−dn)
+
(
φbm˙ f −φmc max
[
m˙ f ,0
]−φbmin[m˙ f ,0])+dn∆φmc (B.40)
Les coefficients de l’équation sont :

abc = max
[
m˙ f ,0
]−dc)
Sb =−φb
(
m˙ f −dn
)
δb = φ
m
c max
[
m˙ f ,0
]−dn∆φC
(B.41)
 Neumann : la valeur moyenne du flux diffusif entrant H inb est imposée sur la fron-
tière. L’intégrale du flux s’exprime :
{HD}= H inb ∥Ab∥= φC.dc+φB.dn+dn (∆φB−∆φC) (B.42)
Cette expression permet de calculer φB :
φB =
H inb ∥Ab∥
dn
−φC dcdn +∆φC (B.43)
En remarquant que −dc/dn = 1, i.e. dc+dn = 0, le flux total s’exprime alors :
{
F
m+1
b
}
= m˙ f
(
φm+1c +∆φC
)
+H inb ∥Ab∥
(
m˙ f
dn
−1
)
(B.44)
Les coefficients de l’équation sont donc :

abc = m˙ f
Sb =−H inb ∥Ab∥
(
m˙ f
dn
−1
)
δb = m˙ f∆φC
(B.45)
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R Lorsque le terme m˙ f est nul, l’intégrale du flux du scalaire φ est bien le flux diffusif
prescrit :{
F
m+1
b
}
=−H inb ∥Ab∥ (B.46)
Cette formulation permet par exemple d’imposer une puissance thermique au travers
d’une paroi.
Construction de l’équation
Finalement, l’équation est obtenue en combinant (B.19), (B.20), (B.37) et (B.39). Les
Ni faces internes et Nb faces frontières sont distinguées 1 :
3ρcφm+1c −4ρcφnc +ρcφn−1c
2∆t
Vc+
Ni
∑
i=1
(
aicφ
m+1
c +ainφ
m+1
n −δi
)
+
Nb
∑
b=1
(
abφ
m+1
c −Sb−δb
)
=
(
S¯c−asφm+1c
)
Vc
(B.47)
Les termes de cette équation sont réarrangés pour regrouper les inconnues et faire
apparaitre un coefficient central. L’équation linéaire algébrique pour une cellule c est :
acφ
m+1
c +
Ni
∑
i=1
ainφ
m+1
n = bc (B.48)
Les coefficients de l’équation sont :

ac = ρmc
3Vc
2∆t
+
Ni
∑
i=1
aic+
Nb
∑
b=1
ab+asVc
bc = S¯cVc+
(
4ρcφnc −ρcφn−1c
) Vc
2∆t
+
Ni
∑
i=1
δi+
Nb
∑
b=1
(Sb+δb)
as =−
(
∂S
∂φ
)m
aic = max
[
m˙ f ,0
]−dc
ain = min
[
m˙ f ,0
]−dn
m˙ f = ρ f v f ·A f
dn =−dc =
Γ f
∥∥A f∥∥
xCN · e f
δi = dn (∆φmn −∆φmc )−
(⟨
φmf
⟩LO
m˙ f −φmc max
[
m˙ f ,0
]−φmn min[m˙ f ,0]
)
S¯ = Sφ ,m+asφm
(B.49)
1. Si la cellule a N f faces, alors Ni+Nb = N f .
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Schéma d’ordre élevé MLS
La méthode des moindres carrés mobiles introduite dans le chapitre 4 offre des tech-
niques d’interpolation et d’extrapolation permettant la construction d’opérateurs de dis-
crétisation d’ordre élevé :
Interpolation de la variable : les fonctions de forme sont calculées pour le barycentre
de chaque cellule, et les points de quadrature de chaque face :
φˆx = ⟨φx⟩MLS =
ns
∑
j=1
N jφ j (B.50)
Interpolation des dérivées partielles : les dérivées partielles des fonctions de forme
sont egalement calculées pour les barycentres et points de quadrature :
∂ i+ j+kφ
∂ ix∂
j
y ∂ kz
=
ns
∑
j=1
∂ i+ j+kN j
∂ ix∂
j
y ∂ kz
φ j (B.51)
Extrapolation de la variable : la connaissances des dérivées partielles permet d’ex-
trapoler la valeur d’une variable en un point x à partir du barycentre xc = (xc,yc,zc) d’une
cellule au moyen d’une série de Taylor d’ordre élevée :
φx =
o
∑
q=0
o−q
∑
r=0
o−q−r
∑
s=0
piqrs(x−xc)
ns
∑
j=1
∂ q+r+sN j
∂ qx ∂ ry∂
s
z
φ j (B.52)
Où o est le degré de la base polynomiale, et piqrs(x−xc) est défini par :
piqrs =
(x− xc)q
q!
(y− yc)r
r!
(z− zc)s
s!
(B.53)
R Lorsque p = q = r = 0, la dérivée partielle d’ordre 0 correspond à la fonction de
forme :
∂ 0N j
∂ 0x ∂
0
y ∂
0
z
= N j
Intégration de la variable : l’intégrale de l’approximation polynomiale sur le do-
maine d’une cellule est calculée au moyen de fonctions de forme intégrées N :∫
Ωc
φdv=Vc
ns
∑
j=1
N jφ j (B.54)
L’intégrale des fonctions de forme est calculée de façon approchée par l’utilisation
astucieuse d’une série de Taylor :
N j =
1
Vc
∫
Ωc
N j(x)dv≈ 1Vc
o
∑
q=0
o−q
∑
r=0
o−q−r
∑
s=0
Iqrs
ns
∑
j=1
∂ q+r+sN j
∂
q
x ∂ ry∂
s
z
(B.55)
Avec les inerties :
Iqrs =
∫
Ωc
(x− xc)q(y− yc)r(z− zc)sdv (B.56)
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Dérivée temporel et terme source
Les intégrales de volume sont approximées par la méthode MLS. L’opérateur de dis-
crétisation associé est noté MM, pour matrice masse, et s’exprime :{∫
Ωc
φdv
}
MM
=Vc
ns
∑
j=1
N jφ j (B.57)
Ce qui donne pour le terme temporel :
{HT}= {HT}MM =
Vc
2∆t
ns
∑
j=1
N j
(
3ρ jφ
m+1
j −4ρ jφnj +ρ jφn−1j
)
(B.58)
Le terme source est intégré de façon identique :
{HS}= {HS}MM =Vc
ns
∑
j=1
N j
(
S¯ j−asφm+1j
)
(B.59)
Flux convectif
Le terme convectif est discrétisé avec une correction différée :{
H
m+1
C
}
= {HC}m+1LO +({HC}mHO−{HC}mLO) (B.60)
Avec :
HC =
N f
∑
f=1
HC, f ≈
N f
∑
f=1
A f ·
Ng
∑
g=1
ωg (ρvφ)g (B.61)
Pour le terme d’ordre élevé, la valeur des variables au centre de la face sont obte-
nues directement par les moindres carrés mobiles. L’opérateur de discrétisation associé
est appelé IMLS (interpolation MLS). Il s’exprime :
{HC}IMLS = {HC}HO =
N f
∑
f=1
m˙ f
Ng
∑
g=1
⟨
φg
⟩MLS
(B.62)
Pour le terme d’ordre faible, c’est l’opérateur UW (B.28) qui est utilisé. L’intégrale
des flux convectif (B.60) est donc :
{HC}= {HC}m+1UW +({HC}mIMLS−{HC}mUW ) (B.63)
Soit, pour une face donnée :
{
HC, f
}m+1
= φm+1c max
[
m˙ f ,0
]
+φm+1n min
[
m˙ f ,0
]
+m˙ f
Ng
∑
g=1
⟨
φg
⟩MLS−φmc max[m˙ f ,0]−φmn min[m˙ f ,0] (B.64)
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Flux diffusif
L’intégrale du flux diffusif s’exprime :
HD =
N f
∑
f=1
HD, f ≈
N f
∑
f=1
A f ·
Ng
∑
g=1
ωg (Γ∇φ)g (B.65)
Le gradient est directement interpolé par la méthode MLS :
∇φg =
N j
∑
j=1
∇Ng jφ j (B.66)
L’opérateur de discrétisation pour la diffusion DMLS s’exprime :
{HD}m+1DMLS =
N f
∑
f=1
A f ·
N j
∑
j=1
φ j
Ng
∑
g=1
ωgΓg∇Ng j (B.67)
Le débit diffusif traversant la face f est défini :
D j = A f ·
Ng
∑
g=1
ωgΓg∇Ng j (B.68)
Soit, pour une face donnée :
{
HD, f
}m+1
=
N j
∑
j=1
φm+1j D j (B.69)
Face interne
Les équations (B.64) et (B.69) permettent d’exprimer l’opérateur de discrétisation du
flux net pour une face quelconque du maillage :{
F
m+1
f
}
= φm+1c (max
[
m˙ f ,0
]−Dc)+φm+1n (min[m˙ f ,0]−Dn)
+
(
m˙ f
Ng
∑
g=1
⟨
φg
⟩MLS−φmc max[m˙ f ,0]−φmn min[m˙ f ,0]
)
−
N j
∑
j=1, j ̸=c,n
φm+1j D j
(B.70)
Si la face est une face interne i, ce terme est noté :
{
F
m+1
i
}
= aicφ
m+1
c +ainφ
m+1
n +
N j
∑
j=1, j ̸=c,n
ai jφ
m+1
j −δi (B.71)
Avec pour coefficients :

aic =
(
max
[
m˙ f ,0
]−Dc)
ain =
(
min
[
m˙ f ,0
]−Dn)
ai j =−D j
δi =−
(
m˙ f
Ng
∑
g=1
⟨
φg
⟩MLS−φmc max[m˙ f ,0]−φmn min[m˙ f ,0]
) (B.72)
XIX
Conditions aux limites
En vue de la construction du système linéaire, l’intégrale du flux pour une face fron-
tière b s’exprime :
{
F
m+1
b
}
= abcφ
m+1
c +
N j
∑
j=1, j ̸=c,n
ab jφ
m+1
j −Sb−δb (B.73)
Pour les faces frontières, les stencils utilisés pour le schéma MLS incluent le point F
situé au centre de la face. Deux types de conditions limites sont considérées :
 Dirichlet : la valeur du la variable φb est connue sur la frontière, et la correction
différée L’intégrale du flux s’exprime :
{
F
m+1
b
}
= φm+1c (max
[
m˙ f ,0
]−Dc)+φb(min[m˙ f ,0]−Dn)
+
(
m˙ fφb−φmc max
[
m˙ f ,0
]−φbmin[m˙ f ,0])− N j∑
j=1, j ̸=c,n
φm+1j D j
(B.74)
Les coefficients de l’équation sont :


abc = max
[
m˙ f ,0
]−Dc
ab j =−D j
Sb =−φb
(
m˙ f −Dn
)
δb = φ
m
c max
[
m˙ f ,0
] (B.75)
 Neumann : la valeur moyenne du flux diffusif entrant H inb est imposée sur la fron-
tière. L’intégrale du flux s’exprime :
{HD}= H inb ∥Ab∥= φc.Dc+φb.Dn+
N j
∑
j ̸=c,b
φ jD j (B.76)
Cette expression permet de calculer φB :
φB =
H inb ∥Ab∥
Dn
−φcDcDn −
1
Dn
N j
∑
j ̸=c,b
φ jD j (B.77)
Le flux total s’exprime alors :
{
F
m+1
b
}
= φm+1c
(
max
[
m˙ f ,0
]− Dc
Dn
min
[
m˙ f ,0
])
+H inb ∥Ab∥
(
m˙ f
Dn
−1
)
−φmc
(
max
[
m˙ f ,0
]
+
Dc
Dn
(
m˙ f −min
[
m˙ f ,0
]))
−
N j
∑
j ̸=c,b
D j
Dn
min
[
m˙ f ,0
]
φm+1j −
N j
∑
j ̸=c,b
D j
Dn
(
m˙ f −min
[
m˙ f ,0
])
φmj
(B.78)
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Les coefficients de l’équation sont :

abc = max
[
m˙ f ,0
]− Dc
Dn
min
[
m˙ f ,0
]
ab j =−
D j
Dn
min
[
m˙ f ,0
]
Sb =−H inb ∥Ab∥
(
m˙ f
Dn
−1
)
δb = φ
m
c .max
[
m˙ f ,0
]
+
N j
∑
j ̸=b
D j
Dn
(
m˙ f −min
[
m˙ f ,0
])
φmj
(B.79)
Construction de l’équation
Finalement, l’équation est obtenue en combinant (B.58), (B.59), (B.71) et (B.73) :
3ρcφm+1c −4ρcφnc +ρcφn−1c
2∆t
Vc+
Ni
∑
i=1
(
aicφ
m+1
c +ainφ
m+1
n −δi
)
+
N f
∑
f=1
N j
∑
j ̸=c,n
a f jφ
m+1
j +
Nb
∑
b=1
(
abφ
m+1
c −Sb−δb
)
=
(
S¯c−asφm+1c
)
Vc
(B.80)
Les termes de cette équation sont réarrangés pour regrouper les inconnues et faire
apparaitre un coefficient central. L’équation linéaire algébrique pour une cellule c est :
acφ
m+1
c +
Ni
∑
i=1
ainφ
m+1
n +
N j
∑
j ̸=c,n
a jφ
m+1
j = bc (B.81)
Les coefficients de l’équation sont :

ac = ρmc
3Vc
2∆t
+
Ni
∑
i=1
aic+
Nb
∑
b=1
ab+asVc
a j =
N f
∑
f=1
a f j
bc = S¯cVc+
(
4ρcφnc −ρcφn−1c
) Vc
2∆t
+
Ni
∑
i=1
δi+
Nb
∑
b=1
(Sb+δb)
as =−
(
∂S
∂φ
)m
aic = max
[
m˙ f ,0
]−Dc
ain = min
[
m˙ f ,0
]−Dn
m˙ f = ρ f v f ·A f
D j = A f ·
Ng
∑
g=1
ωgΓg∇Ng j
δi =−
(⟨
φmf
⟩MLS
m˙ f −φmc max
[
m˙ f ,0
]−φmn min[m˙ f ,0]
)
S¯ = Sφ ,m+asφm
(B.82)
C. Éléments mathématiques
Calcul de la fraction volumique
La fraction solide χs est une variable utilisée dans le calcul des termes d’échange de
quantité de mouvement entre les particules et le fluide. Elle représente la proportion de
l’espace occupée par la phase solide.
FIGURE C.1 – Formulation exacte
Le calcul de la fraction volumique solide
n’est pas un problème trivial. Dans un premier
temps, considérons le cas d’un cercle dans d’un
espace bidimensionnel discrétisé, tel que repré-
senté sur la figure C.1. Pour chaque cellule du
maillage, on défini la fraction solide comme le
quotient :
χs =
Ss
Sc
(C.1)
Où Sc est l’aire de la cellule et Ss la surface de
la cellule a l’intérieur du cercle. La détermina-
tion exacte de la fraction volumique implique
des calculs géométrique complexes et couteux :
intersections de cercles avec des polygones en
2D et intersection de sphères avec des polyèdres en 3D.
FIGURE C.2 – Formulation approchée
Nous proposons donc de calculer une
valeur approchée de la fraction volumique,
comme illustré par la figure C.2. Considérons
une cellule C du maillage de centre xc entou-
rée de nk particules. La surface occupée par le
solide est approchée par :
Ss ≈
nk
∑
k
Cc∩Ck (C.2)
Où, pour chaque particule, Ck est le cercle
de centre xk et de rayon rk et pour la cellule, Cc
est le cercle de centre xc et de rayon rh. La fi-
gure C.3 représente ces deux cercles, la droite x
passant par leur centres ainsi que l’intersection
de Cc et Ck (en rouge), semblable à une lentille de demi-corde c.
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xc
b
b
Cc
Ck
xk
rh
rk
FIGURE C.3 – Deux cercles
Le rayon hydraulique de la cellule (gri-
sée sur le schéma) est défini par l’équation
suivante :
rh =
√
Sc
pi
(C.3)
Soit d = ∥xc−xk∥ la distance entre la
cellule C la particule k. La surface Sck de
l’intersection Cc ∩Ck est obtenue par les
relations :

Sck = 0 si d ≥ rk+ rh
Sck = g(rh,rk,d) si rh ≥ rk
Sck = g(rk,rh,d) si rh < rk
La démarche est similaire dans le cas tridimensionnelle. Soit Vs le volume solide
contenu dans une cellule de volume total Vc. On défini la fraction solide comme le quo-
tient :
χs =
Vs
Vc
(C.4)
Les cellules du maillages sont assimilées à des sphères Sc de rayon hydraulique :
rh =
3
√
3
4
Vc
pi
(C.5)
Le volume Vs est approchée par :
Vs ≈
nk
∑
k
Sc∩Sk (C.6)
Soit d la distance entre les deux sphères. Le volume Vck de l’intersection Sc∩Sk est
alors obtenu par les relations :


Vck = 0 si d ≥ rk+ rh
Vck = h(rh,rk,d) si rh ≥ rk
Vck = h(rk,rh,d) si rh < rk
Les fonction g : R3 → R et h : R3 → R sont définies par les relations C.7 et C.8. Pour
leur démonstration, se reporter à [182],[183].
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g(R,r,d) = R2cos−1
(
d2+R2− r2
2dR
)
+ r2cos−1
(
d2+ r2−R2
2dr
)
− 1
2
√
4d2R2− (d2+R2− r2)2 (C.7)
h(R,r,d) =
pi (R+ r−d)2 (d2+2dR−3r2+2dR+6rR−3R2)
12d
(C.8)
Profil de vitesse en loi de puissance
Soit V˙ le débit volumique dans une section de rayon R. Un profil en loi de puissance
est de la forme :
v(r) = vmax
(
1− r
R
)k
(C.9)
Dimension 2
En dimension 2, la vitesse moyenne de l’écoulement s’exprime v¯= V˙/2R. La vitesse
maximale est déterminée en intégrant le profil de vitesse :
V˙ =
∫ +R
−R
v(r)dr =
[
vmax
r−R
k+1
(
1− r
R
)k]+R
−R
= vmax
R
k+1
(C.10)
Soit :
vmax = 2v¯
1+ k
k
(C.11)
Dimension 3
En dimension 3, la vitesse moyenne de l’écoulement s’exprime v¯= V˙/piR2. La vitesse
maximale est déterminée en intégrant le profil de vitesse :
V˙ = 2pi
∫ R
0
v(r)r.dr = 2pi
[
vmax
(
r−R
k+1
)(
R+ r(k+1)
k+2
)(
1− r
R
)k]R
0
(C.12)
Soit :
vmax = v¯
(k+1)(k+2)
2
(C.13)
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Profil de vitesse parabolique
Soit V˙ le débit volumique dans une section de rayon R. Un profil parabolique est de
la forme :
v(r) = a2r
2+a1r+a0 (C.14)
Dimension 2
En dimension 2, la vitesse moyenne de l’écoulement s’exprime v¯ = V˙/2R. Le profil
parabolique est obtenu en intégrant le profil de vitesse :
V˙ =
∫ R
−R
v(r)dr =
[
a2r3
3
+
a1r2
2
+a0r
]+R
−R
= 2R
(
1
3
a2R
2+a0
)
(C.15)
La condition de non glissement impose v(R) = v(−R) = 0. Les coefficients sont déter-
minés par la résolution du système :

v¯=
1
3
a2R2+a0
a2R2+a1R+a0 = 0
a2R2−a1R+a0 = 0
(C.16)
Soit :

v(r) = vmax
(
1−
( r
R
)2)
vmax =
3
2
v¯
(C.17)
Dimension 3
En dimension 3, la vitesse moyenne de l’écoulement s’exprime v¯= V˙/piR2. Le profil
parabolique est obtenu en intégrant le profil de vitesse :
V˙ = 2pi
∫ R
0
v(r)r.dr= 2pi
[
a2r4
4
+
a1r3
3
+
a0r2
2
]R
0
= piR2
(
a2R2
2
+
2a1R
3
+a0
)
(C.18)
La condition de non glissement impose v(R) = 0 et la vitesse est maximale au centre
de la section. Les coefficients sont déterminés par la résolution du système :

v¯=
a2R2
2
+
2a1R
3
+a0
a2R2+a1R+a0 = 0
dv(0)
dr
= a1 = 0
(C.19)
Soit :
v(r) = vmax
(
1−
( r
R
)2)
vmax = 2v¯
(C.20)
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Guide d’installation
Ce premier guide décrit l’installation de KITTY, et de plusieurs librairies externes
nécessaire à son fonctionnement. Le code source est en langage C++ et l’application
est destinée aux systèmes d’exploitation LINUX. Le logiciel n’a été utilisé que sur des
ordinateurs de bureau, le déploiement sur des clusters n’est donc pas couvert par ce guide.
Système d’exploitation
La distribution utilisée dans ce travail est LUBUNTU, une version légère d’UBUNTU.
Ce système d’exploitation (OS) est disponible librement en ligne [179].
La première étape consiste à installer l’OS et les paquets gcc, g++, make, git, flex,
synaptic et de mettre à jour les drivers. La commande suivante peut être utilisée :
sudo ap t−g e t i n s t a l l nom-du-paquet
Implémentation MPI
MPICH est une implémentation portable et libre du standard MPI, utilisé pour les com-
munications dans de nombreuses applications de calcul parallèle avec mémoire distribuée.
Le code source est disponible gratuitement sur le site internet du projet [180].
La version 3.1.4 a été utilisée dans ce travail. La première étape est le téléchargement
de l’archive et sa décompression, par exemple avec :
t a r xz f nom−du−f i c h i e r −t a r . gz
Pour installer MPICH dans le répertoire /home/user/mpich-install, entrer dans le réper-
toire où se trouve le fichier décompressé et utiliser la commande de configuration :
. / c o n f i g u r e −−p r e f i x = / home / u s e r / mpich− i n s t a l l −−d i s a b l e−
f o r t r a n −−enab l e− f a s t
Une fois la configuration terminée, les binaires sont crées et les scripts copiés dans le
répertoire d’installation avec les commandes :
make
make i n s t a l l
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R En cas d’erreur de type make all-recursive, essayer une autre version de MPICH.
Enfin, le répertoire du script est ajouté à la variable d’environnement PATH :
PATH=/ home / u s e r / mpich− i n s t a l l / b i n :PATH
export PATH
R Cette commande doit être exécutée à chaque redémarrage de la machine. Il est donc
préférable d’ajouter cette commande dans le fichier /home/user/.bashrc.
Bibliothèque PETSC
PETSc est un ensemble de structures de données et routines de calcul pour la résolu-
tion parallèle d’équations aux dérivées partielles. Elle supporte MPI, CUDA, OPENCL et le
parallélisme hybride. PETSc peut être téléchargé sur le site du projet [175], ou simplement
au moyen de la commande git :
cd / home / u s e r
g i t c l on e −b main t h t t p s : / / b i t b u c k e t . o rg / p e t s c / p e t s c p e t s c
g i t p u l l
R Les routines de PETSc sont susceptibles d’être modifiées voire supprimées avec l’évo-
lution des versions. Le code KITTY est compatible avec la version 3.6., qui est utili-
sée dans ce travail.
PETSc nécessite plusieurs bibliothèques externes (BLAS, LAPACK, HYPRE). Elles sont
téléchargées et installées automatiquement (si l’ordinateur est connecté à internet) lors du
processus de configuration effectué par la commande :
cd / home / u s e r / p e t s c
. / c o n f i g u r e −−with−f c =0 −−with−mpi−d i r = / home / u s e r / mpich−
i n s t a l l −−with−debugg ing =0 −−with−c l anguage=cxx −−
download−f 2 c b l a s l a p a c k −−download−hypre
La dernière étape de l’installation de PETSc est de compiler les fichiers binaires puis
de les tester :
make PETSC_DIR=/ home / u s e r / p e t s c
make PETSC_ARCH=arch−l i nux2−cxx−opt−a l l
make t e s t
R En cas de problème d’installation ou pour toute precision supplémentaire, le lecteur
est renvoyé vers le manuel d’utilisateur de PETSc [167].
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Code KITTY
Pour installer KITTY, il suffit de copier le répertoire kitty, par exemple dans le réper-
toire /home/user puis de compiler les sources avec mpicxx. Le fichier makefile suivant,
présent dans les répertoires du code peut être par exemple être utilisé :
Defau l t :Debug
MYSRCS= $ ( w i l d c a r d s r c / ∗ . cpp )
MYOBJS= $ (MYSRCS : . cpp = . o )
PETSC_DIR= / home / ewen / p e t s c
PETSC_ARCH= arch−l i nux2−cxx−op t
CFLAGS= −W −Wall −s h a r e d
i n c lude ${PETSC_DIR } / l i b / p e t s c / con f / v a r i a b l e s
i n c lude ${PETSC_DIR } / l i b / p e t s c / con f / r u l e s
Debug : $ (MYOBJS) chkop t s
−${CLINKER} $ (CFLAGS) −o libKITTY . so $ (MYOBJS)
−L${PETSC_TS_LIB}
${RM} $ (MYOBJS)
Pour créer le fichier binaire de la librairie libKITTY :
cd / home / u s e r / k i t t y / l i b K i t t y
make
Pour créer l’exécutable runKITTY :
cd / home / u s e r / k i t t y
make
Exécution du calcul, au moyen de la commande :
mpiexec −n nprocs −bind−t o co r e :1 . / r u nK i t t y c a s e _ f i l e
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Logiciel de maillage sur Linux
Les maillages au format NEUTRAL peuvent par exemple être réalisés avec XXX. Ce
guide convient à l’installation sur un système d’exploitation 64 bits Ubuntu 12.04. Les
privilèges administrateurs, le paquet d’installation et une licence commerciale sont né-
cessaires. La première étape est l’installation de plusieurs libraires et la création de liens
symboliques :
sudo ap t−g e t i n s t a l l l i bm o t i f 4 gcc−mu l t i l i b l i b s t d c ++5
x fon t s −75dp i x f on t s −100 dp i mesa−u t i l s l i b x t s t −dev
sudo l n −s / u s r / l i b / libXm . so . 4 / u s r / l i b / libXm . so . 3
L’environnement graphique X11 doit être configuré, par exemple avec gedit :
g e d i t / e t c / X11 / xorg . con f
Les lignes suivantes doivent être ajoutées dans le fichier :
S e c t i o n " F i l e s "
Fon tPa t h " / u s r / s h a r e / X11 / f o n t s / misc "
Fon tPa t h " / u s r / s h a r e / X11 / f o n t s / c y r i l l i c "
Fon tPa t h " / u s r / s h a r e / X11 / f o n t s / 100 dp i "
Fon tPa t h " / u s r / s h a r e / X11 / f o n t s / 75 dp i "
EndSec t i on
Exécuter la commande suivante, puis redémarrer l’ordinateur.
sudo dpkg−r e c o n f i g u r e −ph igh x s e r v e r−xorg
Exécuter le script d’installation de XXX :
sudo chmod u+x XXX_ins ta l l−lnamd64 −2 . 4 . 6 . sh
sudo . / XXX_ins ta l l−lnamd64 −2 . 4 . 6 . sh
Après l’installation, placer le fichier de licence dans le répertoire correspondant, puis
éditer le fichier de configuration :
sudo g e d i t / e t c / p r o f i l e . d / xxx . sh
Créer les variables d’environnement nécessaires :
export YYYYYY_ARCH=lnamd64
export PATH=$PATH : / your− i n s t a l l a t i o n −pa t h / b i n
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Guide d’utilisation
L’utilisation du code KITTY repose sur de nombreux paramètres, introduits dans le
chapitre 6, section 3. Ils sont précisés dans un fichier "/cases/params.dat", regroupés en
plusieurs blocs décrits par la suite. En complément de ces blocs, KITTY propose plusieurs
configurations de calcul, définies par le paramètre CaseId du bloc utilisateur USR, situé à
la fin des fichiers case :
1. Configuration par défaut
2. Module URANS (en développement)
3. Colmatage du banc ENSAM (chapitre 8)
4. Écoulement autour d’un cylindre (chapitre 7 section 2 et 3)
5. Sédimentation de particules (chapitre 9 section 2)
6. Cavité entrainée (chapitre 7 section 1)
7. Écoulement de Kovasznay (chapitre 6 section 3)
8. Écoulement de Taylor-Green (en développement)
9. Canalisation avec saut de porosité (en développement)
10. Colmatage d’une cible du banc SNECMA
11. Colmatage d’un piège à glace (chapitre 9 section 3)
12. Colmatage d’un filtre avec valve bypass
Chaque configuration nécessite des paramètres spécifiques, qui doivent être rensei-
gnés par l’utilisateur dans le bloc USR. Par exemple, pour une configuration utilisant 2
entiers, 3 scalaires et 2 vecteurs, le bloc prend la forme :
Case Id= 1
Nbin t= 2
En t i e r 1 = 1
En t i e r 2 = 2
NbDouble= 3
S c a l a i r e 1 = 1 . 0
S c a l a i r e 2 = 2 . 0
S c a l a i r e 3 = 3 . 0
NbPoint= 2
Vec t eu r1= 0 . 0 . 0 .
Vec t eu r2= 1 . 0 . 0 .
CaseId 1 - Configuration par défaut
Ce module permet de résoudre les equations de conservation pour la masse, la quantité
de mouvement et l’énergie (formulation avec la température). Le maillage peut être généré
automatiquement comme dans le fichier d’exemple, ou peut utiliser un fichier de maillage.
Il est possible d’injecter des particules grâce aux conditions limites :
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Paramètre Type Unité Commentaire
p_ini scalaire1 Pa Pression initiale
T_ini scalaire2 K Température initiale
rho_ini scalaire3 kg.m−3 Masse volumique initiale
heat_C scalaire4 J.kg−1.K−1 Capacité thermique massique
heat_K scalaire5 W.m−1.K−1 Conductivité thermique
viscosity scalaire6 Pa.s Viscosité dynamique
v_relax scalaire7 − Coef. relaxation vitesse
p_relax scalaire8 − Coef. relaxation pression
V_ini vecteur1 m.s−1 Vitesse initiale
TABLE D.1 – Paramètres de la configuration par défaut.
CaseId 2 - Solveur U-RANS
Ce module ajoute deux équations supplémentaires pour la production d’énergie ciné-
tique turbulente k et la dissipation d’énergie cinétique turbulente ε . Le solveur nécessite
l’ajout de lois de parois, et n’est donc pas encore fonctionnel.
CaseId 3 - Colmatage du banc ENSAM
Ce module permet d’effectuer les simulations du colmatage d’un filtre par un volume
prédéfini de billes 1. Les particules sont générées aléatoirement dans une boite de dimen-
sions [−0,18;−0,03]× [−0,018;−0,005]. L’équation de l’énergie n’est pas résolue. La
perte de charge est calculée dans un fichier Output.txt.
Paramètre Type Unité Commentaire
p_ini scalaire1 Pa Pression initiale
rho_ini scalaire2 kg.m−3 Masse volumique initiale
viscosity scalaire3 Pa.s Viscosité dynamique
v_relax scalaire4 − Coef. relaxation vitesse
p_relax scalaire5 − Coef. relaxation pression
Vparticle scalaire6 mL Volume de particules
Kparticle scalaire7 m2 Perméabilité micro des particules
PowerLaw scalaire8 − Perméabilité macro η
Kfilter scalaire9 − Perméabilité micro du filtre
Xfilter scalaire10 m Position du filtre
Lfilter scalaire11 m Épaisseur du filtre
Lfilter scalaire12 m Paramètre de lissage filtre
TABLE D.2 – Paramètres pour le colmatage du banc ENSAM.
1. La conversion d’un volume en équivalent surfacique est codé en dur et valable pour une veine de
largeur 40mm.
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CaseId 4 - Écoulement autour d’un cylindre
Ce module permet d’effectuer les simulations d’un écoulement laminaire autour d’un
cylindre (2D ou 3D). L’équation de l’énergie n’est pas résolue. Les coefficients de trai-
née et de portance sont calculés pour chaque itération dans un fichier Drag_Lift.txt. Le
maillage doit correspondre à la géométrie spécifiée dans le chapitre 7. Dans le cas 3D, le
profile de vitesse, assez spécifique, est programmé en dur dans le code.
Paramètre Type Unité Commentaire
Re scalaire1 − Nombre de Reynolds
v_relax scalaire2 − Coef. relaxation vitesse
p_relax scalaire3 − Coef. relaxation pression
TABLE D.3 – Paramètres pour l’écoulement autour d’un cylindre.
CaseId 5 - Sédimentation de particules
Ce module permet de simuler la sédimentation de particules dans un fluide initiale-
ment au repos. L’équation de l’énergie n’est pas résolue, et les particules sont générées
aléatoirement dans une boite [−0,04;0,04]× [0,12;−0,18]. Le domaine de calcul peut
comporter des obstacles solides tels que des valves et engrenages.
Paramètre Type Unité Commentaire
Nparts entier1 − Nombre de particules générées
p_ini scalaire1 Pa Pression initiale
rho_ini scalaire2 kg.m−3 Masse volumique initiale
viscosity scalaire3 Pa.s Viscosité dynamique
v_relax scalaire4 − Coef. relaxation vitesse
p_relax scalaire5 − Coef. relaxation pression
Kparticle scalaire6 m2 Perméabilité micro des particules
PowerLaw scalaire7 − Perméabilité macro η
TABLE D.4 – Paramètres pour l’écoulement avec solides.
CaseId 6 - Cavité entrainée
Ce module permet de réaliser le cas test de la cavité entrainée. L’équation de l’éner-
gie n’est pas résolue. Les profiles de vitesse sur les axes x et y sont calculés dans les
fichiers profile_x et profile_y. Le maillage doit correspondre à la géométrie spécifiée dans
le chapitre 7.
Paramètre Type Unité Commentaire
Re scalaire1 − Nombre de Reynolds
v_relax scalaire2 − Coef. relaxation vitesse
p_relax scalaire3 − Coef. relaxation pression
TABLE D.5 – Paramètres pour la cavité entrainée.
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CaseId 7 - Écoulement de Kovasznay
Ce module permet de réaliser le cas test de l’écoulement de Kovasznay. L’équation
de l’énergie n’est pas résolue, et des conditions limites spécifiques sont utilisées. L’erreur
entre la solution numérique et la solution exacte, ainsi que le temps CPU, sont calculés
dans le fichier L2Error. Le maillage doit correspondre à la géométrie spécifiée dans le
chapitre 6.
Paramètre Type Unité Commentaire
Re scalaire1 − Nombre de Reynolds
v_relax scalaire2 − Coef. relaxation vitesse
p_relax scalaire3 − Coef. relaxation pression
TABLE D.6 – Paramètres pour l’écoulement de Kovasznay.
CaseId 8 - Écoulement de Green-Taylor
Ce module nécessite l’ajout de conditions limites périodiques, et n’est pas encore
fonctionnel. Son objectif est de valider le solveur pour le cas-test de la dissipation de
tourbillons de Green-Taylor, solution analytique instationnaire des équations de Navier-
Stokes.
CaseId 9 - Canalisation avec saut de porosité
Ce module nécessite la prise en compte de termes sources dans l’interpolation de
Rhie et Chow, et n’est pas encore fonctionnel. Il permet le calcul d’un écoulement dans
une canalisation présentant de fortes variations de porosité. L’objectif est de comparer le
solveur aux résultats de Zhang, Zhao et Bayyuk [162].
CaseId 10 - Colmatage d’une cible du banc SNECMA
Cemodule permet de simuler le colmatage de cibles perforées. L’équation de l’énergie
n’est pas résolue, et des conditions limites spécifiques sont utilisées. La perte de charge
entre les abscisses +0.05 et −0.05 est enregistrée dans le fichier pressureloss.
Paramètre Type Unité Commentaire
p_ini scalaire1 Pa Pression initiale
rho_ini scalaire2 kg.m−3 Masse volumique initiale
viscosity scalaire3 Pa.s Viscosité dynamique
v_relax scalaire4 − Coef. relaxation vitesse
p_relax scalaire5 − Coef. relaxation pression
Kparticle scalaire6 m2 Perméabilité micro des particules
TABLE D.7 – Paramètres pour le colmatage d’une cible perforée.
CaseId 11 - Colmatage d’un piège à glace
Ce module permet d’effectuer les simulations de colmatage d’un piège à glace par
des particules de glaces. Les particules sont générées au niveau de la condition limite
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INLET identifiée par SpwnBCid. La perte de charge entre les abscisses xup et xdw, les
volumes de particules dans le piège et le système, et la température moyenne en sortie
sont enregistrés dans un fichier Outputs.txt.
Paramètre Type Unité Commentaire
SpwnBCid entier1 − Condition limite générant le slush
p_ini scalaire1 Pa Pression initiale
T_ini scalaire2 K Température de référence
rho_ini scalaire3 kg.m−3 Masse volumique initiale
viscosity scalaire4 Pa.s Viscosité dynamique
v_relax scalaire5 − Coef. relaxation vitesse
p_relax scalaire6 − Coef. relaxation pression
Kfilter scalaire7 − Perméabilité micro du filtre
Kparticle scalaire8 m2 Perméabilité micro des particules
PowerLaw scalaire9 − Perméabilité macro η
Tspawn scalaire10 s Début de la génération des particules
xup scalaire11 m Abscisse Jauge de pression amont
xdw scalaire12 m Abscisse Jauge de pression aval
V_ini vecteur1 m.s−1 Vitesse initiale
TABLE D.8 – Paramètres pour le colmatage du piège à glace.
CaseId 12 - Colmatage d’un filtre avec bypass
Ce module permet d’effectuer les simulations de colmatage d’un filtre par des parti-
cules générées au niveau de la condition limite INLET, identifiée par SpwnBCid. La perte
de charge entre les régions amont (groupe 2) et avale (groupe 3), les volumes de particules
dans le filtre et le système, et la température moyenne en sortie sont enregistrés dans un
fichier Outputs.txt. Le filtre peut disposer d’un élément bypass mobile, qui doit être défini
en première position dans le fichier case.
Paramètre Type Unité Commentaire
SpwnBCid entier1 − Condition limite générant le slush
p_ini scalaire1 Pa Pression initiale
T_ini scalaire2 K Température de référence
rho_ini scalaire3 kg.m−3 Masse volumique initiale
viscosity scalaire4 Pa.s Viscosité dynamique
v_relax scalaire5 − Coef. relaxation vitesse
p_relax scalaire6 − Coef. relaxation pression
Kfilter scalaire7 − Perméabilité micro du filtre
Kparticle scalaire8 m2 Perméabilité micro des particules
PowerLaw scalaire9 − Perméabilité macro η
Tspawn scalaire10 s Début de la génération des particules
V_ini vecteur1 m.s−1 Vitesse initiale
TABLE D.9 – Paramètres pour le colmatage d’un filtre.
XXXIV Chapitre D. Manuel d’utilisateur
R Il est possible de spécifier un CaseId négatif, auquel cas KITTY calcul numérique-
ment les dérivées d’une fonction de la forme :
g(x) = cos
( x
h
)
sin
( y
h
)
cos
( z
h
)
Le terme h dépend des dimensions du domaine de calcul. L’erreur entre la solution
numérique et la solution analytique est affichée. Ce module est très utile pour para-
métrer les fonctions de forme MLS.
Suivi du calcul et Résultats
L’affichage de la progression du calcul et l’écriture des résultats peuvent être configu-
rées librement au moyen du bloc OUT :
R e s u l t s P a t h = . / r e s u l t a t s
P r i n tLog= true #Affichage du journal dans la console
Pr in tMPI= f a l s e #Affichage détaillé pour chaque processus
Repor tLog= true #Écriture du journal dans un fichier
Repo r tE r r= true #Écriture des erreurs dans un fichier
SaveFreq= 1 #Fréquence de sauvegarde (itérations)
OutputMesh= true #Écriture du maillage
Outpu tGauss= true #Variables pour points de gauss
Ou t p u tC e l l s= true #Variables pour les cellules
OutputNodes= true #Variables pour les noeuds
OutputDebug= f a l s e #Variables Debug
Outpu tSou rce= true #Variables des termes sources
Ou t p u t P o i n t s= f a l s e #Écriture des conditions limites
Outpu tObs t s= f a l s e #Écriture des obstacles
Ou t p u t P a r t s= true #Écriture des particules
Ou t p u t I n t e r = true #Écriture des interactions
Outpu tT ree= f a l s e #Écriture de l’arbre de recherche
Ou t pu t I n f o= f a l s e #Propriétés du maillage (identifiants...)
Ou t pu t I n n e r= f a l s e #Écriture pour les sous-itérations
Ou t p u t S c a t t e r = f a l s e #Affichage éclaté des partitions MPI
Ou t p u tRe s i d u a l s= true #Écriture du fichier Residuals.txt
E. Données d’essais - validation
Les particules utilisées sont des billes de verre de masse volumique ρ = 2500 kg.m−3,
et de diamètres 1 ou 2 mm. Cinq distributions différentes de particules ont été étudiées
(table E.1) :
Distribution 1 2 3 4 5
χ1, (δ = 1) mm. 1.00 0.75 0.50 0.25 0.00
χ2, (δ = 2) mm. 0.00 0.25 0.50 0.75 1.00
TABLE E.1 – Fractions volumiques pour chaque distribution.
Pour chaque distribution, 5 quantités de solide et 4 niveaux de débits ont été consi-
dérés, pour un total de 100 essais. La perte de charge dépend principalement du débit
et du volume de particules, mais le choix de la distribution des particules est également
influente (figure E.1).
FIGURE E.1 – ∆p= f
(
V˙ ,Vs
)
- Ensemble des points expérimentaux.
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Expérimental - Distribution 0
Quelques essais sans particules ont été également réalisés afin de déterminer la perte
de charge du filtre (table E.2).
Id V˙ (m3.h−1) χ1 (%) χ2 (%) V (mL) V˙ (m3.h−1) ∆p (mbar)
1 1,0 0,0 0,0 0,0 1,1 23,2
2 2,0 0,0 0,0 0,0 2,0 25,7
3 3,0 0,0 0,0 0,0 3,0 29,8
4 4,0 0,0 0,0 0,0 4,0 34,7
TABLE E.2 – Paramètres et résultats des essais sans particules.
L’étude a posteriori de ces résultats montre une erreur constante de 18.5 a 21.1 mbar
(figure E.2). Il s’agit vraisemblablement d’un problème d’étalonnage du manomètre dif-
férentiel.
FIGURE E.2 – Essais sans particules : point expérimentaux, et régressions linéaire et qua-
dratique.
R Ce problème n’a été identifié que tardivement, aussi l’ensemble des résultats présen-
tés par la suite sont des données brutes incluant cette erreur. Elle est particulièrement
sensible a bas débit, et explique les résultats médiocres de la simulation 1. Il serait
intéressant de refaire l’ensemble de l’étude avec un banc d’essai et du matériel de
meilleur qualité.
XXXVII
Expérimental - Distribution 1
V˙ = 1m3.h−1 V˙ = 2m3.h−1 V˙ = 3m3.h−1 V˙ = 4m3.h−1
Id = 5 Id = 6 Id = 7 Id = 8
Id = 9 Id = 10 Id = 11 Id = 12
Id = 13 Id = 14 Id = 15 Id = 16
Id = 17 Id = 18 Id = 19 Id = 20
Id = 21 Id = 22 Id = 23 Id = 24
TABLE E.3 – Photographies des profils de billes pour la distribution 1. Les lignes corres-
pondent respectivement aux volumes de bille 2, 4, 6, 8 et 10 mL.
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FIGURE E.3 – ∆p= f
(
V˙ ,Vs
)
pour la distribution 1.
Id V˙ (m3.h−1) χ1 (%) χ2 (%) V (mL) V˙ (m3.h−1) ∆p (mbar)
5 1,0 100,0 0,0 2,0 1,0 25,4
6 2,0 100,0 0,0 2,0 2,0 30,5
7 3,0 100,0 0,0 2,0 3,0 43,4
8 4,0 100,0 0,0 2,0 4,0 63,1
9 1,0 100,0 0,0 4,0 1,0 18,6
10 2,0 100,0 0,0 4,0 2,0 35,9
11 3,0 100,0 0,0 4,0 3,1 75,4
12 4,0 100,0 0,0 4,0 4,0 116,8
13 1,0 100,0 0,0 6,0 1,0 17,1
14 2,0 100,0 0,0 6,0 2,0 35,1
15 3,0 100,0 0,0 6,0 3,0 95,9
16 4,0 100,0 0,0 6,0 4,0 161,9
17 1,0 100,0 0,0 8,0 1,0 23,5
18 2,0 100,0 0,0 8,0 2,0 40,7
19 3,0 100,0 0,0 8,0 3,0 74,6
20 4,0 100,0 0,0 8,0 4,1 119,6
21 1,0 100,0 0,0 10,0 1,0 24,0
22 2,0 100,0 0,0 10,0 2,0 68,3
23 3,0 100,0 0,0 10,0 3,0 137,1
24 4,0 100,0 0,0 10,0 4,0 223,9
TABLE E.4 – Paramètres et résultats des essais pour la distribution 1.
XXXIX
Expérimental - Distribution 2
V˙ = 1m3.h−1 V˙ = 2m3.h−1 V˙ = 3m3.h−1 V˙ = 4m3.h−1
Id = 25 Id = 26 Id = 27 Id = 28
Id = 29 Id = 30 Id = 31 Id = 32
Id = 33 Id = 34 Id = 35 Id = 36
Id = 37 Id = 38 Id = 39 Id = 40
Id = 41 Id = 42 Id = 43 Id = 44
TABLE E.5 – Photographies des profils de billes pour la distribution 2. Les lignes corres-
pondent respectivement aux volumes de bille 2, 4, 6, 8 et 10 mL.
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FIGURE E.4 – ∆p= f
(
V˙ ,Vs
)
pour la distribution 2.
Id V˙ (m3.h−1) χ1 (%) χ2 (%) V (mL) V˙ (m3.h−1) ∆p (mbar)
25 1,0 75,0 25,0 2,0 1,1 22,7
26 2,0 75,0 25,0 2,0 2,0 29,1
27 3,0 75,0 25,0 2,0 3,1 34,9
28 4,0 75,0 25,0 2,0 4,1 42,4
29 1,0 75,0 25,0 4,0 1,0 27,1
30 2,0 75,0 25,0 4,0 2,0 39,5
31 3,0 75,0 25,0 4,0 3,1 65,4
32 4,0 75,0 25,0 4,0 4,0 92,3
33 1,0 75,0 25,0 6,0 1,0 24,1
34 2,0 75,0 25,0 6,0 2,0 44,8
35 3,0 75,0 25,0 6,0 3,0 81,9
36 4,0 75,0 25,0 6,0 4,0 126,4
37 1,0 75,0 25,0 8,0 1,0 20,3
38 2,0 75,0 25,0 8,0 2,0 58,6
39 3,0 75,0 25,0 8,0 3,0 119,3
40 4,0 75,0 25,0 8,0 4,1 201,3
41 1,0 75,0 25,0 10,0 1,1 22,4
42 2,0 75,0 25,0 10,0 2,0 72,5
43 3,0 75,0 25,0 10,0 3,0 152,7
44 4,0 75,0 25,0 10,0 4,1 256,8
TABLE E.6 – Paramètres et résultats des essais pour la distribution 2.
XLI
Expérimental - Distribution 3
V˙ = 1m3.h−1 V˙ = 2m3.h−1 V˙ = 3m3.h−1 V˙ = 4m3.h−1
Id = 45 Id = 46 Id = 47 Id = 48
Id = 49 Id = 50 Id = 51 Id = 52
Id = 53 Id = 54 Id = 55 Id = 56
Id = 57 Id = 58 Id = 59 Id = 60
Id = 61 Id = 62 Id = 63 Id = 64
TABLE E.7 – Photographies des profils de billes pour la distribution 3. Les lignes corres-
pondent respectivement aux volumes de bille 2, 4, 6, 8 et 10 mL.
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FIGURE E.5 – ∆p= f
(
V˙ ,Vs
)
pour la distribution 3.
Id V˙ (m3.h−1) χ1 (%) χ2 (%) V (mL) V˙ (m3.h−1) ∆p (mbar)
45 1,0 50,0 50,0 2,0 1,0 24,0
46 2,0 50,0 50,0 2,0 2,1 26,7
47 3,0 50,0 50,0 2,0 3,0 29,6
48 4,0 50,0 50,0 2,0 4,1 37,5
49 1,0 50,0 50,0 4,0 1,0 23,0
50 2,0 50,0 50,0 4,0 2,0 31,5
51 3,0 50,0 50,0 4,0 3,1 47,2
52 4,0 50,0 50,0 4,0 4,1 67,5
53 1,0 50,0 50,0 6,0 1,0 21,8
54 2,0 50,0 50,0 6,0 2,1 44,9
55 3,0 50,0 50,0 6,0 3,1 72,1
56 4,0 50,0 50,0 6,0 4,0 106,1
57 1,0 50,0 50,0 8,0 1,0 24,0
58 2,0 50,0 50,0 8,0 2,1 55,2
59 3,0 50,0 50,0 8,0 3,1 95,8
60 4,0 50,0 50,0 8,0 4,0 150,2
61 1,0 50,0 50,0 10,0 1,0 30,6
62 2,0 50,0 50,0 10,0 2,0 69,7
63 3,0 50,0 50,0 10,0 3,1 126,9
64 4,0 50,0 50,0 10,0 4,0 195,6
TABLE E.8 – Paramètres et résultats des essais pour la distribution 3.
XLIII
Expérimental - Distribution 4
V˙ = 1m3.h−1 V˙ = 2m3.h−1 V˙ = 3m3.h−1 V˙ = 4m3.h−1
Id = 65 Id = 66 Id = 67 Id = 68
Id = 69 Id = 70 Id = 71 Id = 72
Id = 73 Id = 74 Id = 75 Id = 76
Id = 77 Id = 78 Id = 79 Id = 80
Id = 81 Id = 82 Id = 83 Id = 84
TABLE E.9 – Photographies des profils de billes pour la distribution 4. Les lignes corres-
pondent respectivement aux volumes de bille 2, 4, 6, 8 et 10 mL.
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FIGURE E.6 – ∆p= f
(
V˙ ,Vs
)
pour la distribution 4.
Id V˙ (m3.h−1) χ1 (%) χ2 (%) V (mL) V˙ (m3.h−1) ∆p (mbar)
65 1,0 25,0 75,0 2,0 1,1 23,3
66 2,0 25,0 75,0 2,0 2,0 26,0
67 3,0 25,0 75,0 2,0 3,1 32,8
68 4,0 25,0 75,0 2,0 4,1 40,8
69 1,0 25,0 75,0 4,0 1,0 21,4
70 2,0 25,0 75,0 4,0 2,0 27,1
71 3,0 25,0 75,0 4,0 3,1 36,4
72 4,0 25,0 75,0 4,0 4,1 50,2
73 1,0 25,0 75,0 6,0 1,1 23,0
74 2,0 25,0 75,0 6,0 2,0 41,0
75 3,0 25,0 75,0 6,0 3,0 69,4
76 4,0 25,0 75,0 6,0 4,1 108,2
77 1,0 25,0 75,0 8,0 1,1 19,2
78 2,0 25,0 75,0 8,0 2,0 49,8
79 3,0 25,0 75,0 8,0 3,0 94,1
80 4,0 25,0 75,0 8,0 4,1 149,2
81 1,0 25,0 75,0 10,0 1,0 23,4
82 2,0 25,0 75,0 10,0 2,0 66,9
83 3,0 25,0 75,0 10,0 3,0 135,4
84 4,0 25,0 75,0 10,0 4,0 223,9
TABLE E.10 – Paramètres et résultats des essais pour la distribution 4.
XLV
Expérimental - Distribution 5
V˙ = 1m3.h−1 V˙ = 2m3.h−1 V˙ = 3m3.h−1 V˙ = 4m3.h−1
Id = 85 Id = 86 Id = 87 Id = 88
Id = 89 Id = 90 Id = 91 Id = 92
Id = 93 Id = 94 Id = 95 Id = 96
Id = 97 Id = 98 Id = 99 Id = 100
Id = 101 Id = 102 Id = 103 Id = 104
TABLE E.11 – Photographies des profils de billes pour la distribution 5. Les lignes corres-
pondent respectivement aux volumes de bille 2, 4, 6, 8 et 10 mL.
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FIGURE E.7 – ∆p= f
(
V˙ ,Vs
)
pour la distribution 5.
Id V˙ (m3.h−1) χ1 (%) χ2 (%) V (mL) V˙ (m3.h−1) ∆p (mbar)
85 1,0 0,0 100,0 2,0 1,0 23,0
86 2,0 0,0 100,0 2,0 2,1 25,5
87 3,0 0,0 100,0 2,0 3,0 29,6
88 4,0 0,0 100,0 2,0 4,0 33,9
89 1,0 0,0 100,0 4,0 1,0 23,7
90 2,0 0,0 100,0 4,0 2,0 29,7
91 3,0 0,0 100,0 4,0 3,0 35,5
92 4,0 0,0 100,0 4,0 4,1 40,5
93 1,0 0,0 100,0 6,0 1,0 24,9
94 2,0 0,0 100,0 6,0 2,0 33,2
95 3,0 0,0 100,0 6,0 3,0 45,8
96 4,0 0,0 100,0 6,0 4,1 69,1
97 1,0 0,0 100,0 8,0 1,0 23,3
98 2,0 0,0 100,0 8,0 2,0 39,9
99 3,0 0,0 100,0 8,0 3,0 59,1
100 4,0 0,0 100,0 8,0 4,0 89,5
101 1,0 0,0 100,0 10,0 1,0 23,7
102 2,0 0,0 100,0 10,0 2,0 42,1
103 3,0 0,0 100,0 10,0 3,0 92,5
104 4,0 0,0 100,0 10,0 4,1 146,9
TABLE E.12 – Paramètres et résultats des essais pour la distribution 5.
XLVII
Expérimental - Régressions polynomiales
FIGURE E.8 – Points expérimentaux et régressions polynomiales (pour V˙ > 1m3.h−1).
FIGURE E.9 – Points expérimentaux et régressions polynomiales (pour V˙ > 1m3.h−1).
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Numérique - Sensibilité à la perméabilité
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FIGURE E.10 – Distribution 1 - K = 1.10−8
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FIGURE E.11 – Distribution 1 - K = 1.10−9
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FIGURE E.12 – Distribution 1 - K = 1.10−10
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FIGURE E.13 – Distribution 1 - K = 1.10−11
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FIGURE E.14 – Distribution 2 - K = 1.10−8
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FIGURE E.15 – Distribution 2 - K = 1.10−9
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FIGURE E.16 – Distribution 2 - K = 1.10−10
 0
 200
 400
 600
 800
 1000
 1200
 1400
 2  2.5  3  3.5  4
P
er
te
 d
e 
ch
a
rg
e 
(m
b
a
r)
Débit volumique (m
3
/h)
num 10 mL
num 08 mL
num 06 mL
num 04 mL
FIGURE E.17 – Distribution 2 - K = 1.10−11
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FIGURE E.18 – Distribution 3 - K = 1.10−8
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FIGURE E.19 – Distribution 3 - K = 1.10−9
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FIGURE E.20 – Distribution 3 - K = 1.10−7
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FIGURE E.21 – Distribution 3 - K = 1.10−11
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FIGURE E.22 – Distribution 4 - K = 1.10−8
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FIGURE E.23 – Distribution 4 - K = 1.10−9
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FIGURE E.24 – Distribution 4 - K = 1.10−10
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FIGURE E.25 – Distribution 4 - K = 1.10−11
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FIGURE E.26 – Distribution 5 - K = 1.10−8
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FIGURE E.27 – Distribution 5 - K = 1.10−9
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FIGURE E.28 – Distribution 5 - K = 1.10−10
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FIGURE E.29 – Distribution 5 - K = 1.10−11
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Numérique - Sensibilité à la distribution
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FIGURE E.30 – Volume de 4 mL - K = 1.10−10
 0
 20
 40
 60
 80
 100
 120
 140
 160
 180
 2  2.5  3  3.5  4
P
er
te
 d
e 
ch
a
rg
e 
(m
b
a
r)
Débit volumique (m
3
/h)
num − D1
num − D2
num − D3
num − D4
num − D5
exp − D1
exp − D2
exp − D3
exp − D4
exp − D5
FIGURE E.31 – Volume de 6 mL - K = 1.10−10
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FIGURE E.32 – Volume de 8 mL - K = 1.10−10
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FIGURE E.33 – Volume de 10 mL - K = 1.10−10
LX Chapitre E. Données d’essais - validation
Numérique - Sensibilité au maillage
Quatre maillages ont été utilisés pour l’étude de sensibilité (table E.13). En raison d’un
bogue (résolu depuis), la perméabilité variait en fonction du maillage, ce qui explique les
résultats incohérents de cette étude, qui doit être recommencée.
Ntotal 6250 25000 100000 156250
Nx 250 500 1000 1250
Ny 25 50 100 125
TABLE E.13 – Maillages utiliées pour l’étude de sensibilité.
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FIGURE E.34 – V = 10 mL, V˙ = 2 m3/h.
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FIGURE E.35 – V = 10 mL, V˙ = 3 m3/h.
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FIGURE E.36 – V = 10 mL, V˙ = 4 m3/h.

F. Données d’essais - colmatage
Post-traitement
Les données enregistrées par le dispositif d’acquisition du banc d’essai nécessitent
d’être filtrées. Une moyenne glissante exponentielle a été utilisée :
f unc t i on [ x_f ]=moving_exp ( x , a l p h a )
n= l eng th ( x ) ;
x_f = ones ( 1 , n−1) ;
f o r i =1 :n−1
x_f ( i )= a l ph a ∗x ( i +1)+(1− a l ph a ) ∗ x_f ( i ) ;
end
endfunc t ion
Chaque point expérimental est présenté par trois courbes (figure F.1) correspondant
aux enregistrements temporels de la perte de charge ∆p, du débit carburant dans la
conduite principale m˙k et au débit carburant dans la conduite secondaire m˙
′
k :
FIGURE F.1 – Représentation des enregistrements temporels pour un essai typique. Les
pressions et débits non filtres sont representes par des teintes moins contrastées. Les ins-
tants de début et fin d’injection sont mis en évidence.
LXIV Chapitre F. Données d’essais - colmatage
FIGURE F.2 – Ensemble des points expérimentaux dans le plan (Débit carburant, Concen-
tration massique). La perte de charge est donnée par l’échelle de couleur.
FIGURE F.3 – Ensemble des points expérimentaux dans le plan (Débit carburant, Tempé-
rature carburant). La perte de charge est donnée par l’échelle de couleur.
LXV
FIGURE F.4 – Ensemble des points expérimentaux dans le plan (Débit carburant, Tempé-
rature eau). La perte de charge est donnée par l’échelle de couleur.
FIGURE F.5 – Ensemble des points expérimentaux dans le plan (Débit carburant, Volume
d’eau). La perte de charge est donnée par l’échelle de couleur.
LXVI Chapitre F. Données d’essais - colmatage
Séquence 1 - Mise au point
FIGURE F.6 – Essai 1 : Colmatage de la cible 1 par 8.6 mL d’eau injectée a une concen-
tration de 9559 ppm dans un écoulement de kérosène à T =−21.5◦C
FIGURE F.7 – Essai 6 : Colmatage de la cible 6 par 6.4 mL d’eau injectée a une concen-
tration de 7934 ppm dans un écoulement de kérosène à T =−22.0◦C
LXVII
FIGURE F.8 – Essai 7 : Colmatage de la cible 6 par 5.5 mL d’eau injectée a une concen-
tration de 9794 ppm dans un écoulement de kérosène à T =−22.0◦C
FIGURE F.9 – Essai 8 : Colmatage de la cible 6 par 7.8 mL d’eau injectée a une concen-
tration de 7629 ppm dans un écoulement de kérosène à T =−21.8◦C
LXVIII Chapitre F. Données d’essais - colmatage
FIGURE F.10 – Essai 9 : Colmatage de la cible 6 par 11.2 mL d’eau injectée a une concen-
tration de 6539 ppm dans un écoulement de kérosène à T =−22.4◦C
FIGURE F.11 – Essai 10 : Colmatage de la cible 6 par 26.3 mL d’eau injectée a une
concentration de 8888 ppm dans un écoulement de kérosène à T =−22.3◦C
LXIX
FIGURE F.12 – Essai 11 : Colmatage de la cible 6 par 25.6 mL d’eau injectée a une
concentration de 10028 ppm dans un écoulement de kérosène à T =−32.0◦C
FIGURE F.13 – Essai 12 : Colmatage de la cible 7 par 2.2 mL d’eau injectée a une concen-
tration de 6007 ppm dans un écoulement de kérosène à T =−31.3◦C
LXX Chapitre F. Données d’essais - colmatage
FIGURE F.14 – Essai 13 : Colmatage de la cible 7 par 4.1 mL d’eau injectée a une concen-
tration de 7940 ppm dans un écoulement de kérosène à T =−31.5◦C
FIGURE F.15 – Essai 14 : Colmatage de la cible 7 par 8.9 mL d’eau injectée a une concen-
tration de 8890 ppm dans un écoulement de kérosène à T =−31.5◦C
LXXI
FIGURE F.16 – Essai 15 : Colmatage de la cible 7 par 17.8 mL d’eau injectée a une
concentration de 10092 ppm dans un écoulement de kérosène à T =−31.5◦C
FIGURE F.17 – Essai 16 : Colmatage de la cible 7 par 36.6 mL d’eau injectée a une
concentration de 16045 ppm dans un écoulement de kérosène à T =−30.0◦C
LXXII Chapitre F. Données d’essais - colmatage
Séquence 2 - Exploration du plan d’expérience
FIGURE F.18 – Essai 17 : Colmatage de la cible 4 par 12.8 mL d’eau injectée a une
concentration de 9166 ppm dans un écoulement de kérosène à T =−30.4◦C
FIGURE F.19 – Essai 18 : Colmatage de la cible 3 par 12.1 mL d’eau injectée a une
concentration de 9469 ppm dans un écoulement de kérosène à T =−28.0◦C
LXXIII
FIGURE F.20 – Essai 19 : Colmatage de la cible 2 par 12.2 mL d’eau injectée a une
concentration de 8540 ppm dans un écoulement de kérosène à T =−30.6◦C
FIGURE F.21 – Essai 20 : Colmatage de la cible 4 par 13.0 mL d’eau injectée a une
concentration de 9120 ppm dans un écoulement de kérosène à T =−29.7◦C
LXXIV Chapitre F. Données d’essais - colmatage
FIGURE F.22 – Essai 21 : Colmatage de la cible 3 par 11.9 mL d’eau injectée a une
concentration de 8869 ppm dans un écoulement de kérosène à T =−30.7◦C
FIGURE F.23 – Essai 23 : Colmatage de la cible 6 par 10.8 mL d’eau injectée a une
concentration de 9575 ppm dans un écoulement de kérosène à T =−28.7◦C
LXXV
FIGURE F.24 – Essai 24 : Colmatage de la cible 5 par 10.8 mL d’eau injectée a une
concentration de 9601 ppm dans un écoulement de kérosène à T =−30.6◦C
FIGURE F.25 – Essai 25 : Colmatage de la cible 5 par 12.5 mL d’eau injectée a une
concentration de 6969 ppm dans un écoulement de kérosène à T =−33.0◦C
LXXVI Chapitre F. Données d’essais - colmatage
FIGURE F.26 – Essai 26 : Colmatage de la cible 6 par 11.4 mL d’eau injectée a une
concentration de 8070 ppm dans un écoulement de kérosène à T =−31.2◦C
FIGURE F.27 – Essai 27 : Colmatage de la cible 4 par 15.0 mL d’eau injectée a une
concentration de 6920 ppm dans un écoulement de kérosène à T =−31.4◦C
LXXVII
FIGURE F.28 – Essai 28 : Colmatage de la cible 3 par 8.2 mL d’eau injectée a une concen-
tration de 6216 ppm dans un écoulement de kérosène à T =−31.3◦C
FIGURE F.29 – Essai 29 : Colmatage de la cible 2 par 11.9 mL d’eau injectée a une
concentration de 7892 ppm dans un écoulement de kérosène à T =−31.4◦C
LXXVIII Chapitre F. Données d’essais - colmatage
FIGURE F.30 – Essai 30 : Colmatage de la cible 6 par 30.0 mL d’eau injectée a une
concentration de 8843 ppm dans un écoulement de kérosène à T =−30.9◦C
FIGURE F.31 – Essai 31 : Colmatage de la cible 5 par 32.6 mL d’eau injectée a une
concentration de 8895 ppm dans un écoulement de kérosène à T =−31.4◦C
LXXIX
FIGURE F.32 – Essai 32 : Colmatage de la cible 4 par 32.2 mL d’eau injectée a une
concentration de 9141 ppm dans un écoulement de kérosène à T =−31.0◦C
FIGURE F.33 – Essai 33 : Colmatage de la cible 3 par 32.3 mL d’eau injectée a une
concentration de 9371 ppm dans un écoulement de kérosène à T =−30.2◦C
LXXX Chapitre F. Données d’essais - colmatage
FIGURE F.34 – Essai 34 : Colmatage de la cible 2 par 19.3 mL d’eau injectée a une
concentration de 8620 ppm dans un écoulement de kérosène à T =−30.0◦C
FIGURE F.35 – Essai 35 : Colmatage de la cible 6 par 19.3 mL d’eau injectée a une
concentration de 8620 ppm dans un écoulement de kérosène à T =−20.2◦C
LXXXI
FIGURE F.36 – Essai 36 : Colmatage de la cible 5 par 13.9 mL d’eau injectée a une
concentration de 8672 ppm dans un écoulement de kérosène à T =−20.6◦C
FIGURE F.37 – Essai 37 : Colmatage de la cible 3 par 30.3 mL d’eau injectée a une
concentration de 9747 ppm dans un écoulement de kérosène à T =−21.5◦C
LXXXII Chapitre F. Données d’essais - colmatage
FIGURE F.38 – Essai 38 : Colmatage de la cible 3 par 15.6 mL d’eau injectée a une
concentration de 9064 ppm dans un écoulement de kérosène à T =−40.7◦C
FIGURE F.39 – Essai 39 : Colmatage de la cible 3 par 17.8 mL d’eau injectée a une
concentration de 8959 ppm dans un écoulement de kérosène à T =−40.7◦C
LXXXIII
FIGURE F.40 – Essai 40 : Colmatage de la cible 3 par 24.7 mL d’eau injectée a une
concentration de 8479 ppm dans un écoulement de kérosène à T =−41.4◦C
FIGURE F.41 – Essai 41 : Colmatage de la cible 3 par 24.4 mL d’eau injectée a une
concentration de 9134 ppm dans un écoulement de kérosène à T =−19.2◦C
LXXXIV Chapitre F. Données d’essais - colmatage
FIGURE F.42 – Essai 44 : Colmatage de la cible 3 par 20.1 mL d’eau injectée a une
concentration de 4908 ppm dans un écoulement de kérosène à T =−19.0◦C
FIGURE F.43 – Essai 45 : Colmatage de la cible 3 par 20.4 mL d’eau injectée a une
concentration de 10163 ppm dans un écoulement de kérosène à T =−19.3◦C
LXXXV
FIGURE F.44 – Essai 46 : Colmatage de la cible 4 par 23.0 mL d’eau injectée a une
concentration de 9711 ppm dans un écoulement de kérosène à T =−40.4◦C
FIGURE F.45 – Essai 47 : Colmatage de la cible 4 par 25.0 mL d’eau injectée a une
concentration de 9055 ppm dans un écoulement de kérosène à T =−40.4◦C
LXXXVI Chapitre F. Données d’essais - colmatage
FIGURE F.46 – Essai 48 : Colmatage de la cible 4 par 38.6 mL d’eau injectée a une
concentration de 7896 ppm dans un écoulement de kérosène à T =−41.2◦C
FIGURE F.47 – Essai 49 : Colmatage de la cible 4 par 37.8 mL d’eau injectée a une
concentration de 6385 ppm dans un écoulement de kérosène à T =−41.9◦C
LXXXVII
FIGURE F.48 – Essai 50 : Colmatage de la cible 4 par 37.0 mL d’eau injectée a une
concentration de 3414 ppm dans un écoulement de kérosène à T =−41.8◦C
FIGURE F.49 – Essai 51 : Colmatage de la cible 4 par 18.7 mL d’eau injectée a une
concentration de 7418 ppm dans un écoulement de kérosène à T =−41.2◦C
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Séquence 3 - Plan restreint pour la plaque 4
FIGURE F.50 – Essai 52 : Colmatage de la cible 4 par 19.3 mL d’eau injectée a une
concentration de 8920 ppm dans un écoulement de kérosène à T =−41.2◦C
FIGURE F.51 – Essai 53 : Colmatage de la cible 4 par 20.9 mL d’eau injectée a une
concentration de 8976 ppm dans un écoulement de kérosène à T =−41.7◦C
LXXXIX
FIGURE F.52 – Essai 54 : Colmatage de la cible 4 par 18.7 mL d’eau injectée a une
concentration de 7349 ppm dans un écoulement de kérosène à T =−44.4◦C
FIGURE F.53 – Essai 55 : Colmatage de la cible 4 par 19.5 mL d’eau injectée a une
concentration de 8181 ppm dans un écoulement de kérosène à T =−45.3◦C
XC Chapitre F. Données d’essais - colmatage
FIGURE F.54 – Essai 56 : Colmatage de la cible 4 par 21.8 mL d’eau injectée a une
concentration de 7949 ppm dans un écoulement de kérosène à T =−45.9◦C
FIGURE F.55 – Essai 57 : Colmatage de la cible 4 par 29.3 mL d’eau injectée a une
concentration de 9539 ppm dans un écoulement de kérosène à T =−41.3◦C
XCI
FIGURE F.56 – Essai 58 : Colmatage de la cible 4 par 29.5 mL d’eau injectée a une
concentration de 9337 ppm dans un écoulement de kérosène à T =−41.6◦C
FIGURE F.57 – Essai 59 : Colmatage de la cible 4 par 30.3 mL d’eau injectée a une
concentration de 9133 ppm dans un écoulement de kérosène à T =−42.2◦C
XCII Chapitre F. Données d’essais - colmatage
FIGURE F.58 – Essai 60 : Colmatage de la cible 4 par 29.8 mL d’eau injectée a une
concentration de 8535 ppm dans un écoulement de kérosène à T =−40.4◦C
FIGURE F.59 – Essai 61 : Colmatage de la cible 4 par 30.8 mL d’eau injectée a une
concentration de 9138 ppm dans un écoulement de kérosène à T =−41.4◦C
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FIGURE F.60 – Essai 62 : Colmatage de la cible 4 par 38.4 mL d’eau injectée a une
concentration de 10122 ppm dans un écoulement de kérosène à T =−41.8◦C
FIGURE F.61 – Essai 63 : Colmatage de la cible 4 par 39.6 mL d’eau injectée a une
concentration de 9371 ppm dans un écoulement de kérosène à T =−40.3◦C
XCIV Chapitre F. Données d’essais - colmatage
FIGURE F.62 – Essai 64 : Colmatage de la cible 4 par 38.7 mL d’eau injectée a une
concentration de 9278 ppm dans un écoulement de kérosène à T =−40.6◦C
FIGURE F.63 – Essai 65 : Colmatage de la cible 4 par 37.0 mL d’eau injectée a une
concentration de 8339 ppm dans un écoulement de kérosène à T =−41.8◦C
XCV
Séquence 4 - Plan restreint pour la plaque 3
FIGURE F.64 – Essai 66 : Colmatage de la cible 4 par 38.0 mL d’eau injectée a une
concentration de 9041 ppm dans un écoulement de kérosène à T =−41.2◦C
FIGURE F.65 – Essai 67 : Colmatage de la cible 3 par 19.2 mL d’eau injectée a une
concentration de 9251 ppm dans un écoulement de kérosène à T =−40.2◦C
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FIGURE F.66 – Essai 68 : Colmatage de la cible 3 par 20.1 mL d’eau injectée a une
concentration de 9381 ppm dans un écoulement de kérosène à T =−40.3◦C
FIGURE F.67 – Essai 69 : Colmatage de la cible 3 par 20.0 mL d’eau injectée a une
concentration de 8228 ppm dans un écoulement de kérosène à T =−40.8◦C
XCVII
FIGURE F.68 – Essai 70 : Colmatage de la cible 3 par 19.0 mL d’eau injectée a une
concentration de 8346 ppm dans un écoulement de kérosène à T =−42.9◦C
FIGURE F.69 – Essai 71 : Colmatage de la cible 3 par 17.9 mL d’eau injectée a une
concentration de 6205 ppm dans un écoulement de kérosène à T =−43.3◦C
XCVIII Chapitre F. Données d’essais - colmatage
FIGURE F.70 – Essai 73 : Colmatage de la cible 3 par 29.7 mL d’eau injectée a une
concentration de 10002 ppm dans un écoulement de kérosène à T =−40.4◦C
FIGURE F.71 – Essai 74 : Colmatage de la cible 3 par 29.7 mL d’eau injectée a une
concentration de 8975 ppm dans un écoulement de kérosène à T =−39.9◦C
XCIX
FIGURE F.72 – Essai 76 : Colmatage de la cible 3 par 25.3 mL d’eau injectée a une
concentration de 7133 ppm dans un écoulement de kérosène à T =−40.8◦C
FIGURE F.73 – Essai 77 : Colmatage de la cible 3 par 14.6 mL d’eau injectée a une
concentration de 8837 ppm dans un écoulement de kérosène à T =−40.2◦C
C Chapitre F. Données d’essais - colmatage
FIGURE F.74 – Essai 78 : Colmatage de la cible 3 par 16.9 mL d’eau injectée a une
concentration de 8411 ppm dans un écoulement de kérosène à T =−38.6◦C
FIGURE F.75 – Essai 79 : Colmatage de la cible 3 par 15.0 mL d’eau injectée a une
concentration de 7709 ppm dans un écoulement de kérosène à T =−41.4◦C
CI
FIGURE F.76 – Essai 80 : Colmatage de la cible 3 par 15.9 mL d’eau injectée a une
concentration de 8523 ppm dans un écoulement de kérosène à T =−41.3◦C
FIGURE F.77 – Essai 81 : Colmatage de la cible 3 par 14.0 mL d’eau injectée a une
concentration de 7542 ppm dans un écoulement de kérosène à T =−41.8◦C
CII Chapitre F. Données d’essais - colmatage
Séquence 5 - Colmatage d’une crépine
FIGURE F.78 – Essai 82 : Colmatage de la cible 3 par 39.3 mL d’eau injectée a une
concentration de 9047 ppm dans un écoulement de kérosène à T =−41.7◦C
FIGURE F.79 – Essai 84 : Colmatage de la cible 7 par 4.9 mL d’eau injectée a une concen-
tration de 9152 ppm dans un écoulement de kérosène à T =−40.1◦C
CIII
FIGURE F.80 – Essai 85 : Colmatage de la cible 7 par 4.9 mL d’eau injectée a une concen-
tration de 8746 ppm dans un écoulement de kérosène à T =−42.8◦C
FIGURE F.81 – Essai 86 : Colmatage de la cible 7 par 7.0 mL d’eau injectée a une concen-
tration de 9238 ppm dans un écoulement de kérosène à T =−42.8◦C
CIV Chapitre F. Données d’essais - colmatage
Séquence 6 - Influence de la buse d’injection
FIGURE F.82 – Essai 87 : Colmatage de la cible 4 par 21.0 mL d’eau injectée a une
concentration de 9411 ppm dans un écoulement de kérosène à T =−42.0◦C
FIGURE F.83 – Essai 88 : Colmatage de la cible 4 par 30.5 mL d’eau injectée a une
concentration de 9253 ppm dans un écoulement de kérosène à T =−41.9◦C
CV
FIGURE F.84 – Essai 89 : Colmatage de la cible 4 par 30.6 mL d’eau injectée a une
concentration de 6937 ppm dans un écoulement de kérosène à T =−43.0◦C
FIGURE F.85 – Essai 90 : Colmatage de la cible 4 par 29.6 mL d’eau injectée a une
concentration de 9980 ppm dans un écoulement de kérosène à T =−41.9◦C
CVI Chapitre F. Données d’essais - colmatage
FIGURE F.86 – Essai 91 : Colmatage de la cible 3 par 34.0 mL d’eau injectée a une
concentration de 9527 ppm dans un écoulement de kérosène à T =−39.9◦C
FIGURE F.87 – Essai 92 : Colmatage de la cible 3 par 30.3 mL d’eau injectée a une
concentration de 9054 ppm dans un écoulement de kérosène à T =−41.2◦C
CVII
FIGURE F.88 – Essai 93 : Colmatage de la cible 3 par 29.1 mL d’eau injectée a une
concentration de 10028 ppm dans un écoulement de kérosène à T =−40.2◦C
FIGURE F.89 – Essai 94 : Colmatage de la cible 3 par 20.2 mL d’eau injectée a une
concentration de 8420 ppm dans un écoulement de kérosène à T =−39.2◦C
CVIII Chapitre F. Données d’essais - colmatage
Séquence 7 - Givrage à faible concentration
FIGURE F.90 – Essai 95 : Colmatage de la cible 3 par 62.1 mL d’eau injectée a une
concentration de 1317 ppm dans un écoulement de kérosène à T =−14.8◦C
FIGURE F.91 – Essai 96 : Colmatage de la cible 3 par 61.5 mL d’eau injectée a une
concentration de 1686 ppm dans un écoulement de kérosène à T =−9.9◦C
CIX
FIGURE F.92 – Essai 97 : Colmatage de la cible 3 par 27.5 mL d’eau injectée a une
concentration de 1317 ppm dans un écoulement de kérosène à T =−9.6◦C
FIGURE F.93 – Essai 98 : Colmatage de la cible 4 par 28.0 mL d’eau injectée a une
concentration de 1498 ppm dans un écoulement de kérosène à T =−10.0◦C
CX Chapitre F. Données d’essais - colmatage
FIGURE F.94 – Essai 99 : Colmatage de la cible 6 par 29.0 mL d’eau injectée a une
concentration de 1648 ppm dans un écoulement de kérosène à T =−10.0◦C
FIGURE F.95 – Essai 100 : Colmatage de la cible 5 par 21.6 mL d’eau injectée a une
concentration de 1391 ppm dans un écoulement de kérosène à T =−9.5◦C
G. Publications et Brevets
1A hybrid Finite Volume - Discrete Elements
Method for two-phase flows : Application to
Snow Showers in jet-engine fuel systems
By Ewen Marechal, Petar Tomov, Sofiane Khelladi, Farid Bakir
DynFluid Laboratory, Arts et Me´tiers, Paris, FRANCE
Abstract
Aircraft fuel systems are subject to icing at low temperatures. If the flow rate is in-
creased, sudden releases of large quantities of ice may occur, called snow showers. When
it happens, ice particles settle in seconds in fuel system components, forming a porous
layer. Modelling such events involves transient hydraulics and solid dynamics. We pro-
pose a hybrid approach to investigate numerically the dynamics of fast particle clogging.
Equations of motion for the incompressible fluid phase are discretized in a high-order
Finite Volume (FV) context and solved using the SIMPLE algorithm. The solid phase
is modelled with Discrete Element Methods (DEM). Inelastic collisions between particles
are handled by a dedicated algorithm based on Lagrangian multipliers. An implicit Drag
formulation is derived for stability purposes. Fluid-particle coupling is achieved by source
terms for momentum exchange, viscous and inertial loss. 2D simulation of the clogging
of an ideal filter is performed.
1. Introduction
Aviation jet fuels contain significant quantities of water. Investigation of the Boeing 777-
236ER, G-YMMM accident at Heathrow in 2008 revealed that this water can create ice
structures in aircraft fuel ducts at low temperatures and moderate flow rates. If the latter
is increased, shear stress may tear off the ice resulting in high concentrations of particles
in the fuel. Such sudden releases of large amount of ice are often referred as a snow show-
ers (Sleight et al.). When a snow shower occurs, ice particles settle in seconds and form
a porous layer which is likely to occasion some fuel flow restrictions. Nowadays, aviation
safety authorities require that fuel systems must be designed so that any accumulation
of water which may separate from the fuel will not cause engine malfunctioning (CS-E
(2010)). As a result, jet engine manufacturers are required to prove the good functioning
of their engines to any snow shower at any moment of the flight duration.
Computational methods for Two-phase flows can be broadly classified into tree cat-
egories: EulerianEulerian (EE), Lagrangian-Eulerian (LE), and Smoothed Particle Hy-
drodynamics (SPH). In the EE representation, the two phases are assumed to be inter-
penetrating fluids described by a set of conservation equations. Additional constitutive
equations may be required to describe interactions between particles. This approach is
well suited for very small particles moving with the fluid, but is not adapted to packed
beds involved in clogging. LE description can be either statistical, with a dispersed phase
treated as being composed of discrete particles represented by a distribution function, or
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deterministic (Zhangxin et al.). In the latter case equation of motion is solved for each
particle while the continuous phase is solved with traditional conservation equations. In
SPH, even the continuous phase is solved in a Lagragian frame. In this paper, we use
a deterministic LE approach to model fuel-ice flow. Continuous phase is considered in-
compressible and solved using a high order Finite Volume, pressure-based solver while
particles are simulated with Discrete Element Method.
2. Modelling the particle phase
Fluid-particle coupling may have several degrees of complexity. In one-way coupling, the
motion of particles is affected by hydrodynamics forces. If feedback of particles on the
fluid is taken into account, for instance through mass and momentum exchanges, we talk
about two-way coupling. Four-way coupling also consider interaction between particles.
Inter-particle collisions are often taken into account by the use of stochastic models,
unfortunately such approach do not allow the formation of thick aggregates. As a result,
we compute particle interactions with the method introduced thereafter.
2.1. Discrete Elements Method
Discrete element method (DEM), first introduced by Cundall (1979) is a numerical
method close to molecular dynamics for describing macroscopic effects in discontinu-
ous materials. This technique is widely used to simulate powder mechanics or granular
flows. Each particle is described by a set of variables
(
r,m, I,x,θ
)
- respectively the
radius, mass, inertia tensor, center of mass and orientation. The behaviour of particles
results from forces applied thereon, according to Newton’s Law of Motion:


mi
d2xi
dt2
= Fi
Ii
dωi
dt
= Ti
(2.1)
where Fi and Ti denotes respectively total forces and torques. Hydrodynamic forces
taken into account in the present model are listed in the table below. The Basset history
force has been neglected. The index P will refer to particles and F to the fluid phase. Let
denote vr = vP − vF the relative velocity, ρF and µF the fluid density and viscosity.
Gravity FG mPg
Lift FL −
1
2CLρFπr
2
P |vr|vr
Drag FD −
1
2CDρFπr
2
P |vr|vr
Turbulence Fturb
1
2CT ρFππr
2
P |vF |vturb
Buoyancy Fbuoy ρPπr
2
Pg
In this work, particles can build up and form a porous medium. Therefore, it is neces-
sary to take into account the contact forces in addition to the hydrodynamic ones. Let us
consider a pair of particles (i, j). In DEM, they interact only if their overlap is positive,
that is δij = (ri + rj) − (xj − xi)nij ≥ 0 with unit vector nij = (xj − xi)/‖xj − xi‖.
The contact force fij can be decomposed into a normal and a tangential part as:
fij = f
nnij + f
ttij (2.2)
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2.2. Integration scheme
The simplest contact force model is the linear spring dashpot model, involving a linear
repulsive force with spring stiffness k, and a linear dissipative force with viscous damping
coefficient ν. The normal force is then written:
fn = −kδij − νvij · nij (2.3)
where vij = vj−vi is the relative velocity. First, let us consider the 1D elastic collision
of two particles with no damping. For the sake of simplicity, we assume that particles
are only subject to constant gravity acceleration g. Writing the equation of motion (2.1)
for each particle and diving by respective masses, we obtain the following equations:
x¨i = g −
k
mi
δij (2.4)
x¨j = g +
k
mj
δij (2.5)
Subtracting the latter two equations and noting that x¨i − x¨j = δ¨ij we get:
δ¨ij +
k
mij
δij = 0 (2.6)
Wheremij = mimj/(mi+mj) is called reduced mass. We can observe that the particle
contact behaves as a harmonic oscillator. The solution of this well-known differential
equation is:
δij (t) = Acos (ωt+ α) (2.7)
With the eigenfrequency ω =
√
k/mij . The collision duration is τ = π/ω. Considering
that collision occurs at time tc, we can evaluate A and α from initial conditions and
equation (2.7) then becomes:
δij (t) =
x˙i − x˙i
ω
∣∣∣∣
tc
sin (ω (t− tc)) (2.8)
Introducing (2.8) in (2.5) we get the equation of motion during the collision:
x¨i = g − ω (x˙i − x˙i)|tc sin (ω (t− tc)) (2.9)
Integrating, we get the trajectory of particle i over time:


xi(t) = xi|0 + x˙i|0 t+
1
2gt
2 t ∈ [0; tc]
xi(t) = xi|tc + x˙i|tc (t− tc) +
1
2g(t− tc)
2 + κ(t− tc) t ∈ [tc; tc + τ ]
xi(t) = xi|tc+τ + x˙i|tc+τ (t− tc − τ) +
1
2g(t− tc − τ)
2 t ≥ tc + τ
(2.10)
Where κ(t− tc) is the contribution of contact force to the trajectory of particle i:
κ(t− tc) = ω (x˙i − x˙j)|tc
(
1
ω
sin (ω(t− tc))− (t− tc)
)
(2.11)
In both CFD and DEM, particles equations of motion are integrated numerically. The
table bellow shows four formulations for such integration schemes. [o1] and [o1+] are first
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order scheme commonly used in Eulerian-Lagrangian codes, see for instance Dioguardi
(2014) and Guo (2014). [o2] is derived from a second order Taylor expansion on particle
position, and [o2+] includes an acceleration time derivative in the velocity integration
scheme.
First Order, explicit [o1] First Order, semi-implicit [o1+]
vn+1 = vn + an∆t vn+1 = vn + an∆t
xn+1 = xn + vn∆t xn+1 = xn + vn+1∆t
Second Order (position) [o2] Fully Second Order [o2+]
vn+1 = vn + an∆t vn+1 = vn + 32a
n∆t− 12a
n−1∆t
xn+1 = xn + vn∆t+ 12a
n∆t2 xn+1 = xn + vn∆t+ 12a
n∆t2
Let us consider the initial configuration (xi = 0, x˙i = 0.1) and (xj = 0.1, x˙j = −0.1).
Trajectory of particles i and j are computed analytically with equation (2.10) and numeri-
cally with schemes [o1],[o1+],[o2] and [o2+]. Figure 1 shows the absolute error on particle
i position. Note that all second order scheme are acceptable, though o2 has proven more
stable than o2+.
Figure 1. Absolute error on xi with g = 0 (dotted line) and h = 10 (plain lines).
When damping is involved, eigenfrequency becomes ω =
√
k/mij − ν2 and the solution
takes the form:
δij (t) = Aexp (−νt) cos (ωt+ α) (2.12)
An important parameter is the coefficient of restitution which describes the change in
relative momentum after a collision. In the linear spring-dashpot model, this coefficient
is ε = exp(−πν/ω). DEM is well suited to deal with elastic collisions, however inelastic
collapse (the divergence of the number of collision per unit time, see Cipra (1999)) may
occur for low values of ε. This is especially complicated in liquid-particles flow where
collisions which are mainly inelastic.
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2.3. Contact Forces Formulation
Let us denote vˆni and vˆ
n
j the a priori velocity for two particles i and j, that is, the
distance travelled during an iteration divided by the time step ∆t. This velocity may be
such that at the end of an iteration, particles overlaps as illustrated in Figure 2.
Figure 2. Particles position before and after a time step.
As previously discussed, overlaps-based spring-dashpot models - and variations- are
not suited to deal with inelastic collisions. To address this issue, we propose to derive a
new model of contact forces directly from kinematics. Let us express integrated equation
of motion of particles (using [o2] or [o2+]):


x
n+1
i = x
n
i + v
n
i ∆t+
Fi
mi
∆t2
2 = x
n
i + vˆ
n
i ∆t
x
n+1
j = x
n
j + v
n
j ∆t+
Fj
mj
∆t2
2 = x
n
j + vˆ
n
j ∆t
(2.13)
We add a constant contact force fcij = f
c
ijnij exerted on particle i by particle j over a
time step in the system (2.13):


x
n+1
i = x
n
i + vˆ
n
i ∆t−
fcij
mi
∆t2
2
x
n+1
j = x
n
j + vˆ
n
j ∆t+
fcij
mj
∆t2
2
(2.14)
Subtracting equations for particles i and j in (2.14) give the following relation:
x
n+1
j − x
n+1
i = (x
n
j − x
n
i ) + (vˆ
n
j − vˆ
n
i )∆t−
fcij
mij
∆t2 (2.15)
Let us perform the dot product of (2.15) with nij . Denoting xij = (xj − xi)nij the
relative distance and vˆnij = (vˆj − vˆi)nij the relative a priori velocity:
xn+1ij = x
n
ij + vˆ
n
ij∆t−
f cij
mij
∆t2 (2.16)
No overlaps at the end of a time step is equivalent to satisfy xn+1 ≥ ri + rj for each
pair of particles (i, j). Inserting this inequality in equation (2.16) we get:
xnij + vˆ
n
ij∆t−
f cij
mij
∆t2 ≥ ri + rj (2.17)
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Reminding the expression of δij , we obtain the set of constraints g(f
c
ij) ≤ 0 with:
g(f cij) =
f cij
mij
∆t2 + δij − vˆ
n
ij∆t (2.18)
The set of forces f cij must conserve the momentum as much as possible. This is equiv-
alent to minimizing the following functional :
J(v , λ) =
∣∣v − vˆn∣∣2 −∑
i<j
λij
(
vˆnij∆t− δij
)
(2.19)
Solution of this saddle-point problem is obtained iteratively by the Uzawa’s algorithm:


v
k+1
i = vˆ
n
i +
∑
λkijnij
λk+1ij = max
[
0;λkij −
̺
∆t
(
vˆnij∆t− δij
)] (2.20)
The real ̺ is the non-dimensional artificial time parameter. Comparison of equations
(2.18) and (2.20) gives the relation between contact force and Lagrange multipliers:
λij = −
f cij
mij
∆t (2.21)
2.4. Implicit Drag Formulation
Flow regimes around a particle can be divided into three types: Stoke’s flow for Rep << 1,
intermediate regime 1 < Rep < 1000, and a well developed turbulent flow for higher
particle Reynolds number Rep, which is defined as:
Rep =
ρF dp|vr|
µF
(2.22)
A wide amount of literature has been devoted to the calculation of the drag coefficient
of circular particles (Flemmer et al.(1986), Brown et al. (2003), Clift et al.(2005), Peker
et al. (2011)). A commonly used correlation is:


CD =
24
Rep
(
1 +
Re
3/4
p
10
)
Rep < 1000
CD = 0.44 Rep > 1000
(2.23)
When |vr becomes very small, which may happen when the fluid and the particles
have close densities, Rep will takes low values and give rise to very high drag coefficient.
If time-steps are larger than the particle relaxation time, particles exhibit a non-physical
behaviour. To address this issue, we propose an implicit drag model. In the Rep < 1000
case, the drag coefficient can be written :
CD =
K1
|vr|
+
K2
|vr|
(2.24)
With K1 =
24µF
ρF dp
and K2 =
24
10
(
µF
ρF dp
)1/4
|vr|
3/4
MODELLING THE CONTINUOUS PHASE 7
Consider equation (2.1) in translation, and assume that the drag force is excluded from
the total force Fp. Let us add the drag force to the right hand side:
mp
dvp
dt
= Fp + FD (2.25)
Assuming K2 constant, that is making the approximation vr = vr(t = 0) and using
(2.24) to express CD, we get after some algebra the following differential equation:
dvp
dt
= A+ vp +B (2.26)
Solving (2.26) and identifying parameters from initial conditions, we obtain the fol-
lowing equation for the particle velocity:
vp(t) =
(
vp(t = 0)− vT
)
exp(−t/τ) + vT (2.27)
Where τ =
2mp
ρFπr2p
1
K1 +K2
is the relaxation time
and vT = vF +
τ
mp
Fp is the particle terminal velocity
Discretization of this equation is straightforward:
vn+1 =
(
vn − vnT
)
exp(−∆t/τ) + vnT (2.28)
We also remind that:


vn+1 = vn +
Fp + FD
mp
∆t [o2]
vn+1 = vn + 32
Fp + FD
mp
∆t− 12a
n−1∆t [o2+]
(2.29)
After some algebra, we obtain expression for the drag force to be applied:


FD = −0.22ρFπr
2
p|vr|vr Re > 1000
FD =
mp
∆t
(
vn − vnT
) (
e−∆t/τ − 1
)
− Fp [o2], Re < 1000
FD =
2mp
3∆t
(
vn − vnT
) (
e−∆t/τ − 1
)
+ 13mpa
n−1 − Fp [o2+], Re < 1000
(2.30)
3. Modelling the continuous phase
The continuous phase is governed by conservation laws of mass (3.1), momentum (3.2)
and energy (3.3). This set of differential equations is known as Navier-Stokes equations.
∂tρ+∇ · (ρv) = 0 (3.1)
∂t (ρv) +∇ · (ρv × v) = −∇p+∇ · σ¯ + ρf (3.2)
∂t (ρe) +∇ · ((ρe+ p)v) = ∇ · (σ¯ · v) + ρf · v + λ∇
2T (3.3)
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3.1. Moving Least Squares Approach
In this work, we use the Moving Least Squares (MLS) for the development of higher
( 2) order schemes on unstructured, collocated grids. The MLS approach calculates the
conserved variables in the centres of each cell, using Taylor expansion series. As a result,
any variable can be expressed as:
U(·,X) =
+∞∑
α=0
α∑
β=0
1
β!(α− β)!
(x− xI)
α−β(y − yI)
β ∂
αU
∂x(α−β)∂yβ
(·,XI) (3.4)
The last term on the RHS of equation 3.4 represents the successive derivatives and is the
crucial term of the Taylor series. By applying the latter formulation, one approximates
U(·,X) through a weighted least-squares fitting in a neighbourhood ofX. For applications
of the exposed approach coupled with the FV methodology, the reader is kindly referred
to the works of Khelladi et al. (2010) and Cueto-Felgueroso et al. (2006).
3.2. Incompressible Flow
In real flows, disturbances travel at the speed of sound in the media. This phenomenon is
due to the compressibility of the fluid and reflected by the hyperbolic nature of Navier-
Stokes equations. However, when the flow speed is small compared with the speed of
sound (the Mach number is less than 0.3), the flow can be considered as incompressible.
Numerical methods in fluid dynamics can be classified in two categories: (i) density-based
solvers and (ii) pressure-based solvers. In both methods, the velocity field is obtained from
(3.2). In the density-based approach, the continuity equation (3.1) is solved to obtain the
density field while the pressure field is determined from the equation of state. In the
pressure-based approach, the pressure field is extracted by solving a pressure or pressure
correction equation which is obtained by manipulating continuity and momentum equa-
tions.
Figure 3. Unsteady two-phase flow solution procedure.
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The main advantage of the pressure-based solver is that the pressure balances across
the field instantly, without requiring the propagation of density waves. Navier-Stokes
equations become elliptic and allow the use of considerably higher time-steps, which is
suitable for practical engineering applications. However, the numerical solution of such
equations requires specialized algorithms. The Semi Implicit Method for Pressure Linked
Equations (SIMPLE), first proposed by Patankar and Spalding (1972) is widely used
to solve the incompressible NavierStokes equations. Figure 3 shows the general solution
flowchart. The first step is the calculation of several important variables : the volume
fraction of fluid and solid phase in each computational cell, hydrodynamic forces acting
on particles, the a-priori velocities, and momentum source terms (for instance, viscous
loss in porous domain). Then, Navier-Stokes equations are solved thanks to the SIMPLE
algorithm to obtain fluid properties at time t + ∆t. In the third step, the interaction
forces between particles are computed by the previously described procedure. Finally,
particle positions are updated.
3.3. Retro-action
Some solid phase feedback on the fluid phase must be consider in order to achieve a
two-way coupling. This can be done in several ways, according to the particle size with
respect to the resolution of the mesh. Let us denote by Ωs the domain occupied by the
solid s at time t and by Γs its boundary. Three cases are distinguished as illustrated in
Figure 4:
(i) the particles are very small compared to the grid, (ii) the particles have approximately
the same size or are slightly bigger than cells and (iii) particles are much bigger than
cells.
Figure 4. Mesh resolution versus particles diameters.
We consider two sorts of fluid-solid interactions: the hydrodynamic forces acting on the
surface of the solid - for instance drag and lift forces - and forces arising from the flow
through porous solids. The latter have particular importance in the case of highly per-
meable ice crystals. Porous media are modelled by the addition of a source term S to the
momentum equation (3.2). This term is composed of a viscous loss term and an inertial
loss term:
S = −C1µv + C2
1
2
ρ|v |v (3.5)
In this equation µ is the fluid viscosity, ρ is the fluid density and v is the continuity-
satisfying velocity. Coefficients C1 and C2 are evaluated differently depending on the
situation. A key parameter is the solid volume fraction χs.
(i) Packed-bed approximation: χs is calculated by summing the volume of particles
with a computational cell and then dividing by the cell volume. If the void fraction
ǫ = 1 − χs is above a certain threshold, we consider that the particles move freely and
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the porous term is dropped. Otherwise, we consider the computational cell as a packed
bed. Ergun proposed an equation to predict the pressure drop along the length of a
packed bed:
∣∣∣∣δPL
∣∣∣∣ = 150µ〈dp〉2
(1− ǫ)2
ǫ3
v∞ +
1.75ρ
〈dp〉
(1− ǫ)
ǫ3
v2
∞
(3.6)
〈dp〉 is the mean particle diameter, averaged over a computational cell. Comparing
equations (3.5) and (3.6), we can identify C1 and C2 coefficients:
C1 =
150
〈dp〉
2
(1− ǫ)2
ǫ3
and C2 =
3.5
〈dp〉
(1− ǫ)
ǫ3
Remark: this approach is well suited for very small particles. If particles are too large,
χs may become greater than unity or statistical average may become irrelevant.
(ii) Porous layer approximation: χs is evaluated for each cell depending on the
diameter and position of nearby particles. Darcy’s law describes the flow of a fluid through
a porous medium. The law was originally derived based on the results of experiments,
but can also be derived from the Navier-Stokes equations. Let denote ks the permeability
(in m2) of the solid medium:
∣∣∣∣δPL
∣∣∣∣ = µv∞k(χs) (3.7)
Again, we can identify C1 and C2 coefficients:
C1 =
1
k(χs)
and C2 = 0
Remark: k(χs) is the permeability weighted by solid fraction. This function must be
monotonic on [0, 1] and satisfy the following criteria:
{
k(1) = ks
lim
χs→0
k(χs) = +∞
(3.8)
(iii) Flow resolution: We set χs = 1 in computational cells whose center are inside
Ωs, and χs = 0 elsewhere. We also compute the outward normal field ns = ∇χs/|∇χs|.
All the domain is processed as in case (ii), but in addition the strain tensor within solids
is set to zero by using the penalty method. For more details, one is kindly referred to the
work of Maury (2006). The rest of the field is solved as usual. The main advantage of
this approach is that fluid-solid interactions are inherently taken into account when the
flow field is calculated. Therefore, any modelling of hydrodynamic forces, or exchange of
momentum between the phases is required. The resulting force Fp acting on the particle
is integrated as below:
Fp = −
∑
Γp
(σ¯ − p1¯)ns (3.9)
Remark: the mesh must be sufficiently fine so that we can count 20 cells per particle
diameter. Therefore, this method requires high computational costs when small particles
are involved.
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4. Application : Clogging of a Filter
Snow shower are tree-stage events. The first step is a slow (several hours) growth of ice
crystal within the aircraft fuel pipes. Then, accumulated snow is suddenly released and
carried by the fuel into the jet-engine fuel system. In this work, we focus on the third
step where ice particles will choke fuel systems components in seconds.
4.1. A multi-physic, multi-scale phenomenon
Ice accretion: Icing is influenced by several parameters, e.g. surface properties, tem-
perature variations of fuel and fluid velocity. Laboratory observations have shown that
accretion process involves the combination of growth of ice crystal from the water dis-
solved in the fuel and deposit of supercooled droplets (Baena et al.(2012), Murray et
al.(2011)).
Ice shedding: The mechanical strength of an ice sample at a given temperature de-
pends of the shape and size of the specimen, the way ice is formed, and how the load
is applied. Investigations following the 2008 accident demonstrated that the release of
accretion occurs when the fuel velocity is increased to the range of 0.7 to 0.8 m/s. Hence,
ice shedding is likely caused by shear stress resulting from a drag increase (Reid (2013)).
Clogging: Components with small holes are obviously threatened by ice particles.
This includes filters, strainers, injectors and heat exchanger inlets. It is usual to pro-
vide by-pass means to such components so that if they were to be obstructed, fuel will
continue to flow at an acceptable rate through the rest of the system. Accumulation of
a significant quantity of ice will form a thin layer. Resulting pressure drop may cause
by-pass valves to open. Therefore it is critical to know in which extent ice particles will
follow the flow through the by-pass and propagate in the fuel system.
4.2. Case & Results
As an application we consider the simple 2D case of a filter clogged by a snow shower.
An ideal filter (permeable to the flow but blocking any kind of particle) is located in
the middle of rectangular domain representing a segment of pipe. Domain dimensions
are 2.5 cm (diameter) by 10 cm (simulated length). As inlet condition, we set the fluid
velocity to 0.1 m/s and up to 1000 particles are seed in order to have a concentration of
water close to 10000 ppm. The carrier fluid has a density of 850 kg/m3 and a viscosity
of 1.10−3 Pa.s. Ice particles have a density of 917 kg/m3 and porosity is set to 0.5. We
set the time step to 1 ms and perform up to 3000 iterations.
Figure 5. Snapshots of pressure field at times 1.0, 1.5, 2.0 and 2.5 seconds.
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Since the filter does not affect the flow, there is not initial pressure drop either side of
the filter, as it can be seen from the Figure 5. As particles are injected in the pipe and
stack to form a porous layer, the pressure upstream rises.
Figure 6. Upstream pressure over time.
Looking at Figure 6, we can distinguish tree stages: (0 → 1s) the pressure increases
slowly. This is because the flow is reconfiguring to follow the path of least resistance.
(1 → 2s) the pressure increases linearly with the thickness of the layer and (2+s) the
pressure stabilizes. One can clearly see the influence of the thickness of the ice layer on
the velocity profiles on Figure 7 below:
Figure 7. Snapshots of velocity profiles at times 1.0, 1.5, 2.0 and 2.5 seconds.
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On the first snapshot, one can observe that a thin icy layer have important effects on
the velocity profile, which is clearly not the case on the fourth and fifth snapshots. This
is the flow reconfiguration we mentioned previously. On the second snapshot, the layer
of ice is sufficiently thick to stabilize the velocity downstream of the filter, while insta-
bilities are still being advected. On the third snapshop, upstream flow is still disturbed
by ice particles. Finally, snapshot four shows a completely stabilized velocity field. One
can observe that velocity are lower in the middle of the pipe, downstream of the filter.
This is because the ice is thicker in the center of the pipe, resulting in higher resistance
to fluid motion. Another interesting result is the detail of contact interactions between
the particles, as presented on Figure 7:
Figure 8. Force chains (top) and contact duration (bottom) at time t=3.0s.
5. Conclusion and Future Development
We proposed a hybrid Finite Volume - Discrete Elements Method numerical model for a
two-phase flow. Time integrators have been investigated, and a model for inelastic colli-
sions has been derived from kinematics. Contact forces are computed by an optimization
algorithm based on Lagrangian multipliers. Together with an implicit formulation of drag
forces, it allows the use of high time-steps compared to classic DEM models. We described
several approaches for fluid-solid interactions. With regard to size of ice particles and our
computing capacities, we selected the packed-bed model based on Ergun equation. The
method is applied to investigate clogging on an ideal filter. The ice particles form a porous
layer in a matter of seconds, which results in a pressure drop and rapid changes of flow
dynamics.
With a better understanding of snow showers’ dynamics, one could improve the robust-
ness and reliability of jet-engine fuel system. Thus, applications are of clear importance
for the aviation industry. In the foreseeable future, the authors are planning to run the
code on much more complex geometries than the one presented in the paper. A 3D-
MPI version of the code is also under development, which will greatly enhance the code
capabilities.
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ABSTRACT 
Aircraft fuel systems are subject to icing at low temperatures. If the flow rate is increased, sudden releases of 
large quantities of ice may occur, called “snow showers”. They threaten the safety of flights and have been 
the subject of several investigations over past years. Jet engines fuel system components may be sensitive to 
clogging. When a snow shower happens, ice particles settle in seconds, forming a porous layer. Modelling 
such events involves transient hydraulics and solid dynamics. We propose to investigate numerically the 
dynamics of transient particle clogging. Equations of motion for the incompressible fluid phase are 
discretized in a high-order finite-volume context and solved using a pressure-based algorithm. The discrete 
phase is modelled in a Lagrangian frame. Contacts between solids are handled by a dedicated algorithm. 
Solid volume fraction is calculated in regions occupied by particles. Finally, two-way coupling is achieved 
by source terms for momentum exchange, viscous and inertial loss. 2D simulation of the clogging of an ideal 
filter is performed. 
1. INTRODUCTION 
Ice in flight can be disastrous. A thin layer on the airfoil degrades its ability to lift and increases its drag, 
leading the airplane to stall even at high speeds. Ice collected on wing can also broke off and be sucked into 
the engines, damaging the fan blades. An airplane can roll or pitch uncontrollably if icing occurs on the 
horizontal or vertical stabilizer. Obstruction of Pitot tube will cause the airspeed indicator to give wrong 
information. These events are related to weather (moisture, snow, freezing rain, and drizzle) and caused 
hundreds of casualties over decades. 
 
However, fuels used in jet aircraft contain significant quantities of water. Investigation of the Boeing 
777-236ER, G-YMMM crash at Heathrow in 2008 revealed that this water can create ice structures in 
aircraft fuel ducts at low temperatures and moderate flow rates. If the latter is increased, shear stress may tear 
off the ice resulting in high concentrations of particles in the fuel. Such sudden releases of large amount of 
ice are often referred as a “snow showers” [1]. 
 
 
                                                     
1
 Corresponding author 
SimHydro 2014:Modelling of rapid transitory flows,11-13 June 2014, Sophia Antipolis –Marechal E., Khelladi S., Ravelet F., 
Delepierre-Massue O,. Bakir F – Towards numerical simulation of snow showersin jet-engine fuel systems. 
 
Jet engines have complex fuel systems, involving several hydraulic components sensitive to clogging 
e.g. filters, valves or heat exchanger inlet screens. When a snow shower occurs, ice particles settle in seconds 
to form a porous layer which is likely to occasion fuel flow restrictions. Nowadays, aviation safety 
authorities require that fuel systems must be designed so that any accumulation of water which may separate 
from the fuel will not cause engine malfunctioning [2]. Hence, understanding of such flow has become a 
rising matter of interest among jet engines manufacturers over last years. 
 
In this paper, we propose a numerical approach to investigate dynamics of transient clogging of 
hydraulic components. Simulation strategies for particulate flows can be roughly classified in two categories. 
The first one is the Eulerian-Eulerian approach. The fluid phase and the dispersed phase are considered as 
interpenetrating continuum and updated using mass, momentum and energy conservation laws. Additional 
constitutive equations may be required to describe interactions between particles. This approach is well 
suited for very small particles moving with the fluid, but is not adapted to packed beds involved in clogging. 
 
Therefore we chose the second approach known as Eulerian-Lagrangian. Each particle, or group of 
similar particles (called parcel) is considered with its own position and velocity which are updated with the 
equation of motion. The effect of particles on the flow field is accounted through momentum and energy 
sources. Collisions between particles can be treated deterministically. Therefore it is possible to describe how 
they stack on each other [3]. 
2. MODELING SNOW SHOWER  
2.1 A multiphysic, multiscale phenomenon 
Snow shower are tree-stage events. The first step is a slow (several hours) growth of ice crystal within the 
aircraft fuel pipes. Then, accumulated snow is unexpectedly released and carried by the fuel into the jet-
engine fuel system. At last, ice particles will choke fuel systems components in seconds. 
2.1.1 Ice accretion onto sub cooled surfaces 
Icing is influenced by several parameters, e.g. surface properties, temperature variations of fuel and fluid 
velocity. Laboratory observations show that accretion process involves the combination of growth of ice 
crystal from the water dissolved in the fuel (frost) and deposit of supercooled droplets (rime) [4, 5]. Cristal 
growth is driven by thermodynamics: higher molecular diffusion favours adsorption of water molecules to 
the growing crystal while thermal diffusion removes latent heat released by water solidification [6]. 
2.1.2  Ice shedding 
The mechanical strength of an ice sample at a given temperature depends of the shape and size of the 
specimen, the way ice is formed, and how the load is applied. The fracture is initiated by the formation of a 
crack, depending on the crystallographic orientation, which then spread through the specimen. A generally 
fracture law has yet to be agreed upon, but correlations were proposed by several authors. Ice present weak 
tensile and shear strengths [7, 8]. Investigations following the 2008 accident demonstrated that release of 
accretion occurs when the fuel velocity is increased to the range of 0.7 to 0.8 m/s. Hence, ice shedding is 
likely caused by shear stress resulting from a drag increase [9]. 
2.1.3  Clogging 
Components with small holes are obviously threatened by ice particles. This includes filters, strainers, 
injectors and heat exchanger inlets. It is usual to provide by-pass means to such components so that if they 
were to be obstructed, fuel will continue to flow at an acceptable rate through the rest of the system. 
Accumulation of a significant quantity of ice will form a thin layer. Resulting pressure drop may cause by-
pass valves to open. Therefore it is critical to know in which extent ice particles will follow the flow through 
the by-pass and propagate in the fuel system. Given a carrier fluid, the dynamic is driven by the shape, size 
and density of ice particles. According to recent studies, ice particles size is in the range of to 1-10 μm and 
may be considered almost neutrally buoyant in fuel [10]. 
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2.2 Replicating snow showers 
The European Aviation Safety Agency (EASA) issues certification specifications to ensure the tolerance of 
fuel systems to high concentration of ice particles. CS-E 560 states: «The fuel system must be designed so 
that any accumulation of likely quantities of water which may separate from the fuel will not cause Engine 
malfunctioning. » [2]. 
2.2.1 Experimental setup 
In order to comply with international safety standards, an experimental setup was designed by the French jet-
engine manufacturer SNECMA. The equipment used to make such tests is described in more detail 
previously [11]. Briefly, pure water is introduced in cold kerosene fuel flow through a homemade injector. 
The system regulation ensure that a given quantity of water is injected at the desired volumetric flow rate 
(around 10 000 ppm). It was observed that injected water froze almost immediately when the fuel 
temperature is below -20°C. 
2.2.2 Collected ice 
80mL of water were introduced in a -45°C jet-engine fuel and ice was collected downstream by a 25 μm 
filter. The flow decreased by about 20% though the filter appeared to be completely obstructed. Figure 1 
shows the layer of ice accumulated on the filter and a close-up on ice particles. 
 
 
Figure 1: Left: clogging of a filter – Right: picture of particles 
 
Ice was collected as dry as possible from the deposit and left to melt. A volume fraction up to 50% of fuel 
was still observed. This implies that permeability of the ice layer is a combination of compactness from 
particle stacking and porosity of particles themselves. 
2.3 Assumptions 
Complete modelling of a snow shower is outside of this research scope. This paper focuses on the clogging 
of system components by ice, which is the most critical step of the phenomenon. Furthermore, we mean to 
keep the model close to what have been observed in previously described tests in the perspective of future 
validation of the method. Hence, several assumptions are made in this study: 
 
1. Supercooling droplets are not considered. 
2. Injected water is considered as already frozen. We do not consider any freezing or melting. 
3. Particles are considered already released and created at flow inlet. 
4. Particle initial velocity is set equal to the fuel one. 
5. Particles radius is evenly distributed within the range of 150-250 μm. 
6. Particles radius is assumed to remain constant throughout the simulation. 
7. Particles porosity is in the range of 0.1 to 0.5. 
8. The carrier fluid is incompressible. 
9. We restrict our study to laminar flow. 
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3. NUMERICAL METHOD 
3.1 Numerical simulation of solid dynamics 
3.1.1 Particle equation of motion 
Let consider a rigid body of mass m and inertia matrix J submitted to total forces F and torques T . Its 
center of mass has for coordinate and orientation  WX, . Its motion is governed by the following equations: 
 





TWJ
FX
dt
d
dt
d
m


, (1) 
Modelling total forces F and torques T applied on a solid particle in an infinite medium has been studied 
extensively. Various forces are involved: drag, buoyancy, Magnus, Suffman and Basset forces, virtual mass 
force. In this study we only consider drag DF , buoyancy BF  and contact forces CF . Rotation of the particle is 
discarded. Let n  denote the simulation time step of length t . The discretized equation of motion for a 
particle is: 
   211
2
1
tmt nnnn   CBD FFFXXX  , (2) 
3.1.2  Drag in a multiparticle system 
In the following, subscript M denotes the mixture, C the fluid continuum, and P the particle. Drag arises from 
the relative motion RV between the particle and the flow: 
 CPR XXV   , (3) 
 A standard relation for drag is force is: 
 RRPC
D SC VVFD 2 , (4) 
In a multiparticle system, the effect of others particles on the drag force is modelled as an increase of 
viscosity resulting from additional stress in the flow. We use the mixture viscosity model proposed by Clift 
& Al [12]: 
 
  5.21   CM , (5) 
Where  denotes the mixture viscosity, and   the fraction of volume occupied by particles. Two similarity 
hypotheses are introduced. First, the particle Reynolds number is defined as:  
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 VRe , (6) 
Then it is assume that a similarity exists between a single-particle system and a multi-particle system. The 
relation for the drag coefficient is given by: 
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P
DC , (7) 
This equation holds for particle Reynolds number lesser than 1000. Above this value, the drag coefficient 
DC should be set to a constant value of 0.44 [12]. It is also necessary to set a maximum value for DC . 
Otherwise, particle velocity may exceed fluid velocity at the end of a step. Maximum drag coefficient value 
is related to the time step. It has been found that sedimentation speed is sensitive to this parameter. 
3.1.3  Particle interactions 
The mixture viscosity model only holds for moderate solid volume fractions. In dense flow and packed bed 
we need to take into account contact forces between particles. In this paper, we derive a discrete contact 
model from equation of motions. Let i and j denotes two particles of radius ir  and jr . Let niX and njX  be their 
centers of mass. 
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We define the directional unit vector between i and j as: 
   1 ninjninj XXXXEij , (8) 
Let jiij FF  be a force exerted by particle j on particle i over a time step. This force is directed along i jE . 
Writing equation of motion (2) for each particle and taking into account ijF give the following system: 
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Where niVˆ  and njVˆ  are called “a priori” velocity of particles i and j. These velocities can be such that if no 
force is exerted between particles, there may be interpenetration. 
 
Figure 2: Particles initial position, directional vector, and a priori velocities and particles final positions given 0ijF  
Subtracting equations of motion for particles i and j in (9) give the following relation: 
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Where   111   jiij mmm .Now we perform the dot product of (10) with the directional vector i jE : 
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Let denote nijl  the projected distance between particle centers of mass and nijVˆ  the relative a priori velocity. 
To guarantee that no interpenetration occurs at the end of a time step, we need to set a constraint 
ji
n
ij rrl 1 . Introduction of this constraint in equations (11) give: 
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According to the velocity projection method introduced by Lefebvre in [13], finding the non-overlapping 
velocity field is equivalent to minimizing the following functional: 
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Solution of this saddle-point problem is obtained iteratively by the Uzawa algorithm: 
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The real  is the non-dimensional artificial time parameter. Comparison of equations (12) and (14) shows 
the relation between contact force and Lagrange multipliers: 
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3.2 Numerical simulation of fluid dynamics 
Flow simulation is performed using a homemade finite volume code. The geometry is meshed so that 
computational cells remain greater than particles. This is essential to get cell-averaged quantities as solid 
volume fraction, but can lead to rather coarse meshes. 
3.2.1  Moving Least Squares approximation 
In order to have a good accuracy of the solution, we use a high order formulation based on Moving Least 
Squares (MLS) approximants, a technique widely used in the meshless community. Let )(xu  be a function. 
Its MLS approximation )(ˆ xu is computed from a set of Ns neighbouring points called stencil where the 
value ju of )(xu  is known. The number of neighbours depends of the order of accuracy and the stencil 
should be as compact as possible, centred around the node. The MLS approximation )(ˆ xu  is written: 
   Nsj jjuNu 1)(ˆ x , (16) 
High order approximate derivatives can be expressed in terms of the derivatives of the MLS shape function. 
The n-th derivative of )(xu can be expressed: 
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, (17) 
We refer the reader to [14] for a complete description of the computation of MLS shape functions and 
derivatives. 
3.2.2  Navier-Stokes equations 
Fluid motion is governed by the well-known Navier-Stokes equations. Let  Twvu ,,U denotes the 
velocity vector (m.s-1), 0 the fluid density (kg.m-3), and p the pressure (Pa). In order to achieve two-way 
coupling between particles and fluid, we replace the fluid viscosity by previously defined mixture viscosity 
and introduce a source term VS  to account for viscous loss within the porous layer [15]:  
 
USV 
M , (18) 
Let Pd  denotes the mean particle diameter and the volumetric solid fraction. Parameter  is defined: 
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The continuity and momentum conservation equations integrated over a control volume  can be written:  
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Equations (20) and (21) are discretized using  a formulation based on MLS approximants introduced 
previously. The solution procedure is based on the SIMPLE algorithm [16]. 
4. APPLICATION: CLOGGING OF A FILTER 
By way of application we consider the simple 2D case of a filter clogged by a snow shower. An ideal filter 
(permeable to the flow but blocking any kind of particle) is located in the middle of rectangular domain 
representing a segment of pipe. Domain dimensions are 2.5 cm (the diameter) by 10 cm (the length).  
As inlet condition, we set the fluid velocity to 0.1 m/s and up to 1000 particles are seed in order to have a 
concentration of water close to 10000 ppm. The carrier fluid has a density of 850 kg/m3 and a viscosity of 
1.10-3 Pa.s. Ice particles have a density of 917 kg/m3 and porosity is set to 0.5. We set the time step to 1ms 
and perform up to 3000 iterations.  
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Figure 3 shows the evolution of the velocity field U and solid fraction  over time. Particles seem to be by 
influenced by buoyancy, though this could be due to the maximum value imposed on drag coefficient. The 
deposit starts building on the bottom of the pipe, but contact forces push particles upward until equilibrium is 
reached. The velocity field is disturbed by particles, and a global decreased of the velocity is observed as 
particles settle to form a porous layer. 
 
 
 
 
 
Figure 3: 2D simulation of transient clogging of a filter. Left: solid volume fraction field. Right: velocity magnitude 
field.  Snapshots taken at time = 0.5, 1.0, 2.0 and 3.0 seconds. 
 
Figure 4 shows the network of contact forces between particles. Because diameters are randomly generated 
between of 150 and 250 μm, the stack is irregular; Therefore some particles close to the filter are under the 
full load of the drag cumulated by the stack of particles while other are not. 
 
 
Figure 4: 2D simulation of transient clogging of a filter. Network of contact forces between particles. 
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5. CONCLUSION 
We proposed a method to simulate clogging of components by snow showers. A standard formulation is used 
to describe particle dynamics and retroaction of particles on the flow. Contacts forces between particles are 
introduced to describe the behavior of the packed bed formed by accumulating particles. We emphasize that 
the results presented here are preliminary. For purpose of illustration, a simulation is performed on the 
simple case of a 2D ideal filter in a pipe. The clogging is qualitatively consistent with experimental 
observations of snow shower dynamics. However, the method requires be extending in 3D, and confronting 
quantitatively to available experimental data. The novel high order formulation used for computation of fluid 
dynamics should allow handling of complex geometries. 
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ETUDE DU COLMATAGE DES SYSTEMES CARBURANT DE 
TURBOREACTEURS PAR DES SUSPENSIONS DENSES  
DE PARTICULES DE GLACE 
 
RESUME : Dans certaines conditions de température et de débit, l’eau naturellement 
présente dans le kérosène va givrer l’intérieur des conduites du système carburant 
avion. Ces dépôts peuvent libérer des particules de glace qui sont entrainées par 
l’écoulement, et provoquent le colmatage des équipements hydrauliques situés en 
aval. Ce phénomène fut mis en évidence suite à l’accident d’un Boeing 777 en 2008, 
aussi sa compréhension est un enjeu important pour les acteurs de l’industrie 
aéronautique. Un dispositif a été spécialement conçu pour reproduire cette menace de 
façon quantifiée. De l’eau est atomisée dans un écoulement à basse température, puis 
cristallise pour former une suspension qui vient colmater différentes cibles perforées.  
Les températures, débits et pertes de charge sont mesurées, et le phénomène est 
filmé par une caméra haute fréquence. Un modèle a été réalisé à partir de ces 
observations, complétées par des données issues de la littérature et de retours 
d’expérience. Pour la phase fluide, les équations de Navier-Stokes incompressibles 
sont résolues par une approche volumes finis. Le couplage pression-vitesse est obtenu 
par l’algorithme SIMPLE et l’ordre élevé au moyen de la méthode MLS. La phase 
solide est simulée par éléments discrets. L’interaction fluide-particules repose sur une 
approche de type milieu poreux. Un code CFD-DEM parallèle a été développé, et les 
premières simulations d’écoulement en milieu granulaire sont en bon agrément avec 
des résultats expérimentaux. 
Mots clés : Colmatage, CFD-DEM, Glace, SIMPLE, MLS, Volumes finis, 
Turboréacteur. 
CLOGGING OF JET-ENGINE FUEL SYSTEM 
BY DENSE SUSPENSIONS OF ICE PARTICLES 
 
ABSTRACT : Water, which exists naturally in jet-engine fuel, may freeze within the 
aircraft fuel pipes under certain temperatures and flow rates. The ice particles released 
by these deposits are entrained by the flow, and clog the hydraulics downstream. The 
understanding of this phenomenon, highlighted by the crash of a Boeing 777 in 2008, is 
an important issue for the aviation industry. Therefore a device has been designed to 
reproduce this threat in a controlled and quantified way. Water is atomized in low 
temperature jet-engine fuel and the droplets crystallize. The resulting slurry clogs 
different kinds of perforated targets. Temperatures, flow rates and pressure drops are 
monitored, and the phenomenon is filmed by a high frequency camera. A model was 
constructed based on these observations and data from literature and feedbacks. For 
the fluid phase, the incompressible Navier-Stokes equations are solved within a finite 
volume framework. The pressure-velocity coupling is achieved using the SIMPLE 
algorithm and high order of accuracy thanks to the MLS method. The solid phase is 
simulated using discrete elements. The fluid-particle interaction is based on a porous 
medium approach. A CFD-DEM parallel code has been developed to run the model. 
The first simulations of flow through granular media are in good agreement with 
experimental results. 
Keywords : Clogging, CFD-DEM, Ice, SIMPLE, MLS, Finite Volumes, Jet-engine. 
