There are numerous applications in physics, statistics and electrical circuit simulation where it is required to bound entries and the trace of the inverse and the determinant of a large sparse matrix. All these computational tasks are related to the central mathematical problem studied in this paper, namely, bounding the bilinear form u T f(A)v for a given matrix A and vectors u and v, where f is a given smooth function and is de ned on the spectrum of A.
Introduction
The central problem studied in this chapter is to estimate a lower bound L and/or an upper bound U, such that L u T f(A)v U; (1) where A is an n n given real matrix, u and v are given n-vectors, and f is a given smooth function and is de ned on the spectrum of the matrix A. For example, if A is an n n nonsingular matrix, f( ) = 1= , and u = v = e i , the ith column of (1) is to bound the ith diagonal element of the inverse of the matrix A. If we take the sum of all diagonal elements of the inverse of the matrix A, then a related problem is to estimate bounds on the trace of the inverse of A, tr(A ?1 ). Later, we will see that estimating bounds of the determinant det(A) of A is also a related problem.
When the matrix size n is small, say n 200, we can compute the quantity u T f(A)v explicitly by using dense matrix computation methods 8].
In general, such methods may require O(n 2 ) memory storage and O(n 3 ) oating point operations.
Therefore, when n is large, it is impractical to compute u T f(A)v explicitly. In this chapter, we will study numerical methods in which the matrix in question is only referenced in the form of matrix-vector products. Because of this feature, the methods are well-suited for large sparse matrices or large structured dense matrices for which matrix-vector products can be computed cheaply. They will normally take about O(3n + ) words of memory and O(j ) oating point operations, where is the required memory for storing the matrix and/or forming matrix-vector products, is the cost of matrix-vector product and j is the number of iterations. Using variational principles, Robinson and Wathen have studied a special case of the problem (1), namely, bounding the entries of the inverse of a matrix 18]. Golub, Meurant and Strakos have studied the problem (1) when the matrix A is symmetric positive de nite 6, 7] . They closely examined the application of their approach for bounding the entries of the inverse of a matrix. Quadrature rules, orthogonal polynomial theory and the underlying Lanczos procedure are the tools used in their approach.
In this chapter, we will follow the work in 6, 7] and further develop it in the following aspects. First, we will discuss some practical implementation issues of algorithms. Second, we will show how to use the proposed algorithms for bounding the quantities (A ?1 ) ij , tr(A ?1 ) and det(A), where the matrix A is not necessarily symmetric positive de nite. Third, we will present a Monte Carlo approach for estimating the quantities tr(A ?1 ) and det(A), which signi cantly reduces the computational cost and obtain a truly practical method for dealing with large scale matrices.
A number of applications of problem (1) have been discussed in 7], such as estimating the accuracy of the CG method for solving large linear system of equations and solving constraint quadratic optimization. New sources of applications are in the elds of fractals 19, 12, 22] and lattice Quantum Chromodynamics (QCD) 10, 20, 2]. In fact, the QCD applications are the main motivation of our current studies. It is said that a large fraction of the world's supercomputer time is being consumed by physicists in lattice QCD to meet their stringent numerical computation demands. Some of their computational kernels are focused on solving large scale matrix computation problems, such as computing the trace of the inverse and the determinant of matrices of order millions. Numerical analysts have been advised for years that these quantities are too numerically sensitive to compute. Computational physicists with little or no help from numerical analysts have developed numerical techniques to compute these quantities. In this chapter, we aim to develop practical numerical techniques to tackle these di cult matrix computation problems that have eluded us for years. We believe that our approaches are more e cient than those currently being used by practitioners.
The rest of this chapter is organized as follows: In x2, we review the basic idea of algorithms presented in 6, 7] , and discuss a number of practical implementation issues of algorithms. x3 discusses the applications of the approaches for estimating the bounds of the entries and trace of the inverse of a matrix and the determinant.
A Monte Carlo approach and the related con dence bounds are studied in x4. x5 collects some numerical results. This chapter is concluded with open problems and future work.
Basic Algorithm
In this section, we rst review the approach presented in 6, 7] for estimating the quantity u T f(A)v and then discuss some implementation issues. We will assume that the matrix A is symmetric positive de nite. In the next section, we will show how to use these algorithms to bound the entries of the inverse of a matrix A, tr(A ?1 ) and det(A), where A is not necessarily symmetric positive de nite.
Main idea
The main idea of the approaches proposed in 6, 7] is to rst transform the central problem (1) to a Riemann-Stieltjes integral problem, and then use quadrature rules to approximate the integral, which brings the orthogonal polynomial theory and the underlying Lanczos procedure into to the picture. Let us go through the main idea. Since A is symmetric, the eigen-decomposition of A is given by A = Q T Q, where Q is an orthogonal matrix and is a diagonal matrix with increasingly ordered diagonal elements i . Then if < a = 1 P i j=1ũ jṽj ; if i < i+1 P n j=1ũ jṽj ; if b = n :
A way to obtain an estimate for the Riemann-Stieltjes integral is to use Gauss-type quadrature rules 3, 1]. The general quadrature formula is of the form
where the weights f! j g and f k g and the nodes f j g are unknown and to be determined. The nodes f k g are prescribed. The integration error (remainder) is In the Gauss-Radau and Gauss-Lobatto rules, the nodes f j g, f k g and weights f! j g; f j g come from eigenvalues and the squares of the rst elements of the normalized eigenvectors of an adjusted tridiagonal matrix ofT j 0 , which has the prescribed eigenvalues a and/or b, i.e., a and/or b are roots of the polynomial p j+1 ( ) 6].
To this end, we recall that the classical Lanczos procedure is an elegant way to compute the orthonormal polynomials p j ( ) 14, 6] . We have the following algorithm in summary form. Remark 2 On the return of the algorithm, for the Gauss rule, from the expression of R f], we know that if f (2n) ( ) > 0 for any n and , a < < b, then I j is a lower bound L. For the Gauss-Radau rule, if f (2n+1) ( ) < 0 for any n and , a < < b, then I j (with b as a prescribed eigenvalue ofT j 0 ) is a lower bound L, and I j (with a as a prescribed eigenvalue ofT j 0 ) is an upper bound U. For the Gauss-Lobatto rule, if f (2n) ( ) > 0 for any n and , a < < b, then I j is an upper bound U.
Remark 3 If the Gauss rule is used, no adjustment of the tridiagonal matrix T j is necessary, i.e.,T j 0 = T j . If the Gauss-Radau rule is used, steps 5, 6 and 7 are executed twice. We need to construct the polynomial p j+1 ( ) such that p j+1 (a) = 0 and p j+1 (b) = 0, respectively, i.e., we need to extend the matrix T j tõ
where the parameter is chosen such that a and b is an eigenvalue ofT j 0 , respectively. From 4, 6], we know that = a + j and = b + j , respectively, where j is the last component of the solution of the tridiagonal system (T j ? aI) = 2 j e j or (T j ? bI) = 2 j e j :
If the Gauss-Lobatto rule is used, we need to construct p j+1 ( ) such that p j+1 (a) = p j+1 (b) = 0, i.e., T j is updated tõ 
Therefore, in the case where the (1,1) entry of f(T j 0 ) can be easily computed, the computation of the eigenvalues and eigenvectors ofT j 0 is not necessary (see x3 We know from above that a lower bound L i and/or upper bound U i can be estimated for each diagonal element (A ?1 ) ii , i = 1; 2; : : : ; n: Thus, a lower bound of tr(A ?1 ) is given by P n i=1 L i and an upper bound is given by P n i=1 U i . However, this would require executing Algorithm 1 n times. Although it only takes about O(j ) ops (the main cost is for the matrix-vector product) to run Algorithm 1 once, if we run the algorithm n times, it will cost O(nj ) ops. It ends up with the same computational complexity as the dense matrix computation methods which is unacceptable in practice. In the next section, we will propose a Monte Carlo approach to estimate tr(A ?1 ) which only requires executing Algorithm 1 m times, where m is signi cantly smaller than n, say m = 30 to 50. It results in a signi cant saving in terms of computational costs.
Bounds on det(A)
It can be easily veri ed by using the eigen-decomposition that for a symmetric positive de nite matrix A: ln(det(A)) = tr(ln(A)); (6) i.e., det(A) = exp(tr(ln(A))): (7) Therefore, if we let f( ) = ln , then the problem of estimating det(A) is reduced to bound the trace of the matrix natural logarithm function ln(A), i.e., P n i=1 (ln(A)) ii .
Note that f (2n+1) ( ) = (2n)! ?(2n+1) > 0 and f (2n) ( ) = ?(2n ? 1)! ?(2n) < 0 for any n and 0 < a < < b, then we know that by applying Algorithm 1 with the Gauss rule, at convergence, I j gives an upper bound U i of (ln(A)) ii . A lower bound L i and an upper bound U i of (ln(A)) ii can be obtained by using Algorithm 1 with the Gauss-Radau rule. A lower bound of U i can be obtained by using Algorithm 1 with the Gauss-Lobatto rule.
However, if we try to bound each (ln(A)) ii for 1 i n, it requires running Algorithm 1 n times and could be too costly to use in practice. The Monte Carlo approach to be discussed in x4 will relieve this computational burden in practice. 
Let equation (6) apply to the matrix A T A where we assume A is nonsingular, then we have det(A T A) = exp(tr(ln(A T A))):
On the other hand, by the property of determinant, we have
det(A T A) = det(A T ) det(A) = (det(A)) 2 :
Therefore, let f( ) = ln , we can estimate tr(f(A T A)) using the approach described in x3, and then det(A) = q exp(tr(ln(A T A))): The drawback with this approach is that the sign of the determinant is lost. But in the QCD application, we know the sign of the determinant in advance from the physical properties of the matrix involved 16, 20].
Monte Carlo Approach and Con dence Interval
In this section, we will develop a Monte Carlo approach for bounding the quantity tr(f(A)). Instead of applying Algorithms 1 n times for each diagonal element f(A) ii , the Monte Carlo approach only applies Algorithm 1 m times to obtain an unbiased estimator of tr(f(A)), where m n. The saving in computational costs is signi cant. Probabilistic con dence bounds for the unbiased estimator are also presented in this section.
Theory
The Monte Carlo approach is based on the following proposition 11, 2]. U i : (10) It is natural to expect that with a suitable sample size m, the mean of the computed bounds yields a good estimation of the quantity tr(H).
To quantitatively assess the quality of such estimation, we now turn to the question of con dence bounds of the estimation. In other words, we want to nd an interval so that the exact value of tr(H) is in such interval with probability p, where 0 < p < 1. There is a Hoe ding's exponential inequality in probability theory which can be used to derive such con dence bounds 17]. 
Algorithm
We now present a Monte Carlo algorithm which computes an unbiased estimator of tr(f(A)) where A is symmetric positive de nite. The algorithm will also return a con dence interval with user speci ed probability. Algorithms for the non-symmetric positive de nite case can be developed in a similar framework using the strategies discussed in x3.
First, we note that, heuristically, the means of L i and U i are very sharp bounds of z T i Az i , which is an unbiased estimator of tr(H). It would be ideal if we could have a sharp con dence interval, i.e., =m is small. However, from equation (13), we may have to choose quite a large number of samples m. It would be too expensive to run such a large number of samples. Instead, we suggest to choose a xed number of samples m and the probability p to compute the corresponding con dence interval. Here is the algorithm based on the Monte Carlo approach: Algorithm 2. Suppose A 2 IR n n is symmetric positive de nite and (A) a; b].
Let m be a chosen number of samples. Then the following algorithm computes (a) an unbiased estimator I p of the quantity tr(f(A)), and (b) a con dence interval (L p ; U p ) such that tr(f(A)) 2 (L p ; U p ) with a user speci ed probability p, where 0 < p < 1. 
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polynomials and the underlying Lanczos procedure are beautifully connected and turned into an e cient algorithm. In this chapter, we have further developed the approach in a number of practical aspects. Something old, something new, and something borrowed. Preliminary numerical results for di erent matrices demonstrate the high-performance of the new approach.
Our near future work includes studying the ill-conditioning problems and preconditioning techniques, improving the con dence bounds, and investigating orthogonal polynomials with variable sign 21, 5] and related quadrature rules to solve the estimation problem with u 6 = v directly. The ultimate goal of this study is to develop truly e cient algorithms to solve such types of matrix computation problems where the matrices involved may be complex, non-Hermitian and of order millions. These matrix computation problems are arising in modern lattice QCD and other scienti c computing elds.
