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RÉSUMÉ 
L'inférence causale permet de tirer des conclusions sur des relations de cause à effet 
à l'aide d'observations empiriques. Alors que l'inférence causale peut généralement 
s'effectuer assez facilement à l'aide de données provenant d'études randomisées, il en 
va autrement lorsque des données d'études observationnelles sont utilisées. Toutefois, 
les études randomisées ne sont pas toujours possibles. Dans cette thèse, nous abordons 
la problématique de la sélection de modèles visant l'inférence causale à l'aide de 
données d'observation sous deux angles distincts. 
Dans un premier temps, nous abordons le contexte où les connaissances substantielles 
(c'est-à-dire du domaine d'application) sont peu développées. Nous étudions la 
méthode de sélection de modèles pour l'inférence causale Bayesian Adjustment for 
Confounding (BAC) et présentons des développements récents par rapport à cette 
méthode. Notamment, une justification plus formelle à la validité de BAC pour 
l'estimation de l'effet causal d 'exposition ainsi que des procédures visant à choisir 
une valeur de l'hyperparamètre w de BAC minimisant l'erreur quadratique moyenne 
(EQM) sont étudiées. La performance de BAC en termes d'EQM se révélant décevante, 
nous élaborons une nouvelle approche de sélection de modèles pour l'inférence 
causale, Bayesian Causal Effect Estimation (BCEE). BCEE partage certaines similarités 
avec BAC ainsi qu'avec le modèle moyen bayésien. Cependant, contrairement à ces 
approches, BCEE est motivée par le paradigme graphique causal. Les études de 
simulations réalisées suggèrent que BCEE permet généralement de réduire au moins 
légèrement, et parfois notablement, l'EQM de l'estimateur de l'effet causal d'exposition 
par rapport à un modèle de réponse complet et par rapport à BAC. La performance de 
BCEE peut même approcher celle du vrai modèle d'exposition dans des conditions 
idéales. 
Dans un deuxième temps, nous abordons la sélection de modèles pour l'inférence 
causale dans un contexte où les connaissances du domaine d'application sont 
plus développées. Une méthodologie statistique utilisant les modèles structuraux 
marginaux (MSMs) et ayant servi à analyser les données du Honolulu Heart Program est 
décrite. Cette analyse visait à estimer les relations causales entre l'activité physique, 
la tension artérielle et la mortalité. La méthodologie développée comporte plusieurs 
éléments novateurs, dont une utilisation élargie du paradigme graphique à l'inférence 
causale, la validation et l'amélioration de graphes acycliques orientés à l'aide de 
modèles d 'équations structurelles ainsi que l'introduction de MSMs conditionnels à 
des variables variant dans le temps. Pour l'application étudiée, l'approche proposée 
facilite la sélection des variables utilisées pour la pondération des MSMs, étape 
charnière et complexe de l'implantation de ces modèles. 
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Finalement, nous étudions le choix d'une stabilisation des poids utilisés pour les MSMs 
en relation avec le modèle structurel choisi. Il est montré que la stabilisation des 
poids des MSMs peut non seulement avoir un impact sur la variance des estimateurs 
obtenus, mais également sur leur biais. À l'aide d 'un exemple illustratif puis d'études 
de simulations, nous démontrons que les poids stabilisés usuels peuvent conduire à 
des estimateurs biaisés lorsque le modèle structurel implanté n' inclut pas l'ensemble 
de l'historique d 'exposition alors que le modèle structurel réel dépend de l'ensemble 
de l'historique d 'exposition. Par contre, les poids stabilisés simples se révèlent être 
robustes au biais introduit par une telle erreur de spécification du modèle. 
Mots-clés : Inférence causale, sélection de modèles, confusion, variable confondante, 
modèles structuraux marginaux, pondération par probabilité inverse. 
INTRODUCTION 
L'inférence causale pourrait être définie comme étant le processus qui permet de 
tirer des conclusions sur des relations de cause à effet. Une définition formelle de 
l'inférence causale ne saurait toutefois transmettre jusqu'à quel point la pensée causale 
est naturelle chez l'être humain. Dès l'enfance, nous observons les conséquences de 
nos actions et effectuons ainsi, d'une certaine manière, de l'inférence causale. À titre 
d 'exemple, on peut s'imaginer une situation similaire à celle présentée par Rothrnan & 
Greenland (2005): un enfant jouant avec un interrupteur et découvrant qu'une lumière 
s'allume ou s'éteint selon la position de l'interrupteur. Alors que l' inférence causale 
peut se faire assez facilement dans une situation aussi simple où l'effet (lumière) de la 
cause (position de l'interrupteur) peut s'observer immédiatement, le processus menant 
à l'inférence causale est souvent bien plus compliqué. 
Imaginons maintenant que nous voulons déterminer les effets à long terme de la 
consommation régulière de vin rouge sur notre santé. D'une part, les effets qui nous 
intéressent sont à long terme; ils ne peuvent pas être observés immédiatement. Il 
est alors difficile d'être certain que les résultats observés sont bel et bien dus à 
la consommation régulière de vin rouge et non à d 'autres facteurs. D'autre part, 
l'expérience ne pourrait s'effectuer individuellement. Afin de déterminer comment sa 
santé à long terme est affectée par le vin rouge, un même individu ne pourrait à la fois 
en consommer régulièrement et ne pas en consommer. 
Bien que le processus d'inférence causale soit généralement complexe, il est d'une 
importance extrême. Dans le domaine de la santé, les techniques d'inférence causale 
permettent d'évaluer l'effet d 'une intervention potentielle sur la santé des individus 
et ainsi contribuer à améliorer la santé publique. Par exemple, des études utilisant 
des techniques statistiques d'inférence causale suggèrent que le Zidovudine améliore 
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la survie des hommes atteints du VIH (Hernan et al., 2000), que l'utilisation 
d'antirétroviraux hautement actifs augmente le temps avant de devenir atteint du 
SIDA ou de décéder chez les hommes atteints du VIH (Cole et al., 2003) et que la 
consommation d' Aspirin favorise la survie des femmes atteintes du cancer du sein 
(Holmes et al., 2010). 
Il n'est donc pas surprenant que la recherche en inférence causale ainsi que ses 
applications soient en pleine croissance. Toutefois, malgré cet intérêt grandissant pour 
l'inférence causale, il existe encore de nombreux défis dans ce domaine. Ceux-ci sont 
particulièrement importants lorsqu'on désire effectuer de l'inférence causale avec des 
données d'observation, c'est-à-dire des données où l'exposition des sujets n'est pas 
décidée ou contrôlée par l'investigateur. Sommairement, afin d'effectuer de l'inférence 
causale sur la base de données d'observation, il est nécessaire de contrôler pour les 
variables dites confondantes. Ce contrôle peut se faire directement au moment de 
récolter les données, par exemple par appariement, ou au moment d'analyser les 
données, par exemple avec un modèle statistique. 
Dans cette thèse, nous nous intéressons à l'estimation d'un effet causal à l'aide 
d'un modèle statistique avec des données d'observation. Nous abordons plus 
spécifiquement la problématique de la sélection de modèles visant l'inférence causale. 
Le premier chapitre effectue une brève introduction aux paradigmes contrefactuel et 
graphique à l'inférence causale et présente la problématique étudiée dans cette thèse. 
Le reste de la thèse comporte deux grandes parties. 
La première partie de la thèse, constituée des chapitres 2, 3 et 4, porte sur des 
méthodes statistiques d'inférence causale où la sélection de modèles est dirigée par 
les données observées. Plus spécifiquement, le deuxième chapitre effectue une revue 
non exhaustive des écrits scientifiques portant sur ce genre de méthodes. Le troisième 
chapitre présente en plus grand détail l'algorithme Bayesian Adjustment for Confounding 
(BAC) récemment proposé par Wang et al. (2012a), ainsi que les développements 
auxquels j'ai contribué durant mon doctorat concernant cet algorithme. Le chapitre 
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4 comporte une version longue d'un article en langue anglaise à paraître dans Journal 
of Causal Inference et qui introduit un nouvel algorithme de sélection de modèles pour 
l'inférence causale : Bayesian Causal Effect Estimation (BCEE). Cet algorithme possède 
quelques points en commun avec BAC, mais vise à produire un estimateur de l'effet 
causal plus performant, en termes d'erreur quadratique moyenne, que l'estimateur 
obtenu avec BAC. 
La deuxième partie de la thèse est formée des chapitres 5, 6 et 7 et aborde 
l'identification de modèles adéquats pour l'inférence causale dans un contexte où un 
ensemble de variables potentiellement confondantes de taille raisonnable peut être 
identifié sur la base de la littérature scientifique. Les travaux présentés se rapportent 
à une application pratique de techniques d'inférence causale et aux développements 
méthodologiques qui y sont associés. Plus précisément, le chapitre 5 introduit l'étude 
sur laquelle l'application a porté, le Honolulu Heart Program (HHP), ainsi que les 
modèles utilisés pour analyser les données, les modèles structuraux marginaux 
(MSMs) . Le sixième chapitre est formé d 'une version longue d'un article qui sera 
prochainement soumis à Epidemiology et décrivant l'approche méthodologique suivie 
pour analyser les données du HHP. Nous y décrivons, entre autres, comment les MSMs 
peuvent être imbriqués dans le paradigme graphique pour l' inférence causale et ainsi 
faciliter l'implantation des MSMs. Le septième chapitre contient un article scientifique 
publié dans Statistics in Medicine. Nous y exposons une problématique concernant 
l'utilisation des poids stabilisés dans les MSMs. Nous nous intéressons par le fait même 
au choix du type de poids à utiliser dans les MSMs et, ainsi, à la spécification d'un 
modèle approprié pour effectuer de l'inférence causale. La thèse se termine avec une 
discussion permettant de mettre en perspective les travaux de recherches présentés 
dans les chapitres précédents. 

CHAPITRE I 
LES PARADIGMES CONTREFACTUEL ET GRAPHIQUE À L'INFÉRENCE 
CAUSALE 
Dans ce chapitre, nous présentons les deux principaux paradigmes à l'inférence 
causale, soit le paradigme contrefactuel et le paradigme graphique. Ce faisant, nous 
introduisons également la problématique étudiée dans cette thèse. 
1.1 Le paradigme contrefactuel 
Le paradigme contrefactuel, également appelé le paradigme des issues potentielles 
(potential outcomes), a d'abord été élaboré par Neyman (Neyman, 1923) pour étudier 
les expériences randomisées. Une généralisation permettant d 'étudier les liens causaux 
avec des données d'observation a par la suite été réalisée par Rubin (Rubin, 1974). 
1.1.1 Notation 
Soit Y, la variable aléatoire correspondant à l'issue étudiée, par exemple le fait 
de développer ou non une maladie, et soit X, la variable aléatoire correspondant 
à l'exposition 1, par exemple la prise d 'un certain médicament. Afin de simplifier 
la présentation, nous supposons que Y et X sont binaires (0/1), bien qu'une telle 
hypothèse ne soit pas nécessaire. Nous notons également par l'indice i = 1, .. . , n les 
1. Nous utilisons les termes << exposition » et << traitement >> de façon interchangeable dans cette thèse. 
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sujets échantillonnés et utilisons les lettres minuscules y et x pour représenter les 
réalisations des variables aléatoires Y et X, respectivement. 
1.1.2 Définition de l'effet causal 
Le paradigme contrefactuel demande d'imaginer que, pour chaque individu, il existe 
deux issues potentielles, ou contrefactuelles : 1) l'issue potentielle correspondant à 
l'exposition, Y( x = 1) et 2) l'issue potentielle correspondant à l'absence d'exposition, 
Y( x = 0). Pour que de telles quantités aient un sens, il est nécessaire de faire 
l'hypothèse que chaque individu a des probabilités non nulles d'être exposé et d'être 
non exposé (hypothèse de positivité, positivity). Cette hypothèse ne serait pas respectée, 
par exemple, dans un contexte où l'on chercherait à comparer deux traitements, mais 
qu'un des deux est contrindiqué pour certains patients en raison d'autres problèmes 
de santé. De tels patients auraient alors une probabilité nulle d 'avoir le médicament 
contrindiqué. Formellement, l'hypothèse de positivité se définit comme suit. 
Définition 1.1. Soit un traitement ou une exposition X et un ensemble de covariables Z 
(possiblement Z = 0 ). Il y a positivité conditionnellement à Z si P(X = x iZ = z) > 0 
pour tout x et z tels que f (z) > O. 
En pratique, il est également commun de faire l'hypothèse que le niveau d'exposition 
reçu par un individu n'affecte pas l'issue des autres individus et qu'il n'existe pas 
plusieurs versions de chaque niveau d'exposition (hypothèse de stabilité de la valeur 
du traitement pour l'unité, stable unit treatment value assumption - SUTVA). Cette 
hypothèse est en fait implicitement nécessaire pour définir les deux issues potentielles, 
car, sans elle, l'écriture de Y(x = 1) et de Y( x = 0) n'a plus de sens. L'hypothèse 
SUTVA n'est pas raisonnable, par exemple, dans le contexte de maladies contagieuses. 
Dans ce contexte, le fait qu'une partie de la population reçoive un traitement pour 
prévenir la maladie peut non seulement réduire le risque d'être malade chez les traités, 
----------------------
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mais également chez les non-traités. Le traitement a ainsi une valeur, ou une utilité, 
différente pour un sujet donné en fonction du traitement reçu par les autres sujets. 
L'utilisation des deux issues potentielles, Y(x = 1) et Y(x = 0), permet de définir 
différentes quantités causales. 
Définition 1.2. 
- Effet causal pour le sujet i: Y;(x = 1) - Y;(x = 0); 
- Effet causal moyen: IE[Y(x = 1) - Y(x = 0)]; 
- Effet causal moyen chez les traités : IE [Y(x = 1) - Y(x = 0) IX= 1] ; 
- Rapport de risque causal: IE[Y(x = 1)]/IE[Y(x = 0)]; 
d l . IEJY(x= l)]/(l -1ElY(x=l 2J) 
- Rapport e cotes causa . IE [Y(x-O)J / (l -IE[Y(x-O)]) · 
Le problème fondamental de l'inférence causale est que les deux issues potentielles ne 
peuvent pas être observées simultanément pour un même individu, de sorte que les 
quantités causales définies précédemment ne peuvent pas être estimées directement à 
partir des données. Cependant, on suppose que l'issue factuelle, c'est-à-dire l'issue 
réellement observée, est la même que l'issue potentielle correspondant au niveau 
d'exposition observé (hypothèse de cohérence, consistency). 
Définition 1.3. Il y a cohérence si 
- Xi = 0 =>Y;= Y;(x = 0), 
- Xi= 1 => Y;= Y;(x = 1). 
Sous cette hypothèse, on observe pour chaque individu l'une des deux issues 
potentielles. Il est ainsi possible d 'estimer IE[Y(x = 1)] et IE[Y(x = 0)] avec les données 
d 'une expérience randomisée idéale. Notons par no et n1 le nombre d'observations 
pour lesquelles Xi = 0 et Xi = 1, respectivement. Alors IE[Y(x = 0)] et IE[Y(x = 1)] 
peuvent être estimées sans biais par i}o = L {i 
1 
x;=O} Yi/no et iJ1 = L{i 1 x;=l} yifnl 
respectivement (Rubin, 1974), où {i 1 Xi = a} dénote l'ensemble des is tels que 
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Xi = a. Ce résultat découle du fait que, dans le cadre d'une expérience randomisée 
idéale, le niveau d'exposition est décidé de façon totalement aléatoire. Ainsi, toutes les 
caractéristiques pré-exposition des sujets, ainsi que les réponses potentielles sont, en 
moyenne, équilibrées entre les deux groupes. 
Proposition 1.1.1. IE(Yo) = IE[Yi(xi = 0)] et IE(Yl ) = IE[Yi(xi = 1)]. 
Démonstration. 
IE[Yo] = lE [ L Yi/no] 
{ilx;=O} 
= IE[Yi iXi = 0] 
= IE[Yi(xi = O) IXi = 0] 
= IE[Yi(xi = 0)] 
(hypothèse de cohérence) 
(Yi(xi = 0) ll X i en raison de la randomisation) , 
où ll dénote l'indépendance statistique. De la même façon, on peut montrer que 
0 
1.1.3 Confusion 
Nous avons montré qu'il est simple d'estimer IE[Y(x = 1)] et IE[Y(x = 0)] à partir 
de données provenant d ' une expérience randomisée idéale. Il est cependant plus 
difficile d'accomplir cette tâche à partir de données d'observation. En effet, en 
absence de randomisation, différents facteurs peuvent influencer à la fois le niveau 
d 'exposition des sujets et leur réponse observée. Dans une telle situation, les réponses 
contrefactuelles ne sont pas nécessairement équilibrées entre le groupe exposé et le 
groupe non exposé. La différence naïve Y1 - Yo peut alors estimer de façon biaisée 
l'effet causal moyen IE[Y(x = 1) - Y(x = 0)]. En effet, la dernière étape de la preuve 
précédente ne pourrait pas être effectuée, car Yi(xi = 0) .)i X i· On dira alors qu'il y a 
de la confusion. 
-------------
Définition 1.4. Il y a absence de confusion pour la relation causale entre X et Y si et 
seulement si {Y (O) , Y(1)} Jl X (hypothèse forte d'ignorabilité) . 
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Afin d'estimer sans biais l'effet causal, une approche est de « contrôler » pour 
les variables confondantes. Ces variables confondantes sont souvent conceptualisées 
comme étant les causes communes de l'exposition et de la réponse (VanderWeele & 
Shpitser, 2011). Une condition suffisante pour estimer sans biais l'effet causal moyen 
est de contrôler pour un ensemble de variables Z satisfaisant l'hypothèse faible 
d'ignorabilité conditionnelle (Rosenbaum & Rubin, 1983): 
Y(x) Jl X IZ , pour xE {0, 1} . (1.1) 
Démonstration. 
LIE[YIX = 0, Z = z]P(Z = z) = LIE[Y(x = O) IX = 0, Z = z]P(Z = z) 
z z 
= LIE[Y(x = O) IZ = z]P(Z = z) 
z 
= IE[Y(x = 0)], 
où I::z représente une somme (possiblement infinie ou une intégrale) sur toutes les 
valeurs possibles de Z (voir Pearl (2009)). La preuve est effectuée de la même façon 
pour le cas X = 1. 0 
Remarquons que cette hypothèse est respectée dans le cas d'un étude randomisée 
idéale, conditionnellement à Z = 0 , justement en raison de la randomisation. 
L'hypothèse faible d'ignorabilité conditionnelle est toutefois invérifiable en pratique à 
partir des données puisque, pour chaque individu, une seule des issues potentielles 
est observée. On comprend ainsi facilement la difficulté d'identifier les variables 
confondantes Z. Par ailleurs, même si l'on parvient à identifier un ensemble Z 
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suffisant, il existe plusieurs options pour contrôler pour ces variables. Le choix d'une 
approche appropriée et efficace peut lui-même être ardu. 
1.2 Le paradigme graphique 
Le paradigme graphique à l'inférence causale a été, dans une large mesure, formalisé 
grâce aux travaux de Pearl (Pearl, 2009). Toutefois, l'idée d'utiliser des graphes pour 
représenter les liens entre différentes variables et d'en tirer des conclusions sur les 
relations causales entre ces variables proviendrait de Wright (Wright, 1921). 
Afin de décrire le paradigme graphique à l'inférence causale, nous employons une 
notation similaire à celle utilisée dans la section précédente, c'est-à-dire que nous 
utilisons Y pour représenter la variable aléatoire correspondant à l'issue d'intérêt et X 
pour représenter la variable aléatoire correspondant à l'exposition. Nous nous servons 
de la figure 1.1 afin d'illustrer les différents concepts présentés. 
Figure 1.1: Exemple de graphe acyclique orienté pour des données d'observation 
1.2.1 Construction d'un graphe 
Le paradigme graphique nécessite de tracer un graphe pour représenter les liens entre 
les variables pertinentes à l'étude de la relation causale entre X et Y (nous reviendrons 
sur le choix des variables à inclure dans le graphe). Dans le graphe, les variables 
sont représentées par des sommets (par exemple X, Y, U1 et U2 dans la figure 1.1) 
et les liens de cause à effet sont représentés par des flèches (par exemple X -+ Y) . 
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L'absence de flèche entre deux variables (par exemple entre Y et U2 ) constitue donc 
une hypothèse d'absence de lien de cause à effet direct entre ces deux variables (on 
suppose que Y n'a pas d 'effet causal direct sur U2 et vice-versa). Tous les liens ont par 
ailleurs une et une seule direction (le graphe est dit orienté). Notons qu'on représente 
parfois la présence d 'une cause commune non-observée entre deux variables par une 
flèche bidirectionnelle. Toutefois, cette notation n 'est qu'un raccourci, puisque les liens 
causaux bidirectionnels ne sont pas permis dans le paradigme graphique causal. 
En plus d'être orienté, le graphe doit également être acyclique, c'est-à-dire qu'en 
partant de n'importe quelle variable du graphe et en suivant le sens des flèches, il est 
impossible de retourner au point de départ. Cette hypothèse peut facilement se justifier 
par l'axiome causal qui veut que toute cause précède temporellement son effet. Il serait 
donc illogique qu'un graphe causal contienne un cycle. Puisque le graphe construit 
doit à la fois être acyclique et orienté, on dit qu'il s'agit d'un graphe acyclique orienté 
(directed acyclic graph, DAG). 
Définition 1.5. Un graphe est formé d'un ensemble V de sommets et d'un ensemble E 
d'arêtes permettant de relier un à un certains (possiblement aucun) sommets. Un graphe 
est dit orienté si toutes ses arêtes ont une et une seule direction (les arêtes sont des 
flèches unidirectionnelles). Un graphe orienté est acyclique si, pour chaque v E V , il 
est impossible de trouver un chemin (un ensemble contigu d'arêtes) menant de v à v en 
suivant le sens des arêtes. 
Nous avons mentionné précédemment que le graphe doit représenter les liens entre 
les variables pertinentes à l'étude de la relation causale entre X et Y, sans préciser la 
nature des variables pertinentes. En fait, pour pouvoir étudier la relation causale entre 
X et Y à partir du DAG, il faut que le DAG soit causal, c'est-à-dire qu'il doit inclure 
toutes les variables (observées ou non) qui sont des causes communes de toutes les 
paires de variables représentées sur le graphe (Hermin & Robins, 2015). 
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Définition 1.6. Un DAG causal est un DAC pour lequell) une absence d'arête entre 
deux sommets VI et v2 peut être interprétée comme une absence d'effet causal direct entre 
VI et v2, 2) toutes les causes, observées ou non, de chaque paire d'éléments de V sont 
également sur le graphe, et 3) la présence d'un chemin menant de V I à v2 en suivant le 
sens des arêtes implique que vi est une cause de v2 . 
1.2.2 Vocabulaire 
Afin de simplifier le reste de la présentation, nous introduisons quelques mots de 
vocabulaire utilisés dans le paradigme graphique. 
On dira qu'un ensemble de sommets et de flèches contigus constitue un chemin (par 
exemple UI ~ X Y ou U2 +- X Y). Un chemin est orienté si les flèches vont 
toutes dans la même direction (par exemple UI ~ X ~ Y). Un chemin porte-arrière 
entre deux variables X et Y est un chemin entre X et Y ayant une flèche pointant vers 
X (par exemple X +- UI ~ Y). Un collisionneur (collider) est une variable sur un 
chemin vers laquelle deux flèches pointent (par exemple, Y est un collisionneur dans 
X ~ Y U1). 
Il est également commun d'utiliser un vocabulaire généalogique afin d'identifier les 
liens entre les variables dans le graphe. Dans la figure 1.1, X est un enfant de UI 
puisqu'il y a une flèche partant de UI pointant vers X. Inversement, U1 est un parent 
de X. De plus, U2 est un descendant de UI puisqu'il existe un chemin orienté menant 
de UI à U2 (UI ~X~ U2 ). À l'opposé, UI est un ancêtre de U2. 
Si un chemin inclut un collisionneur pour lequel on ne contrôle pas et pour lequel on 
ne contrôle pour aucun de ses descendants, alors ce chemin est fermé ou bloqué. Un 
chemin est également fermé si on contrôle pour une variable faisant partie du chemin 
qui n 'est pas un collisionneur. Un chemin qui n'est pas fermé est un chemin ouvert. 
Un concept relié à celui de chemin ouvert et fermé est celui de cl-séparation. 
Définition 1.7. Soit un DAG causal G. Deux variables X et Y sont d-séparées par un 
ensemble de variables Z dans G si et seulement si tous les chemins entre X et Y sont 
bloqués après avoir contrôlé pour Z. 
1.2.3 DAGs et associations statistiques 
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Les DAGs peuvent être utilisés pour représenter les associations statistiques entre 
différentes variables. Par exemple, si P est la distribution conjointe des variables 
X 1 , X2 , .. . , XJ, alors un DAG G est compatible avec P s'il permet de représenter le 
processus aléatoire qui génère les données. Pour que G soit compatible avec P il est 
nécessaire que si les parents de x1 d-séparent X1 de ses autres ancêtres dans G, alors X1 
est indépendant de ses autres ancêtres conditionnellement à ses parents (Pearl (2009), 
definition 1.2.2) . 
Définition 1.8. Soit V = {X1 , .. . , XJ } un ensemble de variables ordonnées, G un 
DAG et pa1 les parents de X 1 dans G. Si la distribution conjointe de V , P , permet la 
factorisation P (x 1, .. . , X J) = Tif=1 p(xJ IPaJ ), alors G et P sont dits compatibles. 
Lorsque G et P sont compatibles, il existe un fort lien entre le concept de cl-séparation 
et d'association statistique. En effet, si X et Y sont d-séparées par Z, alors X Jl Y IZ. 
La réciproque est d'ailleurs presque toujours vraie. En fait, elle n'est fausse que dans 
des cas très précis et improbables en pratique (Pearl (2009), sections 1.2.3, 2.4 et 2.9.1). 
Conceptuellement, un chemin ouvert permet ainsi l'existence d'une association 
statistique entre les variables aux extrémités du chemin. Par exemple, le chemin 
porte-arrière x f- ul ---+ y de la figure 1.1 permet une association entre x et y par 
le biais de U1. Par opposition, un chemin bloqué n'engendre pas d'association entre 
deux variables, bien qu'une association pourrait provenir d 'autres chemins. Ainsi, si 
on bloque le chemin x f- ul ---+ y en contrôlant pour ul, les variables x et y ne sont 
plus associées par l'intermédiaire de U1, mais demeurent associées en raison du chemin 
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X ---+ Y . On peut déduire de cet exemple une approche permettant d'estimer l'effet 
causal de X sur Y : identifier et bloquer les chemins qui engendrent une association 
entre X et Y qui n'est pas une association de cause à effet et ne pas bloquer les chemins 
créant l'association causale. Cette approche est formalisée par le critère porte-arrière 
que nous présentons à la prochaine section. 
1.2.4 Identifier et éviter la confusion à l'aide d'un DAG 
En supposant qu'on dispose d'un DAC causal, il est relativement facile d'étudier la 
relation causale entre X et Y . Par la simple observation du DAC, on peut déterminer 
s'il existe de la confusion et les variables confondantes pour lesquelles on peut 
contrôler pour éliminer la confusion. Pour ce faire, une approche consiste à utiliser 
le critère porte-arrière (back-door criterion, Pearl (2009) section 3.3.1): 
Définition 1.9. Un ensemble de variables Z satisfait le critère porte-arrière pour une 
paire de variables ordonnée (X,Y ) dans un DAG causal G si : 
(i) aucune variable dans Z n'est un descendant de X et 
(ii) Z bloque tous les chemins porte-arrière entre X et Y . 
Généralement, si l'ensemble Z = 0 n'est pas suffisant en vertu de la définition (1.9), il 
existe de la confusion pour la relation causale entre X et Y . Par contre, cette confusion 
peut être éliminée en contrôlant pour un ensemble Z suffisant. Dans la figure 1.1, il 
existe ainsi de la confusion engendrée par le chemin porte-arrière X +- U1 ---+ Y. 
Toutefois, en contrôlant pour U1, et en évitant de contrôler pour U2, on obtient un 
ensemble Z = {UI} qui permet d 'éviter la confusion. 
Remarquons que le paradigme graphique indique pourquoi une étude randomisée 
idéale permet l'estimation de l'effet causal moyen présenté à la définition 1.2. 
En effet, dans une expérience randomisée idéale, seul le hasard détermine le 
niveau d'exposition, ce qui élimine tous les chemins porte-arrière qui pourraient 
naturellement exister. La figure 1.2 est une version modifiée du DAC 1.1 qui 
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représente l' impact d 'une randomisation idéale (R). 
Figure 1.2: Exemple de graphe acyclique orienté pour une expérience randomisée 
idéale 
En absence de randomisation, des problèmes similaires à ceux rencontrés avec le 
paradigme contrefactuel font surface. D'une part, afin d 'utiliser le critère porte-arrière 
pour identifier un ensemble Z suffisant pour identifier l' effet causal de X sur Y, il 
faut d'abord tracer un DAG causal. Il est néanmoins difficile de déterminer quelles 
variables et flèches inclure dans le DAG, ainsi que la direction des flèches incluses. 
D'autre part, une façon appropriée et efficace de contrôler pour Z peut être difficile à 
déterminer. 
1.3 La sélection de modèles pour l'inférence causale 
À la fois pour le paradigme contrefactuel et pour le paradigme graphique, nous 
avons mis en évidence que l'identification des variables confondantes représente un 
défi de taille dans l'application des méthodes d'inférence causale avec des données 
d 'observation. De plus, même lorsque ces variables sont identifiées, le choix d'une 
façon de contrôler pour ces variables peut elle aussi représenter un défi. Nous 
considérons que ces deux problèmes font en fait partie de la problématique plus 
générale de la sélection de modèles pour l'inférence causale avec des données 
d 'observation. 
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Cette problématique est complexe et ne dispose pas d'une solution unique qui saurait 
s'appliquer à toute la diversité des problèmes rencontrés en pratique. Les solutions 
appropriées dépendront à coup sûr des particularités de chaque étude. Dans cette 
thèse, nous proposons des solutions à quelques situations. 
Dans la première partie de la thèse, nous nous intéressons plus particulièrement 
à une situation où l'on dispose d'un grand ensemble de variables potentiellement 
confondantes qu'on suppose suffisant. Le problème étudié consiste à choisir un 
sous-ensemble réduit de variables potentiellement confondantes afin d'améliorer la 
précision de l'estimation de l'effet causal moyen. La deuxième partie de la thèse porte 
sur une application pratique des techniques d'inférence causale. Contrairement à la 
situation étudiée dans la première partie de la thèse, un nombre restreint de variables 
cliniquement pertinentes a pu être identifié a priori et un premier jet de DAG a dès lors 
pu être imaginé. Nous nous intéressons dans cette partie de la thèse à la validation et 
à l'amélioration de ce premier jet de DAG ainsi qu'à la spécification des MSMs utilisés 
pour analyser les données. 
Première partie 
Sélection de modèles guidée par les 
données pour l'inférence causale 
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CHAPITRE II 
UNE REVUE DE QUELQUES MÉTHODES EXISTANTES 
Une stratégie intéressante pour contourner le problème d'identification d'un ensemble 
suffisant consiste à mesurer un grand ensemble de variables potentiellement 
confondantes, U = { U1, ... , U M } . Ces variables sont ainsi qualifiées sur la base des 
connaissances a priori du domaine d 'application, de sorte qu'on soit raisonnablement 
certain que cet ensemble est suffisant. Une fois U identifié, le contrôle peut être effectué 
de différentes façons . L'effet causal moyen sur Y d'une augmentation de X d'une unité 
peut théoriquement être obtenu par 
I)lE[YIU = u , X = x + 1] - JE[YI U = u , X = x ]) P (U = u ). (2.1) 
Ce résultat découle de la démonstration effectuée à la section 1.1.3. En pratique, on 
peut estimer (2.1) à l'aide d 'un modèle statistique approprié. Par exemple, l'estimation 
de (2.1) pourrait se faire par l'estimation du paramètre fJ dans le modèle de régression 
linéaire lE[YIX , U] = 5o + fJ X + ~~=l 5mUm . 
Un inconvénient à l'utilisation d'un grand ensemble de variables potentiellement 
confondantes pour effectuer le contrôle est que celui-ci inclut probablement plus 
de variables que nécessaire. L'estimation de l'effet causal à l'aide de la totalité des 
variables dans U peut alors être fortement inefficace, c'est-à-dire que la variance de 
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l'estimateur de l'effet causal peut être très élevée. Ce problème est particulièrement 
bien connu pour la régression linéaire où l'utilisation d'un grand ensemble de variables 
de contrôle engendre non seulement une réduction du nombre de degrés de liberté, 
mais peut également conduire à une inflation de la variance de ~ en raison de 
la colinéarité entre X et U (voir par exemple O'brien (2007)). Une solution à ce 
problème est de tenter d'identifier, à l'aide des données, un sous-ensemble Z C U 
également suffisant pour identifier l'effet causal de X sur Y. Il est permis d'espérer que 
l'estimation de l'effet causal à l'aide de Z soit plus efficace que l'estimation à l'aide de 
U. 
Nous effectuons dans ce chapitre une revue de quelques méthodes qui peuvent être 
utilisées pour mettre en application une telle stratégie en vue de l'estimation de l'effet 
causal de X sur Y. Nous présentons en plus grand détail des méthodes qui sont reliées 
à l'algorithme BCEE présenté au chapitre 4. 
2.1 Le modèle moyen bayésien 
Le modèle moyen bayésien (Bayesian Madel Averaging, BMA) (Raftery et al., 1997; 
Hoeting et al., 1999) est une approche bayésienne de sélection de modèles qui a 
d'abord été suggérée dans un contexte pour effectuer de la prédiction. À quelques 
reprises, il a également été proposé d 'utiliser le BMA afin d 'estimer un effet (causal) et 
d 'effectuer une sélection de variables confondantes (par exemple, Clyde (2000); Koop 
& Tole (2004)). Nous décrivons le BMA en faisant référence principalement à ce dernier 
contexte. 
Soit A = {A1 , ... , AK }, un ensemble de modèles considérés pour estimer l'effet causal 
de X sur Y, et soit U = {U1, .. . , UM } un ensemble de variables potentiellement 
confondantes. Les modèles A peuvent être, par exemple, les K = 2M modèles de 
régression linéaire de la forme IE[Y IX , Z] = 80 + fJX + ~Z, où Z Ç U, bien que des 
modèles linéaires généralisés ou des modèles de survie peuvent être considérés, selon 
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le type de la variable Y. Les inférences par rapport à l'effet causal de X sur Y se font à 
partir de la loi a posteriori de f3 : 
K 
p(f31 Y ) = L P(f31 Ak, Y)p(AkiY ). 
k = l 
Ainsi, le BMA permet non seulement d'effectuer de la sélection de modèles basée 
sur les données observées, mais également de tenir compte de l'incertitude associée 
au choix du modèle, contrairement à des approches plus classiques de sélection de 
variables telle que la régression pas-à-pas (stepwise). Ces propriétés font en sorte que 
le BMA est particulièrement performant pour effectuer de la prédiction d 'observations 
futures. En effet, Madigan & Raftery (1994) ont démontré qu'utiliser le BMA permet 
d'avoir une meilleure performance prédictive moyenne que de choisir un seul modèle 
Ab quelque soit Ak E A . Le BMA produit aussi des intervalles de confiance 
(crédibilité) pour les valeurs prédites dont le niveau de couverture correspond 
approximativement au niveau de couverture désiré (Raftery & Zheng, 2003). 
Néanmoins, des études de simulations ont montré que lorsque le BMA est utilisé 
pour l'estimation de l'effet causal moyen de X sur Y, l'estimateur obtenu peut être 
biaisé et les intervalles de confiance peuvent avoir un taux de couverture plus faible 
que celui attendu (Wang et al., 2012a; Crainiceanu et al., 2008). Ce résultat est peu 
surprenant puisque le BMA ne tient pas compte du contexte spécifique de l'inférence 
causale dans l'attribution des probabilités a posteriori des modèles; la probabilité a 
posteriori d'un modèle Ak ne dépend que de l'ajustement du modèle aux données et de 
sa probabilité a priori, p(AkiY) oc p(Y IAk)p(Ak) · Ainsi, les modèles incluant certaines 
variables confondantes importantes faiblement associées à la réponse, mais fortement 
associées à l'exposition, peuvent recevoir un poids a posteriori faible. 
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2.2 La méthode de Crainiceanu et al. (2008) 
Réalisant que le BMA ne produit pas toujours des résultats satisfaisants pour 
l'inférence causale, Crainiceanu et al. (2008) (CDP) proposent une nouvelle méthode 
de sélection de modèles visant spécifiquement l'estimation de l'effet de X sur 
Y . L'approche de CDP cible l'estimation sans biais du paramètre de régression 
associé à l'exposition dans un modèle de réponse avec ajustement pour des facteurs 
potentiellement confondants, par exemple le modèle de régression linéaire : 
M 
IE[YIX, U] = 8Q' + {3° X+ L Œm8~,Um, (2.2) 
m= l 
où a = (a1 , .. . ,ŒM ) E {O, l} M avec Œm = 1 si et seulement si Um est inclus dans 
le modèle. Toutefois, d'autres modèles peuvent être considérés, par exemple, des 
modèles linéaires généralisés. Tout comme CDP, afin de simplifier la présentation, 
nous considérons le vecteur a comme un modèle et utilisons la notation a c a' pour 
indiquer que le modèle a est emboîté dans le modèle a' . 
CDP remarquent que l'interprétation de {3° peut varier selon le modèle. En supposant 
que U inclut un sous-ensemble suffisant pour identifier l' effet causal de X sur Y, ils 
postulent l'existence d ' un ensemble minimal suffisant, c'est-à-dire un sous-ensemble 
de U suffisant et de taille minimale parmi tous les sous-ensembles de U suffisants. 
CDP dénotent par a * cet ensemble minimal suffisant et le qualifient comme étant 
le « vrai » modèle. Ils supposent par ailleurs que {3° = {3°* si a* Ç a et que, 
généralement, {3° =!= {3° . si a* Cl a . Finalement, CDP notent que si a * C a, 
var(/!3° ) 2: var(/!Jo* ). Ainsi, les intervalles de confiance basés sur a seront plus larges 
que nécessaire. Il y a donc tout intérêt à tenter de sélectionner un ensemble suffisant 
pour estimer l'effet causal qui s'approche autant que possible de l'ensemble minimal 
suffisant a * . 
-------- --------------- ---- - --
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En utilisant la notation introduite, CDP expriment l'espérance a posteriori de f3 associée 
au BMAcomme 
IE[f3 1Y] = L E[f3° [n , Y]p(n[Y) + L E[{3°[n, Y]p(n [Y) . (2.3) 
Le biais du BMA pour l'estimation de l'effet causal moyen de X sur Y provient ainsi 
du poids a posteriori accordé aux modèles du deuxième terme de (2.3). 
La méthode de CDP est similaire au BMA, mais cherche à concentrer les inférences sur 
le premier terme de (2.3). En bref, l'algorithme de CDP consiste d'abord à effectuer une 
modélisation de la variable d'exposition X dans le but d'identifier les forts prédicteurs 
de l'exposition, disons U1. Ensuite, une modélisation pour la variable réponse est 
effectuée, où les variables associées à l'exposition, U1, sont forcées dans le modèle. Les 
modèles n pour lesquels ~a est similaire à ~ ( 1 • 1 • ·· · • 1 ) , le coefficient de régression associé 
à X dans le modèle de réponse complet, sont conservés. Il est donc implicitement 
supposé que le modèle de réponse complet produit un estimateur non biaisé de 
l'effet causal de X sur Y. Les modèles donnant une estimation similaire de l'effet 
causal produisent donc vraisemblablement eux aussi un estimateur non biaisé. Une 
procédure d 'inférence tenant compte de l'incertitude quant au choix du modèle, qui 
est similaire à celle du BMA, est finalement effectuée sur le sous-ensemble de modèles 
conservés. L'algorithme de CDP complet comporte 10 étapes. 
La méthode de CDP constitue certainement une amélioration par rapport au BMA 
pour la sélection de modèles dans un contexte d'inférence causale. Cependant, 
cette méthode a encore des limites importantes. D'abord, certaines étapes menant à 
l'identification des modèles sur lesquels la procédure d'inférence est appliquée au 
final sont subjectives. De plus, la méthode de CDP ne tient compte de l'incertitude 
associée au choix des modèles que dans sa dernière étape et néglige ainsi l'incertitude 
associée à la sélection effectuée aux étapes précédentes. La justification même de la 
méthode de CDP a ses limites. Entre autres, même s'il existe un sous-ensemble de U 
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qui soit suffisant pour identifier l' effet causal, cela n'assure pas qu'il existe un unique 
sous-ensemble minimal suffisant, le « vrai » modèle a * . Par exemple, dans la figure 2.1, 
les ensembles { U1} et {U2} sont tous les deux suffisants et minimaux. De plus, s'il existe 
bien un unique ensemble suffisant minimal a *, cela n'assure pas non plus que tous les 
modèles a tels que a * Ç a, identifient également l'effet causal. Notamment, la figure 
2.2 donne un exemple où l'ensemble vide 0 est minimal suffisant, mais l'ensemble 
{U2 }, où 0 Ç {U2}, n 'identifie pas l'effet causal, car U2 est un collisionneur. 
Figure 2.1: Exemple de DAG avec 
deux ensembles minimaux suffisants 
( {UI} et {U2} ). 
2.3 Les algorithmes BAC et TBAC 
Figure 2.2: Exemple de DAG où il 
existe un a tel que a * Ç a qui 
n'identifie pas l'effet causal (0 est 
suffisant et 0 c {U2}, mais {U2} 
n'identifie pas l'effet causal). 
Tout comme la méthode de CDP, les algorithmes Bayesian Adjustment for Confounding 
(BAC) et Two-Stage Bayesian Adjustment for Confounding (TBAC) (Wang et al., 2012a) 
visent à effectuer une estimation sans biais du paramètre f3 associé à l'exposition dans 
une régression de Y sur X en tenant compte des facteurs potentiellement confondants. 
Les méthodes BAC et TBAC répondent par contre à certaines limites de la méthode 
de CDP énoncées à la fin de la section 2.2. BAC et TBAC tiennent notamment compte 
de l'incertitude associée à l'ensemble du processus de sélection de modèles par le biais 
d'une approche complètement bayésienne. Tels que présentés par Wang et al. (2012a), 
BAC et TBAC ne s'appliquent toutefois que pour les situations où Y et X sont des 
variables continues. 
La notation utilisée pour présenter BAC et TBAC est très similaire à celle qui a 
servi à présenter la méthode de CDP. Tout comme l'approche de CDP, BAC et TBAC 
,---------------------------- -------- -- ---- ------ --------
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considèrent un modèle pour la variable d'exposition X et un modèle pour la variable 
réponseY.Soitax = (a{ , .. . , a~ ) E {0, 1}M,où a;; = 1sietseulementsilavariable 
Um est inclue dans le modèle d'exposition. Le vecteur a Y = (ai , ... , a~) E {0, 1 }M 
est défini similairement pour le modèle de réponse. Les modèles d'exposition et de 
réponse considérés sont : 
M 
E[X] = 80x + L a~8~x Um, 
m=l 
M 
E[YIX] = 80Y + (3°Y X+ L a~8~Y Um. (2.4) 
m=l 
Les processus de sélection des variables incluses dans chacun des deux modèles sont 
reliés par l'entremise d'une loi a priori informative: 
M 
P(ax , a y) = IJ P(a~, a~), 
m = l 
P(a~ = O , a~ = 0) = P(n~ = O , n~ = 1) 
= P(n~ = 1, a~= 1) = wj (3w + 1) , 
P(n~ = 1 ,n~ = 0) = 1/ (3w + 1) , 
(2.5) 
où 1 :S w :S oo 1 est un hyperparamètre choisi par l'utilisateur. Plus précisément, cette 
loi a priori relie les deux sélections de variables en favorisant l' inclusion des variables 
associées à l'exposition dans le modèle de réponse. Cependant, lorsque w = 1, BAC 
et TBAC sont identiques au BMA avec une loi a priori uniforme, car la sélection 
des variables pour le modèle de réponse se fait alors indépendamment des variables 
1. On considère ici l'ensemble augmenté des nombres réels, IR•, voir par exemple Apostai (1974) 
section 1.20. L'ensemble IR* inclut les éléments +oo et -oo. 
--------- - ---------------------------------
2 6  
s é l e c t i o n n é e s  d a n s  l e  m o d è l e  d ' e x p o s i t i o n .  À  l ' o p p o s é ,  l o r s q u e  w  =  o o ,  i l  e s t  i m p o s s i b l e  
q u ' u n e  v a r i a b l e  s o i t  s é l e c t i o n n é e  d a n s  l e  m o d è l e  d ' e x p o s i t i o n  s a n s  é g a l e m e n t  ê t r e  
s é l e c t i o n n é e  d a n s  l e  m o d è l e  d e  r é p o n s e .  L a  l o i  a  p r i o r i  d e  B A C  e t  T B A C  p e u t  ê t r e  
j u s t i f i é e  p a r  l e  f a i t  q u ' u n e  v a r i a b l e  c o n f o n d a n t e  d o i t  n é c e s s a i r e m e n t  ê t r e  à  l a  f o i s  
a s s o c i é e  à  l ' e x p o s i t i o n  e t  à  l a  r é p o n s e ,  c o n d i t i o n n e l l e m e n t  à  l ' e x p o s i t i o n  ( P e a r l  ( 2 0 0 9 ) ,  
s e c t i o n  6 . 5 . 2 ) .  A i n s i ,  s i  u n e  v a r i a b l e  e s t  a s s o c i é e  à  l ' e x p o s i t i o n ,  i l  e s t  p l u s  «  p r o b a b l e  »  
q u e  c e t t e  v a r i a b l e  s o i t  u n e  v a r i a b l e  c o n f o n d a n t e  e t  d e v r a i t  a i n s i  ê t r e  i n c l u s e  d a n s  l e  
m o d è l e  d e  r é p o n s e  a v e c  u n e  p l u s  g r a n d e  p r o b a b i l i t é  q u ' u n e  v a r i a b l e  q u i  n e  s e r a i t  p a s  
a s s o c i é e  à  l ' e x p o s i t i o n .  
L e  p r o c e s s u s  d e  s é l e c t i o n  d e s  v a r i a b l e s  d i f f è r e  l é g è r e m e n t  e n t r e  l e s  a l g o r i t h m e s  B A C  
e t T B A C .  
2 . 3 . 1  T B A C  
P o u r  l ' a l g o r i t h m e  T B A C ,  l a  s é l e c t i o n  d e s  v a r i a b l e s  s e  d i v i s e  e n  d e u x  é t a p e s .  D ' a b o r d ,  
l a  d i s t r i b u t i o n  a  p o s t e r i o r i  d u  m o d è l e  d ' e x p o s i t i o n  e s t  o b t e n u e :  
P ( a x i X )  e x  P ( X I a x ) P ( a x ) .  
G é n é r a l e m e n t ,  u n e  l o i  a  p r i o r i  n o n - i n f o r m a t i v e  e s t  c o n s i d é r é e  p o u r  l e  m o d è l e  
d ' e x p o s i t i o n ,  c ' e s t - à - d i r e  P ( a x )  =  1 / 2 M  V a x .  L e s  i n f é r e n c e s  c o n c e r n a n t  l ' e f f e t  c a u s a l  
d e  l ' e x p o s i t i o n  p e u v e n t  ê t r e  f a i t e s  à  p a r t i r  d e  l a  d i s t r i b u t i o n  a  p o s t e r i o r i  d e  f J ,  q u i  p e u t  
ê t r e  s i m p l i f i é e  e n  e f f e c t u a n t  q u e l q u e s  h y p o t h è s e s  :  
P ( f J I Y , X )  e x  L L P ( f J i a Y ,  Y , X ) P ( Y i a Y , X ) P ( a y l a x ) P ( a x i X ) ,  
a X  a Y  
o ù  P ( a y l a x )  p e u t  f a c i l e m e n t  ê t r e  d é d u i t e  d e  ( 2 . 5 ) :  
------------------------------
--- - - ---------------
2.3.2 BAC 
M 
P(aylax) = II P(a~la;; ) , 
m = l 
P(a~ = Ola;; = 0) = P(a~ = l ia;;= 0) = 1/ 2, 
P(a~ = Ola;; = 1) = 1/ (w + 1), 
P(a~ = lia;;= 1) = w/ (w + 1). 
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Contrairement à l'algorithme TBAC, l'algorithme BAC effectue conjointement la 
sélection de variables pour le modèle d'exposition et pour le modèle de réponse. 
Cette version de l'algorithme permet ainsi une rétroaction entre les deux sélections 
de variables. Encore une fois, les inférences sont basées sur la distribution a posteriori 
de fJ . Cette distribution a été obtenue explicitement par Lefebvre et al. (2014a) : 
P(fJ IY,X ) ex LLP(fJi aY , Y,X) P(Y iaY ,X) P(X Iax)P(aY,ax) . 
aX aY 
Les algorithmes BAC et TBAC peuvent être perçus comme une amélioration à la 
méthode de CDP pour effectuer de la sélection de modèles pour l'inférence causale, 
puisque l'incertitude par rapport au choix du modèle est pleinement incorporée dans 
ces procédures. De plus, l'application de ces approches est beaucoup moins subjective 
que l'application de la méthode de CDP. 
Certaines limites demeurent néanmoins. Notamment, Wang et al. (2012a) ne 
fournissent pas de conditions sous lesquelles les inférences basées sur BAC et TBAC 
sont non biaisées. Les auteurs ne fournissent également pas de guide pour le choix 
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de l'hyperparamètre w . De plus, certaines simulations suggèrent que BAC et TBAC 
sont peu performants en terme de la variance et de l'erreur quadratique moyenne 
de l'estimateur de l'effet causal en comparaison à celui obtenu par l'utilisation d'un 
modèle de réponse complet (Wang et al., 2012a; Vansteelandt, 2012) . 
2.4 L'approche de VanderWeele & Shpitser (2011) 
VanderWeele & Shpitser (2011) (VS) considèrent un contexte un peu différent de celui 
que nous étudions, mais abordent au passage la problématique de la sélection d'un 
ensemble suffisant pour l'estimation de l'effet causal de X sur Y sur la base des 
données. 
Le principal objectif poursuivi par VS est de proposer une approche pratique 
pour l' identification de variables potentiellement confondantes sur la base des 
connaissances du domaine d'application. VS supposent que U est un ensemble de 
variables pré-exposition, ou, du moins, n'incluant pas de descendants de l'exposition. 
Ils démontrent que si U contient un sous-ensemble suffisant pour estimer l'effet causal, 
alors le sous-ensemble Z Ç U formé de toutes les causes de l'exposition et de toutes 
les causes de la réponse dans U est suffisant. Afin d'utiliser cette approche, l'utilisateur 
doit être en mesure, à partir de ses connaissances du domaine, de déterminer si chaque 
variable dans U est une cause de l'exposition, une cause de la réponse, ni l'un ni l'autre 
ou les deux. 
Deux algorithmes permettant de sélectionner un sous-ensemble de Z également 
suffisant sont aussi proposés par VS. Le premier algorithme est de type descendant 
(backward) et permet de retirer itérativement des variables qui ne sont pas associées 
avec la réponse. L'algorithme débute avec un ensemble z (o) = Z = {Z1 , Z2, ... , ZK } 
suffisant. L'ensemble z (l) = z (0\ Z k1 est également suffisant si Y Jl Zk1 IX, z (l). Cette 
réduction est répétée jusqu'à ce qu'il devienne impossible de retirer des variables tout 
en respectant la condition d'indépendance conditionnelle. Autrement dit, à l'étape j, 
z (j) = z (j - l )\Z kj est suffisant si y Jj_ z kj IX, z (j) 1 où z kj est la variable retirée à 
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l'étape j , kj =f kj' V j =f j'. En pratique, la condition d'indépendance pourrait être 
vérifiée à l'aide de tests statistiques. 
Le second algorithme est de type ascendant (jorward) et permet d'ajouter itérativement 
des variables pré-exposition associées avec la réponse jusqu'à l'obtention d'un 
ensemble suffisant. Cet algorithme suppose une fois de plus qu'un ensemble Z = 
{Z1, Z2, .. . , ZK} suffisant a été identifié. Le point de départ de l'algorithme est z (o) = 
0 . L'ensemble z (1) = z (O) UZk1 est construit de sorte que Y )L Zk1 IX , z (o). À l'étape j , 
z (j) = z (j-1) u z kj est construit de sorte que y )L z kj IX , z (j-1) 1 où z kj est la variable 
ajoutée à l'étape j. Cet ajout de variables est poursuivi jusqu'à ce qu'il devienne 
impossible d'ajouter de nouvelles variables qui ne sont pas (conditionnellement) 
indépendantes de la réponse. L'ensemble obtenu au final est suffisant pour identifier 
l'effet causal de X sur Y. Encore une fois, un tel algorithme pourrait être implanté en 
vérifiant la condition d'indépendance à l'aide de tests statistiques. 
Les algorithmes proposés par VS bénéficient d'une base théorique forte contrairement 
aux approches précédentes dont la justification était plutôt heuristique. Cependant, 
aucune implantation pratique de ces algorithmes n'est suggérée. D'ailleurs, les 
propriétés pour des échantillons finis de telles implantations restent à déterminer. 
En pratique, il est facilement vérifiable que l'ensemble suffisant final obtenu va non 
seulement dépendre de l'algorithme choisi, mais également de l'ordre dans lequel les 
variables sont sélectionnées pour être retirées/ ajoutées. 
Pour illustrer ceci, nous utilisons le DAG présenté à la figure 2.3. Considérons d'abord 
l'algorithme ascendant (on a donc z (o) = 0 ). Une première possibilité d'exécution de 
cet algorithme est de commencer par ajouter Z1, car Y )L Z1IX, de sorte que Z (1) = Z1. 
Ensuite, Z2 est ajouté, car Y )L Z2 IX , Z1. L'autre possibilité d'exécution de ce même 
algorithme consiste à ajouter premièrement Z2. Cependant, Z1 n'est ensuite pas ajouté, 
car Y li Z1 IX , Z2. L'ensemble final identifié, { Z1 , Z2} dans le premier cas et { Z2} dans 
le deuxième cas, n'est ainsi pas le même en fonction de l'ordre selon lequel les variables 
sont considérées pour être ajoutées. Notons que si l'algorithme descendant est exécuté, 
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la seule possibilité à la première étape est de retirer Z1. De plus, Z2 n'est ensuite pas 
retirée, de sorte que l'ensemble final obtenu est { Z2}. 
Figure 2.3: Exemple de DAG pour les algorithmes de VS. 
2.5 Les méthodes de Persson et al. (2013) 
Les méthodes proposées par Persson et al. (2013) (PHWD) sont basées sur des 
algorithmes de sélection de variables développés par de Luna et al. (2011) . Tout comme 
les algorithmes de VS, leur base théorique est forte étant donné qu'il a été montré que 
les algorithmes proposés par de Luna et al. (2011) identifient, sous certaines conditions 
mentionnées plus bas, des sous-ensembles de U suffisants pour identifier l'effet causal 
de X sur Y. 
Contrairement au BMA, à la méthode de CDP, à BAC et à TBAC, les méthodes de 
PHWD sont non paramétriques et se limitent à la situation où X est binaire (0/1). Les 
observations pour lesquelles X = 0 sont appariées à des observations pour lesquelles 
X = 1 en fonction des valeurs d'un sous-ensemble Z Ç U suffisant pour estimer l'effet 
causal (voir par exemple Stuart (2010) concernant les méthodes d 'appariement en 
inférence causale) . Dans ce contexte non paramétrique, la sélection d'un sous-ensemble 
U pour estimer l'effet causal est encore plus importante que dans un contexte 
paramétrique. En effet, bien que les approches d'appariement ne nécessitent pas 
d'hypothèses distributionnelles, c'est-à-dire sur la distribution conjointe des variables, 
ou sur la forme fonctionnelle des liens entre les variables, elles peuvent produire des 
estimateurs biaisés et dont la variance est très élevée si l'ensemble Z est grand (Persson 
et al., 2013). 
Les méthodes de PHWD sont imbriquées dans le paradigme contrefactuel à l'inférence 
causale. Elles supposent le respect des hypothèses de cohérence, de positivité ainsi 
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que de l'hypothèse faible d 'ignorabilité conditionnelle à U (voir section 1.1). Sous 
ces hypothèses, de Luna et al. (2011) montrent que les sous-ensembles de U suivants 
existent et sont uniques: 
1. U x est l'ensemble Ux Ç U de cardinalité minimale tel que P(X IU ) = P(X IUx); 
2. Pour x = 0, 1, Qx est l'ensemble Q x Ç Ux de cardinalité minimale tel que 
P(Y(x)I Ux ) = P(Y(x )IQ x); 
3. Pour x = 0, 1, Ux est l'ensemble Ux C U de cardinalité minimale tel que 
P(Y(x)I U ) = P(Y(x)I Ux) ; 
4. Pour x = 0, 1, Z x est l'ensemble Z x C Ux de cardinalité minimale tel que 
P(XIUx) = P(X IZ x)· 
De plus, les ensembles U x, Q = Q 0 u Q 1, Uy = Ua u U1 et Z = Z 0 u Z 1 sont tous 
suffisants pour identifier l'effet causal de X sur Y, c'est-à-dire que l'hypothèse faible 
d'ignorabilité (1.1) est respectée conditionnellement à chacun de ces ensembles. 
Afin d'identifier ces sous-ensembles, de Luna et al. (2011) proposent les algorithmes 
suivants: 
Algorithme A -Sélectionner Q o et Q1. 
Étape 1. Choisir Ux tel que (X ll U \ UxiUx). 
Étape 2. Pour x= 0, 1, choisir Q x Ç Ux tel que (Y ll Ux\Q x iQ x, X= x ). 
Algorithme B -Sélectionner Z o et Z 1. 
Étape 1. Pour x= 0, 1, choisir Ux tel que (Y ll U \ Ux iUx, X = x) . 
Étape 2. Choisir Z x Ç Ux tel que (X ll Ux \ Z xi Z x)· 
Les méthodes de PHWD consistent à implanter ces algorithmes à l'aide d'une 
procédure descendante de sélection de variables. Pour chacun des deux algorithmes, 
la procédure débute avec U, puis des variables sont retirées de U une à une si 
elles satisfont les critères d'indépendances conditionnelles énoncés dans l'algorithme 
considéré (algorithme A ou B). Ces indépendances conditionnelles sont testées à 
l'aide de tests statistiques non paramétriques. Lorsque la procédure se termine, des 
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sous-ensembles Û x et Q Qo U Q1 sont identifiés pour l'algorithme A et des 
sous-ensembles Ûy = Ûo u ûl, et z = Z o u zl sont identifiés pour l'algorithme B. 
L'appariement des observations peut alors être effectué en fonction d'un de ces quatre 
ensembles (Û x, Q, Ûy, Z). 
La principale qualité des méthodes proposées par PHWD est leur forte base théorique. 
Par ailleurs, l'approche non paramétrique peut être vue comme un avantage, en raison 
de sa flexibilité, mais également comme un inconvénient, puisque l'estimateur peut 
être biaisé ou instable lorsque l'appariement est effectué à partir d'un ensemble trop 
important de variables. Par ailleurs, bien que l'incertitude associée à l'appariement 
des observations est prise en compte dans les méthodes de PHWD, l'incertitude reliée 
à l'identification des sous-ensembles suffisants semble être négligée, ce qui pourrait 
conduire à une sous-estimation de l'erreur type de l'effet causal et à des intervalles de 
confiance trop étroits. Finalement, rien n'assure que les sous-ensembles identifiés sont 
optimaux pour réduire l'erreur quadratique moyenne de l'effet causal estimé ou même 
que la réduction de dimension est toujours souhaitable. Entre autres, les simulations 
présentées par PHWD suggèrent que l'estimation à partir de Z est souvent moins 
efficace que celle à partir de U x, bien que Z Ç U x. 
2.6 Autres méthodes 
TI existe plusieurs autres méthodes de sélection de modèles guidées par les données 
pour l'inférence causale. Entre autres, une méthode similaire à BAC a été suggérée 
dans un cadre d'estimation de l'effet causal à l'aide de scores de propension (Zigler 
& Dominici, 2014). McCandless et al. (2009) proposent aussi une approche bayésienne 
de sélection de modèles pour l'inférence causale basée sur les scores de propension. 
Étonnamment, cette dernière approche semble moins efficace que celle consistant à 
négliger l'incertitude associée à l'estimation du score de propension. Une extension 
de l'algorithme BAC a été proposée pour des variables d'exposition binaires (Lefebvre 
et al., 2014b). Une approche de modèle moyen doublement robuste a été introduite par 
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Cefalu et al. (2013). Tout comme la méthode de CDP ainsi que les algorithmes BAC et 
TBAC, cette approche effectue une modélisation bayésienne du modèle d'exposition 
et du modèle de réponse. Elle permet néanmoins une estimation non biaisée d'autant 
qu'un ou l'autre de ces deux modèles est correctement spécifié, alors que les méthodes 
de CDP, BAC et TBAC nécessitent que le modèle de réponse soit correctement spécifié, 
entre autres en ce qui a trait aux formes fonctionnelles des liens entre les variables U 
et Y. 
Certaines méthodes de sélection de modèles pour l' inférence causale utilisent des 
techniques d'apprentissage machine (machine learning). Par exemple, Hill (2011) 
propose une approche non paramétrique basée sur les arbres de régression additifs 
bayésiens (Bayesian Additive Regression Trees, BART). Cette approche est simple 
d'utilisation, flexible et des intervalles de confiance (crédibilité) tenant compte du 
processus de sélection de modèles peuvent facilement être obtenus. Toutefois, puisque 
cette méthode ne se concentre que sur la modélisation de la variable réponse, elle est 
potentiellement sensible à des problèmes similaires à ceux du BMA : des variables 
confondantes faiblement associées à la réponse, mais fortement associées à l'exposition 
risquent de ne pas être identifiées par l'algorithme. 
Le maximum de vraisemblance ciblé (Targeted Maximum Likelihood, TMLE) est une 
seconde approche qui est souvent implantée à l'aide de techniques d 'apprentissage 
machine (van der Laan & Rubin, 2006; Gruber & van der Laan, 2009). Le maximum 
de vraisemblance ciblé vise l'estimation du maximum de vraisemblance du paramètre 
causal dans un modèle et considère les autres paramètres du modèle comme étant 
des paramètres de nuisance. L'estimation du paramètre ciblé est effectuée de façon à 
réduire le biais de l'estimateur de l'effet causal, au coût potentiel d'une augmentation 
de sa variance et d'une augmentation du biais et de la variance des estimateurs des 
paramètres de nuisance. 
Plusieurs autres méthodes plus ou moins similaires à celles déjà présentées existent, 
mais en effectuer une revue exhaustive dépasse les objectifs de cette thèse. 

CHAPITRE III 
DÉVELOPPEMENTS CONCERNANT L'ALGORITHME BAC 
À la section 2.3, nous avons brièvement présenté les algorithmes BAC et TBAC. Tel 
que mentionné, ces algorithmes sont basés sur une heuristique intéressante et ont 
plusieurs avantages. Par exemple, ils permettent de tenir compte de façon appropriée 
de l'incertitude associée au choix des modèles dans les inférences sur l'effet causal. 
Toutefois, nous avons également souligné quelques limites de ces algorithmes, dont 
l'absence de conditions théoriques sous lesquelles ils produisent des estimateurs non 
biaisés, la possible inefficacité des algorithmes en terme de la variance de l'estimateur 
de l'effet causal et la difficulté de choisir l'hyperparamètre w. Étant donné les qualités 
de ces algorithmes, Lefebvre et al. (2014a) ont cru bon investiguer davantage les 
propriétés de l'algorithme BAC. Les résultats de cet article sont résumés dans ce 
chapitre, en soulignant au passage les éléments auxquels j'ai le plus contribué. 
3.1 Loi a posteriori marginale de (3 
Afin d 'améliorer la compréhension de l'effet de la loi a priori de l'algorithme BAC, 
Lefebvre et al. (2014a) proposent d'étudier la loi a posteriori marginale de fJ au lieu de 
sa loi a posteriori conditionnelle, tel qu'effectué par Wang et al. (2012a). 
--------------------------------------------------------------------
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La spécification des modèles de réponse et d'exposition (2.4) implique les 
vraisemblances respectives suivantes pour ces variables: 
' n _ (f3 Ct Y ret Y retY .retY 2) n OU oy - , ua , u1 , . . . , u M , 0" y , o X ( .rcxx .ret x .rex x 2 ) · u0 , u1 i ••• , u M , a x et z = 1, ... , n 
désigne les observations. 
Les hypothèses ci-bas, qui sont implicitement effectuées par Wang et al. (2012a), sont 
utilisées : 
P(Oy ,8x iaY ,ax ) = P(8y ia y) P (Ox ia x) ; 
P(Y iX ,Oy ,Ox , aY ,ax ) = P (Y IX ,Oy ,ay) ; 
P (X IOy ,Ox , aY ,ax ) = P(X IOx ,ax ). 
À l'aide de ces hypothèses et des vraisemblances, la loi a posteriori marginale de f3 
s'exprime comme : 
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P(,B0 YIY,X) = LP(,B0 YioY , Y,X )P(oY IY,X) , OÙ (3.2) 
a Y 
P(oY IY,X) ex P (YIX, oy) LP(XIox)P(oY ,oX) . 
a X 
:= Facteur multiplicatif MF(aY ) 
Tel qu'espéré, l'expression (3.2) permet de plus facilement comprendre l'effet de 
l'hyperparamètre w sur le fonctionnement de BAC. En effet, cette écriture met en 
évidence que c'est à travers le facteur multiplicatif MF(oy) que la loi a priori 
de BAC influence la loi a posteriori. Par exemple, lorsque w = 1, MF(oy) = 
Lax P(XIox) /4. Il s'agit donc d'une constante par rapport à a Y. On obtient ainsi 
que P(aY IY, X) ex P(Y IX , a Y ), tel que dans le BMA avec la loi a priori uniforme 
P(a;;J = 1/ 2 V m . Lorsque w = oo, le facteur multiplicatif est proportionnel à la 
somme de la vraisemblance marginale des modèles d'exposition imbriqués dans le 
modèle de réponse o Y . En effet 
(3.3) 
où {ox lox Ç oy} désigne l'ensemble des ox tels que a;;::; a;;;, V m. 
Par ailleurs, à l'aide de l'expression (3.2), j'ai développé un package R, BACprior, 
permettant d'approximer les inférences a posteriori produites par l'algorithme BAC 
sans recourir à des méthodes de Monte-Carlo par chaînes de Markov (Talbot 
et al., 2014) . Cette implantation permet ainsi d'obtenir facilement et rapidement des 
inférences a posteriori. Le package BACprior est décrit davantage à la section 3.4. 
-----------------------------------------
38 
3.2 Justification de BAC par le paradigme graphique causal 
Ma principale contribution aux travaux de Lefebvre et al. (2014a) a été apportée dans 
l'élaboration de la justification causale de l'algorithme BAC à partir du paradigme 
graphique à l'inférence causale. Cette justification se résume comme suit. 
Soient G, un DAG causal compatible avec la loi conjointe des variables {Y, X , U}, 
et PAx, l'ensemble des parents (des causes directes) de X dans G. Supposons que 
PAx Ç U et que U n'inclut aucun descendant de X (voir la condition (ii) du critère 
porte-arrière (1.9)). On a que X et U \ P Ax sont cl-séparés par PAx et donc que 
X ll U IPAx. De plus, en supposant les vraisemblances (3.1), les coefficients de 
régression associés à U \ P Ax dans le modèle d'exposition sont tous nuls. Sous de 
telles conditions, on peut s'attendre à ce que la vraisemblance marginale du modèle 
d'exposition ne contenant que les variables PAx (le modèle d'exposition structurel) 
domine la vraisemblance marginale des autres modèles d'exposition lorsque la taille 
d'échantillon, n, est assez grande (Wasserman,2000). Par ailleurs, lorsque w = oo, étant 
donné la forme du facteur multiplicatif (3.3), on peut également s'attendre à ce que 
seuls les modèles de réponse emboîtant le modèle d'exposition structurel reçoivent 
un fort poids a posteriori. Or, lorsqu'un modèle de réponse contient toutes les causes 
directes de l'exposition (PAx), son estimateur de l'effet causal de l'exposition est non 
biaisé. En effet, le théorème 3.2.5 de (Pearl, 2009) assure que l'ajustement pour PAx 
est une condition suffisante pour l'estimation de l'effet causal de l'exposition sur la 
réponse. L'ajustement pour d'autres covariables qui ne sont pas des descendants de 
l'exposition, en plus de PAx, produit également un estimateur non biaisé de l'effet 
causal. 
Bien que ce fonctionnement de BAC avec w = oo favorise une estimation sans biais 
de l'effet causal, il contribue possiblement aussi à produire un estimateur dont la 
variance est élevée. Pour illustrer ce fait, Lefebvre et al. (2014a) considèrent la variance 
estimée de l'estimateur de l'effet de l'exposition dans un modèle de régression linéaire 
ordinaire fréquentiste : 
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[ 
(1-R}) L::~- 1 (y;-y)2] 
- • n-p-1 
Var( ,B ) = (1 - R2 n:::n (x · - x)2 , 
x t= l t 
(3.4) 
où R~ désigne le coefficient de détermination du modèle de réponse, R~ le coefficient 
de détermination du modèle de régression linéaire de la variable d'exposition sur 
les variables potentiellement confondantes inclues dans le modèle de réponse et p 
est le nombre de covariables dans le modèle (O'brien, 2007) . L'équation (3.4) montre 
que v;;;.(b) est inversement proportionnelle à R~ . Ainsi, inclure de forts prédicteurs 
de l'exposition (par exemple, les causes directes de l'exposition) dans le modèle de 
réponse contribue à accroître v;;;.(,ê). 
3.3 Choix de w 
Le choix w = oo apparaît dès lors conservateur puisqu'il favorise la production 
d'un estimateur sans biais, au coût potentiel d'une augmentation de la variance. 
En pratique, il est parfois plus intéressant de choisir une valeur de w qui minimise 
l'erreur quadratique moyenne. Lefebvre et al. (2014a) suggèrent deux approches par 
validation-croisée et une par bootstrap visant cet objectif. L'implantation de ces 
trois méthodes par rééchantillonnage est facilitée par le package R BACprior (Talbot 
et al., 2014). Les études de simulations que nous avons réalisées suggèrent que la 
performance de ces trois approches est très variable et dépend fortement, entre autres, 
du processus générant les données. 
3.4 Le package BACprior 
Le package BACprior comporte trois fonctions. La fonction BACprior . lm permet 
d'obtenir des inférences a posteriori approximatives rapidement pour plusieurs valeurs 
de w . Les fonctions BACprior. CV et BACprior . boot implantent respectivement les 
approches par validation-croisée et par bootstrap proposées par Lefebvre et al. (2014a) 
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et visant à guider l'utilisateur dans un choix de valeur w qui minimiserait l'erreur 
quadratique moyenne. 
3.4.1 La fonction BACprior . lm 
À l'aide de la fonction regsubset du package leaps (Lumley, 2009), la fonction 
BACprior .lm identifie d'abord pour chaque taille de modèles, de 1 à M, les meilleurs 
modèles d'exposition (ceux ayant la plus grande vraisemblance). Le nombre exact de 
modèles de chaque taille retenus peut être décidé par l'utilisateur. Plus ce nombre est 
élevé, meilleure est l'approximation effectuée, puisque l'algorithme BAC considère 
théoriquement l'ensemble de tous les modèles. Cependant, l'utilisation d 'un plus 
grand nombre de modèles augmente le temps de calcul. La vraisemblance marginale 
de chacun des modèles retenus est par la suite approximée à l'aide de exp( - 0.5BIC). 
(Clyde, 2003). De la même façon, les meilleurs modèles de réponse de chaque taille 
sont identifiés et leur vraisemblance marginale est calculée. 
Avec ces éléments, MF(o.Y) et la loi a posteriori du modèle de réponse P(o.Y IY, X) 
peuvent facilement être calculés pour chacune des valeurs de w choisies par 
l'utilisateur. Les modèles disposant d 'une probabilité a posteriori non négligeable, 
selon un seuil choisi par l'utilisateur, sont conservés pour les calculs subséquents. 
L'espérance et la variance a posteriori de f3 sont finalement approximés à l'aide de 
formules suggérées par Hoeting et al. (1999) dans le cadre du BMA: 
E[f3 IY,X] ~ L ~(ky P(o.Y IY, X) 
uY 
Var[~IY, X[ ~ {~ [Va;.ciJav) + Cfi"vl'] P(ay[Y,X)} - E[iJIY,X[ 2 , 
où ~a Y est l'estimateur du maximum de vraisemblance de f3aY et v;,.(~uY) est sa 
variance estimée. 
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En sortie, la fonction BACprior .lm fournit une approximation de l'espérance et de 
l'écart-type a posteriori de f3 pour chaque valeur de w sélectionnée par l'utilisateur. 
Optionnellement, la fonction fournit également les modèles de réponses considérés 
dans les calculs finaux avec leur probabilité a posteriori. 
3.4.2 Les fonctions BACprior. CV et BACprior. boot 
La fonction BACprior. CV divise aléatoirement l'échantillon en deux parties égales V 
fois. À chaque fois, l'effet de l'exposition est estimé avec w = oo sur une partie 
de l'échantillon. Sur l'autre partie, l'effet de l'exposition est estimé avec chacune 
des valeurs de w sélectionnées par l'utilisateur. Un critère à minimiser choisi par 
l'utilisateur est alors calculé. Ces critères, inspirés de celui proposé par Brookhart & 
van der Laan (2006), sont détaillés dans Lefebvre et al. (2014a) . 
Le fonctionnement de BACprior. boot consiste à d 'abord former B échantillons 
bootstrap à partir de l'échantillon original. L'erreur quadratique moyenne est ensuite 
estimée en considérant que la véritable valeur de l'effet de l'exposition correspond à 
l'effet de l'exposition estimé sur l'échantillon original avec w = oo. 
3.5 Discussion sur l'algorithme BAC 
Les travaux de Lefebvre et al. (2014a) ont permis de mettre en évidence que 
l'algorithme BAC peut être justifié plus formellement à l'aide du paradigme graphique 
à l'inférence causale. Ils confirment également l'inquiétude par rapport à la capacité de 
BAC d'estimer l'effet causal de l'exposition avec précision accrue. L'élaboration d'une 
procédure performante permettant de choisir w afin de minimiser l'erreur quadratique 
moyenne semble par ailleurs très complexe. 
Au lieu de poursuivre dans cette voie, le prochain chapitre est formé d'un article 
scientifique en langue anglaise et décrivant un nouvel algorithme de sélection de 
modèles pour l'inférence causale que j'ai développé, Bayesian Causal Effect Estimation. 
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Cet algorithme vise, entre autres, à produire un estimateur de l'effet causal de 
l'exposition plus efficace que celui obtenu avec BAC ou TBAC avec w = oo. 
CHAPITRE IV 
PREMIER ARTICLE : THE BAYESIAN CAUSAL EFFECT ESTIMATION 
ALGORITHM 
Denis Talbot, Geneviève Lefebvre, Juli Atherton 
Abstract: Estirnating causal exposure effects in observational studies ideally requires 
the analyst to have a vast knowledge of the domain of application. Investigators often 
bypass difficulties related to the identification and selection of confounders through 
the use of fully adjusted outcome regression models. However, since such models 
likely contain more covariates than required, the variance of the regression coefficient 
for exposure may be unnecessarily large. Instead of using a fully adjusted modeC 
model selection can be attempted. Most classical statistical model selection approaches, 
such as Bayesian model averaging, do not readily address causal effect estimation. 
We present a new model averaged approach to causal inference, Bayesian causal 
effect estimation (BCEE), which is motivated by the graphical framework for causal 
inference. BCEE aims to unbiasedly estima te the causal effect of a continuous exposure 
on a continuous outcome while being more efficient than a full y adjusted approach. 
Keywords: model selection, causal diagrams, exposure effect estimation, variance 
reduction. 
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4.1 Introduction 
Estima ting causal exposure effects in observational studies demands a vast knowledge 
of the domain of application. For instance, to estimate the causal effect of an exposure 
on an outcome, the graphical framework to causality usually involves postulating a 
causal graph to identify an appropriate set of confounding variables (Pearl, 2009). 
Specifying such a graph can be difficult, especially in subject areas where prior 
knowledge is scarce or limited. 
Investigators often bypass difficulties related to the identification and selection of 
confounders through the use of fully adjusted outcome regression models. Such 
models express the outcome variable as a function of the exposure variable and ail 
available potential confounding variables. A fully adjusted outcome regression madel 
is commonly assumed to yield an unbiased estima tor of the true effect of the exposure. 
However, since such models likely con tain more covariates than required, the variance 
of the regression coefficient for exposure may be unnecessarily large. Instead of using 
a fully adjusted madel, madel selection can be attempted. 
Most classical statistical madel selection approaches do not readily address causal 
effect estimation. One such approach is Bayesian madel averaging (BMA) (Raftery 
et al., 1997; Hoeting et al., 1999). BMA averages quantities of interest (e.g. a regression 
coefficient or the value of a future observation) over all possible models under 
consideration: in the average, each estimate is weighted by the posterior probability 
attributed to the corresponding madel. When the goal is prediction, BMA accounts for 
the uncertainty associated with madel choice and produces confidence intervals that 
have adequate coverage probabilities (Raftery & Zheng, 2003). Unfortunately, BMA 
can perform poorly when used to estimate a causal effect of exposure (Crainiceanu 
et al., 2008; Wang et al., 2012a). 
Wang et al. (2012a) suggested two novel approaches that modify BMA to specifically 
target causal effect estimation: Bayesian adjustrnent for confounding (BAC) and 
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two-stage Bayesian adjustment for confounding (TBAC). Graph-based simulations 
presented in Wang et al. (2012a) show that the causal effect estimators of BAC 
and TBAC are unbiased in a variety of scenarios, hence confirming their adequacy 
for causal inference. Moreover, a theoretical justification for the use of BAC for 
causal inference purposes is further discussed in Lefebvre et al. (2014a). However, 
sorne simulations comparing BAC and TBAC to fully adjusted models show little 
difference in the variance of the causal effect estimators of each method (Wang et al., 
2012a; Vansteelandt, 2012) . Moreover, the choice of BAC's hyperparameter w has 
been recognized as challenging (Wang et al., 2012b). The value w = oo has been 
recommended if one seeks an unbiased causal exposure effect estimator (Lefebvre 
et al., 2014a). Lefebvre et al. (2014a) proposed using cross-validation and bootstrap for 
selecting an w value that aims to minimize the mean-square-error (MSE) of the BAC's 
causal effect of exposure estima tor. These results suggest that the optimal w value not 
only depends on the data-genera ting scenario, but also on sample size, thus making it 
very hard in practice to select an appropriate w value. 
In this paper we propose a new model averaging approach to causal inference: 
Bayesian causal effect estimation (BCEE). BCEE aims to unbiasedly estima te the causal 
effect of a continuous exposure on a continuous outcome, while being more efficient 
than a fully adjusted approach. Our method has sorne similarities with TBAC unlike 
TBAC however, the motivation for our method lies in the graphical framework for 
causal inference (e.g. Pearl (2009)). 
The paper is structured as follows. In Section 4.2, we present the BCEE algorithm 
and discuss, in Section 4.3, a number of aspects of its practical implementation. We 
compare BCEE to sorne existing approaches for causal effect estimation in Section 4.4. 
In Section 4.5, we apply BCEE to a real dataset where we estimate the causal effect 
of mathematical perceived competence on the self-reported average in mathematics 
for highschool students in the province of Quebec. We conclude in Section 4.6 with a 
discussion of our results and provide suggestions for further research. 
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4.2 Bayesian causal effect estimation (BCEE) 
Before presenting BCEE in Section 4.2.3, we fust describe the modeling framework 
in Section 4.2.1 and provide a proposition and corollary concerning directed acyclic 
graphs (DACs) in Section 4.2.2. The description of how the proposition and the 
corollary are used to develop BCEE is presented in Section 4.2.4. We conclude, 
in Section 4.2.5, with a toy example that sheds light on BCEE's properties. Note 
that although we refer to BCEE as a Bayesian algorithm, strictly speaking, it is 
approxima tel y Bayesian since it requires specifying prier distributions only for a subset 
of the parameters. To simplify the discussion, we motivate BCEE from a frequentist 
perspective. 
4.2.1 Modeling framework 
We consider estimating the causal effect of a continuous exposure on a continuous 
outcome. Let X be the random exposure variable, Y be the random outcorne 
variable and U = { U1 , U2 , . .. , UM} be a set of M available, pre-exposure, potentially 
confounding random covariates. Let i index the units of observations, i = 1, ... , n. Our 
goal is to estimate the causal effect of exposure using a linear regression model for 
the outcome with normal, independent and identically distributed errors. Assuming 
the set U is sufficient to identify the average causal effect and the model is correctly 
specified, a fully adjusted linear regression model can be used to estimate the causal 
effect. Under such assumptions, parameter (3 encodes the average causal effect of a unit 
increase in X on Y in the linear rnodel 
M 
lE (Yi lXi, Ui) = 8o + f3 Xi + L 8mUim, (4.1) 
m = l 
where 8o is the intercept and 8m is the regression coefficient associated with covariate 
Um · A disadvantage to using a fully adjusted outcome model is that the variance of 
the exposure effect estimator [J can be large. Therefore, one rnight want to include a 
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reduced number of covariates in the outcome model (4.1), that is, to adjust for a strict 
subset of U also sufficient to estimate the causal effect of X on Y. 
Consider G an assumed causal directed acyclic graph (DAG) compatible with the 
distribution of the observed covariates in G, {Y, X , U} . Let D = { D1, D2, ... , D J} C U 
be the set of parents (direct causes) of X in G. Then using Pearl's back-door criterion 
(Pearl, 2009), it is straightforward to show that adjusting for the set D is sufficient to 
avoid confounding. In other words, the parameter fJ in the linear model 
J 
lE (Yi lXi, D i)= 8o + fJX i + L iÏj D i j 
j=l 
(4.2) 
can also be interpreted as the average causal effect of X on Y. It can also be shown that 
outcome models adjusting for sets of pre-exposure covariates that at least include the 
direct causes of exposure are unbiased; BAC may be seen to be exploiting this feature 
(Lefebvre et al., 2014a). Adjusting for the set of direct causes of X in the outcome model 
thus seems appealing since Dis generally smaller than the full set U. However, this 
approach can also yield an estima tor of fJ, ~~ whose variance is large unless those direct 
causes of X are also strong predictors of Y (e.g. Lefebvre et al. (2014a)). 
BAC, TBAC and BCEE all rely on the fact that the set of direct causes of X is sufficient 
for estima ting the causal effect and that this set of covariates can be identified from the 
data . A differentiating feature of BCEE however, is that it aims to disfavor outcome 
models which include one or more direct causes of X that are unnecessary to eliminate 
confounding. This is viewed as desirable since these variables generally increase the 
variance of ~ . By doing so, BCEE targets sufficient models 
K 
lE (Yi lXi , Zi ) = 8o + fJ X i + L 8kZik (4.3) 
k= l 
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for which the variance of ~ is smaller than the variance of ~ in model (4.1) and the 
variance of ~ obtained using BAC or TBAC. In Section 4.2.2 we present a proposition 
and a corollary that underlie the functioning of BCEE. 
4.2.2 A motivation based on directed acyclic graphs 
The results presented in this section are based on Pearl's back-door criterion and are 
thus obtained from a graphical perspective to causality using directed acyclic graphs 
(DACs). For a brief review of this framework, we refer the reader to the appendix of 
VanderWeele & Shpitser (2011). 
Proposition 4.2.1 presented below gives a sufficient condition to identify a set Z that 
yields an unbiased estima tor ~ of the causal effect of X in (4.3). Corollary 4.2.1 starts 
with such a sufficient set Z and provides conditions under which a direct cause 
of X included in Z can be excluded so that the resulting set Z' is also sufficient. 
Remark that this corollary is akin to Proposition 1 from VanderWeele & Shpitser (2011). 
In the sequel, the concept of cl-separation is used to entail notions of conditional 
independence between variables. Moreover, in Appendix 4.7.1, we show how the 
distribution-free adjustment defined in Pearl (2009) relates to the adjustment in the 
li...'lear model setting introduced in Section 4.2.1. 
Proposition 4.2.1. Consider data compatible with a causal DAC G. Let 
D = { D1 , D2 , ... , D J} be the set of direct causes of X and let Z be a set of covariates 
that we consider ad jus ting for. Ad jus ting for Z is sufficient ta identify the average causal effect 
of X on Y if 
1) no descendants of X are in Z and 
2) if for each D j E D , either 
(a) Dj E Z or 
(b) if Dj f/:; Z then Y and Dj are d-separated by {X u Z}. 
Proof: see Appendix 4.7.2.1. 
~------------------------- ~--- ----------------- ---------------
49 
Corollary 4.2.1. Considera Dj E Z and let Z' = Z \ Dj· 
1. If Dj and Y are d-separated by {X u Z'} then all back-door paths X +-- Dj · · · -+ Y are 
blocked by Z'. 
2. If in addition ta 1., Z is sufficient ta identify the average causal effect according ta 
Proposition 4.2 .1, then Z' is also sufficient ta identify the average causal effect of X on 
Y. 
Proof: see Appendix 4.7.2.2. 
We now address how the proposition and the corollary are used in the linear regression 
setting presented in Section 4.2.1. First, Theorem 1.2.4 from Pearl (2009) states the 
quasi-equivalence between cl-separation and conditional independence. That is, unless 
a very precise tuning of parameters occurs, cl-separation of Y and Dj by {X u Z} is 
equivalent to conditional independence between Y and Dj given {X u Z}. Hence, 
we can replace cl-separation by conditional independence in Proposition 4.2.1 and in 
Corollary 4.2.1. Under the assumption that all variables in the graph Gare multivariate 
normal, we have that conditional independence is equivalent to zero partial correlation 
and thus to zero regression parameter in the linear model (Baba et al., 2004). More 
specifically, if Y and Dj are conditionally independent given {X U Z}, then the 
regression parameter associated to Dj in the linear regression of Y on Dj, X and Z is 0; 
and this parameter is 0 only if Y and Dj are conditionally independent given {X u Z} . 
The assumption of multivariate normality is quite stringent; a weaker assumption is 
that model (4.1) is correctly specified (see Appendix 4.7.3). 
4.2.3 The BCEE algorithm 
BCEE is viewed as a BMA procedure where the prior distribution of the outcome 
model is informative and constructed by using estimates from earlier steps 
of the algorithm, including the exposure model. In this section, we introduce 
BCEE and define the aforementioned prior distribution. The connections between 
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Proposition 4.2.1, Corollary 4.2.1 and BCEE's prior distribution are discussed in 
Section 4.2.4. 
We now define the outcome model using the same model averaging notation as in BAC 
and TB AC. Let oX = (a{ , .. . , n~) be an M-dimensional vector for the inclusion of the 
covariates U in the outcome model, where component n~ equals 1 if covariate Um is 
included in the model and n~ equals 0 if covariate Um is not included, m = 1, .. . , M. 
Letting i index the units of observa ti on, i = 1, ... , n, the outcome model is the following 
normallinear model 
(4.4) 
where {Ji:,_Y and (3 0tY denote respectively the unknown regression coefficients 
associated with Um and X in the outcome model specified by a Y . The parameter 60Y 
denotes the unknown intercept in modela Y and the distribution of the error terms is 
given by éf Y ~ N(O, a; y ). 
Given model (4.4) and a prior distribution P (oY ), the use of BMA for the estimation 
of the exposure effect requires first obtaining the posterior distribution of the 
outcome model P (aY IY ) ex P(Y iaY )P(aY ). Standard implementation of BMA often 
involves selecting a uniform prior distribution P (oy ) = 1/ 2M \:1 aY, in which case 
P (oY IY ) ex P(Y iaY ). The model-averaged exposure effect is then given by 
IE[f3 IY ] = ~ [l: f3 0t y P ( !30ty lay , Y) df30ty] P (a y IY) . (4.5) 
Ot 
In BCEE, we utilize an informative prior distribution rather than the usual 
non-informative one. This distribution is such that the outcome models in which (30tY 
has a causal interpretation according to Proposition 4.2.1, and that cannot be reduced 
,------------------------------------ - -------------- --- - - - ----------------------------------------, 
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according to Corollary 4.2.1, receive the bulk of the prior probability. As will be seen, 
this prior distribution is constructed by borrowing information from the data. 
The first step in the construction of BCEE's prior distribution p B(aY) is to compute 
the posterior distribution of the exposure model. This step is also present in TBAC 
and is performed in BCEE to identify possible causal exposure models and thus likely 
direct causes of the exposure. Recall that direct causes of exposure play a pivotai role 
in both Proposition 4.2.1 and Corollary 4.2.1. We now introduce the notation for the 
exposure model. Let ax = (a{ , .. . , a~) be an M-dirnensional vector for the inclusion 
of the covariates U in the exposure model. The exposure model is the following normal 
linear model 
(4.6) 
where b~x denotes the unknown regression coefficient of Um , m = 1, ... , M, in 
the exposure model specified by ax. The parame ter btfx denotes the unknown 
intercept in ax and cfx ij::f N(O, o-!x ). In this step, each model ax is attributed a 
weight corresponding toits posterior probability, P(axiX) ex P(X Iax)P(ax). For 
simplification, P( ax) is taken to be uniform (that is, P( ax) = l /2M V nx), although 
other prior distributions could be considered. 
We are now ready to define pB(aY), which depends not only on P (nx iX ), but also 
on the regression coefficients 6~ Y . Remember that Proposition 4.2.1 and Corollary 4.2.1 
both require verifying conditional independences. This can be achieved through the 
examination of the outcome model regression coefficients (see the final remarks of 
Section 4.2.4 and Appendix 4.7.3). To sirnplify the presentation, we assume for now 
that the true values of the regression coefficients are provided by an oracle. The BCEE 
prior distribution is as follows: 
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P B(ay ) = LpB (ay [ax) P (ax [X ), where 
oX 
M 
p B (ay [aX) <X rr Q0 Y (a~[a;; ) . 
m = l 
For vectors aY and ax, Q0 y (a~ [ a;_ ) is given by one of the following: 
(4.7) 
where w~Y is defined in (4.8) . To properly define w~Y we must fust define the notion 
of an m-nearest neighbor outcome model. For a given model aY where a~= 0, the 
m-nearest neighbor model to a Y, a Y (m ), has exactly the same covariates as a Y except 
with a~ = 1 instead of a~ = O. In the case where a~ = 1, there is no need to define an 
m-nearest neighbor model. We now define a new set of regression parameters: 
if aY = 1 m 
if a~= O. 
For example, if U = {U1, U2} and a y = (1, 0) then J?Y = 8f'Y can be directly taken 
y - Y oy (2) from modela , whereas Mf = 82 needs to be taken from madel a Y (2) = (1, 1). 
With this additional notation, we define the hyperparameter w~Y as: 
(4.8) 
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where 0 ::::; w ::::; oo is a user-defined hyperparameter, a um and ay are respectively the 
(true) standard deviations of Um and Y . Note that J:( aum f a y is a standardization of 
J;;,_Y which makes it insensitive to the measurement units ofboth Y and Um· In practice, 
we cannat rely on an oracle to provide J;;,_Y; in the sequel, we use the maximum 
likelihood estima tor of J;;,_Y instead. Also, the true values of aum and a y are not known 
and are estirnated by sum and sy. The prior distribution p B (a Y ) th us hasan empirical 
Bayes flavor. Once p B(aY) is obtained, the posterior distribution of the outcome 
model P (aY IY ) is computed and the posterior exposure effect calculated according 
to (4.5). In Section 4.3.2, we discuss how one can account for using the data for the 
specification of p B (a Y ) to obtain appropria te inferences. 
4.2.4 The rationale behind BCEE 
In this section, we explain in detail how BCEE's prior distribution P 8 (aY ) is 
motivated by causal graphs through Proposition 4.2.1 and Corollary 4.2.1. To do so, 
we rely on the relationship between cl-separation and linear regression established in 
Appendix 4.7.1. 
To begin, recall that the first step of BCEE serves to identify likely exposure models. 
Classical properties of Bayesian madel selection ensure that the true (structural) 
exposure madel, the one including only and all direct causes of X (D = { D1 , . .. , D J} ), 
is asyrnptotically attributed all the posterior probability by the first step of BCEE (e.g. 
Haughton (1988); Wasserman (2000)). This result follows from assurning that the set of 
potential confounding covariates U includes all direct causes of X and no descendants 
of X and that the specification of the model is correct: that is, the true exposure 
madel is indeed a normallinear madel of the form X i = 6o + L_f=l Dj D ij + E. f , with 
x iid ( 2 ) E.i "' N O,ax . 
The algorithrn BCEE aims to give the bulk of the posterior weight to outcome models in 
which {Jo. Y has a causal interpretation according to Proposition 4.2.1 and that cannat 
be reduced according to Corollary 4.2.1. In such outcome models, aY includes any 
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given direct cause (identified in the first step) only if the inclusion of this direct cause 
of exposure is necessary for f3 acY to have a causal interpretation in aY. To do so, 
P 8 (ay) places small prior weight on outcome models that do not respect condition 2 
of Proposition 4.2.1. In such models, sorne direct causes of X are excluded (condition 
point 2a from Proposition 4.2.1) and Y is dependent on those excluded direct causes of 
X given X and the potential confounding covariates already included (condition point 
2b from Proposition 4.2.1). Moreover, P 8 (aY) limits the prior weight attributed to 
outcome models which could be reduced according to Corollary 4.2.1. In such models, 
sorne direct causes of X are included, but these are not associated with Y conditionally 
on X and the other covariates included. 
To illustrate how Proposition 4.2.1 and Corollary 4.2.1 motivate the formulation of 
P 8 (a Y ) we provide the following thought experiment. To simplify our presentation, 
we assume that the direct causes of exposure are known and that the outcome 
madel (4.1) is correctly specified. Moreover, we arder the elements of U so that 
the fust J elements are D, that is {U1 , ... ,UM } = {D1 , ... , DJ , UJ+l, ... , UM }· For ease 
of interpretation, we also assume that the covariates U are standardized, although, 
due to the way w~Y is defined, this is not necessary in practice. We consider four 
different situations to illustrate how BCEE functions. In each situation, a direct cause 
of exposure D j = Uj is either included or excluded from the outcome madel a Y and 
the maximum likelihood estimate lbfY 1 is either close to 0 or large. The anticipated 
magnitudes of Qacdajlaf) and of P8 (ay iax) for each situation are presented in 
Table 4.1. Considering jointly those four situations, we see that only outcome models 
that both correctly identify the average causal effect of exposure and that solely include 
necessary direct causes of exposure receive non-negligible prior probabilities. In the 
next paragraph, we describe in detail the fust si tuation, which supposes that direct 
cause D j is omitted from a Y and its associated estimated parameter lbfY 1 is large. 
Suppose a Y does not include Dj. Note that QacY (oJ = Olaf = 1) depends 
on bjY through wjY. Therefore, P 8 (aY iax) also depends on bfY. If lbfY 1 is 
large, then Y is likely not independent of D j conditionally on X and the potential 
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confounding covariates included in a Y (see Appendix 4.7.3). It follows that a Y does 
not respect condition 2b from Proposition 4.2.1. Since the value of wjY is large, 
QnY (oJ = Olaf= 1) is small and sois P 8 (ay lax ). In this situation, P 8 (ay ) is well 
behaved: the modela Y is not sufficient to identify the average causal effect of exp os ure 
and hence it receives little prior probability. A similar reasoning can be applied for 
situation 4 of Table 4.1. The reasoning for situations 2 and 3 is also quite similar, but 
requires invoking Corollary 4.2.1 to determine whether the inclusion of D j is necessary 
or not. 
Table 4.1: Magnitudes of QnY (a[iaf) and P 8 (ay lax ) for four situations defined by 
the inclusion of a direct cause of exposure D j and the magnitude of 18jY 1· 
Situation D; iJ'?Y 1 Y lL D;IX , Z ' w '? Y Qa. Y (oX Iax ) P 8 (Cky 1Ckx ) 
(1) Excl. Large Not likely Large Close to 0 Close to 0 
(2) Incl. Close to 0 Likely Close to 0 Close to 0 Close to 0 
(3) Incl. Large Not likely Large Close to 1 Depends 
(4) Excl. Close to 0 Likely Close to 0 Close to 1 Depends 
LEGEND: Z ' denotes the potential coniounding cova riates included in QY excluding D;, Excl. = 
Excluded, Incl. = Included, Depends= Depends on other D;s. 
Remark in Table 4.1 that in situations 3 and 4, where QnY (a[iaJ) is close to 1, 
P 8 (aY iax ) depends in a large part on the QnY associated with the other direct causes 
of exposure. If none of the QnY are close to 0, then P 8 (ay lax ) is non-negligible and 
hence favors models that identify the causal effect according to Proposition 4.2.1 and 
Corollary 4.2.1. However, if any of the QnY is close to 0, then p B (a y lax) is close to O. 
4.2.5 A toy example 
We considera toy example to gain preliminary insights on the fini te sample properties 
of BCEE. We generated a sample of size n = 500 satisfying the following relationships: 
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----------
x= U1 + U2 +t::x 
Y = X + 0.1Ul + t:: y, 
with U1 , U2 "'N(O, 1) and t::x, t:: y "'N(O, 1), all independent. 
----- -------- - - - -- - - ---------
The fust step of BCEE is to calculate the posterior distribution of the exposure madel 
P ( ax IX). The four possible exposure models in this example are: 
af : X l -+ (af = O , a~ = 0), 
a: : XIU1--+ (af = 1, a~ = 0) , 
a: : X IU2 --+ (af = 0, a~= 1), 
a: : X IUl, u2 --+ (af = 1, a~ = 1). 
We approximate P (X Iax ) using exp[-0.5BJ C(ax)] (Clyde, 2003), where BIC(ax ) 
is the Bayesian information criterion for exposure madel ax . In our example, madel 
a; receives all posterior weight, that is P (ax = (1, 1) IX) = 1. 
Next, we compute the posterior distribution of the outcome madel using p B (a Y ). We 
take w = 100vfn, a choice that is subsequently discussed in Section 4.3.1. The four 
possible outcome models are: 
a{ : Y IX--+ (a{= O, a{ = 0), 
ar : Y IX, u1--+ (a{= 1, a{ = 0) , 
ar : Y IX, u2 --+ (a{= 0, a{= 1), 
ar : Y IX , u1 , u2--+ (a{= 1, a{= 1). 
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Note that only models ar and ar correctly identify the causal effect of exposure. 
We present the calcula ti on of p B (a y 1 a x ) for model ar . Sin ce we obtained 
P (ax = (1, 1)IX) = 1, we only need to calculate P8 (ay = (1, O)lax = (1, 1)) ex 
Qcry (ai = 1laf = 1)Qcry (ar= Olai = 1). We have: 
2 2 
cry ~cry ~ 
We get w1 2 = w(61 2 x su1 /sy)2 = 100v 500(0.14 x 1.00/2 .01 )2 = 9.75. Note that 
y ~cry ' crY crY ~cry 2 
because U1 is included in a2 1 61 2 = 61 2 • AlSO, We have W2 2 = w( 62 2 X SU2 / Sy) = 
100v'500( - 0.01 x 1.04/2.01)2 = 0.05. Because U2 is not in aL we get the regression 
A y Acry 
parameter estimate for u2 from its 2-nearest neighbor model, that is 8~2 = 62 4 
Finally, the value of the (unnormalized) prior probability of model ar is 0.8658. 
Following the same process for the three other outcome models, we calculate 
the prior probabilities. From there, we calculate the posterior distribution of the 
outcome model using the relationship P (aY IY) ex P (Y iaY )P 8 (aY ). Again, we use 
exp[- 0.5BJC(aY )] to approximate P (Y iaY ). Table 4.2 provides the results with the 
details of the intermediate steps. 
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Table 4.2: Calculation of the BCEE outcome madel posterior distribution with 
intermediate steps. 
mode! 
y 
al 0.0230 0.0229 
BIC BMA P(aF IY) 
1435.82 0.4602 0.0254 
ar 0.8658 0.8618 1435.81 0.4629 0.9625 
ar 0.0749 0.0746 1440.04 0.0560 0.0101 
aJ 0.0409 0.0407 1442.00 0.0209 0.0021 
LEGEND: U.P 8 (a Y) is the unnormalized prior probability, P 8 (a Y) is the prior probability, BIC is the 
Bayesian information cri teri on, BMA P ( a Y IY) is the posterior probability the mode! resulting from a 
BMA procedure with a non-informative prior distribution, and P(a Y IY) is the posterior probability 
using BCEE. 
We see from these results how BCEE, as compared to BMA, shifts the posterior 
weight toward models that identify the causal effect of exposure. In fact, in this toy 
example, BCEE puts almost ali the posterior weight on the true outcome madel. BCEE 
accomplishes this by using an informative prior distribution for the outcome madel 
that borrows information bath from the exposure selection step and from neighboring 
regression coefficient estima tes in the outcome models. 
4.3 Practical considerations regarding BCEE 
In this section we discuss practical considerations regarding the usage of the BCEE 
algorithm. First, we discuss the choice of the hyperparameter w value in (4.8), then we 
suggest two alternative ways of implementing BCEE. 
4.3.1 Choice of w 
Recall that BCEE's prior distribution pE(a.Y) depends on a user-selected 
hyperparameter w. In what follows, we suggest making w proportional to ...fiï on the 
basis of asymptotic results related to the quantities QaY in Equation (4.7). Without 
loss of generality, we only discuss the case Q a Y (a~ = 11 a;;;_ = 1). Indeed, the cases 
Qay(a;;; = l ia;;;_= 0) and QaY(a;;; = Ola;;;_ = 0) are trivial because the two quantities 
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are both equal to 1/2. Moreover, the case Q0 Y (a;;;, = Ola~ = 1) is essentially 
equivalent to the case Q0 y (a;;;, = l ia~ = 1) since these quantities are closely (and 
negatively) associated . Remark that because we consider the case where a;;;, = 1, 
- y y - y <5~ = <5~ . However, we present the reasoning in terms of <5~ to allow a direct 
generalization to the case where a ;;;, = O. 
Assume that the true outcome madel is a normal linear madel of the form (4.1) 
and first consider the case J~Y = 0 for a given madel aY . Then covariate Um is 
conditionally independent of Y given the (other) covariates included in madel a y (see 
Appendix 4.7.3). Hence Um should be left out of a Y on the basis of Corollary 4.2.1. It 
is thus desirable that Q0 y(a;;;, = l ia~= 1) ---+ 0 as n - > oo, which happens if w0 ;;; 
wx (J~Y sum.fsyf -+ Oasn -+oo. 
Consider the case J~Y -=!= O. According to Proposition 4.2.1, it is now desirable that 
Q0 y (a;;;,= l ia~= 1) ---+ 1 as n---+ oo, since this would allow for covariates causing less 
confounding to be forced in the outcome madel as n grows. Thus, we need w~Y ---+ 
- y 
as n ---+ oo if <5~ -=!= O. 
If J~Y = 0 then J~Y ~ 0 and thus, for any finite constant value of w, w~Y ~ 0, where 
~ means convergence in probability. However, if J~Y -=!= 0, we need to choose w as a 
function of sample size n in orcier to ensure that w~Y ---+ oo as n---+ oo. We consider 
rates of convergence to find an appropria te function of n . 
Recall that w~y is a function of the MLE J~y (Section 4.2.3). Under rnild 
regularity conditions, it follows from the results in Yuan & Chan (2011) that 
J~Y sum.fsy ~ J~Y Œum./Œy at rate Op( l /fo) , where Op is the usual big-Op notation 
(Agresti (2013), p.588). Thus (J~Y sum.fsy) 2 ~ (J~Y Œum./Œy ) 2 at rate Op(l /n) . 
By taking w = cnb, with 0 < b < 1, where c is a user-fixed constant that does not 
depend on sample size, we obtain w~Y ---+ oo (at rate nb) if J~Y -=!= 0 and w~Y ~ 0 (with 
convergence rate Op(1 j n1- b)) id~ Y = 0, as desired. The value b = 1/ 2 appears tomake 
a good compromise between the two desired convergence behaviors. The simulation 
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study presented in Section 4 shows that BCEE performs well for w = cvfiî with 100 ::S: 
c ::S: 1000. We also see that larger values of c yield less bias and more variance in the 
estimator of the causal effect, and conversely for smaller values of c. Appendix 4.7.4 
illustrates how Q0y(a~ = l ia~ = 1) behaves for different values of c in sorne simple 
settings. 
4.3.2 Implementing BCEE 
ln this section, we first considera naive implementation of BCEE that closely follows 
our presentation of the algorithrn in Section 4.2.3. Then we describe a modified 
implementation that accounts for using the MLE 8~( in p B ( a.Y ). 
We perform three steps to sample one draw from the posterior distribution of 
the average causal exposure effect P (,BIY). Severa! such draws are taken to obtain 
approximations to quantities of interest, such as the posterior mean and variance of 
,8. The steps of the sampling procedure are: 
Sl. Draw ox from the posterior distribution of the exposure model P( ox IX) ex 
P (X Iox), using exp[- 0.5BIC(ox)] to approximate P (X Iox); 
S2. Draw oy from the conditional posterior distribution P(oy lox , Y) ex 
P 8 (oy iox )P (Y ioY ), where the regression coefficients J;;r are estimated by their 
MLEs and P (Yioy) is approximated by exp[- 0.5BIC(oY )]; 
S3. Draw ,8 from the conditional posterior distribution P (,8°r laY , Y ), which we 
approxima te by its limit normal distribution N (~ar , SE(~0r ) ) (Dawid, 1970; 
Walker, 1969), where ~ar is the maximum likelihood estima tor of ,aar and SE(~0r) 
is its estimated standard error. 
The sampling for the first two steps is clone using Markov chain Monte Carlo model 
composition (MC3) (Madigan et al., 1995). We refer to this naive implementation of 
BCEE as N-BCEE. 
------------ - --- - - - -----------------------------------
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Because N-BCEE does not take into account the uncertainty related to the estimation of 
the regression coefficients J~Y in P 3 (aY), we anticipate that the confidence (credible) 
interval for f3 will be too narrow. Our insight relies on the empirical Bayes literature, 
where it has been extensively shown that data-dependent prior distributions lead to 
confidence intervals that tend to be "too short, inappropriately centered, or both" 
(Carlin & Gelfand, 1990). Also, narrow confidence intervals for f3 are observed in 
simulations presented in Section 4.4. Although many solutions to this problem have 
been proposed (see Carlin & Louis (2000) for a short discussion), most cannat be 
realistically applied to BCEE due to the complexity of the algorithm. Therefore, we 
propose the following simple ad hoc solution, which happens to be notably faster than 
N-BCEE. We refer to this modified implementation of BCEE as A-BCEE. 
A-BCEE is the same as N-BCEE except for step S2. Recall that this step is directed at 
sampling from the conditional posterior distribution P ( a Y lax, Y ) using MC3 . This 
MC3 scheme requires calculating a Metropolis-Hasting ratio which involves the ratio 
of the (conditional) prior probabilities of the proposed outcome model, ai, to the 
current outcome model, ar: 
11~=1 Qai ( a;;J~~ ) jC 
11~=1 Qar (a~ l a~ ) /C (4.9) 
where C is a normalizing constant such that P3 (ay lax) = 11~=1 Qa.Y (a~ l a~) jC. 
In RP, ar and ar are two neighbor outcome models that differ only by their inclusion 
of a single covariate Um' · A-BCEE utilizes the following simplification for RP: 
(4.10) 
The heuristic for suggesting this approximation is that the individual ratio that 
is the most likely to significantly differ from 1 in (4.9) is the one associated to 
covariate Um' ' that is Qoi (a~, la~, ) /Qar ( a~, la~, ) . In fact, unless the covariates 
62 
"' y U are very strongly correlated with each other, we expect the o~ s (m =1= m') to be 
of the same magnitude between two neighboring models. Note that we also expect 
many terms in the RP product to be exactly equal to 1 since an individual ratio 
equals 1 when its corresponding covariate is not included in the exposure model 
( Qai (a~Ja~ = 0) / Qa:f (a~Ja~ = 0) = 1). Simulations were performed to verify 
the validity of approximation (4.10) (results not presented). 
Using simplified RP (4.10), it becomes an easy task to incorporate the 
- y 
variability associated with the estimation of the o0 s. We assume that 
J~; ,....., N (J~; , SE (J~;) ), where SE (J~; ) is the estimated standard error of 
J~; . In surnmary, in step 52 of the sampling procedure of A-BCEE we simply draw 
J~; from N (J~; , SE u~:)) and use it in approximation (4.10). We remark that this 
strategy is akin to specifying an Empirical Bayes type of hyperprior for JaY . 
The finite sample properties of N-BCEE and A-BCEE are studied and compared 
in sorne simulation scenarios presented in the next section. We also consider 
nonparametric bootstrap (Laird & Louis, 1987) in a few simple and small scale 
simulations as an alternative to A-BCEE to correct confidence intervals. Note that, 
due to computing time, this bootstrapped BCEE (B-BCEE) approach is considerably 
less practical than A-BCEE to evaluate in simulations and to apply to real data sets of 
moderate to large sizes. 
4.4 Simulation studies 
In this section, we study the finite sample properties of BCEE in various simulation 
scenarios. The first primary objective of the simulations is to compare BCEE to 
standard or related methods that are used to estimate total average causal effects of 
exposure. The second primary objective is to study the sensitivity of BCEE to the 
choice of its user-selected hyperparameter w. The three secondary objectives relate to 
the large, whilst finite, properties of BCEE, to the performance of the B-BCEE and to 
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BCEE robustness to non normality of errors (model mispecification) . The primary and 
secondary objectives are examined in separate subsections. 
4.4.1 Main simulations 
To achieve the two main objectives, we examine 24 different simulation scenarios 
obtained by considering three factors: data-generating process (DGPl, DGP2, DGP3 
and DGP4), sample size (200, 600 and 1000) and true causal effect of exposure ({3 = 0.1 
or f3 = 0). The four data-generating processes are described below. 
The first data-generating process (DGP1) satisfies the following relationships: 
U3 = U2 +c3 
Us= U4 +cs 
x = ul + u2 + u4 +ex 
Y = U3 + 0.1 U4 +Us+ {3X +cy , 
with U1, U2, U4 , é3,cs , cx,cy,...., N(O, 1) all independent. The set of available covariates 
is U = {U1 , U2, ... , Us}. 
The second data-generating process (DGP2) involves a larger number of covariates 
than DGP1 and features an indirect effect of X on Y: 
U1 = U4 +c1 
U3 = U4 +c3 
x = ul + u2 + u3 +ex 
u6 = o.sx + u3 + C6 
Y= 0.1U4 + 0.1Us + f3U6 + 0.5{3 X + cy, 
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where u4,é l , é2,é3, é5,éX , é6 , éY ~ N (0 , 1) all independent. The set of available 
covariates is U = {U1 , U2, . . . , U5, U1, ... , U15 }, where U1, ... , U15 are ali independent 
N(O, 1). We exclude U6 from the set of potential confounding covariates since one must 
not adjust for descendants of the exposure X to identify the total average causal effect. 
Here the total effect of X on Y (direct effect plus indirect effect through U5) is 0.5,8 + 
0.5{3 = {3 . For simulation purposes, we consider the madel a y = (0, 0, 1, 1, 1, 0, .. . , 0) 
as the "true" outcome madel. 
The third data-generating process (DGP3) is similar to the first simulation example in 
Wang et al. (2012a) but includes only 18 additional (noise) covariates (instead of 49) : 
X = 0.1U1 + V (1 - 0 . 72 ) ~::x 
Y = 0.1U1 + 0.1U2 + {3 X + E: y , 
where U1, U2 , ~::x , E: y "' N(O, 1) all independent. The set of available covariates is U = 
{U1 , U2 , . .. , U2o}, where U3, ... , U2o are also independent N(O, 1). 
The fourth data-genera ting process (DGP4) is inspired by a DAG presented in Morgan 
& Winship (2007), Figure 1.1, page 25: 
X = 0.1U1 + 0.1U2 + 0.1U3 + é X 
u6 = u3 + 1::5 
Y= 0.1U4 + 0.5U5 + 0.5U6 + {3 X + E:y , 
where ~::x ,E:6 ,éY "' N(0, 1) all independent. Covariates U1 , U2 , U3 , U4, U5 are also 
N(O, 1) and are ali independent except U1 , U2 and U1 , U4 for which we have 
Cov(U1 , U2) = 0.7 and Cov(U1, U4) = 0.7. Notice that U1 is a collider between U2 and 
U4 and thus Cov (U2 , U4) = O. 
For each of the 24 simulation scenarios, we randomly generated 500 datasets. We 
estimated the average causal effect of exposure using 8 different procedures: 1) the 
---------
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true outcome model, 2) the fully adjusted model, 3) Bayesian model averaging (BMA) 
with a uniform prior distribution on the outcome model, 4) Bayesian adjustment for 
confounding (BAC) with w chosen with cross-validation criterion C\7(w ) proposed in 
Lefebvre et al. (2014a), 5) BAC with w = oo, 6) Two-stage Bayesian adjustment for 
confounding (TBAC) with w = oo, 7) N-BCEE and 8) A-BCEE. For both N-BCEE 
and A-BCEE, we used w = c,fiï and considered c = 100, c = 500 and c = 1000. 
For each scenario and each method of estimation, we computed the average causal 
effect estima te (M ean), the average standard error estima te (SEE), the standard 
deviation of the estimates (SDE), the root mean squared error (vMSE) and the 
coverage probability of 95% confidence intervals (CP) . All 95% confidence intervals 
were computed using the normal approximation ~ ± 1.96SE E . Tables 4.3, 4.4, 4.5 
and 4.6 summarize the results for f3 = 0.1. The marginal posterior probability of 
inclusion of each potential confounding covariate can be found in Tables 4.11 to 4.14 in 
Appendix 4.7.5. The results for f3 = 0 are similar and are presented in Appendix 4.7.6, 
Tables 4.16-4.19. 
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Table 4.3: Comparison of estimates of /3 obtained from the true outcome model, the 
fully adjusted model, BMA, BAC, TBAC, N-BCEE and A-BCEE for 500 Monte Carlo 
replicates of the first data-generating process (DGPl). 
n M ethod M ean SEE SDE JMSE CP 
200 True mode! 0.100 0.045 0.047 0.047 94 
200 Full y adjusted mode! 0.098 0.072 0.074 0.074 94 
200 BMA 0.113 0.047 0.047 0.048 95 
200 BAC (CIJ(w)) 0.104 0.055 0.064 0.064 92 
200 BAC (w = oo) 0.098 0.072 0.074 0.074 94 
200 TBAC (w = oo) 0.098 0.072 0.074 0.074 94 
200 N-BCEE (c = 100) 0.108 0.051 0.055 0.056 93 
200 N-BCEE (c = 500) 0.104 0.055 0.062 0.062 92 
200 N-BCEE (c = 1000) 0.102 0.057 0.065 0.065 93 
200 A-BCEE (c = 100) 0.107 0.055 0.054 0.054 95 
200 A-BCEE (c = 500) 0.104 0.061 0.060 0.060 96 
200 A-BCEE (c = 1000) 0.103 0.063 0.063 0.063 96 
600 True mode! 0.100 0.026 0.025 0.025 96 
600 Fu Uy adjusted mode! 0.100 0.041 0.039 0.039 97 
600 BMA 0.111 0.027 0.027 0.029 94 
600 BAC (CV'(w)) 0.105 0.031 0.035 0.035 95 
600 BAC (w = oo) 0.100 0.041 0.039 0.039 97 
600 TBAC (w = oo) 0.100 0.041 0.039 0.039 96 
600 N-BCEE (c = 100) 0.108 0.029 0.031 0.031 93 
600 N-BCEE (c = 500) 0.106 0.030 0.033 0.034 93 
600 N-BCEE (c = 1000) 0.105 0.031 0.034 0.034 93 
600 A-BCEE (c = 100) 0.108 0.030 0.030 0.031 95 
600 A-BCEE (c = 500) 0.105 0.033 0.032 0.032 97 
600 A-BCEE (c = 1000) 0.105 0.035 0.033 0.033 97 
1000 True mode! 0.101 0.020 0.020 0.020 95 
1000 Fully adjusted mode! 0.100 0.032 0.033 0.033 94 
1000 BMA 0.111 0.021 0.022 0.025 92 
1000 BAC (CIJ(w)) 0.102 0.026 0.030 0.030 93 
1000 BAC (w = oo) 0.100 0.032 0.033 0.033 94 
1000 TBAC (w = oo) 0.100 0.032 0.033 0.033 94 
1000 N-BCEE (c = 100) 0.107 0.022 0.024 0.025 94 
1000 N-BCEE (c = 500) 0.105 0.023 0.026 0.026 94 
1000 N-BCEE (c = 1000) 0.104 0.024 0.026 0.027 94 
1000 A-BCEE (c = 100) 0.107 0.023 0.024 0.025 95 
1000 A-BCEE (c = 500) 0.105 0.026 0.026 0.026 96 
1000 A-BCEE (c = 1000) 0.104 0.027 0.027 0.027 96 
LEGEND: M ean is the mean estima ted value of f3 where the true value is 0.1, SEE is the mean standard 
error estima te, SDE is the standard deviation of the estima tes of {3, .J M SE is the squared-root of the 
mean squared error, CP is the coverage probability in % of 95% confidence intervals. 
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Table 4.4: Comparison of estimates of (3 obtained from the true outcome model, the 
fully adjusted model, BMA, BAC, TBAC, N-BCEE and A-BCEE for 500 Monte Carlo 
replicates of the second data-generating process (DGP2). 
n M ethod Mean SEE SDE "JMSE CP 
200 True mode! 0.102 0.046 0.045 0.045 96 
200 Fully adjusted mode! 0.104 0.075 0.078 0.078 94 
200 BMA 0.148 0.044 0.046 0.067 68 
200 BAC (CV'(w)) 0.118 0.052 0.075 0.077 76 
200 BAC (w = oo) 0.103 0.073 0.077 0.077 95 
200 TBAC (w = oo) 0.103 0.073 0.076 0.076 95 
200 N-BCEE (c = 100) 0.120 0.053 0.068 0.071 83 
200 N-BCEE (c = 500) 0.110 0.058 0.073 0.074 86 
200 N-BCEE (c = 1000) 0.107 0.060 0.074 0.074 88 
200 A-BCEE (c = 100) 0.120 0.062 0.066 0.069 92 
200 A-BCEE (c = 500) 0.112 0.067 0.071 0.072 95 
200 A-BCEE (c = 1000) 0.110 0.068 0.072 0.073 95 
600 True mode! 0.100 0.026 0.026 0.026 96 
600 Fully adjusted mode! 0.102 0.042 0.041 0.041 95 
600 BMA 0.133 0.030 0.032 0.046 70 
600 BAC (CV'(w)) 0.106 0.036 0.042 0.042 85 
600 BAC (w = oo) 0.102 0.041 0.041 0.041 96 
600 TBAC (w = oo) 0.102 0.041 0.041 0.041 96 
600 N-BCEE (c = 100) 0.114 0.032 0.037 0.040 86 
600 N-BCEE (c = 500) 0.108 0.034 0.039 0.039 91 
600 N-BCEE (c = 1000) 0.106 0.035 0.039 0.040 91 
600 A-BCEE (c = 100) 0.114 0.036 0.037 0.039 92 
600 A-BCEE (c = 500) 0.109 0.038 0.038 0.039 94 
600 A-BCEE (c = 1000) 0.107 0.039 0.039 0.039 94 
1000 True mode! 0.100 0.020 0.021 0.021 95 
1000 Fully adjusted mode! 0.100 0.032 0.032 0.032 95 
1000 BMA 0.121 0.024 0.027 0.034 80 
1000 BAC (CV'(w)) 0.100 0.029 0.031 0.031 92 
1000 BAC (w = ) 0.099 0.032 0.032 0.031 95 
1000 TBAC (w = ) 0.099 0.032 0.032 0.031 95 
1000 N-BCEE (c = 100) 0.107 0.025 0.029 0.029 90 
1000 N-BCEE (c = 500) 0.103 0.026 0.029 0.029 90 
1000 N-BCEE (c = 1000) 0.102 0.026 0.030 0.030 91 
1000 A-BCEE (c = 100) 0.108 0.028 0.028 0.029 93 
1000 A-BCEE (c = 500) 0.104 0.029 0.029 0.029 94 
1000 A-BCEE (c = 1000) 0.103 0.030 0.029 0.030 95 
LEGEND: See Table 4.3. 
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Table 4.5: Comparison of estimates of fJ obtained from the true outcome model, the 
fully adjusted model, BMA, BAC, TBAC, N-BCEE and A-BCEE for 500 Monte Carlo 
replicates of the third data-genera ting process (DGP3). 
n Method M ean S EE S DE JMSE CP 
200 True mode! 0.103 0.100 0.100 0.100 95 
200 Fully adjusted mode! 0.101 0.105 0.104 0.104 96 
200 BMA 0.149 0.085 0.086 0.099 89 
200 BAC (CV'(w)) 0.116 0.087 0.103 0.104 90 
200 BAC (w = oo) 0.101 0.100 0.101 0.101 95 
200 TBAC(w = ) 0.102 0.101 0.101 0.101 95 
200 N-BCEE (c = 100) 0.113 0.093 0.100 0.101 93 
200 N-BCEE (c = 500) 0.106 0.096 0.101 0.101 94 
200 N-BCEE (c = 1000) 0.104 0.097 0.101 0.101 94 
200 A-BCEE (c = 100) 0.116 0.096 0.098 0.099 95 
200 A-BCEE (c = 500) 0.109 0.098 0.099 0.100 95 
200 A-BCEE (c = 1000) 0.108 0.099 0.100 0.100 95 
600 True mode! 0.098 0.057 0.060 0.060 96 
600 Fully adjusted mode! 0.098 0.058 0.061 0.061 96 
600 BMA 0.138 0.054 0.061 0.072 80 
600 BAC (CV'(w) ) 0.104 0.054 0.065 0.065 87 
600 BAC (w = ) 0.097 0.058 0.060 0.060 96 
600 TBAC (w = oo) 0.097 0.057 0.060 0.060 95 
600 N-BCEE (c = 100) 0.108 0.056 0.064 0.064 88 
600 N-BCEE (c = 500) 0.101 0.056 0.062 0.062 92 
600 N-BCEE (c = 1000) 0.100 0.056 0.061 0.061 92 
600 A-BCEE (c = 100) 0.111 0.057 0.063 0.064 90 
600 A-BCEE (c = 500) 0.104 0.057 0.062 0.062 92 
600 A-BCEE (c = 1000) 0.103 0.057 0.062 0.062 94 
1000 True mode! 0.098 0.044 0.043 0.043 96 
1000 Fully adjusted mode! 0.098 0.045 0.043 0.043 95 
1000 BMA 0.130 0.045 0.050 0.058 79 
1000 BAC (Cv(w)) 0.102 0.043 0.046 0.046 91 
1000 BAC (w = oo) 0.098 0.045 0.043 0.043 96 
1000 TBAC (w = oo) 0.098 0.044 0.043 0.043 96 
1000 N-BCEE (c = 100) 0.106 0.044 0.048 0.048 91 
1000 N-BCEE (c = 500) 0.101 0.044 0.045 0.045 93 
1000 N-BCEE (c = 1000) 0.100 0.044 0.044 0.044 94 
1000 A-BCEE (c = 100) 0.108 0.045 0.048 0.048 92 
1000 A-BCEE (c = 500) 0.103 0.045 0.046 0.046 94 
1000 A-BCEE (c = 1000) 0.102 0.045 0.045 0.045 94 
LEGEND: See Table 4.3. 
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Table 4.6: Comparison of estimates of fJ obtained from the true outcome model, the 
fully adjusted model, BMA, BAC, TBAC, N-BCEE and A-BCEE for 500 Monte Carlo 
replicates of the fourth data-generating process (DGP4) . 
n Method Mean SEE SDE "JMSE CP 
200 True mode! 0.103 0.054 0.052 0.052 96 
200 Fully adjusted mode! 0.105 0.072 0.068 0.068 95 
200 BMA 0.119 0.060 0.054 0.057 96 
200 BAC (CV'(w) ) 0.110 0.061 0.062 0.063 95 
200 BAC (w = oo) 0.103 0.072 0.068 0.068 95 
200 TBAC (w = oo) 0.105 0.071 0.067 0.067 96 
200 N-BCEE (c = 100) 0.108 0.061 0.063 0.064 93 
200 N-BCEE (c = 500) 0.106 0.064 0.066 0.066 94 
200 N-BCEE (c = 1000) 0.105 0.065 0.066 0.066 95 
200 A-BCEE (c = 100) 0.110 0.066 0.062 0.062 96 
200 A-BCEE (c = 500) 0.107 0.068 0.064 0.064 96 
200 A-BCEE (c = 1000) 0.107 0.068 0.065 0.065 96 
600 Truemodel 0.099 0.031 0.031 0.031 95 
600 Fully adjusted mode! 0.097 0.041 0.043 0.043 95 
600 BMA 0.110 0.036 0.036 0.038 92 
600 BAC (Cv(w) ) 0.100 0.037 0.042 0.042 92 
600 BAC (w = oo) 0.096 0.041 0.043 0.043 95 
600 TBAC (w = ) 0.096 0.041 0.042 0.043 94 
600 N-BCEE (c = 100) 0.102 0.036 O.Q40 0.040 92 
600 N-BCEE (c = 500) 0.099 0.037 0.041 0.041 92 
600 N-BCEE (c = 1000) 0.098 0.037 0.042 0.042 92 
600 A-BCEE (c = 100) 0.102 0.038 0.040 0.040 94 
600 A-BCEE (c = 500) 0.100 0.039 0.041 0.041 94 
600 A-BCEE (c = 1000) 0.099 0.040 0.041 0.041 94 
1000 Truemodel 0.099 0.024 0.024 0.024 96 
1000 Fully adjusted mode! 0.099 0.032 0.032 0.032 95 
1000 BMA 0.107 0.028 0.029 0.030 92 
1000 BAC (CV'(w) ) 0.100 0.029 0.032 0.032 91 
1000 BAC (w = oo) 0.098 0.032 0.032 0.032 94 
1000 TBAC (w = ) 0.098 0.032 0.032 0.032 93 
1000 N-BCEE (c = 100) 0.102 0.028 0.030 0.030 92 
1000 N-BCEE (c = 500) 0.100 0.028 0.031 0.031 92 
1000 N-BCEE (c = 1000) 0.100 0.029 0.032 0.031 92 
1000 A-BCEE (c = 100) 0.102 0.030 0.031 0.031 94 
1000 A-BCEE (c = 500) 0.101 0.030 0.031 0.031 94 
1000 A-BCEE (c = 1000) 0.100 0.031 0.032 0.032 94 
LEGEND: See Table 4.3. 
70 
We start by discussing the results pertaining to non-BCEE methods for estima ting the 
average causal effect of exposure. Then, we discuss the results for BCEE and contrast 
them to the former results. 
As expected, Bayesian model averaging (BMA) can perform very poorly to estirnate 
the average causal effect. More precisely, the simulation results show that the bias 
can be substantial when the most important confounding covariates are only slightly 
associated with the outcome (DGP2 and DGP3). For instance, in DGP2, U3 and U4 
are important confounding covariates often excluded by BMA (see Table 4.12 in 
Appendix 4.7.5). This situation also yields confidence intervals with poor coverage 
probabilities. Although increasing sample size seems to reduce the bias, the coverage 
probability remains mostly unchanged. In situations where the most important 
confounding covariates are strongly associated with the outcome (DGPl and DGP4), 
BMA performs very weil both in terms of mean squared error (MSE) and coverage 
probability. 
The simulation results also support the daim that BAC and TBAC with w = oo 
do not yield a notable reduction in the variance of the estirnated causal effect as 
compared to the fully adjusted model. This is partly due to the fact that BAC and 
TBAC tend to include more covariates than needed to achieve unbiasedness (see 
Appendix 4.7.5). Moreover, using BAC with cross-validation criterion Cv(w) gives 
relatively poor results. Even though this method sometimes gives smaller MSE than 
BAC with w = oo, the estirnated standard error remarkably underestirnate the true 
standard error (the standard deviation of the estima tes of (3 ). One possible explanation 
for this underestirnation is that BAC with Cv(w) neglects the uncertainty associated 
with the choice of the hyperparameter w . 
The simulation results show that the choice of using w = cy'ri, cE [100, 1000], for 
A-BCEE and N-BCEE is reasonable. The results do not appear too sensitive to the 
choice of c in this interval. The simulation results also confirm that N-BCEE can 
-------------------------------------------------------------------------------------------------------
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yield lower than expected coverage probabilities. This seems to be particularly true 
in complex scenarios that contain many covariates, such as DGP2, DGP3 and DGP4. 
Despite sometimes producing slightly biased estimates, A-BCEE performs at least as 
well as BAC and TBAC with w = oo in terms of MSE. The bias is small enough that 
in all simulation scenarios we considered, A-BCEE (with any c) yields appropriate 
coverage probability. In general, A-BCEE gives less weight to variables only associated 
with the exposure than BAC and TBAC (see Appendix 4.7.5) . In DGP1, A-BCEE 
outperforms BAC and TBAC with w = oo in terms of MSE. In DGP2 and DGP4, 
A-BCEE has smaller MSE than BAC and TBAC although comparatively to a lesser 
extent. Results are quite similar between BAC, TBAC and A-BCEE in DGP3. Note that 
in DGP3, the true model and the fully adjusted model have the same MSE. There is 
thus no possible gain in using another model than the fully adjusted model. Figure 4.1 
illustrates the distribution of ~ obtained by using A-BCEE and BAC with w = oo 
for all four data-generating processes with n = 200 (analogous figures are displayed 
in Appendix 4.7.8 with n = 600 and n = 1000). This figure shows how estimates 
obtained with A-BCEE, despite being slightly biased, are more concentrated around 
the true value (3 than estimates obtained with BAC. Moreover, Figure 4.1 illustrates the 
bias-variance tradeoff associated with the choice of c in A-BCEE: smaller values of c, as 
compared to larger values of c, favor a reduced variance in the estimator of the causal 
effect at the cost of an increase in bias. 
On the basis of these results, we hypothesized that BCEE would perform best when 
1) there are sorne direct causes of the exposure that are strongly associated with the 
exposure, and 2) there exists variables that can d-separate those direct causes from the 
outcome. In such situations, we expect BCEE to favor models excluding those direct 
causes and including the d-separating variables. To verify this, we simulated data 
according to a fifth data-generating scenario (DGPS) which meets these two conditions. 
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Figure 4.1: Comparison of the distribution of jJ obtained from A-BCEE and BAC (w = 
oo) for all four data-generating processes and a sample size n = 200. The red line 
corresponds to the true value (3 = 0.1 
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The equations for DGPS are: 
Y = u5 + f3X + é y , 
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where c5, ex, cy "' N(O,l), all independent. In this example, BCEE's prior distribution, 
pB ( o:Y ), is devised to give non negligible prior weight to the two following sufficient 
outcome models : (i) the one including {U1 , U2 , U3 , U4 }, and (ii) the one including only 
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{U5} . However, because the marginal likelihood of the model (ii) should dominate 
the one of model (i) for large n, we expect the second outcome model to receive 
increased posterior weight as n grows. To reduce computational burden, we only 
considered f3 = 0.1 and did not estimate {3 with N-BCEE. The results are presented in 
Table 4.7. Those results show how under such ideal conditions, the MSE obtained by 
using A-BCEE is much smaller than the one obtained using the fully adjusted outcome 
model, BAC or TBAC. In fact, A-BCEE's MSE is similar to the MSE of the true outcome 
model. Moreover, Table 4.15 in Appendix 4.7.5 reveals that models including U5 , but 
excluding U1 , U2, U3 and U4 are favored by A-BCEE, particularly for the larger sample 
sizes. Indeed, the marginal posterior probabilities of covariates U1 to U4 decrease with 
sample size while the posterior probability of U5 remains at 1 for all sample sizes 
considered. This is as opposed to BAC and TBAC where the full model (including 
U1 to U5 ) receives a posterior probability of 1 at all sample sizes. 
--- --- -----------
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Table 4.7: Comparison of estimates of f3 obtained from the true outcome model, the 
fully adjusted model, BMA, BAC, TBAC and A-BCEE for 500 Monte Carlo replicates 
of the fifth data-generating process (DGPS) . 
n Method Estima te SEE SDE J MSE CP 
200 True mode! 0.103 0.053 0.054 0.054 92 
200 Fully adjusted mode! 0.102 0.072 0.076 0.076 94 
200 BMA 0.103 0.054 0.055 0.055 93 
200 BAC (C~(w) ) 0.102 0.059 0.066 0.066 92 
200 BAC (w = ) 0.102 0.072 0.076 0.076 94 
200 TBAC (w = ) 0.102 0.072 0.076 0.076 95 
200 A-BCEE (c = 100) 0.103 0.055 0.056 0.056 93 
200 A-BCEE (c = 500) 0.103 0.059 0.059 0.059 94 
200 A-BCEE (c = 1000) 0.102 0.061 0.061 0.061 95 
600 True mode! 0.099 0.031 0.029 0.029 96 
600 Fully adjusted mode! 0.097 0.041 0.040 0.040 96 
600 BMA 0.099 0.031 0.029 0.029 96 
600 BAC (C~(w) ) 0.097 0.034 0.036 0.036 95 
600 BAC (w = oo) 0.097 0.041 0.040 0.040 96 
600 TBAC (w = oo) 0.097 0.041 0.040 0.040 96 
600 A-BCEE (c = 100) 0.098 0.031 0.030 O.Q30 96 
600 A-BCEE (c = 500) 0.098 0.033 0.030 0.030 97 
600 A-BCEE (c = 1000) 0.098 0.034 0.031 0.031 97 
1000 True mode! 0.100 0.024 0.023 0.023 95 
1000 Fully adjusted madel 0.100 0.032 0.031 0.031 94 
1000 BMA 0.100 0.024 0.023 0.023 96 
1000 BAC (C~(w)) 0.101 0.027 0.027 0.027 95 
1000 BAC (w = oo) 0.100 0.032 0.031 0.031 94 
1000 TBAC (w = oo) 0.100 0.032 0.031 0.031 95 
1000 A-BCEE (c = 100) 0.100 0.024 0.023 0.023 96 
1000 A-BCEE (c = 500) 0.100 0.025 0.023 0.023 96 
1000 A-BCEE (c = 1000) 0.100 0.025 0.023 0.023 96 
LEGEND: See Table 4.3. 
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4.4.2 Additional simulations 
We now address the secondary objectives with additional simulations. The fust 
secondary goal is to study the large, whilst finite, sample properties of BCEE. To 
do this, we examine four different simulation scenarios obtained by considering the 
four data-generating processes (DGP1, DGP2, DGP3 and DGP4) with a sample size 
of 10,000. Once again, for each scenario, we randomly generated 500 datasets. We 
estimated the average causal effect of exposure using A-BCEE and N-BCEE with 
w = c..fii. Because the sample size is large and the computational burden is heavy, 
we considered only one value of c (c = 500). The results are shown in Table 4.8. These 
simulations suggest that A-BCEE and N-BCEE with w = c..fii unbiasedly estimate 
the causal effect of exposure when n is large and when BCEE's working assumptions 
hold (i.e., U includes all direct causes of X and the normal linear model is a correct 
specification for both X and Y) . 
Table 4.8: Estima tes of (3 for N-BCEE and A-BCEE with a sample size of n = 10,000 for 
500 Monte Carlo replicates of each da ta-generating process. 
DGP Method Mean S EE S DE J M SE CP 
1 N-BCEE (c = 500) 0.100 0.0068 0.0067 0.0067 97 
1 A-BCEE (c = 500) 0.100 0.0069 0.0066 0.0066 97 
2 N-BCEE (c = 500) 0.100 0.0074 0.0075 0.0075 96 
2 A-BCEE (c = 500) 0.100 0.0079 0.0075 0.0075 98 
3 N-BCEE (c = 500) 0.100 0.0140 0.0141 0.0141 95 
3 A-BCEE (c = 500) 0.100 0.0140 0.0141 0.0141 95 
4 N-BCEE (c = 500) 0.099 0.0083 0.0084 0.0084 96 
4 A-BCEE (c = 500) 0.099 0.0089 0.0086 0.0086 97 
LEGEND: DGP is the data-genera ting process, Mean is the mean estimated value of fJ where the true 
value is 0.1, SEE is the mean standard error estimate, S DE is the standard deviation of the estimates of 
fJ, J M S E is the squared-root of the mean squared error, CP is the coverage probability in % of 95% 
confidence intervaJs. 
The second secondary objective is to study the performance of the bootstrapped 
BCEE (B-BCEE) to correct the confidence intervals of N-BCEE. Since this bootstrapped 
implementation is very computationally intensive, we only considered two simulation 
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scenarios: DGP1 and DGP4 with a sample size of 200. In this case, only 100 datasets 
were generated for each scenario. We estimated the causal effect of exposure using the 
fully adjusted model, the true outcome model, BMA, BAC, TBAC, A-BCEE, N-BCEE 
and B-BCEE. For A-BCEE, N-BCEE and B-BCEE we took w = cfo with c = 500. For 
B-BCEE we performed 200 bootstrap resamplings and considered an estimate with 
and without a bias correction. The results are presented in Table 4.9. We find that 
the non-parametric bootstrap implementation of BCEE yields correct estimates of the 
standard error of estimate and correct coverage probabilities. However, B-BCEE does 
not seem to be as efficient nor as practical as A-BCEE. 
Table 4.9: Comparison of estimates of fJ obtained from the true model, the fully 
adjusted model, BMA, BAC, TBAC, N-BCEE, A-BCEE and B-BCEE for the fust and 
fourth data-generating processes (DGP1 and DGP4). Sample size is n = 200, 100 
datasets were generated for each data-generating process. For B-BCEE, 200 bootstrap 
resamplings were performed. 
DGP Method Mean SEE S DE J MSE CP 
True mode! 0.105 0.045 0.053 0.053 93 
1 Full y adjusted mode! 0.104 0.072 0.075 0.075 94 
1 BMA 0.121 0.048 0.050 0.054 93 
1 BAC (w = ) 0.104 0.072 0.075 0.075 94 
1 TBAC (w = = ) 0.104 0.072 0.075 0.074 93 
1 N-BCEE (c = 500) 0.112 0.056 0.063 0.064 92 
1 A-BCEE (c = 500) 0.111 0.062 0.061 0.062 96 
1 B-BCEE (c = 500, no bias corr.) 0.112 0.067 0.063 0.064 96 
1 B-BCEE (c = 500, w 1 bias corr.) 0.107 0.067 0.066 0.066 96 
4 True mode! 0.111 0.063 0.063 0.063 96 
4 Fully adjus ted mode! 0.106 0.072 0.064 0.064 96 
4 BMA 0.120 0.060 0.051 0.055 96 
4 BAC(w = ) 0.105 0.072 0.064 0.064 96 
4 TBAC (w = ) 0.106 0.071 0.064 0.063 96 
4 N-BCEE (c = 500) 0.108 0.064 0.061 0.061 97 
4 A-BCEE (c = 500) 0.109 0.068 0.060 0.060 96 
4 B-BCEE (c = 500, no bias corr.) 0.108 0.071 0.061 0.061 97 
4 B-BCEE (c = 500, w 1 bias corr.) 0.107 0.071 0.062 0.062 98 
LEGEND: See Table 4.8 
The last secondary goal is to verify if BCEE is robust to non normality of errors. To do 
so, we considered 6 simulation scenarios built by considering 2 factors: data-genera ting 
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process (DGP6, DGP7 and DGP8) and sample size (200, 600, 1000). The data-generating 
processes DPG6, DGP7 and DGP8 rnirnic DGP1, DGP2 and DGP4 respectively but 
all the c error terms have the following shifted exponential distribution f(c) = 
exp(c + 1) ,c 2: - 1, instead of a N(O, 1) distribution. The results from these additional 
simulations are presented in Appendix 4.7.7. The results are very sirnilar to the ones 
presented in Tables 4.3, 4.4 and 4.6 and suggest that BCEE is very robust to deviations 
from normality. 
4.5 Application: Estimation of the causal effect of perceived mathematical 
competence on grades in mathematics 
In this section we use A-BCEE to estimate the causal effect of perceived competence 
in mathematics (measured on a scale from 1 to 7) on self-reported grades (in %) 
in mathematics. We consider longitudinal data obtained from 1430 students during 
their first three years of highschool. Participants lived in various regions throughout 
Quebec, Canada. The data were collected by postal questionnaires every year for a 
period of three years (time 1, time 2 and tirne 3). Further details can be found in Guay 
et al. (2011). 
We used measures of perceived competence in mathematics at tirne 2 as the exposure 
and grades in mathematics at tirne 3 as the outcome to estirnate the causal effect 
of interest. Recall that A-BCEE requires specifying a set of potential confounding 
covariates that includes all direct causes of the exposure and none of its descendants. 
Moreover, it is beneficiai that this set also includes strong predictors of the outcome. 
We took advantage of the longitudinal feature of the data to build the set of potential 
confounding covariates. Because a cause always precedes its effect in tirne, we 
constructed the set of potential confounding covariates by including variables at tirne 1 
that were potential direct causes of perceived-competence at tirne 2. We also included 
variables at tirne 2 that were thought to be strong predictors of grades in mathematics 
at tirne 3. 
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We selected the following 26 covariates: gender, highest level of education reached 
by the mother, highest level of education reached by the father, perceived 
competence in mathematics (at time 1), perceived autonomy support from the mother, 
perceived autonomy support from the father, perceived autonomy support from the 
mathematics teacher, perceived autonomy support from friends at school, self-reported 
mathematics' grades, intrinsic motivation in mathematics, identified motivation in 
mathematics, introjected motivation in mathematics, externally regulated motivation 
in mathematics, victimization and sense of belonging to school. All variables except 
the fust four were considered bath at times 1 and 2. 
Before applying A-BCEE on these data, we obtained sorne descriptive statistics. We 
drew scatter plots of the outcome versus the exposure and versus each potential 
confounding covariate to roughly verify the linearity assumption and to check for 
outliers. For the same reasons, we drew scatter plots of the exposure versus each 
potential confounding covariate. We also noticed that only 46.5% of the participants 
have complete information for all the selected covariates. The variables measured at 
time 1 have generally few missing cases (between 1.8% and 8.3%), but the variables 
measured at time 2 and 3 have a larger degree of missingness (between 26.4% and 
36.4%). We performed multiple imputation (Little & Rubin, 2002) to account for the 
missing data, using 50 imputed datasets to ensure the power falloff is negligible 
(Graham et al., 2007). 
We estimated the causal effect of perceived competence on grades in mathematics 
using the fully adjusted outcome madel, A-BCEE with w = c,fiî (c = 100, 500, 
1000), BAC and TBAC (with w = oo). Results are summarized in Table 4.10. The 
computational burden of BCEE on these data is manageable and comparable to the 
one of TBAC, although quite heavier than the one of BAC when using the BACprior 
package (Talbot et al., 2014). The approximate running times of A-BCEE, BAC, and 
TBAC on one imputed dataset are respectively 22.5 minutes, 1.2 minutes, and 21.2 
minutes on a PC with 2.4GHz and 8 Gb RAM. 
------- - - - - --
79 
Because Step 51 of A-BCEE aims to find the direct causes of the exposure, it is 
reasonable to only allow covariates measured before the exposure to be selected in 
this step. Hence, we ran the A-BCEE algorithm a second time, but this time excluding 
the possibility that covariates measured at time 2 enter the exposure madel. We denote 
this implementation of A-BCEE as A-BCEE* in Table 4.10. 
Table 4.10: Comparison of the estimated causal effect of perceived mathematical 
competence in mathematics on self-reported mathematics' grades. 
M ethod Estimate SEE CI 
Full y adjusted mode] 0.693 0.460 (-0.208, 1.594) 
BAC (w = oo) 0.729 0.462 (-0.178, 1.635) 
TBAC (w = oo) 0.778 0.465 (-0.133, 1.690) 
A-BCEE (c = 100) 0.807 0.451 (-0.076, 1.691) 
A-BCEE (c = 500) 0.790 0.456 (-0.105, 1.685) 
A-BCEE (c = 1000) 0.786 0.459 (-0.113, 1.685) 
A-BCEE* (c = 100) 0.823 0.445 (-0.049, 1.696) 
A-BCEE* (c = 500) 0.808 0.444 (-0.062, 1.679) 
A-BCEE* (c = 1000) 0.803 0.444 (-0.066, 1.673) 
LEGEND: Estimate is the estimated causal effect, SEE is the standard errer estima te, C I is a 95% 
confidence interval for the causal effect. 
Table 4.10 shows that the results from A-BCEE and A-BCEE* are very similar. This is 
not surprising since the marginal posterior probability of inclusion of covariates do not 
differ much between A-BCEE and A-BCEE* (not shown). Using A-BCEE instead of the 
fully adjusted madel slightly decreases the standard error of estimate, between 0.3% 
and 3.5%, which translates in a small decrease of the 95% confidence intervals' width. 
Moreover the standard errors of estimate for BAC and TBAC are slightly larger than 
the one for the fully adjusted model in this illustration. Although the point estimates 
appear to vary substantially between methods, the differences are small relative to the 
magnitude of the estimated standard errors. We conclude that perceived competence 
in mathematics at one point intime likely has little or no causal effect on self-reported 
grades in mathematics a year later. 
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4.6 Discussion 
We have introduced the Bayesian causal effect estimation (BCEE) algorithm to estima te 
causal exposure effects in observational studies. This novel data-driven approach 
avoids the need to rely on the specification of a causal graph and aims to control the 
variability of the estimator of the exposure effect. BCEE employs a prior distribution 
that is motivated by a theoretical proposition embedded the graphical framework to 
causal inference. We also proposed a practical implementation of BCEE, A-BCEE, that 
accounts for the fact that this prior distribution uses information from the data. Using 
simulation studies, we found that A-BCEE generally achieves at least sorne reduction 
of the MSE of the causal effect estimator as compared to the one generated by a 
fully-adjusted model approach or by other data-driven approaches to causal inference, 
such as BAC and TBAC, thus resulting in estimates that are overall doser to the true 
value. In sorne circumstances, the reduction of the MSE can be substantial. Moreover, 
confidence intervals with appropria te coverage probabilities were obtained. Hence, we 
believe that BCEE is a promising algorithm to perform causal inference. 
Sorne current limitations of BCEE could be addressed in future research. The 
generalization to non continuous exposure variable (e.g. binary) is straightforward. 
Recall that the first step of BCEE aims at identifying the direct causes of the 
exposure. As in the normal case we have considered, classical Bayesian procedures 
asymptotically select the true exposure model with probability 1 when assuming X 
belongs to an exponential family (e.g. Bernoulli) and that an adequate parametric 
model is considered (Haughton, 1988). The generalization of BCEE to other types 
of outcome variables is less straightforward. One could specify a generalized linear 
model for the outcome of the form g(lE [Yi lXi , Ui]) = 8o + f3 X i+ ~;:=l bmUim· However, 
unless g is the identity or the log link, such models are generally not collapsible for j3 
over covariate Um (Greenland et al., 1999). In other words, the true value of /], and thus 
its interpretation, depends on whether Um is included or not in the outcome model, 
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even when Um is a not confounding covariate. In such circumstances, averaging the 
estirnated value of fJ over different outcorne models would not be advisable. 
We think that BCEE can be particularly helpful to those working in fields where current 
subject-rnatter knowledge is sparse. To facilitate usage of the BCEE algorithrn, we 
provide an R package narned BCEE (available at http:/ /cran.r-project.org) . 
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4.7 Appendix 
4.7.1 Back-door adjustment and linear regression adjustment 
We describe how the distribution-free back-door adjustment is related to the linear 
regression adjustment. AssumeZ = { Z1 , ... , ZK} is a sufficient set to identify the causal 
effect of X on Y according to the back-door criterion. We consider the average causal 
effect of a unit increase of the exposure on the outcome using Pearl (2009)'s do-calculus: 
/3 = lE[Yido(X =x+ 1)] - JE[Y ido(X =x)] (4.11) 
= LYP(Y = y ido(X =x+ 1)) - LYP(Y = yido(X =x)) 
y y 
= LYLP(Y = yiX =x +1 , Z = z)P(Z = z) 
y z 
- LY LP(Y = yiX = x, Z = z)P(Z = z) (Back-door adjustment) 
y z 
= L ['LyP(Y = y iX =x + 1, Z = z) - LYP(Y = y iX = x, Z = z)] P(Z = z) 
z y y 
= lEz [lE[YIX = x+ 1, Z = z] - lE[Y IX =x, Z = z]]. (4.12) 
We now show that the regression coefficient associated with the exposure in the linear 
regression madel of Y on X and Z corresponds to f3 in ( 4.11) if the madel is correctly 
specified. Since we assumed the madel is correct, JE[Y IX = x, Z = z] = 5o+ f3*x + 
L,{;=l b"k zk, where the symbolic /3* is used to reflect the fact that the exposure effect 
may not be causal. Inserting this in (4.12) yields: 
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~ = Ez [ (8o +~*(x+ 1) + t, 8k zk )- (8o +~*x+ t, 8kzk )] 
= Ez [~* ] = ~* . 
We find that the regression coefficient associated with the exposure in the linear 
regression madel of Y on X and Z is indeed the average causal effect. Therefore, if 
the postulated linear regression madel holds, adjusting in the nonparametric manner 
proposed in the back-door criterion is the same as adjusting in the linear regression. 
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4.7.2 Proofs 
4.7.2.1 Proof of Proposition 4.2.1 
Proof First, we know from Pearl (2009) Section 3.3.1 that a set Z is sufficient for 
identifying the causal effect of an exposure X on an outcome Y if (i) no descendants 
of X are in Z and (ii) Z blocks ali back-door paths between X and Y. According 
to condition 1 we assume that there are no descendants of X in Z . Suppose that G 
adroits sorne back-door paths. All back-door paths are such that the second variable 
appearing in the path is a direct cause of X; the back-door paths thus have the form 
X +- D j ···-+ Y. 
Suppose that a direct cause D j is included in Z. Then D j (and therefore the set Z) 
blocks all back-door paths of the form X +- D j · · · -+ Y . Indeed no variable in Z \ D j 
can reopen a pa th X +- D j · · · -+ Y once closed by D j . Therefore, all back-door paths 
admitting a direct cause in Z are blocked by Z. 
It remains to show that all back-door paths for which the second variable in the pa this 
not a direct cause included in Z are closed when condition 2b in the proposition holds. 
Consider D j ~ Z . Now assume that Y and D j are d-separated by {X u Z}. By the 
definition of cl-separation, this means that every path connecting D j to Y is blocked 
by {X u Z} . Recall that all back-door paths associated with this D j are of the form 
X +- D j ··· -+ Y. Because by (2b) D j and Y are d-separated by {X u Z} and since each 
subpath D j · · · Y in these back-door paths does not contain the variable X, these 
subpaths are blocked by Z . This reasoning is applied to each D j ~ Z separately. 
The proof is complete by the back-door criterion as we realize that all back-door paths, 
whether their D j is contained in Z or not, are blocked by Z. 0 
----------- -----
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4.7.2.2 Proof of Corollary 4.2.1 
Pro of 
1. Suppose that G adroits sorne back-door paths of the form X ~ Dj · · · -+ Y . If 
Dj and Y are d-separated by {X U Z'}, then by definition of cl-separation all paths 
between D j and Y are blocked by {X u Z'}. Using the same argument as the one used 
in the third paragraph of the proof of Proposition 4.2.1, it follows that all back-door 
paths X ~ D j ·· ·-+ Y are blocked by Z'. 
2. To prove that Z' is sufficient for estima ting the causal effect of X on Y, we show that 
all back-door paths between X and Y are blocked by Z'. 
First, we consider the back-door paths that admit D j as second variable. From point 1. 
of the corollary, we already know that these back-door paths are blocked. 
Next, we divide the back-door paths that do not admit D j as second variable into two 
categories: 1) the paths whose second variable is aDj' E Z', j' # j , and 2) the paths 
whose second variable is aDj' <t Z' . For 1), following the same argument as in the 
second paragraph of the proof of Proposition 4.2.1, we know that all back-door paths 
whose second variable is aDj ' E Z' are blocked. 
The case where the second variable is aDj' <t Z' is more involved. Here, note that D j' 
is not in Z either since Z' = Z \ D j . The fact that Z is sufficient to identify the average 
causal effect according to Proposition 4.2.1 irnplies that D j' and Y are d-separated by 
{X u Z} . Therefore, every path between D j' and Y is blocked by {X u Z}. For those 
paths that do not include Dj , it is easy to see that they are also blocked by {X u Z'}. 
For those paths that include D j, that is, paths of the form D j' · · · D j · · · -+ Y, we know 
from point 1. that they are blocked in the subpaths D j ···-+ Y by {XUZ'}. Thus, every 
path between D j' and Y is blocked by {X u Z'}, whether or not it includes D j. Using 
the same arguments as the ones used in the third paragraph of the proof of Proposition 
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4.2.1, it follows that all back-door paths X +- D j' · · · --+ Y are blocked by {X U Z'} . 
The whole reasoning is applied for each possible D j' ' according to their inclusion or 
exclusion in Z' . 
Hence, all back-door paths between X and Y in Gare blocked by {X u Z'}. Also, 
because Z is sufficient to identify the average causal effect according to Proposition 
4.2.1, Z does not include any descendants of X and therefore Z' does not either. 
According to the back-door criterion, Z' is thus sufficient to identify the average causal 
effect and the proof is complete. 
0 
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4.7.3 General conditions for the equivalence of zero regression coefficient 
and conditional independence 
We show that the independence of Y and Uk conditional on X and 
U1 , .. . , Uk_1 , Uk+l, ... , UM is equivalent to having regression parameter 8k associated 
to Uk in the linear regression of Y on X and U equal to zero under less stringent 
assumptions than multivariate normality for the covariates X and U. 
Consider the same normallinear modelas in (4.1) 
M 
Yi = OQ + f3X i + L OmUim + éi, 
m = l 
where éi ~ N(O, CJ2 ) . We assume that this model is correctly specified, that is, the data 
for Y is generated according to (4.1) with possibly sorne regression coefficients set to 
O. However, we make no assumptions about the distribution of variables X and U . 
To simplify the notation, we denote {U1, .. . , Uk- l , Uk+l , ... UM} by U \ Uk. We consider 
the case where Uk is a continuous variable. Similar arguments can be used when Uk is 
discrete or has a mixture distribution. Using a conditional normal distribution for Y, 
we have 
and the conditional distribution of Y IX , U \ Uk can be calculated as 
(4.13) 
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and the expression (4.13) for fY[X ,U\Uk (y lx, u \ uk) becomes 
I: f u,IX.U\U. ( u, jx, u \ uk) vL, exp { - 2:' [y - ( Oo +~x+ 11. '="=) n du,
= f v[x,u(Yix , u ) 1: f uk[X,U\Uk (uk lx , u \uk)duk, 
which equals fv [x,u(y lx, u ). 
Thus if 8k = 0 in (4.1) then Y Jl UkiX, U \Uk· Also, it is obvious that if 
Y Jl Uk iX , U \Uk, then 8k = O. Therefore, assuming madel (4.1) is correctly specified 
we have that Y Jl UkiX, U \Uk if and only if 8k = O. Recall that no assumptions were 
made concerni•<g the distribution of X and U \Uk · 
------------------------------------------ --
--------- ----------------------------
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4.7.4 The behavior of Qo.Y 
In Figure 4.2 we examine how the term Qo.Y (a~ = l ia;; = 1) in the definition of 
p B ( o: Y) behaves as a function of the constant c, the sample size n and the standardized 
parame ter J~v sum / sy. Specifically, we take w = c,fiï, as suggested in Section 4.3.2, and 
plot the Qo.Y (a~ = l ia;; = 1) values as a function of c E [0 , 1000] for fixed values of n 
(n = 200, 600, 1000) and J;t SUm/ S y (b~y SUm/ Sy = 0.1, 0.05, 0.01) . 
In Figure 2 (a), we see that, for all sample sizes considered, Qo.Y (ay = l lax = 1) 
rapidly increase from 0 to the limit 1 as c goes from 0 to 1000. This behavior is desirable 
since a standardized regression parameter of 0.1 is non negligible. A similar pattern is 
seen in Figure 2 (b), although the progression of Qo.y(aY = l lax = 1) from 0 to 1 is 
slightly less rapid. In Figure 2 (c), the progression of Qo.Y (ay = l lax = 1) is much 
slower, especially for the smaller sample size. This behavior is desirable as well since 
an effect size of 0.01 would usually be considered as negligible. 
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Figure 4.2: Qcxv (a~ = l ia;; = 1) with w = c.fii as a function of c E [0 , 1000] for n = 
200, 600 , 1000 and J~y SUm/ Sy = 0.1 (a), J~y SUm/ Sy = 0.05 (b) and J~y SUm/ Sy = 0.01 
(c) . 
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4.7.5 Marginal posterior probabilities of inclusion of potential confounding 
covariates 
Table 4.11 : Marginal posterior probability of inclusion of potential confounding 
covariate Um, m = 1, ... , 5, for BMA, BAC, TBAC, N-BCEE, and A-BCEE for 500 Monte 
Carlo replicates of the firs t data-generating process (DGP1) . The covaria tes included in 
the true outcome madel are {U3 , U4 , Us}. 
n M ethod u1 u2 u3 u4 U5 
200 BMA 0.11 0.11 1.00 0.18 1.00 
200 BAC(Cy(w)) 0.35 0.35 1.00 0.41 1.00 
200 BAC(w = oo) 1.00 1.00 1.00 1.00 1.00 
200 TBAC(w = oo) 1.00 1.00 1.00 1.00 1.00 
200 N-BCEE (c = 100) 0.19 0.24 1.00 0.37 1.00 
200 N-BCEE (c = 500) 0.36 0.41 1.00 0.54 1.00 
200 N-BCEE (c = 1000) 0.44 0.49 1.00 0.61 1.00 
200 A-BCEE (c = 100) 0.29 0.35 1.00 0.44 1.00 
200 A-BCEE (c = 500) 0.51 0.56 1.00 0.63 1.00 
200 A-BCEE (c = 1000) 0.60 0.64 1.00 0.70 1.00 
600 BMA 0.06 0.06 1.00 0.24 1.00 
600 BAC(Cy (w) ) 0.32 0.33 1.00 0.47 1.00 
600 BAC (w = oo) 1.00 1.00 1.00 1.00 1.00 
600 TBAC (w = oo) 1.00 1.00 1.00 1.00 1.00 
600 N-BCEE (c = 100) 0.11 0.15 1.00 0.44 1.00 
600 N-BCEE (c = 500) 0.22 0.30 1.00 0.60 1.00 
600 N-BCEE (c = 1000) 0.28 0.37 1.00 0.66 1.00 
600 A-BCEE (c = 100) 0.15 0.21 1.00 0.45 1.00 
600 A-BCEE (c = 500) 0.34 0.42 1.00 0.63 1.00 
600 A-BCEE (c = 1000) 0.44 0.51 1.00 0.70 1.00 
1000 BMA 0.05 0.04 1.00 0.33 1.00 
1000 BAC(CV'(w)) 0.38 0.37 1.00 0.61 1.00 
1000 BAC(w = oo) 1.00 1.00 1.00 1.00 1.00 
1000 TBAC (w = oo) 1.00 1.00 1.00 1.00 1.00 
1000 N-BCEE (c = 100) 0.09 0.11 1.00 0.55 1.00 
1000 N-BCEE (c = 500) 0.19 0.22 1.00 0.69 1.00 
1000 N-BCEE (c = 1000) 0.25 0.28 1.00 0.74 1.00 
1000 A-BCEE (c = 100) 0.12 0.15 1.00 0.54 1.00 
1000 A-BCEE (c = 500) 0.30 0.34 1.00 0.70 1.00 
1000 A-BCEE (c = 1000) 0.39 0.44 1.00 0.75 1.00 
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Table 4.12: Marginal posterior probability of inclusion of potential confounding 
covariate Um, m = 1, ... , 5, 7, 8, for BMA, BAC, TBAC, N-BCEE, and A-BCEE for 500 
Monte Carlo replicates of the second data-generating process (DGP2). The covariates 
included in the true outcome model are {U3 , U4 , U5}. 
n M ethod u1 u2 U3 u4 Us U1 Us 
200 BMA 0.14 0.12 0.20 0.18 0.31 0.10 0.10 
200 BAC (Cy (w)) 0.44 0.41 0.48 0.18 0.32 0.12 0.11 
200 BAC (w = oo) 1.00 1.00 1.00 0.22 0.40 0.15 0.15 
200 TBAC (w = oo) 1.00 1.00 1.00 0.18 0.29 0.14 0.14 
200 N-BCEE (c = 100) 0.45 0.39 0.55 0.26 0.34 0.14 0.14 
200 N-BCEE (c = 500) 0.64 0.58 0.72 0.28 0.35 0.17 0.17 
200 N-BCEE (c = 1000) 0.71 0.66 0.78 0.29 0.36 0.18 0.18 
200 A-BCEE (c = 100) 0.64 0.56 0.66 0.19 0.30 0.13 0.13 
200 A-BCEE (c = 500) 0.79 0.73 0.81 0.19 0.30 0.14 0.14 
200 A-BCEE (c = 1000) 0.84 0.79 0.85 0.19 0.30 0.14 0.14 
600 BMA 0.12 0.09 0.39 0.25 0.64 0.08 0.07 
600 BAC (Cy (w)) 0.63 0.59 0.75 0.22 0.62 0.09 0.07 
600 BAC(w = oo) 1.00 1.00 1.00 0.21 0.57 0.07 0.06 
600 TBAC (w = oo) 1.00 1.00 1.00 0.19 0.53 0.09 0.08 
600 N-BCEE (c = 100) 0.37 0.26 0.73 0.28 0.65 0.09 0.08 
600 N-BCEE (c = 500) 0.56 0.45 0.84 0.29 0.63 0.11 0.09 
600 N-BCEE (c = 1000) 0.64 0.54 0.88 0.29 0.61 0.12 0.10 
600 A-BCEE (c = 100) 0.56 0.43 0.76 0.22 0.59 0.08 0.07 
600 A-BCEE (c = 500) 0.74 0.63 0.86 0.21 0.56 0.09 0.08 
600 A-BCEE (c = 1000) 0.80 0.70 0.90 0.20 0.56 0.09 0.08 
1000 BMA 0.12 0.08 0.55 0.33 0.82 0.06 0.06 
1000 BAC (C V'(w) ) 0.69 0.66 0.86 0.28 0.75 0.06 0.06 
1000 BAC (w = oo) 1.00 1.00 1.00 0.25 0.71 0.05 0.05 
1000 TBAC (w = oo) 1.00 1.00 1.00 0.25 0.69 0.07 0.07 
1000 N-BCEE (c = 100) 0.34 0.23 0.83 0.34 0.78 0.07 0.07 
1000 N-BCEE (c = 500) 0.50 0.39 0.90 0.34 0.76 0.08 0.08 
1000 N-BCEE (c = 1000) 0.58 0.47 0.92 0.34 0.75 0.08 0.08 
1000 A-BCEE (c = 100) 0.50 0.37 0.84 0.28 0.75 0.06 0.07 
1000 A-BCEE (c = 500) 0.69 0.57 0.91 0.27 0.72 0.07 0.07 
1000 A-BCEE (c = 1000) 0.75 0.65 0.93 0.26 0.71 0.07 0.07 
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Table 4.13: Marginal posterior probability of inclusion of potential confounding 
covariate Um, m = 1, ... , 4, for BMA, BAC, TBAC, N-BCEE, and A-BCEE for 500 Monte 
Carlo replicates of the third data-generating process (DGP3). The covariates included 
in the true outcome model are {U1 , U2} . 
n Method u1 u2 u3 u4 
200 BMA 0.17 0.26 0.08 0.09 
200 BAC(C~(w)) 0.48 0.29 0.09 0.10 
200 BAC (w = oo) 1.00 0.28 0.08 0.10 
200 TBAC(w =oc) 1.00 0.30 0.14 0.15 
200 N-BCEE (c = 100) 0.57 0.32 0.14 0.16 
200 N-BCEE (c = 500) 0.75 0.34 0.17 0.19 
200 N-BCEE (c = 1000) 0.80 0.35 0.18 0.20 
200 A-BCEE (c = 100) 0.62 0.30 0.13 0.14 
200 A-BCEE (c = 500) 0.77 0.30 0.13 0.14 
200 A-BCEE (c = 1000) 0.83 0.30 0.13 0.15 
600 BMA 0.29 0.50 0.07 0.05 
600 BAC(C~(w)) 0.75 0.53 0.07 0.06 
600 BAC (w = oo) 1.00 0.52 0.07 0.05 
600 TBAC (w = oo) 1.00 0.51 0.09 0.08 
600 N-BCEE (c = 100) 0.68 0.52 0.10 0.08 
600 N-BCEE (c = 500) 0.82 0.53 0.11 0.10 
600 N-BCEE (c = 1000) 0.87 0.53 0.12 0.10 
600 A-BCEE (c = 100) 0.68 0.51 0.09 0.07 
600 A-BCEE (c = 500) 0.81 0.51 0.09 0.08 
600 A-BCEE (c = 1000) 0.85 0.51 0.09 0.08 
1000 BMA 0.41 0.68 0.05 0.05 
1000 BAC (C~(w)) 0.86 0.70 0.06 0.05 
1000 BAC (w = oo) 0.99 0.69 0.06 0.05 
1000 TBAC (w = oo) 1.00 0.68 0.07 0.07 
1000 N-BCEE (c = 100) 0.76 0.69 0.07 0.07 
1000 N-BCEE (c = 500) 0.88 0.69 0.08 0.08 
1000 N-BCEE (c = 1000) 0.91 0.69 0.09 0.09 
1000 A-BCEE (c = 100) 0.75 0.68 0.07 0.07 
1000 A-BCEE (c = 500) 0.85 0.68 0.07 0.07 
1000 A-BCEE (c = 1000) 0.89 0.68 0.07 0.07 
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Table 4.14: Marginal posterior probability of inclusion of potential confounding 
covariate Um, m = 1, ... , 6, for BMA, BAC, TBAC, N-BCEE, and A-BCEE for 500 Monte 
Carlo replicates of the fourth data-genera ting process (DGP4). The covariates included 
in the true outcome model are {U4, Us, U5}. 
n M ethod u1 u2 U3 u4 Us u6 
200 BMA 0.15 0.14 0.13 0.22 1.00 1.00 
200 BAC(CV'(w)) 0.32 0.15 0.31 0.22 1.00 1.00 
200 BAC (w = oo) 0.97 0.23 0.98 0.24 1.00 1.00 
200 TBAC(w =oo) 0.87 0.23 0.99 0.25 1.00 1.00 
200 N -BCEE (c = 100) 0.36 0.17 0.36 0.29 1.00 1.00 
200 N -BCEE (c = 500) 0.53 0.22 0.57 0.32 1.00 1.00 
200 N-BCEE (c = 1000) 0.60 0.25 0.66 0.33 1.00 1.00 
200 A-BCEE (c = 100) 0.50 0.19 0.48 0.23 1.00 1.00 
200 A-BCEE (c = 500) 0.65 0.21 0.66 0.24 1.00 1.00 
200 A-BCEE (c = 1000) 0.70 0.21 0.73 0.24 1.00 1.00 
600 BMA 0.14 0.10 0.08 0.35 1.00 1.00 
600 BAC(CV'(w)) 0.44 0.16 0.41 0.29 1.00 1.00 
600 BAC (w = oo) 0.99 0.24 1.00 0.27 1.00 1.00 
600 TBAC(w = oo) 0.96 0.23 1.00 0.26 1.00 1.00 
600 N-BCEE (c = 100) 0.33 0.12 0.22 0.41 1.00 1.00 
600 N -BCEE (c = 500) 0.50 0.18 0.41 0.41 1.00 1.00 
600 N -BCEE (c = 1000) 0.58 0.21 0.50 0.41 1.00 1.00 
600 A-BCEE (c = 100) 0.48 0.16 0.32 0.31 1.00 1.00 
600 A-BCEE (c = 500) 0.67 0.19 0.53 0.29 1.00 1.00 
600 A-BCEE (c = 1000) 0.73 0.20 0.61 0.28 1.00 1.00 
1000 BMA 0.13 0.09 0.07 0.52 1.00 1.00 
1000 BAC(CV'(w)) 0.48 0.18 0.42 0.42 1.00 1.00 
1000 BAC (w = oo) 0.99 0.30 1.00 0.35 1.00 1.00 
1000 TBAC (w = oo) 0.99 0.30 1.00 0.34 1.00 1.00 
1000 N-BCEE (c = 100) 0.30 0.12 0.19 0.57 1.00 1.00 
1000 N -BCEE (c = 500) 0.45 0.19 0.36 0.56 1.00 1.00 
1000 N-BCEE (c = 1000) 0.53 0.22 0.44 0.54 1.00 1.00 
1000 A-BCEE (c = 100) 0.47 0.18 0.26 0.44 1.00 1.00 
1000 A-BCEE (c = 500) 0.67 0.23 0.47 0.40 1.00 1.00 
1000 A-BCEE (c = 1000) 0.73 0.25 0.56 0.38 1.00 1.00 
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Table 4.15: Marginal posterior probability of inclusion of potential confounding 
covariate Um, m = 1, ... , 5, for BMA, BAC, TBAC, and A-BCEE for 500 Monte 
Carlo replicates of the fifth data-generating process (DGP5). The true outcome model 
includes only u5. 
n M ethod u1 u2 u3 u4 Us 
200 BMA 0.11 0.12 0.12 0.11 1.00 
200 BAC(C\?(w) ) 0.42 0.42 0.42 0.42 1.00 
200 BAC (w = oo) 1.00 1.00 1.00 1.00 1.00 
200 TBAC{w = oo) 1.00 1.00 1.00 1.00 1.00 
200 A-BCEE (c = 100) 0.21 0.22 0.22 0.21 1.00 
200 A-BCEE (c = 500) 0.45 0.45 0.46 0.45 1.00 
200 A-BCEE (c = 1000) 0.55 0.55 0.56 0.55 1.00 
600 BMA 0.08 0.07 0.08 0.08 1.00 
600 BAC(C\?(w)) 0.42 0.41 0.42 0.42 1.00 
600 BAC (w = oo) 1.00 1.00 1.00 1.00 1.00 
600 TBAC{w = oo) 1.00 1.00 1.00 1.00 1.00 
600 A-BCEE (c = 100) 0.12 0.11 0.12 0.12 1.00 
600 A-BCEE (c = 500) 0.30 0.29 0.31 0.31 1.00 
600 A-BCEE (c = 1000) 0.40 0.40 0.41 0.41 1.00 
1000 BMA 0.06 0.07 0.06 0.06 1.00 
1000 BAC (C\?(w)) 0.41 0.41 0.41 0.40 1.00 
1000 BAC(w= oo) 1.00 1.00 1.00 1.00 1.00 
1000 TBAC (w = oo) 1.00 1.00 1.00 1.00 1.00 
1000 A-BCEE (c = 100) 0.08 0.09 0.09 0.08 1.00 
1000 A-BCEE (c = 500) 0.22 0.23 0.23 0.22 1.00 
1000 A-BCEE (c = 1000) 0.32 0.33 0.33 0.32 1.00 
96 
4.7.6 Simulation results for scenarios with f3 = 0 
Table 4.16: Comparison of estimates of fJ obtained from the true outcome madel, the 
fully adjusted madel, BMA, BAC, TBAC, N-BCEE and A-BCEE for 500 Monte Carlo 
replicates of the fust data-generating process (DGPl ). 
n Method Mean SEE SDE "JMSE CP 
200 True mode! 0.000 0.045 0.044 0.044 97 
200 Full y adj usted mode! 0.000 0.072 0.070 0.070 96 
200 BMA 0.014 0.047 0.043 0.045 96 
200 BAC (C\?(w)) 0.006 0.055 0.058 0.058 95 
200 BAC (w = oo) 0.000 0.072 0.070 0.070 96 
200 TBAC (w = oo) 0.000 0.072 0.070 0.070 96 
200 N-BCEE (c = 100) 0.008 0.051 0.050 0.051 96 
200 N-BCEE (c = 500) 0.004 0.055 0.057 0.057 95 
200 N-BCEE (c = 1000) 0.003 0.057 0.060 0.060 95 
200 A-BCEE (c = 100) 0.008 0.055 0.049 0.050 97 
200 A-BCEE (c = 500) 0.005 0.061 0.056 0.056 98 
200 A-BCEE (c = 1000) 0.004 0.063 0.058 0.058 97 
600 True mode! 0.001 0.026 0.027 0.027 96 
600 Full y adjusted mode! 0.001 0.041 0.042 0.042 96 
600 BMA 0.012 0.027 O.ü28 0.030 92 
600 BAC (C;?(w)) 0.004 0.032 0.037 0.037 93 
600 BAC (w = oo) 0.001 0.041 0.042 0.042 96 
600 TBAC (w = oo) 0.001 0.041 0.042 0.042 96 
600 N-BCEE (c = 100) 0.008 0.029 0.031 0.032 92 
600 N-BCEE (c = 500) 0.005 0.031 0.034 0.034 94 
600 N-BCEE (c = 1000) 0.004 0.032 0.035 0.035 94 
600 A-BCEE (c = 100) 0.008 0.030 O.Q30 0.031 95 
600 A-BCEE (c = 500) 0.006 0.034 0.033 0.033 96 
600 A-BCEE (c = 1000) 0.005 0.035 0.034 0.035 96 
1000 True mode! 0.000 O.ü20 0.019 0.019 96 
1000 Full y adj usted mode! 0.001 0.032 0.030 0.030 97 
1000 BMA O.ülO 0.021 0.021 0.023 92 
1000 BAC (C;?(w)) 0.002 0.026 0.030 0.030 93 
1000 BAC (w = oo) -0.001 0.032 0.030 0.030 97 
1000 TBAC (w = oo) -0.001 0.032 0.030 O.Q30 97 
1000 N-BCEE (c = 100) 0.006 0.022 0.023 0.023 95 
1000 N-BCEE (c = 500) 0.003 0.023 0.024 0.024 94 
1000 N-BCEE (c = 1000) 0.003 0.024 0.025 0.025 95 
1000 A-BCEE (c = 100) 0.006 0.023 0.022 0.023 96 
1000 A-BCEE (c = 500) 0.003 0.025 0.024 0.024 96 
1000 A-BCEE (c = 1000) 0.003 0.027 0.024 0.024 96 
LEGEND: M ean is the mean estimated value of [3 where the true val ue is 0, SEE is the mean standard erro r 
estima te, SDE is the standard deviation of the estima tes of [3, v MS E is the squared-root of the mean squared error, 
CP is the coverage probability in % of 95% confidence interva ls. 
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Table 4.17: Comparison of estimates of f3 obtained from the true outcome modet the 
fully adjusted model, BMA, BAC, TBAC, N-BCEE and A-BCEE for 500 Monte Carlo 
replicates of the second data-genera ting process (DGP2). 
n M ethod M ean SEE SDE ../MSE CP 
200 True mode! -0.003 0.045 0.045 0.045 94 
200 Full y adjus ted mode! 0.000 0.073 0.073 0.073 95 
200 BMA 0.022 0.039 0.038 0.044 89 
200 BAC (CV'(w)) 0.007 0.047 0.061 0.061 89 
200 BAC (w = oo) 0.000 0.071 0.072 0.072 94 
200 TBAC (w = oo) -0.001 0.072 0.072 0.072 94 
200 N-BCEE (c = 100) 0.007 0.050 0.057 0.057 89 
200 N-BCEE (c = 500) 0.002 0.056 0.065 0.065 90 
200 N-BCEE (c = 1000) 0.001 0.058 0.068 0.068 91 
200 A-BCEE (c = 100) 0.008 0.060 0.056 0.057 97 
200 A-BCEE (c = 500) 0.004 0.065 0.063 0.063 96 
200 A-BCEE (c = 1000) 0.003 0.067 0.065 0.065 96 
600 True mode! -0.002 0.026 0.026 0.026 95 
600 Full y adjusted mode! 0.000 0.041 0.041 0.041 95 
600 BMA 0.014 0.023 0.024 0.028 87 
600 BAC(CV'(w) ) 0.003 0.029 0.036 0.036 90 
600 BAC (w = oo) 0.000 0.041 0.041 0.041 94 
600 TBAC (w = oo) 0.000 0.041 0.041 0.041 95 
600 N-BCEE (c = 100) 0.006 0.027 0.030 0.031 90 
600 N-BCEE (c = 500) 0.002 0.031 0.037 0.037 92 
600 N-BCEE (c = 1000) 0.002 0.031 0.037 0.037 92 
600 A-BCEE (c = 100) 0.007 0.032 0.031 0.031 95 
600 A-BCEE (c = 500) 0.004 0.036 0.034 0.035 95 
600 A-BCEE (c = 1000) 0.003 0.037 0.036 0.036 96 
1000 True mode! -0.001 0.020 0.020 0.020 95 
1000 Fully adjusted mode! 0.000 0.032 0.031 0.031 96 
1000 BMA 0.012 O.Q18 0.019 0.022 87 
1000 BAC(CV'(w) ) 0.002 0.022 0.028 0.028 89 
1000 BAC (w = oo) 0.000 0.032 0.030 0.030 96 
1000 TBAC (w = oo) 0.000 0.032 0.030 0.030 96 
1000 N-BCEE (c = 100) 0.006 0.021 0.022 0.023 89 
1000 N-BCEE (c = 500) 0.004 0.023 0.025 0.025 92 
1000 N-BCEE (c = 1000) 0.003 0.023 0.026 0.027 93 
1000 A-BCEE (c = 100) 0.006 0.024 0.022 0.023 94 
1000 A-BCEE (c = 500) 0.004 0.027 0.025 0.025 97 
1000 A-BCEE (c = 1000) 0.003 0.028 0.026 0.026 97 
LEGEND: See Table 4.16 
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Table 4.18: Comparison of estimates of f3 obtained from the true outcome madel, the 
fully adjusted madel, BMA, BAC, TBAC, N-BCEE and A-BCEE for 500 Monte Carlo 
replicates of the third data-generating process (DGP3). 
n M ethod M ean S E E SDE VMSE CP 
200 True mode! 0.001 0.100 0.101 0.101 95 
200 Full y adj usted mode! -0.001 0.105 0.107 0.107 95 
200 BMA 0.045 0.083 0.091 0.101 88 
200 BAC(CV'(w)) 0.017 0.085 0.102 0.104 89 
200 BAC (w = oo) 0.001 0.100 0.101 0.101 95 
200 TBAC (w = oo) 0.001 0.101 0.102 0.102 94 
200 N-BCEE (c = 100) 0.013 0.091 0.101 0.101 92 
200 N-BCEE (c = 500) 0.006 0.095 0.1 02 0.102 93 
200 N-BCEE (c = 1000) 0.004 0.096 0.102 0.102 94 
200 A-BCEE (c = 100) O.D15 0.095 0.099 0.100 94 
200 A-BCEE (c = 500) 0.009 0.098 0.100 0.101 95 
200 A-BCEE (c = 1000) 0.007 0.099 0.101 0.101 95 
600 True mode! -0.002 0.057 0.061 0.060 96 
600 Full y adj usted mode! -0.003 0.058 0.062 0.062 95 
600 BMA 0.036 0.053 0.063 0.072 80 
600 BAC(C V'(w)) 0.005 0.054 0.066 0.066 87 
600 BAC (w = oo) -0.003 0.058 0.061 0.061 96 
600 TBAC(w = oo) -0.003 0.058 0.061 0.061 95 
600 N-BCEE (c = 100) 0.009 0.055 0.066 0.066 88 
600 N-BCEE (c = 500) 0.002 0.063 0.063 0.063 91 
600 N-BCEE (c = 1000) 0.000 0.056 0.063 0.063 93 
600 A-BCEE (c = 100) 0.011 0.057 0.065 0.065 91 
600 A-BCEE (c = 500) 0.005 0.057 0.063 0.064 93 
600 A-BCEE (c = 1000) 0.003 0.057 0.063 0.063 94 
1000 True mode] 0.002 0.044 0.045 0.045 95 
1000 Full y adjusted mode! 0.002 0.045 0.045 0.045 95 
1000 BMA 0.035 0.044 0.050 0.061 77 
1000 BAC(CV'(w)) 0.007 0.059 0.068 0.068 91 
1000 BAC (w = oo) 0.002 0.044 0.044 0.044 95 
1000 TBAC(w = oo) 0.002 0.044 0.045 0.045 95 
1000 N-BCEE (c = 100) 0.010 0.044 0.049 0.050 89 
1000 N-BCEE (c = 500) 0.005 0.044 0.047 0.047 92 
1000 N-BCEE (c = 1000) 0.004 0.044 0.046 0.046 94 
1000 A-BCEE (c = 100) 0.012 0.045 0.048 0.050 90 
1000 A-BCEE (c = 500) 0.007 0.045 0.047 0.047 93 
1000 A-BCEE (c = 1000) 0.006 0.045 0.046 0.047 94 
LEGEND: See Table 4.16 
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Table 4.19: Cornparison of estirnates of f3 obtained from the true outcorne rnodel, the 
fully adjusted rnodel, BMA, BAC, TBAC, N-BCEE and A-BCEE for 500 Monte Carlo 
replicates of the fourth data-genera ting process (DGP4) . 
n M ethod M ean SEE SDE ..)MSE CP 
200 True mode! -0.004 0.054 0.055 0.055 95 
200 Full y adjusted mode! -0.007 0.072 0.072 0.073 94 
200 BMA 0.011 0.060 0.057 0.058 95 
200 BAC(CV'(w)) 0.002 0.062 0.067 0.067 93 
200 BAC (w = oo) -0.009 0.072 0.072 0.073 95 
200 TBAC(w = oo) -0.007 0.071 0.071 0.071 95 
200 N-BCEE (c = 100) 0.000 0.062 0.066 0.066 93 
200 N-BCEE (c = 500) -0.004 0.064 0.069 0.069 93 
200 N-BCEE (c = 1000) -0.006 0.066 0.070 0.070 93 
200 A-BCEE (c = 100) 0.000 0.066 0.065 0.065 95 
200 A-BCEE (c = 500) -0.003 0.068 0.067 0.067 95 
200 A-BCEE (c = 1000) -0.004 0.069 0.068 0.068 95 
600 True mode! 0.000 0.031 0.032 0.032 94 
600 FuJI y adjusted mode! 0.000 0.041 0.041 0.041 95 
600 BMA 0.012 0.035 0.036 0.037 92 
600 BAC (CV'(w)) 0.003 0.037 0.040 0.041 92 
600 BAC (w = oo) -0.001 0.041 0.041 0.041 95 
600 TBAC (w = oo) 0.000 0.041 0.041 0.041 96 
600 N-BCEE (c = 100) 0.004 0.035 0.039 0.039 91 
600 N-BCEE (c = 500) 0.002 0.037 0.040 0.040 92 
600 N -BCEE (c = 1000) 0.001 0.037 0.040 0.040 93 
600 A-BCEE (c = 100) 0.005 0.038 0.038 0.039 94 
600 A-BCEE (c = 500) 0.003 0.039 0.039 0.039 95 
600 A-BCEE (c = 1000) 0.002 0.040 0.040 0.040 95 
1000 True mode! 0.000 0.024 0.024 0.024 95 
1000 FuJJy adjus ted mode! 0.002 0.032 0.032 0.032 95 
1000 BMA 0.009 0.028 0.029 0.030 93 
1000 BAC(CV'(w)) 0.002 0.030 0.032 0.032 92 
1000 BAC(w = oo) 0.000 0.032 0.032 0.032 95 
1000 TBAC (w = oo) 0.000 0.032 0.032 0.032 95 
1000 N-BCEE (c = 100) 0.003 0.027 0.030 0.030 93 
1000 N-BCEE (c = 500) 0.002 0.028 0.031 0.031 92 
1000 N-BCEE (c = 1000) 0.002 0.029 0.031 0.031 92 
1000 A-BCEE (c = 100) 0.004 0.030 0.030 0.030 93 
1000 A-BCEE (c = 500) 0.003 0.030 0.031 0.031 94 
1000 A-BCEE (c = 1000) 0.002 0.031 0.031 0.031 94 
LEGEND: See Table 4.16 
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4.7.7 Simulation results for scenarios with exponential errors 
Table 4.20: Comparison of estimates of {3 obtained from the true outcome model, the 
fully adjusted model, BMA, BAC, TBAC and A-BCEE for 500 Monte Carlo replicates 
of the sixth data-generating process (DGP6). 
n M ethod M ean SEE SDE ..JMSE CP 
200 True mode! 0.097 0.046 0.045 0.045 95 
200 Full y adjusted mode! 0.095 0.073 0.070 0.070 96 
200 BMA 0.111 0.048 0.044 0.045 96 
200 BAC(C~(w) ) 0.100 0.055 0.057 0.057 95 
200 BAC (w = oo) 0.095 0.073 0.070 0.070 96 
200 TBAC (w = oo) 0.095 0.073 0.070 0.070 95 
200 A-BCEE (c = 100) 0.106 0.055 0.050 0.050 97 
200 A-BCEE (c = 500) 0.102 0.061 0.056 0.056 98 
200 A-BCEE (c = 1000) 0.100 0.064 0.058 0.058 98 
600 True mode! 0.101 0.026 0.027 0.027 95 
600 Full y adj usted mode! 0.101 0.041 0.041 0.041 95 
600 BMA 0.112 0.027 0.027 0.029 93 
600 BAC(C~(w) ) 0.103 0.032 0.036 0.036 93 
600 BAC(w = oo) 0.101 0.041 0.041 0.041 95 
600 TBAC (w = oo) 0.101 0.041 0.041 0.041 95 
600 A-BCEE (c = 100) 0.108 0.030 0.029 0.030 94 
600 A-BCEE (c = 500) 0.106 0.033 0.032 0.033 96 
600 A-BCEE (c = 1000) 0.105 0.035 0.033 0.034 95 
1000 True mode! 0.098 0.020 0.020 0.020 95 
1000 Full y adjusted mode! 0.097 0.032 0.031 0.032 94 
1000 BMA 0.108 0.021 0.022 0.023 93 
1000 BAC(C~(w)) 0.099 0.026 0.028 0.028 93 
1000 BAC (w = oo) 0.097 0.032 0.031 0.032 94 
1000 TBAC (w = oo) 0.096 0.031 0.032 0.032 94 
1000 A-BCEE (c = 100) 0.105 0.023 0.023 0.023 95 
1000 A-BCEE (c = 500) 0.102 0.026 0.024 0.024 96 
1000 A-BCEE (c = 1000) 0.101 0.027 0.025 0.025 97 
LEGEND: See Table 4.3. 
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Table 4.21 : Comparison of estimates of j3 obtained from the true outcome model, the 
fully adjusted model, BMA, BAC, TBAC and A-BCEE for 500 Monte Carlo replicates 
of the seventh data-genera ting process (DGP7). 
n M ethod M ean SEE SDE "JMSE CP 
200 True mode! 0.096 0.046 0.046 0.046 96 
200 Full y adjusted mode! 0.094 0.074 0.072 0.072 96 
200 BMA 0.145 0.044 0.042 0.061 74 
200 BAC (Cj;'(w)} 0.109 0.054 0.070 0.071 82 
200 BAC (w = oo) 0.095 0.072 0.071 0.071 96 
200 TBAC (w = oo) 0.094 0.073 0.070 0.070 97 
200 A-BCEE (c = 100) 0.114 0.063 0.059 0.061 95 
200 A-BCEE (c = 500) 0.105 0.067 0.064 0.064 96 
200 A-BCEE (c = 1000) 0.102 0.069 0.065 0.065 96 
600 True mode! 0.099 0.026 0.027 0.027 94 
600 Full y adjusted mode! 0.099 0.042 0.044 0.044 94 
600 BMA 0.132 0.030 0.034 0.047 71 
600 BAC (Cj;'(w)} 0.102 0.036 0.045 0.045 84 
600 BAC (w = oo) 0.099 0.041 0.043 0.043 95 
600 TBAC (w = oo) 0.099 0.041 0.043 0.043 94 
600 A-BCEE (c = 100) 0.112 0.036 0.039 0.041 90 
600 A-BCEE (c = 500) 0.106 0.038 0.041 0.041 92 
600 A-BCEE (c = 1000) 0.104 0.039 0.041 0.041 92 
1000 True mode! 0.100 0.020 0.019 0.019 96 
1000 Full y ad justed mode! 0.101 0.032 0.032 0.032 95 
1000 BMA 0.121 0.024 0.026 0.034 80 
1000 BAC(CV'(w)} 0.102 0.028 0.031 0.031 89 
1000 BAC (w = oo) 0.101 0.032 0.032 0.032 95 
1000 TBAC(w = oo) 0.101 0.032 0.032 0.032 95 
1000 A-BCEE (c = 100) 0.109 0.027 0.028 0.029 93 
1000 A-BCEE (c = 500) 0.106 0.029 0.029 0.030 95 
1000 A-BCEE (c = 1000) 0.105 0.030 0.030 0.030 96 
LEGEND: See Table 4.3. 
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Table 4.22: Comparison of estimates of {3 obtained from the true outcome model, the 
fully adjusted model, BMA, BAC, TBAC and A-BCEE for 500 Monte Carlo replicates 
of the eighth data-generating process (DGP8). 
n Method Mean SEE SDE VMSE CP 
200 Truemodel 0.105 0.054 0.053 0.053 95 
200 Full y adjusted mode! 0.103 0.072 0.070 0.070 95 
200 BMA 0.121 0.059 0.055 0.059 94 
200 BAC(CV'(w)) 0.110 0.061 0.064 0.065 93 
200 BAC (w = oo) 0.101 0.072 O.ü70 0.070 95 
200 TBAC (w = oo) 0.104 0.071 0.069 0069 95 
200 A-BCEE (c = 100) 0.110 0.066 0.063 0.063 96 
200 A-BCEE (c = 500) 0.107 0.068 0.065 0.066 97 
200 A-BCEE (c = 1000) 0.106 0.069 0.066 0.067 96 
600 True mode! 0.101 0.031 0.031 0.031 95 
600 Full y adjusted mode! 0.099 0.041 0.041 0.041 96 
600 BMA 0.112 0.035 0.035 0.037 92 
600 BAC(CV'(w)) 0.102 0.037 0.040 0.040 92 
600 BAC (w = oo) 0.098 0.041 0.041 0.041 96 
600 TBAC (w = oo) 0.098 0.041 0.040 0.040 96 
600 A-BCEE (c = 100) 0.104 O.ü38 0.038 0.038 94 
600 A-BCEE (c = 500) 0.102 0.039 0.039 0.039 95 
600 A-BCEE (c = 1000) 0.101 0.040 0.039 0.039 96 
1000 True mode! 0.101 0.024 0.023 0.023 96 
1000 Full y adjusted mode! 0.100 0.032 0.032 0.032 95 
1000 BMA 0.109 0.028 0.028 0.029 93 
1000 BAC(CV'(w) ) 0.101 0.029 0.031 0.031 92 
1000 BAC (w = oo) 0.099 0.032 0.032 0.032 95 
1000 TBAC (w = oo) 0.099 0.032 0.032 0.032 95 
1000 A-BCEE (c = 100) 0.104 0.029 0.029 0.030 95 
1000 A-BCEE (c = 500) 0.102 0.031 0.030 0.030 95 
1000 A-BCEE (c = 1000) 0.101 0.031 0.030 0.030 95 
LEGEND: See Table 4.3. 
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4.7.8 Comparison of the distribution of fi obtained from A-BCEE and BAC 
Figure 4.3: Comparison of the distribution of ~ obtained from BAC (w = oo) and 
A-BCEE (c = 100, 500, and 1000) for ali four data-generating processes and a sample 
size n = 600. The red line corresponds to the true value {3 = 0.1 
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Figure 4.4: Comparison of the distribution of ~ obtained from BAC (w = oo) and 
A-BCEE (c = 100, 500, and 1000) for all four data-generating processes and a sample 
size n = 1000. The red line corresponds to the true value f3 = 0.1 
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CHAPITRE V 
INTRODUCTION AU HONOLULU HEART PROGRAM ET AUX MODÈLES 
STRUCTURAUX MARGINAUX 
La première partie de la thèse portait sur la sélection de modèles pour l'inférence 
causale dans un contexte où les connaissances du domaine d 'application sont peu 
développées. La deuxième partie de la thèse, composée de ce chapitre et des deux 
suivants, porte encore sur la sélection de modèles pour l'inférence causale, mais cette 
fois dans un contexte où la compréhension du problème substantiel est plus avancée. 
Les travaux qui y sont présentés découlent d'une analyse des données du Honolulu 
Heart Program (HHP) . 
Les sections 5.1 et 5.2 du présent chapitre décrivent respectivement les objectifs de 
notre étude et les données du HHP. À la section 5.3, nous présentons les modèles 
utilisés pour les analyses, les modèles structuraux marginaux (MSMs), alors que 
les résultats obtenus sont brièvement exposés à la section 5.4. Une présentation et 
une discussion plus détaillée des résultats substantiels sont disponibles dans un 
article scientifique dont je suis le deuxième auteur. Cet article a été soumis à une 
revue scientifique du domaine de la santé et se trouve en appendice A. Le prochain 
chapitre est formé d'une version longue d'un article scientifique qui sera soumis à 
la revue Epidemiology décrivant la méthodologie statistique que j'ai élaborée pour 
analyser les données du HHP. Cette méthodologie comporte plusieurs éléments 
novateurs, notamment parce qu'une sélection de variables basée sur des DACs validés 
et améliorés en utilisant les données est effectuée. La méthodologie proposée peut 
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ainsi faciliter l'implantation des MSMs en simplifiant le processus d'identification 
des variables potentiellement confondantes. Le chapitre 7 est formé d'un article dont 
je suis le premier auteur publié dans Statistics in Medicine et portant également 
sur l'implantation des MSMs. Plus spécifiquement, cet article s'intéresse au type de 
pondération utilisé pour estimer les paramètres des MSMs en relation avec le modèle 
structurel choisi. 
5.1 Objectifs de l'analyse des données du Honolulu Heart Program 
Les objectifs de cette analyse secondaire des données du HHP ont été élaborés par 
Amanda Rossi, étudiante au doctorat en sciences de l'exercice à l'Université Concordia, 
et par son directeur de recherche, le professeur Simon Bacon également de l'Université 
Concordia. Ces objectifs consistaient à étudier les effets causaux de l'activité physique 
sur la pression artérielle, la mortalité et le risque d'événements cardiaques indésirables 
majeurs (ÉCIMs) ainsi que les effets de la pression artérielle sur la mortalité et sur 
le risque d 'ÉCIMs. On souhaitait aussi explorer la possibilité que l'effet de l'activité 
physique sur la mortalité soit médié par un effet de l'activité physique sur la pression 
artérielle. 
Bien que de nombreuses études ont déjà porté sur ces sujets (par exemple Vatten 
et al. (2006), Lee & Skerrett (2001), Prospective Studies Collaboration (2002)), ces 
études ont généralement procédé en prenant des mesures initiales concernant le 
niveau d'activité physique ou la pression artérielle, ainsi que pour des facteurs 
potentiellement confondants, et ont suivi les participants pour une période donnée afin 
de déterminer le moment du décès. Ces études n'ont pas pris en compte la possibilité 
que le niveau d'activité physique et la pression artérielle peuvent varier au cours de la 
vie d'un même individu. 
Notre analyse vise ainsi, entre autres, à offrir une nouvelle perspective en tenant 
compte de l'impact des changements des niveaux d'activité physique et de pression 
artérielle s'opérant en cours de vie. 
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5.2 Les données du Honolulu Heart Program 
Le HHP est une étude de cohorte prospective ayant suivi des hommes 
Japonais-Américains entre 1965 et 1994. Les participants vivaient sur l' île d'Oahu 
à Hawaï et ont été recrutés à l'aide d 'une liste d'inscrits à la réserve de l'armée 
américaine pour la Deuxième Guerre mondiale. Les participants devaient être nés entre 
1900 et 1919 pour pouvoir participer à l'étude et devaient donc avoir entre 45 et 68 
ans au moment du début de l'étude (Worth & Kagan, 1970). Nos analyses secondaires 
des données ont principalement porté sur trois examens de suivis pour lesquels des 
mesures similaires de l'activité physique, de la pression artérielle systolique et de 
la pression artérielle diastolique ont été prises : l'examen 1 (1965-1968), l'examen 2 
(1968-1971) et l'examen 4 (1991-1993). Le protocole de collecte des données a été 
précédemment décrit par Kagan et al. (1974). 
Les variables d'intérêt principal sont le niveau d'activité physique, la pression artérielle 
systolique, la pression artérielle diastolique, le temps de survie et le temps avant le 
premier ÉCIM. D'autres variables ont été sélectionnées en raison de leur importance 
clinique ou parce qu'elles constituaient des variables potentiellement confondantes 
selon notre connaissance de la littérature scientifique. Les variables sélectionnées 
devaient également avoir été mesurées de façon similaire aux trois examens retenus. 
5.2.1 Mesure de l'activité physique 
L'activité physique a été mesurée à l'aide d 'un questionnaire auto-administré. Aux 
examens 1 et 4, les participants rapportaient le nombre d'heures par jour passées 
à effectuer cinq niveaux d'activité physique allant d'aucune activité physique (par 
exemple, dormir, se coucher) à des activités exigeantes (par exemple, pelleter, faire des 
poids et haltères) . Aux examens 1 et 2, les participants devaient qualifier séparément 
leur niveau d 'activité physique au travail et à la maison comme étant « surtout assis », 
« modéré » ou « élevé ». 
- ---------------------------------------------------------------
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Pour nos analyses, le niveau d'activité physique a été catégorisé comme étant« actif » 
ou « inactif». À l'examen 1 et à l'examen 4, les participants étaient réputés comme 
actifs s'ils effectuaient au moins 1 heure d 'activité physique modérée ou très exigeante 
et inactifs autrement. À l'examen 2, les participants ayant rapporté être modérément 
ou très actifs à la maison ou au travail étaient considérés comme actifs et, autrement, 
comme inactifs. Puisqu'il était possible d 'utiliser ces deux approches de catégorisation 
du niveau d'activité physique à l'examen 1, nous avons pu mesurer le niveau de 
concordance entre l'approche basée sur le nombre d'heures passées à effectuer des 
activités modérées ou très exigeantes et celle basée sur le niveau d 'activité à la maison 
et au travail. Le niveau de concordance nous semblait adéquat (taux de concordance = 
84%, "'de Cohen= 0.42). 
5.2.2 Mesure de la pression artérielle 
Les pressions artérielles systolique et diastolique ont été mesurées à l'aide d'un 
manomètre au mercure par un professionnel à tous les examens. Une série de mesures 
de la pression artérielle était prise alors que les participants étaient en position assise. 
Pour nos analyses, la moyenne de la série de mesures prises à chaque examen pour 
chaque type de pression artérielle a été utilisée. 
5.2.3 Mortalité et événements cardiaques 
La mortalité et les événements cardiaques ont été répertoriés entre le moment d'entrée 
dans l'étude et la fin de la période de suivi, en décembre 1994, par le biais des registres 
hospitaliers, des avis de décès et des certificats de décès produits par le département 
de la santé d 'Hawaï. Les ÉCIMs ont été définis comme n'importe quel événement 
fatal ou non fatal, incluant les infarctus du myocarde, les attaques, les pontages, 
les insuffisances coronariennes, les angioplasties coronariennes et autres chirurgies 
cardiaques. 
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5 .3 Modèles structuraux marginaux 
L'étude de l'effet causal d'une exposition variant dans le temps sur une issue d 'intérêt 
est généralement impossible à l'aide des modèles statistiques habituels (par exemple, 
les modèles linéaires généralisés). En effet, il arrive fréquemment qu'une variable 
confondant la relation entre l'exposition et la réponse à un temps donné soit sur 
le chemin entre l'exposition passée et la réponse. Il s'agit d'une situation souvent 
nommée comme étant la confusion dépendante du temps (time-dependent confounding, 
Robins et al. (2000)). 
Pour illustrer ce phénomène, considérons une exposition mesurée lors de deux visites 
de suivis (X(l), X(2)) ainsi qu'une variable potentiellement confondante également 
mesurée à deux reprises (U(l), U(2)). On désire estimer l'effet de l'exposition aux deux 
visites sur la réponse observée à la fin de l'étude (Y). Le DAG de la figure 5.1 représente 
les liens causaux entre ces différentes variables. 
Figure 5.1: Illustration du phénomène de confusion dépendante du temps 
X(l) --------> X(2) 
1 :> 
U(l) U(2) 
On pourrait imaginer estimer l'effet causal total de X (l ) et de X(2) sur Y, par 
exemple, à l'aide d 'un modèle de régression linéaire de la forme E [Y IX (l ), X (2)] 
avec ajustement approprié pour des facteurs confondants. Cependant, cette approche 
se révèle être insatisfaisante. En effet, si on considère un modèle ajustant pour U(2), 
par exemple E[Y IX(l) , X(2)] = f3o + f31X (l) + f32X (2) + f33U(I ) + f34U(2), le chemin 
causal X (l) --+ U(2) --+ Y est bloqué et ainsi {31 ne représente pas l'effet causal total 
de X(l) sur Y. Toutefois, en considérant un modèle n 'ajustant pas pour U(2), par 
exemple E[YIX(l) , X(2)] = f3o + {31X(l) + f32X(2) + f33U(I), le chemin porte-arrière 
X(2) f- U(2) --+ Y demeure ouvert et {32 ne représente pas l'effet causal de X (2) sur 
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Y. On se retrouve ainsi dans une situation où il faudrait à la fois ajuster pour U(2) et 
ne pas ajuster pour U(2) . 
Afin de pallier à ce problème des modèles statistiques classiques, deux nouvelles 
classes de modèles causaux ont été introduites par Robins juste avant le début du 
dernier siècle: les modèles structuraux emboîtés (structural nested models) et les MSMs 
(e.g. Robins (2000)). Les MSMs ont été introduits quelques années après les modèles 
structuraux emboîtés et sont décrits comme étant « une classe plus simple » de modèles 
causaux (Robins, 1997), notamment parce que leur implantation correspond davantage 
à celle des modèles statistiques utilisés en absence de confusion dépendante du temps 
(Robins, 2000). 
Nous avons utilisé des MSMs afin d'analyser les données du HHP. Ces modèles sont 
habituellement décrits à l'aide du paradigme contrefactuel à l' inférence causale. Nous 
effectuons ici une courte présentation générique des MSMs à mesures répétées, des 
MSMs classiques et des MSMs de Cox, en considérant ce paradigme. Néanmoins, 
tel que mentionné, nous avons plutôt considéré le paradigme causal graphique pour 
l'implantation des MSMs. Le prochain chapitre porte sur l'implantation spécifique des 
modèles que nous avons effectuée pour l'analyse des données du HHP. 
5.3.1 MSMs à mesures répétées 
Pour présenter les MSMs à mesures répétées, nous suivons de près la notation de 
Hernan & Brurnback (2002) . Nous adoptons la convention consistant à représenter 
les variables aléatoires par des lettres majuscules et leurs réalisations par des lettres 
minuscules. 
Nous considérons une étude portant sur n sujets échantillonnés d 'une population pour 
lesquels différentes variables sont mesurées lors de t = 0, ... , T visites ou temps de 
suivi, en plus de la réponse mesurée à la fin du suivi (à T + l). Soit Yi(t + l) la réponse du 
sujet i , i = 1, .. . , n, à lat + lième période de suivi et soit X i(t) l'exposition pour le sujet 
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i à la période t . Pour simplifier la présentation, nous supposons que X est une variable 
binaire (0/1). Nous utilisons une barre pour représenter l'historique d'une variable, par 
exemple X(t) = {X(u) iu = 0, 1, ... , t}. Soit Yi:v (t + 1) la réponse contrefactuelle pour le 
sujet i qui aurait été observée si, possiblement contrairement aux faits, le sujet i avait eu 
l'historique d'exposition x(t) au lieu de son historique d'exposition observé, xi (t) . Pour 
un individu donné, seule la réponse contrefactuelle correspondant à son historique 
d'exposition réel est observée, c'est-à-dire que lorsque x(t) = xi (t) , Yi:v (t+ 1) = Y,;(t+ 1), 
mais si x(t) -=J xi(t) , Yi:v (t + 1) n'est pas observée. 
Un MSM à mesures répétées est un modèle pour l'espérance de Y:v (t + 1), t = 0, .. , T , 
en fonction de l'historique d'exposition x (t) : 
E [Y:v (t + 1)] = g(x(t) , 1 ), (5.1) 
où g est une fonction choisie par l'utilisateur, par exemple g(x(t ), 1 ) = 10 + r 1x(t ) + r 2t 
ou encore g( x( t) , 1) = r o +11 L~=O x( k ) + 1 2t. Puisqu'une seule réponse contrefactuelle 
est observée par individu, le modèle (5.1) ne peut pas être ajusté directement sur 
les données observées. Cependant, les paramètres 1 de (5.1) correspondent aux 
paramètres f3 du modèle 
E [Y(t + 1)] = g(x(t) , /3) (5.2) 
en absence de confusion. Les paramètres {3, et donc 1, peuvent, par exemple, être 
estimés de façon semi-paramétrique à l'aide d'équations d'estimation généralisées 
(generalized estimating equations, GEE). En présence de confusion, les paramètres 
peuvent tout de même être estimés en ajustant le modèle (5.2) sur les données 
observées, à condition qu 'elles soient pondérées selon les poids 
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t 1 
Wi (t) = g P(X(k) = Xi (k)IX(k - 1) = Xi (k - 1) , L(k) = li (k)) ' (5.3) 
où L (k) est un ensemble de variables telles que l'hypothèse d'ignorabilité séquentielle 
suivante est respectée 
Yx(t + 1) lL X(k) IX(k - 1) ,L(k) 'V x et t ;::: k. 
Intuitivement, l'effet de la pondération est de répliquer une étude où l'exposition 
est séquentiellement randomisée à chaque visite de suivi. En effet, sur les données 
pondérées, l'exposition à la visite t devient indépendante de l'exposition antérieure et 
indépendante des variables potentiellement confondantes L(t). Ainsi, l'effet causal de 
l'exposition peut être directement estimé sur ces données (voir par exemple l'annexe 1 
de Robins et al. (2000)). 
En pratique, les poids (5.3) peuvent avoir une variance très élevée, ce qui conduit 
également à àes estimateurs des paramètres 1 àont la variance est élevée. Il est ainsi 
recommandé d'effectuer une stabilisation des poids (e.g. Robins et al. (2000)). Un 
phénomène moins connu est que la stabilisation des poids peut non seulement avoir un 
impact sur la variance des estimateurs, mais également sur leur biais. L'article présenté 
au chapitre 7 porte sur cette problématique. 
5.3.2 MSMs classiques 
Nous n'avons pas utilisé de MSMs classiques afin d 'analyser les données du HHP. 
Toutefois, ces modèles sont étudiés au chapitre 7. Les MSMs classiques sont très 
similaires aux MSMs à mesures répétées. La principale différence est que dans les 
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MSMs classiques, au lieu de modéliser la réponse contrefactuelle à chaque temps de 
suivi en fonction de l'historique d'exposition antérieur, seule la réponse contrefactuelle 
à la fin du suivi, Yx = Yx(T+ 1), est modélisée en fonction de l'ensemble de l'historique 
d'exposition, x= x (T): 
E[Yx] = g(x, ï) , (5.4) 
où g est une fonction choisie par l'utilisateur, par exemple g(x, ï) = 10 + 1 1 'Lf=o x (t) 
ou encore g(x, ï) = 10 + 11x (T) + ... + 1'T+1x (O). Similairement aux MSMs à mesures 
répétées, le modèle (5.4) ne peut pas être ajusté directement sur les données observées, 
mais les paramètres ï correspondent aux paramètres (3 du modèle de régression 
linéaire 
E[Y] = g(x, (3) (5.5) 
en absence de confusion. Lorsqu'il y a présence de confusion, les paramètres peuvent 
être estimés en ajustant le modèle (5.5) sur les données observées pondérées selon les 
poids 
T 1 
W i =!! P(X(k) = Xi (k) IX(k - 1) = Xi (k - 1) , L(k) = li (k)) ' (5.6) 
sous l'hypothèse d'ignorabilité séquentielle 
116 
Yx Ji X(k) IX(k- 1) , L(k) v x et k. 
5.3.3 MSMs de Cox 
Les MSMs de Cox partagent plusieurs similarités avec les MSMs à mesures répétées; 
nous effectuons ainsi une présentation plus brève, axée sur les particularités des MSMs 
de Cox. Pour présenter ces modèles, nous suivons la notation de Xiao et al. (2010) et de 
Robins (1997) en y apportant quelques modifications mineures. 
Une fois de plus, nous considérons une étude longitudinale portant sur n sujets 
échantillonnés d'une même population. Soit ~ le temps de survie observé (ou le 
temps s'écoulant avant un événement d'intérêt) pour le sujet i, i = 1, ... , n, et soit 
Xi(t) l'exposition du sujet i au temps t, t ~ O. Ainsi, dans un MSM de Cox, X i(t) est 
considérée comme un processus stochastique à temps continu, alors que dans un MSM 
à mesures répétées, X i(t) est considérée comme un processus stochastique à temps 
discret. 
Toutefois, en pratique, X i(t) n'est pas mesurée de façon continue, mais plutôt à des 
moments spécifiques. Notons par k= 1, ... ,mi les visites de suivi de l'individu i et par 
mi(t) le nombre de visites auquel le sujet i a participé dans l'intervalle [0 , t] . Notons 
de plus par ti(k) le temps t correspondant à la visite k pour l'individu i, c'est-à-dire 
ti(k) = argmax{mi(t) ~ k}. Par ailleurs, nous utilisons de nouveau une barre afin de 
t 
représenter l'historique d'une variable, par exemple X (t ) = {X(k) IO ~ k < t}. 
Soit Tix le temps de survie contrefactuel du sujet i si, possiblement contrairement aux 
faits, son historique d'exposition avait été x plutôt que Xi· Un MSM de Cox est un 
modèle pour le risque instantané contrefactuel (hazard rate) au temps t correspondant 
à l'historique d'exposition x : 
--------------- --
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ÀT;; (t) = >-o(t) exp(g(x(t) , !)) , 
où >.o(t) est une fonction de risque de base non-spécifiée pour x(t) = ëi et g est 
une fonction spécifiée par l'utilisateur. Par exemple, g(x(t) , 1) = '"Yl X(t) ou encore 
g(x(t) ,!) = r i j~ X(k)dk. 
Les paramètres 1 du MSM de Cox peuvent être estimés par les paramètres {3 d'un 
modèle de Cox sur les données observées pondérées avec des covariables dépendantes 
du temps 
>.(t) = >.0 (t) exp(g(x(t) , {3)). 
Les poids utilisés pour la pondération sont très similaires à ceux pour les MSMs à 
mesures répétées (5.3) : 
où L(ti (k)) est un ensemble de variables telles que l'hypothèse d'ignorabilité 
séquentielle suivante est respectée 
Yx(t) JJ... X(t) iL(t) , X(t) , \:/ t et x, 
où 
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Y, (t) ~ { ~ si t < Tx 
sinon. 
5.4 Résumé des analyses statistiques effectuées 
Puisque le prochain chapitre décrit en détailles analyses statistiques effectuées, nous 
n'en faisons ici qu'une description très brève, mais suffisante pour résumer les résultats 
obtenus. 
Pour estimer l'effet de l'activité physique sur la pression artérielle systolique et sur la 
pression artérielle diastolique, des MSM à mesures répétées ont été utilisés. Dans ces 
modèles, la pression artérielle à l'examen t, t = 1, 2, 4, était modélisée en fonction du 
niveau d'activité physique le plus récent (à l'examen t) . 
Pour estimer l'effet de l'activité physique sur la mortalité et sur le risque d'ÉCIMs 
ainsi que pour estimer les effets des pressions artérielles systolique et diastolique sur 
la mortalité et sur le risque d'ÉCIMs, des MSMs de Cox ont été utilisés. 
Les résultats obtenus indiquent que le fait d'être actif physiquement est associé à une 
diminution de 2,5 mmHg de pression artérielle systolique (intervalle de confiance (IC) 
à 95% : -3,5 mmHg à -1,5 mmHg). Cependant, les données sont compatibles avec une 
absence d 'effet de l'activité physique sur la pression artérielle diastolique (différence 
= 0.3 mmHg; IC à 95% : -0.2 mmHg à 0.8 mmHg). Par ailleurs, le fait d'être actif 
physiquement est associé avec une réduction du risque instantané de mortalité de 32% 
(rapport de risque instantané (RR) = 0,68; IC à 95% : 0,60 à 0,76) et de 16% du risque 
instantané d'ÉCIMs (RR = 0,84; IC à 95% : 0,75 à 0,93) . 
Les résultats suggèrent finalement qu'il existe une relation dose-réponse entre la 
pression artérielle et la mortalité ainsi que le risque d'ÉCIMs, où des valeurs plus 
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élevées de pression artérielle sont associées à des issues négatives. Les figures 5.2 et 
5.3 illustrent les résultats obtenus. 
Figure 5.2: Rapport de risque instantané de mortalité selon le niveau de pression 
artérielle systolique (à gauche) et selon le niveau de pression artérielle diastolique (à 
droite). La catégorie de référence est< 120 mmHg pour la pression artérielle systolique 
et < 80 mmHg pour la pression artérielle diastolique. Les barres représentent des 
intervalles de confiance à 95%. 
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Figure 5.3: Rapport de risque instantané d'ÉCIMs selon le niveau de pression artérielle 
systolique (à gauche) et selon le niveau de pression artérielle diastolique (à droite). 
La catégorie de référence est < 120 mmHg pour la pression artérielle systolique 
et < 80 mmHg pour la pression artérielle diastolique. Les barres représentent des 
intervalles de confiance à 95%. 
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Les résultats des analyses statistiques sont davantage détaillés et discutés dans l'article 
de Rossi et al. (2015) disponible en appendice A. Tel que mentionné précédemment, la 
méthodologie statistique que j'ai élaborée est précisée au prochain chapitre. 
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
CHAPITRE VI 
DEUXIÈME ARTICLE : A GRAPHICAL PERSPECTIVE OF MARGINAL 
STRUCTURAL MODELS WHEN ESTIMATING THE CAUSAL 
RELATIONSHIPS BETWEEN PHYSICAL ACTIVITY, BLOOD PRESSURE, 
AND MORTALITY 
Denis Talbot, Amanda M. Rossi, Simon L. Bacon, Juli Atherton, Geneviève Lefebvre 
Abstract: Estimating causal effects requires important prior subject-matter knowledge 
and, sometimes, sophisticated statistical tools. The latter is especially true when 
targeting the causal effect of a time-varying exposure in a longitudinal study. Marginal 
structural models (MSMs) are a relatively new class of causal models which effectively 
deal with the estimation of the effects of time-varying exposures. MSMs have 
traditionally been embedded in the counterfactual framework to causal inference. 
In this paper, we use the causal graph framework to enhance the implementation 
of MSMs. We illustrate our approach using data from a prospective cohort study, 
the Honolulu Heart Program. These data consist of 8,006 men at baseline for which 
measurements of physical activity and blood pressure were taken at three time-points. 
Our study focused on the estimation of the causal effects of physical activity on 
blood pressure, mortality and major adverse cardiovascular events (MACE), and the 
causal effects of blood pressure on mortality and MACE. First, causal graphs were 
built to encompass prior knowledge. Those graphs were then validated and improved 
utilizing structural equation models. We estimated the aforementioned causal effects 
using MSMs for repeated measures and marginal structural Cox models and guided 
the implementation of the models with the causal graphs. 
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Keywords: Marginal structural models, causal diagrams, time-dependent 
confounding, time-varying exposure, structural equation models. 
6.1 Introduction 
Estimating a causal effect in an observational study is not an easy task. This is 
true despite the existence of well-established frameworks for causal inference in 
observational setups (Pearl, 2009; Rubin, 1974). In fact, to simply identify confounding 
covariates, causal inference techniques require a substantial knowledge of the domain 
of application. When the goal is to estimate the causal effect of a time-varying 
exposure, the task is even more complicated. The standard approach of adjusting 
for confounding covariates (e.g., in a linear regression or in a survival model for the 
outcome) can lead to biased estima tes. This happens when a time-varying confounding 
covariate is an effect of previous exposure (Robins et al., 2000) . 
Marginal structural models (MSMs) are a relatively new class of causal models that 
specifically address this issue (Robins, 1997). Instead of directly adjusting for the 
confounding covariates in the model for the outcome, the causal effects estimated from 
MSMs are obtained using inverse probability weighting (Hernan & Brumback, 2002; 
Xiao et al., 2010). Correctly selecting the variables used to calcula te the weights in order 
to elimina te confounding can be challenging (Cole & Hernan, 2008). 
MSMs have traditionally been embedded in Rubin's counterfactual framework to 
causal inference (Rubin, 1974), even though causal graphs have previously been used 
to illustra te the relationships between variables in MSMs analyses (VanderWeele et al., 
2012; Robins et al., 2000) . In this paper, we propose to embed MSMs in the graphical 
framework to enhance the implementation of these models (Pearl, 2009) . We illustrate 
our approach using data from the Honolulu Heart Program (HHP). The HHP is a 
cohort study that followed 8,006 Japanese-American men from 1965 until 1994. The 
main objective of our analyses was to estima te the causal effects of physical activity on 
blood pressure (BP), mortality and major adverse cardiovascular events (MACE), and 
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the causal effects of BP on mortality and MACE. As a secondary objective, we wished 
to explore the potential mediating role of BP on the causal effects of physical activity 
on survival and MACE. The substantive results are presented in our companion paper 
(Rossi et al., 2015). The primary aim of the current paper is twofold: 1) provide a 
thorough presentation of the statistical methodology used to obtain these results; 2) 
compare the results obtained using our graphical approach with those obtained using a 
naive approach for the selection of the variables in the weight models. A secondary aim 
is to show the validity of fitting conditional marginal structural models for repeated 
measures (MSMRMs) in the context implied by our data. 
The outline of the paper is as follows. In Section 6.2, we describe the data from the 
Honolulu Heart Program. We begin Section 6.3 by discussing how causal graphs can 
be used to encompass prior knowledge and to identify variables that are sufficient 
to avoid confounding. We then explain how structural equation models (SEMs) were 
used to verify if the suggested graphs were supported by the observed data. In 
Section 6.4, we revisit MSMRMs from a graphical perspective (Robins, 2000; Hernan 
& Brumback, 2002). Additionally, we introduce a conditional version of MSMRMs 
which adjusts for time-varying covariates without introducing bias in the estimation 
of the average causal effect (Hernan & Brumback, 2002). Section 6.5 describes marginal 
structural Cox models (MSCMs) using a graphical perspective (Xiao et al., 2010). Using 
the HHP data, we contrast the naive MSMRMs results with those from our proposed 
approach in Section 6.6. In Section 6.7, we compare conditional and unconditional 
MSMRMs using both simulated and the HHP data. We discuss our methodology in 
Section 6.8. 
6.2 Data 
The Honolulu Heart Program is a cohort study that followed 8,006 Japanese-American 
men living on the island of Oahu, Hawaii from 1965 until1994. The participants were 
initially recruited between 1965 and 1968 from a listing of selective service registrants. 
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The data collection protocol has been described elsewhere (Kagan et al., 1974). Our 
analyses were based on three examinations for which comparable measures of physical 
activity, and both systolic and diastolic blood pressures (SBP and DBP, respectively) 
were taken: Exarn 1 (1965-1968), Exam 2 (1968-1971) and Exam 4 (1991-1993) . For those 
subjects who did not participate at Exam 4, a fourth examination (Exam 3, 1971-1975) 
was used to estirnate their right censorship times due to lost to follow-up. To simplify 
the presentation, we denote Exam 1, 2 and 4 as Visit 1, 2 and 3, respectively, throughout. 
The variables of main interest were self-reported physical activity (active or inactive), 
SBP (in rnrnHg), DBP (in rnrnHg), survival tirne (in days since birth) and tirne before 
a MACE (in days since birth) . The HHP variables that were identified as clinically 
relevant or as potential confounders, and that were measured in a sirnilar manner at all 
three visits were selected for the analyses. Those variables, which are all time-varying, 
are: age (in years), employment status (currently employed or not), body mass index 
(in kg/m2), smoking status (current smoker, previous smoker or never smoker) and 
anti-hypertension medication usage (yes or no). More information about how the 
variables were measured is available elsewhere (Rossi et al., 2015). 
6.2.1 Data treatment 
We used age in days as the tirne-scale for both tirne-to-event variables (survival and 
tirne to MACE) and considered them to be left truncated at the tirne of Visit 1 (Thiébaut 
& Bénichou, 2004; Kom et al., 1997). For individuals whose event was not recorded 
during the study, the tirne-to-event was right censored at the elapsed tirne between 
birth and either the tirne of their last examination, if they did not attend Visit 3, or 
one year after Visit 3 otherwise. Note that for each individual, we do not know the 
exact amount of tirne elapsed between Visit 3 and the end of monitoring. However, 
we know it to be at least one year and at most four years. Sensitivity analyses (not 
presented) were performed to verify if varying the estirnated elapsed tirne between 
Visit 3 and the end of monitoring from one to four years changed any conclusions. 
-------------------------------------------------------
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The results we obtained were very silnilar, and hence we took the tilne between Visit 3 
and end of monitoring to be one year. The time to MACE for individuals who died 
before experiencing a MACE was considered to be right censored at death time (see 
Bakoyannis & Touloumi (2012) for a discussion and siinulations of this approach). 
When SBP and DBP were used as exposure variables in the statistical analyses, we 
divided each of them in four categories according to a common BP classification 
scheme: < 120mmHg, 120 - 139mmHg, 140 - 159mmHg, and >= 160mmHg for SBP 
and < 80mmHg, 80- 89mmHg, 90 - 99mmHg, and >= 100mmHg for DBP (Chobanian 
et al., 2003). 
For every MSCM and MSMRM analysis, we built an augmented dataset where each 
subject-visit corresponded to one row. If a row contained missing values for at least 
one variable required to estima te a given effect, then it was ignored for that estimation 
(listwise deletion was performed). A table of the arnount of data available for each 
MSM analysis is provided in Rossi et al. (2015). For the SEMs analyses, which were 
performed prior to the MSMs analyses, the data was kept in a wide format where 
every subject corresponded to one row. 
In the next section, we describe how causal graphs were constructed to represent the 
causal links between the HHP covariates considered in our study. 
6.3 Building causal graphs 
The issue of confounding is particularly challenging in the context of longitudinal 
data, such as the HHP, where intermediate covariates in the pathway between the 
exposure and the outcome can also act as confounding covariates. Therefore, before 
performing any statistical analyses, we needed to determine how to correctly account 
for potential confounding. Using substantive prior knowledge, we began by drawing 
directed acyclic graphs (DAGs) to represent the causal relationships between the 
selected variables at all visits (Hernan et al., 2002). In these DAGs, the observed 
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variables are depicted by nodes. The variables may be connected to each other by 
directed arrows (e.g., A --+ B) that represent cause to effect relationships (e.g., A causes 
B) or by dashed two-sided arrows that are used to represent unobserved common 
causes between two variables (A r---+ B = A r C --+ B). These two-sided arrows 
are a notational shortcut since DACs do not permit bi-directional causal links perse. 
The main objective in building the DACs was to identify sets of variables that could 
be used to eliminate confounding. First, we used SEMs to determine if our initial 
postulated DACs were supported by the data. We then used information from the data 
to help us modify the initial DACs into their final form. 
6.3.1 Building the initial DACs 
We started by building DACs to represent the relationships between the tirne-varying 
variables listed in Section 6.2. Because the secondary objective of our study was to 
investigate whether SBP and DBP mediate the effects of physical activity on survival 
and MACE, we constructed one DAC for the relationships between physical activity, 
SBP, DBP and time of survival (DAC for survival), and one for the relationships 
between physical activity, SBP, DBP and time to MACE (DAC for MACE). The 
inclusion or exclusion of arrows between variables and the directionality of the 
included arrows were carefully decided based on prior knowledge in the scientific 
litera ture. 
Because the HHP study features relatively few visits, most of which are very far 
apart in time, we allowed for the existence of cause-to-effect relationships between 
variables measured at a same visit, even though this is not strictly possible because 
a cause always precedes its effect in tirne. Had we not done so, we would have 
had no pre-treatment variables for the data at Visit 1. Moreover, it was unlikely that 
variables measured many years in the past could effectively eliminate confounding 
bias, whereas visit-specific variables could be used as proxies to pre-treatment versions 
of themselves. 
127 
6.3.2 Assessing the fit of and irnproving the initial DAGs 
We verified if our proposed DAGs fitted the data well using SEMs. SEMs are statistical 
models that combine qualitative cause-effect assumptions with data to test causal 
models and estimate causal relationships. Most current SEM packages assume linear 
relationships between variables and multivariate normality. We used the lavaan 
package in R to fit the SEMs (R Core Team, 2014; Rosseel, 2012) . The multivariate 
normality assumption is untenable in our case since many of our variables are not 
continuous (e.g., Smoking and Employment), hence we assessed the goodness-of-fit 
of our proposed causal models with Bollen-Stine bootstrap (Bollen & Stine, 1992), a 
statistical test that is robust to non normality of data. 
We note, however, that we were partially restrained in our ability to test the proposed 
DAGs. For instance, only subjects without any missing data at any visits can be 
included in the SEMs when using the Bollen-Stine bootstrap in lavaan vO.S-16. 
Moreover, censored variables are also not currently handled. Despite these limitations, 
we believed that any input we could get from the data to assess the correctness of 
our initial DAGs was valuable. Indeed, we were able to test the appropriateness of the 
postulated relationships between every variable at every visit, except the relationships 
involving time of survival or time to MACE. 
Because the number of available subjects is largest at Visit 1 and smallest at Visit 3, 
we took full advantage of the available information by sequentially fitting larger and 
larger models. This strategy wherein SEMs of increasing complexity are considered, 
was also guided by the longitudinal aspect of the data. We began by fitting SEMs that 
only involved the relationships between the variables at Visit 1, then we fit SEMs for 
Visits 1 and 2, and lastly, SEMs for Visits 1, 2 and 3. Moreover, since SBP and DBP are 
often strongly correlated, we fitted separa te SEMs for these variables. Thus, we tested 
a total of six SEMs (1: SBP Visit 1; 2: DBP Visit 1; 3: SBP Visits 1 and 2; 4: DBP Visits 1 
and 2; 5: SBP Visits 1, 2 and 3; 6: DBP Visits 1, 2 and 3). 
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The two initial DAGs we had proposed did not fit the data well according to 
the chi-square statistics from the six SEMs. The chi-square statistic tests whether 
the observed data could be compatible with the proposed DAG by comparing the 
observed covariance matrix of the variables in the SEM representing the DAG with 
the covariance matrix that is generated by the SEM. Because the fits of the SEMs were 
poor, we included additional causal links (cause-effect paths and unobserved common 
causes) between the variables. These links made sense from a substantive point of 
view and were found using modification indices. A modification index represents the 
expected improvement in the chi-square statistic that would occur if a causallink were 
added to a SEM. 
The final SEMs for Visit 1 and the final SEMs for Visits 1 and 2 had non-significant 
chi-square statistics (p > 0.05), meaning we could not reject the null hypothesis that 
the proposed DAGs generated the observed data. Despite the modifications we made, 
the final SEMs for Visits 1, 2 and 3 still had significant chi-square statistics. We could 
find no further modifications to the SEMs that made sense from a theoretical point 
of view. However, we found sorne observations that were highly influential in the 
calculations of chi-square statistics. Fitting the models on the data without 69 such 
observations (2% of the total data) yielded non-significant chi-square statistics. Hence, 
our SEMs appeared to be reasonable representations of the causal process between 
the selected variables for most of the data. Using the six final SEMs, we updated our 
two initial DAGs. Figure 6.1 presents a part of the final DAG for survival, showing 
nodes at Visit 1 only. The nodes for SBP and DBP have been joined into a single 
BP node in Figure 6.1 to simplify the presentation. The complete final DAG for the 
aforementioned relationships is detailed in Rossi et al. (2015) . Essentially, the core 
structure for Visits 2 and 3 is the same as for Visit 1 (as depicted in Figure 6.1). 
Naturally, the final DAG also features extra causal links from variables at Visit 1 to 
variables at Visits 2 and 3, and links from variables at Visit 2 to variables at Visit 3. 
The complete final DAG for MACE is exactly the same as the complete final DAG for 
survival we have just described, except for the time of survival node that is replaced 
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by a tirne to MACE node. 
Figure 6.1: A close-up of the final DAG for time of survival at Visit 1. The nades for 
SBP and DBP have been joined into a single BP node to simplify the presentation. 
6.3.3 Identifying confounding variables 
If a tirne-varying confounding variable is on the causal pathway between the exposure 
and the outcome, direct adjustment for this confounding variable in an outcome 
madel could lead to biased estimates (Robins et al., 2000). The two complete final 
DAGs obtained in the previous section confirmed that we were in the presence of 
such time-varying confounding variables. For instance, BMI at Visit 1 confounds the 
relationship between Physical activity at Visit 2 and BP at Visit 2 (BP at Visit 2 ~ BMI 
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at Visit 1 --+ Physical activity at Visit 2), and BMI at Visit 1 is also an effect of Physical 
activity at Visit 1 (Physical activity at Visit 1 --+ BMI at Visit 1). 
On the basis of a causal DAG, Pearl's back-door criterion provides sufficient conditions 
to identify sets of variables that elirninate confounding when estimating the causal 
effect of an exposure variable on an outcome variable (Pearl, 2009). Specifically, it is 
sufficient to block all back-door paths from the exposure to the outcome and not adjust 
for any descendants of the exposure. 
A path is already blocked if it contains a collider, that is, a variable which has two 
arrows pointing toit on the path. For instance, in Figure 6.1, the pa th Physical activity 
~ Age --+ Hypertension medication ~---+ BP is a back-door path from Physical 
activity to BP that is blocked by the collider Hypertension medication. Note that a 
path that is blocked by a collider becomes unblocked if one adjusts for the collider or 
for one of its descendants. A path that is not blocked by a collider can be blocked by 
appropriately adjusting for a non-collider on the pa th. For instance, the back-door pa th 
Physical activity ~ Age --+ BP can be blocked by appropriately adjusting for Age. 
To identify the causal effect of Physical activity on BP from the DAG in Figure 6.1 
for example, we note that there are only two arrows lying on a back-door path and 
pointing toward Physical activity. One stems from Age and the other stems from 
unknown causes which also have arrows pointing toward Employment. Therefore, 
assuming the DAG is correct, all back-door paths from BP to Physical activity can 
be blocked by adjusting for Age and Employment. Moreover, we cannot adjust for 
BMI or Hypertension medication, because they are descendants of Physical activity. 
We further remark that adjusting for Smoking, in addition to Age and Employment, 
though not necessary to a void confounding, can be done without harm. 
In the next two sections, we present the MSMs we used to estima te the causal effects of 
interest. We also explain how our MSMs were embedded in the graphical framework 
we have just described. As subsequently detailed, Pearl's back-door criterion was 
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invoked to identify sets of covariates sufficient to satisfy the sequential randomization 
assumption underlying each MSM analysis. 
6.4 Marginal structural models for repeated measures 
In this section, we describe the MSMRMs used to estima te the causal effects of physical 
activity on current SBP and DBP. In the sequel, we generically explain the modeling 
process in terms of BP, since it is the same for both SBP and DBP. To simplify the 
presentation, we proceed for now as if all subjects were observed at every visit. 
We first introduce sorne notation for MSMs. Our notation is very similar to that in 
Hernan & Brumback (2002) but eliminates the reference to counterfactual outcomes 
to accommodate the causal graphical framework we consider. Let i = 1, ... , n denote 
the individuals, Y(t) be the random variable representing the BP value at Visit t = 
1, 2, 3, and X(t) be the random variable representing the physical activity level at Visit 
t (X(t) = 1 denotes physically active, whereas X(t) = 0 denotes physically inactive). 
We modelled the effect of current and prior physical activity his tory on current BP as a 
function of current physical activity (recall the long delay between Visit 2 and Visit 3). 
We thus considered the following model: 
E[Y(t)] = f3o + fJ1X(t) + f32 Age(t) , (6.1) 
where f3o is the unknown intercept, (31 is the unknown parameter associated with the 
physical activity level and (32 is the unknown slope parameter associated with the age 
of subjects at Visit t. Note that it is common in MSMRMs to introduce a parameter 
associated with t, the Visit number, to allow the intercept to vary with time (Hernan 
& Brumback, 2002). Because we have considered age as being the time-scale for both 
survival and time to MACE, it was natural to instead considera parameter associated 
with age. An additional reason for preferring this approach was that the range in the 
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ages of subjects at a given visit was siinilar to the tiine elapsed between the start and 
the end of the study. 
Ignoring the complications arising from missing data and possible informative 
censoring, the parameters of model (6.1) can be directly estimated by fitting a GEE 
regression to an augmented dataset, where each line corresponds to a given subject at a 
given visit. However, for /31 to have a causal interpretation, time-varying confounding 
must be adequately dealt with. This is clone by attributing an inverse probability of 
treatment weight (IPTW) to each subject-visit. 
As seen next in Equation (6.3), sets of variables L XY (t) , t = 1, 2, 3, were used 
to calculate the subject-specific IPTWs. Let Yi(t ), xi(t ) and l fY (t) be the respective 
observed realizations of Y (t), X (t ) and L XY (t) for subject i. We use overbars to denote 
the his tory of any time-varying variable. For instance, X ( t) represents the physical 
activity levels at Visit t and all prior visits. 
The specification of L XY = {LXY (1), L XY (2), L XY (3)} can be very challenging. In 
the counterfactual framework, the variables LXY entering the weight models are 
chosen so that the sequential (conditional) randomization assumption holds (Hernan 
& Brumback, 2002). Because of how model (6.1) is specified, this assumption can be 
simplified as: 
Yx(t) Jl X(t) IL XY (t) , V x, t E {1 , 2, 3} , (6.2) 
where Yx(t ) is the counterfactual BP value at Visit t that would have been observed 
if, possibly contrary to the fact, the physical activity history x had been observed. 
As discussed in Pearl (2009) Section 3.6.3 and Section 11 .3.2, the randomization 
assumption holds for a given L XY (t) if the back-door criterion holds for this L XY (t ). 
Hence, on the basis of the complete final DACs mentionned in Section 6.3, we selected 
the variables in L XY (t ) as described in Section 6.3.3. A complete list of the variables in 
L XY is available in Appendix 6.9.1. 
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We considered the weighted GEE regression model (6.1) with stabilized weights 
wxY IIt P(X(k) = xi(k)) 
i (t) = k = l P(X(k) = Xi (k) IL XY(k) = l fY(k)) (6.3) 
and estimated P(X(k) = xi(k)) and P(X(k) = xi(k) IL XY(k) = l fY(k)) using 
logistic regression. Our choice of stabilized weights follows the recommendation 
given in Talbot et al. (2015) when the structural model only includes partial treatment 
history 1. In Section 6.6, we show how the estimated causal effect of physical activity 
on BP when L XY is specified using the graphical approach detailed above diliers 
from the estimate obtained when following the naive approach where all potentially 
confounding covariates available are selected. 
6.4.1 Estimation with incomplete data 
Up until now, we have presented the MSMRMs we would have fitted to estimate 
the effect of physical activity on BP had there been no deaths or losses to follow-up. 
Recall that the HHP is a longitudinal study that spanned over a very long period 
of time. Inevitably, many subjects died before the end of the study or were lost 
to follow-up. Therefore, we did not have a complete dataset where every subject 
participated at every visit. Subjects who did not participate in all visits could have 
different characteristics than subjects that did. Biased estima tes can arise if incomplete 
datais not adequately dealt with (Little & Rubin, 2002). Because a weighting scheme 
is already used to account for confounding, a convenient approach to deal with 
incomplete follow-up in MSMs is to use inverse probability of censoring weights 
(IPCWs) (Hernan & Brumback, 2002; Moodie et al., 2008). This is the approach we 
retained and now describe. 
1. Note : Le chapitre 7 de la thèse est formé de cet article 
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Let C(t) be a randorn variable representing the censoring at Visit t, with C(O) = 0, and 
let c,;(t) be the observed realization for subject i (c,;(t) = 0 if subject i is still in the study 
at Visit t and ci (t) = 1 otherwise). Also, let Z(t ) denote the covariates available at Visit 
t and zi(t) be their observed values for subject i. Our weights for censoring are 
c t P(C(k) = OIC(k - 1) = 0) 
wi (t) = I1 P(C(k) = OIC(k - 1) = o, Z(k) = zi(k)) · 
k= l 
We estirnated P(C(k) = OIC(k - 1) = 0) and P(C(k) = OIC(k - 1) = 0, Z(k) = 
z i ( k)) using logis tic regression. For i = 1, ... , n, we cornputed the total weights as 
Wlotal(t) = wp (t) x w{Y (t), and then calculated the corresponding norrnalized 
weights NWlotal(t) as described in Equation (4) in Xiao et al. (2010). Finally, the GEE 
regression (6.1) was fitted with weights NWlotal(t) . We used an independent working 
correlation rnatrix and a robust variance estima tor to account for the repeated rneasures 
in the GEE regression (Tchetgen Tchetgen et al., 2012a,b). 
6.4.2 Conditional marginal structural models for repeated measures 
It is usually recornrnended not to include tirne-varying variables in the outcorne rnodel 
(6.1) of a MSMRM (Hermin & Brurnback, 2002) . This is because sorne of these variables 
can act both as confounders and interrnediate variables over tirne (Robins et al., 2000). 
In this section, we argue that it is safe to include tirne-varying variables U (t) in the 
rnodel we consider, even if U(t ) includes such tirne-dependent confounders. 
In our study, we also considered the following conditional rnodel to estima te the causal 
effect of physical activity on BP: 
E[Y(t)! U (t)] = f3o + (31X(t) + f32 Age(t) + f33U(t), (6.4) 
~-------------- -- - -----------
-------------------------
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where (33 is a vector of unknown parameters. With the back-door criterion (see 
Section 6.3.3) in mind, the variables U(t) we selected were such that they were not 
descendants of X(t) according to our complete final DAGs, and that all back-door 
paths between X(t) and Y(t) remained blocked after conditioning on U (t). These 
variables are Employment and Smoking at Visit t. Note that U(t) may have included 
variables on the causal pathway between X(s) and Y(t), s < t , without introducing 
bias in the estimation of fh. This is because model (6.4) only considers the effect of 
X(t) on Y(t). As seen in Section 6.7, which presents a simulation study that validates 
our methodology, one potential advantage to conditioning on U(t) in model (6.4) is to 
reduce the standard error of the estimated causal effect. 
We estimated the corresponding causal effect of physical activity on BP as presented 
in Section 6.4.1. That is, we built an augmented dataset and fitted the weighted 
GEE regression model (6.4) using the same normalized weights as before. In the 
sequel, we refer to model (6.4) we have just introduced as a conditional MSMRM, 
as opposed to the unconditional MSMRM presented previously. Arguably, because 
age is a time-varying covariate, model (6.1) could also be considered as a conditional 
MSMRM. 
This completes our presentation of the MSMRM methodology used to estimate the 
effect of physical activity on SBP and DBP. In the next section, we present the MSCM 
methodology utilized to estima te the separate causal effects of physical activity and BP 
on survival time and time to MACE. 
6.5 Marginal structural Cox models 
We used MSCMs to estimate the causal effects that involved the two time-to-event 
outcomes of interest, that is, survival time and time to MACE. We describe in detail 
the process we followed for the estimation of the causal effect of physical activity 
on survival hme. The estimation process for each of the three other relationships 
investigated was similar (additional precisions are provided at the end of this section). 
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Our MSCM methodology has strong connections with the one proposed by Xiao et al. 
(2010). It also shares similarities with the MSMRM methodology described in the 
previous section. 
We believe that the causal effect of physical activity history on survival time is mostly 
a function of current physical activity level. Hence, we considered the following model 
for the hazard at age T 
(6.5) 
{31 is the unknown parameter associated to the physical activity lev el X ( T) and 
Ào(T) is the unspecified baseline hazard at age T. While it is assumed that X(T) is 
a stochastic process in continuous time, X(T) was really only measured at the ages 
corresponding to examinations. Thus, we took X(T) as a step function with steps at 
the ages corresponding to examinations. Once again, the time-varying confounding 
problem is solved by using inverse probability weighting. 
We define L XT(t) and w{T(t) analogously to L XY(t) and w{Y(t) (see Equation 
(6.3)), only replacing BP (Y) by survival time (T) . To satisfy the conditional ignorability 
assumption of the MSCMs (Robins, 1997), we selected the variables L XT (t) on the basis 
of the complete final DAG for survival and the back-door criterion described in Section 
6.3.3. The list of the selected variables is again provided in Appendix 6.9.1. 
We normalized the weights w{T (t) as in Equation (4) from Xiao et al. (2010) and fitted 
a weighted Cox model with hazard (6.5) utilizing those normalized weights. We used 
a robust estimator for the estimation of the standard errors; this estimator accounts 
for the dependence between the rows associated to a same subject in the augmented 
dataset. 
We used exactly the same approach to estima te the causal effect of physical activity on 
time to MACE, only replacing survival time by time to MACE. Moreover, only minor 
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changes to the methodology were done to estimate the causal effects of SBP and DBP 
on survival time and on time to MACE. As mentioned in Section 6.2.1, we divided 
the SBP and DBP values into four categories when these BP variables were used as 
exposure variables. The probabilities P(X(k) = Xi (k) ) and P(X(k) = xi(k) iL XT (k) = 
lfT( k)) required in the calculation of W{T(t) were estimated using ordinallogistic 
regression models. 
Note that it is not possible to propose a conditional version of the MSCMs, as was 
done for the MSMRMs. In fact, the Cox proportional hazards model is not collapsible 
for /31 over predictors of survival (or time to MACE), even if those predictors are not 
associated with the exposure (Struthers & Kalbfleisch, 1986). In other words, the causal 
parameter /31 defined in a conditional MSCM would generally not have the same true 
value, and thus not the same interpretation, as the causal parameter /31 defined in an 
unconditional MSCM. 
6.6 Contrasting our approach with a naïve approach 
We have presented in the previous sections a graphical approach to MSMs where 
the covariates selected for estimating the IPTWs are identified using DAGs and the 
back-door criterion. A more naive approach for estimating the IPTWs is to use every 
potentially confounding covariates available at a given visit. Using the HHP data, 
we now illustrate how the results obtained with both approaches can differ. For this 
illustration, we focus on the estimation of the causal effects of physical activity on SBP 
and DBP. 
The first line of Table 6.1 presents the results obtained by estimating the 
aforementioned causal effects using the unconditional MSMRM described in 
Section 6.4. For the naive approach, the causal effects were estimated similarly, only 
replacing L XY (t) by L~Y (t) in the IPTWs (6.3) . The variables in L~Y (t), t = 1, 2, 3, are 
listed in Appendix 6.9.1. The results obtained using the naive approach are presented 
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in the second line of Table 6.1. All other substantive results of our analysis of the HHP 
data are presented in our companion paper (Rossi et al., 2015). 
The estimated causal effects of physical activity on SBP obtained with the naïve and the 
graphical approaches are both compatible with a decrease in SBP when being currently 
physically active. However, the interpretation of the results for DBP differs. Indeed, 
the results obtained using the graphical approach are compatible with no effect of 
physical activity on DBP, whereas the results pertaining to the naïve approach suggest 
that being physically active increases DBP. That physical activity would increase DBP 
is not supported by the current scientific knowledge (Cornelissen & Smart, 2013) . The 
observed divergence in conclusions lends support to our proposed approach. 
Table 6.1: Results from the graphical and naïve approaches to estima te the causal effect 
of current physical activity on SBP and DBP (95% confidence intervals in parenthesis). 
Approach 
Graphîcal 
Naïve 
SBP 
-2.47 (-3.46, -1.48) 
-1.64 (-2.64, -0.64) 
DBP 
0.26 ( -0.22, 0.75) 
0.96 ( 0.47, 1.44) 
6.7 Comparing conditional and unconditional MSMRMs 
Conditional MSMRM estimates of the effects of physical activity on SBP and DBP 
are not reported in our companion paper. Before presenting these additional HHP 
estimates, we describe a simulation study devised to investigate the validity of 
this conditional version of the MSMRMs. In Section 6.7.1, we fust describe the 
four simulation scenarios that were considered in the study. The results from the 
simulations are presented in Section 6.7.2. Finally, in Section 6.7.3, we compare the 
results from using the conditional and unconditional MSMRMs to estimate the causal 
effect of physical activity on BP based on the HHP data. 
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6.7.1 Simulation scenarios 
All the simulation scenarios are compatible with the DAC depicted in Figure 6.2; the 
exact data-generating equations however differ slightly between scenarios. Although 
this DAC is simple, it is sufficient to illustrate the main properties of our conditional 
MSMRM approach. 
Figure 6.2: DAC for Scenarios 1-4 
Scenario 1 is (essentially) the same as Scenario 3 in Talbot et al. (2015). The equations 
that generated the data are: 
U(1) = CU(l)> 
P (X (1) = 1) = expit(0.5U(1)), 
Y (1) = X (1) + U(1) + CY(l)> 
U(2) = 0.5X (1) + CU(2)> 
P (X (2) = 1) = expit(0.5X(1) + 0.5Y (1) + 0.5U(2)) , 
Y(2) = X(2) + 0.5Y(1 ) + U(2) + éY(2)> 
where expit(z) = exp(z)/( 1 + exp(z)) , and cu(l) ' éY(l) ' cu(2), cy(2) are independent 
N(O, 1) random variables. 
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Scenario 2 is the same as Scenario 1, but replaces the strong links from U(l) to Y( l ), 
and from U(2) to Y(2) with weak links: 
Y(l) = X(l) + O.l U(l ) + é Y(l )' and 
Y(2) = X(l) + 0.5Y(1) + 0.1U(2) + CY(2) · 
All other data-genera ting equations are the same as in Scenario 1. 
Scenario 3 is also the same as Scenario 1, but features an even stronger link from U(l) 
to Y( l ), and from U(2) to Y(2): 
Y(l) = X(l) + 2U(l) + cv(l ) ' and 
Y(2) = X(l) + 0.5Y(l) + 2U(2) + CY(2) · 
Scenario 4 is very similar to Scenario 1, but presents an interaction between U( l ) and 
X( l ), and between U(2) and X(2) . Before introducing Scenario 4, we fust define U*(2) 
as a centered (to 0) version of U(2) . This centering is done for convenience and to 
ensure that the marginal total effect of X(2) on Y(2) equals 1 (see Appendix 6.9.2). Also, 
remark that the marginal total effect of X(1) on Y(l) equals 1. The data-generating 
equations for Scenario 4 that differ from Scenario 1 are: 
Y(l) = X(l) + U( l ) + X( l ) x U( l ) + é Y(l) > and 
Y(2) = X(2) + 0.5Y(l) + U*(2) + X(2) x U*(2) + c v (2) · 
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6.7.2 Simulation results 
For each simulation scenario, we generated 10,000 datasets of size n = 500. For each 
dataset, we estimated the causal effect of X(t) on Y(t), t = 1, 2, using the estimated 
parameter associated to X(t) , namely ffi1, in 1) an unweighted GEE regression (crude 
analysis), 2) an unconditional MSMRM, and 3) a conditional MSMRM. The true causal 
effect equals 1 for each scenario. We computed the mean and the standard deviation 
of ffi1 across generated datasets for each method. The outcome models fitted in the 
unconditional and conditional MSMRMs analyses were the same for all simulation 
scenarios, and were respectively: 
E(Y(t)) = fJo + fJ1X(t) + fJ2t, and 
E(Y(t )iU(t)) = fJo + fJ1X(t) + fJ2t + f33U(t) . 
Note that even though the true structural equations of Scenario 4 involve interaction 
terms and a centered version of U(2) , the fitted structural model does not. The fitted 
model is therefore misspecified . 
Each subject-visit was attributed a normalized version of the following weights: 
W/y( 1) P(X(1) = Xi(1)) d 
' P (X(1) = xi (1)IU(1) = ui (1)) ' an 
WXY(2) _ P (X(1) = Xi (1)) i - P (X (1) = Xi(1)IU( 1) = Ui(1)) 
P (X(2) = Xi (2)) 
x P(X(2) = Xi (2)IU(1) = Ui (1), Y(1) = Yi (1), U(2) = Ui (2)) ' 
where the normalization was performed as in Equation (4) from Xiao et al. (2010). 
Those weights were used to fit both the conditional and unconditional MSMSRMs. 
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The specification of the crude GEE regression was the same as the specification of the 
unconditional MSMRM, but with W{y (1) :::: W{Y (2) :::: 1. 
The results of the simulation study are presented in Table 6.2. Those results confirm 
that the conditional MSMRM (6.4) can yield unbiased estimates of {31 if the weights 
are correctly specified and if U(t ) does not include descendants of X (t) . The results 
for Scenario 4 support that this conclusion holds even when there are interactions 
between sorne variables in U(t ) and X(t) . Moreover, the conditional MSMRM is often 
more efficient than the unconditional MSMRM when estimating {31 . In fact, the results 
for Scenarios 1, 2 and 3 suggest that the more U (t) predicts Y(t ), the greater is the 
reduction in the variance of h1. 
Table 6.2: Results from simulation Scenarios 1-4 obtained by genera ting 10,000 datasets 
of size n = 500. The mean and the standard deviation (in parenthesis) of h1 are 
provided. The true causal effect is 1. 
Madel 
Cru de 
Unconditional MSMRM 
Conditional MSMRM 
6.7.3 HHP results 
Scenario 1 
1.808 (0.103) 
1.001 (0.087) 
1.000 (0.077) 
Scenario 2 
1.223 (0.074) 
1.000 (0.074) 
1.000 (0.074) 
Scenario 3 
2.558 (0.161) 
1.009 (0.149) 
1.005 (0.100) 
Scenario 4 
2.138 (0.129) 
1.006 (0.114) 
1.003 (0.092) 
We present in Table 6.3 a comparison of the estima tes obtained using the unconditional 
MSMRM (6.1) and the conditional MSMRM (6.4), with 95% confidence intervals. The 
conditional MSMRM involves the time-varying covariates U (t) = {Employment 
and Smoking at Visit t}. The results obtained using conditional and unconditional 
MSMRMs are consistent, although a reduction of more than 1 mmHg in SBP is 
observed for the conditional effect. No clear benefit was seen with the use of 
a conditional MSMRM for this application, although the sirnulation's results we 
presented suggest that conditional MSMRM yields more precise estimates in sorne 
situations. 
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Table 6.3: Results from using unconditional and conditional MSMRMs to estimate 
the causal effect of physical activity on SBP and DBP (95% confidence intervals in 
parenthesis). Note that only the parameter associated with physical activity has a 
causal interpretation. 
Parameter 
Physical activity 
Age 
Employed 
Current smoker 
Previous smoker 
Parameter 
Physical activity 
Age 
Employed 
Current smoker 
Previous smoker 
6.8 Discussion 
Unconditional SBP 
-2.47 (-3.46, -1.48) 
0.70 (0.61, 0.78) 
NA 
NA 
NA 
Unconditional DBP 
0.26 (-0.22, 0.75) 
-0.07 (-0.11, -0.03) 
NA 
NA 
NA 
Conditional SBP 
-1.33 (-2.28, -0.38) 
0.44 (0.36, 0.52) 
-12.71 (-13.65, -11 .78) 
-1.14 (-2.15, -0.14) 
1.69 (0.65, 2.74) 
Conditional DBP 
0.16 (-0.33, 0.65) 
-0.04 ( -0.09, 0.00) 
1.72 (1.24, 2.20) 
-1.79 ( -2.34, -1.25) 
-0.23 ( -0.79, 0.33) 
Using the Honolulu Heart Program to illustrate our approach, we have devised and 
implemented MSMs in the graphical framework to causal inference. This graphical 
framework can be particularly helpful when selecting variables used to construct the 
IPTWs, which are central to fitting MSMs to data. Using substantive prior knowledge, 
our approach fust consisted in drawing DAGs to represent the links between the 
selected clinically relevant and potential confounding variables. Structural equation 
models were then used to assess the correctness of the postulated DAGs. Because these 
DAGs did not fit the data weil, structural equation models were again used to update 
the DAGs and improve their fit. Finally, confounding covariates were convenienùy 
identified upon the examination of the DAGs and by invoking Pearl's back-door 
criterion. 
Selecting variables to calculate IPTWs has previously been recognized as a challenge 
in the implementation of MSMs (Cole & Hermin, 2008) . This was further illustrated 
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in Section 6.6 of our paper, where a naive approach to variable selection was shown 
to yield implausible results. Contrariwise, the graphical approach we have developed 
for the analysis of the HHP data gave results more consistent with current scientific 
knowledge. Therefore, we believe the additional insight brought by our approach can 
be very valuable. 
We have also proposed a conditional version of the MSMRM to estimate the causal 
effects of physical activity on SBP and DBP. Although no clear advantages were 
seen for the HHP data, the use of conditional MSMRMs ought not be neglected 
in practice. Indeed, the simulations we performed resulted in unbiased conditional 
estima tors with smaller standard errors than the unconditional ones. The extent of the 
reduction in standard error was seen to be especially important when the MSMRM 
is conditional on strong predictors of the outcome. lt is important to keep in mind 
that this conditional version of the MSMRM was introduced in a very specifie context 
in which the physical activity history was summarized using only the most recent 
level of physical activity. However, our approach could easily be generalized to 
other situations, for instance where physical activity history is summarized using the 
two most recent levels of physical activity. Following a reasoning similar to the one 
presented in Section 6.4.2, one would select the variables used for conditioning in the 
structural model utilizing the back-door criterion to ensure the conditioning does not 
introduce bias in the estimation of the causal parameters. 
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6.9 Appendix 
6.9.1 Variables used in IPTWs 
Here is a list of the variables used in the calculations of the IPTWs. 
- To estima te the causal effects of physical activity on SBP or DBP (LXY ), and survival 
or MACE (LXT ) : 
- L XY I L XT (l) ={age atVisit 1, employment at Visit 1} 
- L XY 1 L XT (2) = {age at Visit 2, BMI at Visit 1, employment at Visit 2, hypertension 
medication usage at Visit 1, physical activity level at Visit 1} 
- L XY 1 L xr (3) = {age at Visit 3, BMI at Visit 2, employment at Visit 3, hypertension 
medication usage at Visits 1 and 2, physical activity level at Visits 1 and 2} 
- To estima te the causal effects of SBP on time of survival and time to MACE: 
- L xr( l ) = {age at Visit 1, BMI at Visit 1, employment at Visit 1, physical activity 
level at Visit 1} 
- L xr(2) = {age at Visit 2, BMI at Visits 1 and 2, employment at Visit 2, 
hypertension medication usage at Visit 1, physical activity level at Visits 1 and 
2, SBP at Visit 1} 
- L XT(3) = {age at Visit 3; BMI at Visits 1, 2 and 3; employment at Visit 3; 
hypertension medication usage at Visits 1 and 2; physical activity level at Visits 1, 
2 and 3; SBP at Visits 1 and 2} 
- The weights used for estimating the causal effects of DBP on time of survival and 
time to MACE were analogous to the preceding ones, only replacing SBP by DBP. 
- The variables used for computing the naive weights, L~Y (t), t = 1, 2, 3, in Section 
6.6 for estima ting the causal effects of physical activity on SBP and DBP : 
- L~Y (1) = {age at Visit 1, BMI at Visit 1, employment at Visit 1, hypertension 
medication usage at Visit 1 and smoking at Visit 1} 
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- L-}/ (2) = {age at visit 2, BMI at Visits 1 and 2, employment at Visits 1 and 2, 
hypertension medication usage at Visits 1 and 2, smoking at Visits 1 and 2, physical 
activity level at Visit 1, SBP at Visit 1, DBP at Visit 1} 
- LJj/ (3) = {age at visit 3; BMI at Visits 1, 2 and 3; employment at Visits 1, 2 and 
3; hypertension medication usage at Visits 1, 2 and 3; smoking at Visits 1, 2 and 3; 
physical activity level at Visits 1 and 2; SBP at Visits 1 and 2; and DBP at Visist 1 
and 2} 
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6.9.2 Calculating the marginal causal effects in Scenario 4 
Ta calculate the causal effect of X (1) on Y(1) and of X(2) on Y(2) in simulation 
Scenario 4, we consider Pearl's do-calculus (Pearl, 2009). Using this do-calculus, 
the marginal causal effect of X(t) on Y (t) is denoted by E[Y(t)[do(X(t) = 1)] -
E [Y(t) [do(X(t) = 0)]. Referring to the data-generating equations for Scenario 4, we 
get: 
E [Y(1)[do(X(1) = x)] = x + E[U(1)] + x x E[U(1)] + E[eY(IJ] 
=X, 
E[Y(2) [do(X(2) =x)] = x + 0.5E[Y(1 )] + E [U*(2)] +x x E [U*(2)] + E[ey(2J] 
= x + 0.5E[Y(1)]. 
It is now direct ta see that E[Y(1)[do(X(1) = 1)] - E [Y(1)[do(X(1) 0)] 
E[Y(2) [do(X(2) = 1)] - E [Y(2)[do(X (2) = 0)] = 1 as asserted. 
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TROISIÈME ARTICLE :A CAUTIONARY NOTE CONCERNING THE USE 
OF STABILIZED WEIGHTS IN MARGINAL STRUCTURAL MODELS 
Denis Talbot, Juli Atherton, Amanda M. Rossi, Simon L. Bacon, Geneviève Lefebvre 
Abstract: Marginal structural models (MSMs) are commonly used to estimate the 
causal effect of a time-varying treatment in presence of time-dependent confounding. 
When fitting a MSM to data, the analyst must specify both the structural model for the 
outcome and the treatment models for the inverse-probability-of-treatment weights. 
The use of stabilized weights is recommended since they are generally less variable 
than the standard weights. In this paper, we are concerned with the use of the common 
stabilized weights when the structural model is specified to only consider partial 
treatment history, such as the current or most recent treatments. We present various 
examples of settings where these stabilized weights yield biased inferences while the 
standard weights do not. These issues are first investigated on the basis of simulated 
data and subsequently exemplified using data from the Honolulu Heart Program. 
Unlike common stabilized weights, we find that basic stabilized weights offer sorne 
protection against bias in structural models designed to estima te current or most recent 
treatment effects. 
Keywords: Time-dependent confounding, marginal structural models, 
inverse-probability-weighting, repeated measures, stabilized weights 
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7.1 Introduction 
Marginal structural models (MSMs) (Robins, 1997, 2000; Robins et al., 2000; Hernan 
& Brumback, 2002) are nowadays a common longitudinal data analytical approach 
for estimating the effects of time-varying treatments in presence of time-dependent 
confounding (Yang & Joffe, 2012; Fairall et al., 2008; Patel et al., 2008; Sampson 
et al., 2006; Schildcrout et al., 2011; VanderWeele et al., 2011, 2012). When fitting a 
MSM to data, an analyst faces two important decisions: 1) the specification of the 
structural model for the outcome, done in accordance with the causal contrast of 
interest; 2) the specification of the treatment models which are used to calculate the 
inverse-probability-of-treatment received at each time point, i.e. the weights (Yang & 
Joffe, 2012). For the structural model, a single measure is commonly used to summarize 
treatment history, such as the treatment received at the last time point, a cumulative 
measure of the treatment or an indicator of "ever started treatment" (Yang & Joffe, 
2012; Pla tt et al., 2013). The covariates included in the treatment models are typically the 
baseline covariates and the histories of time-varying covariates and prior treatments. 
Platt et al. (2013) outline strategies for marginal structural model specifications and 
introduce a quasi-likelihood information criterion to help with the selection of the 
structural model on the basis of data. 
Stabilized weights are recommended to be used in MSMs in place of the standard 
weights since they are generally less variable than the latter (Robins et al., 2000). The 
stabilized weights are similar to the standard weights but are commonly defined so 
that the numerator is the marginal probability of observed treatment history predicted 
using prior treatments only while a numerator equal to 1 is instead used for the 
standard weights (Robins et al., 2000; Hernan & Brumback, 2002; Yang & Joffe, 2012). 
The denominator is the same for both types of weights. In MSMs, it has been shown 
that, when saturated structural models are specified, the treatment effect estimates 
that result from the use of stabilized or standard weights are the same (Hernan & 
Brumback, 2002) . In correctly specified unsaturated structural models however, the 
----------· ----
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estirnates differ but this difference is only due to sarnpling variability (Hermin & 
Brurnback, 2002). 
This note is concerned with the impact of using the cornrnon stabilized weights under 
different and frequently used specifications of the structural model in ordinary MSMs. 
As such, we focus on the estimation of the causal effect of a static treatrnent regime, 
that is, the estimation of the causal effect that a pre-specified treatment regime would 
have. In contrast, inferences about a dynarnic treatrnent would consist in estimating 
the causal effect of a treatrnent regime where the treatment a subject receives at a 
given time point is decided according to a pre-specified rule, which rnight involve 
tirne-varying covariates and prior treatrnents. It has already been recornrnended not to 
use stabilized weights for estima ting the causal effect of dynarnic treatrnents (Robins & 
Heman, 2009). In the sequel, we present various settings where the cornrnon stabilized 
weights lead to biased structural rnodel parameter estimates while the standard 
weights do not. This curious (and perhaps unexpected) phenornenon is observed 
when the structural rnodel targets the effect of the current treatrnent or the most 
recent treatrnents. This result concems both classical MSMs and MSMs with repeated 
measures, although MSMs with repeated measures are arguably more susceptible to 
this type of structural rnodel specification. 
The paper is organized as follows. In Section 7.2, we introduce the notation and review 
the MSMs. Section 7.3 focuses on a very simple example that captures the problern 
presented in this work. In Section 7.4, we present the description of a simulation study 
devised to illustrate the potential problems of using the cornrnon stabilized weights in 
MSMs. The results of the simulation study are presented in Section 7.5. In Section 7.6, 
we investigate these issues using data from the Honolulu Heart Program. In particular, 
we find that the estirnated effect of the current level of physical activity on blood 
pressure differs depending on whether standard or stabilized weights are used. We 
conclude with a short discussion in Section 7.7. 
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7.2 Notation and MSM implementations 
In the following, we distinguish between two types of implementations of MSMs: 
classical and repeated measures. 
7.2.1 Classical marginal structural model 
Based on Robins et al. (2000), we briefly review the classical MSM. In the sequel, we 
use capital letters to represent random variables and lower-case letters to represent 
possible realizations (values) of random variables. 
Considera follow-up study consisting of n sampled subjects from a population, along 
with covariates measured at K + 1 time points (visits) . Let A k,i be subject i's (i = 
1, ... , n) treatment level at the kth visit from the start of the follow-up (k = 0, .. . , K) 
and let Yi be his outcome measured at end of follow-up, i.e. Yi= YK+l ,i · For the sake 
of simplicity, we consider continuous outcome and binary treatment variables (with 
A k,i = 1 if subject i receives treatment at time k and A k,i = 0 otherwise) . For subject 
i, L k,i consists of the outcome at time k, Yk,ù and the vector of ali other measured risk 
factors for Yi at time k, Vk,ù i.e. L k,i = (Vk,i , Yk,i )· We suppose that L k,i temporally 
precedes A k,i for all i and k. Let .ih ,i = (Ao ,i, Al ,i, .. . , A k,i ) be subject i 's treatment 
history through time k and let A i = AK,i · We define Lk,i and Li similarly. Finally, Ya:k,i 
is subject i's counterfactual outcome at visit k, that is the outcome that would have 
been observed if, possibly contrary to the fact, subject i had received treatment regime 
a instead of his own treatment regime ai . Note that Ya:k,i = Yk,i 'V kif a = ai . As in 
Hernan & Brumback (2002), we assume that every subject's data are independently 
drawn from a common distribution; therefore we drop subscript i unless it is required 
for clarity. 
--------·--------------------------------------------------------
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The classical marginal structural madel is defined as a madel for the population's mean 
of the counterfactual outcome at visit K + 1 under treatment history a: 
E[Ya] = g(a; -y) , (7.1) 
where g is a user defined function. Possible g functions are g(a; -y) = -y0 + -y1aK + 
... + 'YK+t ao, g(a; -y) = 'Yo + 'YlaK, g(a; -y) = 'Yo + 1'1cum(a) where cum(a) = L~=O akl 
or g(a; -y) = 'Yo + ')'tl{cum (a) :?: l}· The parameters 'Y of madel (7.1) encode the causal 
effect of the treatment history on the last outcome. For example, when selecting 
g(a ;-y) = 'YO + -y1cum(a), it is hypothesized that the effect of treatment history on 
the mean outcome increases linearly as a function of the cumulative treatment. Thus 
for two treatment regimes a and a' being compared, -y1(cum(a) - cum(a')) can be 
interpreted as the mean difference in outcome Y, i.e. E[Ya - Ya'] . In particular, if 
a = {1, 1, . . . , 1} and a' = {0, 0, ... , 0} - corresponding to the always and never 
treated regimes, respectively - then the expected difference in outcome is -y1(K + 1). 
Similarly, if g(a; -y) = -y0 + -y1aK is selected, then it is hypothesized that the effect of 
treatment history on the mean outcome only depends on the last treatment. In this 
case, -y1 corresponds to the expected difference in outcome when a= {·, ... , ·, 1} and 
a'={ ·, ... ,·, 0}, where symbol · is used to representeither of the two possible levels for 
treatment. The issues we are concerned with in this paper stem from using structural 
madel specifications such as this one. 
The parameters 'Y of structural madel (7.1) can be consistently estimated using a 
weighted linear regression madel for E[YIA], where each subject is weighted by the 
inverse probability of his observed treatment history conditional on covariates and 
prior treatments. Specifically, the standard weight for subject i is 
i = 1, ... ,n, (7.2) 
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where Ak_ 1 is ignored in the conditioning when k = O. The standard weights w are 
often highly variable; therefore it is usually advised to instead use stabilized weights 
sw, where 
(7.3) 
In both (7.2) and (7.3) the L covariates are selected to ensure that the sequential 
(conditional) randomized assumption holds (Robins, 2000), that is 
(7.4) 
where Jl symbolizes statistical independence. Perhaps underrealized is that 
conditioning on Ak_ 1 in (7.4) implies that, in addition to Lkl the previous treatment 
variables should also be regarded as potential confounding variables. This last remark 
is crucial for understanding the possible introduction of bias when using stabilized 
weights sw in MSMs. 
7.2.2 Marginal structural model with repeated measures 
Instead of modelling the mean counterfactual outcome at the end of follow-up, a 
MSM with repeated measures (Hermin & Brumback, 2002) aims to model the mean 
counterfactual outcome at each time k + 1 (k = 0, .. . , K) as a function of treatrnent 
history up to time k, that is 
(7.5) 
Popular choices of g function for this type of MSM implementation are g(ak ; 'Y) = 'YO + 
'Y1ak + 12k, g(ak;'Y) = 'Yo + 11ak + 12ak- 1 + 1'3k, g(ak;'Y) = 'Yo + 1'1cum(ak) + 1'2k, 
where cum(ak) = L ;=O at or g(ak; 'Y) = 'YO + 1'1 I{cum(ak) ?: l} + 1'2k. Model (7.5) is then 
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fitted using a weighted linear generalized estirnating equation (GEE) regression for 
E[Yk+11.ih], where person-visit ( i, k+ 1) is weighted by its standard or stabilized weight 
(7.6) 
respectively. The choice of covariates L to include in these weights must also be 
dictated by the sequential randomized assumption (Hernan & Brumback, 2002; 
Brumback et al., 2004): 
(7.7) 
7.3 A striking exarnple 
The issues raised in this paper are best fust illustrated with the simple directed acyclic 
graph depicted in Figure 7.1 (DAG1). In DAG1, Y1 depends on A0, A1 depends on A0, 
and Y2 depends on both A1 and Yi. Here La= 0 and L1 = {Y1}: noL covariates other 
than the outcome at time 1 are considered since they are irrelevant to illustrate our 
problem. Covariates denoted by V are however later incorporated in our simulation 
scenarios presented in Section 7.4.1. 
Figure 7.1: Directed acyclic graph 1 (DAG1) 
Consider the implementation of a classical MSM based on data compatible with 
DAGl. While a fust logical step would be the specification of the structural model, 
we momentarily delay this step and examine the definition of weights w and sw with 
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regard to the sequential randomization assumption (7.4). Because of the presence of 
the open back-door pa th A1 ~ Ao -+ Y1 -+ Y2 ( * ) from A1 to Y2 in DAG1, it follows 
that Ya:2 .,Ji A1 and therefore the (unconditional) randomization assumption (7.4) does 
not hold (Pearl, 2009). This path can be closed by Ao, which leads to Ya:2 Jl A1IAo. 
The sequential randomization assumption is achieved conditional on treatment his tory 
since for all a and k = 0, 1, Ya: = Ya:2 Jl Aki Ak-l (we already have Ya:2 Jl Ao). In 
principle, a MSM can thus be validly implemented with the following standard and 
stabilized weight definitions for subject i : 
1 1 
Wi = P (Ao = ao,i) x P(A1 = al,iiAo = ao,i)' (7.8) 
and 
(7.9) 
Note that the second denominators in (7.8) and (7.9) could have been set to 
Yl ,i ) to follow the generic notation (7.2) 
and (7.3) for the specification of the weights. However DAG1 implies that 
P(A1 = al,iiAo = ao,i, Y1 = Yl ,i) = P (A1 = a1 ,i! Ao = ao,i) , and thus it suffices to 
condition on Ao only. 
The simplification of the stabilized weight swi to the value 1 in (7.9) indicates that, in 
the setting represented by DAG1, the implementation of a classical MSM with weights sw 
is equivalent to the implementation of an unweighted (crude) MSM. This leads to biased or 
unbiased parameter estima tors depending on the form of the structural model selected. 
Suppose the structural model E[Ya:] = ro + 11a1 + 12ao is chosen, where parameters 
/ l and 12 encode the causal effect of A1 on Y2 = Y and of Ao on Y2 = Y, respectively. 
Using stabilized weights sw with this structural model yields an unbiased estima tor for 
both I I and , 2. The parameter Il is of particular interest in this case since, recall, Ya:2 .,Ji 
A1 due to the open back-door path ( * ). Although the confounding introduced by this 
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back-door path is not handled by the weights (because swi = 1 Y i), it is nonetheless 
accounted for by the inclusion of the treatment covariate A0 in the regression model 
E[YIA] = f3o + (31a1 + f32ao . This implies that the associational parameter (31 coincides 
with the structural parameter 1 1, that is (31 = 11, as desired. 
Suppose we now consider the structural model E[Ya] = 10 + 1 1a1 and its associated 
regression model E[Y IA] = (30 + (31a1 . Although this reduced structural model is 
misspecified since Ao has an effect on Ya2, it is much relevant to be able to obtain 
unbiased estimation for the effect this structural model is capable of identifying, 
namely, the effect of the most recent exposure effect (AI) on Ya2· If the stabilized 
weights sw are used, then (31 and I l do not coïncide anymore as the confounding is 
neither accounted for in the weights nor the regression model. With this structural 
model, unbiased / I estimation can however be obtained by using the standard weights 
w since these weights do account for the confounding caused by A0 . 
This example is simple and admittedly a bit artificial since a traditional 
regression-based approach could have correctly identified the causal effect targeted 
by the structural model E [Ya] = ro + 11a1 (Yang & Joffe, 2012). However, it unravels 
a potential problem with the use of stabilized weights sw along with structural 
models that only include partial treatment history (e.g., current treatment or current 
treatment with lag 1 treatment). lndeed, a consequence of such a stabilization of the 
weights may be that the unconfounding achieved by the denominator is cancelled out 
(at least partially) by the numerator. This phenomenon is empirically demonstrated 
in Section 7.5. Also seen in Section 7.5 is that similar problems occur when using 
stabilized weights sw in MSMs with repeated measures. 
7.4 Description of the simulation study 
In this section, we present the four simulation scenarios investigated as well as the 
definitions of the standard and stabilized weights used in the classical implementation 
of the MSMs (the weights for the repeated mesures implementation are defined in 
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a similar manner). We conclude the section with a description of the analyses we 
performed. 
7.4.1 Simulation scenarios 
Scenario 1. Our first simulation scenario is compatible with DAG1 (recall Figure 7.1) . 
The causal relationships between the variables are as follows: 
P(Ao = 1) = 0.5 
Y1 = Ao + é y1 
P(A1 = 1) = expit(Ao) 
where expit( z ) = ez /(ez + 1) and é y 1 and é y2 are independent N(O, 1) random variables. 
The standard and stabilized weights used in the classical MSM implementation are 
defined in (7.8) and (7.9). 
Scenario 2. The second simulation scenario is only slightly more complex than the fust 
scenario (see Figure 7.2): 
P(Ao = 1) = 0.5 
Yl = Ao + é yl 
P(A1 = 1) = expit(0.5Ao + 0.5Yi) 
where é y 1 and é y2 are independent N(O , 1) random variables. In this scenario, the 
presence of the causallink between Y1 and A1 makes the adjustment for Y1 in the 
denominator of the weights necessary to achieve (7.4); the standard and stabilized 
1 5 9  
w e i g h t s  a r e  t h u s  d e f i n e d  a s  
1  1  
W i  =  X  )  ,  
P ( A a  =  a a , i )  P ( A 1  =  a 1 , i i A a  =  a a , i ,  Y 1  =  Y l , i  
a n d  
P ( A a  =  a a , i )  P ( A 1  =  a 1 , i i A a  =  a a , i )  
S W t  =  X  )  
P ( A a  =  a a , i )  P ( A 1  =  a 1 , , I A a  =  a a , i ,  Y 1  =  Y l , •  
F i g u r e  7 . 2 :  D A G  f o r  S c e n a r i o  2  
A a  A 1  
~~~ 
y l  y 2  
S c e n a r i o  3 .  T h e  t h i r d  s c e n a r i o  i s  a  t y p i c a l  M S M  r e p r e s e n t a t i o n  a n d  i n c l u d e s  a  
t i m e - d e p e n d e n t  c o n f o u n d e r  V  t h a t  i s  a f f e c t e d  b y  p r e v i o u s  t r e a t r n e n t  ( s e e  F i g u r e  7 . 3 ) :  
V a =  e v a  
P ( A a  =  1 )  =  e x p i t ( 0 . 5 V a )  
Y 1  =  A a  +  V a  +  c y l  
V 1  =  0 . 5 A a  +  c v
1  
P ( A 1  =  1 )  =  e x p i t ( 0 . 5 A a  +  0 . 5 Y l  +  0 . 5 V l )  
Y 2  =  A 1  +  0 . 5 Y l  +  V 1  +  c y 2 ,  
w h e r e  e v a ,  é " y j )  c v
1 1  
a n d  c y
2  
a r e  i n d e p e n d e n t  N ( O,  1 )  r a n d o r n  v a r i a b l e s .  F o r  t h i s  
s c e n a r i o ,  w e  a d o p t  t h e  n a ï v e  s t r a t e g y  o f  i n c l u d i n g  a l l  p o s s i b l e  c o v a r i a t e s  f o r  t h e  
s p e c i f i c a t i o n  o f  t h e  w e i g h t s ,  t h a t  i s  
1  1  
W i  =  X  - - - , - - - - - - - - -
P ( A a  =  a a , i i V a  =  v a , i )  P ( A 1  =  a 1 , i i A a  =  a a , i ,  Y 1  =  Y l , i ,  V 1  =  v 1 , i ,  V a  =  v a , i ) '  
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and 
Figure 7.3: DAG for Scenario 3 
Scenario 4. The fourth scenario is similar to the previous scenario but generates data 
for an additional follow-up visit (see Figure 7.4) : 
Vo =eva 
P(Ao = 1) = expit(0.5Vo) 
P (A1 = 1) = expit(0.5A o + 0.5Y1 + 0.5V1) 
P(A2 = 1) = expit(0.5Al + 0.3Ao + 0.5Y2 + 0.5"11:2) 
where eva, cy1 , cv1 , cy2 , cv2 and cy3 are independent N(O, 1) random variables. For this 
scenario, we also include ail possible covariates for the specification of the weights, 
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that is 
1 1 
~~----~----~ x ~~----~------~------------------7 
P(Ao = ao,i iVo = vo,i) P(A1 = adAo = ao,i, Y1 = Yl ,i, Vi = vl,i, Vo = vo,i ) 
1 
and 
P(Ao = ao,i ) x P(A1 = a1 ,i iAo = ao ,i ) 
P(Ao = ao,iiVo = vo,i) P(A1 = a1,iiAo = ao,i, Y1 = Yl ,i, V1 = vl ,i, Vo = vo,i ) 
P(A2 = a2 ,i iA1 = a1 ,i , Ao = ao,i ) 
Figure 7.4: DAG for Scenario 4 
7.4.2 Description of analyses 
We generated 10 000 datasets of size n = 1000 for each of the four scenarios described 
in Section 7.4.1. A series of MSM analyses was performed on each dataset. The set 
of structural models we considered include a variety of models that have been seen 
in recent classical and repeated measures MSM implementations (Fairall et al., 2008; 
Pa tel et al., 2008; Sampson et al., 2006; Schildcrout et al., 2011; VanderWeele et al., 2011, 
2012). For the classical version of the MSMs (cM SM), we considered the following three 
structural models: 
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-Full: E[Ya] = 10 + 11aK + 12aK- 1 + ... + / K+1ao; 
- Current: E[Ya] = { O + 11aK; 
- Cumulative: E[Ya] = 10 + 11cum(a). 
We also considered three structural models for the repeated measures implementation 
of the MSMs (rmMSM): 
- Current: E[Ya(k+l)] = 10 + 11ak + 12k; 
- Current+Lagl: E[Ya(k+l)] = 10 + 11ak + 12ak- l + {3 k; 
- Cumulative: E [Ya(k+I) ] = 10 + 11cum(ak) + 12k. 
For Scenarios 1-3, the Full, Cumulative (cMSM and rmMSM) and Current+Lagl 
structural models are correctly specified. For Scenario 4, orùy the Full and Cumulative 
(cMSM and rmMSM) structural models are correctly specified. For every scenario 
and structural model (both cMSM and rmMSM implementations), the data generating 
equations presented in Section 7.4.1 imply that I l = 1. Recall however that 11 has 
different interpretations across structural models (see Section 7.2.1). 
We obtained the unweighted results (which is equivalent to setting weights equal 
to 1) as weil as the results using the standard and stabilized weights w and 
sw for each scenario, implementation and structural model. Specifically, for every 
combination of implementation/structural model/weight, we estimated the mean 
and standard deviation of '}'1 based on the 10 000 datasets generated from each 
scenario. As recommended, we used an independence working correlation structure 
for the estimation of the GEEs (Tchetgen Tchetgen et al., 2012a,b) . The analyses were 
performed using the function geeglm from the R (R Core Team, 2014) package geepack 
(H0jsgaard et al., 2006; Yan & Fine, 2004; Yan, 2002). 
To comply with geeglm's requirements, for every scenario we fitted the Current+Lagl 
structural model by deleting all the data pertaining to the fust visit since the Lag1 
treatrnent (i.e., ak_1 ) is structurally missing when k = 0 (VanderWeele et al., 2011, 2012) . 
As a by-product of this deletion, the rmMSM implementation with the Current+Lagl 
structural model ends up being equivalent to the cMSM implementation with the Full 
structural model in the simpler scenarios (Scenarios 1-3). 
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7.5 Simulation results 
The results of the simulation study are presented in Table 7.1. 
Table 7.1: Results for Scenarios 1-4 by structural madel and MSM implementation. The 
mean and the standard deviation (in parenthesis) of the estima tes of I l for each weight 
definition are provided (calculated from 10 000 datasets of size 1000). 
Classical MSM (cMSM) Repeated measures MSM (rmMSM) 
Weight Full Current Cumulative Current Current+Lagl Cumulative 
(by scenario): (·n = 1) h 1 = 1) h1 = 1) h1 = 1) h 1 = 1) h 1 = 1) 
SI : 1 0.999 (0.094) 1.243 (0.096) 1.000 (0.057) 1.118 (0.061) 0.999 (0.094) 1.000 (0.053) 
SI : w 0.999 (0.095) 0.999 (0.095) 1.000 (0.058) 0.999 (0.066) 0.999 (0.095) 1.000 (0.054) 
s1 : sw o.999 (0.094} 1.243 (0.096) 1.ooo (0.057) 1.118 (0.061) o.999 (0.094) 1.ooo (0.053) 
- Ëh-: ï - - - - T474 (0.092) - ï .68ï (0.094) - ï.f79 (0.057) - ï .332-(0:061) - ï .474 (0.09ii - 1 .126 (0.053) -
s2 , w 1.001 (0.073) 1.ooo (0.074) 1.ooo (0.054) 1.ooo (O.o53) 1.001 (0.073) 1.ooo (0.051} 
s2 , sw 1.001 (o.o71) 1.232 (0.078) 1.ooo (0.054) 1.113 (0.056) 1.001 (0.071) 1.ooo (0.051) 
- 53-, ï - - - - T861 (O.ïo3)- 2 .ï68 (O.fo3) - ï.4i3 (0.061) - Ï .8ÏO-(o-:o74) - -l.S6Ï (O.fo3) - 1.430 (0.056) -
s3 : w 1.0o3 (0.098) 1.002 (0.101) 1.001 (0.072) 1.002 (0.071) 1.0o3 (0.098) 1.001 (0.062) 
s3 , sw 1.oo3 (0.095) 1.314 (0.102) 1.001 (0.071) 1.153 (0.064) 1.oo3 (0.095) 1.001 (0.058) 
- 54-: ï - - - - -2.112 (O.Ï30)- 2 .9oo (O.f36) - 1.527 (0.054) - 2.133-(0:075) - -2.06Ï (0.08ii - 1.486 (0.048) -
s4 , w 1.o19 (0.185) 1.011 (0.195) 1.oo6 (0.110) 1.oo6 (0.116) 1.011 (0.138) 1.oo4 (0.085) 
s4 , sw 1.o13 (0.175) 1.612 (0.193) 1.004 (0.091) 1.282 (0.079) 1.084 (0.097) 1.002 (0.065) 
LEGEND. "1": unweighted; w : standard weights; sw: stab ilized weights. 
We fust discuss the results for the classical MSM implementation. As expected, the use 
of either weights w or sw with the full structural madel (cMSM Full) yields unbiased 
estimates for the true current effect of the treatment on the outcome (r1 = 1) in every 
scenario. Note that the slight bias of about 1% seen under the more complex Scenario 4 
disappears when samples of size 5000 are considered (results not shawn). The results 
for the cumulative structural madel (cMSM Cumulative) are also unbiased under 
bath types of weights. In Scenarios 1-4, when only the current treatment covariate 
is included in the structural madel (cMSM Current), the standard weights w yield 
unbiased 1 1 estimates whereas the stabilized weights sw do not. 
Now examining the results for the repeated measures MSM implementation, we 
observe that, as with the classical MSM implementation, the cumulative structural 
madel (rmMSM Cumulative) yields unbiased 11 estimates under bath weights w and 
sw. Moreover, the repeated measures MSM with only the current treatment covariate 
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in the madel (rmMSM Current) similarly yields biased estimates of /1 when using 
stabilized weights sw. The repeated measures structural madel with current and 
previous treatments (rmMSM Current + Lagl) produces unbiased results for weights w 
and sw in Scenarios 1-3 but biased results for weights sw in Scenario 4. Unlike results 
for cMSM Full, this bias does not vanish as sample size is increased (the bias remains 
at 8% when n = 5000). This last set of results does not come as a surprise given that 
Scenario 4 involves three post-baseline visits (K + 1 = 3) whereas only two visits 
(K + 1 = 2) are considered in Scenarios 1-3. More precisely, recall that the Current + 
Lagl structural model is not misspecified in Scenarios 1-3, as opposed to Scenario 4. 
The biased results for weights sw under implementation/ structural madel cMSM 
Current, rmMSM Current and rmMSM Current + Lagl can be explained using arguments 
similar to those in Section 7.3. First, conditioning on the past treatment(s) in the 
numerators of the stabilized weights sw neutralizes sorne deconfounding acting 
through the denominators of the weights, and, second, the remaining confounding 
is not handled by the structural madel. 
It is also worthwhile to mention that, while our analyses focus on parameter 11 
for simplicity, other parameters of the structural models considered are prone to be 
estimated with bias when using stabilized weights sw. For instance, in Scenario 4, i2 
is also biased in the implementation/structural madel rmMSM Current + Lagl when 
using weights sw. Indeed, for this scenario, the mean and standard deviation (in 
parenthesis) of the 10 000 estima tes of 12 = 1 under the three different weighting 
strategies are 1) unweighted: 1.380 (0.078); 2) standard weights w : 1.007 (0.155); 3) 
stabilized weights sw: 1.118 (0.107). The same reasoning as the one put forward for 
1 1 explains the bias found when using weights sw to estimate 1 2 . 
To conclude, we observed, from our simulations, that when the structural models were 
correctly specified, unbiased estimators were obtained when using either stabilized 
weights sw or standard weights w. In this case, and as expected, a reduction in 
variance was also seen for the structural parameter estimators resulting from the use 
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of weights sw, as opposed to weights w. However, when the structural models were 
misspecified, only standard weights w led to unbiased estimation of the structural 
parameters. Given that selecting an appropria te structural modelisa challenging issue, 
robustness of the weights to misspecification of this model is believed to be desirable. 
We feel this is particularly relevant for repeated measures implementations of MSMs, 
for which simplified structural model specifications could also be preferred to better 
take advantage of available data (e.g., see VanderWeele et al. (2011)). For instance, in 
our results, remark there is a decrease in variability for the current treatment effect 
estimator (i'1) in the rmMSM Current implementation/structural modelas opposed to 
the same estimator in the rmMSM Current + Lagl implementation/structural model (as 
a result, in all scenarios, from the use of many more data points for the estimation of 
this effect in the former structural model). 
In the next section, we investigate if other types of stabilized weights would 
consistently provide unbiased parameter estimates under differentially specified 
structural models. 
7.5.1 Additional analyses 
Although weights sw follow the typical definition for stabilized weights found in the 
MSM litera ture, other stabilization strategies could be employed. For a classical MSM 
for instance, basic stabilized weights which avoid conditioning on the past treatments 
in the numerators are 
(7.10) 
For both the classical and repeated measures implementations, we therefore also fitted 
the MSMs with weights swb to verify the impact of such a stabilization strategy on 
the distribution of i'1 (see Table 7.2). From these results, we observe that all estimates 
are unbiased and that notable variance reduction can be obtained by using the basic 
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stabilized weights swb as opposed to the standard weights w (see the results for the 
repeated measures MSM implementation in particular). 
Table 7.2: Results from Scenarios 1-4 by structural model and MSM implementation 
using basic stabilized weights swb. The mean and the standard deviation (in 
parenthesis) of the estima tes of ')'1 are provided (calculated from 10 000 datasets of size 
1000). 
Classical MSM (cMSM) Repeated measures MSM (rmMSM) 
Scenario Full Current Cumulative Current Current+Lag1 Cumulative 
hl = 1) hl = 1) h l = 1) bl = 1) t-n = 1) hl = 1) 
SI 0.999 (0.094) 0.999 (0.094) 1.000 (0.058) 1.000 (0.056) 0.999 (0.094) 1.000 (0 .053) 
s2 1.001 (0.073) 1.000 (0.074) 1.000 (0.054) 1.000 (0.048) 1.001 (0.073) 1.000 (0 .051) 
s3 1.003 (0 .098) 1.002 (0.101) 1.001 (0.071) 1.001 (0.060) 1.003 (0.098) 1.001 (0 .057) 
s4 1.012 (0 .179) 1.008 (0.189) 1.003 (0.092) 1.002 (0.071) 1.006 (0.103) 1.001 (0.062) 
7.6 The Honolulu Heart Program results 
In this section, data from the Honolulu Heart Program (HHP) are used to illustrate 
how the choice of weights can influence the exposure effect estima tes in non-simulated 
MSM analyses. 
The HHP is a study of Japanese-American men living in Oahu, Hawaii, which 
examined 8006 participants. Participants were born between 1900 and 1919 (aged 45-68 
years old at study entry) and were recruited from the selective service registry. They 
were evaluated at multiple time points beginning in 1965 and followed until 1994 
for deaths and morbid events. Information regarding physical activity participation 
was collected by questionnaire at Exam 1 (1965-68), Exam 2 (1968-1971) and Exam 4 
(1991-1993). Blood pressure (BP) was measured manually (in mmHg) by a trained 
professional during each exam. More details about HHP can be found elsewhere 
(Kagan et al., 1974). 
Repeated measures MSMs were used to estimate the causal effect of physical activity 
on systolic blood pressure (SBP) and diastolic blood pressure (DBP). Since physical 
activity was not measured at Exam 3, and since there was a long delay between Exam 2 
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and Exam 4, we chose to only use data from the fust two exams. Our belief is that 
the effect of current and prior physical activity history on current BP is primarily a 
function of current physical activity. Our structural model for each type of BP thus has 
the following form: 
(7.11) 
where unlike equation (5), which has a delayed treatment effect, the treatment effect in 
(7.11) is immediate. In our structural models, Yak is the counterfactual outcome (either 
SBP or DBP) at Exam k (k = 1, 2) and ak is the physical activity level (active or inactive) 
reported at Exam k. 
For both MSM analyses, the covariates used to calculate the visit specifie weights 
at the first time point (Exam 1) were: age (in years) at Exam 1 and employrnent at 
Exam 1 (employed or unemployed). For the second time point (Exam 2), the weights 
were calculated using: ernployment at Exam 1, physical activity level at Exam 1, 
hypertension medication usage at Exam 1 (yes or no), BMI at Exam 1 (in kg jm2 ), age 
at Exam 2 and employment at Exam 2. Note that hypertension medication usage at 
Exam 1 and BMI at Exam 1 were not considered in the calculation of the weights at the 
first time point because these variables are believed to be effects of the physical activity 
level at Exam 1. Subjects with missing data at a given time point were removed from 
the analyses (about 1% for Exam 1 and about 3% for Exam 2). 
We estimated the effect of current level of physical activity on current SBP and DBP 
using repeated measures MSMs and the same four weights that were investigated 
in the simulation studies ("1", w, sw and swb). For the estimation of the GEEs, a 
robust variance estimator was used along with an independence working correlation 
structure. The results are summarized in Table 7.3. 
Upon the examination of Table 7.3, we remark that the estima tes of the effect of current 
physical activity on current SBP are relatively robust to the choice of weights. However, 
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Table 7.3: Estimated effect of current physical activity level on current systolic (SBP) 
and diastolic (DBP) blood pressure. 
Weights 
1 
w 
sw 
swb 
Estima te for SBP (95% CI) 
-2.29 ( -3.35, -1.22) 
-1.85 (-2.94, -0.75) 
-1.94 ( -3.591 -0.29) 
-1.56 (-2.56, -0.55) 
Estima te for DBP (95% CI) 
-0.82 (-1.40, -0.24) 
-0.43 (-1.04, 0.17) 
-1.29 ( -2.18, -0.39) 
-0.29 (-0.84, 0.26) 
LEGEND. "1": unweighted; w : standard weights; sw: (common) stabilized weights; 
swb: basic stabilized weights. 
the choice of weights has a notable impact on the estimates of the effect of physical 
activity on DBP. In this case, the estimates obtained using an unweighted MSM or a 
MSM with common stabilized weights sw exhibit a significant decrease of DBP with 
physical activity at level a = 0.05, whereas a non signifiant decrease is obtained from 
the MSMs with standard weights w and basic stabilized weights swb. These last results 
are in accordance with the rmMSM Current results from the simulation study where 
the unweighted and common stabilized weights sw estimates departed from those 
obtained with standard weights w and basic stabilized weights swb. Because there is 
believed to be time-dependent confounding, the unweighted repeated measures MSM 
is considered to be inappropriate for estimating the causal effect of current physical 
activity on current DBP. We also note that the confidence intervals obtained with 
the basic stabilized weights swb are slightly narrower than those obtained with the 
standard weights w . 
7.7 Discussion 
Although it is widely known that the weighting scheme affects the variance of MSM 
estimators, it is less weil known that it can also affect their bias. Using a series of 
simulated examples, we showed that the utilization of the most common stabilized 
weights (weights sw) may lead to biased parameter estimates when structural models 
feature only partial information on treatment history, such as the current or most 
recent treatments. The diffusion of this result is critical since such structural model 
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specifications are often seen in repeated measures MSMs, a type of MSMs which is 
increasingly used to perform causal inferences (Fairall et al., 2008; Patel et al., 2008; 
Sampson et al., 2006; Schildcrout et al., 2011; VanderWeele et al., 2011, 2012). 
The phenomenon documented in this paper adds to the number of subtle issues arising 
in the implementation of MSMs (Yang & Joffe, 2012) . lndeed, our results suggest 
that the choice of weights needs to be clone according to the structural madel that 
is specified. Particularly, we advise analysts to avoid using the common stabilized 
weights when the analyses target the estimation of the current or most recent treatrnent 
causal effects. In this context, the analysts could adopt the basic stabilized weights swb 
put forward herein, simple weights which have been found to yield unbiased results 
under all scenarios and structural models investigated. 

CONCLUSION 
Dans cette thèse, nous nous sommes intéressés à la problématique de l'identification 
de modèles appropriés pour effectuer de l'inférence causale à l'aide de données 
d'observation. Ce dernier chapitre effectue une revue des travaux présentés dans les 
chapitres précédents en situant leur contribution. Des voies de recherches futures sont 
également proposées. 
Sélection guidée par les données 
Nous avons d'abord abordé la problématique de la sélection de modèles pour 
l'inférence causale dans un contexte où les connaissances du domaine d'application 
sont encore peu avancées. Dans ce contexte, nous avons plus spécifiquement étudié 
les approches de sélection de modèles, ou de variables, guidées par les données. 
Les travaux présentés dans cette thèse ont d 'abord permis une compréhension plus 
approfondie d'une approche existante, l'algorithme BAC. Nous avons également 
élaboré une justification théorique plus formelle à BAC et en avons simplifié 
l'utilisation. Cependant, l'approche proposée pour sélectionner l'hyperparamètre w a 
obtenu un succès mitigé dans les études de simulations réalisées. 
Plutôt que d'étudier davantage l'algorithme BAC, nous avons développé une nouvelle 
approche, Bayesian Causal Effect Estimation (BCEE), qui partage certaines similarités 
avec TBAC, ainsi qu'avec le BMA. À la différence de TBAC et du BMA, BCEE est 
motivé par le paradigme causal graphique. Les résultats des simulations effectuées 
suggèrent que BCEE est prometteur puisque sa performance, en termes d'erreur 
quadratique moyenne, est généralement au moins légèrement supérieure à celle d'un 
modèle de réponse complet ou à celle de BAC et de TBAC. La performance de BCEE 
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peut même approcher celle du vrai modèle de réponse dans des situations idéales. Ce 
nouvel algorithme pourrait être particulièrement utile aux chercheurs travaillant dans 
des domaines de recherche émergents, d 'autant plus qu'un package Rest disponible 
gratuitement sur le Comprehensive R archive network (CRAN). L'article présentant ce 
nouvel algorithme a d 'ailleurs été blue accepté pour publication dans le Journal of 
Causal Inference. 
Malgré ses qualités, l'algorithme BCEE que nous avons développé a un certain nombre 
de limites. Notamment, dans sa version actuelle, l'algorithme n'est applicable qu'au 
cas d 'une exposition continue et d'une réponse continue. Tel qu'exposé au chapitre 4, 
une généralisation pour d'autres types d'exposition est assez directe, mais l'extension 
pour d'autres types de réponse semble plus compliquée. 
Par ailleurs, l'approche proposée est basée sur des modèles de régression linéaire et est 
donc limitée par différentes hypothèses inhérentes à ces modèles, dont l'hypothèse 
de linéarité des effets. Une solution simple à ce problème pourrait être d'effectuer 
des transformations de variables avant d'exécuter l'algorithme. L'efficacité de cette 
approche mériterait d 'être étudiée. De plus, tel qu'exposé au chapitre 2, des méthodes 
non paramétriques existent et pourraient être une alternative à BCEE lorsque les 
hypothèses du modèle linéaire ne sont pas raisonnables. Pour l'instant, la performance 
de BCEE n'a cependant pas été comparée à celle d'approches non paramétriques. Des 
études de simulations pourraient être menées afin d'effectuer une telle comparaison 
dans divers scénarios où les modèles paramétriques sont plus ou moins appropriés. 
Nous croyons que lorsque les hypothèses de BCEE sont approximativement correctes, 
BCEE est plus performant que des approches non paramétriques. Lorsque les 
hypothèses du modèle linéaire ne sont pas respectées, la performance relative de BCEE 
avec transformations par rapport à des approches non paramétriques nous apparaît 
moins certaine. 
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Sélection guidée par la littérature 
La thèse a également porté sur la sélection de modèles pour l'inférence causale dans 
un contexte où les connaissances substantielles sont mieux développées. Ces travaux 
ont été motivés par une analyse secondaire des données du Honolulu Heart Program qui 
visait l'estimation des relations causales entre l'activité physique, la tension artérielle et 
la mortalité. Pour effectuer ces analyses, nous avons utilisé des MSMs. Les travaux liés 
à la deuxième partie de la thèse ont mené à la rédaction de trois articles scientifiques. 
Un premier article, dont je suis le deuxième auteur, porte sur les résultats substantiels 
de l'analyse. Cet article a été soumis à une revue scientifique du domaine de la santé 
et se trouve en appendice A. Les résultats obtenus abondent dans la même direction 
que la littérature existante; ils confirment que l'activité peut permettre de réduire la 
tension artérielle ainsi que le risque de mortalité. 
Le second article, présenté au Chapitre 6 et dont je suis cette fois le premier 
auteur, présente la méthodologie statistique développée pour analyser les données 
et sera soumis à Epidemiology prochainement. Cette méthodologie comporte plusieurs 
éléments novateurs. Notamment, on y effectue une utilisation élargie du paradigme 
graphique à l'inférence causale ainsi qu'une sélection de variables pour les MSMs 
basée sur des DAGs d'abord élaborés sur la base de la littérature scientifique, puis 
validés et améliorés grâce à l'information apportée par les données. L'utilisation du 
paradigme graphique nous a par ailleurs permis d'introduire des MSMs conditionnels 
ajustant pour des variables variant dans le temps. Ces modèles peuvent produire des 
intervalles de confiance appropriés et plus étroits que les MSMs non conditionnels. 
Nous croyons que la méthodologie que nous avons élaborée pourra être très utile 
en pratique, en particulier en épidémiologie où l'utilisation des DAGs est de plus en 
plus répandue. Ainsi, la sélection des variables utilisées pour la pondération, qui est 
reconnue comme un défi important dans l'implantation des MSMs, peut être facilitée, 
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d'autant plus que les DACs élaborés sur la base des connaissances substantielles 
peuvent être validés avec les données grâce aux modèles d 'équations structurelles. 
Cependant, en effectuant des modifications aux DACs inspirées par les données, une 
incertitude associée à la sélection du modèle est indirectement introduite et négligée, 
puisque les variables sont par la suite sélectionnées sur la base du DAC modifié. Dans 
la méthodologie proposée, nous avons mis l'accent sur le fait que les modifications 
apportées aux DACs, bien que suggérées par les données, étaient d'abord et avant 
tout raisonnables sur la base des connaissances du domaine d'application. Nous 
croyons que l'application de cette règle devrait limiter les inconvénients associés 
à une sélection de variables basée sur les données. Des études de simulations 
pourraient potentiellement être réalisées afin de vérifier cette hypothèse, bien qu'il 
semble difficile à première vue de répliquer à l'aide de simulations une méthodologie 
fortement guidée par les connaissances du domaine d'application. Une autre limitation 
à l'approche proposée est qu'elle utilise des modèles d'équations structurelles 
supposant des relations linéaires entre les variables. Lorsque cette hypothèse n'est pas 
raisonnable, les tests d'ajustement des modèles servant à valider les DACs pourraient 
produire des résultats erronés. 
Le troisième article a été publié dans Statistics in Medicine et porte sur le choix d'une 
stabilisation des poids pour les MSMs en relation avec le modèle structurel choisi. Il est 
déjà bien connu dans la littérature scientifique que la stabilisation des poids peut avoir 
un impact sur la variance des estimateurs obtenus, mais le fait que la stabilisation peut 
également avoir une influence sur le biais était moins connu. Nous avons illustré à 
l'aide d'un exemple et d 'études de simulations que les poids stabilisés usuels peuvent 
introduire un biais lorsque les MSMs utilisés n 'incluent pas l'ensemble de l'historique 
d 'exposition alors que le modèle structurel réel dépend de l'ensemble de l'historique 
d'exposition. Par opposition, des poids stabilisés simples ont été trouvés robustes à 
une telle erreur de spécification du modèle structurel. Les MSMs à mesures répétées 
semblent particulièrement susceptibles au problème mis en évidence dans cet article. 
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Puisque ces modèles gagnent en popularité, nous croyons que les résultats que nous 
avons obtenus sont extrêmement importants pour les applications futures des MSMs. 
Bien que nous n'avons étudié que les MSMs classiques et les MSMs à mesures 
répétées, il est fort probable que les conclusions auxquelles nous sommes arrivés 
s'appliqueraient également pour les MSMs de Cox. il serait également intéressant 
de déterminer si nos conclusions sont également valides pour la stabilisation des 
poids par probabilité inverse de censure utilisés pour tenir compte de l'attrition. 
Intuitivement, la problématique nous apparaît similaire, nous croyons ainsi que les 
poids stabilisés usuels pourraient également introduire un biais dans cette situation. 
Finalement, des études futures pourraient vérifier si la stabilisation des poids que 
nous avons suggérée offre une robustesse contre le biais dans d'autres situations, 
notamment si le modèle structurel est mal spécifié en raison de sa forme fonctionnelle 
et non pas parce qu'il n'inclut pas l'ensemble de l'historique d'exposition. Notre 
conjecture est qu'un modèle structurel ainsi mal spécifié éliminera partiellement, 
mais pas totalement le biais de confusion dû à l'exposition passée. Ainsi, des poids 
stabilisés simples pourraient offrir un léger avantage en terme de biais par rapport 
aux poids stabilisés usuels. Cependant, nous croyons gue la différence dans le biais 
sera généralement mineure en pratique et potentiellement négligeable par rapport à 
la réduction de la variance qui pourrait être obtenue en utilisant des poids stabilisés 
usuels . 

APPENDICE A 
MARGINAL STRUCTURAL MODELS FOR ESTIMATING THE 
RELATIONSHIPS BETWEEN PHYSICAL ACTIVITY, BLOOD PRESSURE, 
AND MORTALITY IN A LONGITUDINAL COHORT STUDY: THE 
HONOLULU HEART PROGRAM 
Amanda M. Rossi, Denis Talbot, Geneviève Lefebvre, Juli Atherton, Simon L Bacon 
Abstract: 
Background: The purpose of this study was to evaluate the relationships between 
physical activity, blood pressure (BP), mortality and major adverse cardiovascular 
events (MACE) during an extended period. 
Methods and Results: This study comprised secondary analyses of a longitudinal, 
observational study, the Honolulu Heart Program (n = 8006 men) . Physical activity 
(measured by self-report questionnaire) and BP were both assessed at three time 
points; Exam 1 (1965-1968), Exam 2 (1968-1971), and Exam 4 (1991-1993). Marginal 
structural Cox models and Marginal structural models for repeated measures were 
used to estimate: 1) the separate effect of physical activity and BP on mortality and 
MACE; and 2) the effect of physical activity on BP. Being physically active was 
associated with a reduced rate of mortality (Hazard Ratio (HR) = 0.68, 95% confidence 
interval (Cl) = 0.60 to 0.76) and MACE (HR = 0.84, 95% CI: 0.75 to 0.93) by 32% and 
16%, respectively. Blood pressure was shown to have a dose-dependent relationship 
with both mortality and MACE whereby increasing BP was related to more events. 
Active participants showed a significant decrease of 2.47 mmHg (95%CI, -3.46 to -1.48) 
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in systolic BP compared to the inactive group. No change in diastolic BP was observed. 
Conclusions: Using a large sample with an extended follow-up period, we studied 
the relationships between physical activity, blood pressure, mortality, and MACE, 
applying novel statistical models which account for covariate variation over time. The 
results support that being physically active is associated with better outcomes and that 
BP may be a mediator of the relationship between physical activity and mortality. 
Clinical Trial Registration: ClinicalTrials.gov (identifier: NCT00005123) 
Keywords: Blood pressure, Hypertension, Exercise, Cardiovascular Diseases, 
Mortality, Epidemiology 
A.l Introduction 
Findings have indicated that higher blood pressure (BP) increases risk of 
cardiovascular mortality, whereas physical activity decreases the risk (Vatten et al., 
2006). Furthermore, a dose-response association between BP and mortality, where 
increasing BP increases risk of death, and an inverse dose-response relationship 
between physical activity and mortality have been demonstrated (Glynn et al., 1995; 
Lee & Skerrett, 2001). A variety of previous studies have shawn that physical activity 
is associated with reduced risk of mortality in people with high BP (Rossi et al., 2012). 
These studies have all taken a traditional approach using data collected at a single 
time point, usually at the point of entry into the study, then followed participants for a 
determined length of time, censorship point, or dea th (Rossi et al., 2012). These studies 
have generally employed a standard Cox proportional hazards madel to quantify the 
effect of BP and physical activity on mortality. Therefore, one issue with these studies 
is that the data and/or models did not account for changes in the exposure (e.g., BP or 
physical activity) occurring over time, and thus did not allow for understanding how 
these changes may impact survival (Rossi et al., 2012). 
The purpose of this study was to evalua te the following relationships: 1) the separate 
effects of physical activity and BP on mortality and major adverse cardiovascular 
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events (MACE); and 2) the effect of physical activity on BP, while allowing for 
the exposure and any covariates to change over time. In doing so, a secondary 
objective was to examine the role of blood pressure as a mediator of the physical 
activity-survival/MACE relationships. We explored this in the Honolulu Heart 
Program (HHP) dataset, which followed the same cohort of Japanese-American 
men for an extended period of time, from 1965 until 1994, with multiple follow-up 
periods between baseline and censorship. We used Marginal structural Cox models 
(MSCMs) and Marginal structural models (MSMs) for repeated measures to estimate 
the aforementioned relationships. Unlike Cox models with time-varying exposure and 
covariates, these recent models are recognized to be appropriate to estimate causal 
relationships in longitudinal settings when there exists time-dependent confounders 
that are affected by previous exposure (Robins et al., 2000; Xiao et al., 2010) . Intuitively, 
under the assumption of no unmeasured confounder, marginal structural models 
allow one to replicate the results that would have been observed under a sequentially 
randomized experiment when utilizing observational data. Remark, however, that it 
would be practically impossible to carry out a true randomized experiment on physical 
activity with such a long follow-up period. To our knowledge, no previous studies 
have used MSCMs and MSMs to investigate the effect of physical activity on BP, and 
subsequently, on mortality and MACE. 
A.2 Methods 
The Honolulu Heart Program 
The HHP is a longitudinal, epidemiological study of 8006 Japanese-American men 
living on the island of Oahu, Hawaü who were born between 1900 and 1919. 
Participants were initially recruited between 1965 and 1968 from a listing of selective 
service registrants and were between the ages of 45-68 years old at the beginning of 
the study (Worth & Kagan, 1970). The data collection protocol has been previously 
described (Kagan et al., 1974). These secondary analyses of the original dataset 
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are based on four examinations; Exam 1 (1965-68), Exam 2 (1968-1971), Exam 3 
(1971-1975) and Exam 4 (1991-1993). Ali variables (age, employment status, body 
mass index, smoking status, and anti-hypertension medication usage) included in the 
analyses were time-varying. These variables were selected because they are deemed 
clinically relevant and because they were consistently measured across three of the 
four examinations. Approval for these analyses was obtained from the Concordia 
University Human Research Ethics Committee (UH2012-025, 10000588). 
Physical Activity Measurement 
Physical activity was measured at three time points (Exams 1, 2, and 4) by self-report 
questionnaire. At Exams 1 and 4 participants reported the number of hours per 
day spent in each of 5 physical activity levels: no physical activity (sleeping, lying 
down, or reclining); sedentary activity (sitting or standing); slight activity (casual 
walking); moderate activity (gardening or light carpentry); and heavy activity (lifting, 
shoveling, or digging). At Exam 2 participants were asked two questions; fust about 
their physical activity on the job and second about their level of physical activity at 
home. Participants qualified their physical activity by selecting one of the following 
responses: "mostly sitting," "moderate," or "much." In order to standardize physical 
activity across the three time points, we created a binary physical activity variable 
where participants were defined as active if they reported any moderate or heavy 
physical activity at Exams 1 and 4 and "moderate" or "much" activity at home or on 
the job for Exam 2. See Supplemental Materials (A.6) for validation of this method. 
Blood Pressure Measurement 
BP was measured using a mercury manometer by a trained individual (nurse, 
technician, and/ or physician) at all examination points. Measurements were taken in 
a resting, seated position. Diastolic BP (DBP) was considered as the fifth Korotkoff 
sound. For the purposes of these analyses, seriai BP measurements were averaged. 
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Additional information regarding BP measurement at each examina hon is available in 
the Supplemental Materials (A.6). 
Surveillance and Outcomes 
Mortality and cardiovascular morbidity were continually monitored from the 
inception of data collection through to the censorship point (December 1994) via 
hospital admission and discharge records, obituaries, and death certificates recorded 
with the State Department of Health. MACE was defined as any fatal or non-fatal event 
including myocardial infarction, stroke, coronary artery bypass graft, acute coronary 
insufficiency, coronary angioplasty, and other cardiac surgeries. 
Data Treatment 
As per recommendation we used age as the time-scale for survival time; that is, 
survival time was defined as the number of days between birth and death (Thiébaut 
& Bénichou, 2004; Kom et al., 1997) . For individuals who did not die during the study, 
survival time was right censored at the time of their last examination if they did not 
attend Exam 4, or at the end of follow-up (December 1994), otherwise. Time to MACE 
was defined analogously to survival time. 
When systolic BP (SBP) and DBP were used as exposure variables in the statistical 
analyses, we divided them into four categories according to a standard BP classification 
scheme (Chobanian et al., 2003) . Specifically SBP was categorized as: <120mmHg, 
120-139mmHg, 140-159mmHg and ~160mmHg and DBP as: <80mmHg, 80-89mmHg, 
90-99mmHg and ~100mmHg. For both the MSCMs and the MSMs, we built an 
augmented dataset where each subject-Exam corresponds to one row. If a row 
contained missing values for at least one variable required to estimate a given effect, 
then it was not considered for that estimation (listwise deletion was performed). Data 
available for each effect estimate is detailed in the Supplemental Materials (A.6). 
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Building a Directed Acyclic Graph 
As suggested by Hernan et al. (2002) we first drew directed acyclic graphs (DAGs) to 
represent the relationships between all clinically relevant variables using substantive 
prior knowledge. Two DAGs were created in total; one for the triplet of physical 
activity, BP, and survival, and another one for the triplet of physical activity, BP, 
and MACE. The DAGs were created for triplets of variables, instead of producing 
DAGs for each relationship of interest, in order to examine mediation of the effect 
of physical activity on survival and MACE through BP. Both DAGs have the same 
core structure with only outcome (survival or MACE) differing between DAGs. We 
assessed the goodness of fit of the proposed DAGs using structural equation models. 
Sorne modifications were made to the initial DAGs in arder to improve the fit. For 
each relationship investigated, we used Pearl's back-door criterion on the final DAGs 
to identify the set of confounding covariates at each tirne point (Pearl, 2009). For a brief 
overview of Pearl's causal graphical framework, we refer the reader to the appendix of 
VanderWeele & Shpitser (2011). The final DAG equations for survival are detailed in 
the Supplemental Materials (A.6) as an example. 
The Effects of Physical Activity, SBP and DBP on Survival Time and Time to 
MACE 
We used a MSCM to estima te the effect of current physical activity, that is the physical 
activity level reported at the most recent exam, on survival tirne and tirne to MACE 
(Hernan et al., 2001, 2000). We used normalized basic stabilized inverse probability 
of treatrnent weights in the MSCMs to account for tirne-dependent confounding as 
per the final DAGs (Xiao et al., 2010; Talbot et al., 2015). We used appropriate logistic 
regression models to calculate the weights. At each tirne point we truncated the 
weights at 100 to lirnit the impact of outlying individuals to notably influence the 
results. We also used MSCMs to estima te the effect of different levels of BP (SBP, DBP) 
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on tirne to survival and tirne to MACE. Due to the ordinal nature of the BP exposure 
covariates, the weights were calculated with ordinallogistic regression models. 
The Effects of Physical Activity on SBP and DBP 
We used MSMs for repeated measures to estima te the effect of current physical activity 
on current SBP and DBP, separately (Hermin & Brumback, 2002) . Our repeated MSMs 
allowed for the estimation of the effect of the physical activity level reported at a 
given exam on the BP measured at that same exam, simultaneously for all three 
exams (> 18,000 person-exams) . Following Hernan & Brumback (2002), we used 
both inverse-probability-of-treatment weights and inverse-probability-of-censoring 
weights to account for time-dependent confounding and censoring. Again we used 
logistic regression models to calculate the weights, and a similar truncation strategy 
was adopted. 
Statistical Analysis 
We used R package lavaan to build the DAGs (R Core Team, 2014; Rosseel, 2012). SAS 
version 9.2 was used for all other analyses. The PROC PHREG command was used to 
fit the MSCMs and PROC GENMOD to fit the MSMs for repeated measures (SAS Institute 
Inc., 2011). 
A.3 Results 
Study Participants 
The current analysis examined 8006 male participants (54 ± 6 years old at baseline) . 
Approximately 4% of participants (n = 304) had a history of cardiovascular disease 
(myocardial infarction, stroke, or congestive heart failure) upon entrance to the study. 
The second examination collected data on 7498 men and 3845 participants at the 
fourth examination. The average length of follow-up was 21.5 years (range: 0.1 years 
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to 33.1 years). A total of 4879 deaths were reported from any cause. There were 1318 
cardiovascular deaths (including stroke) and 3279 individuals who experienced at least 
one MACE during follow-up. See Table Al for additional participant characteristics. 
Table Al: Baseline participant characteristics 
Characteristic 
N 
Age (years) 
BMl (kg/m2 ) 
Systolic blood pressure (mmHg) 
Diastolic blood pressure (mmHg) 
Physical activity (n) 
Smoking status (n) 
Never smoker 
Previous smoker 
Current smoker 
History of Cardiovascular Disease (n) 
Physical Activity, Survival, and MACE 
Mean ± SD 
8006 
54 ± 6 
23.8 ± 3.1 
134 ± 21 
82 ± 12 
6494 (81 %) 
2409 (30%) 
2094 (26%) 
3502 (44%) 
304 (2.5%) 
Over 80% of participants were classified as active at baseline (Exam 1), whereas 88% 
were active at Exam 2, and 75% at Exam 4. The results of the MSCM indicated active 
individuals had a 32% reduced risk of mortality (Hazard Ratio (HR) = 0.68, 95% 
confidence interval (CI) : 0.60 to 0.76) compared to the inactive participants. Risk of 
MACE was also significantly decreased in the physically active participants compared 
to the inactive group (HR = 0.84, 95% Cl: 0.75 to 0.93). 
Blood Pressure, Survival, and MACE 
Figure 5.2 and Table A2 display the results of BP on survival. These demonstrate 
a dose-response relationship between SBP, DBP and risk of aU-cause mortality. The 
results indicated that higher BP is associated with increased risk of death. Pairwise 
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comparisons showed a significant difference in risk between all BP groups except 
for the two lowest SBP categories and between the 80-89 mmHg and 90-99 mmHg 
categories of DBP (see Supplemental Materials (A.6)). 
Table A.2: Risk of aU-cause mortality according to systolic and diastolic blood pressure 
categories 
Systolic Blood Pressure 
< 120mmHg 
120-139 mmHg 
140-159 mmHg 
~ 160mmHg 
Diastolic Blood Pressure 
<80mmHg 
80-89 mmHg 
90-99 mmHg 
~ 100mmHg 
Hazard Ratio 
l.OO(Ref) 
1.01 (0.93, 1.09) 
1.41 (1.30, 1.53) 
1.63 (1.48, 1.79) 
Hazard Ratio 
1.00 (Ref) 
1.16 (1.09, 1.24) 
1.14 (1.05, 1.24) 
1.76 (1.58, 1.96) 
Ref: Reference group. 
Similar results were observed for MACE (see Figure 5.3 and Table A.3). Risk of MACE 
increased in a dose-dependent manner with higher SBP, there was a greater than 
60% increased risk for participants with SBP ~ 160 mmHg compared to the normal 
BP group. Risk of MACE also significantly increased with increased DBP. Pairwise 
comparisons also showed significant differences between SBP groups and DBP groups 
(see Supplemental Materials (A.6)). 
Physical Activity and Blood Pressure 
We observed a significant decrease of 2.47 mmHg (95% CI, -3.46 to -1 .48) in SBP 
between physically active and inactive participants. No change in DBP was observed 
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Table A.3: Risk of MACE according to systolic and diastolic blood pressure categories 
Systolic Blood Pressure 
<120mmHg 
120-139 mmHg 
140-159 mmHg 
~ 160mmHg 
Hazard Ratio 
l.OO(Ref) 
1.04 (0.94, 1.15) 
1.52 (1.37, 1.70) 
1.69 (1.50, 1.92) 
Diastolic Blood Pressure Hazard Ratio 
<80mmHg 
80-89 mmHg 
90-99mmHg 
~ 100mmHg 
l.OO(Ref) 
1.18 (1.09, 1.29) 
1.29 (1.17, 1.42) 
1.78 (1.56, 2.04) 
Ref: Reference group. 
between the physically active and the inactive groups (0.26 mmHg; 95% CI, -0.22 to 
0.75). 
Sensitivity Analyses 
A fust sensi tivity analysis consisted of repeating the analyses described above, but 
excluding participants with a history of cardiovascular disease at baseline (n = 304). 
AJso, MSCMs and MSMs for esti.rnating the effect of the cum.Lùative nurnber of exarns 
where participants were physically active were perforrned. For cornparison with the 
main results and previous findings, we conducted crude analyses that did not account 
for confounding (i.e., unweighted versions of the MSCMs and MSMs) . The results of 
the sensitivity analyses parallel the main findings above (see Supplernental Materials 
(A.6)) . 
A.4 Discussion 
To our knowledge, this is the fust study to use MSCMs and MSMs to sirnultaneously 
report on the effects of BP and physical activity on both survival and MACE. The 
results dernonstrate a dose-dependent relationship between BP and the outcornes of 
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interest; ali-cause mortality and MACE. Additionally, physical activity was found 
to have a relationship with survival and MACE whereby active individuals have a 
lower rate of both dea th and MACE compared to their inactive counterparts. FinaUy, 
we examined the relationship between physical activity and BP which showed a 
decrease in SBP (2.47 mmHg), but no change in DBP. Taken together, these analyses 
demonstrate that BP might mediate the physical activity-mortality relationship and 
the beneficiai effects of physical activity on our outcome measures may in part be due 
to improvernents in SBP. 
Our analyses build from previous studies which are consistent with our findings. 
Several studies have previously described a relationship between BP and mortality 
whereby people with lower BP have lower rate of aU-cause and cardiovascular 
mortality (Rossi et al., 2012). A large meta-analysis of individual participant data has 
demonstrated that a strong, direct relationship exists between BP and all-cause and 
vascular (e.g., stroke, ischemie heart disease, etc.) mortality at aU age groups above 
40 years of age (Prospective Studies Collaboration, 2002) . As with BP, our findings 
regarding physical activity are sirnilar to those noted in association studies (Kujala 
et al., 1998). However, to our knowledge, this is the first report to take a formai causal 
inference perspective to further develop this theory and investigate these relationships 
whereby participation in physical activity decreases risk of aU-cause mortality and 
MACE. Whilst several studies have also shown dose-response associations between 
physical activity and mortality (i.e., increased volume of physical activity is associated 
with increased life expectancy) we were not able to confirm these because of a lack 
of consistent information across the foUow-up periods (Moore et al., 2012; Wen et al., 
2011) . However, our coarse measure of physical activity was able to detecta significant 
difference in mortality and MACE rates between active and inactive participants. 
Individual intervention studies of physical activity for BP lowering have shown 
varying results . Meta-analyses, however, have demonstrated that participation in 
aerobic exercise can effectively lower BP (approximately 3-4 mmHg decrease in SBP 
and 2-3 mmHg decrease in DBP), though there is debate as to whether resistance 
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training lowers BP (Cornelissen & Smart, 2013; Rossi et al., 2013). Epidemiological 
data has been consistent with this, suggesting that being physically active (measured 
by self-report) is associated with lower BP levels, even in specifie populations, for 
example people with hypertension, older women, and children (Montoye et al., 1972; 
Paffenbarger Jr & Lee, 1997; Reaven et al., 1991; Gidding et al., 2006). 
Our analyses found a small effect of physical activity on SBP. One explanation for this 
marginal effect may be that the population studied was extremely active, especially 
when compared to modern samples. For example, greater than 80% of the Honolulu 
Heart Program cohort were defined as active at baseline, whereas a recent study 
showed that only 15% of Canadian adults and just over 30% of American adults were 
active enough to meet current physical activity guidelines (Colley et al., 2011; Zhao 
et al., 2013). However, data from a recent sample of 700 Hawaüan adults showed that 
on average participants achieved 67.5 metabolic equivalent hours/week, exceeding 
the physical activity recommendations of the American College of Sports Medicine 
(Chai et al., 2010; Garber et al. , 2011). Therefore, the nature of this specifie population, 
i.e., Japanese-American men recruited from a raster of military servicemen from the 
Hawaiian Islands during the Second World War and who were living in a very unique 
setting, may potentially explain their high level of activity. Also, the measure of 
physical activity used in this study may not have been discreet enough to detect a 
grea ter effect of physical activity on BP. That is to say a more precise, objective measure, 
e.g., accelerometry, pedometry, or a more discreet self-report scale, e.g., minutes per 
day of activity vs. hours per day, and consistency between examinations, might have 
allowed for better assessment of the relationship between physical activity and BP. 
This point is especially important because previous association studies have shown 
the physical activity-BP relationship may be intensity-dependent (Paffenbarger Jr & 
Lee, 1997; Hu et al., 2004), though there is still sorne debate about this (Nybo et al. , 
2010) . Th us it is important to further elucida te the role of physical activity intensity and 
focus on distinguishing between sedentary, light, modera te, and vigorous intensity as 
this may be key to understanding the relationship between physical activity and BP. 
,------------------------------- ---------- ------------------
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As mentioned above, previous longitudinal, observational studies exarnining the effect 
of BP and physical activity on mortality have shawn strong associations between 
these variables, even in people with high BP (Rossi et al., 2012). Meta-analyses of 
randomized controlled trials have shawn that aerobic exercise training consistently 
decreased BP (Cornelissen & Smart, 2013), and is recommended for maintaining 
healthy BP and lowering BP in hypertension (Hackam et al., 2013). Additionally, BP is 
related to mortality in a dose-dependent manner (Glynn et al., 1995). A meta-analysis 
of individual data from nearly one million participants has demonstrated that BP 
was positively related to aU-cause and cardiovascular mortality (Prospective Studies 
Collaboration, 2002) . On this basis we hypothesized that the effect of physical activity 
on mortality would be mediated by BP. Though our results suggest BP may mediate the 
physical activity-mortality and physical activity- MACE relationships, the contribution 
through BP may be small. Therefore, it could be that physical activity functions to 
improve and maintain healthy levels of different risk factors, other than BP, which 
pralong longevity. For example, physical activity has been shawn to help maintain 
weight, improve mental health, improve vascular function, and overall improved 
health related quality of life, amongst other health benefits (Tremblay et al., 1999; Dunn 
et al., 2001; Hambrecht et al., 2003; Heesch et al., 2012). In addition, evidence suggests 
that physical activity directly impacts vascular wall function, and therefore improving 
cardiovascular risk beyond traditional risk factor modification (Green et al., 2008). 
Although sedentary behaviours (e.g., watching TV, screen time; defined as any waking 
activity expending :::; 1.5 metabolic equivalents and sitting or reclining posture) were 
not addressed in this study, as this would require technology not available at the 
time these data were collected, it could be that sedentary behavior, may be another 
important predictor of outcomes (Barnes et al., 2012). Sedentary behaviours have been 
shawn to be associated with various negative health outcomes Gakes et al., 2003; 
Beunza et al., 2007; Tremblay et al., 2010), and can predict both cardiovascular and 
aU-cause mortality in adults, independent from physical activity (Wijndaele et al., 
2010). Therefore it is possible that the pathological mechanisms attributed to sedentary 
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behaviours may be responsible of the detrimental effects of physical inactivity on 
BP and future research should additionally focus on sedentary behaviours, e.g., 
television viewing and driving, and objectively measured sedentariness (measured 
with accelerometry) . 
Limitations 
The results of the present series of analyses need to be interpreted within the context 
of sorne limitations of the study. Firstly, the causal interpretation of the analyses rest 
upon the assumption that the DAGs we have built are correct. Even though the 
final DAGs obtained were supported by the data, they may still not be correct. For 
instance, sorne clinically important covariates might not have been included in the 
DAGs, e.g., sodium consumption, because they were not consistently available in 
this dataset. Second, and as detailed previously, self-reported physical activity data 
has been shawn to be less reliable than objective measurement of activity because 
it is subject to recall bias and can be influenced by a participants health and mood, 
especially in older adults (Rikli, 2000). Also, the measurement of physical activity (i.e., 
the questionnaire items) lacked consistency between examination points within the 
study and not all questions were discreet enough to develop a more comprehensive 
measure. However, we qualified being physically active as participa ting in a minimum 
of one hour per day of moderate activity which exceeds current guidelines and our 
method of standardizing the physical activity measure was shawn to be valid (see 
Supplemental Materials (A.6)). Though BP was measured according to standards at 
the time of assessment, more recent data suggests that automated BP measurement 
is a more reliable predictor of risk and reduce white coat effect (Myers et al., 2011; 
Myers & Godwin, 2007). Therefore, more advanced methods of measuring BP may 
alter the findings presented herein. Another limitation is the inclusion of only men in 
this cohort. Although no women were included in this study, previous findings suggest 
there may be a difference between sexes with respect to BP, physical activity, and 
mortality. Association studies have shawn sirnilar patterns in risk of mortality when 
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joining physical activity and BP categories; however, the magnitude of risk differed 
between sexes (higher in women) (Vatten et al., 2006) . 
Despite these few limitations, there are a number of strengths; for instance, the large 
sample size (8006 men at baseline), the long follow-up period (> 21 years), and a good 
retention of participants. Most significantly, the application of MSCMs and MSMs 
for repeated measures, allowed us to better examine the relationships between these 
variables. As mentioned in the introduction, under ideal circumstances, marginal 
structural models can replicate the results from a sequentially randomized experiment 
utilizing observational data. Based on these analyses, we have garnered a more refined 
understanding of the relationships between physical activity, BP, and our outcomes of 
interest, mortality and MACE, over an extended follow-up period. 
AS Conclusions 
In summary, our analyses show strong and positive dose-dependent associations 
between BP and mortality /MACE. Moreover, physical activity was shown to be 
negatively associated with mortality /MACE. Physical activity and SBP were also 
found to be negatively associated. Since special attention was given to appropriately 
dealing with confounding, these associations could be causally interpreted under the 
assumption of no unmeasured confounders. Taken together, this suggests that physical 
activity is a determinant of mortality /MACE, with BP media ting the relationship 
between physical activity and mortality /MACE. Our results th us provide support for 
recommending physical activity as a way to reduce risk of mortality /MACE. 
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A.6 Supplemental Material 
Methods 
Consistency of the Physical Activity Measurement 
In order to test the validity of our approach to classifying physical activity, we built 
a 2x2 table where individuals were categorized as being active/inactive according 
to two subjective questionnaires. Participants were classified as active in the fust 
questionnaire if they indicated either much or moderate physical activity at home or 
on the job. Participants were classified as active in the second questionnaire if they 
reported spending any time doing moderate physical activity. We used Exam 1 as 
a reference because both self-report questionnaires were assessed at this time point. 
Formai analysis indicates 83.7% concordance between these two physical activity 
questionnaires (,..; = 0.42). Therefore, we deemed it appropriate to use this method to 
crea te a binary physical activity variable (active/inactive). 
Blood Pressure Measurement 
Table A.4: Blood pressure measurement details at each examination 
Examination Number of measurements 
Exam 1 3 
Exam2 4 
Exam4 2 
Performed by 
Nurse (2), Physician (1) 
Nurse (2), Physician (2) 
NIA 
Ar rn 
Le ft 
3 Left, 1 Right 
Le ft 
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Data Treatment 
Table A.S: Available data for every effect estimation 
Exam 1 Exam2 Exam4 Total patient-exam 
Alive n = 8006 n = 7603 n = 4330 19 936 
SBP +-- PA n = 7943 (99%) n = 7410 (97%) n = 3317 (77%) 18 670 (94%) 
DBP +-- PA n = 7943 (99%) n = 7410 (97%) n = 3313 (77%) 18 666 
Surv. +-- PA n = 7911 (99%) n = 7410 (97%) n = 3406 (79%) 18727 (94%) 
Surv. +-- SBP n = 7906 (99%) n = 7389 (97%) n = 3300 (76%) 18 595 (93%) 
Surv. +-- DBP n = 7906 (99%) n = 7389 (97%) n = 3300 (76%) 18 595 (93%) 
Alive and without MACE n = 8006 n = 7463 n = 3343 18 812 
MACE t- PA n = 7911 (99%) n = 7295 (98%) n = 2691 (80%) 17 897 (95%) 
MACE +-- SBP n = 7906 (99%) n = 7275 (97%) n = 2615 (78%) 17 796 (95%) 
MACE t- DBP n = 7906 (99%) n = 7275 (97%) n = 2615 (78%) 17 796 (95%) 
DAG Equations 
Table A.6: DAG equations for survival for each examination point. Directed arrows 
represent cause-effect relationships. Bi-directed arrows represent an unobserved 
common cause between the variables. Tl = Exam 1; T2 = Exam 2; T4 = Exam 4; 
PhysicalActivity = physical activity status; Age = age; Employment = employment 
status; BMI = Body Mass Index; CurrentSmoker, PreviousSmoker = smoking status 
(current, previous, never); SystolicBP = systolic blood pressure; DiastolicBP = diastolic 
blood pressure; Survival = survival; HyperTensTrt =Hypertension medication usage. 
Exam 1 
Physica!ActivityTl +-- AgeTl 
EmployementTl +-- AgeTl 
HyperTensTrtTl +-- Physica!ActivityTl + AgeTl + EmployementTl + BMITl + CurrentSmokerTl 
CurrentSmokerTl +-- Age Tl + EmployementTl 
PreviousSmokerTl +-- AgeTl + EmployementTl 
BMITl t- PhysicalActivityTl + AgeTl 
DiastolicBPTl +-- PhysicalActivityTl + AgeTl + EmployementTl + BM!Tl + CurrentSmokerTl 
+ PreviousSmokerTl 
SystolicBPTl +-- PhysicalActivityTl + AgeTl + EmployementTl + BMITl + CurrentSmokerTl 
+ PreviousSmokerTl 
SurvivalTl +-- SystolicBPTl + DiastolicBPTl + PhysicalActivityTl + Agel 
+ EmployementTl + BMITl + CurrentSmokerTl + PreviousSmokerTl 
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CurrentSmokerTl t-t 
PhysicaiActivityTl t-t 
HyperTensTrtTl t-t 
HyperTensTrtTl t-t 
BMITl t-t 
BMITl t-t 
PreviousSmokerTl 
EmployementTl 
DiastolicBPTl 
SystolicBPTl 
CurrentSmokerTl 
PreviousSmokerTl 
Exam2 
Physica!ActivityT2 +--- HyperTensTrtTl + PhysicalActivityTl + BM!Tl + AgeT2 
+ EmployementT2 
EmployementT2 +--- EmployementTl+ AgeT2 
HyperTensTrtT2 +--- SystolicBPTl + DiastolicBPTl + HyperTensTrtTl + PhysicalActivityT2 
+ AgeT2 + EmployementT2 + BMIT2 + CurrentSmokerT2 
CurrentSmokerT2 +--- CurrentSmokerTl + PreviousSmokerTl + AgeT2 + EmployementT2 
PreviousSmokerT2 +--- CurrentSmokerTl + PreviousSmokerTl + AgeT2 + EmployementT2 
BMIT2 +--- Physica!ActivityTl + BMITl + PhysicalActivityT2 + AgeT2 
DiastolicBPT2 DiastolicBPTl + HyperTensTrtTl + PhysicalActivityTl 
+ BMITl + CurrentSmokerTl + PreviousSmokerTl + PhysicaLActivityT2 
+ AgeT2 + EmployementT2 + BMIT2 + CurrentSmokerT2 +PreviousSmokerT2 
SystolicBPT2 +--- SystolicBPTl + HyperTensTrtTl + PhysicaiActivityTl + BM!Tl 
+ CurrentSmokerTl + PreviousSmokerTl + Physica!ActivityT2 + AgeT2 
+ EmployementT2 + BMIT2 +CurrentSmokerT2 + PreviousSmokerT2 
Surviva1T2 +--- SystolicBPTl + DiastolicBPTl + HyperTensTrtTl + PhysicalActivityTl 
+ BMITl + CurrentSmokerTl + PreviousSmokerTl + SystolicBPT2 
+ DiastolicBPT2 + Physica1ActivityT2 + AgeT2 + EmployementT2 
+ BMIT2 + CurrentSmokerT2 + PreviousSmokerT2 
CurrentSmokerT2 t-t PreviousSmokerT2 
HyperTensTrtT2 t-t Dias tolicBPT2 
HyperTensTrtT2 t-t SystolicBPT2 
BMIT2 t-t CurrentSmokerT2 
BMIT2 t-t PreviousSmokerT2 
Exam4 
Physica1ActivityT4 +--- HyperTensTrtTl + PhysicaiActivityTl + HyperTensTrtT2 
+ PhysicalActivityT2 + BMIT2 + AgeT4 
EmployementT4 +--- EmployementTl + EmployementT2 + AgeT4 
HyperTensTrtT4 +--- SystolicBPTl+ DiastolicBPTl + HyperTensTrtTl + SystolicBPT2 
+ DiastolicBPT2 + HyperTensTrtT2 + BMIT2 + PhysicalActivityT4 + AgeT4 
- -----------------------------------------------------
,---------------------- - ---- --- ----
+ EmployementT4 + BMIT4 + CurrentSmokerT4 
CurrentSmokerT4 +- CurrentSmokerTl + PreviousSmokerTl + CurrentSmokerT2 
+ PreviousSmokerT2 + AgeT4 + EmployementT4 
PreviousSmokerT4 t- CurrentSmokerTl + PreviousSmokerTl+ CurrentSmokerT2 
+ PreviousSmokerT2 + EmployementT4 
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BMIT4 +- PhysicalActivityTl + BMITl + PhysicalActivityT2 + BMIT2 + Physica!ActivityT4 
+ AgeT4 
DiastolicBPT4 +- DiastolicBPTl + HyperTensTrtTl + Physica!ActivityTl 
+ CurrentSmokerTl + PreviousSmokerTl + DiastolicBPT2 
+ HyperTensTrtT2 + PhysicalActivityT2 + BMIT2 + CurrentSmokerT2 
+ PreviousSmokerT2 + Physica!ActivityT4 + AgeT4 + EmployementT4 
+ BMIT4 + CurrentSmokerT4 + PreviousSmokerT4 
SystolicBPT4 +- SystolicBPTl + HyperTensTrtTl + PhysicalActivityTl + CurrentSmokerTl 
+ PreviousSmokerTl + SystolicBPT2 + HyperTensTrtT2 
+ PhysicalActivityT2 + BMIT2 + CurrentSmokerT2 + PreviousSmokerT2 
+ Physica!ActivityT4 + AgeT4 + EmployementT4 + BMIT4 
+CurrentSmokerT4 + PreviousSmokerT4 
Survival T4 +- SystolicBPTl + DiastolicBPTl + HyperTensTrtTl + Physica!ActivityTl 
+ CurrentSmokerTl + PreviousSmokerTl + SystolicBPT2 
CurrentSmokerT4 <-+ 
PhysicalActivityT4 B 
HyperTensTrtT4 B 
HyperTensTrtT4 B 
BMIT4<--t 
BMIT4<--t 
+ DiastolicBPT2 + HyperTensTrtT2 + Physica!ActivityT2 + BMIT2 
+ CurrentSmokerT2 + PreviousSmokerT2 + SystolicBPT4 
+ DiastolicBPT4+ Physica!ActivityT4 + AgeT4 + EmployementT4 
+ BMIT4 + CurrentSmokerT4 + PreviousSmokerT4 
PreviousSmokerT4 
EmployementT4 
DiastolicBPT4 
SystolicBPT4 
CurrentSmokerT4 
PreviousSmokerT4 
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Results 
Table A.7: Results of pairwise comparisons for systolic and diastolic blood pressure on 
survival 
Comparison Systolic Blood Pressure Groups Hazard Ratio p 
;::: 160 mmHg vs 140-159 mmHg 1.15 0.0017 
;::: 160 mmHg vs 120-139 mmHg 1.61 <0.0001 
;::: 160 mmHg vs <120 mmHg 1.63 <0.0001 
140-159 mmHg vs 120-139 mmHg 1.40 <0.0001 
140-159 mmHg vs <120 mmHg 1.41 <0.0001 
120-139 mmHg VS <120 mmHg 1.01 0.8293 
Comparison Diastolic Blood Pressure Groups Hazard Ratio p 
2: 100 mmHg vs 90-99 mmHg 1.55 <0.0001 
;::: 100 mmHg VS 80-89 mmHg 1.51 <0.0001 
;::: 100 mmHg vs <80 mmHg 1.76 <0.0001 
90-99 mmHg vs 80-89 mmHg 0.98 0.6146 
90-99 mmHg VS <80 mmHg 1.14 0.0023 
80-89 mmHg vs <80 mmHg 1.16 <0.0001 
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Table A.8: Results of pairwise comparisons for systolic and diastolic blood pressure on 
MACE 
Comparison Systolic Blood Pressure Groups Hazard Ratio p 
:::=: 160 mmHg vs 140-159 mmHg 1.11 0.0713 
::::: 160 mmHg vs 120-139 mmHg 1.63 <0.0001 
:::=: 160 mmHg vs <120 mmHg 1.69 <0.0001 
140-159 mmHg vs 120-139 mmHg 1.46 <0.0001 
140-159 mmHg vs <120 mmHg 1.52 <0.0001 
120-139 mmHg vs <120 mmHg 1.04 0.4193 
Comparison Diastolic Blood Pressure Groups Hazard Ratio p 
::::: 100 mmHg vs 90-99 mmHg 1.39 <0.0001 
::::: 100 mmHg vs 80-89 mmHg 1.51 <0.0001 
:::=: 100 mmHg vs <80 mmHg 1.78 <0.0001 
90-99 mmHg vs 80-89 mmHg 1.09 0.0918 
90-99 mmHg vs <80 mmHg 1.29 <0.0001 
80-89 mmHg vs <80 mmHg 1.18 <0.0001 
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Sensitivity Analysis 
The results below are those for the analyses excluding participants with a history of 
CVD at baseline (n = 304). Note: these findings are similar to those reported in the 
whole sample. 
Physical Activity, Survival and MACE 
The results of the analysis indicate active individuals had a reduced rate of mortality 
(HR = 0.78, 95% CI: 0.71 to 0.85) compared to the inactive participants. Risk of MACE 
was also significantly decreased in the physically active participants compared to the 
inactive group (HR = 0.86, 95% CI: 0.76 to 0.97). 
Physical Activity and Blood Pressure 
There was a significant decrease of 2.34 mmHg (95% CI, -3.35 to -1.33) in SBP between 
physically active and inactive participants. No change in DBP was observed between 
the physically active group and the inactive (0.39 mmHg; 95% CI, -0.10 to 0.88). 
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Blood Pressure 
Table A.9: Risk of mortality according to systolic and diastolic blood pressure 
categories excluding participants with CVD at baseline 
Systolic Blood Pressure 
< 120mmHg 
120-139 mmHg 
140-159 mmHg 
~ 160mmHg 
Diastolic Blood Pressure 
<80mmHg 
80-89 mmHg 
90-99mmHg 
~ 100mmHg 
Hazard Ratio 
1.00 (Ref) 
1.01 (0.93, 1.09) 
1.40 (1.28, 1.52) 
1.63 (1.48, 1.80) 
Hazard Ratio 
1.00 (Ref) 
1.16 (1.09, 1.25) 
1.14 (1.05, 1.25) 
1.75 (1.56, 1.96) 
Ref: Reference group. 
Table A.10: Risk of MACE according to systolic and diastolic blood pressure categories 
excluding participants with CVD at baseline 
Systolic Blood Pressure 
<120mmHg 
120-139 mmHg 
140-159 mmHg 
~ 160mmHg 
Diastolic Blood Pressure 
<80mmHg 
80-89mmHg 
90-99mmHg 
~ 100mmHg 
Hazard Ratio 
l.OO(Ref) 
1.04 (0.94, 1.15) 
1.52 (1.36, 1.69) 
1.68 (1.48, 1.91) 
Hazard Ratio 
l.OO(Ref) 
1.23 (1.13, 1.34) 
1.36 (1.22, 1.51) 
1.77 (1.54, 2.05) 
Ref: Reference group. 
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Table A.ll: Results of pairwise comparisons for systolic and diastolic blood pressure 
on survival excluding participants with CVD at baseline 
Comparison Systolic Blood Pressure Groups Hazard Ratio p 
2: 160 mmHg VS 140-159 mmHg 1.17 0.0010 
2: 160 mmHg vs 120-139 mmHg 1.62 <0.0001 
2: 160 mmHg vs <120 mmHg 1.63 <0.0001 
140-159 mmHg vs 120-139 mmHg 1.39 <0.0001 
140-159 mmHg vs <120 mmHg 1.40 <0.0001 
120-139 mmHg vs <120 mmHg 1.01 0.8605 
Comparison Diastolic Blood Pressure Groups Hazard Ratio p 
2: 100 mmHg vs 90-99 mmHg 1.53 <0.0001 
2: 100 mmHg vs 80-89 mmHg 1.50 <0.0001 
2: 100 mmHg vs <80 mmHg 1.75 <0.0001 
90-99 mmHg VS 80-89 mmHg 0.98 0.6436 
90-99 mmHg vs <80 mmHg 1.14 0.0025 
80-89 mmHg vs <80 mmHg 1.17 <0.0001 
201 
Table A.12: Results of pairwise comparisons for systolic and diastolic blood pressure 
on MACE excluding participants with CVD at baseline 
Comparison Systolic Blood Pressure Groups Hazard Ratio p 
~ 160 mmHg vs 140-159 mmHg 1.11 0.1004 
~ 160 mmHg vs 120-139 mmHg 1.61 <0.0001 
~ 160 mmHg vs <120 mmHg 1.68 <0.0001 
140-159 mmHg VS 120-139 mmHg 1.46 <0.0001 
140-159 mmHg VS <120 mmHg 1.52 <0.0001 
120-139 mmHg VS <120 mmHg 1.04 0.4340 
Comparison Diastolic Blood Pressure Groups Hazard Ratio p 
~ 100 mmHg VS 90-99 mmHg 1.31 0.0006 
~ 100 mmHg vs 80-89 mmHg 1.44 <0.0001 
~ 100 mmHg VS <80 mmHg 1.77 <0.0001 
90-99 mmHg vs 80-89 mmHg 1.10 0.0567 
90-99 mmHg VS <80 mmHg 1.36 <0.0001 
80-89 mmHg vs <80 mmHg 1.23 <0.0001 
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Cumulative number of visits where physically active 
These results pertain to MSCMs and MSMs for estimating the effect of the cumulative 
number of visits where physically active on SBP, DBP, mortality and MACE. 
Physical Activity, Survival and MACE 
The results indicate that an increase in the number of exams where the subject is active 
is associated with a reduced rate of mortality (HR for an increase of one exam where 
physically active = 0.76, 95% Cl: 0.69 to 0.85). Risk of MACE was also significantly 
decreased for participants physically active at more exams (HR for an increase of one 
exam where physically active = 0.76, 95% CI: 0.67 to 0.86). 
Physical Activity and Blood Pressure 
There was a marginally significant decrease of 1.28 mmHg (95% Cl, -2.55 to -0.01) 
in SBP associated to an increase of the number of exams where participants were 
physically active. No change in DBP was observed (0.07 mmHg; 95% CI, -0.60 to 0.75). 
Crude Results 
The results below are the crude results obtained using an unweighted version of the 
MSCMs and MSMs. 
Physical Activity, Survival, and MACE 
The crude results show that active individuals had a reduced rate of mortality (HR = 
0.72, 95% Cl: 0.70 to 0.78) compared to the inactive participants. Risk of MACE was also 
significantly decreased in the physically active participants compared to the inactive 
group (HR = 0.76, 95% CI: 0.69 to 0.84). 
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Physical Activity and Blood Pressure 
There was a significant decrease of 2.76 mmHg (95% CI, -3.71 to -1.81) in SBP between 
physically active and inactive participants. No change in DBP was observed between 
the physically active group and the inactive group (-0.06 mmHg; 95% CI, -0.55 to 0.43). 
Blood Pressure, Survival, and MACE 
Table A.13: Crude results for risk of aH-cause rnortality according to systolic and 
diastolic blood pressure categories 
Systolic Blood Pressure 
< 120 rnrnHg 
120-139 mmHg 
140-159 mmHg 
~ 160 rnrnHg 
Diastolic Blood Pressure 
<80mmHg 
80-89 rnrnHg 
90-99 rnrnHg 
~ 100mmHg 
Hazard Ratio 
l.OO(Ref) 
1.10 (1.01, 1.20) 
1.39 (1.27, 1.51) 
1.59 (1.44, 1.74) 
Hazard Ratio 
l.OO(Ref) 
1.06 (0.99, 1.14) 
1.14 (1.05, 1.24) 
1.54 (1.38, 1.71) 
Ref: Reference group. 
204 
Table A.14: Crude results for risk of MACE according to systolic and diastolic blood 
pressure categories 
Systolic Blood Pressure 
< 120mmHg 
120-139 mmHg 
140-159 mmHg 
?: 160mmHg 
Diastolic Blood Pressure 
<80mmHg 
80-89 mmHg 
90-99 mmHg 
?: 100 mmHg 
Hazard Ratio 
l.OO(Ref) 
1.47 (1.32, 1.63) 
2.24 (2.01, 2.50) 
3.17 (2.82, 3.56) 
Hazard Ratio 
l.OO(Ref) 
1.30 (1.20, 1.42) 
1.61 (1.46, 1.77) 
2.49 (2.22, 2.80) 
Ref: Reference group. 
Table A.15: Crude results of pairwise comparisons for systolic and diastolic blood 
pressure on survival 
Comparison Systolic Blood Pressure Groups Hazard Ratio p 
?: 160 mmHg vs 140-159 mmHg 1.14 0.0019 
?: 160 mmHg vs 120-139 mmHg 1.44 <0.0001 
?: 160 mmHg vs <120 mmHg 1.59 <0.0001 
140-159 mmHg vs 120-139 mmHg 1.26 <0.0001 
140-159 mmHg VS <120 mmHg 1.39 <0.0001 
120-139 mmHg vs <120 mmHg 1.10 0.0258 
Comparison Diastolic Blood Pressure Groups Hazard Ratio p 
?: 100 mmHg VS 90-99 mmHg 1.35 <0.0001 
?: 100 mmHg VS 80-89 mmHg 1.45 <0.0001 
?: 100 mmHg vs <80 mmHg 1.54 <0.0001 
90-99 mmHg vs 80-89 mmHg 1.07 0.1052 
90-99 mmHg vs <80 mmHg 1.14 0.0018 
80-89 mmHg vs <80 mmHg 1.06 0.0818 
L ___ _ 
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Table A.16: Crude results of pairwise comparisons for systolic and diastolic blood 
pressure on MACE 
Comparison Systolic Blood Pressure Groups Hazard Ratio p 
2 160 mmHg VS 140-159 mmHg 1.41 <0.0001 
2 160 mmHg vs 120-139 mmHg 2.16 <0.0001 
2 160 mmHg vs <120 mmHg 3.17 <0.0001 
140-159 mmHg vs 120-139 mmHg 1.53 <0.0001 
140-159 mmHg vs <120 mmHg 2.24 <0.0001 
120-139 mmHg vs <120 mmHg 1.47 <0.0001 
Comparison Diastolic Blood Pressure Groups Hazard Ratio p 
2 100 mmHg vs 90-99 mmHg 1.55 <0.0001 
2 100 mmHg vs 80-89 mmHg 1.92 <0.0001 
2 100 mmHg vs <80 mmHg 2.49 <0.0001 
90-99 mmHg vs 80-89 mmHg 1.24 <0.0001 
90-99 mmHg vs <80 mmHg 1.61 <0.0001 
80-89 mmHg vs <80 mmHg 1.30 <0.0001 
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