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Abstract: Implementing the modal method in the electromagnetic grating diffraction problem
delivered by the curvilinear coordinate transformation yields a general analytical solution to
the 1D grating diffraction problem in a form of a T-matrix. Simultaneously it is shown that
the validity of the Rayleigh expansion is defined by the validity of the modal expansion in a
transformed medium delivered by the coordinate transformation.
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1. Introduction
The Rayleigh hypothesis (RH) was first formulated in [1] and then applied to the theory of
diffraction gratings in [2]. If one considers the reflection of a plane wave from the plane interface
between two homogeneous media, there exist only three waves: the incident plane wave, the
reflected outgoing plane wave, and the transmitted (refracted) plane wave. Considering reflection
from a sinusoidal interface, Rayleigh looked for a solution in a similar form, assuming that
the field above and under the grating interface only consists of outgoing waves with constant
amplitudes. Whereas such assumption is proved to be true for the regions outside the grating, it is
considered as doubtful within the grating region by many researches, and any method based on
the RH is still regarded as approximate (e.g., [3, 4]).
Despite a number of works rationalizing a limited applicability of the RH [5–10], there was
evidence calling into question the established theoretical limits [11, 12]. Furthermore, numerical
validity of the RH for deep sinusoidal gratings, even for the correct near field simulation, which
contradicted the admitted belief, was demonstrated in [13] (see also [15]). This article presents a
theoretical analysis based on a concept formulated in [14]. The Chandezon Method (CM) [16,17],
and the True Modal Method (TMM) [18–20] reputed to be rigorous in the diffraction theory are
used here to shed light on the problem. Both of these methods are well established and yield
stable and correct results when applied to deep gratings. We show that the association of a basic
CM idea (the coordinate transformation, which does not depend on any hypothesis) and the
TMM technique (a construction of the modal basis of the true permittivity and permeability
profile) leads to the demonstration of the validity of the RH providing that the modal expansion
is complete, and to an analytical solution to the grating diffraction problem.
In the article we, first, show that the CM known to rigorously solve grating diffraction problems
by means of a coordinate transformation is actually identical to the Rayleigh hypothesis provided
the fields are represented in the basis of true modes of the transformed structure instead of a basis
of the diffraction orders calculated by means of the Fourier decomposition of the transformed
structure. Second, the coordinate transformation approach implemented on the basis of the modes
of the transformed structure will be demonstrated to lead to an exact analytical solution to a
wide range of grating problems. Moreover, such analytical solutions appear to be identical to
those obtained directly on the basis of the RH. To our knowledge, this is the first time when
the solution to a general diffraction problem is found in a closed analytical form. Two grating
examples being important for practical applications (sinusoidal and saw-tooth profiles) are chosen
to illustrate these two steps. At the end of the paper we discuss consequences of these results for
electromagnetic simulation.
2. Problem formulation and notations
This work refers to the 1D plane grating linear diffraction problem which requires one to solve
Maxwell’s equations for a given incident field together with boundary conditions (continuity of
tangential field components) at a periodically corrugated interface between two homogeneous
isotropic media described by dielectric permittivities εa,b and magnetic permeabilities µa,b (see
illustration in Fig. 1). Due to linearity of the problem the electromagnetic fields will be implicitly
assumed to be harmonic with exp(− jωt) time dependence factor.
Consider a Cartesian coordinate system (x1, x2, x3), whose axis X3 is perpendicular to the
grating plane, and axis X1 indicates periodicity direction. Corrugation profile is supposed to be
defined by a continuous and piecewise twice differentiable function f (x1) of period Λ, so that
f (x1) = f (x1 + nΛ), n ∈ Z.
According to the principles of the CM we will implement a transformation from Cartesian
coordinates (x1, x2, x3) with unit orts iα, α = 1, 2, 3, to curvilinear coordinates (z1, z2, z3),
zα = zα(x1, x2, x3). Contravariant and covariant basis vector sets of the new coordinate system are
eα = (∂xβ/∂zα)iβ and eα = (∂zα/∂xβ)iβ respectively. The two bases are mutually orthogonal:
eα · eβ = δβα. Here and further summation over the repeating index is implied. Scalar products of
basis vectors yield metric tensor components gαβ = eα · eβ and gαβ = eα · eβ with g = det{gαβ}.
Conventionally, covariant and contravariant components of any vector F˜ are identified by lower
and upper indices as F˜α and F˜α, where the tilde is used to distinguish curvilinear vector
components from components in the Cartesian coordinates Fα. Corresponding relations read
Fα = (∂zβ/∂xα)F˜β,
Fα = (∂xα/∂zβ)F˜β .
(1)
For more details on the tensor notations we refer readers to [21].
Fig. 1. Example of a grating corrugation.
Source-free Maxwell’s equations in the Cartesian system read
ξαβγ
∂Eγ
∂xβ
= iωµδαβHβ,
ξαβγ
∂Hγ
∂xβ
= −iωεδαβEβ .
(2)
Curls in left-hand sides of Eqs. (2) are written via Levi-Civita symbols ξαβγ, and Kronecker delta
symbol δαβ is kept here for consistency with representation in curvilinear coordinates, where
vector components with upper and lower indices differ. In curvilinear coordinates Maxwell’s
equations include the metric tensor components:
ξαβγ
∂E˜γ
∂zβ
= iωµ
√
ggαβH˜β
ξαβγ
∂H˜γ
∂zβ
= −iωε√ggαβ E˜β .
(3)
Eqs. (3) are quite similar to Eqs. (2). The only difference is in the permittivity and the
permeability tensors, which can be redefined as
χ˜αβ = χ
√
ggαβ (4)
with χ standing either for ε or µ. Such similarity leads to an important conclusion: a solution
to the electromagnetic problem in the curvilinear coordinate system is equivalent to a solution
in Cartesian coordinates (x¯1, x¯2, x¯3) (bars are used here to avoid confusion with the initial
coordinates) supposing that properties of the medium are determined in accordance with Eq. (4).
We refer to this problem and the corresponding solution as reciprocal. This means that there
exists a transformed medium with permittivity ε˜ and permeability µ˜, in which the fields written in
the Cartesian system (x¯1, x¯2, x¯3) have the same coordinate dependences as the unknown fields E˜
and H˜ in the curvilinear coordinate system (z1, z2, z3). Every solution in the transformed medium
corresponds to a solution of the initial problem providing that all the initial conditions and
fields are correctly translated. The inverse transformation defined by Eqs. (1) yields the required
solution in the initial Cartesian coordinates (x1, x2, x3). Note, that the transition from (z1, z2, z3)
to global Cartesian coordinates (x¯1, x¯2, x¯3) and back is not a coordinate transformation within
a given diffraction problem, but a formal replacement of one diffraction problem with another,
which is possible due to the similarity of Maxwell’s equations (2) and (3).
Thus, we will rely on the following claim. Given a boundary electromagnetic problem and a
curvilinear coordinate system in which the boundary coincides with a coordinate plane, there
exists a volume electromagnetic problem such as any solution in Cartesian coordinate system
(x¯1, x¯2, x¯3) has a corresponding solution to the initial problem in the transformed coordinate
system (z1, z2, z3) expressed by the same coordinate functions.
3. Coordinate transformation of the grating region
The CM substitutes the electromagnetic grating diffraction problem by another one which deals
with plane boundary but with changed permeability and permittivity tensors. The introduced
tensors ε˜ and µ˜ determine an electromagnetic response of the medium. Therefore, a choice of
the curvilinear coordinate system is a very important step. If one chooses new coordinates so
that tensor gαβ depends only on one coordinate, the reciprocal problem will be one-dimensional.
This dramatically simplifies the resolution of the problem. In the considered case we can take
z1,2 = x1,2,
z3 = z − f (x1).
(5)
In accordance with Eqs. (4) and (5), the permittivity and permeability tensors of the transformed
structure are
χ˜αβ = χMαβ (6)
with
M = ©­«
1 0 − f ′(z1)
0 1 0
− f ′(z1) 0 1 + [ f ′(z1)]2
ª®¬ . (7)
Fig. 2. (a) an example of a sinusoidal corrugation separating two isotropic media, and a
corresponding reciprocal problem in curvilinear coordinates described by smoothly varying
material tensors. (b) an example of a saw-tooth corrugation separating two isotropic media,
and a corresponding reciprocal problem in curvilinear coordinates described by two sets of
the material tensors.
Consider here two illustrative examples. The first one is a sinusoidal corrugation between two
isotropic media with profile function (the upper part of Fig. 2a):
f (x1) = h2 sin
2pix1
Λ
. (8)
It follows from Eq. (7) that
M(z1) =
©­­­«
1 0 − pih
Λ
cos 2piz1
Λ
0 1 0
− pih
Λ
cos 2piz1
Λ
0 1 +
(
pih
Λ
cos 2piz1
Λ
)2ª®®®¬ (9)
The permeability and the permittivity of the reciprocal medium appear to be smoothly modulated
along the grating period, as the lower part of Fig. 2a illustrates.
The other practically important example is a saw-tooth corrugation (Fig. 2b):
f (x1) =

(
x1
d1
− 1
2
)
h, 0 ≤ x1 < d1;(
Λ − x1
d2
− 1
2
)
h, d1 ≤ x1 < Λ,
(10)
where d2 = Λ−d1. The coordinate transformation yields a reciprocal stratified structure described
by two tensors per period
M1 =
©­«
1 0 −h/d1
0 1 0
−h/d1 0 1 + (h/d1)2
ª®¬ , 0 ≤ x1 < d1,
M2 =
©­«
1 0 h/d2
0 1 0
h/d2 0 1 + (h/d2)2
ª®¬ , d1 ≤ x1 < Λ.
(11)
4. Modal solution to the diffraction problem
The next step in the analysis is the resolution of the diffraction problem in the transformed medium
with material tensors given by Eqs. (6) and (7) (with coordinates (z1, z2, z3) being substituted
by (x¯1, x¯2, x¯3)). The transformed structure is composed of periodically stratified media being
translational invariant along x¯3, in which an exact field solution (which also will be denoted with
a bar as F¯) can be expressed in terms of modes propagating up and down along coordinate x¯3.
Once the modal basis of such volume grating is defined, any field solution in the grating region is
represented by a superposition of grating modes [18]. Since no dependence assumed along x¯2
direction, all grating modes split into TE and TM ones. The electric field of each TE mode is
directed along the X¯2 axis, and so does the magnetic field of all TM modes.
Suppose that each mode propagates up or down the grating with the propagation constant βq ,
q ∈ Z. Since the grating interface corresponds to plane x¯3 = 0 in the reciprocal problem, the
modal spectrum should be retrieved for tensors ε˜ = ε˜a and µ˜ = µ˜a in the region x¯3 > 0, and
for ε˜ = ε˜b and µ˜ = µ˜b in the region x¯3 < 0. In other words the modal propagation constants
and amplitudes will be different below and above the plane interface. Denote the propagation
constant and the mode amplitude as βaq and a±q , respectively, in the region x¯3 > 0. Here “plus”
sign corresponds to the upward propagation. Analogously, the symbols βbq and b±q are used further
to describe a mode of order q in region x¯3 < 0.
Without loss of generality let us consider region the x¯3 < 0 (derivation for x¯3 > 0 is absolutely
the same). The x¯2 component of the electric field of the q-th TE mode is
E¯TE2q = b
e±
q exp
[
jψbq (x¯1) ± jβbq x¯3
]
, (12)
where function ψbq (x¯1) describes modal field distribution along the grating period. Field E˜TE2q
satisfies a quasi-periodicity condition:
E¯TE2q (x¯1 + Λ) = E¯TE2q (x¯1) exp( j k inc1 Λ) (13)
imposed by an incident field with wavevector projection on x¯1 direction equal to k inc1 . Substitution
of Eq. (12) into the first set of Maxwell’s equations yields the magnetic field of the TE mode
H¯TE1q =
1
ωµb
[
∓βbq
{
1 + [ f ′(x¯1)]2
}
+ f ′(x¯1)
dψbq (x¯1)
dx¯1
]
be±q exp
[
jψbq (x¯1) ± jβbq x¯3
]
,
H¯TE3q =
1
ωµb
[
∓βbq f ′(x¯1) +
dψbq (x¯1)
dx¯1
]
be±q exp
[
jψbq (x¯1) ± jβbq x¯1
]
.
(14)
Further substitution of this field components into the second set of Maxwell’s equations provides
a differential equation on function ψbq (x¯1):
j
d
d x¯1
[
±βbq f ′(x¯1) −
dψbq (x¯1)
dx¯1
]
+
[
±βbq f ′(x¯1) −
dψbq (x¯1)
dx¯1
]2
= ω2εbµb − (βbq )2, (15)
which can be reduced to the Riccati type equation. Analogous considerations and derivations for
the q-th TM mode yield the field components
H¯TM2q = b
h±
q exp
[
jφbq(x¯1) ± jβbq x¯3
]
,
E¯TM1q =
1
ωεb
[
±βbq
{
1 + [ f ′(x¯1)]2
} − f ′(x¯1)dφbq(x¯1)dx¯1
]
be±q exp
[
jφbq(x¯1) ± jβbq x¯3
]
,
E¯TM3q =
1
ωεb
[
±βbq f ′(x¯1) −
dφbq(x¯1)
dx¯1
]
be±q exp
[
jφbq(x¯1) ± jβbq x¯3
] (16)
and absolutely the same differential equation on function φbq(x¯1) as Eq. (15). This means that all
TE and TM modes of the same index have similar modal field distribution defined by solution
ψbq (x¯1) ≡ φbq(x¯1) of Eq. (15).
General solution of Eq. (15) can be searched in form [22]
ψbq (x¯1) = ±βbq f (x¯1) − j logG(x¯1) (17)
with an unknown function G(x¯1). This function satisfies the homogeneous Helmholtz equation
G′′(x¯1) +
[
ω2εbµb − (βbq )2
]
G(x¯1) = 0. (18)
Therefore, in any region Ri = { x¯1 : x¯1,i−1 < x¯1 < x¯1,i}, with x¯1,i being some constants, a of
continuous derivative f ′(x¯1) a general solution of Eq. (15) writes:
ψbq (x¯1) = ±βbq f (x¯1)
− j log
{
Ci exp
[
j
√
ω2εbµb − (βbq )2 x¯1
]
+ Di exp
[
− j
√
ω2εbµb − (βbq )2 x¯1
]} (19)
where constants Ci and Di should to be related by vertical boundary conditions. Consider the
modal fields at the vertical interface x¯1 = x¯1,i between some two adjacent domains Ri and Ri+1.
Continuity of the tangent field component gives a remarkable result:
Ci = Ci+i,
Di = Di+1.
(20)
This means that each mode is either a pure right (Di = 0) or a pure left (Ci = 0) propagating
wave.
According to Eqs. (12), (13), and (19), dispersion equations for the right and left propagating
modes are
exp
[
± jΛ
√
ω2εbµb − (βbq )2
]
= exp( j k inc1 Λ). (21)
Thus, the propagation constant of the q-th order grating mode is
βbq =
√
ω2εbµb − k21q, (22)
where k1q = k inc1 + 2piq/Λ, index q runs from −∞ to ∞, and 0 ≤ arg(βbq ) < pi. Additionally,
substitution of the last relation into Eqs. (12), (14), and (16) demonstrates that the absence of
reflections at the vertical interfaces x¯1 = x¯1,i is due to equality of mode impedances in all domains
Ri:
F¯2q
G¯3q
=
ωχb
k1q
, (23)
where F and G stand for fields E and H for the TE polarization and vice versa for the TM
polarization.
5. Grating T-matrix
In accordance with Eq. (22) the transverse modal field components relative to x¯3 direction are
proportional to
F¯2q ∼ b±q exp
{
j k1q x¯1 ± jβbq [x¯3 + f (x¯1)]
}
,
G¯1q ∼
k1q f ′(x¯1) ∓ βbq
ωχb
b±q exp
{
j k1q x¯1 ± jβbq [x¯3 + f (x¯1)]
}
,
(24)
where notations are the same as for Eq. (23), and χ denotes either µ or ε in the TE or the TM
case respectively, as before. Similar relations hold for the upper medium.
Continuity of the tangent field components at the interface x¯3 = 0 leads to the equations
relating modal amplitudes below and above the interface:
∞∑
q=−∞
{
b+q exp
[
j k1q x¯1 + jβbq f (x¯1)
]
+ b−q exp
[
j k1q x¯1 − jβbq f (x¯1)
]}
=
∞∑
p=−∞
{
a+p exp
[
j k1p x¯1 + jβap f (x¯1)
]
+ a−p exp
[
j k1p x¯1 − jβap f (x¯1)
]}
.
(25)
1
χb
∞∑
q=−∞
{ [k1q f ′(x¯1) − βbq ]b+q exp [ j k1q x¯1 + jβbq f (x¯1)]
+[k1q f ′(x¯1) + βbq ]b−q exp
[
j k1q x¯1 − jβbq f (x¯1)
]}
=
1
χa
∞∑
p=−∞
{ [k1p f ′(x¯1) − βap]a+p exp [ j k1p x¯1 + jβap f (x¯1)]
+[k1p f ′(x¯1) + βap]a−p exp
[
j k1p x¯1 − jβap f (x¯1)
]} . (26)
It is known in the modal method theory that normalizing modal fields makes available analytical
expressions for T-matrix components. To this end, we will use here the following integrals
1
Λ
Λ∫
0
[(βa,bp + βa,bq ) ∓ (k1p + k1q) f ′(x¯1)] exp [ j(k1q − k1p)x¯1 ± (βa,bq − βa,bp ) f (x¯1)] dx¯1
= 2βa,bp δpq,
(27)
1
Λ
Λ∫
0
[(βa,bp − βa,bq ) ± (k1p + k1q) f ′(x¯1)] exp [ j(k1q − k1p)x¯1 ± (βa,bq + βa,bp ) f (x¯1)] dx¯1
= 0,
(28)
which are proved in Appendix. Thus, multiplying Eqs. (25) by [βbp ∓ k1p f ′(x¯1)] exp[ j k1p x¯1 ∓
jβbp f (x¯1)]/(2βbpΛ), and Eqs. (26) – by ∓ωχb exp[ j k1p x¯1 ∓ jβbp f (x¯1)]/(2βbpΛ), combining them,
integrating over the grating period, and applying orthogonality conditions of Eqs. (27) and (28),
one gets
b±p =
∞∑
q=−∞
a+q
1
Λ
Λ∫
0

(
βbp± χbχa βaq
)
∓
(
χb
χa
k1q+k1p
)
f ′(x¯1)
2βbp
× exp [ j∆k1qp x¯1 + j(βaq ∓ βbp) f (x¯1)]
 dx¯1,
+
∞∑
q=−∞
a−q
1
Λ
Λ∫
0

(
βbp∓ χbχa βaq
)
∓
(
χb
χa
k1q+k1p
)
f ′(x¯1)
2βbp
× exp [ j∆k1qp x¯1 − j(βaq ± βbp) f (x¯1)]
 dx¯1,
(29)
where ∆k1qp = k1q − k1p . The obtained relations between amplitudes a±p and b±p can be rewritten
in the T-matrix form: (
b+p
b−p
)
=
∞∑
q=−∞
(
T++pq T
+−
pq
T−+pq T−−pq
) (
a+p
a−p
)
. (30)
Therefore, components of the T matrix coming from Eq. (29) explicitly read
T++pq =
1
Λ
Λ∫
0
(
βbp +
χb
χa
βaq
)
−
(
χb
χa
k1q + k1p
)
f ′(x¯1)
2βbp
exp
[
j∆k1qp x¯1 + j(βaq − βbp) f (x¯1)
]
dx¯1,
T+−pq =
1
Λ
Λ∫
0
(
βbp − χbχa βaq
)
+
(
χb
χa
k1q + k1p
)
f ′(x¯1)
2βbp
exp
[
j∆k1qp x¯1 + j(βaq + βbp) f (x¯1)
]
dx¯1,
T−+pq =
1
Λ
Λ∫
0
(
βbp − χbχa βaq
)
−
(
χb
χa
k1q + k1p
)
f ′(x¯1)
2βbp
exp
[
j∆k1qp x¯1 − j(βaq + βbp) f (x¯1)
]
dx¯1,
T−−pq =
1
Λ
Λ∫
0
(
βbp +
χb
χa
βaq
)
+
(
χb
χa
k1q + k1p
)
f ′(x¯1)
2βbp
exp
[
j∆k1qp x¯1 − j(βaq − βbp) f (x¯1)
]
dx¯1.
(31)
Supposing βaq , βbp , this can be simplified:
T++pq = ζ
+
pq
1
Λ
Λ∫
0
exp
[
j(q − p)Kx¯1 + j(βaq − βbp) f (x¯1)
]
dx¯1,
T+−pq = ζ
−
pq
1
Λ
Λ∫
0
exp
[
j(q − p)Kx¯1 − j(βaq + βbp) f (x¯1)
]
dx¯1,
T−+pq = ζ
−
pq
1
Λ
Λ∫
0
exp
[
j(q − p)Kx¯1 + j(βaq + βbp) f (x¯1)
]
dx¯1,
T−−pq = ζ
+
pq
1
Λ
Λ∫
0
exp
[
j(q − p)Kx¯1 − j(βaq − βbp) f (x¯1)
]
dx¯1,
(32)
with K = 2pi/Λ, and constant factors
ζ±pq =
±ω2µb(εa − εb) +
(
1 − µbµa
)
(βaq βbp ± k1pk1q)
2βbp(βaq ∓ βbp)
(33)
for TE modes, and
ζ±pq =
±ω2εb(µa − µb) +
(
1 − εbεa
)
(βaq βbp ± k1pk1q)
2βbp(βaq ∓ βbp)
(34)
for TM modes.
Thus, the following is claimed: any solution of the electromagnetic problem in the transformed
medium can be represented by a linear combination of modal fields. Components of the T-matrix
relating the modal amplitudes at the interface are expressed analytically.
Concerning application of Eqs. (32), (33), and (34) to the considered examples, components
of T-matrix of a sinusoidal grating are
T++pq = ζ
+
pq Jp−q
[
1
2
(βaq − βbp)h
]
,
T+−pq = ζ
−
pq Jp−q
[
−1
2
(βaq + βbp)h
]
,
T−+pq = ζ
−
pq Jp−q
[
1
2
(βaq + βbp)h
]
,
T−−pq = ζ
+
pq Jp−q
[
−1
2
(βaq − βbp)h
]
.
(35)
Components of T-matrix of a saw-tooth grating are
T++pq = ζ
+
pq
d1
Λ
exp
[
jpi(q − p)d1
Λ
]
sinc
[
pi(q − p)d1
Λ
− (βaq − βbp)
h
2
]
+ ζ+pq
d2
Λ
exp
[
− jpi(q − p)d2
Λ
]
sinc
[
−pi(q − p)d2
Λ
− (βaq − βbp)
h
2
]
,
T+−pq = ζ
−
pq
d1
Λ
exp
[
jpi(q − p)d1
Λ
]
sinc
[
pi(q − p)d1
Λ
+ (βaq + βbp)
h
2
]
+ ζ−pq
d2
Λ
exp
[
− jpi(q − p)d2
Λ
]
sinc
[
−pi(q − p)d2
Λ
+ (βaq + βbp)
h
2
]
,
T−+pq = ζ
−
pq
d1
Λ
exp
[
jpi(q − p)d1
Λ
]
sinc
[
pi(q − p)d1
Λ
− (βaq + βbp)
h
2
]
+ ζ−pq
d2
Λ
exp
[
− jpi(q − p)d2
Λ
]
sinc
[
−pi(q − p)d2
Λ
− (βaq + βbp)
h
2
]
,
T−−pq = ζ
+
pq
d1
Λ
exp
[
jpi(q − p)d1
Λ
]
sinc
[
pi(q − p)d1
Λ
+ (βaq − βbp)
h
2
]
+ ζ+pq
d2
Λ
exp
[
− jpi(q − p)d2
Λ
]
sinc
[
−pi(q − p)d2
Λ
+ (βaq − βbp)
h
2
]
.
(36)
6. Equivalence between the Rayleigh hypothesis and the association of the co-
ordinate transformation and the modal method
In accordance with the modal analysis made in the previous section, the transverse field solution
of the transformed problem writes
F¯2 =

∞∑
p=−∞
b+p exp
{
j k1p x¯1 + jβbp[x¯3 + f (x¯1)]
}
+ b−p exp
{
j k1p x¯1 − jβbp[x¯3 + f (x¯1)]
}
, x¯3 ≤ 0,
∞∑
p=−∞
a+p exp
{
j k1p x¯1 + jβap[x¯3 + f (x¯1)]
}
+ a−p exp
{
j k1p x¯1 − jβap[x¯3 + f (x¯1)]
}
, x¯3 > 0.
(37)
with the modal amplitudes a±p and b±p related by Eq. (29). As follows from the claim of the second
section, the same expression gives the transverse field solution for the initial diffraction problem
in the curvilinear coordinate system, i.e., one can perform substitutions (x¯1, x¯2, x¯3) → (z1, z2, z3),
and F¯ → F˜. The dispersion relation of Eq. (22) remains untouched. Using transformation of
Eq. (5) this solution can be rewritten in the initial Cartesian system as the solution to the initial
diffraction problem:
F2 =

∞∑
p=−∞
b+p exp
(
j k1px1 + jβbp x3
)
+ b−p exp
(
j k1px1 − jβbp x3
)
, x3 ≤ f (x1),
∞∑
p=−∞
a+p exp
(
j k1px1 + jβap x3
)
+ a−p exp
(
j k1px1 − jβap x3
)
, x3 > f (x1).
(38)
The obtained Eq. (38) is nothing but the Rayleigh expansion in both media above and below the
periodic corrugation interface. Invoking the radiation condition one can see that the validity of the
RH comes from the validity of the modal expansion in the transformed medium. In other words,
completeness of the Rayleigh expansion is defined by completeness of this modal expansion.
Modal expansions in the grating diffraction theory are widely considered and proved in certain
cases to yield complete solutions of corresponding boundary value problems (e.g., [19, 23–25]),
as well as they demonstrated their numerical validity for gratings of arbitrary depth. Nevertheless,
a rigorous mathematical proof is required for the general case presented here, and will be given
elsewhere.
7. Discussion and conclusions
Conventionally the diffraction problem for gratings of finite depth is solved numerically by
various methods. In this work a closed analytic solution to the diffraction problem is found in the
form of T-matrix Eq. (32) relating amplitudes of diffraction waves from both sides of the grating
corrugation profile. Very often such form of a solution is not sufficient since usually one looks
for the scattering S-matrix of the grating, which is defined as follows:(
b+p
a−p
)
=
∞∑
q=−∞
(
Sbbpq S
ba
pq
Sabpq S
aa
pq
) (
b−q
a+q
)
(39)
Transformation of a T-matrix into the S counterpart is not an easy numerical problem. The
difficulty is due to the fast exponential growth of some T-matrix elements when difference |p− q |
increases. The direct inversion of a truncated T matrix often leads to numerical problems even in
cases when the solution for infinite matrices exists. It is worth noting here that similar problems
arise when transforming numerically an S-matrix of a sufficiently deep grating into a diffraction
T-matrix. All terms of an S-matrix are finite but inverting its truncated part leads to numerical
instabilities. A way to overcome this issue can be analogous to the approach of [13], i.e. the use
of multiple precision arithmetic [26].
However, the obtained analytic solution presents several advantages. First, it opens an
opportunity to transform the T-matrix analytically. Second, it displays the structure of the
T-matrix assisting in its smart transformation. Third, in some cases (like the inverse problem, for
example) the solution in the form of a T-matrix can be sufficient.
To conclude, this article supports numerical results and develops ideas presented in [13,14]. We
have combined together two techniques reputed as rigorous in the grating theory: the coordinate
transformation of the CM and the TMM. Such direct and rigorous combination yielded two
encouraging results. First, the exact electromagnetic solution to a general diffraction problem is
found in a closed analytical form. Second, the validity of the RH and related completeness of the
Rayleigh expansion in the grating region are shown to be defined by completeness of the true
modal expansion in the transformed medium.
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Appendix
In this Appendix we prove integrals of Eqs. (27) and (28). Consider a continuous periodic
function consisting of N twice differentiable pieces:
f (ξ) = fi(ξ), ξi−1 ≤ ξ < ξi, i = 1, . . . , N (40)
with ξ0 = 0 and ξN = Λ and a periodicity condition f1(ξ0) = fN (ξN ). Eq. (22) gives
(k1p + k1q)(k1p − k1q) + (βp + βq)(βp − βq) = 0. (41)
Here we omit the upper index of the propagation constants βp as the derivation is the same for
both upper and lower parts of the transformed medium. If p = q integration is straightforward:
δpq
1
Λ
Λ∫
0
[(βp + βq) ∓ (k1p + k1q) f ′(ξ)] exp [(k1q − k1p)ξ ± (βq − βp) f (ξ)] dξ
= 2βp ∓ 2
Λ
k1p
N∑
i=1
[ f (ξi) − f (ξi−1)] = 2βp
(42)
δpq
1
Λ
Λ∫
0
[(βp − βq) ± (k1p + k1q) f ′(ξ)] exp [(k1q − k1p)ξ ± (βp + βq) f (ξ)] dξ
=

k1p
jβpΛ
N∑
i=1
{
exp
[±2 jβp fi(ξi)] − exp [±2 jβp fi(ξi−1)]} , βp , 0
± 2k1p [ fi(ξi) − fi(ξi−1)] , βp = 0
= 0.
(43)
If p , q we multiply a numerator and a denominator under integrals by (k1q − k1p) and use
Eq. (41) to get
1
Λ
Λ∫
0
[(βp + βq) ∓ (k1p + k1q) f ′(ξ)] exp [(k1q − k1p)ξ ± (βq − βp) f (ξ)] dξ
=
N∑
i=1
βp + βq
k1q − k1p
1
Λ
ξi∫
ξi−1
[(βp + βq) ∓ (k1p + k1q) f ′i (ξ)] exp [(k1q − k1p)ξ ± (βq − βp) fi(ξ)] dξ
=
βp + βq
j(k1q − k1p)Λ
N∑
i=1
{
exp
[
j(k1q − k1p)ξi ± j(βq − βp) fi(ξi)
]
− exp [ j(k1q − k1p)ξi−1 ± j(βq − βp) fi(ξi−1)]}
=
βp + βq
j(k1q − k1p)Λ exp
[± j(βq − βp) f1(0)] {exp [ j(k1q − k1p)Λ] − 1} = 0,
(44)
1
Λ
Λ∫
0
[(βp − βq) ± (k1p + k1q) f ′(ξ)] exp [(k1q − k1p)ξ ± (βp + βq) f (ξ)] dξ
=
N∑
i=1
βp − βq
k1q − k1p
1
Λ
ξi∫
ξi−1
[(k1q − k1p) ± (βp + βq) f ′i (ξ)] exp [(k1q − k1p)ξ ± (βq + βp) fi(ξ)] dξ
=
βp − βq
j(k1q − k1p)Λ
N∑
i=1
{
exp
[
j(k1q − k1p)ξi ± j(βq + βp) fi(ξi)
]
− exp [ j(k1q − k1p)ξi−1 ± j(βq + βp) fi(ξi−1)]}
=
βp − βq
j(k1q − k1p)Λ exp
[± j(βq + βp) f1(0)] {exp [ j(k1q − k1p)Λ] − 1} = 0.
(45)
This proves Eqs. (27) and (28).
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