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Let T be a tree rooted at e endowed with a nearest-neighbor transition probability that
yields a recurrent random walk. We show that there exists a function K biharmonic off
e whose Laplacian has potential theoretic importance and, in addition, has the following
property: Any function f on T which is biharmonic outside a ﬁnite set has a representation,
unique up to addition of a harmonic function, of the form f = βK + B + L, where β
a constant, B is a biharmonic function on T , and L is a function, subject to certain
normalization conditions, whose Laplacian is constant on all sectors suﬃciently far from
the root. We obtain a characterization of the functions biharmonic outside a ﬁnite set
whose Laplacian has 0 ﬂux similar to one that holds for a function biharmonic outside
a compact set in Rn for n = 2,3, and 4 proved by Bajunaid and Anandam. Moreover, we
extend the deﬁnition of ﬂux and, under certain restrictions on the tree, we characterize
the functions biharmonic outside a ﬁnite set that have ﬁnite ﬂux in this extended sense.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
A basic question in potential theory is: Given a function harmonic outside a compact set, is there a natural way to asso-
ciate to it a global harmonic function? The following classical theorem answers this question in the case when the ambient
space is an open subset of Rn , for n 2.
Theorem 1.1. (See [1, Theorem 9.7].) Let Ω be an open subset of Rn, K a compact subset of Ω and let h be a harmonic function
on Ω\K .
(a) If n = 2, then h has a unique decomposition
h(x) = α log |x| + hΩ(x) + b(x) for x /∈ K ,
where α ∈ R, hΩ is harmonic on Ω , and b is a harmonic function on R2\K such that lim|x|→∞ b(x) = 0.
(b) If n > 2, then h has a unique decomposition
h(x) = hΩ(x) + b(x) for x /∈ K ,
where hΩ is harmonic on Ω , and b is a harmonic function on Rn\K such that lim|x|→∞ b(x) = 0.
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Such a tree can be viewed as a discrete analogue of R2. This result is outlined in Section 3 below.
In this paper we consider the analogous question for biharmonic functions on trees without positive potentials.
We are motivated by the ﬁrst author’s doctoral dissertation [3], in which the problem of extending biharmonic functions
across a compact set was studied. Given a function f on a tree T without terminal vertices, f biharmonic outside a ﬁnite
set, we provide some representations of f (unique up to the addition of a harmonic function) as sums of a biharmonic
function on the whole tree and two functions with special properties that are biharmonic outside a ﬁnite set. For a related
result on Riemannian manifolds, see the theorem in Section 3 of [8].
In Section 2, we give some preliminary deﬁnitions and notation on trees. In Section 3, we outline the concepts of
standard and ﬂux of a superharmonic function developed in [5] and [9] (see also [6] and [10]) and extend the notion of ﬂux
to a more general class of functions on the tree. Furthermore, we give a probabilistic interpretation of biharmonicity and of
the ﬂux of a biharmonic function.
In Section 4, we present our main results in a series of theorems which generalize the results in [9] to functions bi-
harmonic outside a ﬁnite set of vertices. Finally, in Section 5, we introduce the notion of principal value (P.V.) of the ﬂux,
and, under certain restrictions on the transition probabilities, we determine conditions under which functions biharmonic
outside a ﬁnite set have ﬁnite P.V. ﬂux. We then characterize the trees for which every bounded function has vanishing P.V.
ﬂux.
2. Preliminaries
By a tree T we mean a locally ﬁnite connected graph with no loops, which, as a set, we identify with the collection
of its vertices. We identify one vertex e as the root of T . Two vertices v and w are called neighbors if there is an edge
[v,w] connecting them, and we use the notation v ∼ w . A vertex is called terminal if it has a unique neighbor. A path is
a ﬁnite or inﬁnite sequence of vertices [v0, v1, . . .] such that vk ∼ vk+1 for all k. It is called a geodesic path if in addition
vk−1 = vk+1, for all k. For each pair of vertices v and w , let [v,w] denote the unique geodesic path from v to w . Given
a vertex v ∈ T , a vertex w is called a descendant of v if v lies in [e,w]. The vertex v is then called an ancestor of w .
We call the parent of a vertex v = e the only neighbor v− of v which is an ancestor of v . The vertex v is then called a
child of v− . Two vertices are called siblings if they have the same parent. For v ∈ T , the set Sv consisting of v and all its
descendants is called the sector determined by v . Denote by Wv the set Sv−\Sv , for v = e. Deﬁne the length of a ﬁnite path
[v = v0, v1, . . . ,w = vn] (with vk ∼ vk+1 for k = 0, . . . ,n) to be the number n of edges connecting v to w . The distance,
d(v,w), between vertices v and w is the length of the unique geodesic path connecting v to w . We deﬁne the length of a
vertex v , by |v| = d(e, v).
A function on a tree is a real-valued function on the set of its vertices. A real-valued function f on a tree T is said to be
radial on a set W if, for each v ∈ W , the value f (v) depends only on |v|.
In this paper, we shall assume the tree to be without terminal vertices, and so necessarily inﬁnite.
The trees we will be considering will always be equipped with a nearest-neighbor transition probability matrix p deﬁned
on pairs of vertices as follows: For each v,w ∈ T , p(v,w) 0, and p(v,w) > 0 if and only if v and w are neighbors, and
for each v ∈ T , ∑w∈T p(v,w) = 1.
The Laplacian operator on the set of functions f on T is deﬁned by
 f (v) =
∑
w∼v
p(v,w) f (w) − f (v),
for each v ∈ T .
A function f on T is harmonic (respectively, superharmonic, subharmonic, biharmonic) at v ∈ T if  f (v) = 0 (respectively,
 f (v) 0,  f (v) 0, 2 f (v) = ( f )(v) = 0). A function f is said to be harmonic (respectively, superharmonic, subhar-
monic, biharmonic) on a set E of vertices if it is harmonic (respectively, superharmonic, subharmonic, biharmonic) at each
v ∈ E . If E = T , we refer to f as harmonic (respectively, superharmonic, subharmonic, biharmonic).
A superharmonic function f is called a positive potential if it has no positive harmonic minorant, i.e. if h is harmonic and
h  f , then h  0. We call a tree transient (respectively, recurrent) if it has (respectively, does not have) positive potentials.
These notions are equivalent to those that arise in connection with the random walk generated by the nearest-neighbor
transition probability [11].
A tree is recurrent if and only if there are no nonconstant positive superharmonic functions (see Section 1.1 of [9]) and
is transient if and only if G(v,w) < ∞ for any pair of vertices v,w , where G is the Green function. Here
G(v,w) =
∞∑
n=0
pn(v,w), (1)
which in terms of random walk, is the expected number of times a walk beginning at v visits w .
Arguing by induction on the length of a vertex v , it is straightforward to show that if g is any function on T , then there
exists a function f , unique up to the addition of a harmonic function, such that  f = g . In fact, such a function f can be
chosen to be constant on siblings.
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the solution to the Dirichlet problem with boundary values f on S(n) is a function h deﬁned on B(n), harmonic on B(n− 1) and
such that h = f on S(n). The solution always exists and is unique (see Lemma 4.3 of [2]). We shall denote it by Hn f . A good
reference to potential theory on trees is Cartier (Ref. [7]).
3. Standard and ﬂux on a recurrent tree
Given a tree T , for v ∈ T , let [e, v] = [v0 = e, v1, . . . , vn = v] be the unique geodesic path from e to v . Let αe = 1 and
for v = e, deﬁne
αv =
n∏
j=1
p(v j−1, v j)
p(v j, v j−1)
,
the product of the forward probabilities divided by the product of the backward probabilities from e to v . Viewing α as a
measure on T and αp as the measure deﬁned by
(αp)v =
∑
w∈T
αw p(w, v),
a straightforward calculation shows that for all v ∈ T , (αp)v = αv , that is, α is a p-invariant measure [11].
By Theorem 6.1 of [11],
lim
n→∞
1
n
n−1∑
k=0
pk = L, (2)
a matrix all of whose rows are identical. Since the columns are constant, pL = L. If T is transient, then by (1) and (2), we
have
L  lim
n→∞
1
n
∞∑
k=0
pk = lim
n→∞
1
n
G.
Thus, L is identically zero.
Deﬁnition 3.1. If T is recurrent, we say that T is null if L is identically 0 and is ergodic otherwise.
It is well known that if T is recurrent, then T is ergodic if and only if
∑
v∈T αv < ∞ [11, Theorem 6.9]. In this case, each
row of L is the unique p-invariant probability measure and so it is a non-zero multiple of α. The entry in the column cor-
responding to v is αv/
∑
w∈T αw and represents the expected fraction of time a random walk which continues indeﬁnitely
spends at the vertex v .
The following proposition shows that null trees have a property in common with transient trees not shared by ergodic
trees.
Proposition 3.2. If T is transient, then
∑
v∈T αv = ∞.
Proof. Arguing by contradiction, suppose that
∑
v∈T αv < ∞. For a function f on T , deﬁne α f =
∑
v∈T αv f (v), the integral
of f with respect to the measure α. If χT is the function that is identically 1 on T , then αχT =∑v∈T αv , so our assumption
is that χT ∈ L1(α).
For any kernel U on T (i.e. U a function on T × T with values in [0,∞]), we deﬁne αU to be the measure
(αU )w =∑v∈T αvU (v,w). From the p-invariance of α, it follows by induction that for any n  0, αpn = α. In particu-
lar,
αpn(·, e) = αe = 1 for any n 0. (3)
Consider the sequences of functions {Gn} and {Tn} deﬁned on T by
Gn(v) =
n−1∑
k=0
pk(v, e), and Tn(v) = Gn(v)
n
.
Then Gn(v) (respectively, Tn(v)) is the expected number of times (respectively, the expected fraction of the time) a random
walk which begins at v visits vertex e in the ﬁrst n steps. Since Gn(v) → G(v, e) as n → ∞ and, by the transience hypoth-
esis, G is ﬁnite, Tn(v) converges to 0 as n → ∞. Since 0 Tn(v) χT (v) for all n and v , and χT ∈ L1(α), it follows by the
Dominated Convergence Theorem that αTn converges to 0 as n → ∞. On the other hand, by linearity and (3), we obtain
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n
n−1∑
k=0
α pk(·, e) = 1,
and so αTn cannot converge to 0 as n → ∞. This contradiction shows that ∑v∈T αv = ∞. 
Deﬁnition 3.3. A function f is said to be of ﬁnite type if there exists M ∈ N such that f is constant on Sv for each vertex v
with |v| = M . A function f is of -ﬁnite type if its Laplacian is of ﬁnite type.
In the remainder of this paper, we shall assume that T is a recurrent tree.
In [9] we introduced the following concept of standard on a recurrent tree T .
Deﬁnition 3.4. A function H on T is a standard if, given any function h harmonic outside a ﬁnite set, there exists a function
hT harmonic on T , a unique real number α, and a bounded function b such that h = αH + hT + b.
The above notion of standard was motivated by part (a) of Theorem 1.1 when Ω = R2.
Our deﬁnition of standard was implicit in [5], where we proved that there is a unique function H satisfying the properties
H  0, H is harmonic except at e, normalized by setting H(e) = 0, H(e) = 1, and H constant on siblings. An explicit
formula is given by
H(v) =
n−1∑
k=0
0(v)1(v) · · ·k(v), (4)
where [e, v] = [v0, . . . , vn], 0(v) = 1, and k(v) = p(vk,vk−1)1−p(vk,vk−1) , for k = 1, . . . ,n − 1.
Moreover in [5], for each v ∈ T , we determined a function Hv satisfying the conditions Hv  0, Hv (v) = 0, Hv harmonic
except at v , Hv(v) = 1, and αv H − Hv of ﬁnite type. Such a function is necessarily unique. Indeed, any two choices would
differ by a harmonic function of ﬁnite type (in particular bounded, hence constant) vanishing at v .
For each v ∈ T , let Kv be a function constant on siblings such that Kv = Hv . Thus, Kv −αv Ke is of -ﬁnite type. Denote
Ke by K . The function K is made unique by prescribing K (e) = K (w) = 1 for each vertex w of length 1. The function K is
the solution to the recurrence relation
K (vn+1) = H(vn) + K (vn) − rnK (vn−1)
1− rn , for n ∈ N,
where rn = p(vn, vn−1). Similarly, the functions Kv can be determined uniquely by adding analogous normalization condi-
tions, and explicit formulas can be derived. However, such normalized functions Kv are not needed in this work.
In [9], we deﬁned the ﬂux of a function s superharmonic except for ﬁnitely many vertices by
ﬂux(s) = sup As,
where
As = {α ∈ R: s − αH has a harmonic minorant on T }
and the supremum is deﬁned to be −∞ if As is the empty set. In that work many properties of the ﬂux were derived. In
particular, ﬂux(s) is ﬁnite if and only if s has a minorant harmonic outside a ﬁnite set of vertices, in which case we say that
s is admissible. Furthermore, we showed that for a function h harmonic outside a ﬁnite set, the constant α that appears in
Deﬁnition 3.4 is the ﬂux of h.
In Theorem 4.2 of [9], it was shown that the ﬂux of s can be calculated by means of the formula
ﬂux(s) =
∑
v∈T
s(v)αv .
We use this formula to extend the deﬁnition of ﬂux as follows.
Deﬁnition 3.5. Let f be any function such that at least one of the quantities
∑
v∈T ( f (v))+αv and
∑
v∈T ( f (v))−αv is
ﬁnite, where for a function g on T , g+ = max{g,0} and g− = max{−g,0} = g+ − g . We deﬁne the ﬂux of f by
ﬂux( f ) =
∑
v∈T
 f (v)αv .
We say that f is admissible if its ﬂux exists and is ﬁnite.
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(a) The function f is admissible if and only if there exist s1 and s2 admissible superharmonic on T such that f = s1 − s2 .
(b) If f is bounded and admissible, then the ﬂux of f is 0.
(c) The function f is not admissible and the ﬂux of f is ±∞ if and only if there exist s1 and s2 superharmonic on T such that
f = s1 − s2 and precisely one of the functions s1 and s2 is admissible.
Proof. To prove (a), assume f is admissible. Let g1 and g2 be functions such that g1 = −( f )− and g2 = −( f )+ .
Then  f = (g1 − g2), so that f − g1 + g2 is a harmonic function h on T . The functions s1 = g1 + h and s2 = g2 are
admissible superharmonic and such that f = s1 − s2. The converse follows immediately by the linearity of the ﬂux.
If f is bounded and admissible, then by part (a), f = s1 − s2 with s1 and s2 admissible superharmonic. Since s1 − s2 is
bounded, it follows that As1 = As2 , so ﬂux(s1) = ﬂux(s2), proving (b).
Let f be a non-admissible function with ﬂux ∞. Arguing as in the proof of part (a), f = s1 − s2 with s1 = −( f )− ,
s2 = −( f )+ . Then s1 is admissible and s2 is not admissible. One argues similarly when f has ﬂux −∞. The converse
follows from the linearity of the ﬂux. 
In Theorem 5.6, we shall see to what extent we can eliminate the admissibility condition in part (b) of Theorem 3.6.
Remark 3.7. If T is an ergodic tree and f is bounded on T , then f is necessarily admissible and by part (b) of Theorem 3.6,
the ﬂux of f is zero. If T is null, then the function f which is 1 at the vertices of even length and −1 at the vertices of
odd length is bounded but not admissible.
Remark 3.8. Here we give a probabilistic interpretation of biharmonicity. Let h be harmonic on T . Consider a random walk
that begins at vertex v and continues until the ﬁrst time after time 0 that it visits e. Say you start with a fortune of 0
and each time you visit a vertex w you add h(w) to your fortune. Let B(v) be your expected fortune at the ﬁrst time after
time 0 that you visit e. Then
B(v) =
∑
w∼v
p(v,w)
[
B(w) + h(w)]= ∑
w∼v
p(v,w)B(w) + h(v),
so B(v) = −h(v). Thus B is biharmonic. In particular if h is the constant function 1, then B(v) is the expected time that
a walk which begins at v takes to return to e.
We can also give a probabilistic interpretation of the ﬂux of B in case the tree is ergodic. Let βv = αv/|α|, where
|α| =∑v∈T αv . Then βv represents the expected fraction of time a random walk spends at v if the walk goes on forever.
Thus
− 1|α|ﬂux(B) =
∑
v∈T
βvh(v),
and this sum represents our expected long term fortune if we let the random walk go on forever.
4. Functions biharmonic outside a ﬁnite set
In this section, motivated by the following theorem (Theorem 16 of [4]), we wish to explore to what extent this result
holds on a recurrent tree.
Theorem 4.1. (See [4].) For a biharmonic function f deﬁned outside a compact set in Rn, 2  n  4, the following statements are
equivalent.
(a) The ﬂux at inﬁnity of  f is 0.
(b) There exist a biharmonic function B in Rn, and a constant α such that f − B − αEn is bounded near inﬁnity, where En is the
fundamental solution of Laplace’s equation in Rn given by
En(x) =
{− log |x| if n = 2,
|x|2−n if n = 3,4.
(c) For some r0 > 0, the mean value of  f on the sphere centered at 0 of radius r is independent of r for all r  r0 .
Furthermore, if f is harmonic, so is B in (b).
Since R3 and R4 are both spaces with potentials, R2 is the only space in the above theorem that corresponds to the
recurrent-tree setting. The analogue of E2 in our setting is the negative of the standard H .
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set, ﬁnd a global biharmonic function B such that f − B has natural and useful properties, and such that, under some
suitable normalization, the ensuing representation is unique up to the addition of a harmonic function. The following two
theorems solve this problem in slightly different ways.
Theorem 4.2. Let T be a recurrent tree. If f is a function on T biharmonic outside a ﬁnite set, then there exist B biharmonic on T ,
a unique constant β , and a function L of -ﬁnite type such that L(e) = 0 and
f = βK + B + L.
The functions B and L in the above representation are unique up to the addition of a harmonic function and β is the ﬂux of  f .
Proof. (Existence) Since  f is harmonic outside a ﬁnite set, there exist constants a1, . . . ,an and vertices v1, . . . , vn
such that 2 f = ∑nk=1 akδvk . Then hT =  f − ∑nk=1 akHvk has Laplacian vanishing everywhere, so it is a global har-
monic function. Thus,  f = hT + ∑nk=1 akKvk . Let bT be a biharmonic function whose Laplacian is hT . Then  f =
(bT + ∑nk=1 akKvk ), so that gT = f − bT − ∑nk=1 akKvk is a global harmonic function. Thus, setting B ′ = bT + gT ,
β = ∑nk=1 akαvk , and L′ = ∑nk=1 ak(Kvk − αvk K ), we obtain f = βK + B ′ + L′ . By replacing L′ with the function L ob-
tained by subtracting from L′ a global biharmonic function B ′′ whose Laplacian is equal to the constant function L′(e), we
obtain f = βK + B ′ + B ′′ + L. Letting B = B ′ + B ′′ , we obtain the desired representation of f .
(Uniqueness) Assume f = β1K + B1 + L1 = β2K + B2 + L2, with β j ∈ R, B j biharmonic on T , and L j of -ﬁnite type
such that L j(e) = 0, for j = 1,2. Taking the Laplacians, we obtain
 f = β j H + B j + L j, j = 1,2. (5)
Since the functions L1 and L2 are bounded and harmonic outside a ﬁnite set, they have 0 ﬂux. Moreover, since for
j = 1,2, B j is harmonic on T , its ﬂux is 0 as well. Thus, the ﬂux of  f is equal to β j , j = 1,2, so β1 = β2. Deﬁne
B = B1 − B2, and L = L1 − L2. Then
B + L = 0. (6)
Then, B+L = 0, where L is bounded. Thus, B must be bounded, and being globally harmonic, it must be a constant c.
In particular, c + L = 0 and so evaluation at e yields c = 0. Therefore B is a global harmonic function. Hence, by (6), L is
also a global harmonic function, completing the proof of the uniqueness of the representation up to a harmonic function. 
Note that under ergodicity assumptions on the tree, the function L in the above representation has ﬁnite ﬂux, since
ﬂux(L) =
∑
v∈T
αvL(v).
We now present a representation of a function biharmonic outside a ﬁnite set in the spirit of the representation pro-
vided in Theorem 4.2 but with a different normalization. This new representation will be used in Theorem 4.5 to obtain
a characterization of a class of functions biharmonic outside a ﬁnite set of vertices. This will furnish a discrete version of
Theorem 4.1.
Theorem 4.3. Let T be a recurrent tree. If f is a function on T biharmonic outside a ﬁnite set, then there exist B biharmonic on T , and
a function L of -ﬁnite type such that f = ﬂux( f )K + B + L and the average of the distinct constant values of L on all balls of
suﬃciently large radius is 0. The functions B and L in the above representation are unique up to the addition of a harmonic function.
Proof. (Existence) By Theorem 4.2, f = βK + B ′ + L′ with B ′ biharmonic and L′ of  ﬁnite type, where β is the ﬂux of  f .
Since L′ has ﬁnite type, it attains only ﬁnitely many distinct values c1, . . . , ck outside all suﬃciently large balls centered
at e. Let L = L′ − γ J , where γ = 1k
∑k
j=1 c j and J is a biharmonic function on T whose Laplacian is identically 1. Then, by
construction the average of the distinct values of L on all suﬃciently large balls centered at e is 0 and f = βK + B + L,
where B = B ′ + γ J .
(Uniqueness) Assume f = ﬂux( f )K + B1 + L1 = ﬂux( f )K + B2 + L2, with B j biharmonic on T , and L j of -ﬁnite
type such that the average of the distinct values of L j on all balls centered at e of suﬃciently large radius is 0, j = 1,2.
Then B1 − B2 = L2 − L1 is globally biharmonic and of -ﬁnite type. Therefore its Laplacian is bounded and harmonic, hence
is a constant, say C . Then L2 = L1 + C . Since the average of the distinct values of both L1 and L2 is 0, the constant
C must be 0. Therefore L2 and L1 (and hence B1 and B2) differ by a global harmonic function, as desired. 
Remark 4.4. If f is harmonic outside a ﬁnite set, then its Laplacian is bounded and vanishes outside a ﬁnite set, and thus f
is of -ﬁnite type and  f has 0 ﬂux. Then the function B in the above representation is necessarily harmonic. Indeed, since
f admits the representation f = 0 + f with 0 biharmonic and f of -ﬁnite type whose value on spheres of suﬃciently
large radius is 0, by the uniqueness of the representation up to the addition of a harmonic function, B must be harmonic.
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Theorem 4.5. Let T be a recurrent tree. For f biharmonic outside a ﬁnite set, the following statements are equivalent:
(a) The ﬂux of  f is 0.
(b) The function f admits the representation f = B + L, where B is biharmonic on T and L is of -ﬁnite type and such that the
average value of the distinct values of L on suﬃciently large balls is 0.
(c) The sequence {Hn f (e)} is bounded.
Proof. (a) ⇔ (b) follows immediately from Theorem 4.3.
(b) ⇒ (c): Assume f = B + L as in (b). Then, by the harmonicity of B , HnB(e) = B(e), while {HnL(e)} is bounded,
since L itself is bounded. Condition (c) follows immediately by additivity.
(c) ⇒ (a): Assume (c) valid. By Theorem 4.3, f = βK + B + L with β equal to the ﬂux of  f , B biharmonic and L of
-ﬁnite type such that the average value of the distinct values of L on suﬃciently large balls is 0. Since the sequences
{HnB(e)}, {Hn f (e)}, and {HnL(e)} are all bounded, the same is true for the sequence {HnβK (e)} = {HnβH(e)}.
However, the sequence {HnH(e)} is necessarily divergent to +∞, or else the limit of {HnH} would be the least harmonic
majorant h of H . Then, h − H would be a nonconstant positive superharmonic function, which is impossible since the tree
is recurrent. Thus, β must be 0, as desired. 
The normalization condition in part (b) of Theorem 4.5 has the disadvantage of not having a probabilistic interpretation.
In the next theorem, we impose a stronger restriction on the transition probabilities in order to obtain an improved version
of condition (b). Of all our results, this theorem most closely resembles Theorem 4.1.
Theorem 4.6. Let T be a recurrent tree such that p(v, v−) is a constant q throughout the tree and let f be biharmonic outside a ﬁnite
set. Then, the following statements are equivalent:
(a) The ﬂux of  f is 0.
(b) The function f admits the representation f = B0 + L0 , where B0 is biharmonic on T and L0 is of -ﬁnite type and such that
HnL0(e) = 0 for all n suﬃciently large.
(c) The sequenceHn f (e) is eventually constant.
For the proof we need several lemmas.
Lemma 4.7. Let T be a tree such that p(v, v−) is a constant q for each v = e. Fix n ∈ N and let [v0, . . . , vn] be a geodesic path of
length n and such that each vertex v j has only the neighbors v j−1 and v j+1 for j = 1, . . . ,n − 1. Then the solution h to the Dirichlet
problem on [v0, . . . , vn] with boundary values a0 at v0 and an at vn is given by
h(v j) = a0 − (a0 − an)
(
1− r j
1− rn
)
,
for j = 0, . . . ,n, where r = q1−q .
Proof. Fix j = 1, . . . ,n − 1. The harmonicity at v j of the solution to the Dirichlet problem yields the linear second order
recurrence relation
(1− q)h(v j+1) − h(v j) + qh(v j−1) = 0,
whose characteristic equation is (1 − q)x2 − x + q = 0. Its roots are x = 1 and x = q1−q = r. Thus, the general solution is
h(v j) = A + Br j , and from the boundary conditions h(v0) = a0 and h(vn) = an , we see that the constants A and B must
satisfy the relations A + B = a0 and A + Brn = an . Hence, A = a0 − a0−an1−rn and B = a0−an1−rn . Therefore
h(v j) = a0 − (a0 − an)
(
1− r j
1− rn
)
,
which yields the result. 
Lemma 4.8. Let T be a tree such that p(v, v−) is a constant q for each v = e. Given any w ∈ T and n ∈ N such that n > |w|, let h be
a function deﬁned on Sw ∩ B(n), harmonic on Sw ∩ B(n − 1), and constant on Sw ∩ S(n). Then h is radial.
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Proof. For v ∈ T deﬁne the function
f (v) = A + B
(
q
1− q
)|v|
where the constants A and B are chosen so that f (w) = h(w) and f (v) is the constant value of h for v ∈ Sw ∩ S(n). Observe
that f is radial and harmonic on Sw ∩ B(n − 1). Thus, by the uniqueness of the solution to the Dirichlet problem, f = h on
Sw ∩ B(n). Therefore, h is radial. 
Lemma 4.9. Let T be a recurrent tree such that p(v, v−) is a constant q for each v = e. Fix m ∈ N and a vertex w of length m, and let
n be an integer such that n m. Then the value at e of the solution to the Dirichlet problem with boundary values the characteristic
function of Sw ∩ S(n) on S(n) is given by∏m−1
j=0 p j
(1− q)m−1 ,
where v0 = e, v1, . . . , vm = w are the vertices in the path [e,w] with v j−1 ∼ v j , and p j = p(v j, v j+1), for j = 1, . . . ,m − 1.
Proof. We ﬁrst show that the result can be reduced to proving the case when n =m, by arguing inductively. By the radiality
property of the solution to the Dirichlet problem in Lemma 4.8, the problem can be simpliﬁed by looking at a tree that
has the shape of an uneven comb, that is, the tree consisting of the path [v0 = e, v1, . . . , vm = w] together with the paths
π j = [v j, v j j+1, v j j+2, . . . , v jn], with |v jk| = k, k = j + 1, . . . ,n, h(v jn) = 0 for j = 0, . . . ,m − 1, and h(vmn) = 1. The paths
π0, . . . ,πm−1 are the “teeth of the comb” and each path π j has length n − j. See Fig. 1 for a representation of the case
m = 3 and n = 4.
Assume n >m and let us denote by h(m−1) and h(m) the solution to the Dirichlet problem on B(n) with boundary values
the characteristic function of Svm−1 ∩ S(n) and Svm ∩ S(n), respectively. Then h(m−1)(e) = h(m)(e)+ h˜(m)(e), where h˜(m) is the
solution to the Dirichlet problem with values 0 at v jn for j =m − 1 and 1 at vm−1n . Applying the formula to be proved to
the two solutions to the Dirichlet problems for B(n), we obtain
h(m−1)(e) =
∏m−1
j=0 p j
(1− q)m−1 +
(
∏m−2
j=0 p j)(1− q − pm−1)
(1− q)m−1
=
∏m−2
j=0 p j
(1− q)m−1 (pm−1 + 1− q − pm−1) =
∏m−2
j=0 p j
(1− q)m−2 .
Thus, if the formula holds for m, it also holds for m − 1. Consequently, if we show that the formula holds for m = n, then
arguing inductively on n −m, we obtain the formula for each m < n.
From now on, assume that m = n. See Fig. 2 for an illustration of the case m = n = 4.
To simplify the notation, let us set a jk = h(m)(v jk) and a j = h(m)(v j), for j = 0, . . . ,m − 1, k = j + 1, . . . ,m. Noting that
am− j = 0 and setting r = q1−q , by Lemma 4.7, we have
a j
k = a j
(
1− 1− r
k− j
m− j
)
. (7)1− r
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The harmonicity condition at v0 = e yields
p0a1 + (1− p0)a01 = a0.
Hence, using (7) for j = 0 and k = 1, we obtain[
1− (1− p0)
(
1− 1− r
1− rm
)]
a0 − p0a1 = 0. (8)
The harmonicity condition at v j , for 1 j m − 2, yields
qa j−1 + p ja j+1 + (1− q − p j)a j j+1 = a j.
Thus, using (7) for k = j + 1, we get
qa j−1 + p ja j+1 + (1− q − p j)a j
(
1− 1− r
1− rm− j
)
= a j,
whence
−qa j−1 +
[
1− (1− q − p j)
(
1− 1− r
1− rm− j
)]
a j − p ja j+1 = 0. (9)
Finally, the harmonicity condition at vm−1 yields
qam−2 + pm−1 = am−1. (10)
Set c0 = 1− (1− p0)(1− 1−r1−rm ), and for 1 j m − 2, let
c j = 1− (1− q − p j)
(
1− 1− r
1− rm− j
)
.
Combining (8), (9), and (10), we obtain a system of m linear equations in the unknowns a0,a1, . . . ,am−1, which can be
described as the matrix equation⎡
⎢⎢⎢⎢⎢⎢⎣
c0 −p0 0 . . . . . . 0
−q c1 −p1 0 . . . 0
0 −q c2 −p2 . . . 0
...
. . .
. . .
. . .
. . .
...
0 . . . 0 −q cm−2 −pm−2
0 . . . . . . 0 −q 1
⎤
⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎣
a0
a1
...
am−1
⎤
⎥⎥⎦=
⎡
⎢⎢⎢⎢⎣
0
0
...
0
pm−1
⎤
⎥⎥⎥⎥⎦ .
Using Cramer’s rule to ﬁnd a0, and expanding the determinant in the numerator about the ﬁrst column, we obtain
a0 = p0p1 . . . pm−1
det A
,
where A is the coeﬃcient matrix.
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d j =
⎧⎨
⎩
1−r
1−rm if j = 0,
1−rm− j+1
(1+r)(1−rm− j) if j = 1, . . . ,m − 2.
(11)
In addition, we have
c j = d j + p j
(
r − rm− j
1− rm− j
)
, for j = 0, . . . ,m − 2. (12)
We claim that row reducing A by using the diagonal entries in turn from the bottom right-hand corner upward yields a
lower-triangular matrix in which the diagonal entries are d j . To prove the claim, it suﬃces to check the conditions
−qpm−2 + cm−2 = dm−2,
and
− q
d j
p j−1 + c j−1 = d j−1, j = 1, . . . ,m − 2,
and these follow easily from (11) and (12).
Thus det A equals the product of the d j ’s. Recalling that q = r1+r and using (11), we obtain
m−2∏
j=0
d j =
(
1− r
1− rm
) ∏m−2
j=1 (1− rm− j+1)
(1+ r)m−2∏m−2j=1 (1− rm− j)
= 1− r
(1+ r)m−2(1− r2) =
1
(1+ r)m−1 = (1− q)
m−1.
This completes the proof. 
Proof of Theorem 4.6. (a) ⇒ (c): As observed in Theorem 4.5, f = B + L with B biharmonic on T and L of -ﬁnite type.
Then B is globally harmonic, and thus, HnB(e) is precisely the constant B(e). On the other hand, L is of ﬁnite
type and its values are constant on sectors determined by vertices of suﬃciently large length. By linearity, it suﬃces to
show the result when L restricted to S(n) is the characteristic function χ of the intersection of S(n) with the sector
determined by a ﬁxed vertex of length m, where m n. By Lemma 4.9, Hnχ(e) is a number which is independent of n, for
all nm.
(c) ⇒ (b): By Theorem 4.5, there exist B biharmonic on T , L of -ﬁnite type such that the average of the distinct values
of L on suﬃciently large balls is 0 and f = B + L. Let J be a biharmonic function whose Laplacian is identically 1 and let
γ =HnL(e) for n suﬃciently large. Such a value is independent of n for n large because this is true for both Hn f (e)
(by assumption) and HnB(e) = B(e) (since B is harmonic). Set B0 = B + γ J and L0 = L − γ J . Then, B0 is biharmonic
on T and L0 satisﬁes the desired requirements.
(b) ⇒ (a): Since B0 is harmonic and L0 is bounded and harmonic outside a ﬁnite set, both B0 and L0 have 0 ﬂux.
By additivity, it follows that the ﬂux of  f is 0. 
We end the section by giving an example which shows that in the recurrent tree setting, even in the restrictive case of
constant inward probabilities, there is no analogue of part (b) of Theorem 4.1.
Example 4.10. Let T be the homogeneous tree of degree 2, which we identify with Z, where p(n,n + 1) = 12 for all n ∈ Z.
Then the biharmonic functions are the polynomials of degree no greater than 3 and the standard is the function H(n) = |n|,
for n ∈ Z. The function f deﬁned by
f (n) =
{
n3 + 2n2 if n 0,
n3 if n < 0,
is biharmonic off {−1,1} and  f has zero ﬂux. Yet there exist no biharmonic function on Z and no multiple of H which
subtracted from f could yield a bounded function. In the context of Theorem 4.6, we may let B(n) = n3 + n2 and
L(n) =
{
n2 if n 0,
−n2 if n < 0.
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In this section, our goal is to determine under what conditions functions biharmonic outside a ﬁnite set exhibit properties
similar to admissible superharmonic functions, i.e. have ﬁnite ﬂux. The example below, however, shows that even in the
ergodic case global biharmonic functions need not have ﬁnite ﬂux. For this reason, we introduce the notion of principal
value of the ﬂux.
Deﬁnition 5.1. Given a function f on T , deﬁne the principal value of the ﬂux of f to be
P.V. ﬂux( f ) = P.V.
∑
v∈T
αv f (v) := lim
n→∞
n∑
k=0
∑
v∈S(k)
αv f (v),
provided that this limit exists in the extended sense (i.e. the limit is either ﬁnite or +∞ or −∞).
Note that this deﬁnition agrees with the deﬁnition of ﬂux in Deﬁnition 3.5 if the ﬂux exists in the extended sense.
The function L in Example 4.10 has P.V. ﬂux equal to 0, but the ﬂux of L is not deﬁned in the extended sense. In
the following example, we give an ergodic tree and a global biharmonic function with no ﬂux but with ﬁnite P.V. ﬂux.
Theorem 5.3 will show that this is not accidental.
Example 5.2. Let T be Z with p(n,n + sgnn) = 1/4, p(n,n − sgnn) = 3/4, for n = 0, and p(0,±1) = 1/2. Let B be a
biharmonic function such that h = B is given by h(n) = 3n − 1 and h(−n) = −h(n) for n 0. Note that for n = 0, αn = 23|n| ,
and α0 = 1. The P.V. ﬂux of B is clearly 0 but, since h(n)αn is approximately 2(signn), the ﬂux of B is not deﬁned.
Theorem 5.3. Let T be a homogeneous tree of degree t + 1 with radial transition probabilities.
(a) If T is ergodic, then a function biharmonic outside a ﬁnite set has ﬁnite P.V. ﬂux if and only if the ﬂux of its Laplacian is 0.
(b) Let f be biharmonic on T . If T is ergodic, then f has ﬁnite P.V. ﬂux. If T is non-ergodic, then f has ﬁnite P.V. ﬂux if and only if
 f (e) = 0.
Proof. To prove (a), we shall ﬁrst show that if B is biharmonic on T , then P.V. ﬂux(B) = B(e)M , where M =∑v∈T αv < ∞
since T is ergodic. For each nonnegative integer n let cn denote the number of vertices of length n, so that c0 = 1 and for
n > 0, cn = (t+1)tn−1. By the radiality assumption on the probabilities, the function v ∈ T → αv depends only on the length
of v , and so we may set αn = αv for |v| = n. Then
M =
∑
v∈T
αv =
∞∑
n=0
∑
|v|=n
αv =
∞∑
n=0
cnαn.
Let h = B which is harmonic on T . Then, by the Mean Value Property, h(e) = 1cn
∑
|v|=n h(v). Thus∑
|v|=n
αvh(v) = αn
∑
|v|=n
h(v) = αncnh(e).
Hence
P.V.
∑
v∈T
αvh(v) = h(e)
∞∑
n=0
αncn = h(e)M.
Consequently,
P.V. ﬂux(B) = P.V.
∑
v∈T
αvB(v) = B(e)M, (13)
which is ﬁnite.
Next assume f is biharmonic outside a ﬁnite set. Then f = ﬂux( f )K + B + L, for some biharmonic function B and a
function L of -ﬁnite type. Then L is bounded, so P.V. ﬂux(L) =∑v∈T αvL(v) is convergent.
We now show that K has inﬁnite ﬂux. By deﬁnition of ﬂux and the radiality assumption on the tree, we need to
show that
∑
v∈T αv H(v) =
∑∞
n=0 αncnHn is divergent, where Hn = H(v) for |v| = n. Letting r j = p(v j, v j−1) for each j ∈ N,
observe that p j = p(v j, v j+1) = 1−r jt , and p0 = 1t+1 , so that, for n ∈ N, we have
cnαn = (t + 1)tn−1 (1− r1) · · · (1− rn−1)n−1 =
(1− r1) · · · (1− rn−1)
.
(t + 1)r1 · · · rnt r1 · · · rn
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cnαnHn = cnαn
(
1+
n−1∑
k=1
k∏
j=1
r j
(1− r j)
)
> cnαn
n−1∏
j=1
r j
(1− r j) =
1
rn
 1.
Thus, the series
∑∞
n=0 cnαnHn diverges.
Consequently, by the additivity of the ﬂux, the P.V. ﬂux of f is ﬁnite if and only if the ﬂux of  f is 0.
Let us now prove (b). In the ergodic case, the result follows from part (a) and the fact that every harmonic function has
0 ﬂux. In the non-ergodic case the result follows by applying (13) using the fact that M = ∞. 
We now give the notion of ∗-ergodicity on a tree.
Deﬁnition 5.4. A tree T is said to be ∗-ergodic if
lim
n→∞
∑
|v|=n
αv = 0.
Clearly, an ergodic tree is ∗-ergodic, but the converse is false, as shown in the following example, in which we also
describe a bounded non-admissible function with zero P.V. ﬂux. This leads to the characterization of ∗-ergodic trees in
Theorem 5.6 (to be compared with Theorem 3.6).
Example 5.5. Consider T = Z endowed with transition probabilities
p(n,n + 1) = p(−n,−n − 1) = n
2n + 1
for n  1, and p(0,1) = p(0,−1) = 12 . Then, a straightforward computation shows that for n  1, αn = α−n = 2n+12n(n+1) , so
that α−n + αn → 0 as n → ∞, while ∑αn = ∞. Thus, T is ∗-ergodic but not ergodic.
Now consider f (n) = 1+(−1)n2 , for n ∈ Z. Then  f (n) = (−1)n+1, so the ﬂux of f would be
−1+ 2
∞∑
n=1
(−1)n+1 2n + 1
2n(n + 1)
which converges to 0 but is not absolutely convergent. Thus f is bounded but not admissible. Of course, the P.V. ﬂux of f
is zero.
We now use the P.V. ﬂux to characterize ∗-ergodicity.
Theorem 5.6. A tree T is ∗-ergodic if and only if every bounded function on T has vanishing P.V. ﬂux.
Proof. Assume T is ∗-ergodic. Let f be bounded on T with ‖ f ‖∞ = M . By formula (4.3) of [9],
P.V. ﬂux( f ) = lim
n→∞
∑
|v|n−1
αv f (v) = lim
n→∞
∑
|v|=n
(
f (v) − f (v−))αv p(v, v−)
 lim
n→∞
∑
|v|=n
2Mαv = 0.
On the other hand, arguing as above using the function − f , we also obtain that P.V. ﬂux(− f )  0. Hence,
P.V. ﬂux( f ) = 0.
To prove the converse, assume T is not ∗-ergodic. Then, there exist  > 0 and a sequence of positive integers {ni}i∈N such
that ni  ni−1 + 3 for all i ∈ N and ∑|v|=ni αv >  . Let A =⋃i∈N S(ni) and deﬁne f = −χA , where χA is the characteristic
function of A. Then  f (v) = 1 for all vertices v , |v| = ni , i ∈ N. Then∑
|v|ni
 f (v)αv −
∑
|v|<ni
 f (v)αv > .
Thus, the sequence {∑|v|ni  f (v)αv }i∈N is not Cauchy, and hence, it is not convergent. Therefore
P.V. ﬂux( f ) = lim
n→∞
∑
|n|v
 f (v)αv
cannot exist. 
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