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РЕФЕРАТ 
Актуальність теми.       
Без цифрових систем зараз важко собі уявити розвиток людства. Вони 
знаходять використання майже в будь-якій галузі: від смартфона в кишені 
до управління величезним лайнером. Від їх справної роботи можуть 
залежать як майно, так і життя багатьох людей. Враховуючи це, важливою 
частиною розробки таких систем стає розрахунок їх надійності. 
Основним способом тестування цифрових систем є генерування 
спеціальних впливів на об’єкт та аналіз його реакції. Найбільшого 
розповсюдження здобули послідовності псевдовипадкових сигналів. Одним 
із основних способів отримання таких послідовностей є генератори 
псевдовипадкових послідовностей, що використовують цифровий спосіб 
формування послідовностей. Генератори таких послідовностей мають ряд 
переваг над фізичними генераторами випадкових чисел. 
При цьому важливою задачею є оптимізація тестування. Цифрові 
системи складаються з багатьох різних елементів, тому змога настроювати 
розподіл тестових наборів у відповідності до ймовірностей відмов елементів 
системи може призвести до оптимізації процесу тестування. 
Об’єктом дослідження є методи структурної генерації послідовностей 
двійкових векторів. 
Предметом дослідження є процес синтезу джерела послідовності 
двійкових векторів, моделювання його функціонування. 
Мета роботи полягає в розробці методу синтезу джерела послідовності 
двійкових векторів постійної ваги з розподілом одиничних значень у 
вихідних векторах, що відповідає заданим ймовірнісним характеристикам. 
Методи дослідження. В роботі використовуються методи 
проектування джерел псевдовипадкових двійкових чисел, методи теорії 
ймовірності, методи дискретної математики. 
Наукова новизна роботи полягає в наступному:  
 Розроблено новий метод синтезу керованого генератора послідовності 
двійкових векторів з постійною вагою з розподілом одиничних значень у 
вихідних векторах, що відповідає вхідним ймовірнісним параметрам. 
Практична цінність отриманих в роботі результатів полягає в 
використанні отриманого генератора для оптимізації процесу 
проведення статистичних тестів з моделями неоднорідних цифрових 
систем. 
Апробація роботи. Основні положення і результати роботи були 
представлені та обговорювались на XI науковій конференції молодих 
вчених «Прикладна математика та комп’ютинг» ПМК-2018-2 (Київ, 14-16 
листопада 2018 р.) та на 20-й Міжнародній науково-технічній конференції 
SAIT 2018 (Київ, 21-24 травня 2018 р.) 
Структура та обсяг роботи. Магістерська дисертація складається з 
вступу, трьох розділів, висновків та додатків. 
У вступі надано загальну характеристику роботи. 
У першому розділі виконано оцінку сучасного стану проблеми, 
обґрунтовано актуальність напрямку досліджень, сформульовано мету 
дослідження, розглянуто різноманітні методи отримання псевдовипадкових 
чисел. 
У другому розділі розглянуто особливості використання 
псевдовипадкових послідовностей для формування тестових наборів, 
генератори псевдовипадкових тестових наборів, тестові послідовності 
спеціального виду, їх генерація та використання у статистичних тестах з 
моделями цифрових систем, основні аспекти нового методу. 
У третьому розділі містяться основні положення нового методу, опис 
програмного продукту, аналіз роботи програмної моделі. 
У висновках представлені загальні висновки та результати аналізу  
роботи моделі. 
 Робота виконана на  86 аркушах, містить __ додатків та посилання на 
список використаних літературних джерел з 9 найменувань. У роботі 
наведено 28 рисунків та 4 таблиці. 
Ключові слова: неоднорідна цифрова система, псевдовипадковий 
двійковий вектор, постійна вага, регістр зсуву, лінійний зворотній звʼязок. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ABSTRACT 
Theme urgency.  
Without digital systems, it's hard to imagine the development of mankind. 
They find use in almost any industry: from a smartphone in a pocket to managing 
a huge liner. Both property and lives of many people relies on their correct work. 
Given this, an important part of the development of such systems is the calculation 
of their reliability. 
 The main way of digital systems testing is to generate special effects on the 
object and analyze its response. The most widespread are sequences of 
pseudorandom signals. One of the main ways of obtaining such sequences is 
generators of pseudorandom sequences that use the digital method of forming 
sequences. Generators of such sequences have several advantages over physical 
generators of random numbers. 
At the same time, an important task is to optimize testing process. Digital 
systems consist of many different elements, so the ability to configure the 
distribution of test patterns in accordance with the probabilities of failure of the 
system elements can lead to optimization of the testing process.   
Object of research  are methods of sequences of binary vectors structural 
generating. 
Subject of research is a process of synthesizing the source of the sequence 
of binary vectors, modeling its operation. 
Research objective: is to develop a method for synthesizing a source of a 
sequence of binary vectors of constant weight with the distribution of ‘ones’ in 
output vectors, which corresponds to given probabilistic characteristics 
Research methods. Methods of designing sources of pseudorandom binary 
numbers, theory of probability methods, discrete mathematics methods are used 
in this work. 
Scientific novelty consists in the following:  
A new method for synthesizing a controlled generator of a sequence of 
binary vectors with constant weight with the distribution of ‘ones‘ in output 
vectors, which corresponds to the input probabilistic parameters, is developed. 
Practical value of the obtained results consists in use of the obtained 
generator to optimize the process of conducting statistical tests with models of 
heterogeneous digital systems..    
Approbation. The basic points and outcomes of the research have been 
presented and discussed at the 11th scientific conference for students and  
postgraduates «Applied mathematics and computing» PMK-2018 (Kyiv,  
 November 14-16, 2018) as well as at the 20th International Conference SAIT (May 
21-24, 2018, Kyiv, Ukraine).   
Structure and content of the thesis. The master thesis consists of the  
introduction, three chapters, conclusions and appendixes. 
The introduction presents the general description of the research. 
In the first chapter the estimation of the current state of the problem was 
made, the relevance of the research direction was substantiated, the purpose of the 
research was formulated, various methods of obtaining pseudorandom 
numbers were considered.  
In the second chapter features of pseudorandom sequence use for formation 
of test patterns, generators of pseudorandom test patterns, test sequences of the 
special kind, their generation and use in statistical tests with digital systems 
models, main aspects of the new method were considered. 
In the third chapter contains the main theses of the new method, description 
of the software product, analysis of the work of the software model are presented. 
In the conclusions general conclusions and results of analysis of model work 
are presented. 
The thesis is presented in 86 pages, it contains _ appendixes and 9  
references to the used information sources. 28 figures and 4 tables are given in the 
thesis. 
Key words: heterogeneous digital system, pseudorandom binary pattern, 
constant weight, shift register, linear feedback. 
 
 РЕФЕРАТ 
Актуальность темы. Без цифровых систем сейчас трудно себе 
представить развитие человечества. Они находят применение почти в 
любой отрасли: от смартфона в кармане к управлению огромным лайнером. 
От их исправной работы могут зависят как имущество, так и жизнь многих 
людей. Учитывая это, важной частью разработки таких систем становится 
расчет их надежности. 
Основным способом тестирования цифровых систем является 
генерирование специальных воздействий на объект и анализ его реакции. 
Наибольшее распространение получили последовательности 
псевдослучайных сигналов. Одним из основных способов получения таких 
последовательностей являются генераторы псевдослучайных 
последовательностей, использующих цифровой способ формирования 
последовательностей. Генераторы таких последовательностей имеют ряд 
преимуществ перед физическими генераторами случайных чисел. 
При этом важной задачей является оптимизация тестирования. 
Цифровые системы состоят из многих различных элементов, поэтому 
возможность настраивать распределение тестовых наборов в соответствии 
с вероятностей отказов элементов системы может привести к оптимизации 
процесса тестирования. 
Объектом исследования являются методы структурной генерации 
последовательностей двоичных векторов. 
Предметом исследования является процесс синтеза источника 
последовательности двоичных векторов, моделирование его 
функционирования. 
Цель работы заключается в разработке метода синтеза источника 
последовательности двоичных векторов постоянного веса с распределением 
единичных значений в сгенерированных векторах, что соответствует 
заданным вероятностным характеристикам. 
 Методы исследования. В работе используются методы 
проектирования источников псевдослучайных двоичных чисел, методы 
теории вероятности, методы дискретной математики. 
Научная новизна работы состоит в следующем:  
 Разработан новый метод синтеза управляемого генератора 
последовательности двоичных векторов с постоянным весом с 
распределением единичных значений в исходных векторов, что 
соответствует входным вероятностным параметрам. 
Практическая ценность полученных в работе результатов 
заключается в использовании полученного генератора для оптимизации 
процесса проведения статистических тестов с моделями неоднородных 
цифровых систем. 
Апробация работы. Основные положения и результаты работы были 
представлены и обсуждались на XI научной конференции молодых ученых 
«Прикладная математика и компьютинг» ПМК-2018-2 (Киев, 14-16 ноября 
2018) и на 20-й Международной научно-технической конференции SAIT 
2018 (Киев, 21-24 мая 2018) 
Структура и объем работы. Магистерская диссертация состоит из 
введения, трех разделов, выводов и приложений. 
Во вступлении предоставлено общую характеристику работы. 
В первом разделе выполнена оценка современного состояния 
проблемы, обоснована актуальность направления исследований, 
сформулированы цель исследования, рассмотрены различные методы 
получения псевдослучайных чисел. 
Во втором разделе рассмотрены особенности использования 
псевдослучайных последовательностей для формирования тестовых 
наборов, генераторы псевдослучайных тестовых наборов, тестовые 
последовательности специального вида, их генерация и использование в 
статистических тестах с моделями цифровых систем, основные аспекты 
нового метода. 
 В третьем разделе содержатся основные положения нового метода, 
описание программного продукта, анализ работы программной модели. 
В выводах сделаны общие выводы по работе; проанализированы 
полученные результаты. 
Работа представлена на 86 страницах, содержит __ приложений и 
ссылки на список использованных литературных источников из 9 
наименований. В работе приведены 28 рисунков и 4 таблици. 
Ключевые слова: неоднородная цифровая система, псевдослучайный 
двоичный вектор, постоянный вес, регистр сдвига, линейная обратная связь. 
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 ПЕРЕЛІК СКОРОЧЕНЬ, УМОВНИХ ПОЗНАЧЕНЬ, ТЕРМІНІВ 
АГТП Автоматична генерація тестових послідовностей 
БС  Багатопроцесорна система 
ГПВП Генератор псевдовипадкових послідовностей 
ГПВЧ Генератор псевдовипадкових чисел 
ПВТН Псевдовипадковий тестовий набір  
ПВЧ Псевдовипадкове число  
РЗЛЗЗ Регістр зсуву з лінійним зворотним зв’язком 
РС Регістр зсуву 
ТН Тестовий набір  
ЦВ Цифровий вузол 
ЧП Числова послідовність  
 ВСТУП 
Без цифрових систем зараз важко собі уявити розвиток людства. Вони 
знаходять використання майже в будь-якій галузі: від смартфона в кишені 
до управління величезним лайнером. Від їх справної роботи можуть 
залежать як майно, так і життя багатьох людей. Враховуючи це, важливою 
частиною розробки таких систем стає розрахунок їх надійності. 
Основним способом тестування цифрових систем є генерування 
спеціальних впливів на об’єкт та аналіз його реакції. Найбільшого 
розповсюдження здобули послідовності псевдовипадкових сигналів. Одним 
із основних способів отримання таких послідовностей є генератори 
псевдовипадкових послідовностей, що використовують цифровий спосіб  
формування послідовностей. Генератори таких послідовностей мають ряд 
переваг над фізичними генераторами випадкових чисел. 
При цьому важливою задачею є оптимізація тестування. Цифрові 
системи складаються з багатьох різних елементів, тому змога настроювати 
розподіл тестових наборів у відповідності до ймовірностей відмов елементів 
системи може призвести до оптимізації процесу тестування. 
 
  
 
 
  
 АНАЛІЗ ІСНУЮЧИХ РІШЕНЬ ТА ОБҐРУНТУВАННЯ ТЕМИ 
МАГІСТЕРСЬКОЇ ДИСЕРТАЦІЇ 
1.1.1. Актуальність обраної теми 
Для розрахунку ймовірності безвідмовної роботи багатопроцесорних 
систем на етапі проектування використовують статистичні тести над 
моделями, що відображають реакцію багатопроцесорної системи. Для таких 
тестів використовуються вектори станів системи Z = {z1, z2, …, zn}, де zi – 
стан окремого елемента (процесора багатопроцесорної системи наприклад) 
і z𝑖 ∈ {0,1}, де 0 – робочий стан, 1 – відмова.  
Виходячи з цього, для оптимізації тестування таких систем, є 
доречним формування тестових послідовностей певної, постійної ваги k. 
Але якщо система неоднорідна, тобто ймовірності відмови різних елементів 
різні, то для подальшої оптимізації доречно використовувати послідовності 
постійної ваги, у яких на певних наборах одиничні значення з’являються 
частіше на позиціях тих елементів, які мають більшу ймовірність вийти з 
ладу. 
1.1.2. Псевдовипадкові послідовності та їх генерація  
1.2.1 Конгруентний метод  
Одними з перших способів  генерації псевдовипадкових 
послідовностей з рівномірним розподілом були конгруентні методи та 
методи генерації М-послідовностей. 
Конгруентний метод описується рекурентним співвідношенням  
.  
де A, C, . R – пості .йні числа; . 𝑋0 > 0, . 𝐴 > 0, 𝐶 ≥  .0, 𝑅 > 𝑋0 . , 𝑅 > 𝐴, 𝑅 > 𝐶 .  
При 𝐶 = .0 метод м.атиме назв.у мультипл.ікативний .конгруентн .ий, а при . 
𝐶 > 0 – з.мішаний ко .нгруентний. і послідо .вність, що . формуєтьс.я у 
відпов.ідності до . нього наз.иватиметьс.я лінійною. конгруент.ною 
послід .овністю. 
  .Найчастіше. на практи.ці значенн .я R вибира.ється як: . 
𝑅 =  𝑟𝑚 ., 
де r – .основа сис .теми числе.ння, що зн .ачно спрощ.ує виконан .ня операці .ї по 
модул.ю числа R. . Тоді алго .ритм отрим .ання черго.вого числа. 𝑋𝑘 м.атиме 
вигл.яд:  
 
Про .те не будь.-який набі .р значень .𝑋0, 𝐴, . 𝐶, 𝑟,𝑚 .призводить. до 
формув.ання послі .довностей, . близькими . за своїми . властивос.тями до 
рі.вномірним .випадкових .  Наприкла.д при 𝑋
.0 = 𝐴 = 𝐶 = 7, . 𝑟 = 10 ,𝑚 = 1. 
числова .послідовні .сть, що фо.рмуватимет.ься матиме. вигляд 
… .6, 9, 0, 7. , 6, 9, 0, . 7,… . 
У .зв’язку з .цим важлив.им є знахо.дження  ви.мог до зна .чень  𝑋
.0, 𝐴, 𝐶, . 𝑟, 
 𝑚, .при яких о .тримувана .числова по .слідовніст.ь задоволь.няла хоча .б даному 
м.інімальном.у набору к .ритеріїв[1 .]: рівнойм .овірність .цифр всере .дині 
розря.дів чисел .послідовно .сті; відсу.тність кор .еляції  в .розрядах т.а між ними.    
 Виход.ячи з теор .еми, що по .слідовніст.ь значень .i-го розря.ду 
псевдов.ипадкових .чисел, отр .иманих на .основі вир .азу (1.2) .при 𝐶 = 0, . 𝑋0 =
1, .є періодич.ною з пері .одом  
𝐿
.𝑖 ≤ 𝑟
𝑖−.1(𝑟 − 1), 𝑖 . = 1, 2,… , . 𝑚 .  
Можн.а побачити ., що періо .д послідов.ності знач .ень розряд .ів 
псевдов.ипадкових .чисел скор .очується з.і зменшенн .ям номеру .розряду. Т.ак, 
для дв.ійкової си .стеми числ.ення (r = .2), де  . 𝐿𝑖 ≤ 2
.𝑖−1, зна .чення моло .дшої 
цифри. псевдовип .адкових чи .сел генеро .ваної посл.ідовності .незмінно (.𝐿1 =
1) ., період з.начення др .угого розр .яду не пер .евищує дво .х, третьог.о – 
чотирь.ох і т. д. .  
 При 𝑋 .0  ≠ 1, 𝐶 = .0 значенн .я генерова.ної числов .ої послідо .вності у 
в.ідповіднос .ті до (2) .визначаєть.ся наступн .им чином: 
 .  
Отже, в .даному вип .адку відбу.вається мн.оження пер .іодичної ф .ункції 𝐹 .𝑘 =
 𝐴𝑘 . (𝑚𝑜𝑑 𝑟𝑚 . ) на конс .танту 𝑋
.0. Оскіл.ьки таке м.ноження не . впливає н.а 
періодич .ні властив.ості,[2] т.о величина . періоду з.начень і-г.о розряду 
.псевдовипа .дкової чис .лової посл.ідовності .буде також. визначати .ся виразом.  
 
А беру.чи до уваг.и  теорему., що послі .довність з.начень i-г.о  (і 𝜖 .{1, 2, 3, .…, 
m}) роз.ряду псевд .овипадкови .х чисел, щ.о формують.ся у відпо .відності д .о (2) 
при .𝐶 ≠ 0, є п .еріодичною. з величин .ою інтерва.лу повторю.вання 𝑇
.𝑖 ≤
 𝑟2𝑖 .−1(𝑟 − 1), . можна зро .бити висно .вок, що зм.ішаний кон .груентний 
.алгоритм  .(𝐶 ≠ 0) за.безпечує з.начно біль.ший період. повторенн .я розрядни.х 
значень .числової п.ослідовнос.ті {𝑋𝑘 .} в порі .внянні з м .ультипліка.тивним 
кон.груентним .методом (. 𝐶 = 0). В т.о самий ча .с наявніст .ь в обох в.ипадках 
пе.ріодичност.і  всереди .ні розряді .в суттєво .впливає на . характери .стики 
числ.ової послі .довності, .що генерує.ться. Хара.ктер даног .о впливу м.ожна 
побач.ити на при .кладі посл.ідовності, . що генеру.ється у ві .дповідност.і до 
вираз.у (1.2) пр .и 𝐶 = 0, 𝑟 = .2 і значе .ннями 𝐴, . 𝑚,𝑋0, . при яких . 𝐿 = 2
𝑚−1 .. 
 Матем.атичне очі .кування . 𝑀[𝑋𝑘] м.ає  вигляд.: 
 
При от.римані  ви .разу (1.3) . враховува.вся той фа .кт, що при . 𝐶 = 0 и .𝐿𝑚=
2
𝑚 .−1
 число.ва послідо .вність { . 𝑋𝑘} міс.тить тільк.и непарні .числа. 
 З .урахування .м рівняння.  
 
 незміщ.ена оцінка . дисперсії . послідовн .ості {𝑋
.𝑘} визна.чається ви .разом  
 
. 
а функція.  коваріац .ії  
 
З ос.таннього в.иразу видн .о, що при .𝜏 = 𝑛 ∗ 2𝑚−.1, n = 1 ., 2, 3, … ., значення. 
𝐵𝑥[𝜏]. з точніс.тю до множ .ника дорів .нює 𝐷[𝑋.𝑘].     .  
 Для зна.ходження .𝐵𝑥
[
 
 
 
 
 
 
 
 
 
 𝜏
]
 
 
 
 
 
 
 
 
 
 
.при 𝜏 = 𝑛 ∗. 2𝑚−2 ви.разимо 𝑋 .𝑖  насту.пним 
чином.: 
 
Вважаю.чи, що 𝑋 .𝑖
0 = 𝑋
.𝑖 − 𝑋𝑖
∗
.   і  𝑋 .𝑖
∗ = 𝑋
.𝑖(𝑚𝑜𝑑 2
.𝑚−1)  є .некорельов.аними 
випа.дковими ве .личинами, .то після п .евних мате.матичних п .еретворень. 
отримаємо .: 
 
Або, п.ереходячи .з урахуван.ням диспер .сії до авт.окореляцій .ної функці .ї 
 
З отри .маних резу.льтатів мо .жна зробит .и наступні . висновки:  . послідовн .ість, 
що г.енерується . на основі . (1.2) при .  𝑅 =  𝑟𝑚 ., не зад .овольняє у.мові 
некор .ельованост.і значень .розрядів п .севдовипад .кових чисе .л; результ.атом 
періо.дичності в .середині р .озрядів сл.угує наявн .ість додат .кових спле .сків 
авток.ореляційно .ї функції .на періоді . повторенн .я; недопус .тимо розби .ття 
одного . псевдовип .адкового ч .исла на ок .ремі склад .ові для от .римання, 
 н.априклад, .координат .багатовимі .рного вект.ору, так я .к якість к.омпонент 
б.уде суттєв.о відрізня .тись. 
 Існ.ують різно .манітні мо .дифікації .лінійного .конгруентн .ого методу., 
що дозво .ляють покр .ащити ті ч.и інші хар .актеристик.и генерова.них числов.их 
послідо .вностей. 
 .Наприклад .квадратичн .ий конгруе .нтний мето.д  
 
На пр .актиці шир .оке розпов.сюдження о .тримав вар.іант, що о .писується 
.виразом 
 
.де 𝑋0 . вибираєть.ся із спів.відношення . 𝑋0(𝑚𝑜 . 𝑑 4) = 2; 𝑅 = . 2
𝑚. Да.ний 
алгори.тм близьки .й до метод .у середини . квадрату .фон Нейман .а, який є 
.одним з пе.рших спосо .бів генеру.вання псев.довипадков.их чисел[3.]. 
 Для зб.ільшення  .періоду по .слідовност.і можна вв.ести додат.кову 
залеж.ність черг .ового числ.а  𝑋𝑘  .від більш. ніж одног.о з попере .дніх значе.нь. 
Один з. найпрості .ших прикла.дів такого . підходу р .еалізуютьс.я в алгори.тмі 
формув.ання послі .довності Ф.ібоначчі: . 
𝑋𝑘 = 𝑋 .𝑘−1+ (𝑋.𝑘−2)(𝑚𝑜𝑑 . 𝑅), 𝑘 = 2, .3, 4,… 
 .Лінійні ко .нгруентні .послідовно .сті, що ге.неруються .з використ.ання 
алгор .итму (1.2)  . або його .модифікаці .ї, знаходя.ть широког.о застосув.ання 
там, .де потрібн .а рівномір .ність одно .вимірної г .устини роз.поділу 
ймо.вірностей. . Проте при . вирішені .задач, що .характериз.уються 
під.вищеними в.имогами до . багатовим.ірних розп .оділів, ви .користання . даних 
пос.лідовносте.й є досить. обмеженим.  Причиною. цього є n.-вимірна 
н.еоднорідні .сть розпод .ілу ймовір .ностей, що . особливо .характерна. для 
послі .довностей .малої довж .ини. 
 Ще о .дним недол.іком конгр .уентного м.етоду, що .ускладнює .його 
практ.ичне викор .истання, -. суттєві о .бчислюваль.ні затрати ., пов’язан .і з 
необхі .дністю вик .онання в к .ожному так.ті генерув.ання  тако .ї складної. 
 операції .як множенн .я.  Більш .високою ск .ладністю о .бчислювань. володіють. 
різновиди . алгоритму. (1.2) при . виборі зн .ачення R р.івного 𝑅 =. 𝑟𝑚 − 1, . 𝑅 =
 𝑟𝑚 + .1,  чи рі .вного неве .ликому про .стому числ.у, що не п .еревищує .𝑟𝑚, що . 
використо .вується дл.я покращен .ня періоди .чних власт.ивостей 
по.слідовност.ей. 
 В сил.у даних не .доліків лі .нійного ко .нгруентног.о методу ш .ирокого 
ро.зповсюджен .ня набув с .посіб форм .ування псе .вдовипадко .вих 
послід .овностей, .що основан.ий на вира.зі 
 
де ⊕. - сума п.о модулю 2 ., і – номе.р такту, .𝑎
𝑖
∈{0,1.} – симво .ли вихідно .ї 
послідов.ності, 𝛼 .𝑘 ∈ {0,1}. – постійн .і коефіціє.нти. При в .ідповідном.у виборі 
к.оефіцієнті .в {𝛼𝑘}. числова .послідовні .сть, що ге.нерується .має максим.альну 
(для. даного m) . величину .періоду і .називаєтьс.я M-послід .овністю. 
 
. 1.2.2 М-п.ослідовнос .ті  
 Одніє.ю з основн .их переваг. методу ге.нерування .псевдовипа .дкових 
пос.лідовносте.й максимал.ьної довжи .ни є прост .ота його р .еалізації. . 
Аппаратур.ний генера .тор М -  п.ослідовнос .ті, що фун.кціонує у .відповідно .сті 
з (1.4.), містить. лише m-ро.зрядний ре.гістр зсув.у і набір .суматорів .по модулю 
.2 в ланцюг.у зворотно .го зв’язку.  В процес .і функціон .ування ген .ератору 
ре.гістр зсув.у виконує .зберігання . і зсув вп.раво попер .едніх симв.олів 
послі .довності, .а суматори . в ланцюгу. зворотног .о зв’язку .виконують 
.обчислення. значень ч .ергових си .мволів, ко .трі послід .овно запис.уються в 
с.амий лівий. розряд ре .гістру[4]. .
 Якщо пос .лідовність. станів ре .гістру зсу.ву предста .вити як 
по.слідовніст.ь m-вимірн.их векторі .в 𝐴 = (𝑎1., 𝑎2, … . , 𝑎𝑚), .де 𝑎𝑛 ∈. {0,1}, 𝑛 =
. 1,𝑚̅̅ ̅̅ ̅̅ , то. перетворе .ння, викон.увані схем.ою в деяко .му k-му та.кті роботи ., 
можна за.писати у м.атричній ф.ормі: 
 
  
 
 
.  
 Або в б.ільш компа .ктному виг.ляді 𝐴( .𝑘) = 𝑉𝐴(𝑘 .−1), де . 
 
 
Послід.овне викор .истання (1. 5) дозвол.яє знайти .стан регіс.тру зсуву .в 
довільни .й наступни .й такт роб.оти: 
𝐴( .𝑘+𝑠) = 𝑉𝑠 .𝐴(𝑘). .
 Циклічні . властивос.ті генерат.ора послід .овності ви .значаються. 
характери .стичним мн .огочленом . 
 
де 𝛼
.0 = 𝛼𝑚 = .1, 𝛼𝑗 . ∈ {0,1}, 𝑗 =. 1,𝑚 − 1̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅. . Останній .представля.є собою 
де.термінант .матриці 𝑉 .⊕ 𝑥𝐸, що у.творилася .додавання .змінної𝑥 . до 
діагон.альних еле.ментів мат.риці  𝑉. . Величина .періоду по .слідовност.і, що 
гене.рується сх .емою, зале.жить від п .римітивнос.ті і незві .дності  𝜑 . (𝑥). Про 
.те, що мно .гочлен  𝜑 . (𝑥) 𝑚 −г.о порядку . (𝑚 = deg𝜑 . (𝑥)) при .мітивний, 
 .свідчить т.е, що полі .ном 𝑥𝑘 . −1 ділить.ся на 𝜑(𝑥 . ) тільки .при 𝑘 =  2.𝑚− 1. 
Не.звідним на .зивається .такий мног .очлен 𝜑(𝑥 . ) степені . 𝑚, який . не ділить.ся 
ні на я .кий інших .многочлен .від 𝑥 ни.жчої степе .ні. Послід .овність 
ма.ксимальної. довжини з . періодом .2𝑚 − 1 .формуватим.еться тіль.ки в тому 
.випадку, к.оли характ .еризуючий . (породжуюч.ий) поліно .м 𝜑(𝑥) 
п.римітивний . і незвідн .ий. При ць .ому необхі .дно, щоб п .очатковий .стан 
регіс.тру зсуву .не було  н .ульовим, і .накше посл.ідовність, . що 
генеру.ватиметься. буде скла.датись з о .дних нулів., що відпо .відає нуль.овому 
– тр.ивіальному. циклу ген .ератора. 
 .Основна за .дача синте.зу генерат.ора псевдо .випадкової . послідовн.ості 
макси.мальної до .вжини  -  .знаходженн .я многочле.на 𝜑(𝑥), . що задово .льняє 
умов.ам приміти .вності та .незвідност.і. Відомо, . що для да .ного 𝑚 = de. g (𝑥) 
Φ(. 𝐿 =  2𝑚 − 1. )/𝑚 різни .х примітив .них і незв.ідних полі .номів, де . Φ(𝐿) – 
.функція Ей .лера. Оскі .льки з рос.том 𝑚 чи.сло Φ(𝐿) . швидко зр.остає, то 
.відповідно . зростає і . кількість. многочлен .ів  𝜑(𝑥). степені .𝑚, породж .уючих 
М-по.слідовност.і. Серед ц .ієї множин .и можна зн .айти полін .оми, що мають 
найменше число ненульових членів. Даний випадок характерний для 
мінімальної конфігурації генератору псевдовипадкових чисел, де в склад 
ланцюгу зворотного зв’язку входить найменша кількість суматорів по 
модулю 2. Можна також зазначити, що для формування М-послідовностей 
разом з примітивним незвідним поліномом 𝜑(𝑥) використовується і 
зворотній йому 𝜑−1(𝑥) =  𝑥𝑚𝜑(𝑥
−1).  
 Викладення питань теорії М-послідовностей зручно проводити з 
використання математичного апарату теорії скінченних алгебраїчних полів. 
Завдяки цьому зв’язку числові послідовності даного типу набули широкого 
використання в задачах завадостійкої передачі інформації. 
 Властивості послідовностей максимальної довжини: 
1. Період М-послідовності, що формується у відповідності до виразу  
  
дорівнює 𝐿 =  2𝑚.  
2. Для заданого 𝜑(𝑥) існує 𝐿 різних М-послідовностей, зсунутих відносно 
один одного. 
3. Число одиничних символів на періоді М-послідовності дорівнює 2𝑚−1, а 
нульових - 2𝑚−1 − 1. Ймовірності появи 1 і 0 визначаються виразами  
і при збільшені 𝑚 досягають значень як завгодно близьких до  ½. 
 
 4. В псевдовипадковій послідовності максимальної довжини серії з 
одного символу(одиниці чи нуля) зустрічаються 2𝑚−2 разів, з двох одиниць 
чи нулів 2𝑚−3і т. д. Серії з 𝑚 − 1 нуля чи 𝑚 одиниць зустрічається лише по 
одному разу. Порівнюючи вирази для оцінки ймовірності появи серій з 𝑙 
однакових символів для  випадкових послідовностей з відповідною 
ймовірністю для М-послідовності, можна впевнитись в їх практичній 
еквівалентності.  
 5. Для кожного цілого 𝑠(1 ≤ 𝑠 < 𝐿) існує таке ціле 𝑟 ≠ 𝑠 (1 ≤ 𝑟 < 𝐿), 
що {𝑎𝑖} ⊕ {𝑎𝑖−𝑠} =  {𝑎𝑖−𝑟}. Дану властивість часто називають властивістю 
зсуву і додавання. 
 6. Автокореляційна функція М-послідовності визначається виразом 
 
7. Серед 𝐿 ненульових М-послідовностей, сформованих на осн .ові 
породж.уючого пол.іному 𝜑(𝑥 . ), існує .одна, що м.ає властив.ість 𝑎𝑖 . = 𝑎2𝑖 , . 𝑖 =
 0, 1, 2, . … Послід .овності та.кого типу .отримали р .озповсюдже .ння в зада.чах 
завадо.стійкого к.одування і.нформації .і називают.ься характ.еристичним.и.  
8. Дец .имацією по .слідовност.і {𝑎𝑖}. по індек .су 𝑞(𝑞 = 1, . 2, 3,… ). 
називаєть.ся формува.ння нової .послідовно .сті {𝑏𝑖 .} з 𝑞-.х елементі .в {𝑎𝑖}., тобто 
.𝑏
𝑖
= 𝑎
.𝑘𝑞
. Якщо. {𝑏𝑖}.  ненульов.а послідов.ність, то .вона  поро .джується 
п.оліномом .𝜓(𝑥), кор .ені якого .представля .ють собою .𝑞-і степ.ені корені .в 
вихідног.о многочле.на 𝜑(𝑥), . і має пер .іод 𝐿/(𝐿, . 𝑞), де ( . 𝐿, 𝑞) – на.йбільший 
с.пільний ді .льник 𝐿 і. 𝑞. При .
(
 
 
 
 
 
 
 
 
 
 
 
 
 𝐿,𝑞
)
 
 
 
 
 
 
 
 
 
 
 
 
 =1 п.еріод {𝑏 .
𝑖
} дорі .внює 𝐿 = . 2𝑚−1, д .е 𝑚 =
deg 𝜑 . (𝑥), и де.цимація на .зивається .власною аб .о нормальн .ою.  
 
 1.2. 3 Генерат .ори псевдо .випадкових . чисел 
 По.ряд з біна .рними посл.ідовностям .и, символи . яких можу.ть приймат.и 
лише два. значення, . наприклад . 0 і 1, 1 .і 1 і т. д . , широке .практичне 
.застосуван.ня мають п .ослідовнос .ті, що скл.адаються з. рівномірн .о 
розподіл.ених багат .орозрядних . псевдовип .адкових чи .сел. Прила.ди, що 
слу.гують для .формування . таких пос.лідовносте.й називают .ься генера.торами 
псе.вдовипадко .вих чисел. . Одним з н .айбільш ро .зповсюджен .их шляхів 
.реалізації . останніх .є використ.ання для ф .ормування .багаторозр .ядних чисе.л 
генерато .рів М-посл.ідовностей .  
 Вирішен .ня задачі .синтезу ге.нератора r.-розрядних . псевдовип .адкових 
чи.сел може б .ути парале.льне включ.ення r ген.ераторів М .-послідовн .остей, 
кож.ний з яких . призначен .ий для фор .мування зн.ачень одно .го з розря.дів 
чисел. . При цьому. період М-.послідовно .стей, а ві .дповідно і . величина .РЗ 
генерат.орів визна .чається не.обхідною д .овжиною ба .гаторозряд .ної 
псевдо .випадкової . послідовн.ості. Одна .к на практ .иці подібн .ий підхід .не 
отримав. значного .розповсюдж .ення в осн .овному вна .слідок скл.адності 
пр.иладу і не .високих ст.атистичних . характери .стик генер .ованих 
пос.лідовносте.й ПВЧ чере.з наявніст.ь взаємної . кореляції . між М-
пос.лідовностя .ми. 
  Найбі .льш часто .на практиц .і при побу.дові r-роз.рядних  ге .нераторів 
.ПВЧ викори .стовується . так звани .й послідов.ний принци .п формуван.ня 
псевдов.ипадкових .чисел, що .полягає в .формуванні . чергового . значення .з r 
символ.ів, послід .овно отрим.аних за до .помогою ге .нератора М.-
послідовн .ості. Черг .ове двійко .ве число  .𝐴𝑘 ут.ворюється .на виходах . r 
розряді .в регістру. зсуву  че.рез кожні .𝑠 ≥ 𝑟 такт.ів роботи. . Дане 
спів.відношення . представл.яє собою у.мову стати.стичної не .залежності . 
суміжних .чисел форм.ованої пос .лідовності . [5]. Довіл.ьний член 
.псевдовипа .дкової чис .лової посл.ідовності . {𝐴𝑘} =. 𝐴0, 𝐴 .1 , 𝐴2, . … ,𝐴𝑘 , . … 
можна .описати ви .разом  
 
 
. 
де 𝑎1 . (𝑘𝑠) – вм.іст першог .о розряду .регістру з.суву в 𝑘𝑠 .-ний такт. роботи 
ге.нератора. .Враховуючи ., що послі .довності .{𝑎
1
(
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝑘𝑠
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.},{𝑎
1
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.𝑘𝑠−1
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},…, .{𝑎
1
(
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝑘𝑠.−𝑟+
1
)
 
 
 
 
 
 
 
 
 
 
 
 
 
 
},𝑘= .0,1,2,…. , період .ичні, легк.о показати . періодичн .ість {𝐴
.𝑘}  з ве.личиною, 
щ.о дорівнює. частці ві .д ділення . числа 2.𝑚− 1(m -. розрядніс .ть РЗ гене.ратора) 
на. найбільши .й спільний . дільник ч.исел 2𝑚 . − 1 та−(. 2𝑚 − 1, 𝑠 . ). Якщо (.2𝑚 −
1, 𝑠 . )  ≠ 1, то .генератор .буде форму.вати (2.𝑚 − 1, 𝑠) р.ізних 
псев.довипадков .их числови.х послідов.ностей {. 𝐴𝑘}, ви.д і характ.еристики 
я.ких залежа.ть від поч .аткового с.тану РЗ. П.ри виборі .𝑠 взяємн.опростим з. 
величиною.  𝐿 = 2𝑚 . −1 період . {𝐴𝑘}. буде дорі .внювати 𝐿 ., а її ха.рактеристи .ки 
не зале.жать від п .очаткового . стану рег .істру зсув.у. Таким ч .ином, для 
.правильног.о вибору в.еличини 𝑠 . необхідн .о використ.ати розкла.д числа 
. 𝐿 = 2𝑚 − 1 .на прості .співмножни .ки.  
 Для .прикладу м .ожна розгл.янути побу.дову послі .довного ге .нератора 
п.севдовипад .кових чисе .л 𝑟 = 4 на. основі ге .нератора М .-послідовн.ості при 
.𝜑=1⊕𝑥2⊕.𝑥5. Та.к як 𝐿 = . 25 − 1 =  31. є числом. Мерсена, .то в якост.і 
значення.  параметр .у 𝑠, що .визначає ч.исло зсуві.в, вибирає.ться 𝑠 = 4.  
Функціон .альна схем.а такого Г.ПВЧ предст.авлена на .рисунку1.1., а в табл.иці 
 1.1 пр .едставлені . послідовн .ості стані .в елементі .в РЗ генер .атора 
псев.довипадков .их чисел .{𝐴
𝑘
}= .{𝑎
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}при 
по.чаткових у.мовах 𝑎
.1(0) =  1, . 𝑎𝑖(0) =. 0, 𝑖 = 2, .5 ̅̅ ̅̅ ̅ . 
В о.снові іншо .го розповс.юдженого п .ринципу по .будови ГПВ .Ч лежить і .дея 
викори.стання різ.них діляно .к однієї і . тієї ж М-.послідовно .сті для 
фо.рмування н .езалежних .значень ро .зрядів ген.ерованих ч .исел. Пере.вага 
цього . принципу .полягає в .можливості . одночасно .го отриман .ня 
різнома.нітних діл.янок М-пос.лідовності . за допомо .гою одного . генератор .а 
шляхом в.ведення в .його склад . додаткови.х суматорі .в по модул.ю два. 
Сиг.нали на ви .ходах оста.нніх розгл.ядаються я.к значення . розрядів 
.псевдовипа .дкових чис .ел. Проте .така реалі .зація ГПВЧ., що назив.аються 
пар .алельними, . для викор .истовувани .х на практ .иці величи.н 
𝑚 і 𝑟 .відзначаєт.ься складн.істю.  
Оскі .льки кожен . з 𝑟 дод.аткових су.маторів по . модулю дв.а має в 
се.редньому .𝑚/2 вході .в, затрати . обладнанн .я на їх по .будову мож .уть в 
декі.лька разів. перевищув.ати затрат.и на власн .е генерато .р М-
послід .овностей. .Використан .ня методів., що дозво .ляють міні .мізувати ч.исло 
вході .в суматорі .в по модул.ю два, пов .’язано зі .значним об .’ємом 
обчи .слювань і .не призвод .ить до зна .чних вигра.шів. Окрім. того, ген.ерування 
п.севдовипад .кової числ.ової послі .довності у. відповідн .ості до да .ного метод .у 
відрізня.ється від .описаного .вище послі .довного фо .рмування, .по суті, л.ише 
техніч.ною реаліз .ацією. Це .можна поба .чити на на.ступному п .рикладі. 
Одним .з підходів. для виріш.ення цієї .проблеми є. метод тес.тування, 
з.аснований .на викорис .танні гене.раторів те.стів на ос .нові РЗЛЗЗ . і 
перетво.рювачів ге .неруються .послідовно .стей, які .з окремих .тестових 
н.аборів фор.мують безл.іч детермі .нованих те .стів, . що виявля .ють цільов.і 
несправн .ості в пев.них вузлах . схеми. Пос.лідовні ГП.ВЧ володію.ть 
мінімал.ьними апар .атними зат.ратами, не .досяжними .для парале.льних 
прис.троїв, але. суттєво п .рограють ї .м в швидко .дії. 
 
  
 
.Рисунок 1. .1- Чотирьо .хрозрядний . послідовн .ий ГПВЧ дл.я 𝜑 = 1 ⊕ 𝑥 .2 ⊕ 𝑥5 
.та 𝑠 = 4 
.Таблиця 1. .1 - Послід .овність ст.анів елеме.нтів ГПВЧ .і генерова.них 
чисел 
.𝑘 𝑎1 . (𝑘)𝑎2(𝑘 . )𝑎3(𝑘). 𝑎4(𝑘)𝑎.5(𝑘) 𝑎 .1 (4𝑘)𝑎.1(4𝑘 − 1)𝑎 .1 (4𝑘 −
2). 𝑎1(𝑘 − 3). 
0 1 0 0 .0 0  1 0 0 . 0 
1 0 1 .0 0 0  
2 .1 0 1 0 0 
. 
3 0 1 0 .1 0  
4 1 .0 1 0 1 1 .0 1 0 
5 1. 1 0 1 0  
6 1 1 1 0 . 1  
7 0 1. 1 1 0  
 .… … 
14 1 .1 0 0 0  
.15 1 1 1 0 . 0   
 22 0. 1 1 0 0  
23 1 0 1 .1 0   
 
Нехай. для пород .жуючого по .ліному 𝜑 = .1 ⊕ 𝑥2 ⊕ 𝑥 .5 необх .ідно 
побуд .увати 4-х .розрядний .ГПВЧ. При .цьому знач .ення першо .го розряду. 
чисел пос.лідовності . визначаєт.ься вмісто .м першого .розряду . 𝑎1(𝑘) Р.З 
генерато .ра М-послі.довності, .а другого, . третього .і четверто .го розряді .в – 
значен.нями 𝑎1.(𝑘 + 23), . 𝑎1(𝑘 + 15) . та 𝑎1(. 𝑘 + 7) відп.овідно. Дл.я побудови . 
ГПВП необ .хідно знай.ти коефіці .єнти {δ
.𝑖(𝑙)}, 𝑖 = . 1, 5 ̅̅ ̅̅ ̅ .для 𝑙 = 7, .15, 23, 
д.е δ𝑖(𝑙 . ) = коефі .цієнт, що .визначає в.икористанн .я значення. 𝑖-го ро .зряду РЗ 
д.ля формува.ння елемен .ту зсунуто .ї послідов.ності. Для. цього мож.на 
викорис.тати відом .у методику. [5]. Векто .ри станів .елементів .РЗ генерат.ора 
М-посл.ідовності . 𝑎1(𝑘 + .6), 𝑎2(. 𝑘 + 6), 𝑎3 . (𝑘 + 6), 𝑎.4(𝑘 + 6), 𝑎 .5 (𝑘 + 6) .= 
11101,. 𝑎1(𝑘 + 14)., 𝑎2(𝑘 . +14),  𝑎3.(𝑘 + 14), . 𝑎4(𝑘 + 14. ), 𝑎5(𝑘 . +14) = 
11.000,  𝑎
.1(𝑘 + 22), . 𝑎2(𝑘 + 22. ), 𝑎3(𝑘 + .22), 𝑎4 . (𝑘 + 22), 𝑎.5(𝑘 + 22) .= 01100 
(д.ив. таблиц.ю 1.1) мно .жаться на .матрицю  
. 
 
В резуль.таті будут.ь отримані . значення .коефіцієнт.ів {δ𝑖 . (𝑙)} (таб.лиця 1. 2) .   
 Функці .ональна сх .ема ГПВП п .оказана на. рисунку  .1.2, а в т.аблиці 1.3. 
представл.ена послід .овність ст.анів РЗ ге.нератора і. псевдовип .адкових чи .сел 
{𝐴𝑘 .} = {𝑎1(. 𝑘), 𝑎1(. 𝑘 + 23), 𝑎.1(𝑘 + 15), . 𝑎1(𝑘 + 7). }, що фор .муються пр .и 
початков.их умовах . 𝑎1(𝑘). , 𝑎2(𝑘). , 𝑎3(𝑘), . 𝑎4(𝑘), . 𝑎5(𝑘) .= 10101, .𝑘=0. 
Порі.внюючи рез.ультати, щ.о містятьс.я в таблиц.і 1.1 та 1 . 3 можна 
в.певнитись, . що послід .овності пс .евдовипадк .ових чисел., що форму.ються 
посл.ідовними і . паралельн.ими способ .ами, є абс.олютно тот .ожними. В .той 
 самий .час реаліз.ація даних . способів .принципово . відрізняє.ться і має. різну 
шви.дкодію і а .паратні за .трати. Пос .лідовні ГП.ВЧ володію.ть мінімал.ьними 
апар.атними зат.ратами, не .досяжними .для парале.льних прис .троїв, але. 
суттєво п.рограють ї .м в швидко .дії. 
Табли.ця 1.2 - З.начення ко .ефіцієнтів. {δ𝑖(𝑙 . )} 
𝑙 . δ1(𝑙) .δ2(𝑙) .δ3(𝑙) . δ4(𝑙). δ5(𝑙 . ) 
7 0 1 .1 1 1 
15 .1 1 0 1 1 
23 1 0 1 .1 0 
   
Од.ним з спос .обів підви .щення швид .кості форм .ування ПВЧ. 
послідовн .остей можн .а розгляну.ти на конк .ретному пр .икладі ген .ератора 
де.в’ятирозря.дних чисел ., що форму.ються на о .снові М-по.слідовност.і, що 
поро.джується п .оліномом  .𝜑 = 1 ⊕ 𝑥4 .⊕ 𝑥9 ро.зглянутий .в роботі ( .6). Дане 
р.ішення осн .овується н .а реалізац .ії наступн .ого співві .дношення, .що описує 
.роботу ген.ератора  М.-послідовн .ості: 
 
 
де. 𝐴(𝑘+𝑠) . = (𝑎1(𝑘 . +𝑠), 𝑎2 . (𝑘 + 𝑠),…𝑎.𝑚(𝑘 + 𝑠))т.а 𝐴
(𝑘)
. = (𝑎1(𝑘). , 𝑎2(𝑘). , … 
𝑎𝑚 . (𝑘)) – 𝑚 .- вимірні . вектори, .що відобра.жають стан .и РЗ генер .атора в 
(. 𝑘 + 𝑠)-ий т.а 𝑘- ий .такти його . роботи ві .дповідно, .𝑉 – матр.иця, що 
ви.значається. значенням.и коефіціє.нтів  
{𝛼 .
1 
}, 𝑖 =. 1,𝑚̅̅ ̅̅ ̅̅  , 
 п.ороджуючог.о поліному.  𝜑(𝑥), .що описує .структуру .генератора .  При 𝑠 =
1. пристрій ., що функі .онує у від .повідності . до (1.6), . є, по сут .і, звичайн .им 
генерат.ором М-пос.лідовності .  
 Для 𝑠 ≥ 1., згідно .з (1.6), п.ротягом од .ного такту. буде відб .уватися 𝑠 .-
розрядни .й зсув М-п.ослідовнос.ті. При ць.ому функці .ональні з’.язки в 
ген.ераторі бу.дуть опису.ватися мат.рицею 𝑉 .𝑠. 
Табли.ця 1.3 - С.тани регіс.тру зсуву .ГПВЧ і пос .лідовності . згенерова.них 
чисел 
.𝑘 𝑎1 . (𝑘) 𝑎2.(𝑘) 𝑎.3(𝑘) 𝑎 .4 (𝑘) . 𝑎5(𝑘) .𝐴𝑘= 𝑎.1
(
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝑘
)
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝑎
1
.
(
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝑘+23
)
 
 
 
 
 
 
 
 
 
 
 
 
 
 
. 𝑎1(𝑘 + 15. )𝑎1(𝑘 + 7). 
0 1 0 1. 0 1 1 0 0 . 0 
1 1 1 .0 1 0 1 0 .1 0 
2 1 1. 1 0 1 1 0. 1 1 
3 0 .1 1 1 0 0 .0 0 1 
4 1. 0 1 1 1 1. 1 1 1 
5 .1 1 0 1 1 .1 0 0 1 
6. 0 1 1 0 1. 0 1 0 1 
. Для прикл.аду можна .розглянути . побудову .послідовно .го 𝑟 = 4-
р.озрядного .ГПВЧ для п .олінома 𝜑 . = 1 ⊕ 𝑥2 ⊕. 𝑥5 і ве.личини зсу.ву 𝑠 = 4. 
.матриця . 𝑉4 має .вигляд 
 
Т.оді вираз . (1.6) запи .шеться як 
 .  
Рисунок .1.2 - Функ .ціональна .схема чоти .рьохрозряд .ного ГПВЧ .для 𝜑 = 1 ⊕
. 𝑥2 ⊕ 𝑥5 .   
На осн .ові (1.7) .будується .система ло .гічних рів .нянь, що в.изначає 
фу.нкціональн .у схему ге.нератора: 
.  
Чергове .число може . псевдовип .адкове чис .ло може ви .значатися, . наприклад., 
як векто.р 𝑎1(𝑘 . )𝑎2(𝑘). 𝑎3(𝑘)𝑎.4(𝑘) (ри.сунок 1.3) .  Послідов.ність стан .ів 
запам’я.товуючих е.лементів д .аного ГПВЧ. при почат.кових умов.ах  𝑎1 . (𝑘) =
1, 𝑎
.𝑖(𝑘) = 0, 𝑖 . = 2, 5̅̅ ̅̅̅ п.риведена в. таблиці 1. 4.  
  Легк.о перекона .тись, що п .ослідовніс .ть псевдов.ипадкових .чисел, що 
.формується. генератор .ами, схеми . яких пред .ставлені н .а рисунку .1.1, 1.2 т .а 
1.3, є т.отожними. 
.   
Рисунок. 1.3 -  Фу.нкціональн .а схема че.тирьохрозр .ядного ГПВ .Ч для 𝜑 =
1.⊕ 𝑥2 ⊕ 𝑥 .5 і 𝑠 = 4. зі зв’яз.ками, що о .писуються .матрицею .𝑉
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 По.рівнюючи с.труктури п .ослідовних . ГПВЧ, що .приведені .на рисунку. 
1.1 та 1. .3, з точки . забезпече.ння високо .ї швидкоді .ї, потрібн .о віддати 
.останній. .В той сами .й час з по .рівняння ї .ї з структ .урою парал.ельного 
ге.нератора ( .рисунок 1. .2) слідує .еквівалент.ність забе .зпечуваних . ними 
апар.атних витр .ат і швидк.одії. При .цьому М-по.слідовност.і, що 
вико .ристовують.ся в генер .аторах дво .х останніх . типів для . формуванн .я 
псевдови .падкових ч .исел, не з.авжди опис .уються одн .им і тим ж.е 
примітив.ним поліно .мом 𝜑(𝑥) .  Цей випа .док трапля.ється тіль.ки тоді, к .оли 
резуль.татом деци .мації М-по.слідовност.і по індек .су 𝑠 є т.а сама М-
п.ослідовніс.ть, що пор .оджується .поліномом .𝜑(𝑥). Та.кож варто .відмітити, .
що для ГП.ВЧ, що реа .лізує бага.торозрядни .й зсув за .один такт, . завжди 
мо.жна побуду.вати еквів.алентну ст.руктуру па .ралельного . генератор .а. В той 
ж.е час звор .отне тверд .ження спра.ведливо не. завжди. П.роте, якщо . говорити 
.про про оп .тимальну (.в плані ап .аратних за.трат) стру.ктуру пара.лельного 
Г.ПВЧ , то в.она однозн .ачно реалі.зується пр .и організа.ції багато .розрядного . 
зсуву на .базі полін .омів з мін.імальною к.ількістю н.енульових .коефіцієнт.ів.  
   Так.им чином, .співвіднош.ення (1.6)  . є визнача.ючим для п .обудови 
пр.актичних с.хем швидко .діючих ГПВ .Ч. При цьо .му апаратн .а складніс.ть 
генерат.ора залежи .ть від кіл.ькості нен .ульових ел.ементів ма.триці 𝑉 .𝑠. 
 Біль.ш загальни .й підхід д .о побудови . ефективни .х багаторо .зрядних 
ГП.ВЧ показан .о в [8]. Я.кщо приміт .ивний незв.ідний полі .ном 𝜑(𝑥) . М-
послідо .вності, що . використо .вується пр .и генераці .ї псевдови.падкових ч.исел, 
пред .ставляєтьс.я у вигляд .і  
𝜑(𝑥) = 1.⊕ 𝜑1(𝑥).⊕ 𝜑2(𝑥). …⊕ 𝜑𝑑(𝑥 . ), (1.8) 
.то ГПВЧ мо .же бути ре .алізований. на базі г.енераторів. М-послідо .вностей 
ме.ншої розря .дності, ні .ж 𝑚 = deg (. 𝜑(𝑥)), по .роджуючі п .оліноми як.их 
можуть .бути предс .тавлені у .вигляді (1 . 7). 
 Зокр .ема, якщо .породжуючи .й поліном . має вигля.д 𝜑(𝑥) = 1 ⊕
. 𝑥(1 ⊕ 𝑥𝑚 .−𝑗), що .справедлив.о для будь.-якого мно .гочлена 𝜑 . (𝑥) = 1 ⊕
 𝑥 .𝑗 ⊕ 𝑥𝑚 ., то функц .іональна с.хема ГПВЧ .включає по .слідовно з.’єднані в 
.кільцеву с.хему (𝑚 − 𝑗 . ) D-триге.рів і 𝑗 .T-тригерів.  
 У випад .ку, коли п .ороджуючий . поліном о .писується .виразом 𝜑 . (𝑥) =
1 ⊕ (1 ⊕ . 𝑥)𝑗(1 ⊕ (.1 ⊕ 𝑥)𝑚−𝑗 . ), ГПВЧ с.кладається. з 𝑚 пос.лідовно 
з’.єднаних T-.тригерів, .до того ж . на вхід п .ершого три .гера подає.ться 
інфор.мація із с.уматора по . модулю дв.а, підключ.еного до в .иходів 𝑚 .-го та 
𝑚−. 𝑗-го триг.ерів. 
  Де.кілька біл.ьш сучасни.х прикладі .в генерато .рів, що та.кож 
викори.стовують р .егістри зс.уву з ліні .йним зворо .тнім зв’яз.ком . Напр .иклад 
Каск.ад Голлман .на чи Stop .‐and‐Go ге.нератор.  
.Каскад Гол.лмана скла.дається з .серії РЗЛЗ.З(LFSR- li.near feedb .ack shift 
.register), . при чому .такт кожно .го наступн .ого LSFR к.онтролюєть.ся 
поперед .нім   
(тоб.то якщо ви.хід LFSR-1. дорівнює .1 в момент. часу t − .1, то LFSR.-2 змінює 
.своє значе.ння на нас .тупне). Ви.хід послід .овності LF.SR є виход .ом всього 
.генератора.  Якщо всі . LFSR – до.вжини 𝑙, . то лінійн.а складніс.ть системи. с n 
 LFSR .дорівнює l.*(2l −1)n−.1. 
 
 
 
 
 
 
Р.исунок 1.4. - Каскад .Голлмана 
 
.Stop‐and‐G.o генерато .р. В цьому. генератор .і використ.овується 3. LFSR різн.ої 
довжини .  LFSR-2 з.мінює свій . стан, якщ.о вихід LF.SR-1 дорів.нює 1; LFS.R-3 
змінює. свій стан . в протиле .жному випа.дку. Резул.ьтатом ген.ератора ес .ть 
XOR LFS.R-2, LFSR-.3. У таког.о генерато .ра великий . період і .велика лін.ійна 
склад.ність. 
 
 
 
. 
 
 
 
Рисуно .к 1.5 -  S.top-and-Go. генератор . 
 
1.2.4 Ба.гатоканаль.ні генерат.ори псевдо .випадкових . послідовн .остей  
При. вирішені .ряду практ .ичних зада .ч, пов’яза.них с вико .ристання 
п.севдовипад .кових числ.ових послі .довностей . (генерація . сигналів .збудження 
.в системах . автоматиз.ації багат.окомпонент.них динамі .чних випро .буваннях, 
.перетворен .ня даних в. системах .зв’язку з .шумоподібн .ими сигнал.ами, тощо) 
., виникає .необхідніс .ть одночас.ного форму.вання декі .лькох неза.лежних 
псе.вдовипадко .вих числов.их послідо .вностей. О.чевидний ш .лях для 
до.сягнення д .аної мети .– паралель.не включен .ня декільк .ох генерат.орів, 
 хара.ктеризуєть.ся значним.и апаратни .ми витрата.ми і потре .бує спеціа.льних 
захо .дів по заб .езпеченню .декорельов.аності ген .ерованих п .севдовипад .кових 
числ.ових послі .довностей. . Більш вис.оких показ .ників можн .а досягти .при 
викори.станні мет.ода побудо .ви швидкод .іючих посл.ідовних ГП.ВЧ, в осно .ві 
яких ле.жить реалі .зація вира.зу (1.6). .Дійсно, от .римавши ан .алітичні 
с.піввідноше.ння, що вс.тановлюють. залежност.і між вект .орами стан .ів РЗ  
ген.ератора в .різні такт.и його роб .оти, а пот .ім реалізу.вавши у сп .іввідношен .ні 
з ним с.хему прист .рою, отрим.ують багат.оканальний . ГПВЧ посл.ідовностей . 
[5].  
 
1.3. Висновки 
.Генерація .псевдовипа .дкових пос .лідовносте.й є важлив .ою задачею. з 
надзвич.айно різно .манітними .способами .використан .ня. Среде .різним 
мат.ематичних .принципів .для формув .ання псевд .овипадкови .х чисел 
на.йбільшого .розповсюдж .ення набул.и так зван .ий конгруе .нтний мето .д та 
метод. М-послідо .вностей. В.икладення .питань тео .рії М-посл.ідовностей . 
зручно пр .оводити з .використан .ня математ.ичного апа .рату теорі .ї скінченн .их 
алгебра.їчних полі .в. Завдяки . цьому зв’.язку число.ві послідо .вності дан .ого 
типу н .абули широ .кого викор .истання в .задачах за.вадостійко .ї передачі . 
інформаці .ї. Генерат .ори, що бу.дуються на. цих принц .ипах також. можуть 
си.льно відрі.знятися ст.руктурно ( . послідовн .і, паралел.ьні), за ш.видкодією .та 
апаратн.ими витрат .ами. Значн.ої популяр .ності здоб .ули генера.тори на ос.нові 
регіс.тра з зсув.ом. 
 ТЕСТУ.ВАННЯ РІЗН.ОМАНІТНИХ .ЦИФРОВИХ С.ИСТЕМ, 
ФОР.МУВАННЯ ПС.ЕВДОВИПАДК.ОВИХ ДВІЙК.ОВИХ ТЕСТО.ВИХ 
ВЕКТОР.ІВ 
2.1 Осо .бливості в.икористанн .я псевдови .падкових п .ослідовнос .тей для 
фо.рмування т.естових на .борів 
В пр .оцесі виро .бництва та. експлуата.ції засобі .в обчислюв.альної 
тех.ніки виник .ає задача .контролю т.а діагност.ики цифров .их вузлів. . 
Значиміст.ь її пості .йно зроста.є з усклад .ненням кон .струкції с .амих вузлі .в і 
підвищ.ення ступе .ня інтегра.ції викори .стовуваних . в них ком .понентів. .Це і 
стало. причиною .інтенсивни .х розробок . в області . методів і . засобів 
а.втоматизов.аного тест .ового конт.ролю і діа .гностики ц .ифрових ву.злів. В 
на.йбільш заг.альному ви.гляді прин .цип дії си .стем таког.о призначе.ння 
поляга.є в подачі . на дослід.жуваний  о .б’єкт посл.ідовності .тестових н .аборів, 
ге.нерованих .апаратно ч .и програмн .о, и аналі .зі сигналі .в на його .виході с 
м.етою виявл.ення неспр .авностей ч.и збоїв. 
П.овнота кон .тролю ЦВ п .ри викорис .танні випа .дкових чис .ел в якост.і 
тестових . наборів м.оже бути о .цінена вел.ичиною 𝑃 .0 (𝑁)[3] ., що дорів.нює 
ймовір .ністі вияв.лення несп .равностей .і визначає.ться як ві .дношення 
в.иявлених  .несправнос.тей до заг .ального чи .сла неспра.вностей ЦВ. при 
викор.истанні 𝑁 . тестових. наборів, .що предста .вляють соб .ою випадко .ві  
числа. . Ймовірніс.ть 𝑃0(. 𝑁) можна .виразити я .к 
𝑃0(𝑁 . ) = 1 − 𝑃1(. 𝑁), 
де . 𝑃1(𝑁) –. спадна с .ростом 𝑁 . функція й .мовірності. не виявит.и несправн .ість. 
 При. 𝑁 = 0 𝑃 .1 (𝑁) = 1, . а при 𝑁 →. ∞ 𝑙𝑖𝑚𝑃1 . (𝑁) = 𝑃2,. де 𝑃2. = 𝑐𝑜𝑛𝑠𝑡 
в.изначаєтьс.я видом те.стових наб .орів, що в.икористову.ються і 
пе.ревіряємог.о ЦВ і обч .ислюється .як  віднош.ення невия.влених 
нес.правностей . до їх  за .гального ч.исла. Таки .м чином, о .чевидні ви .моги до 
ТН., що викор.истовуютьс.я при конт.ролі ЦВ: з.абезпеченн .я рівності.  𝑃2 = 0. і 
швидко .ї збіжност .і 𝑃1(𝑁 . ) до 𝑃.2з росто .м 𝑁. Тіл.ьки в тако .му випадку. за 
 прийня .тний час, .що визнача.ється вели .чиною 𝑁, . буде забе .зпечена 
ма.ксимальна .повнота ко .нтролю[7]. .
 З точки .зору викон.ання вимог .и 𝑃2 = 0. доцільно . використо.вувати 
ген.ератори те.стових наб .орів, що о .сновуються. на фізичн .их принцип .ах . 
Однак. необхідні .сть забезп .ечення мак .симальної .швидкодії .і розрядно .сті 
генера.тору ТН, а . також від.творення д .ослідних с .игналів пр .актично не. 
дозволяє .використов.увати такі. пристрої .в системах . тестового . контролю. .
 У зв’язк.у з цим, н.а практиці . розповсюд .жені апара .тно генеро .вані 
псевд .овипадкові . тестові н.абори вели .кої довжин .и. Вони ви .користовую.ться 
в сис.темах конт.ролю, що о .сновуються . на метода.х випадков .ого пошуку., 
сигнатур.ного аналі .зу, реаліз.ованих на .ймовірнісн .их принцип .ах, а тако .ж 
при орга.нізації са .мотестуван.ня великих . і надвели .ких інтегр .альних схе.м. 
При цьо .му в якост.і псевдо в.ипадкових .тестових н .аборів в б .ільшості 
в.ипадків ви .користовую.ться М-пос.лідовності .  Однак та .кий підхід . обмежує 
к.ількість ц .ифрових ву.злів, що м.ожна контр .олювати. П.ричиною ць.ого є 
дете.рмінованіс.ть структу.ри даних п .севдовипад .кових тест .ових набор .ів, яка 
ви.ражається .в залежнос.ті між її .символами. .
 2.2 Гене.ратори псе .вдовипадко .вих тестов.их наборів. 
 Генерато .ри псевдов .ипадкових .тестових н .аборів, як .і дозволяю.ть 
забезпе.чити викон .ання  𝑃
.2 = 0 при .перевірці .ЦВ, що пре .дставляє с.обою 
синхр.онну послі .довну схем.у, мають в.ідповідати . певним ви .могам[7]. 
. Будь-яка .послідовна. схема мож .е бути пре.дставлена .так званою. 
моделлю Х.аффмена, д .ля якої 𝐴 . (𝑘) = 𝑎1(. 𝑘),…𝑎𝑙(. 𝑘)…𝑎𝐿(𝑘 . ) та 𝑌(𝑘 . ) =
 𝑦𝑖(𝑘 . ), … , 𝑦𝑟 .(𝑘), … , 𝑦 .𝑅 (𝑘) є .відповідно . вхідними .і вихідним .и змінними . в 𝑘- 
ий. такт її ф.ункціонува.ння, а  𝑍 . (𝑘) =  𝑧1 . (𝑘),… 𝑧𝑞 . (𝑘)… 𝑧𝑄(. 𝑘) – внут.рішніми 
зм.інними, що . визначают.ь стан  сх.еми. 
 Функ.ціонування . схеми опи.сується си.стемою рів.нянь  
 
  
.Припустивш .и, що в сх .емі відсут.ні кільця .зворотного . зв’язку і . 
використо .вуються ті .льки синхр .онні елеме.нти пам’ят.і, що вико .нують лише. 
функції з.атримки, ї .ї можна ро .збити на д .екілька рі .внів послі .довно 
функ.ціонально .зв’язаних .елементів .пам’яті. П.ри цьому м .атематична. 
модель та.кої послід .овної схем.и, отриман .ої з систе .ми рівнянь. (2.1), 
пр.едставлена. в векторн .ій формі, .буде мати .вигляд  
 
.де  𝑍1 . (𝑘)⋃𝑍2(. 𝑘)⋃𝑍3(𝑘 . )⋃… ⋃𝑍с . (𝑘) =  𝑍(𝑘).  
 Таким ч.ином, посл.ідовна схе .ма предста.вляється у. вигляді .𝐶 ≤𝑄 
рівн.ів функціо .нально зв’.язаних еле.ментів пам.’яті, при .чому стан .певного 
ел.емента пам.’яті 𝑖-г.о рівня  .(𝑖=1,𝑐
̅̅̅ ̅̅̅̅ ̅̅̅̅ ̅̅̅̅ ̅̅̅̅ ̅̅̅̅ ̅̅̅̅ ̅̅̅̅ ̅̅̅̅ ̅̅̅̅ ̅̅̅̅ ̅̅̅̅ ̅̅̅ ̅̅
). в (𝑘 + 1).- й такт .роботи схе .ми залежит.ь 
тільки в.ід станів .елементів .пам’яті по .передніх р .івнів в 𝑘 .-й такт і . значень 
в.хідних змі .нних 𝐴(𝑘).  
 Отрима.ну систему. рівнянь м.ожна перет.ворити до .вигляду  
. 
 На основ.і (2.2) си .стема рівн.янь (2.1) .в векторні .й формі ма.тиме вигля.д  
  
 Вико.ристовуючи . дані вира .зи, можна .показати, .що значенн .я 
перемика.ючою функц .ії 𝐹𝑗 . на 𝑗-й .шині послі.довної схе.ми (під ши .ною схеми, 
. що переві .ряється, р .озуміють в.ихід схеми ., вихід ел.ементу пам .’яті чи ви .хід 
комбін.аційного е.лемента, щ.о входить .в склад сх.еми) визна .чається як.   
𝐹𝑗 =. 𝐹𝑗[𝐴(𝑘 . ), 𝐴(𝑘 − 1), . 𝐴(𝑘 − 2),… , . 𝐴(𝑘 − 𝑐)]. .
 При форм .уванні вхі .дних змінн .их 𝐴(𝑘) .з використ.ання ГПВТН. 
можливий .випадок, к .оли 𝐹𝑗 . = 𝑐𝑜𝑛𝑠𝑡. В.иникнення .шини, що н .е 
перевіря.ється, де .𝐹𝑗 = 𝑐𝑜𝑛 . 𝑠𝑡, поясн .юється тим., що при ф .ормуванні .вхідних 
те.стових наб .орів ( в т .ому числі .і при вико .ристанні Г .ПВТН) знач.ення 
функц .ії 𝐹𝑗 . перевіряє.ться не на . всіх можл.ивих набор .ах 𝐴(𝑘), . 𝐴(𝑘 −
1), 𝐴(𝑘 . −2),… , 𝐴(. 𝑘 − 𝑐). Наб .ори, на як .их перевір .яється 𝑗 .- та шина .ЦВ, 
склада.ється з ( . 𝑐 + 1)𝐿 дві.йкових сим .волів. Том.у, якщо мі .ж символам.и 
набору і .снує функц .іональний .зв’язок, щ.о призводи .ть до викл.ючення 
пев.них комбін .ацій в них ., можливий . випадок, .коли 𝐹𝑗 . = 𝑐𝑜𝑛𝑠𝑡. .При 
формув.анні всіх .можливих к.омбінацій . з (𝑐 + 1)𝐿 . двійкови .х символів. в 
тестови.х наборах .при переві .рці 𝑗-ї .шини справ.ного ЦВ . 𝐹𝑗 ≠ 𝑐𝑜𝑛𝑠𝑡 .  У 
випад.ку викорис.тання апар .атних гене.раторів те .стових наб .орів, 
побу.дованих за . допомогою. М-послідо .вностей, у.мова форму.вання всіх. 
можливих .(𝑐 + 1)𝐿 –.розрядних .вхідних на.борів. При . цьому буд .е 
виконува.тись умова. 𝑃2 = 0. для довіл.ьного ЦВ, .що містить. не більше. ніж 𝑐 
п.ослідовних . функціона .льно зв’яз.аних рівні .в елементі.в пам’яті. .
 Методика. синтезу  .апаратних .генераторі .в псевдови .падкових т.естових 
на.борів, що .забезпечую.ть максима.льну повно .ту контрол.ю, складає.ться з 
нас.тупних ета.пів: 
  Для. заданої м.ножини ЦВ .визначаєть.ся максима.льна кільк.ість 
послі .довно з’єд.наних елем.ентів пам’.яті  𝑐 з. максималь.ним числом. входів 𝐿 .  
   З від .омих табли .ць приміти .вних незві .дних полін .омів [4] в.ибирається . 
такий пол.іном  𝜑(𝑥 . ), для як .ого викону.ється нері .вність de. g (𝜑(𝑥)) >
(. 𝑐 + 1)𝐿. 
  .По розглян .утій вище .методиці б .удується Г .ПВЧ, що ре .алізує 𝐿 .-
розрядний . зсув інфо .рмації. Си .нтезований . таким чин .ом ГПВЧ пр .едставляє 
.собою ГПВТ.Н, для яко .го забезпе.чується (. 𝑐 + 1)-вимі.рний закон . розподілу.  
𝐿-розр .ядних набо .рів.  
Вход .ами ГПВТН .будуть вих .оди 𝐿 бу.дь-яких по .слідовних .його 
розря.дів. Таким. чином, ма.ксимальна .повнота ко .нтролю дов.ільного 
ци.фрового ву.зла з вико .ристанням .апаратних .генераторі .в псевдови .падкових 
т.естових по .слідовност.ей досягає.ться при н .аступних о .сновних ум .овах: 
 В Ц.В, що пере .віряється, . в процесі . контролю .відсутні л.анцюги 
зво.ротного зв.’язку. 
Пос.лідовність. ПВТН має .(𝑐 + 1)-ви.мірний зак .он рівномі .рного 
розп .оділу. 
Тіл.ьки в цьом.у випадку .в процесі .контролю б .уде викону.ватися рів.ність  
𝑃 .2 = 0, що. свідчить .про відсут.ність фраг .ментів ЦВ, . що не пер .евіряються.  
 Забезпе.чення рівн .ості 𝑃2. = 0 і від .повідно . 𝑃1(𝑁) = 0. при N → . ∞ є 
лише .одним пока .зником, що . характери .зує якість. НВТН. Інш.им показни .ком 
слугує. швидкість. сходження. 𝑃1(𝑁). до нуля .з ростом в .еличини N., яка 
виз.начає довж.ину послід .овності ТН.  Тому в р .еальних ав.томатизова.них 
систем.ах контрол.ю при форм.уванні НВТ.Н вирішуєт.ься задача . збільшенн .я 
швидкост.і сходженн .я 𝑃1(𝑁 . ) до нуля . і, таким .чином, заб .езпечуєтьс.я 
прийнятн .а довжина .тестової п .ослідовнос .ті.n 
Вбудо .ване самот.естування . (Built-in-.Self-Test . (BIST)) ди.скретних 
п.ристроїв (.ДП) широко . використо .вується у .виробництв.і сучасних . ДП на 
рів.ні друкова.них плат і . отримує п .одальший р .озвиток пр .и проектув.анні і 
ств.оренні сис .тем на одн .ому криста.лі (СОК). .Підвищення. швидкодії . 
логічних .елементів, . складност.і СОК і не .обхідності . перевірки . їх справн.ості 
 на ро .бочих част .отах ДП, щ.о досягают.ь 15 Ггц, .визначають. переваги .BIST 
перед . зовнішнім .и засобами . діагносту.вання. У р .оботах від .омих фахів.ців 
провід .них зарубі .жних фірм .і корпорац .ій - розро .бників і в .иробників .СОК 
була з.апропонова.на ідея по .єднання ко .нцепції BI .ST і станд .арту 
проек.тування IE.EE 1149.1 ."Периферій .не сканува.ння". Цей .стандарт 
в.изначає ст.руктуру СО.К, в якій .вхідні рег .істри функ .ціонують в. двох 
режи.мах: робоч .ому і тест.овому. У т.естовому р .ежимі вхід .ні регістр .и СОК 
реко .нфігуруютс.я в регіст.ри зсуву (.РЗ), що до .зволяє вво .дити і вив.одити 
діаг.ностичну і .нформацію .через стан .дартний по .рт JTAG і .звести про .цедуру 
діа.гностуванн .я до перев .ірки справ.ності комб .інаційної .частини ДУ.  У 
режимі . самотесту.вання вхід.ні регістр .и реконфіг.уруются в .генератори . 
тестів і .еталонних .сигнатур, .а вихідні .регістри в. синдромно .-сигнатурн .і 
аналізат.ори вихідн .их реакцій . ДП, що пе .ревіряєтьс.я. В якост.і генерато .рів 
тестів. використо .вуються ре.гістри зсу.ву з ліній .ними і нел.інійними 
з.воротними .зв'язками . (РЗЛЗЗ і Р.ЗНЗЗ), мер .ежі клітин .них автома .тів (МКА). 
.  
Для пере.вірки спра .вності ДП .використов.уються різ.ні методи 
.компактног.о тестуван .ня: вичерп .не, псевдо .вичерпне, .псевдовипа.дкове 
тест.ування на .основі РЗЛ.ЗЗ, РЗНЗЗ .і МКА, тес.тове діагн .остування 
.детермінов.аним безлі .ччю тестів., які 4 фо .рмуються н .а етапі пр .оектування. 
ДП програ.мними сист.емами гене.рації тест.ів і модел.ювання нес .правностей .  
Ефективн.ість вбудо .ваних засо .бів діагно .стування Д .П визначає.ться 
повно .тою виявле .ння неспра .вностей, ч .асом тесту.вання і ап .аратними 
в.итратами н .а реалізац .ію цих кош.тів.  
Як п.оказує дос .від впрова.дження BIS.T виробник.ами СОК, н.е більше 5 .-
10% площі . кристала .допускаєть.ся викорис.товувати д .ля реаліза.ції 
вбудов.аних засоб .ів діагнос .тування. Т.ому розроб .ка методів. синтезу і . 
проектува.ння ефекти .вних техні .чних засоб .ів BIST, щ.о відповід .ають 
перер .ахованим в.ище критер.іям, є акт.уальною пр .облемою. 
Ш.ироке поши .рення мето .дів компак .тного тест .ування ДУ .шляхом 
вик.ористання .генераторі .в псевдови .падкових і . псевдович.ерпних тес.тів з 
 пода.льшим стис.ненням вих .ідний реак .ції синдро .мно-сигнат.урними 
ана.лізаторами . як вбудов.аних засоб .ів діагнос .тування СО.К визначил.о ряд 
нови .х проблем .при проект.уванні СОК. і їх діаг .ностичного . забезпече.ння. 
Перша. проблема .пов'язана .з необхідн .істю підви .щення ступ .еня покрит.тя 
несправ.ностей СОК. щонайменш.е для клас.у констант .них неспра.вностей, 
д.руга - обу.мовлена .необхідніс.тю зниженн .я споживан .ої енергії . в процесі . 
тестового . діагносту.вання СОК. .  
Відомо, .що довжина . псевдович.ерпних тес.тів для СО.К з числом. входів 
50.-200 може .становити .104-106 те.стових наб .орів. При .цьому, як .правило, н .е 
виявляют.ься неспра.вності "ва.жко" керов.аних вузлі .в перевіря .ються схем.  
Крім тог.о, так як .споживана .енергія в .КМОН схема.х пропорці .йна числу 
.перемикань. її елемен .тів, то ск .орочення д .овжини тес.тових посл .ідовностей. 
дозволить. скоротити . час тесту.вання і мі .німізувати. енергетич .ні витрати . на 
техніч.не обслуго .вування СО.К.  
Одним .з підходів. для виріш.ення цієї .проблеми є. метод тес.тування, 
з.аснований .на викорис .танні гене.раторів те.стів на ос .нові РЗЛЗЗ . і 
перетво.рювачів ге .неруються .послідовно .стей, які .з окремих .тестових 
н.аборів фор .мують безл.іч детермі.нованих те.стів (ДТ), . що виявля.ють цільов.і 
несправн .ості в пев .них вузлах . схеми (ри .сунок 2.1 .). При цьо .му довжина . 
тестової .послідовно .сті не змі .нюється. В.икористанн .я безлічі .ДТ, що 
пок.ривають 10 .0% констан .тних неспр .авностей, .є найбільш . економічн .им 
рішення.м завдання . тестуванн .я СОК за у.мови реалі .зації схем. генерації . 
тестів з .мінімальни .ми апаратн.ими витрат.ами. 
 
Рис.унок 2.1 -.Метод тест.ового діаг .ностування. на основі . РЗЛЗЗ 
пер .етворювача. тестових .векторів 
О.дним з ріш .ень цього .завдання є. використа.ння ПЗУ, в.будованого . на 
криста.л або друк .овану плат.у, для зап .ису і збер .ігання пов.ної множин.и ДТ, 
 синт.езованих с .истемами г.енерації т .естів і мо .делювання .несправнос.тей на 
ета.пі проекту.вання СОК. . Управлінн .я адресним.и лічильни .ками ПЗУ 
д.озволяє фо .рмувати те.сти для по .слідовних .схем шляхо .м вибірки 
.сканованих . тестових .наборів, я .кі здійсню.ють устано .вку тригер .ів 
перевір .яється схе.ми, і тест.ових набор .ів комбіна.ційної час .тини схеми ., яких 
док.ладають до . перевіряє.ться схемо .ю по закін .ченню скан .ування. 
Мі.німізація .обсягу ПЗУ . для збері .гання ДТ з.дійснюєтьс.я шляхом 
в.икористанн .я методів .розбиття б .езлічі тес.тів на під .множини, к .омбінації 
.яких дозво .ляють скор .отити обся .г пам'яті. . При цьому. ускладнює.ться 
струк.тура схеми . управлінн .я процесом. діагносту.вання, що .не врахову.ється 
в бі .льшості ві.домих робі .т. У даній . роботі за.пропонован .о новий ме .тод 
побудо .ви генерат.орів тесті.в для посл.ідовних сх .ем сканува.ння, засно .ваний 
на в.икористанн .і генерато .рів гаміль.тонових ци.клів на РЗ .ЛЗЗ і найп .ростіших 
п.еретворюва.чів тестов.их векторі .в, що форм.ують задан .у множину .ДТ. 
Основн.а ідея зап .ропоновано .го підходу. демонстру.ється на п .рикладі 
ст.андартної .схеми S27 . (ISCAS-89) ., яка вико .ристовуєть.ся в для п .обудови 
ге.нератора т.естів на о .снові ПЗУ. . Передбача .ється, що .перевірка .справності . 
схеми зді .йснюється .в два етап .и. На перш .ому - пода.ється безл.іч тестів, . які 
форму.ються гене.ратором пс.евдовипадк .ових послі .довностей. . На другом.у 
етапі фо .рмується б .езліч тест.ів за допо .могою ПЗУ,  . які покри .вають 
несп.равності, .що не вияв.ляються те.стами на п .ершому ета.пі. Безліч . ДТ для 
сх.еми S27 пр .едставлено . в таблиці .  Безліч S. {011,000,  .110} предс .тавляє 
пос.лідовність. скановани .х даних, а . безліч Z 
.{0000,1101 .,1010,0100 .,0111,1001 .} - послід .овність те .стових наб .орів 
комбі .наційної ч .астини схе.ми. 
З табл.иці 2.1  в.ипливає, щ.о необхідн .о сформува.ти шість п .еревіряючи .х 
тестів, .що складаю.ться з різ.них комбін .ацій множи .н двійкови .х векторів. S і 
Z. Не.хай iz, i .1,4 - i-й .розряд дві .йкового ве.ктора з бе .злічі Z. Т.оді множин .а 
трьохроз.рядних век.торів {z1, . z2, z3} Z. представл.яється пос .лідовністю. 
{000,100, .110,011,10 .1,010}, як.а відповід .но до алго .ритму реал.ізації  
 Та.блиця 2.1 .- Множина .тестів S27 . 
гамільтон.ових циклі .в в СР фор .мується в .трьохрозря .дному СР з. функцією 
.зворотного . зв'язку f. = 𝑓 =  𝑧 .2̅̅ ̅⨁𝑧3 . (рисунок . 2.2). Ана .ліз сканов.аних 
тесто.вих вектор .ів показує., що в роз .ряді s1 рі .вне число .1 і 0 можн .а 
сформува.ти на триг .ері з раху.нковим вхо .дом по mod .2, як пока .зано на 
ри.сунку 2.2. . Далі форм.уються всі. тестові н .абори в ро .зрядах s2, . s3 і z4 
в.ідповідно .до початко .вої таблиц .ею. На нас .тупному кр .оці вирішу.ється 
завд.ання знахо .дження мін .імальної к .омбінаційн .ої схеми -. формувача. 
тестових .розрядів s .2, s3 і z4 ., входами .якої можут.ь бути вих .оди тригер .ів (s1, 
z2., z3) або . (z1, z2, z .3). Мініма .льна рішен .ня предста .вляється у. вигляді 
(.рисунок 2. .2):  .𝑆
.1 =  𝑧2 ∗. 𝑧3, . 𝑆1 =  𝑧1. ∗ 𝑧3, . 𝑍4 =  𝑧1.⨁𝑧3 
Д.ля оцінки .витрат апа.ратури на .реалізацію. вбудовани .х схем 
діа.гностуванн .я скориста .ємося оцін .очної мето .дикою Syno .psys Inc. .Для 
КМОП т.ехнології .виробництв.а інтегров.аних схем . (0,6 мкм, .2-х шарова. 
металізов.ана підкла.дка, 5V ха.рчування). .
 Рисунок 2 . 2 - Генер.атор тесті .в для етал.онної схем .и ISCAS-89. S27 
Як од .иничного в .ентильного . еквівален.та (в.е.) .використов.ується 2-
в.ходовую І-.НЕ (АБО-НЕ.) елемент. . Тоді витр .ати на реа .лізацію на .ступних 
ел.ементів ск.ладають: і.нвертор - .0,7 В.Е .;  . 2-входову.ю І (АБО) .вентиль - .1,3 
В.Е .; . мультипле.ксор 2 на .1 - 1,7 В. .Е .; D-три.гер - 3,6 .В.Е .; XOR. - 2,0 в.е.   
З ураху.ванням тог .о, що триг .ери s1, z1 ., z2, z3 в. генератор .і ДТ рисун.ок 
2.2 є е.лементами .вхідних ре.гістрів СО.К відповід .но до стан .дарту 
прое.ктування 1 .149.1, то .додаткові .апаратні в.итрати на .реалізацію. 
генератор .а тестів с .кладають 6. 0 в.е., а. довжина т.естової 8 .послідовно .сті 
дорівн.ює 6. Упра .вління ген .ерацією те.стів зводи .ться до ну.льової поч.атковій 
ус.тановці тр .игерів ген .ератора і .подачі 6 т.и тактових . імпульсів.   
Для схе.ми S27 від .повідно до . методу ге.нерації те.стів з вик .ористанням . 
ПЗУ, вбуд.ованих на .кристал, м.інімальне .рішення ви .ходить у в.игляді: {0 .,1} 
1, {10 .,11} 2 і {. (0000), (1 .010), ( 01 .00,0111,10 .01)}. Для .зберігання . цих даних . 
потрібно .26 біт пам .'яті. Числ.о тестів, .які послід .овно форму.ються в 7-.ми 
розрядн .ому регіст .рі одно 12 .  Формуван .ня кожного . тесту зді .йснюється 
.шляхом зчи.тування да.них з трьо .х модулів .пам'яті за. допомогою. адресних 
 .лічильникі .в і переси.лання дани .х до відпо .відних роз.ряди накоп .ичувальног .о 
регістру.  Очевидно ., що в мет.оді побудо .ви генерат.орів тесті .в на ПЗУ в . 
основні в.итрати на .реалізацію. процедури . тестуванн .я необхідн .о включати . 
витрати н.а реалізац .ію вбудова.них засобі .в управлін .ня тестува.нням. 
Для .того щоб п .роцес тест.ування гар .антував, щ.о обчислюв.альна 
сист.ема не має. несправни .х компонен .тів, умови. тестуванн .я повинні .краще 
розр .облятися н .а рівні са.мих компон .ентів, ніж. на рівні .програмова.них 
послід .овностей. .Це єдиний .спосіб, у .який всі с .тани робот .и кожної л.огічної 
фу.нкції можу.ть бути од .нозначно в.изначені і . всі логіч .ні компоне.нти в 
кожн.ій логічно .ї функції .виконають .покладену .на них зав.дання, так .им 
чином в.иробляючи .мінімальну. програму, . яка перев.іряє і вия .вляє 
неспр .авності. 
 
.2.3 Автома.тична гене.рація тест.ових послі.довностей 
.Автоматичн .а генераці .я тестових . послідовн .остей (АГТ.П, ATPG) -. це 
процес. створення . послідовн .остей для .тестування. схеми, як .ий точно 
о.писаний ме.режевий то .пологією л.огічного р .івня (схем.атично). Ц.і 
алгоритм.и зазвичай . працюють .з програмн .им генерат.ором неспр .авностей, 
.який створ .ює мінімал.ьний стисл.ий список .несправнос .тей, таким. чином, 
ро.зробнику н .е потрібно . турбувати.ся про ген .ерування н .есправност.ей. У 
певн.ому сенсі, . АГТП-алго.ритми є ба.гатофункці .ональними .в тому, що. вони 
можу.ть генерув.ати тестов.і послідов.ності, вон .и можуть з.находити 
н.адлишкову .або непотр .ібну схемн .у логіку і . вони можу.ть довести . чи одна 
с.хемна реал.ізація кра.ще іншої с.хемної реа .лізації. С.початку бу.де розглян .уто 
алгори.тми та под .ання, необ .хідні для .АГТП. Поті .м - іденти.фікація 
на.дмірності . (ІН) - дуж.е важливою. перевагою. АГТП алго.ритмів. 
Ке.рованість .і можливіс .ть спостер .еження - к.ритерії те.стованості ., які 
вико .ристовують.ся в усіх .головних А.ГТП-алгори.тмах. Далі. представл.ено 
декіль.ка ключови .х комбінац.ій АГТП ал.горитмів і . їх поведі .нка на 
при.кладах. 
 Сп.очатку про . різницю м.іж структу.рним і фун .кціональни .м 
тестуван.ням. Поділ. тестуванн .я на струк .турне і фу.нкціональн .е 
приписує.ться Елдре.д (Richard . D. Eldred .). Однак, .перша публ.ікація про . 
константн .ої несправ .ності логі .чний 0 (кн .0) або 1 ( .кн1) для с .творення т.естів 
була. опубліков .ана Гейлі . (Galey), Н.орбі (Norb .y) і Ротом . (Roth) в .1961. 
Пізн.іше Сешу (.Seshu) і Ф.ріман (Fre .eman) згад.али модель. константо .ю 
несправн .ості для п .аралельног.о моделюва.ння неспра.вностей. У . 1963, Пуд .жа 
(Poage) . представи .в теоретич.ний аналіз. константн .их несправ .ностей. 
Пе.рший струк .турний тес .товий мето .д використ.овувався, .щоб переві .рити 
Honey.well Datam.atic 1000 .- централь.ний комп'ю.тер другог .о поколінн .я на 
вакуу.мних лампа .х і діодах .  
Функціон .ально прог .рами АГТП .генерують .набір тест.ових 
послі .довностей, . щоб повні .стю вивчит.и схемну ф .ункцію. На . рисунку 2 . 3 
зображе.ний сумато .р з наскрі .зним перен .осом, і пр .едставлено . дуже прос.те (і 
нееф.ективне) л.огічне про .ектування .однобітово .го шару су.матора, як .ого 
достат.ньо, щоб д .овести дан.е тверджен .ня. С функ.ціональної . точки зор .у, 
суматор. має 129 в.ходів і 65 . виходів. .Таким чино .м, щоб пов.ністю 
прот.естувати ф.ункцію, на.м потрібно . 2129 = 68 .0,564,733, 
.841,876,92 .6,926,749, . 214,863,5.36,422,912 . вхідних н .аборів, як .і виробляю.ть 
265 = 3 .6,893,488,  .147,419,10 .3,232 вихі .дних відпо .відей. Якн .айшвидше 
а.втоматичне. тестове о .бладнання . (АТО), в д .аний час, .працює на .частоті 1 
.ГГц. Це АТ.О має буде . працювати . 2.1580566 .142 х 1022 . роки, щоб . 
застосува.ти всі ці .зразки до .тестованої . схемою (Т.С), припус .каючи, що 
.тестер і с.хема можут.ь працюват.и на часто .ті 1 ГГц. .Тому, ми б .ачимо, що 
.вичерпне ф.ункціональ.не тестува.ння неможл.иво, за ви .нятком мал.их схем, 
а.ле на сьог.одні більш.ість схем .є величезн.ими. 
Струк.турне тест.ування, з .іншого бок .у, тільки .досліджує .мінімальни .й 
набір ко .нстантних .несправнос .тей на кож .ній лінії .схеми, піс .ля відкида.ння 
еквіва.лентних не .справносте.й. Якщо ми . використо .вуємо екві .валентніст.ь 
несправн .остей , то . кожен біт.овий шар в . суматорі .матиме тіл.ьки 27 
 нес.правностей . (рисунок .2.3), ігно .руючи екві .валентні н .есправност.і по лінія .х 
перенесе.ння. 
Рисун.ок 2.3 - 6.4-бітний с.уматор:  ф.ункціональ.ний та стр .уктурний 
т.ести 
 Цей .акумулятор . не має ні .яких надли .шкових вит .рат апарат.ури і 
повн .ий структу.рний списо .к несправн .остей мати .ме не біль.ше ніж 64 .x 27 = 
1,7.28 несправ.ностей. Та .к що нам п .отрібно, п .о більшій .частині, 1 .,728 
тесто.вих послід .овностей. .1 ГГц АТО .повинен за.стосувати .ці зразки .за 
0.00000 .1728 с, і .так як цей . набір тес .тових посл.ідовностей . покриває .всі 
можлив.і структур .ні констан .тні неспра.вності в с.уматорі, ц .е охоплює .ті ж 
самі .несправнос.ті: покрит.тя як і в .складнообр .облюваному. 
функціона.льному наб .орі тестов.их послідо .вностей, о .писаних ви .ще. Часто, .
проектува.льник схем. надає обм.ежену підм.ножину фун.кціональни .х 
тестових . послідовн .остей для .схеми, але . вони зазв.ичай покри .вають тіль.ки 
від 70 .до 75% кіл.ькості всі .х несправн .остей. Тес.тування ті .льки 75% 
м.одельовани .х помилок .- це обмеж .ене значен .ня, так як. будуть ви .явлені 
тіл.ьки найгру.біші неспр .авності. Т.ому, ми ба .чимо важли .вість алго.ритмів 
АГТ.П. Вектори ., які вони. виробляют.ь, доповню.ють функці.ональні те.стові 
вект.ори проект .увальника, . що дозвол.яє збільши .ти покритт .я констант.них 
неспра.вностей до . рівня 98%. або вище. .
 АГТП алг.оритми вво .дять неспр .авність в .схему, і п .отім 
викор.истовують .різноманіт.ні механіз .ми, щоб ак .тивувати н .есправніст.ь і 
пошири .ти її за с .хемою і сп .остерігати . на виведе.нні. Вихід .ний сигнал. 
відрізняє.ться від з.начення сп .равної схе.ми, і це д .озволяє ви.явити 
 несп.равність. .Несправніс.ть поширює.ться зі вх.оду І / І-.НЕ вентиля. до його 
в.исновку ус.тановкою і .нших вході .в в 1, нек .ерований з.начення дл.я І / І-НЕ.  
Несправн.ість пошир .юються зі .входу АБО ./ АБО-НЕ в.ентиля до .його 
висно.вку устано .вкою інших . входів в .0, некеров.аний значе .ння для АБ.О / 
АБО-НЕ.  Несправн .ість пошир .юються зі .входу XOR ./ XNOR вен.тиля до 
йо.го висновк.у установк.ою інших в.ходів в 0 .або 1 в за.лежності в.ід ситуаці .ї.  
E-пром.еневе тест.ування доз.воляє спос.терігати в.нутрішні с .игнали 
схе.ми "проявл.яючи" зобр .аження схе .ми, яке по .казує внут.рішні точк .и 
розгалуж.ення, вста.новлені в .логічний 0 . одним кол.ьором і вс .тановлені .в 
логічну .1 іншим ко .льором. Це. дозволяє .не поширюв.ати неспра.вності на 
.головні ви.ходи (ГВих . (PO)). Од .нак, цей м .етод непра.ктично дор .іг, 
викори.стовується . тільки дл.я дуже спе .ціалізован .их додаткі .в, і в дея .кому 
сенсі. перетворю.є складноо .броблювану. проблему .тестування. в іншу 
ск.ладнооброб.лювану про .блему обро .бки зображ.ень, так я.к деякий м.еханізм 
по.винен тепе .р перегляд .ати зображ .ення VLSI .мікросхеми . і визнача.ти, 
"пофар.бовані" Чи . всі сигна.ли правиль.но. АГТП а .лгоритми н .адзвичайно . 
важливі, .в тому що .вони пошир .юють неспр .авні показ .ання напру.ги з 
внутр.ішніх ланц .югів схеми. до ГВих ( .PO), на як.их АТО мож .е досліджу.вати 
напру.гу і визна.чити, чи п.равильне в.оно.  
Прое.ктування н .а основі с.канування .для тестув.ання мікро .процесорів.  В 
даний .час, найкр .ащим метод .ом для тес .тування що .найменше ч .астини Int .el 
Pentium. ™ і AMD K.6 ™ мікроп .роцесорів .є комбінац .ійна АГТП. . Вставщик 
.скануючого. ланцюжка .додає муль.типлексор .спеціально .го признач .ення і 
син.хронізацій.них апарат .уру до кож .ного триге.ру схеми д .ля контрол.ю, так, 
що.б в режимі . скануванн .я, тригери . були пере.творені в .великий зс.увний 
регі .стр, і пов.не стан мі .кропроцесо .ра може бу.ти висунут.о через сп .еціальний 
.порт режим.у тестуван .ня, званий . висновок .сканування .  Точно та .к само 
баж.аний почат .ковий стан . тригера м.оже бути п .ослідовно .зсунути в .тригер 
чер .ез спеціал.ьний порт .режиму тес.тування,  .що називає.ться вхід 
.сканування.  Цей підх .ід перетво .рює складн .у послідов .ну схемну .АГТП 
 пробл.ему в комб .інаційну с .хемну АГТП. проблему .легше підд .ається 
обр .обці, за р .ахунок:  
1.  використ .ання 5 - 2.0% площі м .ікросхеми .для апарат.них засобі .в 
скануючи.х ланцюжкі .в у велики .х мікросхе .мах.  
2. у.повільненн .я всіх три .герів чере .з введені .затримок м.ультиплекс.ора 
сканую.чої ланцюж .ка.  
3. ре.зервування . одного аб .о більшої .кількості .додаткових . контактів. для 
управ.ління скан .уючим ланц.южком.  
4. . подовженн .я послідов.ності тест.ових набор .ів. Це від .бувається, . тому 
що у.становка м .ашини, що .має n триг .ерів в буд .ь-яку бажа .ну початко .вого 
стану. вимагає n . тактів ск.ануючого л.анцюжка. З .астосуванн .я бажаної 
.тестової п .ослідовнос .ті вимагає. 1 додатко .вий такт, .наступний .за n 
додат.ковими так .тами читан.ня стану т.ригера (ко .ли прояв н .есправност.і 
зафіксов.ано в триг .ері, але н .е поширило .ся до вихо .ду схеми.) . Для 
множи.нного тест .ування вон.и можуть п .еретинатис .я. 
Однак, .проектуван .ня на осно .ві сканува.ння разом .з комбінац .ійної 
АГТП. - найпопу.лярніший м .етод тесту.вання мікр .опроцесорі .в і інших .VLSI 
мікро .схем, тому. що цей ме .тод з висо .кою ймовір .ністю гене .рує набір 
.тестових п.ослідовнос .тей  з бли .зьким до 1 .00%-ому по .криттю 
нес.правностей .  Крім тог.о, час на .розробку т.естів пере.дбачувано .і може бут.и 
обумовле.но в новом .у графіку .впроваджен .ня продукт.у. Сучасна . послідовн .а 
АГТП час.то виклика .є великі з.атримки ро .зробки, че .рез пробле.ми 
алгорит.мів і несу.місних апа.ратних зас.обів, і мо .же затрима.ти впровад.ження 
прод.укту. 
Всі .програми А.ГТП потреб .ують струк.тури даних ., яка опис .ує 
пошуков.ийпростір .для тестов.их послідо .вностей.  
 .Дерева дві .йкового по .шуку. Розг.лянемо бін .арне дерев .о на рисун .ку 2.4 
(b) . для голов.них входів. схеми (Pi .s) у рисун .ку 2.4 (a) .  Гоель (G.oel) споча .тку 
викори.стовував ц .і дерева в. комбінаці .йної АГТП .літературі .  Дерево я .вляє 
всі в.ісім вибор .ів для мал.юнків введ .ення схеми .  У найвищ .ій точці 
р.озгалуженн .я, якщо об .рана ліва .гілка, то .сигнал А в.становлени .й в 0 (гіл.ка 
А), але. якщо обра .на права, .то А в 1. .У другому .і третьому. рівнях в .дереві, 
на.ступні зна.чення обра .ні для інш.их вводів .схеми, спо .чатку для .В і потім 
.для С. Це .покриває в.сі можливі . вхідні по .слідовност .і. Вершини . дерева 
по.значені ві.дповідним .машинним к .одом, який . відповіда.є вхідним 
.значенням. . Все АГТП .алгоритми .неявно шук .ають це де .рево, щоб .знайти 
тес.тові послі.довності, .і в найгір .шому випад .ку, повинн .і досліджу.вати повне. 
дерево, щ.об довести ., що неспр .авність не . тестуєтьс.я. Ми опус .тимо докла.дне 
вивчен.ня, тому щ .о кількіст.ь листя де .рева дорів.нює числу .основних в.ходів 
і зр.остає по е.кспоненті.  .
Рисунок 2 . 4 - Різні . представл.ення схеми . 
 
Двійкові . діаграми .прийняття .рішень. Бу.дь-яка фун.кція, що 
п.еремикаєть.ся може бу.ти повніст.ю описана .двійковій .діаграмою .прийняття 
.рішень (ДД.ПР (BDD)), . яка було .винайдено .Лі (Lee) в. 1959. Спр .авжнє 
обго .ворення за.сноване на. роботі Ак .ерс (Akers .), який за.стосував Д.ДПР 
(BDD), . щоб виріш.ити пробле.ми тестува.ння. Рисун .ок 2.4 (с)  . показує Д .ДПР 
(BDD) .для схеми .на рисунку. 2.4 (a). .Щоб прочит.ати діагра.му, потріб .но 
починат.и в самому. верхньому. кореневом .у вузлі, і . дотримува .тися шляху. від 
 цього . вузла до .одного з д .вох найниж .чих вузлів., 0 або 1,  . який дає .значення 
в.иходу схем.и[8]. Добу.ток булеви .х літералі .в по шляху. дає елеме.нтарну 
диз.'юнктивну .форму схем .и або міні .мальну диз.'юнктивну .форму схем.и, в 
залеж.ності від .того, чи з.акінчуєтьс.я шлях в 0 .-му або 1-.му вихідно.му вузлі. 
.Наприклад, . крайній л.івий шлях .в ДДПР (BD.D) - це А .В С, який .виробляє 0 . 
на виході . схеми, і .це збігаєт.ься з функ.цією схеми .  Шлях мол.одшого роз.ряду 
в ДДП.Р (BDD) - .це А В С, .який вироб .ляє 1 на в.иході схем.и, також з.бігається 
.з функцією. схеми. Ми . можемо пе .ревірити, .що все ДДП.Р (BDD) шл.яху 
сумісн.і з логічн .ою функціє.ю. ДДПР (B.DD) викори .стовувалис .я для AГТП., 
але в ни .х є пробле .ми обчислю.вальної ск.ладності, .особливо д .ля схем 
мн.ожителя. Н.е можна не . помітити .суттєвих в.трат обчис.лювального . часу, в 
з.алежності .від порядк .у в якому .схемні вхо .ди описані . в ДДПР (B.DD). 
Понят.тя результ.ативності .AГТП алгор .итму, озна.чає, що дл.я того, що .б 
згенерув.ати тестов.у послідов.ність, алг.оритм пови .нен в кінц .евому раху.нку 
бути з.датний зна .йти повне .бінарне де .рево рішен .ня, в разі . необхідно .сті, 
згене.рувати тес.тову послі .довність н .авіть для .важко вияв.ляється 
не.справність.  Якщо нес .правність .неможливо .перевірити ., то після. того як 
з.находити п .овного дер .ева ніяких . тестів не. знайдено. . Це означа.є що, ця 
с.хема веде .себе прави .льно навіт.ь в присут.ності цієї . несправно .сті. Важли.во 
для AГТ.П алгоритм.у бути зак.інченим, а .бо він мож.е не досяг.ти необхід.ного 
покри.ття неспра.вностей. 
A.ГТП алгебр .а - вищий .порядок по .дання буле.вої систем .и позначен .ь 
набору з. метою одн .очасного п .одання зна .чень "спра.вних" і "н .есправних" . 
схем (або . автоматів.). Це дає .перевагу в. необхідно .сті тільки . одного пр .оходу 
АГТП., щоб визн .ачити знач.ення сигна .лу для обо .х автоматі.в. Так як .тестовий 
в.ектор вима.гає, щоб б .ула різниц .я між цими . двома авт.оматами, з. 
обчислюва.льної точк.и зору най .швидше - у.явити став.лення обох . автоматів. 
з алгебри., замість .того, щоб .зберегти ї .х, окремим .и. Рот (Ro .th) показа.в, як 
акти.візація мн .ожинного ш .ляху, вима.гала проте .стувати де.які комбін .аційні 
 схе.ми, це мог .ло бути зр .облено з й .ого п'ятиз .начної алг.еброю, пок.азаної на 
.рисунку 2. .5. 
 
 
Рисун.ок 2.5 - 5.-значна ал.гебра Рота. та 9-знач.на алгебра . Мата 
Пізн.іше, Мат п .оказав що, . щоб тесту.вати кінце.ві автомат.и, символ .X 
повинен .бути розши .рений, щоб . покрити в.ипадки, ко .ли одне з .справних а.бо 
несправ.них значен .ь автоматі .в може бут.и відомим, . але інші .значення 
а.втоматів -. невідомі. . Рисунок 2 . 5 показує. дев'ятизн.ачну алгеб .ру Мата, я.ка 
також ч.асто прино .сить корис.ть комбіна .ційної АТГ .П. Для тог.о щоб 
обчи .слити реак .цію логічн .ого вентил.я, щоб вве.сти символ.и алгебри, . ми 
розгор .таємо симв.оли в спра .вні схемні . / несправ.ні схемні .значення, .дані в 
сто.впці 2 рис .унку 2.5. .Ми тоді не .залежно об .числюємо р .еакцію лог.ічного 
вен.тиля для о.бох автома .тів і об'є.днуємо зна .чення вихо .ду знову в. алгебру. 
.Різні типи . АГТП алго .ритми, їх .ступінь ін .теграції. . 
Вичерпний .  У цьому .підході, д .ля n-вхідн.ий схеми, .ми генерує.мо все 2-
х. входові п .ослідовнос .ті. З прич .ин, обгово .рюваних ви .ще, це нез.дійсненно,  .
якщо схем.а не розді .лена в під .схеми логі .чної схеми., кожна з .15 або мен .шою 
кількі .стю входів.  Ми можем.о тоді вик .онати виче.рпне форму.вання тест.ових 
послі .довностей .для кожної . підсхеми. . Однак, ті . несправно .сті, які в.имагають 
 б.езлічі під.схем, які .повинні бу.ти активіз.овані сине.ргістичним. способом .в 
процесі .тестування., ця інфор .мація не п .еревіряєть.ся.  
Випад .ковий - Ви.користовув.ався з алг.оритмічним.и методами .  У 1972 в. 
Університ.еті Штату .Іллінойс, .Агравел (A.grawal) і .Агравел (A.grawal) 
за.пропонував. використа.ння випадк .ового гене.рування по .слідовност.ей 
(ВГП, R.PG) для те.стування. .Основна ча.стина схем.и СГП, RPG. - імітато.р 
помилки, . який виби .рає придат.ні послідо .вності (ри .сунок 2.6) . При 
генер.уванні тес .тів для пл.ат паралел.ьного комп .'ютера ILL.IAC IV 
пов.ідомили, щ .о покриття. випадкови.х послідов.ностей буд .е часто 
ва.ріюватися .між 60 - 8.0% і що пе .ремикання .на D-алгор .итм зумови.ть 
переваг.а програми . в цьому с.енсі. Це о .бмеження В.ГП, RPG, я .ке стосуєт.ься 
тестов.аності схе .ми, було в.раховано А.йхельберґе.р (Eichelb .erger) і і .ншими 
для .програмова.них логічн .их матриць. (ПЛМ). Ст.ало ясно, .що послідо .вності 
з о.днаковою й .мовірністю. виходів і . входів, я.к початок .ВГП, RPG н .а рисунку 
.2.6, може .бути не кр .ащим вибор .ом. Коли й .мовірності . виходів і . входів 
ві.дрізняютьс.я від 0.5, . послідовн .ості назив.ають зваже .ними випад .ковими 
пос.лідовностя .ми (ЗВП). .Такі послі.довності в.икористову.валися 
Шну.рманом (Sc .hnurmann) .і іншими, .Ваісукавск.ім (Waicuk .auski) і 
Л.індблума (.Lindbloom)  ., і деяким .и іншими. .Метод знах .одження 
оп.тимального . набору йм .овірностей . для вході .в дається .Вундерліха . 
(Wunderli .ch).  
Симв.олічний - .булева пох .ідна. Селл.ерз (Selle .rs) та інш .і 
використ.овують Тео .рему Розго.ртання Шан .нон, щоб х .арактеризу.вати 
Булев.і схеми. Н.априклад, .довільна б .улева функ.ція F (X1,  . X2 ..., X.n) може 
бу.ти розгорн .ута по буд .ь-якої змі.нної, напр .иклад X2, .як: 
 
 
Пре.дполагая, .что логиче.ская функц .ия g = G(X.i,X2, • • .•, Xn) име .ет 
неиспра.вность как. на рисунк.у 2.7, мы .выразим вы .ходы как: 
 .  
Рисунок .2.6 - Мето.д генераці .ї випадков.ої послідо .вності 
 
 
.Рисунок 2. .7 - Булева. різниця 
В.ажливо, що . ці вихідн .і рівняння . виражають. виходи сх .еми в терм.інах 
безлі.чі первинн .их входів .Xi і сигна .лу з помил.кою g. Сел.лерз (Sell.ers) та 
ін.ші визначи .ли булеву .похідну, а .бо булеву .часткову п.охідну, сх .еми як: 
 
. 
Вони висл.овили вимо .ги до вияв .лення несп .равності д .ля g КН0 н .а 
виході f.j як: 
 
 Пе.рше рівнян .ня вище по .казує, що, . щоб перев .ірити поми .лку 
конста.нтного нул .я на g, ло .гічний вен .тиль G пов.инен зроби .ти чутливи .м 
точку по .милки, вст.ановивши ї .ї в логічн .у 1. Друге. рівняння . говорить, . що, 
щоб в.иявити пом .илку, буле.ва похідна . деякого в.исновку що .до точки 
н.есправност.і g повинн .а бути 1 (.тобто, вих .ід повинен . змінити с .воє значен.ня 
сигналу., коли сиг .нал точки .несправнос .ті перемик.ається з 1 . в 0). На .жаль, 
чере.з високу с.кладності .булева пох .ідна - нее.фективний .спосіб обч .ислювати 
т.естові пос.лідовності . для велик.их схем.  
.Методи акт .ивізації ш.ляхів. Акт.ивізація ш.ляху на рі .вні уявлен .ня 
логічно .го вентиля . - в даний . час кращи .й АГТП мет.од. Підхід . складаєть.ся з 
трьох. кроків:  
.1. активіз.ація помил.ки, при як .ій констан .тна помилк.а активізу.ється 
уста.новкою сиг.налу в про .тилежне зн .ачення від. значення .помилки. Ц.е 
необхідн .о для впев.неності в .поведінков.ому відмін .ності між .правильною. 
схемою і .дефектної .схемою. Ак.тивізація .помилки та.кож відома. як актива.ція 
помилк.и або пору.шення поми .лки.  
2. п .оширення п .омилки, пр .и якому пр .ояв помилк .и поширене . через оди.н 
або біль.ше шляхів .до головно .го виходу .схеми. Для . деяких по .милок, 
нео .бхідно одн .очасно пош.ирити проя .в помилки .по множинн .им шляхах, . щоб 
проте.стувати її .  В загаль.ному випад .ку, кількі .сть шляхів. може 
збіл.ьшуватися .по експоне .нті в зале.жності від . кількості . логічних .вентилів у. 
схемі. По .ширення по .милки тако .ж відомо я.к активіза.ція шляху. .  
3. Обґру.нтування л.інії, при .якому внут.рішні приз .начення си .гналу, 
поп.ередньо зр .облені для . активізац.ії помилки . або пошир .ення її пр .ояви 
обґру.нтовуються . установко .ю головних . входів сх.еми.  
У др.угому і тр .етьому ета.пах, ми мо .жемо знайт.и конфлікт ., де необх .ідне 
призн.ачення сиг .налу супер .ечить деяк .им поперед .ньо зробле.ним заявам.  Це 
змушу.є АГТП алг .оритм відс.тежувати в. зворотном .у порядку .або 
резерв.увати, тоб .то, відмов.лятися від . попереднь.о-зроблено .го признач.ення 
сигна.лу і робит.и альтерна .тивне приз.начення. 
 Р.озглянемо .приклад на . рисунку 2 . 8. У всіх . прикладах . в цьому р .озділі, 
ми. окреслимо. головні в .ходи і гол.овні виход .и великими . літерами, . і всі інш.і 
сигнальн.і лінії в .схемі мали .ми літерам.и. Зверніт.ь увагу, щ .о головний . вхід 
B (о.снова розг.алуження) .розгалужує.ться на дв.а вентиля .І, виходи .яких - h і . 
i. Розгал.уження пер .еходить ві .д B до вхо .дів двох в.ентилів І .зазначених . f і g. 
Ча.сто трапля.ється, що .тести несп .равностей .в B відріз.няються ві.д тестів 
н.есправност.ей в f, як .і також ві.дрізняютьс.я від тест.ів несправ .ностей на .g. 
Саме то .му ми пови.нні відзна .чати кожну. окрему ря .док або пр .овід 
сигна.льної мере .жі. Ми ген .еруємо тес.т для B КН.0. Для акт.ивізації п .омилки, 
ми. встановлю.ємо В в 1, . і це веде. до призна.чень сигна.лу f = D і. g = D . 
 
.Рисунок 2. .8 – Прикла.д комбінац .ійної схем.и для підв.ищення 
чут.ливості 
По.ширення по .милки вима.гає, щоб м.и вибрали .один з трь.ох сценарі.їв:  
1. по .ширення по . шляху f -. h - k - L., або  
2. .поширення .по шляху g .- i - j - .k - L, або.  
3. одноч.асне пошир .ення по об .ом шляхах .f - h - k .- L і g - .i - j - k .- L.  
Обир.ається шля.х f - h - .k - L для .поширення. . Це означа.є, що для 
.кожного І .вентиля по . шляху, вх.оди поза ш .ляху повин .ні бути вс .тановлені .у 
некерова.ну значенн .я (1), і т.акож для к.ожного АБО. вентиля п .о шляху, в.ходи 
поза .шляху пови .нні бути в.становлені . в 0. Це п .ризводить .до признач .ень 
сигнал.ів А = 1 ,  . j = 0, і .E = 1. Обґ.рунтування . лінії теп .ер вимагає., щоб ми 
о.бґрунтувал.и будь-які. внутрішні . сигнали, .яким призн .ачалися зн.ачення. В 
.цьому випа.дку, єдини .й сигнал -. j. Ми мож .емо привла .снити i = .1, щоб 
обг.рунтувати .j - 0 звор .отним логі .чним модел.юванням ін .вертора j. . Однак, І 
 .вентиль i .тоді повин .ен мати ви .хід 1, але . він вже м.ає вхід g .= D. Зворо .тне 
логічн .е моделюва.ння, викор .истовуючи .5-оцінену .алгебру (д .ив. Таблиц .ю 
7.1), по .казує, що .немає ніяк .ого способ .у отримати . i = 1, ко .ли вхід вж.е був 
вста.новлений в . D. Тому, .ми відстеж.уємо в зво .ротному по .рядку і 
ві.дмовляємос.я від приз.начення j .= 0 і проб .уємо альте.рнативне п .ризначення . 
j = 1. Од .нак, це не .гайно блок .ує поширен .ня помилки . по шляху .f - h - k .- L. 
Ми пр .иходимо до . висновку, . що єдині .придатні в.аріанти мо .жуть бути 
.вищезгадан.ими сценар .іями 2 і 3 .    
Ми виб .ираємо сце.нарій 3. М .и змінюємо . наш підхі .д поширенн .я 
помилки, . і тепер п .ризначаємо . А = 1, C .= 1, і E = . 1, щоб га .рантувати 
.поширення .помилки. П.ряме логіч .не моделюв.ання резул .ьтатів цих . 
призначен .ь i - D, h . = D, j = .D, і k = i ., так як D. АБО nD = .1. Це отри .мано 
обчис.ленням 1f0 . АБО 0f1 =. 1f1. D-ко .рдон - це .перетин, щ .о відділяє. частину 
с.хеми, позн .ачену X ві .д частини .з позначко .ю D або nD., де ми вк.лючаємо 
ті.льки D або . nD які ма.ють найтіс.ніший конт.акт виході.в в кордон .і. Нарешті ., 
L = 1 і .D-кордон з.никає в АБ.О вентилі .k, що озна .чає, що по .милка не 
п.еревіряєть.ся через м.ножинних ш.ляхів. Зал.ишається т.ільки пове.рнутися і 
.пробувати .поширення .помилки по . шляху g -. i - j - k. - L. Ми в.становлюєм.о 
C = 1, h . = 0, і E .= 1, щоб п .оширити по .милку. Пря .ме логічне . моделюван.ня 
дає i =. D, j = nD., k = nD і . L = nD. З .алишається. обгрунтув.ати h = 0. . Це 
досяга.ється звор .отним логі .чним модел.юванням дл.я І вентил.я h, з 
вве.денням f =. D, встано .влюючи вхі .д А = 0. Є.диний тест . на КН0 на . вході В 
в.иглядає та.к: ABCE = .0111, і да .є вихід L .= 0 в спра .вному авто.маті, і L .= 1 в 
несп.равному ав.томаті.  
Ц.я процедур .а АГТП пра.вильна тіл.ьки для не.циклічних .комбінацій .них 
схем. .Ми будемо .обговорюва.ти процеду.ри для пос .лідовних с .хем в Розд .ілі 
8. Зок.рема будь-.яка схема .з зворотни .ми зв'язка.ми, тригер .ами, або н .еявними 
тр.игерами-за.сувками, в.ираженими .як комбіна.ційна логі.ка буде ча .сто 
зверта.ти цю проц .едуру в не .скінченний . цикл. Пош.ирення пом.илки і 
обг.рунтування . лінії в А.ГТП склада .ється з оп .ерацій при .значень си.гналів, 
 пр.ямого моде.лювання ло .гічного ве.нтиля, зво .ротного мо .делювання 
.логічного .вентиля, і. зворотног.о ходу.  
Б.улева здій.сненність .і методи і .мплікації .графів. Пр .облема бул.евої 
здійс.ненності о .значає зад .оволення б .улевого ви.разу або р .івняння. N.-бітний 
бу.левий вект.ор складає.ться з наб .ору n подв .ійних змін .них, Xi, i . = 1,2 ... ., n. 
Симво.лічно, змі.нна Xi або . її доповн .ення nXi п .означаєтьс.я як літер .ал. 
Пробле.ма подвійн .ого здійсн .енності зв.одиться до . виявлення . набору зн.ачень 
для .rEj's, які . задовольн .ить рівнян .ню типу: 
. 
де αi і β .i - будь-я.кі два літ.ерала, і п .ідсумовува.ння, і мно .ження є бу.леві 
опера.ціями АБО .і І, відпо .відно.  
Те.рм або тві .р в рівнян .ні 7.5 наз .ивають бул.евим пропо .зицією або . 
просто пр .опозицією. . 2-SAT про.блема вирі .шувана в п .оліноміаль.ний терм. 
.Коли пропо .зиції в бу.левому вир .аженні міс .тять три л.ітерала, п .роблема 
ві.дома як (3 .-SAT) проб .лема з пот.рійною зді .йсненне. Р .ішення 3-S.AT має 
екс.понентну с.кладність .часу.  
Чак.радар (Cha .kradhar) і . Ларбі (La .rrabee) от.римали Бул.евські 
фор.мулювання .здійсненно .сті для АТ.ГП проблем.и. З огляд .у на цільо .ву 
несправ.ність, отр .имують фун .кцію потуж .ності нейр .онної мере .жі або 
Бул.евського д.обутку вир .аження сум. в терміна.х змінних .сигналу сх .еми 
такий, . що будь-я.кий тест н .а цільову .помилку зг.орне функц .ію потужно .сті 
або за.довольнить. булевий в.ираз. Міні .мізація по .тужності п .оказана 
ек.вівалентно .ю булевій .сумі добут.ків. Решта. залежить .від знаход .ження 
ефек.тивних шля .хів виріше.ння пробле .ми здійсне .нності.  
Ц.і методи б .ули розшир .ені іншими ., і тепер .є найбільш. швидкими 
.відомими А.ГТП алгори.тмами для .великих сх .ем. У цих .методах, б .улева 
функ.ція кожног .о логічног.о вентиля .зафіксован.а в рівнян .нях, які п.ов'язують 
.вхідні і в.ихідні сиг .нали венти.лів.  
 Пере.вага цього . підходу п .олягає в т.ому, що ми . можемо за.писати 
фун.кцію потуж .ності для .кожного ло .гічного ве.нтиля (або . модуль бу.левої 
функ.ції) в схе .мі, і поті .м підсумув.ати всі ці . функції в. єдину фун .кцію 
потуж.ності для .всієї схем.и. Якщо зн .ачення фун .кції - 0, .то всі сиг.нали 
послі .довно позн .ачені; іна.кше вони н .е відзначе .ні.  
Дійсн.о ефективн .ий спосіб .згорнути ф .ункцію ене .ргії або з .найти 
задо .вольняють .присвоєння. змінної д.ля помилко .вих або іс.тинних фун.кцій - 
це .граф включ.ення. Цей .граф має в.узол для к.ожного літ.ерала. Так.им чином, 
.булевська .змінна x п .редставлен.а двома .вузлами, x . і nx. Вуз.ол може бу.ти 
"справж.ній" або " .хибним". Д .ля x = 1, .x вузол пр .иймає спра .вжній стан.  Для 
x = .0, nx вузо .л стає спр .авжнім. Ви .раз "якщо . .. то" дл.я двох змі .нних 
предс.тавляється. як дуга в.ід уявленн .я літерала. умови "як .що" до под .ання 
літер.ала вираже.ння "то". .Граф може .тоді бути .перетворен .ий в перех .ідній 
замк.нутий граф . так, щоб, . коли вузо .л встановл.ений в іст .ину , всі .доступні 
в.узли, тако .ж встановл.ені в істи .ну. Це доз .воляє дуже . ефективни .й 
аналізув.ати значен .ня сигналу., тому що .перехідною. замкнутий . контур мо .же 
визначи.ти більше .глобальних . відносин .сигналу в .графі ніж .інші метод .и 
пошуку г.ілок і меж.  
Обчислюв.альна Скла .дність. Іб .арра (Ibar.ra) і Сани . (Sahni) а.налізували . 
обчислюва.льну склад.ність АГТП.  Вони вия .вили, що ц .е - NP-Com.plete 
проб.лема що оз.начає, що .ніяке полі .номіальний . вираз для . функції ч.асу 
обчисл.ення не бу.ло знайден .о, і пробл.ема, як пе .редбачаєть.ся, має 
ек.спонентну .складність.  У найгір .шому випад .ку, з него.ловним вхо .дами, є 2 
.різні вхід .ні комбіна .ції неголо .вних вході .в, які мож.на пробува.ти для спо .собу 
пошук.у в глибин .у в довічн .им дереві .прийняття .рішень. Ко .ли тригери . 
присутні .в схемі, є. потенційн .о 4 різні .початкові .стану триг .ерів для А.ГТП, 
які м.ожна розгл.янути. Це .тому що тр.игери можу.ть бути аб .о в 0 або .в 1 стані 
.в схемі бе.з помилки .і також в .0 або 1 ст .ані в дефе .ктної схем .ою. Таким 
.чином, про .стір стані .в тригерів. містить ч .отири. Нар .ешті, робо .та за прям.им 
моделюв.ання або з.воротному .моделюванн .я всіх лог.ічних вент .илів 
 збіль.шується пр .опорційно .n, номеру .логічних в.ентилів. У . найгіршом.у 
випадку, . ця робота . повинна б .ути зробле.на для всі .х потенцій .них комбін .ацій 
голов.них входів . і початко .вих станів. тригерних . схем. Пов.ний вираз .для 
найгір .шого випад .ку обчислю.вальної ск.ладності А.ГТП: 
𝑂(𝑛 ∗ . 2𝑛0𝑝𝑖 . ∗ 4𝑛0_𝑓𝑓 .) 
Вищеза.значене до.каз вважає., що АГТП .математичн .о еквівале.нтно 
пробл.емі булево .ї виконува.ності.  
По.вною істор .ією АГТП а .лгоритмів .був процес . поліпшенн .я 
евристич.них алгори .тмів, і пр .оцедур для . (1) знахо.дження всі .х необхідн .их 
присвоє.нь сигналі .в для тест.ування яко .мога раніш.е, і (2) п .ошук насті .льки 
малог.о простору. рішень, н .аскільки м.ожливо. Пр .остір ріше .нь найгірш.ого 
випадк.у - 2no-pl . x ^ no-ff.  Для логі .чного моде .лювання об .числювальн.а 
складніс.ть станови.ть O (n). .Для комбін .аційного м.оделювання . несправно .сті, 
склад.ність стан .овить О (n.2), і для .послідовно .го моделюв.ання помил.ки, 
складн.ість оціне.на між O (.n2) і O (n .3), грунту.ючись на е.мпіричних .вимірах.  
.Це означає. що, всяки.й раз, кол.и можливо, . ми будемо . використо .вувати 
мод.елювання н.есправност.і, щоб уни .кнути АГТП. обчислень.  Наприкла.д, ми 
вико .ристовуємо . СГП, RPG .і моделюва.ння неспра .вності, що .б отримати. 
тести. Ко.ли це не в.дається, м.и використ.овуємо АГТ.П для важк.о тестован.их 
несправ.ностей. Як .що ми знах .одимо посл .ідовність .для помилк .и, то ми 
м.оделюємо ц .ю послідов.ність замі .сть всіх, .хто лишивс .я невиявле.них 
помило .к, в надії ., що ми "в.ипадково" .перевіримо . додаткові . помилки. .1. 
величез.на кількіс .ть різних .несправнос .тей, можли .вих у вели .ких схемах .  2. 
експо.ненціальна . складніст.ь алгоритм.у (тобто, .для послід .овної схем.и тільки 
з. 20 тригер .ами, послі .довний АГТ.П може три .вати дні о .бчислень), . так як 
по.слідовний .АГТП повіл.ьний на бу.левскому р.івні уявле.ння, це бу.де навіть 
.повільніше . на аналог .овому рівн .і уявлення .  3. АГТП .для структ.ур 
транзис.тора повин .ен моделюв.ати поведі .нку двунап .равленное, . з трьома 
.станами. М.оделі несп .равностей .і АГТП алг.оритми існ .ують, але .більш 
скла.дні ніж їх. двійково-.логічні ве.нтилі. Хоч.а є тестов.і генерато .ри, які 
 мо.жуть працю.вати на рі .вні транзи.стора, пер .еважна тес.това метод.ологія 
про .довжує пок .ладатися н .а рівень к.онстантних . несправно .стей венти .лів. 
 
 2.4. Різновиди . та генера.ція спеціа .льних тест.ових послі .довностей 
.Більш висо .кої якості . контролю .можна дося .гти викори .стовуючи Г .ПВТН, 
що с.пеціально .орієнтован.і на викор .истання в .системах к .онтролю і 
.дозволяють. формувати. тестові н .абори зада .ної ваги, .тобто набо .ри, що 
міс.тять потрі .бну кількі .сть одинич .них символ.ів, що роз.поділені м.іж 
елемент.ами набору.  Використ.ання таких . алгоритмі.в, зокрема. в система.х на 
основ.і алгоритм.у випадков.ого пошуку., суттєво .підвищує е .фективніст.ь 
процедур .и контролю. ЦВ.      . 
Один з іс.нуючих вар .іантів ген .ератору на.борів з по .стійною ва.гою 
предст.авлено ниж .че[8].  
За.гальний пр .инцип робо .ти такої с.хеми поляг.ає в орган .ізації зсу.ву 
двійков.ого вектор .у у вихідн .ому регіст.рі 𝑅𝑒𝑔 п.ід управлі .нням сигна.лів від 
зв.ичайного г.енератора .псевдовипа .дкових век.торів, що . формує 
рі.вноймовірн .і багаторо .зрядні век.тори. Цикл.ічний зсув. вправо ро .зрядів 
𝑅𝑒 . 𝑔 здійсню.ється в ко .жному такт.і. При цьо .му, якщо з.начення де .якого 
розр .яду опорно .го РЗЛЗЗ д .орівнює  о .диниці, то . значення .відповідно .го 
розряду. 𝑅𝑒𝑔 фік.сується і .цей розряд . не прийма.є участь у. виконанні . зсуву.  
Н.едоліком т.акого форм .увача є по .вторюваніс.ть станів .протягом о .дного 
пері .оду. 
Струк.тура генер .атора. В д.аному гене.раторі упр .авляючі си .гнали для 
.регістра .𝑅𝑒𝑔 форму.ються на о .снові спец .іальним чи .ном відібр .аних булев.их 
функцій. затримки, . що фактич .но визнача .ють автоно .мність так.ого 
генера.тора. 
Неха.й 𝑛 – кі .лькість ро .зрядів рег .істра, тоб .то довжина . векторів, . що 
генеру.ються, 𝑘 . – вага ко.жного тако .го вектору., 𝑥1, . 𝑥2, 𝑥.3, … , 𝑥𝑛 .– булеві 
.змінні, що . відобража .ють стани .відповідни .х розрядів. регістру, . а  𝑋 =
(𝑥 .1 , 𝑥2 . , 𝑥3, … , . 𝑥𝑛)– д.війковий в.ектор, що .генеруєтьс.я. 
 Функція .  𝑓1–. булева фу.нкція, що .дорівнює о .диниці, як .що необхід .но 
затрима.ти 𝑖-й р .озряд регі .стра 𝑅𝑒𝑔 . і нулю як.що навпаки .  варто ві.дмітити, 
щ.о в загаль.ному випад .ку функція . затримки .може залеж.ати не тіл.ьки від 
зн.ачень розр.ядів генер .атора.  
Та.ким чином, . значення .𝑖-го роз. (𝑡 + 1) т.акті визна.чається ви .разом :  
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(
 
 
 
 
 
 
 
 
 
 
 
 
 𝑡+1
)
 
 
 
 
 
 
 
 
 
 
 
 
 
.= 𝑥
𝑙
(
 
 
 
 
 
 
 
 
 
 
 𝑡
)
 
 
 
 
 
 
 
 
 
 
 
., 
де  𝑙 =. max
1≤𝑖 .<𝑗
(𝑗 | . 𝑓𝑗 = 0), .якщо ∏ 𝑓𝑗 . = 0
𝑖−1
𝑗=1.  і 𝑙 =. max
𝑖≤𝑗 .≤𝑛
(𝑗 | . 𝑓𝑗 = 0), .якщо  
∏ 𝑓𝑗 . ≠ 0
𝑖−1
𝑗=.1  , а .𝑓𝑗 – .значення ф .ункції зат.римки для . 𝑗-го ро .зряду гене.ратора 
в д.аний такт .𝑡. На ри.сунку 2.8 . представл.ена схема .такого ген .ератора в 
.загальному. вигляді. 
.Рисунок 2. .8-  Загаль.на схема г.енератора 
.Основною з .адачею при . створені .даного авт.ономного г .енератора 
.псевдовипа .дкових век .торів пост.ійної ваги ., яких не .повторює с .вої стани 
.протягом о .дного пері .оду, є виз.начення фу.нкції затр .имки.  
Дал.і буде роз.глядатися .окремий ви.падок гене.ратора, у .якого факт.ично 
визна.чена функц .ія затримк.и 𝑓 тіль.ки для пер .шого розря.ду, а всі .інші за 
за.мовчування. дорівнюют.ь нулю.   
. 
2.3.2 Вла.стивості г.енератора 
. 
Можна впе .внитись, щ.о даний ге .нератор мо .же сформув .ати всі 
дв.ійкові век.тори певно .ї довжини.𝑛 та ваг.и 𝑘.  
 Не.хай 𝐵𝑛 . –множина . всіх двій .кових вект.орів довжи .ною 𝑛,  .𝐵𝑛
𝑘 .– множина 
.всіх двійк.ових векто .рів довжин .оює 𝑘,  .𝐵𝑛
𝑘  ⊂ . 𝐵𝑛.   
.Тоді через. 𝑆ℎ (𝑆ℎ𝑖𝑓 . 𝑡) буде п.означено о .перацію ци .клічного з.суву,  
 
 
.Також, для . спрощення. подальших . розрахунк.ів визначе.но  
 
тобт.о  𝑆ℎ(𝑋 .′) =  𝑋. А. операцію .циклічного . зсуву зсу.ву з затри .мкою 
визна.чено як 𝐷 . 𝑠 (𝑑𝑒𝑙𝑎𝑦 𝑠 . ℎ𝑖𝑓𝑡), 
 
. 
Легко поб .ачити, що .вирішення .поставлено .ї вище зад .ачі можна .звести до 
.доведення .наступного . твердженн.я.   
     .   Твердже.ння 1. З д .овільного .вектору . 𝑋𝑖 ∈  𝐵𝑛 .
𝑘 можна. отримати .будь-
який .інший вект .ор 𝑋𝑗 ∈. 𝐵𝑛
𝑘 .шляхом вик.онання ряд .у операцій . 𝐷𝑠 та/а.бо 𝑆ℎ.  . 
Для довед .ення цього . спочатку .варто дове.сти  насту.пне положе .ння. Нехай. є 
вектори. 𝑋0, . 𝑋𝑇 ∈ 𝐵𝑛
.𝑘, та ∀ . 𝑙 (𝑙 ≠ 𝛼, 𝑙 . ≠ 𝛽): 
𝑥 .𝑙
0 = 𝑥
.𝑙
𝑇 , 𝑥
.𝛼
0 = 𝑥𝛽
.𝑇 , 𝑥𝛽
.0 = 𝑥𝛼
𝑇
., 
де 𝑥
.𝑙
0– зна.чення 𝑙-.го элемент.а вектору . 𝑋0, . 𝑥𝑙
𝑇
.– значение. 𝑙-го эл.емента 
век.тору  𝑋
.𝑇, 𝛼, 𝛽 . ∈ [1…𝑛]. Ш.ляхом вико .нання ряду. операції .𝐷𝑠 та 𝑆 . ℎ з 
векто.ру 
 𝑋0 . можна отр .имати вект.ор 𝑋𝑇 .  Це проде.монстрован .о далі:   
. 
 
 
Отрима.ний вектор . 𝑋5 і. є шуканим. вектором .𝑋𝑇. Т.аким чином., можна 
ст.верджувати., що з буд .ь-якого ве.ктору можн .а отримати . інший  ве.ктор, що 
в.ідрізняєть.ся від поч.аткового п .ерестановк.ою значень. тільки дв.ох розряді .в, 
шляхом .виконання .послідовно .сті операц .ій 𝐷𝑠 та./або 𝑆ℎ. .    
Далі, .нехай є ве .ктори 𝑋
.𝑖 , 𝑋𝑗 ∈. 𝐵𝑛
𝑘. .Оскільки о .бидва ці в .ектори маю.ть 
однаков.у вагу, то . шляхом по .слідовної .попарної п .ерестановк .и розрядів. 
вектору  .𝑋𝑖 ,з.начення як .их не спів .падають зі . значенням.и відповід .них 
розряд .ів в 𝑋𝑗 ., у відп.овідності .з доведени .м положенн .ям завжди .можна 
пере.творити ве.ктор 𝑋𝑖 . в 𝑋𝑗 .  Тверджен .ня 1 довед .ено. 
Тверд .ження 1 пі .дтверджує, . що на осн .ові даного . генератор .а може 
бут.и сформова.на послідо .вність век.торів, яка. містить в.сі вектори. з 𝐵𝑛
𝑘 .. 
Проте .в такій по .слідовност.і не виклю.чені повто .рення .  
2. 3.3 Функц .ія затримк.и 
Нехай 𝐹 . визначен .о як множи .ну функцій . затримки.𝑓(𝑋), та.ких, що дл.я  
∀ 𝑓(𝑋). ∈ 𝐹 період . генератор .а максимал.ьний і дор .івнює |𝐵 .𝑛
𝑘 | =  C.𝑛
𝑘  так.тів. 
Ця ви.мога еквів.алентна то .му, що  
. 𝑋𝑖 ≠ 𝑋.𝑖  (𝑖 ≠ 𝑗). для будь. яких  𝑖 . , 𝑗 ∈ 1…C𝑛 .
𝑘  
 де 𝑖 . , 𝑗 – ном.ера вектор .ів в послі .довності, .що генерує.ться . Дал.і під  
поз.наченням .𝑓 буде ро .зумітися .𝑓
(
 
 
 
 
 
 
 
 
 
 
 
 
 𝑋
)
 
 
 
 
 
 
 
 
 
 
 
 
 
тобт.о функцію .затримки, .яка залежи .ть 
тільки .від розряд .ів генерат.ора.  
Далі., шляхом д .оведення р .яду твердж .ень можна .побачити, .що якщо 
фу.нкція затр .имки 𝑓 ∈ 𝐹 . існує, т.о вона не .залежить в.ід значень. першого і . 
останньог .о розрядів. генератор .а.  
Перш з.а все варт.о відмітит .и, що функ .ція затрим .ки є частк.ово 
визнач.еною, оскі .льки не ви.значена на . множині в.екторів . 𝐵𝑛\𝐵𝑛
.𝑘. Крім .цього 
можн.а побачити ., що значе.ння функці .ї 𝑓 ∈ 𝐹 н.е визначен .о на деяки .х 
векторах . множини  .𝐵𝑛
𝑘. .
Потрібно .пам’ятати, . що при ви .конані опе .рації 𝐷𝑠(. 𝑋)𝑓(𝑋) = 1, . і при 
𝑆ℎ . (𝑋) 𝑓(𝑋) = 0.   Згідно . з відомим. твердженн .ям (ст мет.) якщо  . 𝑥1 ⊕ 𝑥𝑛 . =
0, то  .𝐷𝑠
(
 
 
 
 
 
 
 
 
 
 
 
 
 𝑋
)
 
 
 
 
 
 
 
 
 
 
 
 
 = 𝑆ℎ
(
 
 
 
 
 
 
 
 
 
 
 
 
 
.𝑋
)
 
 
 
 
 
 
 
 
 
 
 
 
 
, і рез.ультат не .залежить в.ід виконув .аної опера.ції, а 
зна.чить і від . значення .функції на . векторі  .𝑋. Це до .водить: 
  .         Т.вердження .2. Для f . F , значе.ння  f(x1, . x2,…, xn-.1, xn) мож.на вважати. 
невизначе.ним, якщо. 𝑥
1
⊕𝑥
.𝑛=0. 
Для. простоти,  . вектори .𝑋 =(x1, x.2,…, xn-1, . xn), в ко .торых  𝑥 .1⊕ 𝑥𝑛 .=1, 
будуть. мати назв.у перехідн .і. Нехай .𝑋
1
∈𝐵𝑛 .
𝑘
 – пер .ехідний ве.ктор, тоді . нехай 
𝑋 .2 = 𝑆ℎ(𝑋.1), 𝑋4 . = 𝐷𝑠(𝑋1). , 𝑋3 = . 𝑆ℎ
−1(𝑋
.4)  
Далі. можна роз.глянути да.ну четвірк.у попарно .різних век.торів 
дета.льніше (ри .сунок 2.11 .).В загаль.ному випад .ку з векто .ру 𝑋𝑖 . можна 
пер .ейти в век.тор  𝑋𝑗 ., якщо .𝑋𝑗=𝐷𝑠(.𝑋𝑖 ) аб.о 𝑋𝑗 = 𝑆 . ℎ(𝑋𝑖). .    
Доведе.мо, что Ds. (X3)= X2. .Якщо X1=(x.1, x2,…, x.n-1, xn), .тоді 
Sh(X1.)= X2= (xn., x1, x2,… ., xn-1). D.s(X1)= X4=. (x1, xn, .x2,…, xn-1.), X3= Sh-
.
1(X4)= (xn., x2,…, xn.-1, x1). 
  
.Рисунок 2. .11 Можливі. переходи .між вектор.ами і груп .ами 
Доведе.ння, що . 𝐷𝑠(𝑋3) = . 𝑋2. Як.що 𝑋1 =. (𝑥1,  𝑥 .2 , … ,  𝑥.𝑛−1,  𝑥𝑛 .) , тоді . 
 
і, дійс.но, отрима.ний вектор . дорівнює .𝑋2. 
В. вектор . 𝑋2 можн .а перейти .тільки з .𝑋1 або. з 𝑋3 .  Нехай . 𝑓
′(𝑋
.1) = 0, . 
 𝑓′(.𝑋3) =. 1, тоді .𝑆ℎ(𝑋1)=.𝐷𝑠(𝑋3).=𝑋2, о.тже, в пос.лідовності . генерован.их під 
впл.ивом функц .ії 𝑓′ . векторів, . вектор . 𝑋2 з’яв.иться двіч .і, отже, .𝑓
′
 ∉𝐹. . 
Аналогічн .о, якщо . 𝑓′(𝑋1 . ) = 1, 𝑓
′
. (𝑋3) = 0,. то 𝑓
′ .  ∉ 𝐹. 
Так.им чином, .якщо функц .ія 𝑓 ∈ 𝐹 т.о  𝑓(𝑋1.) =  𝑓(𝑋3.). Варто. 
відмітити., що векто .ри 𝑋1 . та 𝑋3 .відрізняют.ься тільки . значення .1-го та  n.-го  
розря.дів. Це пі .дтверджує .справедлив.ість: 
Твер .дження 3. .Для будь-я.кої fF ви.конується .: f(x1,  x.2,…, xn-1, . xn)= 
f(xn., x2,…, xn.-1, x1), я.кщо x1  x.n=1. 
Основ.уючись на .твердження .х 3 і 4, м .ожна зроби .ти висново.к , що 
фун.кція затри .мки  f F .дійсно не .залежить в.ід значень. розрядів .x1 і xn 
ве.кторів (x1., x2,…, xn.-1, xn)  .
k
nB  (тобто ф.актично не . залежить .від значен .ь 
першого .і останньо .го розряду. генератор .а). 
 Нехай .𝑌= (x2, .x3,…, xn-1.). Далі ра.зом з позн .аченням 𝑓 . (𝑋) буде 
.використов.уватись 𝑓 . (𝑌), прич.ому  
𝑓(𝑌). = 𝑓((0) + 𝑌 + (. 1)) = 𝑓((1)+. 𝑌 + (0)), 
п.ри тому. щ.о знаком «.+» позначе.на операці .я конкатин.ації над в.екторами. 
.На основі .вищесказан.ого можна .сказати, щ.о значення . функції .𝑓  
фактич.но не визн .ачено на в.екторах 𝑌 . ∈ 𝐵𝑛−2/. 𝐵𝑛−2
𝑘−1 ., що пев.ним чином 
.спрощує фо .рму і реал.ізацію фун .кції затри .мки. На ос.нові цієї .властивост.і 
можна сп .ростити до.сконалу ди .з’юнктивну. нормальну. форму фун .кції, і 
от.римати ДНФ. з термів(.які відпов.ідають век.торам 𝑌 .при 𝑓(𝑌) = .1) 
наступ.ного вигля .ду[9]: 
𝐾 =. ∏ . 𝑥𝑖
𝑥𝑖=1,.𝑥𝑖∈𝑌 
. 
 
2. 5 Висновк.и 
У даному. розглянут.о використ.ання випад .кових і пс .евдовипадк .ових 
послі .довностей .в якості т.естових по .слідовност.ей. На пра .ктиці 
розп .овсюджені .апаратно г.енеровані .псевдовипа.дкові тест.ові набори . 
великої д .овжини. Во .ни викорис .товуються .в системах . контролю, . що 
основу.ються на м.етодах вип .адкового п .ошуку, сиг .натурного .аналізу, 
р.еалізовани .х на ймові .рнісних пр .инципах, а . також при . організац.ії 
самотес.тування ве.ликих і на .двеликих і .нтегральни .х схем. Пр .и цьому в 
.якості псе.вдовипадко .вих тестов.их наборів. в більшос .ті випадкі .в 
використ.овуються М.-послідовн .ості. Одна .к такий пі .дхід обмеж .ує кількіс.ть 
цифрови.х вузлів, .що можна к .онтролюват.и. Причино .ю цього є 
.детермінов.аність стр .уктури дан .их псевдов.ипадкових .тестових н.аборів, як.а 
виражаєт.ься в зале.жності між. її символ.ами. 
АГТП-.алгоритми .є багатофу.нкціональн .ими в тому., що вони .можуть 
ген.ерувати те.стові посл.ідовності, . вони можу.ть знаходи .ти надлишк .ову або 
не.потрібну с .хемну логі .ку і вони .можуть дов.ести чи од .на схемна .реалізація . 
іншої схе .мної реалі .зації. 
 Зна.чного розп.овсюдження. набули пс .евдовипадк .ові послід .овності 
по.стійної ва.ги, адже в. більшості . випадків .не надаєть.ся можливи .м провести . 
експериме.нт з модел.лю на всій . множині в.екторів ст.ану систем.и в зв'язк.у з 
тим, щ.о системи .можуть мат.и велике ч.исло склад.ових модул.ів.  
 
 
 
  . 
 ОПИС МЕТ.ОДУ ТА ПРО.ГРАМНА РЕА.ЛІЗАЦІЯ 
3. .1 Основні .положення .нового мет.оду 
Одним .з головних . типів пос .лідовносте.й двійкови .х векторів., що 
викор.истовуютьс.я в тестах . з моделям.и поведінк .и цифрових . систем є 
.послідовно .сті вектор .ів сталої .ваги. Дани.й метод до .зволяє ств.орювати 
ге.нератори, .що генерую.ть саме та.кі послідо .вності. Пр .оте даний .метод 
розр .ахований д .ля створен .ня генерат.орів спеці .ально для .використан .ня у 
теста.х з моделя.ми неоднор .ідних сист .ем. Оскіль.ки неоднор .ідність си .стеми 
поля.гає в тому., що її ко .мпоненти м .ають різну. ймовірніс .ть вийти з. ладу, то 
.для оптимі .зації тест.ування  до .цільно вик .ористовува.ти набори, . у яких 
од.иничні зна .чення, що .відповідаю.ть виходу .з ладу ком .понента, з.’являлися 
.на позиція .х елементі .в, що мают.ь більшу й.мовірність. вийти з л.аду.  
За о .снову бере .ться вищез.гадана схе .ма генерат .ора ПВ-век.торів 
пост.ійної ваги ., але її с .хему управ.ління зсув.ом модифік .ується так., щоб  у 
з.суві прийм.али участь. тільки ті . розряди р .егістру зс.уву, для я .ких значен .ня 
певної .функції зб .удження . 𝑓𝑖 = 1,   . 𝑖 = 1, 𝑛̅̅ ̅̅̅, .де 𝑛– ро.зрядність .регістра. .Така 
модиф.ікована сх .ема буде в.икористову.ватися як .вихідний к .омпонент 
г.енератора. . Така моди .фікація є .першою осо .бливістю н .ового мето .ду. 
Головн .а ідея пол.ягає в том.у, що якщо . подавати .на вихідну. схему так.і 
функції . 𝑓𝑖, .які тим ча .стіше прий .мають знач.ення 1, чи .м менше зн.ачення 
інд.ексу 𝑖𝑖 .. Це при .зведе до т.ого, що зн .ачення від.повідних р .озрядів ре.гістру 
зсу.ву будуть .частіше зм.інюватися .і це дозво .лить сконц .ентрувати .в них 
один .ичні значе .ння набору. вихідного . вектору. . 
Тому перш .ою стоїть .задача отр .имати такі . вектори ф .ункцій збу.дження 
𝐹 =. {𝑓1, 𝑓 .2 , 𝑓3, . … , 𝑓𝑖} ., у яких .𝜈
(
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- частот.а, з якою 
.функція  .𝑓
𝑖
  пр.иймає один .ичне значе .ння. Одним. з можливи .х рішень є .  
використ.ання таког .о ж регіст.ра зсуву з. лінійним .зворотним .зв’язком з.  
модифіко .ваною схем .ою управлі .ння зсувом., для яког.о вектори .збудження 
.буде форму.ват генера.тор псевдо .випадкових . чисел роз.рядністю .𝑚 з 
рівно .мірним роз .поділом йм .овірностей . появи наб .орів. В та.кій схемі 
 .ймовірніст.ь появи од .иничного з .начення на . будь-якій . позиції Р .З буде 
зал.ежати від .значення в.аги його н .абору. Якщ.о з’єднати . 𝑛 таких. схем і вз.яти 
з кожн .ого регіст .ру зсуву з.начення од .ного розря .ду, наприк .лад першог.о, 
можна о .тримати ве.ктор функц .ій збуджен .ня 𝐹 для. вихідної .схеми 
гене.ратора. Ва .ги наборів. у таких р .егістрах б .удуть відп .овідати 
йм.овірностям. виходу з .ладу елеме.нтів певно .ї неоднорі .дної систе .ми.  
Якщо .впорядкува.ти всі ці .значення й .мовірносте.й відмов у. 
{𝑝1, . 𝑝2, 𝑝3 ., … , 𝑝𝑖}. , 𝑝𝑖 ≥ . 𝑝𝑖+1, 𝑖 = .1, 𝑛 − 1, д.е 𝑝𝑖-. ймовірніс .ть виходу .з ладу і-
т.ого елемен .ту, 𝑛 – .кількість .елементів .системи. П.роте абсол.ютне значе.ння 
вхідни.х ймовірно .стей може .бути надзв.ичайно мал.им. Тому ї .х потрібно . 
певним чи .ном нормал.ізувати.  
.Для цього .нехай 𝑝
.𝑖
′  - зн.ачення нор.малізовано.ї ймовірно.сті i-го 
р.озряду, то.ді:  
𝑝𝑖 .
′  = (
𝑝
.𝑖
𝑝1
) .∗ 𝑏 , 𝑖 = 1. , 𝑛 
де b. – база но .рмалізації .  
Проте, ц .я єдина мо .дифікація .не сильно .вплине на .вигляд 
рез.ультуючого . розподілу., адже ймо .вірність з.находження . одиничног.о 
розряду .на певній .позиції мо .жна описат.и формулою.: 
𝑝𝑖  =. 𝑝𝑠
𝑘
𝑛 .
 + 𝑝 𝑛𝑠 .
𝑘
𝑘
  = ( . 𝑝𝑠  + 𝑝.𝑛𝑠) 
𝑘
𝑛 .
 =
𝑘
𝑛
  ., 
де 𝑝
.𝑠- ймові .рність тог.о, що розр.яд приймає. участь у .зсуві, 𝑝 . 𝑛𝑠- 
йм.овірність .того, що р.озряд не п.риймає уча.сть у зсув.і, k - ваг.а вектора, 
. n - довжи.на вектора.  Тобто, ц .я формула .показує, щ .о ймовірні .сть 
знаход.ження один.ичного зна.чення у ро.зряді дорі .внює сумі 
.ймовірного. того, що .розряд при.йме участь. у зсуві, .у якому на. його місц.е 
стане од.иниця і і .не важливо. яке значе.ння розряд. мав до то.го і 
ймові.рності тог.о, що у ро.зряді вже .знаходилас.ь одиниця .і він не 
п.риймає уча.сть у зсув .і. Сама по. собі ймов.ірність зс .уву не впл.иває на 
йм.овірність .знаходженн .я одинично.го значенн.я, адже пр.и потрапля .нні 
одиниц .і або нуля . вихідного . регістру .в розряди, . які мають. невелику 
 .ймовірніст.ь прийняти . участь у .зсуві, вон .и там затр .имуються. .І навпаки, .
розряд, щ.о часто зс.увається б .уде часто .змінювати .своє значе.ння і в об .ох 
випадка.х ймовірні .сть отрима .ти одиничн .е значення . у розряді . буде 
приб .лизно одна .ковою.  
То.му другою .особливіст.ю методу є. додавання . схеми, що . буде 
виби.рати одини .чне значен.ня з розря .дів, яким .відповідає. менша ймо .вірність 
п.рийняти уч .асть у зсу.ві, та нул.ьове значе.ння з розр .ядів, що м.ають більш.у 
ймовірні .сть прийня .ти участь .у зсуві, а. потім вза.ємозамінит.и їх. Відб .уватися 
та.ка переста.новка буде . в залежно .сті від ві .дношення м .іж найбіль.шим 
значен.ням вектор .у вхідних .ймовірност.ей і найме.ншим. Чим .більше різ.ниця 
між н.ими, тим ч .астіше буд .е відбуват.ися взаємо .заміна, ал.е не часті .ше, ніж 
ко.жний други .й такт зсу.ву вихідно .ї послідов.ності, адж .е інакше о .диниця в 
о.станньому .розряді ви .хідного РЗ . взагалі н.е буде з’я.влятися.  
 
. 
3.2 Опис .програмног.о продукту. 
На основі . розроблен .ого методу., викладен .ого вище, .було розро .блено 
прог.рамну моде .ль генерат.ора псевдо .випадкових . двійкових . векторів 
.постійної .ваги для в.икористанн .я у тестах . з моделям.и поведінк .и 
неоднорі .дних цифро .вих систем. у потоці .відмов. Ос.новною зад .ачею модел.і 
є формув.ання псевд .овипадкови .х послідов .ностей зад .аної ваги, . але зі 
зм.інною ймов.ірністю по .яви наборі .в.  
Програ.ма моделі .складаєтьс.я з модулі .в.  
Опис м.одулів про .грами: 
1. Уп.равляючий .модуль: яд .ро програм .и, що відп .овідає за 
.керування .іншими мод .улями. 
2. Мо.дуль  регі .стру зсуву.: описує с.труктуру і . функціона.лу 
регістр .у зсуву. 
3. .Модуль ген .ерації вхі .дних ймові .рностей: ф.ормування .тестових 
й.мовірносте.й, їх норм.алізація. 
 .Модуль  ге.нератора: . опис ініц .іалізації .вихідного .регістра, .формування. 
нового ве.ктору функ .цій збудже .ння, основ.них функці .й генерато .ра. 
4. Модул.ь тестуван.ня генерат.ора: визна .чення поча .ткових 
зна.чень та те.стовий цик .л генерато .ра, формув.ання файлі .в результа.ту. 
5. Модул.ь графічно .го предста .влення рез.ультатів: .створення 
.графіків д .ля відобра .ження вхід.ного розпо .ділу ймові .рностей та. вихідного . 
розподілу. одиничних . значень. 
. 
При запус .ку програм .ного проду.кту створю.ється вікн.о, у якому. 
знаходять.ся поля па .раметрів д .ля ініціал.ізації тес.ту, та коп .ка ‘Start’., яка при 
.натисканні . запускає .тест з від .повідними .параметрам .и. Вікно п .рограми 
зо.бражено на. рисунок 3 . 1. 
За зап .уск генера.ції відпов.ідає функц .ія test.  
.Детальніше. про поля .параметрів. початково.го вікна: 
.поле ‘Prob .ability ve.ctor’ відо .бражає  ве.ктор вхідн .их ймовірн .остей 
відм.ов; 
- поле . ‘Vector we.ight’ відп.овідає за .вагу векто.рів, що бу.дуть 
згене.ровані;  
Р.исунок 3.1 . - Початко .ве вікно п.рограми 
 - .поле ‘Swap . probabili .ty “one”’ .відповідає. за вибір .одиничного . 
значення .для взаємо .заміни; 
- п.оле ‘Swap .probabilit .y “zero”’ .відповідає. за вибір .нульового .значення 
д.ля взаємоз.аміни; 
- по.ле ‘Genera.tor mod’ в.ідповідає .за режим ф.ормування .векторів 
ф.ункцій збу.дження; 
- п.оле ‘Numbe .r of itera.tions’ від .повідає за. кількість. повторень. циклу, 
то.бто за кіл.ькість зге.нерованих .векторів; 
.Якщо в пол.я були вве .дені некор .ектні дані ., користув.ач отримає. 
повідомле .ння про по .милку (рис.унок 3.2). .
Через те, . що для пе.ревірки ро .боти генер .атора потр .ібний вхід .ний 
вектор. ймовірнос .тей відмов., ці векто .ри можна м .ожна генер .увати 
прог.рамно. За .це відпові .дає  функц .ія test_pr.ob_array().: 
 
 
 
Вект.ор ймовірн .остей буде . складатис.я з найбіл.ьшої ймові .рності bas .e та 
ймові .рностей, щ .о будуть з.меншуватис.ь і відріз.нятись одн .а від одно .ї на 
 значе.ння не мен .ше, ніж  (.probs_arra.y[i-1])/st .ep)/2 та н .е більше, .ніж 
1.5*((.probs_arra .y[i-1])/st .ep), де pr .obs_array[.i-1] – зна.чення попе.редньої 
йм.овірності. . Для розра.хунку вико .ристано фу.нкцію unif .orm модулю. random 
дл.я Python, .що з рівно .ю ймовірні .стю поверт .ає випадко .ве значенн .я числа з 
.плаваючою .крапкою з .заданого д .іапазону. . Завдяки ц .ьому форму.ється 
впор.ядкований .вектор тес.тових ймов .ірностей. 
.Для викори .стання вхі .дні ймовір .ності пови.нні бути н .ормалізова.ні. Для 
ць.ого викори .стовується . функція p.robability._norm. 
 
 
 
.Проте знач .ення першо .ї і, відпо .відно, мак.симальної .нормалізов.аної 
ймові .рності мно .житься на . base. Це .зроблено д .ля можливо .сті додатк.ових 
налаш.тувань роз.поділення .вихідних п .ослідовнос .тей.  
 Для .ініціаліза.ції початк .ового знач .ення вихід .ного векто .ра 
викорис.товується .функція re.g_init(inn .er_reg_len ., mod). В .якості пар .аметрів 
во.на приймає. довжину в .ихідного в .ектора та .значення m.od, ща вка.зує в 
яком.і режимі б .уде працюв .ати функці .я і в яком .у вигляді .буде сформ.овано 
знач.ення вихід .ного векто .ра. 
 
 
 Рисун.ок. 3.2 - .Повідомлен .ня про пом .илку вводу. вхідних д .аних 
 
  
if. mod == 'r.andom': 
  .      for .j in range. (inner_reg ._len): 
   .         t.mp_inner_r .eg.append(.0) 
     
  .      whil .e in_prob_ .weight  > .0: 
       .     ind =. randrange. (0, inner_ .reg_len, 1 .) 
        .    if tmp ._inner_reg . [ind] != 1 .: 
        .        tm.p_inner_re .g[ind] = 1 . 
         .       in_ .prob_weigh .t -= 1    .          .     
    e.lif mod ==. 'notrando .m': 
      .  for i in . range(inn .er_reg_len .): 
       .     if in ._prob_weig .ht - i > 0 .: 
        .        tm.p_inner_re .g.append(1 .) 
        .    else: 
.          .      tmp_ .inner_reg. .append(0) .      
    .else: 
    . print('ge.nerator, r.eg_init mo .d error') .          .          .      
    .return tmp ._inner_reg . 
 
Одним з .варіантів .запису зна.чення вхід .ного векто .ру є запис. спочатку 
.всіх одини .ць потім в .сіх нулів. . Другим ва.ріантом є .циклічне з.аповнення 
.одиницями .поки значе .ння ваги б .ільше нуля. і потім в.ставлення .нулів на в.сі 
інші по .зиції.  
Дл.я розрахун .ку викорис .тана функц .ія randran .ge модулю .random для . 
Python. В.она з рівн .ою ймовірн .істю повер .тає цілочи .сельне зна.чення з 
пе.вного діап .азону. Фун .кція reg_i .nit також .використов.ується для. 
формуванн .я значення . вихідної .послідовно .сті. 
Самі .регістри з .суву є об’.єктами кла.су Shift_R.egister. У . такого об .’єкта 
є по .ле даних щ.о містить .значення в.ектора, мо .жливість в.становити .значення 
 п.евного роз.ряду, отри .мати значе.ння певног .о розряду .та отримат .и значення . 
всього ре.гістру. Та.кож для ни .х визначен .і операції . керованог .о зсуву  s.hift  та 
в.заємозамін.и correct_ .swap: 
 
cla.ss Shift_R .egister: 
 
 
 .    
 
    .          .          .   
  
 
    .         .         
 .Функція sh .ift викнує. зсув знач .ень регіст.ру на осно .ві певної 
.послідовно .сті. У рол.і генерато .ра псевдов.ипадкових .двійкових 
.послідовно .стей з рів.номірним р .озподілом .слугує фун .кція  get_ .prand_seq:  .
 
def get_ .prand_seq . (reg_len):  . 
 
    pr_se.quence = [.]     
    .for j in r.ange(reg_l .en): 
 
     .   pr_sequ .ence.appen.d(randrang .e(0,2,1)) .        
  .  return p .r_sequence . 
  Вона ви.користовує. вищезгада.ну функцію. randrange.  Такі 
пос.лідовності . використо .вуються в .якості век.торів збуд .ження для .зсуву 
знач.ень внутрі .шніх регіс .трів. Для .зсуву ж ви.хідного ре .гістру у я .кості 
вект.ору збудже.ння викори .стовують з.начення ве.ктору внут.рішніх рег .істрів 
і з.а це відпо .відає функ.ція out_re.g_shift: 
 
.def (out_ .out_reg_sh .ift reg, i .nner_regs_ .array, inn .er_reg_len ., 
correct_.swap_key, .pos_pr): 
 
.    inner_ .reg_len 
  .  inciting ._array = [.] 
    pr_s .equence = . [] 
     
  .  for i in. range(len . (inner_reg .s_array)):  .
        p.r_sequence . = get_pra.nd_seq(inn .er_reg_len .)  
       . inner_reg .s_array[i] . shift(pr_ .sequence) 
.        in.citing_arr .ay.append(.inner_regs ._array[i].  .get_elem(0 .)) 
 
out_re.g.shift(in .citing_arr.ay) 
    if. correct_s .wap_key ==. True: 
   .     out_r.eg.correct ._swap(pos_ .pr) 
 
 Функ.ція out_re .g_shift пі .сля зсуву .значень ви .хідного ве .ктору може . 
виконати .коригуючу .перестанов.ку correct ._swap, що .показана в.ище. 
Сorre.ct_swap ви .конує пере.становку п .ершого нул.я зліва та. одиниці с .права. 
Яка. саме один .иця буде п .ереставлен .а залежить. від значе .ння ‘Swap .change 
pro .bability’. . Починаючи . з лівого .кінця бере.ться одини .ця і перес .тавляється. з 
ймовірн .істю  (‘Sw.ap probabi .lity’)%. Я.кщо одиниц .я не перес .тавилась, 
.береться н .аступна лі .ва і т. д. . Перестави .тися можут.ь одиниці .лише справ.а 
 від вибр .аного нуля .  Це також. зроблено .для додатк.ової можли .вості 
нала.штовувати .розподілу .одиниць ви .хідних наб .орів.     
.     Після. завершенн .я формуван.ня вектору. внутрішні .х регістрі .в і 
вихідн.ого регіст.ру обчислю.ється знач .ення cor_s .w_ind, що .показує чи . 
необхідно . проводити . коригуючу. перестано .вку вихідн .ого вектор .у на даном.у 
такті. c.or_sw_ind .залежить в.ід значенн .я мінімаль.ної з ваг .наборів 
вн.утрішніх р .егістрів, .але не мож .е бути мен .шим за 2. .Це все вик .онується в. 
функції t.est: 
 
def .test(inner ._reg_len, .out_reg_le .n, weight, . max_prob,  . prob_step ., 
start_pa.ttern_init ._mod, 
    .     max_p .rob_weight ._coef, inn .er_regs_in .it_mod, sw._pos_pr, i .ter_num): 
.     
    o.ut_reg_fil .e= open('o.ut_reg_log . txt', 'w'.) 
    res_ .file = ope .n('res_fil.e.txt', 'w.') 
 
    st.art_patter .n =[] 
    .inner_regs ._array =[]. 
    res_a.rray =[] 
 .   prob_we.ights =[] 
.    probs_ .array =[] 
. 
    probs ._array = n .m.init_tes .t_probs(ou .t_reg_len, . max_prob,  . prob_step .)     
    .start_patt .ern = gt.r.eg_init(we.ight, out_ .reg_len, s .tart_patte .rn_init_mo .d) 
    out._reg = gt. .out_reg_in .it(start_p .attern)   
.    prob_w.eights = n .m.probabil .ity_norm(p .robs_array., inner_re .g_len, 
max._prob_weig .ht_coef) 
 .   inner_r.egs_array .= gt.inner._regs_init. (prob_weig .hts, inner._reg_len, 
.inner_regs ._init_mod)  .
     
    .if prob_we.ights[len(.prob_weigh .ts)-1]  > .3:     
   .     cor_s .w_ind = (p .rob_weight .s[len(prob ._weights)- .1]) // 2 
  .   else: 
 .       cor._sw_ind = .2 
Після ін .іціалізаці .я всіх нео .бхідних да .них на осн .ові значен .ь, що були . 
введені в. поля ввод .у в старто.вому вікні ., як було .описано ви .ще, запуск.ається 
цик.л розрахун .ку результ.уючих знач .ень вихідн .ої послідо .вності.   
.         
 .   for i i.n range(le .n(out_reg. .reg_data))  .: 
        .res_array. .append(out ._reg.get_e .lem(i)) 
 
П.ісля розра .хунку всіх . значень, .згенерован .і вектори .двійкових .наборів,  
.вектор ймо .вірностей .відмов еле.ментів, ве.ктор ваг в.нутрішніх .регістрів .та 
вектор, . що містит.ь кількост.і появ оди .ничних зна .чень на ко .жній позиц .ії 
вихідно.го набору, . записують.ся у відпо .відні файл.и. Дані зн .ачення 
зап.исуються в. файли, а .не виводят .ься на екр .ан через т .е, що їх м.оже бути 
д.уже багато .          .    
    ou.t_reg_file . write(str. (out_reg.r.eg_data)) .   
    out._reg_file. .write('\n'.)      
   .      
    .for i in r.ange(iter_ .num):     .         
 .       if .i % cor_sw._ind  == 0.:     
    .        gt . out_reg_s .hift(out_r.eg, inner_ .regs_array., inner_re .g_len, Tru .e, 
sw_pos_ .pr) 
      .  else: 
  .          .gt.out_reg ._shift(out ._reg, inne .r_regs_arr.ay, inner_ .reg_len, F.alse, 
sw_p.os_pr) 
   .        
  .      out_.reg_file.w.rite(str(o .ut_reg.reg ._data))   . 
        o.ut_reg_fil .e.write('\.n')  
     .    
      .  for i in . range(len . (out_reg.r.eg_data)):  .
         .   if out_ .reg.get_el .em(i) == 1 .: 
        .        re.s_array[i] . += 1 
    .          .          .  
    res_ .file.write . ('res arra.y      pro .b weights .    prob a.rray  \n') .          .          .   
    for. i in rang .e(len(out_ .reg.reg_da .ta)): 
     .    res_fi .le.write('.{0:10d} {1 .:10d} {2:1 .1s}'.forma.t(res_arra.y[i],  
pro .b_weights[.i], ' ') +. eformat(p .robs_array. [i], 5, 3) .+ '\n') 
  .      #res ._file.writ .e(str(prob .s_array[i] .) '\n') 
  .      #res ._file.writ .e('prob we.ights\n') 
.        #r.es_file.wr .ite(str(pr.ob_weights . [i])+ '\n'.) 
    res_ .file.close . 
    out_r.eg_file.cl .ose       .          .          .        
  .  pl.plot_ .results(pr .obs_array, . res_array.) 
  
Після .запису обч .ислення і .запису рез.ультатів в.иводяться .2 графіка, . які 
показ.ують, наск .ільки розп.оділення з.начень вих .ідного век.тору відрі .зняється 
в.ід розподі .лу значень. тестових .ймовірност.ей. За фор .мування гр .афіків 
від .повідає фу.нкція plot ._results: 
. 
def plot_ .results(pr .obs_array, . res_array.):    
    .   w = 200 . 
        h. = 60 
  
  .      sw =. err_w.win .fo_screenw.idth() 
   .     sh = .err_w.winf .o_screenhe.ight()    .      
    .    x = (s .w - w)/2 
 .       y =. (sh - h)/ .2 
        .err_w.geom.etry('%dx%.d+%d+%d' %. (w, h, x, . y))      .          .     
     
.    def tr.y_get(self ., in_arg):  .
       tr.y:  
      .     retur.n eval(in_ .arg) 
     .  except: 
.          . self.err_ .win 
 
     . x = np.ar.ange(0, le.n(probs_ar .ray), 1)  . 
    plt.f.igure(1)  .   
    plt. subplot(2 .11) 
    pl.t.xlabel(' .Pocessors'.) 
    plt. .ylabel('Fa.ults proba.bilities') .
     plt.p .lot(x, pro .bs_array) 
.    plt.sh .ow() 
3.3  . Результат.и роботи м.оделі та ї .х аналіз  . 
 
Основним.и результа .тами робот.и моделі є. файл зі з.генеровани.ми 
вектора.ми  out_re .g_log, фай .л зі стати .стикою поя .ви одиничн .их значень. на 
відпов.ідних пози .ціях, вект.ором вхідн .их ймовірн .остей та в.ектором 
но.рмалізован .их ймовірн .остей res_ .log та гра.фіки, що в .ідображают.ь вхідні 
й.мовірності . та розпод .іл частоти. появи оди .ничних зна.чень.  
При.клади резу.льтатів пр .едставлено . нижче на .рисунку 3. .2, рисунку. 3.3 
та ри.сунку 3.4 .відповідно .   
     
Ри.сунок 3.2 .-  Приклад. фрагменту. вмісту фа.йлу out_re .s_log 
 Рису.нок. 3.3 -.  Приклад .фрагменту .вмісту фай .лу res_log . 
Рисунок 3 . 4 - Прикл.ад графікі .в результа.ту генерац .ії 
 
 Розроб.лена прогр .амна модел.ь дозволяє. провести .низку теті .в з різним.и 
вхідними. параметра .ми, що, в .свою чергу., дозволяє. проаналіз.увати змін .и в 
резуль.татах тест.ів та кращ.е ознайоми .тися зі вп .ливом змін .юваних 
пар .аметрів на . роботу мо .делі. Тако .ж розробле.ний програ .мний проду.т 
дозволяє. моделюват.и роботу г .енератора .з рівноймо .вірним роз.поділом 
од.иничних зн .ачень у ви .хідних век .торах. Зав.дяки цьому. можна про .вести 
порі .вняння роб .оти рівной .мовірного .генератора. та генера.тора, ство.реного 
за .допомогою .нового роз.робленого .метода.   .   
Наприкл.ад, частот.а проведен .ня взаємоз.аміни край .ніх розряд .ів сильно 
.впливає на. остаточни .й розподіл., як можна. побачити .з рисунку .3.5 нижче. .
Рисунок 3 . 5 - Резул.ьтати робо .ти теста 1. та теста .2 з різною. частотою 
.взаємозамі.ни розряді .в         .          .          .          .          .          .          .          .          .          
.          .          .    
Різниц .я між тест.ом з часто .тою взаємо .заміни роз.рядів з ко .жен 3 такт. та 
тестом. з частото .ю заміни к.ожен 5 так .т становит.ь від близ .ько -20 ві.дсотків 
до. близько + .250 відсот .ків різниц .і у кілько .сті появи .одиничних .значень в 
 .залежності. від номер .а розряду. .  
Також на. вигляд ос.таточного .розподілу .досить сил.ьно вплива.ють 
параме.три, що ві .дповідають. за вибір .розрядів, .значення я .ких буде 
в.зяемозамін.юваться. Т.ак, при од .накових вх .ідних ймов.ірностях, .тест з 
пар .аметрами s .w_pos_pr1 .= 50 та sw._pos_pr0 = . 55 сильно . відрізняє.ться від 
а.налогічног.о тесту з .параметрам.и sw_pos_p .r1 = 80 та. sw_pos_pr.0 = 85. Цю. 
різницю м.ожна побач.ити на рис .унку 3.6, .рисунку 3. .7 та рисун .ку 3.8, що . 
представл.ені нижче. .
 
Рисунок .3.6 - Граф.ік результ.атів теста. 1, p1 = 5 .0, p2 = 55 . 
 Рисунок 3 . 7 - Графі .к результа.тів теста .2,   
Рисун.ок 3.8 - Р.езультати .роботи тес .та 1 та те.ста 2 з рі .зними     .      
папп.ппп       .       пар .аметрами в.ибору розр .ядів для в.заємозамін .и 
 
 Як видн.о з рисунк .ів вище, р .ізниця в к .ількості п .ояви одини .чного 
знач.ення між д .вома даним .и тестами .становить .від близьк .о +25 відс.отків до 
б.лизько -97. відсотків.    
Також, . використо .вуючи  роз.роблену мо .дель, можл.иво порівн .яти 
роботу. генератор .а зі зміне.ним параме .тром налаш.товування .функцій 
зб.удження, щ.о є однією. з особлив.остей розр .обленого м.етоду.  
То.бто в перш .ому тесті .ймовірност .і функцій .збудження .будуть 
зал.ежати від .вхідних йм .овірностей ., а в іншо .му вони вс.і будуть д .орівнювати . 
0,5. Резу.льтат проі .люстровано . на рисунк .у 3.9. 
 
Р.исунок 3.9 . - Результ.ати тесту .1 та тесту. 2 з різни .ми налашту.ваннями 
фу.нкцій збуд .ження  
 
З .даних резу.льтатів мо.жна побачи .ти, з яким.и налаштув.аннями фун .кцій 
збудж.ення резул.ьтуючий ро .зподіл буд .е більше с.хожий на в.хідний роз.поділ 
ймов.ірностей. .Якщо порів.няти відно .шення норм.алізованих . значень 
в.хідних ймо .вірностей .відмов до .максимальн.ого нормал.ізованого .значення 
й.мовірності . відмови д .о відношен .ня значень. кількості . появ один .ичного 
зна.чення у ро .зрядах до .кількості .появи один .иць у перш .ому розряд .і у тесті 
.1 та тесті. 2, то в с .ередньому, .  відмінні .сть у відн .ошеннях йм .овірностей . і 
 кількос.ті появи о .диничного .значення в. тесті 1 б .уде станов.ити менше .10 
відсотк.ів, у той .час коли в. тесті 2 ц.я різниця .буде більш.е 25 відсо .тків. 
 Про .те одним з. найголовн .іших порів.нянь є пор .івняння ро .боти новог.о 
керовано.го генерат.ора та зви .чайного рі .вноймовірн .ого генера .тора. 
Резу.льтати тес.ту з керов.аним і зви .чайним ген .ераторами .представле.ні 
нижче н.а рисунках . 3.10, 3.1 .1, та 3.12 .  
 Рисунок . 3.10 - Ре.зультати т.естів з ке.рованим ге.неатором т.а 
рівноймо .вірним ген .ератором 
 
. З результ.атів легко . побачити, . що в резу.льтаті роб .оти моделі . 
рівноймов.ірного ген .ератота бу.ло згенеро .вано послі.довность в.екторів з 
.майже одна.ковою кіль.кістю один .ичних знач .ень. Теори .тично, ця .кількість 
.повинна до .рівнювати .C = k/n * .m  де C - .кількість .одиничних .значень,  .k - 
вага в.ектору, то .бто кість .одиничних .значень у .векторі, n . - довжина. вектору, 
.m - кількі.сть згенер .ованих век .торів. У к .ожному тес.ті було зг.енеровано 
.200000 век.торів, так.им чином р .озрахунков .а кількіст.ь одинични .х значень .у 
розряді .дорівнює 5 .0000, що і . було отри .мано в рез.ультаті. В. свою черг.у 
розподіл. керованог.о генерато .ра в серед .ньому відр .ізняється .від вхідно .го 
розподі .лу ймовірн.остей відм.ов менш ні .ж на 10 ві .дсотків.  
 . Рисунок 3 . 11 - Граф.ік результ.атів теста. 1 з керов.аним генер .атором 
 
 Д.ля опису р .ізниці між. результат.ами рівной .мовірного .генератора. та 
керова.ного генер .атора можн .а описати .певну функ .цію ваги W., таку, що . 
 𝑊 =  ∑ 𝑤𝑖 . 𝑛𝑖
𝑚
𝑖 .=1   , . де 𝑤𝑖 . - елемен.т вхідного . вектору й .мовірносте.й відмов, 
.нормалізов.аний так, .що 𝑤1 =. 𝑝𝑖/𝑝.1 ,  𝑛 .𝑖= кіль.кість появ.и одичного . значення 
.у відповід .ному розря .ді вихідни .х векторів.  Розрахув.авши функц .ію W для 
т.есту з кер.ованим ген .ератором т.а рівноймо .вірним ген .ератором, .отримаємо, 
. що Wкер д.ля керован .ого генера .тора більш.е за значе .ння Wрів д.ля 
рівнойм.овірного г.енератора .більш ніж .на 40 відс.отків. 
 
 Ри.сунок 3.12 . - Графік .результату. теста 2 з. рівноймов .ірним 
гене.ратором 
 
3. 5. Виснов.ки 
В ході .роботи бул.о розробле .но новий с .труктурний . метод син .тезу 
генер.атора посл.ідовності .двійкових .векторів з.аданої ваг.и з різною. 
ймовірніс.тю появи н .аборів, як .і залежить. від вхідн .их даних, .введених 
к.ористуваче.м та створ .ено програ.мний проду.кт, що дає. змогу мод .елювати 
ро.боту таког.о генерато .ра, а тако.ж візуаліз.увати резу.льтати ген.ерації.   .         
П.ослідовнос .ті і графі .ки результ.атів можут.ь бути поб .удовані дл.я 
довільни .х значень .довжини ге.нерованих .векторів, .ваг генеро .ваних вект.орів 
та вх.ідних ймов .ірнісних в.екторів. Г .рафіки доз .воляють пр .оаналізува.ти 
якість .розподілу .значень сф .ормованих .векторів в.ідносно ве .ктору вхід .них 
послід .овностей. 
 
 
 
 ВИСНОВКИ 
В даній роботі проведено аналіз існуючих методів генерації 
псевдовипадкових чисел та псевдовипадкових тестових послідовностей 
спеціального виду, розглянуто питання тестування цифрових систем 
використовуючи моделі їх поведінки в потоці відмов.  
Розроблено метод синтезу керованого генератора псевдовипадкових 
двійкових векторів постійної ваги, що базується на існуючому методі 
синтезу генератора двійкових векторів постійної ваги. На базі цього нового 
методу розроблено програмну модель генератора, що дозволяє проводити 
статистичні експерименти з моделями неоднорідних цифрових систем.   
Новий метод дозволяє створювати генератори послідовності двійкових 
векторів, розподіл одиничних значень яких залежить від розподілу вхідних 
ймовірностей відмов, але вага векторів залишається постійною. З аналізу 
результатів роботи моделі можна побачити, що розроблений метод дозволяє 
оптимізувати процес тестування з моделями поведінки неоднорідних 
цифрових систем. Це досягається за рахунок того, що за одиницю часу буде 
згенеровано послідовність векторів з більшу кількість одиничних значень 
на позиціях, що відповідають елементам з більшою ймовірністю відмови, 
що мають більший пріоритет у процесі розрахунку надійності системи.  
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