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Abstract
The relativistic Landau–Maxwell system is one of the most fundamental models for description of the dynamics of dilute cold
plasma in which particles interact through the Coulomb collision in the self-consistent electro-magnetic field. By constructing
the compensating functions to this system and by using the structure of the equations, we obtain the global existence of classical
solutions to this system in the whole space. For a simpler model, that is, the relativistic Landau–Poisson system, the analysis yields
the optimal convergence rate in time to the equilibrium.
© 2011 Elsevier Masson SAS. All rights reserved.
Résumé
Le système relativiste de Landau–Maxwell est l’un des modèles fondamentaux décrivant la dynamique d’un plasma froid dilué, et
pour lequel les particules interagissent au travers de collisions de type Coulomb et d’un champ électro-magnétique auto consistant.
En construisant les fonctions de compensation pour ce système et en utilisant la structure des équations, nous obtenons l’existence
globale de solutions classiques dans l’espace tout entier. Pour le modèle simplifié de Landau–Poisson relativiste, notre analyse
donne le taux optimal en temps de convergence vers l’équilibre.
© 2011 Elsevier Masson SAS. All rights reserved.
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1. Introduction
Since the physical constants do not create essential mathematical difficulties in the setting of this paper, we
normalize all constants to one, and consider the following relativistic Landau–Maxwell system:
∂tF+ + p
p0
· ∇xF+ +
(
E + p
p0
×B
)
· ∇pF+ = C(F+,F+)+ C(F+,F−),
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p0
· ∇xF− −
(
E + p
p0
×B
)
· ∇pF− = C(F−,F−)+ C(F−,F+),
with initial condition F±(0, x,p) = F0,±(x,p). Here F±(t, x,p)  0 are the number density functions for ions
(+) and electrons (−) at time t  0, with position x = (x1, x2, x3) ∈ R3 and momentum p = (p1,p2,p3) ∈ R3
respectively. Note that in the relativistic setting, the energy of the particle is given by p0 =
√
1 + |p|2.
From now on, we use [· , ·] to denote a column vector, and set
F(t, x,p) = [F+(t, x,p),F−(t, x,p)].
The self-consistent electro-magnetic field [E(t, x),B(t, x)] is coupled with F(t, x,p) through the Maxwell system:
∂tE − ∇x ×B = −
∫
R3
p
p0
{F+ − F−}dp, ∇x ·B = 0,
∂tB + ∇x ×E = 0, ∇x ·E =
∫
R3
{F+ − F−}dp,
with initial condition E(0, x) = E0(x) and B(0, x) = B0(x). The collision between particles is modeled by the
relativistic Landau collision operator and its normalized form is given by
C(g,h)(p) = ∇p ·
{∫
R3
Φ(P,Q)
{∇pg(p)h(q)− g(p)∇qh(q)}dq}, (1.1)
where P = (p0,p1,p2,p3) and Q = (q0, q1, q2, q3). Moreover, the collision kernel is given by a 3 × 3 non-negative
matrix
Φ(P,Q) = Λ(P,Q)
p0q0
S(P,Q),
with
Λ(P,Q) = (P ·Q)2{(P ·Q)2 − 1}−3/2,
S(P,Q) = {(P ·Q)2 − 1}I3 − (p − q)⊗ (p − q)+ {(P ·Q)− 1}(p ⊗ q + q ⊗ p).
Here, the Lorentz inner product is P ·Q = p0q0 − p · q .
We consider the above system for a small perturbation of an equilibrium state. Without loss of generality, we
normalize the global relativistic Maxwellian to be
J (p) = J+(p) = J−(p) = e−p0 ,
and define the perturbation f±(t, x,p) around J (p) by
F± = J (p)+
√
J (p)f±.
The normalized vector-valued relativistic Landau–Maxwell system for the perturbation
f (t, x,p) = [f+(t, x,p), f−(t, x,p)]
now takes the form{
∂t + p
p0
· ∇x + ζ
(
E + p
p0
×B
)
· ∇p
}
f −
{
E · p
p0
}√
Jζ1 +Lf = ζ2
{
E · p
p0
}
f + Γ (f,f ), (1.2)
with f (0, x,p) = f0(x,p), where ζ1 = [1,−1] and ζ = diag(1,−1) is a 2 × 2 matrix. For any given g = [g+, g−],
the linearized collision operator in (1.2) is given by
Lg = [L+g,L−g], L±g = −A±g −K±g,
where
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J
C(
√
Jg±, J ), K±g = 1√
J
C(J,
√
Jg±)+ 1√
J
C(J,
√
Jg∓).
For g = [g+, g−] and h = [h+, h−], the nonlinear collision operator is denoted by Γ (g,h) = [Γ+(g,h),Γ−(g,h)],
with
Γ±(g,h) = 1√
J
[C(√Jg±,√Jh±)+ C(√Jg±,√Jh∓)].
Furthermore, the coupled Maxwell system now takes the form
∂tE − ∇x ×B = −J = −
∫
R3
p
p0
√
J (f+ − f−) dp, ∂tB + ∇x ×E = 0, (1.3)
∇x ·E = ρ =
∫
R3
√
J (f+ − f−) dp, ∇x ·B = 0, (1.4)
with the initial condition
E(0, x) = E0(x), B(0, x) = B0(x).
By H-theorem, L is non-negative and for every fixed (t, x), and the null space of L is given by the six-dimensional
space (1 i  3):
N = span{[√J ,0], [0,√J ], [pi√J ,pi√J ], [p0√J ,p0√J ]}. (1.5)
Define the orthogonal projection from L2(R3) onto the null space N by P. And throughout this paper, the following
notations will be used.
Notations. We will use 〈· , ·〉 to denote the standard L2 inner product in R3p . The corresponding norm is written as
|g|22 = 〈g,g〉. Denote the collision frequency by
σ ij (p) =
∫
R3
Φij (P,Q)J (q)dq.
With this, the weighted norms for dissipation are defined by
|g|2σ =
∫
R3
{
2σ ij ∂pi g∂pj g +
1
2
σ ij
pi
p0
pj
p0
g2
}
dp,
‖g‖2σ =
∫
R3×R3
{
2σ ij ∂pi g∂pj g +
1
2
σ ij
pi
p0
pj
p0
g2
}
dp dx.
We will also use ‖ · ‖ to denote L2 norm in either R3x × R3p or R3x , and (· , ·) to denote the standard L2 inner product
in R3x × R3p . Let α and β be α = [α1, α2, α3] and β = [β1, β2, β3]. Set
∂αβ ≡ ∂α1x1 ∂α2x2 ∂α3x3 ∂β1p1 ∂β2p2 ∂β3p3 .
If each component of β is not greater than that of β’s, we write β  β; β < β means β  β , and |β| < |β|. Here,
C
β
β denotes the standard binomial coefficient
(
β
β
)
.
With the orthogonal projection P, a function g(t, x,p) = [g+(t, x,p), g−(t, x,p)] can be decomposed into
g(t, x,p) = Pg(t, x,p)+ (I − P)g(t, x,p), (1.6)
where (t, x) is taken as a parameter. Here, Pg and (I − P)g correspond to the macroscopic and microscopic compo-
nents of the function g respectively. Write Pf = [Pf+,Pf−] according to the basis in (1.5) as
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{
a±(t, x)+
3∑
i=1
bi(t, x)pi + c(t, x)p0
}√
J . (1.7)
From [16,19], it holds that
|g|2σ ∼ |g|22 + |∇pg|22,
and there exists a constant δ > 0 such that
〈Lg,g〉 δ∣∣(I − P)g∣∣2
σ
. (1.8)
We now define the instant energy functional for a solution [f (t, x,p),E(t, x),B(t, x)] to the relativistic
Landau–Maxwell system, to be any functional E(t) which satisfies
E(t) ∼ E˜(t) =
∑
|α|+|β|N
∥∥∂αβ f ∥∥2(t)+ ∑
|α|N
∥∥[∂αE, ∂αB]∥∥2(t), (1.9)
where, A ∼ B means that there exist two generic positive constants C1 and C2 such that C1A B  C2A.
The dissipation rate of a solution f of (1.2) with (1.3) and (1.4) is defined as
D(t) =
∑
1|α|N
∥∥∂αPf ∥∥2
σ
(t)+
∑
|α|+|β|N
∥∥∂αβ (I − P)f ∥∥2σ (t)+ ∑
|α|N−1
(∥∥∇ · ∂αE∥∥2 + ∥∥∂αE∥∥2)(t). (1.10)
Notice that the magnetic field B(t, x) and the zeroth derivatives of the macroscopic part Pf with respect to the
momentum p are not included in the dissipation rate. Throughout this paper, C denotes a generic positive constant
which may vary from line to line, and the index of the Sobolev space for the solution is assumed to be N  4. With
the above preparation, the main results can be stated as follows.
Theorem 1.1. Let F0,±(x,p) = J +
√
Jf0,±(x,p)  0. There exists a sufficiently small constant ε > 0 such that if
E(0) ε, then there exists a unique global classical solution [f (t, x,p),E(t, x),B(t, x)] to (1.2) with (1.3) and (1.4).
Moreover, F±(t, x,p) = J +
√
Jf±(t, x,p) 0 satisfying
E(t)+
t∫
0
D(s) ds  E(0). (1.11)
As we mentioned in the abstract, the analysis for Theorem 1.1 can lead to an optimal convergence rate estimate
for a related and simpler system. Take E(t, x) = ∇xφ(t, x) and B(t, x) = 0, the relativistic Landau–Maxwell system
becomes the relativistic Landau–Poisson system:{
∂t + p
p0
· ∇x + ζ∇xφ · ∇p
}
f −
{
∇xφ · p
p0
}√
Jζ1 +Lf = q2
{
∇xφ · p
p0
}
f + Γ (f,f ), (1.12)
φ =
∫
R3
√
J (f+ − f−) dp, f (0, x,p) = f0(x,p). (1.13)
Corresponding to this system, we can define instant energy functional by
E(t) ∼ E˜(t) =
∑
|α|+|β|N
∥∥∂αβ f ∥∥2(t)+ ‖∇xφ‖2(t). (1.14)
Note that the initial value of E˜(t) at t = 0 is in fact defined only by the initial data f0 because
E˜(0) =
∑
|α|+|β|N
∥∥∂αβ f0∥∥2 + ‖∇xφ0‖2, (1.15)
where we have used
∇xφ0(x) = ∇xφ(0, x) = ∇x−1〈f0,+ − f0,−,√μ 〉. (1.16)
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D(t) =
∑
1|α|N
∥∥∂αPf ∥∥2(t)+ ∑
|α|+|β|N
∥∥∂αβ (I − P)f (t)∥∥2σ (t)+ ∑
|α|N−1
(∥∥∂αφ∥∥2 + ∥∥∂α∇xφ∥∥2)(t). (1.17)
To discuss the optimal time decay of solutions to the relativistic Landau–Poisson system (1.12) and (1.13), the space
Zq = L2(R3p;Lq(R3x)) will be used and its norm is defined by
‖f ‖Zq =
( ∫
R3
( ∫
R3
∣∣f (x,p)∣∣q dx) 2q dp) 12 .
And then the optimal convergence rate for the relativistic Landau–Poisson system can be stated as follows:
Theorem 1.2. Let F0,±(x,p) = J +
√
Jf0,±(x,p)  0. There exists a sufficiently small constant ε > 0 such
that if E(0)  ε, then there exists a unique global classical solution f (t, x,p) to (1.12) and (1.13) with
F±(t, x,p) = J +
√
Jf±(t, x,p) 0 satisfying
E(t)+
t∫
0
D(s) ds  E(0). (1.18)
Moreover, if there is a small constant ε1 > 0 such that
‖f0‖Z1 + ‖∇xφ0‖L1(R3x)  ε1, (1.19)
we have the following time convergence rate estimates∥∥f (t)∥∥2 = ∥∥Pf (t)∥∥2 + ∥∥(I − P)f (t)∥∥2  C(1 + t)−3/2, (1.20)∑
1|α|N
∥∥∂αPf (t)∥∥2 + ∑
|α|+|β|N
∥∥∂αβ (I − P)f (t)∥∥2 + ∥∥∇xφ(t)∥∥2  C(1 + t)−5/2. (1.21)
At the end of the introduction, let us review some related works on these two systems. Firstly, a lot of works
have been done on the classical Landau equation with satisfactory well-posedness theories and qualitative studies,
cf. [3,10,14,21,27–29] and the references therein, for which we do not go into details here.
On the other hand, the background on the relativistic systems can be found in [1,12,17]. For these systems, the
linearized relativistic Landau equation without electro-magnetic field was studied in [13,16], and the properties of
the linearized relativistic Boltzmann–Poisson system were analyzed in [6,7]. The first global classical solution of the
relativistic Landau–Maxwell system near a steady state in a periodic box was given in [19] by using the energy method
introduced in [11]. Moreover, the almost exponential decay rate was obtained in [20] and the smoothness of solution
to this system was studied in [26]. Furthermore, the global existence of solution to the Vlasov–Maxwell–Boltzmann
system in the whole space or in a torus was proved in [11,18] respectively. However, to our knowledge, the global
existence for the relativistic Landau–Maxwell system in the whole space and the optimal convergence rate for the
relativistic Landau–Poisson system are not known.
Recently the authors in [22–25] studied the nonlinear stability and the optimal time decay of the solutions for both
the non-relativistic and relativistic kinetic equations near an equilibrium by combining the compensating function
introduced by Kawashima for the Boltzmann equation. The main observation is that the uniform macroscopic energy
estimate can be obtained by using the compensating function, cf. [5,9,15]. And the advantage of this method is that
it not only yields the global existence of the solution, but it also gives the optimal time decay to the equilibrium for
some systems that avoids the study of the complicated spectrum property of the linearized operator as in [2,7,8].
And this method will also be used in this paper where we will construct the global classical solutions of the
relativistic Landau–Maxwell system near a steady state in the whole space, and also obtain the optimal time decay for
the relativistic Landau–Poisson system. Note that for the relativistic Landau–Maxwell system, we need a 21-moment
system to construct the compensating function. This is more complicated compared to the 14-moment system used in
[6] for a single relativistic equation, and the 17-moment system used in [19] for the same system in a torus. On the
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[6,22], the compensating function itself is not enough to get the desired estimate. In addition, we also need to study
the structure of the system. Even though the optimal time decay for the relativistic Landau–Maxwell system in the
whole space is not obtained here, we hope that the estimates obtained here and the method used can be useful for the
future investigation on this problem.
The rest of the paper will be organized as follows. In the next section, we construct the compensating function
for the linearized relativistic Landau–Maxwell system. Some refined energy estimates will be given and the global
classical solution to relativistic Landau–Maxwell system in the whole space is established in Section 3. The optimal
time convergence rate of relativistic Landau–Poisson system will be obtained in the last section.
2. Compensating function
In this section, we will construct the compensating function for the relativistic Landau–Maxwell system (1.2),
(1.3) and (1.4). Even though the basic idea about the compensating function follows from the work [5,9,15] for the
relativistic Boltzmann equation describing one species particles, there are some new ideas and new phenomena for the
multi-species particles. Moreover, the term E · p
p0
√
Jζ1 for the electricity effect also plays a role in the construction of
the compensating function as one can see below. Let p
p0
· ξ (ξ ∈ R3) be the symbol of the streaming operator p
p0
· ∇x .
Note that p
p0
· ξ is a linear operator in L2(R3) from N into W˜ as the subspace of L2(R3) spanned by the 21 functions
ϕj , j = 1,2, . . . ,21, defined in the following. That is,
W˜ = span{ϕj |j = 1, . . . ,21},
where for j = 1,2,3,
ϕ1 = [
√
J ,0], ϕ2 = [0,
√
J ], ϕj+2 = [pj
√
J ,0], ϕj+5 = [0,pj
√
J ], ϕ9 = [p0
√
J ,p0
√
J ],
ϕj+9 =
[
p2j
p0
√
J ,
p2j
p0
√
J
]
, ϕ13 =
[
p1p2
p0
√
J ,
p1p2
p0
√
J
]
, ϕ14 =
[
p3p2
p0
√
J ,
p3p2
p0
√
J
]
,
ϕ15 =
[
p3p1
p0
√
J ,
p3p1
p0
√
J
]
, ϕj+15 =
[
pj
p0
√
J ,0
]
, ϕj+18 =
[
0,
pj
p0
√
J
]
.
By the standard Gram–Schmidt procedure, the above 21 functions can be made as a set of pairwise orthonormal
vectors:
e1 = [κ1
√
J ,0], e2 = [0, κ1
√
J ], ej+2 = κj+1[pj
√
J ,0],
ej+6 = κj+1[0,pj
√
J ], e9 = κ5√
2
[
(p0 − c5)
√
J , (p0 − c5)
√
J
]
,
e10 = κ6√
2
[(
p21
p0
− 1
)√
J − d6e19,
(
p21
p0
− 1
)√
J − d6e19
]
,
e11 = κ7√
2
[(
p22
p0
− 1
)√
J − d6e19 − d7e110,
(
p22
p0
− 1
)√
J − d6e19 − d7e110
]
,
e12 = κ8√
2
[(
p23
p0
− 1
)√
J − d6e19 − d7e110 − d8e111,
(
p23
p0
− 1
)√
J − d6e19 − d7e110 − d8e111
]
,
e13 = κ9√
2
[
p1p2
p0
√
J ,
p1p2
p0
√
J
]
, e14 = κ10√
2
[
p3p2
p0
√
J ,
p3p2
p0
√
J
]
, e15 = κ11√
2
[
p3p1
p0
√
J ,
p3p1
p0
√
J
]
,
ej+15 = κj+11
[(
pj
p0
− cj+11pj
)√
J ,0
]
, ej+18 = κj+11
[
0,
(
pj
p0
− cj+11pj
)√
J
]
.
Here eij denotes the i component of the vector ej , κj are normalization constants and d6, d7, d8, c5, cj+11 are the
other constants. It is obvious that the null space of the linearized operator is the six-dimensional space
N = span{e1, e2, e3 + e6, e4 + e7, e5 + e8, e9}.
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P0f =
21∑
k=1
〈f, ek〉ek.
Consider the linearized relativistic Landau equation
[
∂t + p
p0
· ∇x +L
]
f = g +E · p
p0
√
Jζ1, (2.1)
with the initial data f (0, x, v) = f0(x, v) and a source term g = [g+, g−].
Set Wk = 〈f, ek〉, k = 1, . . . ,21, and W = [W1, . . . ,W21]T . Then we have by using (2.1) that
∂tW +
3∑
j=1
V j∂xjW +LW = g +R,
where V j (j = 1,2,3) and L are the symmetric matrices defined by
L = {〈L[el], ek 〉}21k,l=1, V (ξ) = 3∑
j=1
V jξj =
{〈(
p
p0
· ξ
)
ek, el
〉}21
k,l=1
,
and g is the vector component 〈g, ek〉. Here, R denotes the remaining term which contains either the factor (I −P0)f
or E(t, x). In the following, we will use Rz to denote the real part of z ∈ C.
For ξ ∈ R3, we know that
V (ξ) =
{((
p
p0
· ξ
)
ek, el
)}21
k,l=1
.
Thus V (ξ) is symmetric and can be written as
V (ξ) =
(
V11(ξ)9×9 V12(ξ)9×12
V21(ξ)12×9 V22(ξ)12×12
)
.
Notice that V T11 = V11, V T12 = V21 and V T22 = V22.
More precisely, we have
V11(ξ) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 mξ1 mξ2 mξ3 0 0 0 0
0 0 0 0 0 mξ1 mξ2 mξ3 0
mξ1 0 0 0 0 0 0 0 aξ1
mξ2 0 0 0 0 0 0 0 aξ2
mξ3 0 0 0 0 0 0 0 aξ3
0 mξ1 0 0 0 0 0 0 aξ1
0 mξ2 0 0 0 0 0 0 aξ2
0 mξ3 0 0 0 0 0 0 aξ3
0 0 aξ1 aξ2 aξ3 aξ1 aξ2 aξ3 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
and
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⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 a11ξ1 a12ξ2 a13ξ3 a11ξ1 a12ξ2 a13ξ3 0
0 0 0 a22ξ2 a23ξ3 0 a22ξ2 a23ξ3 0
0 0 0 0 a33ξ3 0 0 a33ξ3 0
0 0 bξ2 bξ1 0 bξ2 bξ1 0 0
0 0 0 bξ3 bξ2 0 bξ3 bξ2 0
0 0 bξ3 0 bξ1 bξ3 0 bξ1 0
d ′ξ1 0 0 0 0 0 0 0 dξ1
d ′ξ2 0 0 0 0 0 0 0 dξ2
d ′ξ3 0 0 0 0 0 0 0 dξ3
0 d ′ξ1 0 0 0 0 0 0 dξ1
0 d ′ξ2 0 0 0 0 0 0 dξ2
0 d ′ξ3 0 0 0 0 0 0 dξ3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (2.2)
Here m, a, b, d ′, a11, . . . , a33 are positive constants except that d < 0, cf. [9]. Set
WI = [W1, W2, . . . , W9]T , WII = [W10, W11, . . . , W21]T .
We have the following lemma about the property of the matrix V (ξ).
Lemma 2.1. There exist three 21 × 21 real constant entry skew symmetric matrices Rj (j = 1,2,3) such that for
R(ω) =
3∑
j=1
Rjωj ,
we have for all ω ∈ S2,
R〈R(ω)V (ω)W,W 〉 c1(|W1|2 + |W2|2 + |W9|2 + |W3 +W6|2 + |W4 +W7|2 + |W5 +W8|2)
−C1
(|W3 −W6|2 + |W4 −W7|2 + |W5 −W8|2)−C2|WII |2,
for some positive constants c1, C1 and C2. Here, 〈· , ·〉 is the inner product on C21.
Proof. Let
R(ξ) =
3∑
j=1
Rjξj =
(
αR11(ξ)9×9 V12(ξ)9×12
−V21(ξ)12×9 012×12
)
. (2.3)
Here, α > 0 is a constant to be specified later and
R11(ξ) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 ξ1 ξ2 ξ3 0 0 0 0
0 0 0 0 0 ξ1 ξ2 ξ3 0
−ξ1 0 0 0 0 0 0 0 0
−ξ2 0 0 0 0 0 0 0 0
−ξ3 0 0 0 0 0 0 0 0
0 −ξ1 0 0 0 0 0 0 0
0 −ξ2 0 0 0 0 0 0 0
0 −ξ3 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Then each Rj is 21 × 21 real skew symmetric with constant entries. Since
V (ξ) =
(
V11(ξ)9×9 V12(ξ)9×12
V21(ξ)12×9 V22(ξ)12×12
)
,
and
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(
αR11V11 + V12V21 αR11V12 + V12V22
−V21V11 −V21V12
)
,
we have
R(ω)V (ω)W =
(
(αR11V11 + V12V21)WI + (αR11V12 + V12V22)WII
−V21V11WI − V21V12WII
)
,
so that 〈
R(ω)V (ω)W,W
〉= 〈(αR11V11 + V12V21)WI ,WI 〉+ 〈(αR11V12 + V12V22)WII,WI 〉
− 〈V21V11WI ,WII〉 − 〈V21V12WII,WII〉.
Consider
U11(ξ) = (αR11V11 + V21V12)(ξ).
Notice that
R11V11 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
m|ξ |2 0 0 0 0 0 0 0 a|ξ |2
0 m|ξ |2 0 0 0 0 0 0 a|ξ |2
0 0 −mξ21 −mξ1ξ2 −mξ1ξ3 0 0 0 0
0 0 −mξ1ξ2 −mξ22 −mξ2ξ3 0 0 0 0
0 0 −mξ1ξ3 −mξ2ξ3 −mξ23 0 0 0 0
0 0 0 0 0 −mξ21 −mξ1ξ2 −mξ1ξ3 0
0 0 0 0 0 −mξ1ξ2 −mξ22 −mξ1ξ3 0
0 0 0 0 0 −mξ1ξ3 −mξ2ξ3 −mξ23 0
0 0 0 0 0 0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
It follows that
R〈R11(ω)V11(ω)WI ,WI 〉= R{W 1(mW1 + aW9)+W 2(mW2 + aW9)+mW 3(−ω21W3 −ω1ω2W4 −ω1ω3W5)
+mW 4
(−ω1ω2W3 −ω22W4 −ω2ω3W5)+mW 5(−ω21W3 −ω2ω3W4 −ω23W5)
+mW 6
(−ω21W6 −ω1ω2W7 −ω1ω3W8)+mW 7(−ω1ω2W6 −ω22W7 −ω2ω3W8)
+mW 8
(−ω21W6 −ω2ω3W7 −ω23W8)}
m
(|W1|2 + |W2|2)+ aR(W1W 9)+ aR(W2W 9)−C2 8∑
k=3
|Wk|2.
Therefore,
R〈R11(ω)V11(ω)WI ,WI 〉m(|W1|2 + |W2|2)+ aR(W1W 9)+ aR(W2W 9)
−C4
(
(W3 +W6)2 + (W4 +W7)2 + (W5 +W8)2
)
−C4
(
(W3 −W6)2 + (W4 −W7)2 + (W5 −W8)2
)
.
Next, we write 〈
V12(ω)V21(ω)WI ,WI
〉= ∣∣V21(ω)WI ∣∣2,
and a direct calculation gives
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⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a11ω1(W3 +W6)+ a12ω2(W4 +W7)+ a13ω3(W5 +W8)
a22ω2(W4 +W7)+ a23ω3(W5 +W8)
a33ω3(W5 +W8)
bω2(W3 +W6)+ bω1(W4 +W7)
bω3(W4 +W7)+ bω2(W5 +W8)
bω3(W3 +W6)+ bω1(W5 +W8)
d ′ω1W1 + dω1W9
d ′ω2W1 + dω2W9
d ′ω3W1 + dω3W9
d ′ω1W2 + dω1W9
d ′ω2W2 + dω2W9
d ′ω3W2 + dω3W9
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Set
y = (y1, y2, y3) = (W3 +W6,W4 +W7,W5 +W8).
We have ∣∣V21(ω)WI ∣∣2 = ∣∣d ′W1 + dW9∣∣2 + ∣∣d ′W2 + dW9∣∣2 + ∣∣B(ω)y∣∣2,
where
B(ω) =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
a11ω1 a12ω2 a13ω3
0 a22ω2 a23ω3
0 0 a33ω3
bω2 bω1 0
0 bω3 bω2
bω3 0 bω1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
. (2.4)
Thus, for any α > 0, we have
αR〈R11(ω)V11(ω)WI ,WI 〉+ ∣∣V21(ω)WI ∣∣2
 αm
(|W1|2 + |W2|2)+ αaR(W1W 9)+ αaR(W2W 9)+ ∣∣d ′W1 + dW9∣∣2 + ∣∣d ′W2 + dW9∣∣2 + ∣∣B(ω)y∣∣2
−C4α
(
(W3 +W6)2 + (W4 +W7)2 + (W5 +W8)2
)−C4α((W3 −W6)2 + (W4 −W7)2 + (W5 −W8)2).
Since d ′ > 0, d < 0, m> 0 and a > 0, we can choose 0 < α < 4a−2[md2 + a|dd ′|] small enough such that
αm
(|W1|2 + |W2|2)+ αaR(W1W 9)+ αaR(W2W 9)+ ∣∣d ′W1 + dW9∣∣2 + ∣∣d ′W2 + dW9∣∣2
 c1
(|W1|2 + |W2|2 + |W9|2).
We shall prove that |B(ω)y|2 > c1|y|2 for some c1 > 0 where B(ω) is given by (2.4), |ω| = 1 and y ∈ C3, by using the
same idea as [9]. This is equivalent to show that if B(ω)y = 0, then y = 0. Recall that b, a11, a22 and a33 are non-zero.
Let y ∈ R3 with B(ω)y = 0. The determinant of the last 3 rows of B(ω) is b3ω1ω2ω3. Hence y = 0 if ω1ω2ω3 = 0.
So it remains to consider the case ω1ω2ω3 = 0. If ω3 = 0, then rows 5 and 6 of B(ω) imply y3 = 0. Then rows 1, 2
and 4 imply y1 = y2 = 0. The discussion on the other cases when ω1 = 0 or ω2 = 0 is similar.
Since 0 < α < 4a−2[md2 + a|dd ′|] is small enough, there exists c2 > 0 such that∣∣B(ω)y∣∣2 −C4α((W3 +W6)2 + (W4 +W7)2 + (W5 +W8)2)
 c2
(
(W3 +W6)2 + (W4 +W7)2 + (W5 +W8)2
)
.
Finally, there exists c > 0 such that
R〈U11(ω)WI ,WI 〉 c(|W1|2 + |W2|2 + |W3 +W6|2 + |W4 +W7|2 + |W5 +W8|2 + |W9|2)
− αC4
(|W3 −W6|2 + |W4 −W7|2 + |W5 −W8|2).
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c|WI ||WII | |WI |2 + c |WII |2 for any  > 0, and the one for the last term is of the order of |WII |2, the conclu-
sion of the lemma then follows. 
We are now ready to construct the compensating function for (2.1). Set R(ω) in Lemma 2.1 as
R(ω) = {rij (ω)}21i,j=1.
For ω ∈ S2 and some constant λ > 0 defined later, set the compensating function S(ω) to be
S(ω)f =
21∑
k,=1
λrk(ω)〈f, e〉ek, (2.5)
for a function f ∈ L2.
The following lemma is similar to the corresponding one in [5,15] for the compensating function for the equation
about one species particles. Note that the dissipation rate |(I − P)h|2σ will be included in the lower bound estimate.
Lemma 2.2. The compensating function S(ω) defined in (2.5) has the following properties:
(i) S(·) is C∞ on S2, and it takes value in the space of bounded linear operators on L2(R3) with S(−ω) = −S(ω)
for all ω ∈ S2.
(ii) iS(ω) is self-adjoint on L2(R3) for all ω ∈ S2.
(iii) There exist constants λ > 0 and c0 > 0 such that for all f ∈ L2(R3) and ω ∈ S2,
R
〈
S(ω)
(
p
p0
·ω
)
f,f
〉
+ 〈Lf,f 〉 c0
(|Pf |22 + ∣∣(I − P)f ∣∣2σ ).
Proof. The parts (i) and (ii) follow immediately from (2.5) and the definition of R(ω) in Lemma 2.1 because R(ω) is
skew-symmetric. For the part (iii), from (2.5), we have〈
S(ω)
(
p
p0
·ω
)
f,f
〉
≡
21∑
k,=1
λrk(ω)
〈(
p
p0
·ω
)
f, e
〉
〈f, ek〉.
Set f = P0f + (I − P0)f . Then for Wj = 〈f, ej 〉, we have〈(
p
p0
·ω
)
f, e
〉
=
〈(
p
p0
·ω
)
P0f, e
〉
+
〈(
p
p0
·ω
)
(I − P0)f, e
〉
=
21∑
j=1
Wj
3∑
m=1
〈
ej ,ωm
pm
p0
e
〉
+
〈(
p
p0
·ω
)
(I − P0)f, e
〉
.
Thus, we have
R
〈
S(ω)
(
p
p0
·ω
)
f,f
〉
= Rλ
21∑
k,=1
rk(ω)
21∑
j=1
Vj (ω)WjWk + Rλ
21∑
k,=1
rk(ω)
〈
(I − P0)f,
(
p
p0
·ω
)
e
〉
Wk
= Rλ〈R(ω)V (ω)W,W 〉+ Rλ 21∑
k,=1
rk(ω)
〈
(I − P0)f,
(
p
p0
·ω
)
e
〉
〈f, ek〉
 λ
[
c1
(|W1|2 + |W2|2 + |W9|2 + |W3 +W6|2 + |W4 +W7|2 + |W5 +W8|2)
−C1
(|W3 −W6|2 + |W4 −W7|2 + |W5 −W8|2)−C2∣∣(I − P)f ∣∣2σ ]
+ Rλ
21∑
k,=1
rk(ω)
〈
(I − P0)f,
(
p
p0
·ω
)
e
〉
〈f, ek〉, (2.6)
where we have used Lemma 2.1 and the exponential decay property of ek in p.
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)
(I − P0)f, e
〉∣∣∣∣ c5∣∣(I − P0)f ∣∣2  c5∣∣(I − P)f ∣∣σ ,
and
|f |22 
∣∣(I − P)f ∣∣2
σ
+ |Pf |22,
we have
R
〈
S(ω)
(
p
p0
·ω
)
f,f
〉
 λc1
(|W1|2 + |W2|2 + |W9|2 + |W3 +W6|2 + |W4 +W7|2 + |W5 +W8|2)
−C1λ
(|W3 −W6|2 + |W4 −W7|2 + |W5 −W8|2)−C3λ∣∣(I − P)f ∣∣2σ − ε|Pf |22,
(2.7)
where ε > 0 is a small constant.
By noticing that
P0f =
21∑
j=1
Wjej , Wj = 〈f, ej 〉,
and
N = span{e1, e2, e3 + e6, e4 + e7, e5 + e8, e9},
we have
Pf = W1e1 +W2e2 +W9e9 + W3 +W62 (e3 + e6)+
W4 +W7
2
(e4 + e7)+ W5 +W82 (e5 + e8). (2.8)
Clearly,
P0f − Pf =
21∑
j=10
Wjej + W3 −W62 e3 +
W6 −W3
2
e6
+ W4 −W7
2
e4 + W7 −W42 e7 +
W5 −W8
2
e5 + W8 −W52 e8. (2.9)
Since the linearized operator satisfies
〈Lf,f 〉 δ0
∣∣(I − P)f ∣∣2
σ
, for some δ0 > 0,
we obtain
〈Lf,f 〉 = 〈L(I − P)f, (I − P)f 〉= 〈L(I − P0)f +L(P0 − P)f, (I − P0)f + (P0 − P)f 〉
= 〈L(I − P0)f, (I − P0)f 〉+ 2〈L(I − P0)f, (P0 − P)f 〉+ 〈L(P0 − P)f, (P0 − P)f 〉
 δ
∣∣(I − P0)f ∣∣2σ −C∣∣(I − P0)f ∣∣2σ − ∣∣(P − P0)f ∣∣2σ + δ∣∣(P − P0)f ∣∣2σ
−C∣∣(I − P)f ∣∣2
σ
+ (δ − )∣∣(P − P0)f ∣∣2σ ,
where ε > 0 is a small constant.
Note that
∣∣(P − P0)f ∣∣2σ ∼ ∣∣(P − P0)f ∣∣22 ∼ 21∑
j=10
|Wj |2 + |W3 −W6|2 + |W4 −W7|2 + |W5 −W8|2.
Thus, there exists some positive constant C′ such that
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1 +C′)〈Lf,f 〉 C∣∣(I − P)f ∣∣2
σ
+ δ
2
∣∣(P − P0)f ∣∣2σ
 C
∣∣(I − P)f ∣∣2
σ
+C′{|W3 −W6|2 + |W4 −W7|2 + |W5 −W8|2}.
In fact, we can also obtain
〈Lf,f 〉 C4
∣∣(I − P)f ∣∣2
σ
+C5
{|W3 −W6|2 + |W4 −W7|2 + |W5 −W8|2}. (2.10)
From (2.7) and (2.8), we have
R〈S(ω)(v ·ω)f,f 〉 C1λ|Pf |22 −C2λ∣∣(I − P)f ∣∣2σ
−C1λ
(|W3 −W6|2 + |W4 −W7|2 + |W5 −W8|2). (2.11)
If the constant λ > 0 is chosen to be small enough, a linear combination of (2.10) and (2.11) yields that
R
〈
S(ω)
(
p
p0
·ω
)
f,f
〉
+ 〈Lf,f 〉 C3|Pf |22 +C4
∣∣(I − P)f ∣∣2
σ
.
And this completes the proof of the lemma. 
Now by using the compensating function S(ω), we will derive some energy estimate on the linearized
Landau–Maxwell system. Set ω = ξ/|ξ | and take the Fourier transform in x of (2.1) to have
∂t fˆ + i|ξ |
(
p
p0
·ω
)
fˆ +Lfˆ = gˆ + Ê · p
p0
√
Jζ1. (2.12)
By taking the inner product of (2.12) with fˆ , we have
1
2
∂t |fˆ |22 + 〈Lfˆ , fˆ 〉 = R〈gˆ, fˆ 〉 + R
〈
Ê · p
p0
√
J , (fˆ+ − fˆ−)
〉
. (2.13)
Notice that the Fourier transform of the Maxwell system (1.3) and (1.4) gives
∂t Ê −̂∇ ×B = −
∫
R3
p
p0
√
J (fˆ+ − fˆ−) dp, ̂∇ ·B = 0, (2.14)
∂t B̂ +̂∇ ×E = 0, ̂∇ ·E =
∫
R3
(fˆ+ − fˆ−)
√
J dp. (2.15)
Hence
R
〈
Ê · p
p0
√
J , (fˆ+ − fˆ−)
〉
= −1
2
∂t
(|Ê|2 + |B̂|2)+ R{̂∇ ×B · Ê −̂∇ ×E · B̂}. (2.16)
Then it follows from (2.16) that
1
2
∂t
(|fˆ |22 + |Ê|2 + |B̂|2)+ 〈Lfˆ , fˆ 〉 − R{̂∇ ×B · Ê −̂∇ ×E · B̂} = R〈gˆ, fˆ 〉. (2.17)
Applying −i|ξ |S(ω) to (2.12) gives
−i|ξ |S(ω)∂t fˆ + |ξ |2S(ω)
((
p
p0
·ω
)
fˆ
)
− i|ξ |S(ω)Lfˆ = −i|ξ |S(ω)gˆ − i|ξ |S(ω)Ê · p
p0
√
Jζ1. (2.18)
The inner product of (2.18) with fˆ yields
R〈−i|ξ |S(ω)∂t fˆ , fˆ 〉+ |ξ |2R〈S(ω)( p
p0
·ω
)
fˆ , fˆ
〉
= |ξ |R{〈iS(ω)Lfˆ , fˆ 〉− 〈iS(ω)gˆ, fˆ 〉}− R〈i|ξ |S(ω)Ê · p √Jζ1, fˆ 〉. (2.19)p0
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adding κ times (2.19), we have
∂t
[
(1 + |ξ |2)
2
(|fˆ |22 + |Ê|2 + |B̂|2)− κ|ξ |2 〈iS(ω)fˆ , fˆ 〉
]
+ (1 + |ξ |2 − κ|ξ |2)〈Lfˆ , fˆ 〉
+ κ|ξ |2
{
R
〈
S(ω)
(
p
p0
·ω
)
fˆ , fˆ
〉
+ 〈Lfˆ , fˆ 〉
}
− (1 + |ξ |2)R{̂∇ ×B · Ê −̂∇ ×E · B̂}
= (1 + |ξ |2)R〈fˆ , gˆ〉 + κ|ξ |R{〈iS(ω)Lfˆ , fˆ 〉− 〈iS(ω)gˆ, fˆ 〉}− κR〈i|ξ |S(ω)Ê · p
p0
√
Jζ1, fˆ
〉
. (2.20)
For the second term on the left-hand side of (2.20), when 0 < κ < 1, we have(
1 + |ξ |2 − κ|ξ |2)〈Lfˆ , fˆ 〉 (1 − κ)(1 + |ξ |2) · δ0∣∣(I − P)fˆ ∣∣2σ .
And by Lemma 2.2, the third term on the left-hand side of (2.20) is bounded by
κ|ξ |2
{
R
〈
S(ω)
(
p
p0
·ω
)
fˆ , fˆ
〉
+ 〈Lfˆ , fˆ 〉
}
 κ|ξ |2 · c0
(|Pfˆ |22 + ∣∣(I − P)fˆ ∣∣2σ ).
Notice that
S(ω)Lf =
21∑
k,=1
λrk(ω)〈Lf, e〉ek =
21∑
k,=1
λrk(ω)
〈
L
[
(I − P)f ], e〉ek,
and ∣∣〈L[(I − P)f ], e〉∣∣= ∣∣〈(I − P)f,Le〉∣∣ C∣∣(I − P)f ∣∣σ ,
where we have used the exponential decay of e in p.
The second term on the right-hand side of (2.20) is dominated by
Cκ|ξ |{∣∣〈iS(ω)Lfˆ , fˆ 〉∣∣+ ∣∣〈iS(ω)gˆ, fˆ 〉∣∣} Cκ|ξ |{∣∣(I − P)fˆ ∣∣
σ
|fˆ |2 +
21∑
k,=1
∣∣〈gˆ, e〉∣∣ · ∣∣〈fˆ , ek〉∣∣}
 Cκ
∣∣(I − P)fˆ ∣∣2
σ
+ κ
4
|ξ |2|fˆ |22 + κC
21∑
=1
∣∣〈gˆ, e〉∣∣2.
Note that∣∣∣∣κ〈i|ξ |S(ω)Ê · pp0 √Jζ1, fˆ
〉∣∣∣∣=
∣∣∣∣∣κ
21∑
k,=1
iλ|ξ |rk,(ω)
〈
Ê · p
p0
√
Jζ1, e
〉
〈fˆ , ek〉
∣∣∣∣∣ κ4 |ξ |2|fˆ |22 +Cκ|Ê|2.
By using (2.8) and (2.2), we take the L2 inner product of (2.12) with ej+15 and ej+18 respectively to obtain
d ′̂∇xW1 + d̂∇xW9 − κ−11 d ′Ê =
〈
∂t (I − P)fˆ , ξ˜+
〉+ 〈L(I − P)fˆ , ξ˜+〉+ 〈 p
p0
· ̂∇x(I − P)f , ξ˜+
〉
+ 〈gˆ, ξ˜+〉,
d ′̂∇xW2 + d̂∇xW9 + κ−11 d ′Ê =
〈
∂t (I − P)fˆ , ξ˜−
〉+ 〈L(I − P)fˆ , ξ˜−〉+ 〈 p
p0
· ̂∇x(I − P)f , ξ˜−
〉
+ 〈gˆ, ξ˜−〉,
which imply that
̂∇x(W1 −W2)− 2κ−11 Ê =
〈
∂t (I − P)fˆ , ξ˜
〉+ 〈L(I − P)fˆ , ξ˜ 〉+ 〈 p
p0
· ̂∇x(I − P)f , ξ˜
〉
+ 〈gˆ, ξ˜ 〉, (2.21)
where ξ˜ and ξ˜± are some linear combinations of ej+15 and ej+18.
Recalling (1.4), we have
∇x ·E = κ−1{W1 −W2}.1
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κ1|̂∇ ·E|2 + 2κ−11 |Ê|2 = −
〈
∂t (I − P)fˆ , ξ˜
〉
Ê
−
[〈
L(I − P)fˆ , ξ˜ 〉+ 〈 p
p0
· ̂∇x(I − P)f , ξ˜
〉
+ 〈gˆ, ξ˜ 〉
]
Ê. (2.22)
We now consider the right-hand side of (2.22). For the first term, we have
−〈∂t (I − P)fˆ , ξ˜ 〉Ê = − d
dt
(〈
(I − P)fˆ , ξ˜ 〉Ê)+ 〈(I − P)fˆ , ξ˜ 〉Êt
− d
dt
(〈
(I − P)fˆ , ξ˜ 〉Ê)+ 〈(I − P)fˆ , ξ˜ 〉̂∇x ×B +C∣∣(I − P)fˆ ∣∣22.
For the last two terms, we can obtain∣∣〈L(I − P)fˆ , ξ˜ 〉Ê∣∣+ ∣∣∣∣〈 pp0 · ̂∇x(I − P)f , ξ˜
〉
Ê
∣∣∣∣+ ∣∣〈gˆ, ξ˜ 〉Ê∣∣
 η|Ê|2 +Cη
(
1 + |ξ |2)∣∣(I − P)fˆ ∣∣22 +Cη∣∣〈gˆ, ξ˜ 〉∣∣2.
Hence, we have
|̂∇ ·E|2 + |Ê|2 − d
dt
(〈
(I − P)fˆ , ξ˜ 〉Ê)+ 〈(I − P)fˆ , ξ˜ 〉̂∇x ×B +C(1 + |ξ |2)∣∣(I − P)fˆ ∣∣22 +C∣∣〈gˆ, ξ˜ 〉∣∣2.
Finally, we have the following estimate∣∣∣∣κ〈i|ξ |S(ω)Ê · pp0 √Jζ1, fˆ
〉∣∣∣∣+ c0κ(|̂∇ ·E|2 + |Ê|2)
 κ
4
|ξ |2|fˆ |22 + κ
∣∣〈gˆ, ξ˜ 〉∣∣2 −Cκ d
dt
(〈
(I − P)fˆ , ξ˜ 〉Ê)+Cκ 〈(I − P)fˆ , ξ˜ 〉̂∇x ×B
+Cκ(1 + |ξ |2)∣∣(I − P)fˆ ∣∣22. (2.23)
By choosing κ small enough and by combining the above estimates, we know that there exist constants δ1, δ2 > 0
such that
∂t
[(
1 + |ξ |2)(|fˆ |22 + |Ê|2 + |B̂|2)+Cκ(〈(I − P)fˆ , ξ˜ 〉Ê)− κ|ξ |〈iS(ω)fˆ , fˆ 〉]
+ δ1
(
1 + |ξ |2)∣∣(I − P)fˆ ∣∣2
σ
+ δ2|ξ |2|Pfˆ |22 + δ2
(|̂∇ ·E|2 + |Ê|2)− R(1 + |ξ |2){̂∇ ×B · Ê −̂∇ ×E · B̂}

(
1 + |ξ |2)R〈fˆ , gˆ〉 +C 21∑
=1
∣∣〈gˆ, e〉∣∣2 +Cκ 〈(I − P)fˆ , ξ˜ 〉̂∇x ×B + κ|〈gˆ, ξ˜ 〉|2. (2.24)
This is a main estimate obtained by the compensating function which will be used later.
In order to study the relativistic Landau–Poisson system, we will modify the above argument due to the lack of the
equation as (1.3). We take the L2 inner product of (2.12) with [√J ,0] and [0,√J ] respectively to get
∂t 〈fˆ+,
√
J 〉 +
〈
i|ξ |
(
p
p0
·ω
)
fˆ+,
√
J
〉
= 〈gˆ+,
√
J 〉,
∂t 〈fˆ−,
√
J 〉 +
〈
i|ξ |
(
p
p0
·ω
)
fˆ−,
√
J
〉
= 〈gˆ−,
√
J 〉.
Obviously,
∂t 〈fˆ+ − fˆ−,
√
J 〉 +
〈
i|ξ |
(
p
p0
·ω
)
(fˆ+ − fˆ−),
√
J
〉
= 〈gˆ+ − gˆ−,
√
J 〉. (2.25)
Notice that the Fourier transform of the Poisson equation (1.13) gives
̂φ =
∫
3
√
J (fˆ+ − fˆ−) dp.R
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1
2
∂t |∇̂xφ|2 +
〈
i|ξ |
(
p
p0
·ω
)
(fˆ+ − fˆ−),
√
J
〉
φˆ = 〈gˆ+ − gˆ−,
√
J 〉φˆ. (2.26)
By (2.12) and the above equation, we can obtain
1
2
∂t
(|fˆ |22 + |∇̂xφ|2)+ 〈Lfˆ , fˆ 〉 = R〈gˆ, fˆ 〉 + R〈gˆ+ − gˆ−,√J 〉φˆ. (2.27)
By using (2.8) and (2.2), we take the L2 inner product of (2.12) with ej+15 and ej+18 respectively to obtain
d ′̂∇xW1 + d̂∇xW9 − κ−11 d ′∇̂xφ =
〈
∂t (I − P)fˆ , ξ˜+
〉+ 〈L(I − P)fˆ , ξ˜+〉+ 〈 p
p0
· ̂∇x(I − P)f , ξ˜+
〉
+ 〈gˆ, ξ˜+〉,
d ′̂∇xW2 + d̂∇xW9 + κ−11 d ′∇̂xφ =
〈
∂t (I − P)fˆ , ξ˜−
〉+ 〈L(I − P)fˆ , ξ˜−〉+ 〈 p
p0
· ̂∇x(I − P)f , ξ˜−
〉
+ 〈gˆ, ξ˜−〉,
which imply that
̂∇x(W1 −W2)− 2κ−11 ∇̂xφ =
〈
∂t (I − P)fˆ , ξ˜
〉+ 〈L(I − P)fˆ , ξ˜ 〉+ 〈 p
p0
· ̂∇x(I − P)f , ξ˜
〉
+ 〈gˆ, ξ˜ 〉, (2.28)
where ξ˜ and ξ˜± are some linear combinations of ej+15 and ej+18.
Recalling (1.14), we have
φ = κ−11 {W1 −W2}.
By using this and (2.28), we can obtain
κ1|̂φ|2 + 2κ−11 |∇̂xφ|2 = −
〈
∂t (I − P)fˆ , ξ˜
〉∇̂xφ
−
[〈
L(I − P)fˆ , ξ˜ 〉+ 〈 p
p0
· ̂∇x(I − P)f , ξ˜
〉
+ 〈gˆ, ξ˜ 〉
]
∇̂xφ. (2.29)
Now consider the right-hand side of (2.29). For the first term, we have
−〈∂t (I − P)fˆ , ξ˜ 〉∇̂xφ = − d
dt
(〈
(I − P)fˆ , ξ˜ 〉∇̂xφ)+ 〈(I − P)fˆ , ξ˜ 〉∇̂xφt
− d
dt
(〈
(I − P)fˆ , ξ˜ 〉∇̂xφ)+ |̂∇xφt |2 +C∣∣(I − P)fˆ ∣∣22.
From (2.25), we know that
|̂∇xφt |2  C
∣∣(I − P)fˆ ∣∣22 + R〈gˆ+ − gˆ−,√J 〉φˆt .
Then we obtain a similar inequality as (2.24) as follows:
∂t
[(
1 + |ξ |2)(|fˆ |22 + |∇̂xφ|2)+Cκ(〈(I − P)fˆ , ξ˜ 〉∇̂xφ)− κ|ξ |〈iS(ω)fˆ , fˆ 〉]
+ δ1
(
1 + |ξ |2)∣∣(I − P)fˆ ∣∣2
σ
+ δ2|ξ |2|Pfˆ |22 + δ2
(|̂φ|2 + |∇̂xφ|2)

(
1 + |ξ |2)R〈fˆ , gˆ〉 +C 21∑
=1
∣∣〈gˆ, e〉∣∣2 + κ∣∣〈gˆ, ξ˜ 〉∣∣2 + R〈gˆ+ − gˆ−,√J 〉φˆ + R〈gˆ+ − gˆ−,√J 〉φˆt . (2.30)
For the study on the optimal convergence rates, we need the following decay estimates on the solution operator of
the linearized relativistic Landau–Poisson system:
∂tf + p
p0
· ∇xf − ∇xφ · p
p0
√
Jζ1 +Lf = 0, (2.31)
φ =
∫
3
p
p0
√
J {f+ − f−}dp, (2.32)R
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f (t, x,p) = U(t,0)f0(x,p), (2.33)
with U(t, s) being the solution operator which has the following decay estimates.
Lemma 2.3. Let k  k1  0, f0 ∈ HN ∩ Zq and ∇xφ0(x) ∈ HN ∩ Lq . If f (t, x,p) ∈ C0([0,∞);HN) ∩
C1([0,∞);HN−1) is a solution of (2.33), we have∥∥∇kxU(t,0)f0∥∥ C(1 + t)−σq,m(∥∥∇k1x f0∥∥Zq + ∥∥∇k1x ∇xφ0∥∥Lq + ∥∥∇kxf0∥∥+ ∥∥∇kx∇xφ0∥∥),
for any integer m = k − k1  0, where q ∈ [1,2] and
σq,m = 32
(
1
q
− 1
2
)
+ m
2
.
Proof. By setting g = 0 in (2.30), we have
∂t
[(
1 + |ξ |2)(|fˆ |22 + |∇̂xφ|2)+Cκ(〈(I − P)fˆ , ξ˜ 〉∇̂xφ)− κ2 |ξ |〈iS(ω)fˆ , fˆ 〉
]
+ δ1
(
1 + |ξ |2)∣∣(I − P)fˆ ∣∣2
σ
+ δ2|ξ |2|Pfˆ |22 + δ2
(
1 + |ξ |2)|∇̂xφ|2  0. (2.34)
Hence, there is a δ > 0 such that
∂tE[f ] + δ |ξ |
2
1 + |ξ |2 E[f ] 0, (2.35)
where
E[f ] = ∣∣fˆ (t, ξ,p)∣∣22 + ∣∣∇̂xφ(t, ξ)∣∣2 +Cκ(〈(I − P)fˆ , ξ˜ 〉∇̂xφ)− κ|ξ |2(1 + |ξ |2) 〈iS(ω)fˆ , fˆ 〉.
Since κ > 0 is small enough and S(ω) is a compensating function as a bounded operator, it is clear that
1
4
(∣∣fˆ (t, ξ,p)∣∣22 + ∣∣∇̂xφ(t, ξ)∣∣2)E[f ] 2∣∣fˆ (t, ξ,p)∣∣22 + 2∣∣∇̂xφ(t, ξ)∣∣2. (2.36)
From (2.35) and (2.36), we have∣∣fˆ (t, ξ,p)∣∣22  ce−δt |ξ |21+|ξ |2 (∣∣fˆ0(ξ)∣∣22 + ∣∣∇̂xφ0(ξ)∣∣2).
Multiplying this by |ξ |2k and integrating over ξ give∥∥∇kxf ∥∥2 = ∫
R3
|ξ |2k∣∣fˆ (t, ξ,p)∣∣22 dξ  c ∫
R3
|ξ |2ke−δt
|ξ |2
1+|ξ |2
(∣∣fˆ0(ξ)∣∣22 + ∣∣∇̂xφ0(ξ)∣∣2)dξ. (2.37)
Set
I0 =
∫
|ξ |1
|ξ |2ke−δt
|ξ |2
1+|ξ |2
(∣∣fˆ0(ξ)∣∣22 + ∣∣∇̂xφ0(ξ)∣∣2)dξ + ∫
|ξ |1
|ξ |2ke−δt
|ξ |2
1+|ξ |2
(∣∣fˆ0(ξ)∣∣22 + ∣∣∇̂xφ0(ξ)∣∣2)dξ. (2.38)
For the first term in I0, we have from the Hölder inequality that∣∣∣∣ ∫
|ξ |1
|ξ |2ke−δt
|ξ |2
1+|ξ |2
∣∣fˆ0(ξ)∣∣22 dξ ∣∣∣∣ ∫
|ξ |1
∣∣ξα−α′ ∣∣2e−δt |ξ |22 ∣∣ξα′ fˆ0(ξ)∣∣22 dξ

( ∫
|ξ |2p′me−δp′t |ξ |
2
2 dξ
)1/p′( ∫ ∣∣ξα′ fˆ0(ξ)∣∣2q ′2 dξ)1/q ′ ,
|ξ |1 |ξ |1
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|ξ |1
|ξ |2p′me−δp′t |ξ |
2
2 dξ  C(1 + t)−3/2−p′m.
By the Hausdorff–Young inequality and the inequality ‖|h|L2v‖Lqx  |‖h‖Lqx |L2v for q  2, cf. [2], we obtain( ∫
|ξ |1
∣∣ξα′ fˆ0(ξ)∣∣2q ′2 dξ)1/q ′ = ( ∫
R3
∣∣ξα′ fˆ0(ξ)∣∣2q ′2 dξ)1/q ′  c∥∥∂α′f0∥∥2Zq , 1q + 12q ′ = 1.
Thus, we have∫
|ξ |1
|ξ |2ke−δt
|ξ |2
1+|ξ |2
(∣∣fˆ0(ξ)∣∣22 + ∣∣∇̂xφ0(ξ)∣∣2)dξ  c(1 + t)−3/2p′−m(∥∥∂α′f0∥∥2Zq + ∥∥∂α′∇xφ0∥∥2Lq ).
For the second term in I0, we directly have∫
|ξ |1
|ξ |2ke−δt
|ξ |2
1+|ξ |2
∣∣fˆ0(ξ)∣∣22 dξ  ce−δt2 ∥∥∂αf0∥∥2.
Hence, one has
I0  C(1 + t)−3/2p′−m
(∥∥∇k1x f0∥∥2Zq + ∥∥∇k1x ∇xφ0∥∥2Lq )+ ce−δt2 (∥∥∂αf0∥∥2 + ∥∥∂α∇xφ0∥∥2)
 C(1 + t)−2σq,m(∥∥∇k1x f0∥∥2Zq + ∥∥∇k1x ∇xφ0∥∥2Lq + ∥∥∇kxf0∥∥2 + ∥∥∇kx∇xφ0∥∥2).
Therefore, Lemma 2.3 follows from the above estimates on I0. And this completes the proof of the lemma. 
3. Global existence for the Landau–Maxwell system
We first recall some basic estimates obtained in [19], which will be used later.
Lemma 3.1. (See [19].) For any constant η > 0, there exist Cη > 0 and C > 0 such that
〈∂βLg, ∂βg〉 |∂βg|2σ − η
∑
αβ
|∂αg|2σ −Cη|g|2, (3.1)∣∣〈∂αβ Γ (f,g), ∂αβ h〉∣∣ C∑[∣∣∂α1β1 f ∣∣2∣∣∂α−α1β2 g∣∣σ + ∣∣∂α1β1 f ∣∣σ ∣∣∂α−α1β2 g∣∣2]∣∣∂αβ h∣∣σ , (3.2)
where |α| + |β|N and the above summation is over α1  α and β1 + β2  β .
In the following we will prove the estimate on the nonlinear collision operator.
Lemma 3.2. Let |α| + |β|N . Then for any constant η > 0, there exists Cη > 0 such that∣∣(∂αβ Γ (f,f ), ∂αβ (I − P)f )∣∣ η∥∥∂αβ (I − P)f ∥∥2σ +CE˜(t)D(t). (3.3)
Proof. Decompose f as in (1.6) to obtain
Γ (f,f ) = Γ (Pf,Pf )+ Γ (Pf, (I − P)f )+ Γ ((I − P)f,Pf )+ Γ ((I − P)f, (I − P)f ).
By (3.2) in Lemma 3.1, we further integrate it over R3 to obtain∣∣(∂αβ Γ (Pf,Pf ), ∂αβ (I − P)f )∣∣
 C
∑∫
3
[∣∣∂α1β1 Pf ∣∣2∣∣∂α−α1β2 Pf ∣∣σ + ∣∣∂α1β1 Pf ∣∣σ ∣∣∂α−α1β2 Pf ∣∣2]∣∣∂αβ (I − P)f ∣∣σ dx.
R
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have ∫
R3
∣∣∂α1β1 Pf ∣∣2∣∣∂α−α1β2 Pf ∣∣σ ∣∣∂αβ (I − P)f ∣∣σ dx  η∥∥∂αβ (I − P)f ∥∥2σ +Cη ∑
|α|1
∥∥∇x∂α∂α1β1 Pf ∥∥2∥∥∂α−α1β2 Pf ∥∥2σ
 η
∥∥∂αβ (I − P)f ∥∥2σ +Cη ∑
|α|1
∥∥∇x∂α∂α1 Pf ∥∥2∥∥∂α−α1 Pf ∥∥2,
which is bounded by the right-hand side of (3.3).
We now turn to estimate the term corresponding to ∂αβ Γ (Pf, (I − P)f ). Apply (3.2) again to obtain∣∣(∂αβ Γ (Pf, (I − P)f ), ∂αβ (I − P)f )∣∣
 C
∑∫
R3
[∣∣∂α1β1 Pf ∣∣2∣∣∂α−α1β2 (I − P)f ∣∣σ + ∣∣∂α1β1 (I − P)f ∣∣2∣∣∂α−α1β2 Pf ∣∣σ ]∣∣∂αβ (I − P)f ∣∣σ dx.
We only consider the first term on the right-hand side of the above inequality because the second term can be estimated
similarly.
If |α1| + |β1|N/2, we obtain∫
R3
∣∣∂α1β1 Pf ∣∣2∣∣∂α−α1β2 (I − P)f ∣∣σ ∣∣∂αβ (I − P)f ∣∣σ dx
 η
∥∥∂αβ (I − P)f ∥∥2σ +Cη ∑
|α|1
∥∥∇x∂α∂α1β1 Pf ∥∥2∥∥∂α−α1β2 (I − P)f ∥∥2σ
 η
∥∥∂αβ (I − P)f ∥∥2σ +Cη ∑
|α|1
∥∥∇x∂α∂α1 Pf ∥∥2∥∥∂α−α1β2 (I − P)f ∥∥2σ .
If |α − α1| + |β2|N/2, we have∫
R3
∣∣∂α1β1 Pf ∣∣2∣∣∂α−α1β2 (I − P)f ∣∣σ ∣∣∂αβ (I − P)f ∣∣σ dx
 η
∥∥∂αβ (I − P)f ∥∥2σ +Cη ∑
|α|1
∥∥∇x∂α∂α−α1β2 (I − P)f ∥∥2σ∥∥∂α1 Pf ∥∥2,
which is bounded by the right-hand side of (3.3). Note that the inner product corresponding to the last two terms in
the decomposition of Γ (f,f ) can be estimated similarly so that we omit the details for brevity. And this completes
the proof of the lemma. 
Lemma 3.3. Let [f (t, x,p),E(t, x),B(t, x)] be a classical solution to the relativistic Landau–Maxwell system (1.2),
(1.3) and (1.4). We have
d
dt
[ ∑
|α|N
(∥∥∂αf ∥∥2 + ∥∥∂αE∥∥2 + ∥∥∂αB∥∥2)+Cκ ∫
R3
(
1 + |ξ |2)N−1〈(I − P)fˆ , ξ˜ 〉Ê dξ
−Cκ
∑
|α1|N−2
∫
R3
∂α1E · ∇x × ∂α1B dx − κ
∫
R3
(
1 + |ξ |2)N−1|ξ |〈iS(ω)fˆ , fˆ 〉dξ]+ δ2 ∑
1|α|N
∥∥P∂αf ∥∥2
+
∑
|α|N−1
(∥∥∇ · ∂αE∥∥2 + ∥∥∂αE∥∥2)+ δ1 ∑
|α|N
∥∥(I − P)∂αf ∥∥2
σ
 CE˜(t)D(t), (3.4)
where κ > 0 is a small constant and E˜(t) and D(t) are defined in (1.9) and (1.10).
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d
dt
[ ∑
|α|N
(∥∥∂αf ∥∥2 + ∥∥∂αE∥∥2 + ∥∥∂αB∥∥2)+Cκ ∫
R3
(
1 + |ξ |2)N−1〈(I − P)fˆ , ξ˜ 〉Ê dξ
− κ
∫
R3
(
1 + |ξ |2)N−1|ξ |〈iS(ω)fˆ , fˆ 〉dξ]+ δ1 ∑
|α|N
∥∥(I − P)∂αf ∥∥2
σ
+ δ2
∑
1|α|N
∥∥P∂αf ∥∥2
+ δ2
∫
R3
(
1 + |ξ |2)N−1(|̂∇ ·E|2 + |Ê|2)dξ − R∫
R3
(
1 + |ξ |2)N−1{̂∇ ×B · Ê −̂∇ ×E · B̂}

∫
R3
(
1 + |ξ |2)NR〈fˆ , gˆ〉dξ +C 21∑
=1
∫
R3
(
1 + |ξ |2)N−1∣∣〈gˆ, e〉∣∣2 dξ
+Cκ
∫
R3
(
1 + |ξ |2)N−1〈(I − P)fˆ , ξ 〉̂∇x ×B dξ +Cκ ∫
R3
(
1 + |ξ |2)N−1∣∣〈gˆ, ξ˜ 〉∣∣2 dξ. (3.5)
Note that ∣∣∣∣ ∫
R3
(
1 + |ξ |2)N−1(|̂∇ ·E|2 + |Ê|2)dξ ∣∣∣∣= ∑
|α|N−1
(∥∥∇ · ∂αE∥∥2 + ∥∥∂αE∥∥2). (3.6)
To estimate the last term on the left-hand side of (3.5), let P(Dx) be a pseudo-differential operator with symbol
(1 + |ξ |2)N−12 . Then it is straightforward to show that∫
R3
(
1 + |ξ |2)N−1[̂∇ ×B · Ê −̂∇ ×E · B̂]dξ = ∫
R3
[∇ × (P(Dx)B) · (P(Dx)E)− ∇ × (P(Dx)E) · (P(Dx)B)]dξ
=
∫
R3
∇ · ((P(Dx)B)× (P(Dx)E))dx = 0. (3.7)
For the third term of the right-hand side of (3.5), we have∣∣∣∣Cκ ∫
R3
(
1 + |ξ |2)N−1〈(I − P)fˆ , ξ˜ 〉̂∇x ×B dξ ∣∣∣∣
 Cκ
∫
R3
(
1 + |ξ |2)N ∣∣(I − P)fˆ ∣∣22 dξ +Cκ ∫
R3
(
1 + |ξ |2)N−2|̂∇x ×B|2 dξ
 Cκ
∑
|α|N
∥∥(I − P)∂αf ∥∥2 +Cκ ∑
|α1|N−2
∥∥∇x × ∂α1B∥∥2. (3.8)
By taking ∂α1 on (1.3) and (1.4), we have
∇x × ∂α1B = ∂α1J + ∂t ∂α1E, ∇x · ∂α1B = 0.
Therefore, we have that∥∥∇x × ∂α1B∥∥2 = ∫
R3
∂t ∂
α1E · ∇x × ∂α1B dx +
∫
R3
∂α1J · ∇x × ∂α1B dx
= d
dt
∫
3
∂α1E · ∇x × ∂α1B dx −
∫
3
∂α1E · ∇x × ∂t ∂α1B dx +
∫
3
∂α1J · ∇x × ∂α1B dx
R R R
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dt
∫
R3
∂α1E · ∇x × ∂α1B dx +
∫
R3
∂α1E · (∇x × (∇x × ∂α1E))dx + ∫
R3
∂α1J · ∇x × ∂α1B dx
 d
dt
∫
R3
∂α1E · ∇x × ∂α1B dx + η
∥∥∇x × ∂α1B∥∥2 +C∥∥∇x∂α1E∥∥2 +Cη∥∥∂α1(I − P)f ∥∥2.
By taking η > 0 small enough, we have
Cκ
∑
|α1|N−2
∥∥∇x × ∂α1B∥∥2  Cκ ∑
|α1|N−2
d
dt
∫
R3
∂α1E · ∇x × ∂α1B dx
+Cκ
∑
|α1|N−1
∥∥∂α1E∥∥2 +Cκ ∑
|α1|N−1
∥∥∂α1(I − P)f ∥∥2. (3.9)
Thus, the third term on the right-hand side of (3.5) is bounded by∣∣∣∣Cκ ∫
R3
(
1 + |ξ |2)N−1〈(I − P)fˆ , ξ˜ 〉̂∇x ×B dξ ∣∣∣∣ Cκ ∑
|α1|N−2
d
dt
∫
R3
∂α1E · ∇x × ∂α1B dx
+Cκ
∑
|α1|N−1
∥∥∂α1E∥∥2 +Cκ ∑
|α1|N
∥∥∂α1(I − P)f ∥∥2. (3.10)
Now for the source term g, set
g = ζ
2
E · p
p0
f + Γ (f,f )− ζ
(
E + p
p0
×B
)
· ∇pf,
which comes from the Landau–Maxwell system.
For the second term on the right-hand side of (3.5), we have∫
R3
(
1 + |ξ |2)N−1∣∣〈gˆ, e〉∣∣2 dξ
 C
∑
|α|N−1
∫
R3
∣∣〈∂αΓ (f,f ), e〉∣∣2 dx
+C
∑
|α|N−1
∫
R3
(∣∣∣∣〈∂α(E · pp0 f
)
, e
〉∣∣∣∣2 + ∣∣∣∣〈∂α((E + pp0 ×B
)
· ∇pf
)
, e
〉∣∣∣∣2)dx
 C
∑
|α|N−1
∑
α1α
Cα1α
∫
R3
(∣∣∂α1f ∣∣22∣∣∂α−α1f ∣∣2σ + ∣∣∂α−α1f ∣∣22∣∣∂α1f ∣∣2σ )dx
+C
∑
|α|N−1
∑
α1α
Cα1α
∫
R3
(∣∣∂α1E∣∣2 + ∣∣∂α1B∣∣2)∣∣∂α−α1f ∣∣22 dx. (3.11)
If |α − α1| N2 with N  4, then |α1| N2 and the last integral of (3.11) satisfies∫
R3
(∣∣∂α1E∣∣2 + ∣∣∂α1B∣∣2)∣∣∂α−α1f ∣∣22 dx  sup
x∈R3
(∣∣∂α1E∣∣2 + ∣∣∂α1B∣∣2)∥∥∂α−α1f ∥∥2

∑
|α′|1
(∥∥∇x∂α′∂α1E∥∥2 + ∥∥∇x∂α′∂α1B∥∥2)∥∥∂α−α1f ∥∥2,
which is bounded by CE˜(t)D(t). Here, we have used the fact that for any h ∈ H 2(R3)
sup
x∈R3
∣∣h(x)∣∣ C ∑
′
∥∥∇x∂α′h∥∥. (3.12)
|α |1
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R3
(∣∣∂α1E∣∣2 + ∣∣∂α1B∣∣2)∣∣∂α−α1f ∣∣22 dx  sup
x∈R3
∣∣∂α−α1f ∣∣22(∥∥∂α1E∥∥2 + ∥∥∂α1B∥∥2)

∑
|α′|1
∥∥∇x∂α′∂α−α1f ∥∥2(∥∥∂α1E∥∥2 + ∥∥∂α1B∥∥2),
which is also bounded by CE˜(t)D(t). The first integral of (3.11) can be estimated in the same way. Thus, we have the
estimate on (3.11) as ∫
R3
(
1 + |ξ |2)N−1∣∣〈gˆ, e〉∣∣2 dξ  CE˜(t)D(t).
Since ξ and ξ± are some linear combination of ej+15 and ej+18, the fourth term on the right-hand side of (3.5) is
obviously bounded by CE˜(t)D(t).
We now turn to the first term of the right-hand side of (3.5). It satisfies∣∣∣∣ ∫
R3
(
1 + |ξ |2)N−1R〈fˆ , gˆ〉dξ ∣∣∣∣ C ∑
|α|N−1
∣∣∣∣ ∫
R3
〈
∂αΓ (f,f ), ∂αf
〉
dx
∣∣∣∣+C ∑
|α|N−1
∫
R3
(∣∣∣∣〈∂α(E · pp0 f
)
, ∂αf
〉∣∣∣∣
+
∣∣∣∣〈∂α((E + pp0 ×B
)
· ∇pf
)
, ∂αf
〉∣∣∣∣)dx. (3.13)
For the first integral in (3.13), since 〈
Γ (f,g),h
〉= 〈Γ (f,g), (I − P)h〉,
we obtain from Lemma 3.2 that∣∣∣∣ ∫
R3
〈
∂αΓ (f,f ), ∂αf
〉
dx
∣∣∣∣= ∣∣∣∣ ∫
R3
〈
∂αΓ (f,f ), (I − P)∂αf 〉dx∣∣∣∣ ε∥∥(I − P)∂αf ∥∥2σ +CE˜(t)D(t).
If |α1| N2 with |α| 1, we have from (3.13) that∫
R3
∣∣∣∣〈∂α(E · pp0 f
)
, ∂αf
〉∣∣∣∣dx  ε∥∥∂αf ∥∥2 +Cε∥∥∂α1E · ∣∣∂α−α1f ∣∣2∥∥2  ε∥∥∂αf ∥∥2 +Cε sup
x
∣∣∂α1E∣∣2 · ∥∥∂α−α1f ∥∥2
 ε
∥∥∂αf ∥∥2
σ
+CE˜(t)D(t). (3.14)
If |α − α1| N2 with |α| 1, we have∫
R3
∣∣∣∣〈∂α(E · pp0 f
)
, ∂αf
〉∣∣∣∣dx  ε∥∥∂αf ∥∥2 +Cε∥∥∂α1E · ∣∣∂α−α1f ∣∣2∥∥2  ε∥∥∂αf ∥∥2 +Cε sup
x
∣∣∂α−α1f ∣∣22 · ∥∥∂α1E∥∥2
 ε
∥∥∂αf ∥∥2
σ
+CE˜(t)D(t). (3.15)
If |α| = 0, we have ∫
R3
∣∣∣∣〈E · pp0 f,f
〉∣∣∣∣dx  ε‖E‖2 +Cε sup
x
|f |22 · ‖f ‖2  ε‖E‖2 +CE˜(t)D(t).
Note that the last term of (3.13) is obviously bounded by
C
∫
3
∣∣∣∣〈(∂α1E + pp0 × ∂α1B
)
· ∇p∂α−α1f, ∂αf
〉∣∣∣∣dx,R
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C
∫
R3
∣∣∣∣〈(∂α1E + pp0 × ∂α1B
)
· ∇p∂α−α1f, ∂αf
〉∣∣∣∣dx  ε∥∥∂αf ∥∥2 +Cε∥∥(∣∣∂α1E∣∣+ ∣∣∂α1B∣∣) · ∣∣∇p∂α−α1f ∣∣2∥∥2
 ε
∥∥∂αf ∥∥2
σ
+CE˜(t)D(t).
Notice that ∥∥∂αf ∥∥2
σ

∥∥(I − P)∂αf ∥∥2
σ
+C∥∥P∂αf ∥∥2.
And this completes the estimation on (3.5). By taking ε > 0 and κ > 0 small enough, (3.4) follows from the estimates
on (3.5), and this completes the proof of the lemma. 
We now turn to consider the energy estimate with differentiation in the momentum variable.
Lemma 3.4. We have the following estimate:∑
1|β|,|α|+|β|N
[
d
dt
∥∥∂αβ (I − P)f ∥∥2 + ∥∥∂αβ (I − P)f ∥∥2σ]
 C
∑
1|α|N
∥∥∂αPf ∥∥2 +C ∑
|α|N
∥∥(I − P)∂αf ∥∥2
σ
+C
∑
|α|N−1
∥∥∂αE∥∥2 +CE˜(t)D(t). (3.16)
Proof. Take ∂αβ of (1.2) to obtain{
∂t + p
p0
· ∇x + ζ
(
E + p
p0
×B
)
· ∇p
}
∂αβ (I − P)f − ∂αE · ∂β
{
p
p0
√
J
}
ζ1
+ ∂β
{
L∂α(I − P)f }+ ∑
|β1|=0
C
β1
β ∂β1
(
p
p0
)
· ∇x∂αβ−β1f
=
∑
Cα1α C
β1
β
ζ
2
(
∂α1E · ∂β1
(
p
p0
))
∂
α−α1
β−β1 f + ∂αβ Γ (f,f )−
∑
|α1|=0
Cα1α ζ∂
α1E · ∇p∂α−α1β f
−
∑
|α1|+|β1|=0
Cα1α C
β1
β ζ∂β1
(
p
p0
)
∂α1B · ∇p∂α−α1β−β1 f −
{
∂t + p
p0
· ∇x + ζ
(
E + p
p0
×B
)
· ∇p
}
∂αβ Pf.
(3.17)
Take the inner product of (3.17) with ∂αβ (I − P)f over R3x × R3p and then estimate each term from left to right as
follows. The inner product with the first term on the left-hand side of (3.17) gives
1
2
d
dt
∥∥∂αβ (I − P)f ∥∥2.
The second term on the left-hand side in the inner product is bounded by(
∂αE · ∂β
{
p
p0
√
J
}
ζ1, ∂
α
β (I − P)f
)
 Cη
∥∥∂αE∥∥2 + η∥∥∂αβ (I − P)f ∥∥2.
For the linear operator, by Lemma 3.1, we have(
∂β
{
L∂α(I − P)f }, ∂αβ (I − P)f ) ∥∥∂αβ (I − P)f ∥∥2σ − η ∑
β1β
∥∥∂αβ1(I − P)f ∥∥2σ −Cη∥∥∂α(I − P)f ∥∥2.
We further choose Cη > 0 such that the last term on the left-hand side in the inner product is bounded by
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∥∥∂αβ (I − P)f ∥∥2 +Cη ∑
|β1|=1
∥∥∇x∂αβ−β1 Pf ∥∥2 +Cη ∑
|β1|=1
∥∥∇x∂αβ−β1(I − P)f ∥∥2
 η
∥∥∂αβ (I − P)f ∥∥2 +C∥∥∇x∂αPf ∥∥2 +Cη ∑
|β1|=1
∥∥∇x∂αβ−β1(I − P)f ∥∥2.
Next we estimate all the terms on the right-hand side of the inner product. Let us first consider the first term. For this,
we have∣∣∣∣(∂α1E · ∂β1( pp0
)
∂
α−α1
β−β1 f, ∂
α
β (I − P)f
)∣∣∣∣ C ∫
R3
∣∣∂α1E∣∣∣∣∂α−α1β−β1 f ∣∣∣∣∂αβ (I − P)f ∣∣dx dp
 C
∫
R3
∣∣∂α1E∣∣(∣∣∂α−α1 Pf ∣∣2 + ∣∣∂α−α1β−β1 (I − P)f ∣∣2)∣∣∂αβ (I − P)f ∣∣2 dx.
(3.18)
For the first term of (3.18), if |α − α1|N/2, we use (3.12) to get∫
R3
∣∣∂α1E∣∣∣∣∂α−α1 Pf ∣∣2∣∣∂αβ (I − P)f ∣∣2 dx  η∥∥∂αβ (I − P)f ∥∥2σ +Cη ∑
|α|1
∥∥∇x∂α∂α−α1 Pf ∥∥2∥∥∂α1E∥∥2
 η
∥∥∂αβ (I − P)f ∥∥2σ +CE˜(t)D(t).
On the other hand, if |α − α1|N/2 so that |α1|N/2, we can also use (3.12) to obtain∫
R3
∣∣∂α1E∣∣∣∣∂α−α1 Pf ∣∣2∣∣∂αβ (I − P)f ∣∣2 dx  η∥∥∂αβ (I − P)f ∥∥2σ +Cη ∑
|α|1
∥∥∇x∂α∂α1E∥∥2∥∥∂α−α1 Pf ∥∥2
 η
∥∥∂αβ (I − P)f ∥∥2σ +CE˜(t)D(t).
Similarly, for the second term, we have∫
R3
∣∣∂α1E∣∣∣∣∂α−α1β−β1 (I − P)f ∣∣2∣∣∂αβ (I − P)f ∣∣2 dx  η∥∥∂αβ (I − P)f ∥∥2σ +CE˜(t)D(t).
Therefore, we obtain∣∣∣∣(∂α1E · ∂β1( pp0
)
∂
α−α1
β−β1 f, ∂
α
β (I − P)f
)∣∣∣∣ η∥∥∂αβ (I − P)f ∥∥2σ +CE˜(t)D(t).
For the term corresponding to the nonlinear collision operator, by Lemma 3.2 we have∣∣(∂αβ Γ (f,f ), ∂αβ (I − P)f )∣∣ η∥∥∂αβ (I − P)f ∥∥2σ +CE˜(t)D(t).
For the next two terms on the right-hand side of the inner product, we have∣∣∣∣(ζ∂α1E · ∇p∂α−α1β f + ζ∂β1( pp0
)
× ∂α1B · ∇p∂α−α1β−β1 f, ∂αβ (I − P)f
)∣∣∣∣
 C
∫
R3
(∣∣∂α1E∣∣∣∣∇p∂α−α1β f ∣∣2 + ∣∣∂α1B∣∣∣∣∇p∂α−α1β−β1 f ∣∣2)∣∣∂αβ (I − P)f ∣∣2 dx.
Since these terms are in the form of the term considered in (3.18), they can be estimated in the same way.
Furthermore, the same argument gives∣∣∣∣(ζ(E + pp0 ×B
)
· ∇p∂αβ Pf, ∂αβ (I − P)f
)∣∣∣∣ η∥∥∂αβ (I − P)f ∥∥2σ +CE˜(t)D(t).
Now it remains to estimate
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∣∣∣∣({∂t + pp0 · ∇x
}
∂αβ Pf, ∂
α
β (I − P)f
)∣∣∣∣.
Since |β| > 0, we have |α|N − 1 so that
I  C
∫
R3
(∣∣∂t ∂αβ Pf ∣∣+ ∣∣∇x∂αβ Pf ∣∣)∣∣∂αβ (I − P)f )∣∣dx dp
 η
∥∥∂αβ (I − P)f ∥∥2σ +Cη(∥∥∂t ∂αβ Pf ∥∥2 + ∥∥∇x∂αβ Pf ∥∥2)
 η
∥∥∂αβ (I − P)f ∥∥2σ +Cη(∥∥∂t ∂αPf ∥∥2 + ∥∥∇x∂αPf ∥∥2).
In order to estimate ‖∂t∂αPf ‖2, we rewrite (1.2) into
∂t∂
αPf + ∂t (I − P)∂αf + p
p0
· ∇x∂αf + ζE · ∇p∂αf − ∂αE · p
p0
√
Jζ1 +L∂αf
= −ζ
∑
α1 =0
Cα1α ∂
α1E · ∇p∂α−α1f +
∑
α1α
Cα1α
{
ζ
2
∂α1E · p
p0
∂α−α1f + Γ (∂α1f, ∂α−α1f )}.
Note that 〈
∂t ∂
αPf, ∂t (I − P)∂αf − ∂αE · p
p0
√
Jζ1 +L∂αf + Γ
(
∂α1f, ∂α−α1f
)〉= 0.
Direct calculation implies that for |α|N − 1,∥∥∂t ∂αPf ∥∥2  C∥∥∇x∂αPf ∥∥2 +C∥∥∇x∂α(I − P)f ∥∥2 +CE˜(t)D(t).
Thus, we obtain
I  η
∥∥∂αβ (I − P)f ∥∥2σ +Cη(∥∥∂α(I − P)f ∥∥2 + ∥∥∇x∂α(I − P)f ∥∥2 + ∥∥∇x∂αPf ∥∥2 + E˜(t)D(t)).
By combining all the above estimates and taking η > 0 small enough, we obtain
1
2
d
dt
∥∥∂αβ (I − P)f ∥∥2 + ∥∥∂αβ (I − P)f ∥∥2σ
 Cη
∥∥∂αβ (I − P)f ∥∥2σ +Cη( ∑
1|α|N
∥∥∂αPf ∥∥2 + ∑
|α|N−1
∥∥∂αE∥∥2)
+C
∑
|α1|N
∥∥∂α1(I − P)f ∥∥2
σ
+Cη
∑
|β1|=1, |α1|+|β1|N
∥∥∂α1β1 (I − P)f ∥∥2σ +CE˜(t)D(t). (3.19)
For any 0 < |β|N , a suitable summation of (3.19) over |α|+ |β|N gives (3.16). And this completes the proof
of the lemma. 
We are now ready to prove the first main theorem in this paper.
Proof of Theorem 1.1. By Lemma 3.3, we have
d
dt
[ ∑
|α|N
(∥∥∂αf ∥∥2 + ∥∥∂αE∥∥2 + ∥∥∂αB∥∥2)+Cκ ∫
R3
(
1 + |ξ |2)N−1〈(I − P)fˆ , ξ˜ 〉Ê dξ
−Cκ
∑
|α1|N−2
∫
R3
∂α1E · ∇x × ∂α1B dx − κ
∫
R3
(
1 + |ξ |2)N−1|ξ |〈iS(ω)fˆ , fˆ 〉dξ]+ δ2 ∑
1|α|N
∥∥P∂αf ∥∥2
+
∑
|α|N−1
(∥∥∇ · ∂αE∥∥2 + ∥∥∂αE∥∥2)+ δ1 ∑
|α|N
∥∥(I − P)∂αf ∥∥2
σ
 CE˜(t)D(t), (3.20)
where κ > 0 is a small constant.
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∑
1|β|, |α|+|β|N
[
d
dt
∥∥∂αβ (I − P)f ∥∥2 + ∥∥∂αβ (I − P)f ∥∥2σ]
 C
∑
1|α|N
∥∥∂αPf ∥∥2 +C ∑
|α|N
∥∥(I − P)∂αf ∥∥2
σ
+C
∑
|α|N−1
∥∥∂αE∥∥2 +CE˜(t)D(t). (3.21)
A suitable linear combination of (3.20) and (3.21) yields
d
dt
{ ∑
|α|N
(∥∥∂αf ∥∥2 + ∥∥∂αE∥∥2 + ∥∥∂αB∥∥2)+Cκ ∫
R3
(
1 + |ξ |2)N−1〈(I − P)fˆ , ξ˜ 〉Ê dξ
−Cκ
∑
|α1|N−2
∫
R3
∂α1E · ∇x × ∂α1B dx − κ
∫
R3
(
1 + |ξ |2)N−1|ξ |〈iS(ω)fˆ , fˆ 〉dξ + ∥∥∂αβ (I − P)f ∥∥2}
+
∑
1|α|N
∥∥∂αPf ∥∥2 + ∑
|α|N−1
(∥∥∇ · ∂αE∥∥2 + ∥∥∂αE∥∥2)+ ∑
|α|+|β|N
∥∥∂αβ (I − P)f ∥∥2σ
 CE˜(t)D(t).
On the other hand, we have∣∣∣∣ ∫
R3
(
1 + |ξ |2)N−1〈(I − P)fˆ , ξ˜ 〉Ê dξ ∣∣∣∣ C ∑
|α|N−1
∥∥∂αβ (I − P)f ∥∥2 +C ∑
|α|N−1
∥∥∂αE∥∥2,
and the boundedness of the operator S(ω) implies∣∣∣∣ ∫
R3
(
1 + |ξ |2)N−1|ξ |〈iS(ω)fˆ , fˆ 〉dξ ∣∣∣∣ C ∑
|α|N
∥∥∂αf ∥∥2 +C ∑
|α|N−1
∥∥∂αf ∥∥2.
Therefore, we can define the following functional satisfying (1.9) as
E(t) =
∑
|α|N
(∥∥∂αf ∥∥2 + ∥∥∂αE∥∥2 + ∥∥∂αB∥∥2)+Cκ ∫
R3
(
1 + |ξ |2)N−1〈(I − P)fˆ , ξ˜ 〉Ê dξ
−Cκ
∑
|α1|N−2
∫
R3
∂α1E · ∇x × ∂α1B dx − κ
∫
R3
(
1 + |ξ |2)N−1|ξ |〈iS(ω)fˆ , fˆ 〉dξ + ∥∥∂αβ (I − P)f ∥∥2.
With this, we have
d
dt
E(t)+ D(t) CE˜(t)D(t) CE(t)D(t).
If we assume E(0) ε for ε > 0 small enough, based on the known local existence stated in [19], the global existence
follows from the standard continuity argument. And this completes the proof of Theorem 1.1. 
4. Optimal decay rate for the Landau–Poisson system
In this section, we will prove the global existence and the optimal convergence rate of solution to the relativistic
Landau–Poisson system, that is, Theorem 1.2. We divide the proof into two parts, namely, one for the existence and
another one for the optimal decay for clear presentation.
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d
dt
[ ∑
|α|N
(∥∥∂αf ∥∥2 + ∥∥∂α∇xφ∥∥2)+Cκ ∫
R3
(
1 + |ξ |2)N−1〈(I − P)fˆ , ξ˜ 〉∇̂xφ dξ
− κ
∫
R3
(
1 + |ξ |2)N−1|ξ |〈iS(ω)fˆ , fˆ 〉dξ]+ δ1 ∑
|α|N
∥∥(I − P)∂αf ∥∥2
σ
+ δ2
∑
1|α|N
∥∥P∂αf ∥∥2 + δ2 ∫
R3
(
1 + |ξ |2)N−1(|̂φ|2 + |∇̂xφ|2)dξ

∫
R3
(
1 + |ξ |2)NR〈fˆ , gˆ〉dξ +C 21∑
=1
∫
R3
(
1 + |ξ |2)N−1∣∣〈gˆ, e〉∣∣2 dξ
+
∫
R3
(
1 + |ξ |2)N−1(R〈gˆ+ − gˆ−,√J 〉φˆ + R〈gˆ+ − gˆ−,√J 〉φˆt)dξ +Cκ ∫
R3
(
1 + |ξ |2)N−1∣∣〈gˆ, ξ˜〉∣∣2 dξ. (4.1)
Firstly, note that ∫
R3
(
1 + |ξ |2)N−1(|̂φ|2 + |∇̂xφ|2)dξ = ∑
|α|N−1
(∥∥∂αφ∥∥2 + ∥∥∂α∇xφ∥∥2),
where g = ζ2 ∇xφ · pp0 f + Γ (f,f )− ζ∇xφ · ∇pf comes from the Landau–Poisson system.
We consider the third term on the right-hand side of (4.1) while the other terms can be estimated as those considered
in Lemma 3.3. By recalling that Γ (f,f ) is orthogonal to [√J ,0] and [0,√J ] and〈
1
2
∇xφ · p
p0
f − ∇xφ · ∇pf,
√
J
〉
=
〈
1
2
∇xφ · p
p0
f,
√
J
〉
+ 〈∇xφf,∇p(√J )〉= 0,
we have ∫
R3
(
1 + |ξ |2)N−1(R〈gˆ+ − gˆ−,√J 〉φˆ + R〈gˆ+ − gˆ−,√J 〉φˆt)dξ = 0.
Similar to Lemma 3.3, we have
d
dt
[ ∑
|α|N
(
1
2
∥∥∂αf ∥∥2 + ∥∥∂α∇xφ∥∥2)+Cκ ∫
R3
(
1 + |ξ |2)N−1〈(I − P)fˆ , ξ˜ 〉∇̂xφ dξ
− κ
∫
R3
(
1 + |ξ |2)N−1|ξ |〈iS(ω)fˆ , fˆ 〉dξ]+ δ1 ∑
|α|N
∥∥(I − P)∂αf ∥∥2
σ
+ δ2
∑
1|α|N
∥∥P∂αf ∥∥2
+
∑
|α|N−1
(∥∥∂αφ∥∥2 + ∥∥∂α∇xφ∥∥2)
 CE˜(t)D(t), (4.2)
where κ > 0 is a small constant.
And by using a similar argument as the one for Lemma 3.4, we have∑
1|β|,|α|+|β|N
[
d
dt
∥∥∂αβ (I − P)f ∥∥2 + ∥∥∂αβ (I − P)f ∥∥2σ]
 C
∑ ∥∥∂αPf ∥∥2 +C ∑ ∥∥(I − P)∂αf ∥∥2
σ
+C
∑ ∥∥∂α∇xφ∥∥2 +CE˜(t)D(t). (4.3)1|α|N |α|N |α|N−1
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d
dt
{ ∑
|α|N
(
1
2
∥∥∂αf ∥∥2 + ∥∥∂α∇xφ∥∥2)+Cκ ∫
R3
(
1 + |ξ |2)N−1〈(I − P)fˆ , ξ˜ 〉∇̂xφ dξ
− κ
∫
R3
(
1 + |ξ |2)N−1|ξ |〈iS(ω)fˆ , fˆ 〉dξ + ∑
1|β|,|α|+|β|N
∥∥∂αβ (I − P)f ∥∥2}
+
{ ∑
1|α|N
∥∥∂αPf ∥∥2 + ∑
|α|N−1
(∥∥∂αφ∥∥2 + ∥∥∂α∇xφ∥∥2)+ ∑
|α|+|β|N
∥∥∂αβ (I − P)f ∥∥2σ}
 CE˜(t)D(t). (4.4)
On the other hand, we have∣∣∣∣ ∫
R3
(
1 + |ξ |2)N−1〈(I − P)fˆ , ξ˜ 〉∇̂xφ dξ ∣∣∣∣ C ∑
|α|N−1
∥∥∂α(I − P)f ∥∥2 +C ∑
|α|N−1
∥∥∂α∇xφ∥∥2,
and the boundedness of the operator S(ω) implies∣∣∣∣ ∫
R3
(
1 + |ξ |2)N−1|ξ |〈iS(ω)fˆ , fˆ 〉dξ ∣∣∣∣ C ∑
|α|N
∥∥∂αf ∥∥2 +C ∑
|α|N−1
∥∥∂αf ∥∥2.
By the elliptic estimates, we thus define the following functional satisfying (1.14) as
E(t) =
∑
|α|N
(
1
2
∥∥∂αf ∥∥2 + ∥∥∂α∇xφ∥∥2)+Cκ ∫
R3
(
1 + |ξ |2)N−1〈(I − P)fˆ , ξ˜ 〉∇̂xφ dξ
− κ
∫
R3
(
1 + |ξ |2)N−1|ξ |〈iS(ω)fˆ , fˆ 〉dξ + ∑
1|β|, |α|+|β|N
∥∥∂αβ (I − P)f ∥∥2.
With this, we have
d
dt
E(t)+ D(t) CE˜(t)D(t) CE(t)D(t). (4.5)
If we assume E(0) ε for ε > 0 small enough, based on the known local existence stated in [19], the global existence
follows from the standard continuity argument. And this completes the proof of global existence. 
The following proof on the optimal decay estimate is motivated by [4] on the Boltzmann equation by using the
approach of combination of spectrum analysis and energy method.
Proof of optimal convergence rate. Multiplying (2.30) by (1 + |ξ |2)N−2|ξ |2 and integrating it over ξ give
d
dt
[ ∑
1|α|N
(
1
2
∥∥∂αf ∥∥2 + ∥∥∂α∇xφ∥∥2)+Cκ ∫
R3
(
1 + |ξ |2)N−2|ξ |2〈(I − P)fˆ , ξ˜ 〉∇̂xφ dξ
− κ
∫
R3
(
1 + |ξ |2)N−2|ξ |3〈iS(ω)fˆ , fˆ 〉dξ]+ δ1 ∑
1|α|N
∥∥(I − P)∂αf ∥∥2
σ
+ δ2
∑
1|α|N
∥∥P∂αf ∥∥2
+ δ2
∑
1|α|N−1
(∥∥∂αφ∥∥2 + ∥∥∂α∇xφ∥∥2)
 CE˜(t)D(t)+C‖∇xPf ‖2, (4.6)
where κ > 0 is a small constant.
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1|β|, |α|+|β|N
[
d
dt
∥∥∂αβ (I − P)f ∥∥2 + ∥∥∂αβ (I − P)f ∥∥2σ]
 C
∑
1|α|N
∥∥∂αPf ∥∥2 +C ∑
|α|N
∥∥(I − P)∂αf ∥∥2
σ
+C
∑
|α|N−1
∥∥∂α∇xφ∥∥2 +CE˜(t)D(t). (4.7)
We have from (2.29) that
‖∇xφ‖2 − d
dt
∫
R3
〈
(I − P)f, ξ 〉∇xφ dx +C ∑
|α|1
∥∥∂α(I − P)f ∥∥2 +CE˜(t)D(t). (4.8)
In addition, the standard energy estimate gives
d
dt
[‖∇xφ‖2 + ∥∥(I − P)f ∥∥2]+ ∥∥(I − P)f ∥∥2σ  C‖∇xPf ‖2 +C∥∥∇x(I − P)f ∥∥2σ +CE˜(t)D(t). (4.9)
The above two inequalities imply that
d
dt
[
‖∇xφ‖2 +
∥∥(I − P)f ∥∥2 + κ ∫
R3
〈
(I − P)f, ξ 〉∇xφ dx]+ ∥∥(I − P)f ∥∥2σ + κ‖∇xφ‖2
 C‖∇xPf ‖2 +C
∥∥∇x(I − P)f ∥∥2σ +CE˜(t)D(t). (4.10)
A suitable linear combination of (4.6), (4.7) and (4.10) yields
d
dt
{ ∑
1|α|N
(
1
2
∥∥∂αf ∥∥2 + ∥∥∂α∇xφ∥∥2)− κ ∫
R3
(
1 + |ξ |2)N−2|ξ |3〈iS(ω)fˆ , fˆ 〉dξ
+Cκ
∫
R3
(
1 + |ξ |2)N−2|ξ |2〈(I − P)fˆ , ξ˜ 〉∇̂xφ dξ + ‖∇xφ‖2 + ∥∥(I − P)f ∥∥2
+ κ
∫
R3
〈
(I − P)f, ξ˜ 〉∇xφ dx + ∑
1|β|, |α|+|β|N
∥∥∂αβ (I − P)f ∥∥2}+ { ∑
1|α|N
∥∥∂αPf ∥∥2
+
∑
|α|N
∥∥∂α(I − P)f ∥∥2
σ
+
∑
1|β|, |α|+|β|N
∥∥∂αβ (I − P)f ∥∥2σ + ∑
|α|N−1
(∥∥∂αφ∥∥2 + ∥∥∂α∇xφ∥∥2)}
 CE˜(t)D(t)+C‖∇xPf ‖2.
On the other hand, the boundedness of the operator S(ω) implies that∣∣∣∣ ∫
R3
(
1 + |ξ |2)N−2|ξ |3〈iS(ω)fˆ , fˆ 〉dξ ∣∣∣∣ C ∑
1|α|N
∥∥∂αf ∥∥2 +C ∑
1|α|N−1
∥∥∂αf ∥∥2.
Therefore, we can define an energy functional H(t) by
H(t) =
∑
1|α|N
(
1
2
∥∥∂αf ∥∥2 + ∥∥∂α∇xφ∥∥2)− κ ∫
R3
(
1 + |ξ |2)N−2|ξ |3〈iS(ω)fˆ , fˆ 〉dξ
+Cκ
∫
R3
(
1 + |ξ |2)N−2|ξ |2〈(I − P)fˆ , ξ˜ 〉∇̂xφ dξ + ‖∇xφ‖2 + ∥∥(I − P)f ∥∥2
+ κ
∫
3
〈
(I − P)f, ξ˜ 〉∇xφ dx + ∑
1|β|,|α|+|β|N
∥∥∂αβ (I − P)f ∥∥2.
R
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d
dt
H(t)+ D(t) CE˜(t)D(t)+C‖∇xPf ‖2  CE(t)D(t)+C‖∇xPf ‖2.
For E(t) < ε with ε > 0 being small enough, we have
d
dt
H(t)+ D(t) C‖∇xPf ‖2.
By using the fact that H(t) CD(t), we then have
d
dt
H(t)+ cH(t) C‖∇xPf ‖2, (4.11)
for some positive constant c.
On the other hand, if we set
G = ζ
2
∇xφ · p
p0
f + Γ (f,f )− ζ∇xφ · ∇pf,
then the system (1.12) and (1.13) can be written as
∂tf + p
p0
· ∇xf − ∇xφ · p
p0
√
Jζ1 +Lf = G, φ =
∫
R3
√
J {f+ − f−}dp.
With (2.33), the solution to the system (1.12) and (1.13) can be written in the mild form
f (t) = U(t,0)f0 +
t∫
0
U(t, s)G(s) ds.
By using Lemma 2.3, we can obtain
∥∥∇xPf (t)∥∥ ∥∥∇xf (t)∥∥ Cλ0(1 + t)−5/4 +C t∫
0
(1 + t − s)−5/4(∥∥G(s)∥∥
Z1
+ ∥∥∇xG(s)∥∥)ds,
where λ0 = ‖f0‖Z1 + ‖∇xφ0‖L1 + ‖∇xf0‖ + ‖∇2xφ0‖.
By using the estimate on the collision operator, cf. Lemmas 4.1 and 4.2 in [22],∑
|α|1
∥∥∂αΓ (f,f )∥∥2  CE(t)H(t),
∥∥Γ (f,g)∥∥
Z1
 C
∑
|β1|2
‖∂β1f ‖ ·
∑
|β2|2
‖∂β2g‖,
we have ∥∥Γ (f,f )∥∥
Z1
 C
∑
|β1|2
‖∂β1f ‖2 +C‖Pf ‖2  C
√
E(t)
√
H(t)+C‖Pf ‖2.
Then by the Hölder inequality, we have∥∥G(s)∥∥
Z1

∥∥Γ (f,f )∥∥
Z1
+
∥∥∥∥∇xφ · pp0 f
∥∥∥∥
Z1
+ ‖∇xφ · ∇pf ‖Z1
 C
√
E(t)
√
H(s)+C‖Pf ‖2 +C‖∇xφ‖
(‖∇pf ‖ + ‖f ‖)
 C
√
E(t)
√
H(s)+C‖Pf ‖2  C√ε√H(s)+C‖Pf ‖2,
where we have used the fact that E(t) ε.
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Define
M(t) = sup
0st
{
(1 + s)5/2H(s)}, M0(t) = sup
0st
{
(1 + s)3/2∥∥f (s)∥∥2}. (4.12)
Noticing that M(t) and M0(t) are non-decreasing, we have∥∥G(s)∥∥
Z1
+ ∥∥∇xG(s)∥∥ C√ε√H(s)+C∥∥Pf (s)∥∥2  C√ε(1 + s)−5/4√M(t)+C(1 + s)−3/2M0(t),
for any 0 s  t . With this, we have
∥∥∇xPf (t)∥∥ ∥∥∇xf (t)∥∥ Cλ0(1 + t)−5/4 +C(√ε√M(t)+M0(t)) t∫
0
(1 + t − s)−5/4(1 + s)−5/4 ds
 C(1 + t)−5/4(λ0 + √ε√M(t)+M0(t)). (4.13)
On the other hand, by the Gronwall inequality, (4.11) gives
H(t) e−ctH(0)+C
t∫
0
e−c(t−s)
∥∥∇xPf (s)∥∥2 ds.
Then (4.13) yields
H(t) e−ctH(0)+C
t∫
0
e−c(t−s)(1 + s)−5/2 ds (λ20 + εM(t)+M20 (t))
 C(1 + t)−5/2(H(0)+ λ20 + εM(t)+M20 (t)).
Hence, for any t  0,
M(t) = sup
0st
{
(1 + s)5/2H(s)} C(H(0)+ λ20 + εM(t)+M20 (t)).
That is, when ε > 0 is small enough, one has
M(t) C
(
H(0)+ λ20 +M20 (t)
)
.
By (4.12), this gives
H(t) C(1 + t)−5/2(H(0)+ λ20 +M20 (t)). (4.14)
By Lemma 2.3, it holds that∥∥f (t)∥∥ C(1 + t)−3/4(‖f0‖Z1 + ‖f0‖ + ‖∇xφ0‖ + ‖∇xφ0‖L1)
+C
t∫
0
(1 + t − s)−3/4(∥∥G(s)∥∥
Z1
+ ∥∥G(s)∥∥)ds. (4.15)
Since∥∥G(s)∥∥ ∥∥Γ (f,f )∥∥+ ∥∥∥∥∇xφ · pp0 f
∥∥∥∥+ ‖∇xφ · ∇pf ‖ C√ε√H(t)+C√E(t)‖∇xφ‖ C√ε√H(t),
we have
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Z1
+ ∥∥G(s)∥∥ C√ε√H(s)+ ‖Pf ‖2
 C
(√
ε + λ0 +
√
H(0)+M0(s)
)
(1 + s)−5/4 + (1 + s)−3/2M0(s). (4.16)
Finally, by plugging (4.16) into (4.15), we have∥∥f (t)∥∥ C(1 + t)−3/4(‖f0‖Z1 + ‖f0‖ + ‖∇xφ0‖ + ‖∇xφ0‖L1)
+C
t∫
0
(1 + t − s)−3/4(1 + s)−5/4 ds(√ε + λ0 +√H(0)+M0(t))
 C(1 + t)−3/4(‖f0‖Z1 + ‖f0‖ + ‖∇xφ0‖ + ‖∇xφ0‖L1 + √ε + λ0 +√H(0)+M0(t)). (4.17)
Notice that the constants ε and ε1 can be taken to be sufficiently small and
‖f0‖Z1 + ‖f0‖ + ‖∇xφ0‖ + ‖∇xφ0‖L1 +
√
ε + λ0 +
√
H(0) C(
√
ε + ε1).
From (4.17), we obtain √
M0(t) C(
√
ε + ε1)+CM0(t).
Thus we have
M0(t) C,
which implies ∥∥f (t)∥∥ C(1 + t)−3/4. (4.18)
From (4.14) and (4.18), we obtain
H(t) C(1 + t)−5/2. (4.19)
Since
H(t) ∼
∑
1|α|N
∥∥∂αPf (t)∥∥2 + ∑
|α|+|β|N
∥∥∂αβ (I − P)f (t)∥∥2 + ‖∇xφ‖2,
(1.21) is proved. And this together with the first part on the global existence completes the proof of Theorem 1.2. 
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