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Nodal superconductors without inversion symmetry exhibit nontrivial topological properties, manifested by
topologically protected flat-band edge states. Here we study the effects of edge roughness and strong edge
disorder on the flat-band states using large-scale numerical simulations. We show that the bulk-edge correspon-
dence remains valid for rough edges and demonstrate that midgap states generically appear at the boundary of
nodal noncentrosymmetric superconductors, for almost all edge orientations. Moderately strong nonmagnetic
disorder shifts some of the edge states away from zero energy, but does not change their total number. Strong
spin-independent edge disorder, on the other hand, leads to the appearance of new weakly disordered midgap
states in the layers adjacent to the disordered edge, i.e., at the interface between the bulk topological supercon-
ductor and the one-dimensional Anderson insulator formed by the strongly disordered edge layers. Furthermore,
we show that magnetic impurities, which lift the time-reversal symmetry protection of the flat-band states, lead
to a rapid decrease of the number of edge states with increasing disorder strength.
PACS numbers: 03.65.vf,74.50.+r, 73.20.Fz, 73.20.-r:
I. INTRODUCTION
Topological superconductors have recently attracted con-
siderable theoretical1–8 and experimental9–13 interest, due to
the possibility of realizing exotic zero-energy edge states
in these systems. Depending on the superconducting pair-
ing symmetry, these edge states are either chiral or helical
Majorana modes, or, in the case of nodal superconductors,
form zero-energy flat bands.14–23 One particularly interest-
ing class of topological superconductors are noncentrosym-
metric superconductors with strong spin-orbit coupling.24,25
Many of these compounds, e.g., CePt3Si,26–28 CeIrSi3,29,30
and Li2Pt3B,31–34 are reported to have unconventional pairing
symmetries with sizable spin-triplet pairing components and
line nodes in the superconducting gap. As a result of Rashba-
type spin-orbit interactions, the flat-band edge states in these
systems are spin-nondegenerate and exhibit a helical spin po-
larization, where the spin orientation varies as a function of
edge momentum.35–38 As a consequence of the nontrivial spin
texture, the lowest-order matrix element for spin-independent
backscattering among the surface states is suppressed.37,38
The boundary states of clean topological superconductors
in a ribbon or slab geometry are well studied theoretically. For
example, for a two-dimensional (dxy + p)-wave superconduc-
tor on the square lattice, it was shown that flat-band edge states
appear at the (10) and (01) edges, but are absent at the (11)
edge (see Fig. 1). This can be understood in terms of a bulk-
edge correspondence: The topological properties of the quasi-
particle wave functions in the bulk, which are characterized
by a one-dimensional winding number, directly imply the ex-
istence of zero-energy states at the edge.14,20,22,23,39 However,
in the presence of edge disorder or for a superconducting dot
with a closed boundary, it is not clear whether the bulk-edge
correspondence still applies. Strictly speaking, the topological
winding number is ill-defined in the absence of translational
symmetry, since it is given in terms of a momentum-space
integral.40 Nevertheless, sufficiently large disks of topological
superconductors are expected to show the same edge proper-
ties as topological superconductors in an infinite ribbon ge-
ometry. The study of edge roughness or edge disorder has
direct relevance for experiments, since surfaces of unconven-
tional superconductors are often either intrinsically disordered
or can be intentionally disordered via the deposition of impu-
rity atoms.
In this paper, using the (dxy + p)-wave superconductor as
a prototypical example, we study the edge properties of dis-
ordered nodal topological superconductors with rough irreg-
ular boundaries consisting of both (10) edge and (11) edge
parts. By means of large-scale numerical simulations of a
two-dimensional Bogoliubov-de Gennes (BdG) lattice model,
we demonstrate the validity of the bulk-edge correspondence
for rough edges , and show that the number of edge states is
proportional to the length of the boundary (see Fig. 2). Sec-
ondly, we investigate the effects of strong nonmagnetic edge
impurities, which influence both the edge and the bulk quasi-
particle wave functions, leading to a nontrivial coupling be-
tween the two. We find that strong edge disorder localizes the
states in the edge layer, but leads to the appearance of new
weakly disordered ingap states in the second and third inward
layers, just below the strongly disordered edge. That is, zero-
energy states appear at the interface between the bulk topo-
logical superconductor and the Anderson insulating state of
the first layer (see Fig. 3). Weak nonmagnetic impurities, on
the other hand, only spread the zero-energy edge states over
an energy band of small finite width, leaving the total number
of edge states unchanged. Finally, we also consider magnetic
impurities, which lift the symmetry protection of the flat-band
edge states. Due to spin-flip scattering, a finite density of im-
purity spins gives rise to a rapid decrease of the number of
edge states with increasing disorder strength (see Fig. 4).
The outline of the paper is as follows. In Sec. II we start
by introducing the BdG Hamiltonian of the (dxy + p)-wave
superconductor on the square lattice. In Sec. III an analytical
expression for the flat-band edge-state wave functions is given
and the lowest-order matrix element for scattering among the
flat-band edge states is determined. Using large-scale exact
diagonalization, we investigate in Sec. IV the edge proper-
ties of superconducting dots with closed irregular boundaries.
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2The effects of strong magnetic and nonmagnetic edge disorder
are studied numerically in Sec. V by means of the recursive
Green’s function technique. We conclude with a brief discus-
sion in Sec. VI. Some of the technical details are relegated to
two Appendices.
II. MODEL DEFINITION
We study the stability of flat-band edge states in noncen-
trosymmetric superconductors by considering, as a represen-
tative example, the (dxy + p)-wave superconductor on the
square lattice with both spin-singlet and spin-triplet pairing
components.15 In momentum space this topological super-
conductor is described by a 4 × 4 BdG Hamiltonian H =
1
2
∑
k Φ
†
kHkΦk, with
Hk =
(
hk ∆k
∆†k −hT−k
)
, (1a)
and the four-component Nambu spinor Φk =
(ck↑, ck↓, c
†
−k↑, c
†
−k↓)
T, where c†kσ (ckσ) creates (annihilates)
an electron with spin σ and momentum k. The normal-state
dispersion of the electrons is given by hk = εkσ0 + λ lk · σ,
where εk = t (cos kx + cos ky) − µ, σ = (σx, σy, σz)T is
the vector of Pauli matrices, σ0 the 2× 2 identity matrix, and
lk represents the Rashba-type spin-orbit coupling potential
with lk = xˆ sin ky − yˆ sin kx. Here, t denotes twice the
nearest-neighbor hopping integral, µ is the chemical potential,
and λ stands for the spin-orbit coupling strength. Due to the
absence of inversion symmetry, the superconducting order
parameter ∆k contains both even-parity spin-singlet and
odd-parity spin-triplet pairing components
∆k = fk (∆sσ0 + ∆tlk · σ) (iσy), (1b)
with fk = sin kx sin ky , and where ∆s and ∆t denote
the spin-singlet and spin-triplet pairing amplitudes, respec-
tively. Unless otherwise specified, we set (t, µ, λ,∆s,∆t) =
(2.0, 2.0, 1.0, 0.0, 1.0) for our numerical calculations. We
have checked that different parameter choices do not quali-
tatively alter our results, as long as the nodal structure of the
superconductor remains the same.
The Rashba-type spin-orbit coupling λlk splits the normal-
state Fermi surface into two helical Fermi surfaces, given
by ξ±k = εk ± λ |lk| = 0. As a result of the dxy-wave
form factor fk, the superconducting order parameter ∆k on
these two helical Fermi surfaces changes sign, leading to eight
nodal points where the gap of the quasiparticle spectrum van-
ishes [see Fig. 1(a)]. These gap closing-points are located at
(±kα0 , 0) and (0,±kα0 ) in the two-dimensional Brillouin zone,
where
kα0 = arccos
[
t(µ− t) + αλ√λ2 + µ(2t− µ)
t2 + λ2
]
, (2)
with α ∈ {+,−}. The gapless quasiparticle band structure
of these Dirac points is protected by a combination of time-
reversal and particle-hole symmetry, and their stability is guar-
anteed by the conservation of a quantized topological invari-
ant [cf. Eq. (4)].14,20–23 Particle-hole symmetry C = UCK and
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FIG. 1. (Color online) (a) Spin-orbit split Fermi surfaces and nodal
points of the superconducting gap ∆k, Eq. (1). Solid black dots in-
dicate the location of the eight nodal points, where the gap of the
quasiparticle spectrum closes. (b) Energy- and layer-resolved den-
sity of states ρy(ω) of the (dxy+p)-wave superconductor in a ribbon
geometry with (01) edge and width Ny = 70 lattice sites. (c) and
(d): Edge band structure of the (dxy + p)-wave superconductor in a
ribbon geometry with (01) and (11) edge, respectively, as a function
of edge momentum. Zero-energy flat bands appear at the (01) edge
connecting the projected nodal points of the two helical Fermi sur-
faces. These flat-bands give rise to a divergent density of states at
ω = 0, see panel (b). Note that there are also dispersing edge states,
which lead to a feature in the edge density of states at ω ' ±0.3.
time-reversal symmetry T = UTK act on the BdG Hamil-
tonian (1) as UCHT−kU
†
C = −Hk and UTHT−kU†T = +Hk,
respectively, where K is the complex conjugation operator,
UC = σx ⊗ σ0, and UT = σ0 ⊗ iσy . Since C2 = +1 and
T 2 = −1, Hamiltonian (1) belongs to class DIII of the sym-
metry classification.41 As a result of these symmetries,Hk an-
ticommutes with the unitary matrix US = iT C = −σx ⊗ σy ,
i.e., U†SHkUS = −Hk. Hence, Hk takes off-diagonal form
in the basis in which US is diagonal. That is, we have
U˜S = WUSW
† = diag(σ0,−σ0), with the transformation
matrix
W =
1√
2
(
σ0 −σy
σ0 σy
)
. (3a)
The transformed BdG Hamiltonian reads
H˜(k) = WHkW
† =
(
0 D(k)
D†(k) 0
)
, (3b)
where D(k) = hkσ0 + ∆kσy . Due to the chiral symmetry
U†SHkUS = −Hk, we can choose the zero-energy eigenfunc-
tions of Hk to be simultaneous eigenstates of US with a de-
fined chirality eigenvalue Γ = +1 or Γ = −1.16
The topological invariant that guarantees the stability of
the eight nodal points of Hk can be defined in terms of the
winding number WC of detD(k), i.e., in terms of the number
3of revolutions of detD(k) around the origin of the complex
plane as k moves along a closed contour C. An explicit ex-
pression of WC ∈ Z is given by20–22,42
WC =
1
2pi
∮
C
dkl ∂kl {arg [detD(k)]} , (4)
where C is a one-dimensional contour encircling one (or sev-
eral) nodal points in momentum space. As a consequence
of the bulk-edge correspondence, a nonzero winding number
WC 6= 0 signals the appearance of zero-energy modes at cer-
tain edges. For example, for the (01) edge one can define an
edge momentum-dependent winding number WC(kx) by tak-
ing C = {(kx, ky)| −pi ≤ ky < pi}. For kx between the pro-
jected nodes of the two helical Fermi surfaces, WC(kx) eval-
uates to +1 or −1, which gives rise to a spin-nondegenerate
zero-energy flat band at these edge momenta [Fig. 1(c)]. On
the (11) edge, however, zero-energy flat bands are absent
[Fig. 1(d)].15,16,20
In Sec. IV, we will numerically compute the edge modes
of the (dxy + p)-wave superconductor for different edges. We
will demonstrate that zero-energy flat-band states generically
appear at the boundary for arbitrary edge orientations, except
for the (11) edge. But before doing so, we first derive in the
following section the lowest-order matrix elements for impu-
rity scattering among the flat-band edge states using an ex-
plicit expression for the edge-state wave functions.
III. FLAT-BAND EDGE-STATE WAVE FUNCTION
To derive the zero-energy edge-state wave functions, let us
consider Hamiltonian (1) on the semi-infinite plane y > 0,
with the (01) edge located at y = 0. The ansatz for the non-
degenerate edge-state wave function is taken to be Ψkx =∑
α,β C
α
βψ
α
β e
καβyeikxx, which decays exponentially into the
bulk with inverse decay lengths Re[καβ ] < 0. In the off-
diagonal basis, Eq. (3), the wave function Ψkx = (χkx , ηkx)
T
can be split into a part (χkx , 0)
T with positive chirality Γ =
+1 and a part (0, ηkx)
T with negative chirality Γ = −1. Since
all the eigenstates of Hk can be chosen to have definite chi-
rality, it follows that ηkx = 0 whenever χkx 6= 0 and vice
versa.14–16 In addition, we observe that for every edge-state
wave function
Ψ+kx = (χkx , 0)
T (5a)
with edge momentum kx and Γ = +1 there is a time-reversed
partner
Ψ−kx =
(
0, iσyχ
∗
−kx
)T
(5b)
with edge momentum −kx and Γ = −1. Using quasiclassical
scattering theory, it is shown in Appendix A that the zero-
energy edge-state wavefunction Ψ+kx = (χkx , 0)
T for −k−F <
kx < −k+F and ∆t > ∆s can be explicitly written as16,22
χkx =
(
−2k+F k−⊥eκ
+
1 y + b1e
κ−2 y + b∗1e
κ−1 y
2ia1k
−
⊥e
κ+1 y − a2ieκ
−
1 y − a∗2ieκ
−
2 y
)
eikxx, (5c)
where k−⊥ =
√
(k−F )2 − k2x and k±F denote the Fermi mo-
menta of the two helical Fermi surfaces. The coefficients a1,
a2, and b1 depend on the edge momentum kx and are defined
below Eq. (A7) in Appendix A. The inverse decay length κ+1 is
purely real, whereas κ−1 and κ
−
2 are complex conjugate part-
ners, see Eq. (A3). An expression similar to Eq. (5) can be
derived for the zero-energy edge states on the opposite edge,
i.e., for Hamiltonian (1) on y < 0, which supports zero-energy
flat band states with opposite chirality as compared to Eq. (5).
A. Spin polarization of flat-band edge states
Surface states of noncentrosymmetric superconductors ex-
hibit a helical spin texture, where the spin orientation of the
surface states is correlated with their momentum.36–38,43,44
For the (01) edge of the (dxy + p)-wave superconductor one
finds that the flat-band states are strongly polarized in the yz-
spin plane, but have a vanishing spin component along the x
axis.36–38 Using Eq. (5), it can be explicitly verified that the
expectation value of the spin operator
Sµ =
(
σµ 0
0 − [σµ]∗
)
, µ ∈ {x, y, z} , (6)
with respect to the surface-state wave functions Ψ±kx , Eq. (5),
has the following properties (cf. Appendix A)〈
Ψ±kx
∣∣ S˜x ∣∣Ψ±kx〉 = 0, 〈Ψ±kx ∣∣ S˜y,z ∣∣Ψ±kx〉 6= 0, (7)
for all kx with k+F < |kx| < k−F . Here, S˜ denotes the spin op-
erator in the off-diagonal basis, i.e., S˜µ = WSµW †. More-
over, one finds that the y component of the spin expectation
value is much larger than the z component and that the sign
of the y-spin polarization correlates with the chirality Γ of the
flat-band edge state, such that sgn[〈Ψ±kx |S˜y|Ψ±kx〉] = ∓1. Fi-
nally, we note that the two flat-band edge states Ψ+−kx and
Ψ−kx , which have opposite edge momenta, have opposite spin
polarization. That is,〈
Ψ+−kx
∣∣ S˜y,z ∣∣Ψ+−kx〉 = − 〈Ψ−kx ∣∣ S˜y,z ∣∣Ψ−kx〉 , (8)
for all kx with k+F < kx < k
−
F , which is consistent with time-
reversal symmetry.
B. Impurity scattering among flat-band edge states
In order to calculate the matrix elements for impurity scat-
tering among flat-band edge states, we consider uncorrelated
edge disorder described by
Hβimp =
∑
k,q
Φ†kV
β
qxΦ k+eˆxqx , (9)
where V βqx = (1/N )
∑
j v(xj)Sβe−iqxxj denotes the Fourier
transform of the impurity potentials v(xj)Sβ at the edge sites
xj with strengths v(xj). Here, N stands for the number of
4lattice sites and V β=0 corresponds to nonmagnetic impurities
with S0 = σz ⊗ σ0, while V β=x,y,z represents magnetic ex-
change scattering with Sx,y,z = Sx,y,z . First, we observe
that impurity scattering processes connecting flat-band edge
states to bulk nodal quasiparticles are strongly suppressed,
since the bulk density of states vanishes linearly as ω → 0
[see Fig. 1(b)]. A rough estimate for the effects of impurity
scattering among the zero-energy edges states can be obtained
from the matrix elements of the impurity potential V βqx be-
tween two flat-band edge-state wavefunctions. Because the
edge spectrum of the (dxy + p)-wave superconductor has in
general two flat bands with opposite chirality [see Fig. 1(c)],
it is useful to distinguish between “intraband” scattering be-
tween states with the same chirality and “interband” scattering
between states with opposite chirality. From
V 0qxUS + USV
0
qx = 0 (10)
and 〈
Ψ±kx
∣∣V˜ 0k′x−kx ∣∣Ψ±k′x〉 = 0, for all kx, k′x, (11)
where V˜ 0qx = WV
0
qxW
†, it follows that edge flat bands are
protected against nonmagnetic intraband scattering by chiral
symmetry. In other words, since nonmagnetic onsite disor-
der preserves the total chirality number of the superconductor,
it can remove edge states only in pairs of opposite chirality.
Magnetic impurities, on the other hand, break chiral symme-
try, i.e., V x,y,zqx US + USV
x,y,z
qx 6= 0, and therefore allow for
strong intraband scattering.
For the case of impurity scattering between edge flat bands
with opposite chirality we find by use of Eqs. (5a) and (5b)
that time-reversal invariance forbids nonmagnetic backscatter-
ing between the time-reversed partners Ψ−kx and Ψ
+
−kx . That
is, 〈
Ψ+−kx
∣∣V˜ 02kx ∣∣Ψ−kx〉 = 0, (12)
for all kx with k+F < kx < k
−
F . Moreover, for two flat-band
edge states with nearly opposite momenta kx and −k′x (i.e.,
0 < |kx − k′x| < k−F − k+F ), one finds that the correspond-
ing matrix element
〈
Ψ+−k′x
∣∣V˜ 0kx+k′x∣∣Ψ−kx〉 is nonzero but small,
due to the mismatch between the almost opposite spin polar-
izations of the two edge states. In the presence of magnetic
impurities, however, spin-flip scattering is allowed, and hence
scattering between states with opposite spin polarizations is
possible.
The above considerations suggest that moderately strong
nonmagnetic disorder, with disorder strength γimp smaller
or of the same order as the superconducting gaps |∆±| =
|∆s ±∆t|, has only weak effects on the flat-band edge states.
Magnetic impurities, however, which lift the symmetry pro-
tection of the flat-band states, are expected to strongly reduce
the number of edge states. To test these expectations, we per-
form in the following two sections numerical simulations of
the (dxy + p)-wave superconductor in the presence of differ-
ent types of edge disorder.
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FIG. 2. (Color online) Density plot of the edge-state wave function
amplitudes |ΨL|2 in a (dxy + p)-wave superconducting dot with (a)
smooth and (b) rough boundaries. Edge states are present both at an
irregular but smooth boundary (a) and at a boundary with short-range
disorder (b). Panel (c) shows the average number of edge states for
an ensemble of randomly shaped superconducting dots with smooth
(blue circles) and rough (red squares) boundaries as a function of cir-
cumference L of the dot.45 Here, the edge states are separated from
the bulk states according to criterion (15) and by additionally requir-
ing that the energy of the states is smaller than 0.1|∆±| in absolute
value. The solid black line represents the analytical approximation
given by Eq. (17).
IV. EDGE STATES AT IRREGULARLY SHAPED
BOUNDARIES
In order to compute the edge-state wave functions of an
irregularly shaped (dxy + p)-wave superconduting dot with
smooth or rough edges, we Fourier transform Hamiltonian (1)
to real space and diagonalize it using standard eigenvalue
algorithms.46 The shape of the superconducting dot is defined
in terms of a direction-dependent radius47
R(θ) =
5∑
i=1
wi sin(iθ − φi), (13)
with the parameters wi and φi and the angle of direction θ.
With this definition, the dots can be constructed by cutting the
shapes given by Eq. (13) out of a square lattice grid. This re-
sults in superconducting dots with smooth edges, whose ori-
entation is locally well defined [Fig. 2(a)]. Bulk- and edge-
state wave functions can be distinguished in terms of the par-
ticipation ratio P (ΨL) of a given eigenstate ΨL(ri) of a dot
with circumference L, i.e.,48
P (ΨL) =
(∑
i |ΨL(ri)|2
)2
N∑i |ΨL(ri)|4 , (14)
where i runs over all the sites ri in the dot and N is the to-
tal number of sites. The participation ratio P (ΨL) represents
5the number of lattice sites occupied by the Bogoliubov quasi-
particle wave function ΨL compared to the total number of
sitesN . Hence, for extended bulk states P (ΨL) ' 1, whereas
for localized edge states P (ΨL)  1. We find that for suf-
ficiently large dots, a good characterization of the edge-state
wave functions is given by
P (ΨL)
Pavg(880)
Pavg(L)
< 0.05, (15)
where Pavg(L) = 1n
∑n
ι=1
1
|Wι|
∑
ΨιL∈Wι P (Ψ
ι
L) is the aver-
age participation ratio of all the low-energy wave functions
ΨιL of an ensemble of randomly shaped superconducting dots
of circumference L. Here, n denotes the size of the statistical
ensemble and Wι is the set of the first ∼ L/2 lowest pos-
itive energy wave functions calculated numerically for each
sample.46 Since edge disorder leads to a small L-dependent
decrease of the participation ratio P (ΨL) of all the wave func-
tions ΨL, we have included in Eq. (15) the renormalization
factor Pavg(880)/Pavg(L), where L = 880 is the circumfer-
ence of the largest dots.
a. Smooth edges. We first study irregularly shaped dots
with smooth boundaries, where the edge orientation is locally
well defined [inset of Fig. 2(a)]. These boundaries consist of
both (01)-edge and (11)-edge type parts, leading to long-range
correlated disorder. As exemplified in Fig. 2(a), we find that
ingap states appear at almost all boundaries of the dot. That
is, the behavior characteristic of the (01)-edge [Fig. 1(c)] is
generic and qualitatively independent of the edge orientation.
Hence, the number of edge states is expected to scale linearly
with the circumferenceL of the superconducting dot. Within a
simplified continuum theory, one can show that the density of
edge states per unit length for a smooth edge is approximately
given by (cf. Appendix A)
dN
dl
=
∣∣k−0 sinϕ− k+0 cosϕ∣∣− ∣∣k−0 cosϕ− k+0 sinϕ∣∣ ,(16)
where 0 ≤ ϕ < pi/4 is the angle between the local edge
orientation and the nearest (01) or (10) direction. Integrating
Eq. (16) along the circumference, we find that the total num-
ber of edge states for a circular dot is given by
N(L) =
∫ L
0
dN
dl
dl (17)
=
8L
pi
[
k−0 + k
+
0√
2
+
k−0 − k+0
2
−
√
(k−0 )2 + (k
+
0 )
2
]
.
As it turns out, Eq. (17) is a good approximation for the num-
ber of edge states of an irregularly shaped dot. This is revealed
in Fig. 2(c), which shows the average number of edge states
as a function of L for an ensemble of randomly shaped su-
perconducting dots with smooth boundaries (blue circles)45
together with the analytical result, Eq. (17). The numerical
data and the analytical curve are in good agreement except for
dots with small circumferences, with L < 50, where finite-
size effects become important.
b. Rough edges. Second, we consider rough boundaries
with edge disorder on the lattice scale. In order to introduce
short-range edge disorder, we start from the smooth edges,
Eq. (13), and randomly extract edge sites with probability
prm = 0.01, while moving around the edge of the dot once.47
This “etching” process is repeated twenty times, which leads
to an irregular boundary with both long-range and short-range
correlated disorder [inset of Fig. 2(b)]. The edge-state wave
function amplitudes for a superconducting dot with rough
edges is plotted in Fig. 2(b). As in the case of smooth edges,
we find that edge states appear at almost all boundaries. That
is, short-range edge disorder does not change the total num-
ber of edge states, but only shifts some of the edge states
away from zero energy. This is further evidenced in Fig 2(c)
(red squares), which shows that the average number of in-
gap states at a randomly shaped boundary with short-range
disorder scales linearly in L, and is in good agreement with
Eq. (17).
In conclusion, our numerical simulations of (dxy +p)-wave
superconducting dots with short-range and long-range edge
disorder demonstrate that the bulk-edge correspondence re-
mains valid even in the absence of translation symmetry. In-
gap states generically appear at the boundary of these super-
conductors, for almost all edge orientations. Due to their topo-
logical origin (cf. Sec. III B), the edge states are robust against
nonmagnetic scattering from both short-range and long-range
correlated edge disorder.
V. STRONG EDGE DISORDER
Let us now investigate in detail the effects of strong edge
disorder, which affects both edge and bulk states, leading to
a nontrivial interaction between the two. In order to access
larger system sizes than in Sec. IV, we employ here recur-
sive Green’s function techniques49,50 to calculate the lattice
Green’s function G(ω; r) of a disordered (dxy + p)-wave su-
perconducting ribbon (see Appendix B). From the Green’s
function G(ω; r) the local density of states in the y-th layer
is obtained via
ρy(ω) = − 1
4pi
1
Nx
∑
x
Im [Tr {G(ω;x, y)}] , (18)
where Nx denotes the length of the superconducting rib-
bon. In the following, we have considered samples of width
Ny = 70 sites and length Nx = 600 sites. Quenched
edge disorder is implemented by adding random on-site po-
tentials V βxj = v(xj)Sβ in the two outermost layers of the
superconducting ribbon. We consider two different types of
disorder distributions:51–53 (i) scatterers at each lattice site
with local potentials v(xj) drawn from a box distribution
p [v(xj)] = 1/γimp for v(xj) ∈ [−γimp/2,+γimp/2] (re-
ferred to as “Gaussian” type disorder),52 and (ii) a dilute den-
sity ρimp of strong scatterers with constant potential strength
v(xj) ≡ vimp & |∆±| (referred to as “unitary” type disor-
der). In case (i) the strength of the disorder is controlled by
the width γimp of the distribution, whereas in case (ii) it can
be adjusted in terms of both the impurity density ρimp and the
potential strength vimp. Since fluctuations between different
disorder realizations are minor, we present in Figs. 3 and 4
60.5 0.25 0. 0.25 0.5
0.
0.1
0.2
0.5 0.25 0. 0.25 0.5
0.
0.1
0.2
Ωt
Ρ y
arb.uni
ts
Γimp  200t
layer
1
2
3
4

 





1 layer 40
0.1 
3A
0.160
0.5 0.25 0. 0.25 0.5
0.
0.1
0.2
0.5 0.25 0. 0.25 0.5
0.
0.1
0.2
Ωt
Ρ y
arb.uni
ts
Γimp  2t
layer
1
2
3
4
 
 


 
1 layer 40
0.1 
3A
0.175
0.5 0.25 0. 0.25 0.5
0.
0.1
0.2
0.5 0.25 0. 0.25 0.5
0.
0.1
0.2
Ωt
Ρ y
arb.uni
ts
Γimp  0t
layer
1
2
3
4
 
 




1 layer 40
0.1 
3A
0.172
0.5 0.25 0. 0.25 0.5
0.
0.1
0.2
0.5 0.25 0. 0.25 0.5
0.
0.1
0.2
Ωt
Ρ y
arb.uni
ts
Γimp  50t
layer
1
2
3
4

 





1 layer 40
0.1 
3A
0.134
0.5 0.25 0. 0.25 0.5
0.
0.1
0.2
0.5 0.25 0. 0.25 0.5
0.
0.1
0.2
Ωt
Ρ y
arb.uni
ts
Γimp  15t
layer
1
2
3
4





  1 layer 40
0.1 
3A
0.042
(b) (c) (d) (e)
Gaussian disorder
(a)
0.5 0.25 0. 0.25 0.5
0.
0.1
0.2
0.5 0.25 0. 0.25 0.5
0.
0.1
0.2
Ωt
Ρ l
arb.uni
ts
vimp  200t
layer
1
2
3
4

 





1 layer 40
0.1 
3A
0.160
0.5 0.25 0. 0.25 0.5
0.
0.1
0.2
0.5 0.25 0. 0.25 0.5
0.
0.1
0.2
Ωt
Ρ l
arb.uni
ts
vimp  15t
layer
1
2
3
4




 
 
1 layer 40
0.1 
3A
0.048
0.5 0.25 0. 0.25 0.5
0.
0.1
0.2
0.5 0.25 0. 0.25 0.5
0.
0.1
0.2
Ωt
Ρ l
arb.uni
ts
vimp  2t
layer
1
2
3
4
 
 


 
1 layer 40
0.1 
3A
0.176
0.5 0.25 0. 0.25 0.5
0.
0.1
0.2
0.5 0.25 0. 0.25 0.5
0.
0.1
0.2
Ωt
Ρ l
arb.uni
ts
vimp  200t
layer
1
2
3
4
  





1 layer 40
0.1 
3A
0.106
0.5 0.25 0. 0.25 0.5
0.
0.1
0.2
0.5 0.25 0. 0.25 0.5
0.
0.1
0.2
Ωt
Ρ l
arb.uni
ts
vimp  15t
layer
1
2
3
4

 

 


1 layer 40
0.1 
3A
0.096
Unitary disorder
ρimp = 0.5ρimp = 0.2 ρimp = 0.2(f) (g) (h) (i) (j)ρimp = 0.5 ρimp = 0.8
FIG. 3. (Color online) Layer-resolved local density of states ρy(ω) plotted for the first four outermost layers of a (dxy + p)-wave supercon-
ducting ribbon with (01) edges in the presence of (a)-(e) “Gaussian” edge disorder and (f)-(j) “unitary” edge disorder (for details see text). The
insets show the width Γ and the area A of the Lorentzian peaks at ω = 0 as a function of layer index y. The number in the lower left corner
of the insets indicates the total area of the zero-bias peak as obtained by summing A over the first four layers. In the clean case, vimp = 0, the
edge states penetrate only about two layers into the bulk [panel (a)]. For strong disorder the outermost layer shows signatures of localization,
while new weakly disordered states appear in the second and third inward layers [panels (e) and (j)].
spectra for a specific disorder realization, without averaging
over disorder configurations.
A. Nonmagnetic impurities
We start by discussing the effects of nonmagnetic impuri-
ties with potentials V 0xj = v(xj)S0. In Fig. 3 is shown the
local density of states ρy(ω) for the first four outermost layers
of a (dxy + p)-wave superconducting ribbon with nonmag-
netic disorder of different strengths. The case of “Gaussian”
type disorder is plotted in panels (a)-(e), whereas the effects
of “unitary” type disorder are presented in panels (f)-(j). In or-
der to estimate the number of ingap edge states in the system,
we have fitted a Lorentzian function to the zero-bias peaks
in Fig. 3. The peak width Γ and the peak area A provide a
measure for the number of edge states and their spread in en-
ergy, respectively (insets in Fig. 3). In agreement with the
analytical arguments given in Sec. III B, we find that weak
and even moderately strong disorder, with γimp (or ρimpvimp)
of the same order as the superconducting gaps |∆±|, has
very little effect on the edge states: Gaussian disorder gives
rise to a slightly faster decay of the edge states into the bulk
[Fig. 3(b)], whereas unitary disorder somewhat increases the
energy spread of the ingap states [Fig. 3(f)]. The total number
of edge states, however, is unaffected by moderately strong
disorder [compare insets in Figs. 3(a), 3(b), and 3(f)].
For strong edge disorder with γimp  |∆±| (or ρimpvimp 
|∆±|), on the other hand, the states in the outermost layer be-
come strongly localized. But remarkably, new weakly disor-
dered edge states appear at the second and third inward layers
[Fig. 3(e) and 3(j)]. In other words, due to the bulk-boundary
correspondence, zero-energy states emerge at the interface be-
tween the bulk topological superconductor and the Anderson
insulator formed by the outermost layer. This behavior is rem-
iniscent of topological-insulator surface states perturbed by
strong disorder.54,55
B. Magnetic impurities
Magnetic impurities V x,y,zxj = v(xj)Sx,y,z break time-
reversal symmetry, thereby lifting the symmetry protection
of the edge states. In Fig. 4 we present the edge density of
states ρedge, defined as the sum of ρy(ω) over the four out-
ermost layers, of a (dxy + p)-wave superconducting ribbon
with (01) edges in the presence of impurity spins polarized
along the x, y, and z axes [panels (b)-(d) and (g)-(i)] and ran-
domly oriented magnetic disorder [panels (e) and (j)]. For
comparison, Figs. 4(a) and 4(f) show the edge density of states
for nonmagnetic scalar impurities. As before, we consider
both “Gaussian” type disorder [Figs. 4(a)-(e)] and “unitary”
type disorder [Figs. 4(f)-(j)]. Since the flat-band edge states
are polarized within the yz spin-plane (cf. Sec. III), impu-
rity spins polarized along the y and z axes couple strongly
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FIG. 4. (Color online) Local density of states summed over the four outermost layers, ρedge(ω) = 14
∑4
y=1 ρy(ω), of a (dxy + p)-wave
superconducting ribbon with (01) edges in the presence of nonmagnetic [panels (a) and (f)] and magnetic impurities [panels (b)-(e) and (g)-(j)]
in the two outermost layers. Two different disorder distributions are considered: (a)-(e) “Gaussian” disorder and (f)-(j) “unitary” disorder with
ρimp = 0.2 (for details see text). Individual traces are vertically offset by 0.02 from one another for clarity. The insets show the width Γ and
the area A of the Lorentzian peaks at ω = 0 as a function of disorder strengths γimp and vimp, respectively.
to the flat bands, whereas scalar impurities and x spin polar-
ized impurities leave the edge states almost unaffected as long
as γimp (ρimpvimp) is not much larger than |∆±|. As shown in
Figs. 4(c) and 4(h), y spin polarized impurities are particularly
harmful to the flat-band edge states, even for relatively small
disorder strengths of γimp ' 0.8 |∆±| (or vimp ' 0.8 |∆±| for
the “unitary” type disorder).
VI. SUMMARY AND CONCLUSIONS
In summary, we have shown that flat-band edge states in
noncentrosymmetric superconductors are robust against weak
and moderately strong nonmagnetic edge disorder, as long as
the disorder strength is not much larger than the superconduct-
ing gaps. Using analytical considerations, we have found that
spin-independent scattering among the flat-band edge states is
suppressed due to the definite chirality of the edge-state wave
functions and their helical spin texture (Sec. III B). By means
of extensive numerical simulations, we have demonstrated
that moderately strong spin-independent disorder spreads the
zero-energy edge states over a small band in energy, but does
not alter the total number of edge states [Figs. 4(a) and 4(f)].
However, in the presence of strong edge disorder, with dis-
order strength much larger than the superconducting gaps,
the wave functions in the outermost layer localize, but new
weakly disordered ingap states appear in the second and third
inward layers [Figs. 3(e) and 3(j)]. We have investigated the
edge orientation dependence of the edge state density by nu-
merically simulating superconducting dots with both smooth
and rough boundaries. Edge states appear for almost all
edge orientations, even in the absence of translation sym-
metry along the boundary [Fig. 2]. This demonstrates that
translation symmetry is not crucial for the protection of the
edge states. Time-reversal and particle-hole symmetry, on the
other hand, play a key role for the stability of the flat-band
states. Consequently, we have found that magnetic impurities,
which break time-reversal symmetry, substantially decrease
the number of edge states even for small impurity densities
[Figs. 4(c) and 4(h)].
Nondegenerate flat-band edge states are expected to appear
in any nodal topological superconductor with strong Rashba
type spin-orbit coupling, such as, e.g., CePt3Si or Li2Pt3B.
These boundary states can in principle be observed using
scanning tunneling microscopy or angle-resolved photoemis-
sion spectroscopy. The signature of the flat-band edge states
on transport in various heterostructures involving topological
superconductors remains as a direction for future research, as
well as the study of interaction effects among the flat-band
edge states.56
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Appendix A: Derivation of zero-energy edge-state wave function
In order to derive Eq. (5), we perform a small momen-
tum expansion of tight-binding Hamiltonian (1), around the
Γ-point. This yields a continuum model with quadratic dis-
persions in the normal state and Fermi wave vectors
kαF = −αmλ+
√
(mλ)2 + 2mµ˜, (A1)
where m = −1/t, µ˜ = µ − 2t, and α ∈ {+,−} labels the
two helical Fermi surfaces. As in the main text, we consider
a (01) edge located at y = 0, where the superconductor and
the vacuum occupy the half-spaces y > 0 and y < 0, re-
spectively. The zero-energy edge states can be determined by
solving the equation H(kx,−i∂y)Ψkx = 0, with the wave
function ansatz Ψkx = Ψkxe
κy . Here, Re[κ] is the inverse
decay length of the edge state. In the following, we focus on
solutions with positive chirality Γ = +1, which exist within
the interval −k+F < kx < −k−F . In that case the secular equa-
tion, det [H(kx,−iκ)] = 0, can be reexpressed as
det
[
D†(kx,−iκ)
]
= [κkx∆s + µ˜− t
2
(κ2 − k2x)]2
+ (λ− κkx∆t)2
(
κ2 − k2x
)
= 0, (A2)
which is a polynomial equation of fourth degree in κ. The
nature of the roots of Eq. (A2) can be inferred, to some ex-
tent, from the free term a0 = t2(k2x − k−F 2)(k2x − k+F 2)/4 of
this quartic equation. An explicit expression for the roots of
Eq. (A2) can be given within the quasi-classical approxima-
tion. For −k+F < kx < −k−F , we have a0 < 0, and Eq. (A2)
for ∆t > ∆s has two real roots and two complex conjugate
roots. That is, the solutions of Eq. (A2) are given by16,22
κ+β = −k+⊥ − (−1)βi
k+F
k+⊥
√
∆˜2+[kx, ik
+
⊥]
λ2 + 2µ˜/m
,
κ−β = (−1)β+1ik−⊥ −
k−F
k−⊥
√
∆˜2−[kx, k
−
⊥]
λ2 + 2µ˜/m
, (A3)
with β ∈ {1, 2}, the transverse momenta k+⊥ =
√
k2x − (k+F )2
and k−⊥ =
√
(k−F )2 − k2x, and ∆˜±[k] = (k±F ∆t ± ∆s)kxky .
We observe that κ+1 and κ
+
2 are purely real, while κ
−
1 and κ
−
2
form a complex conjugate pair. Furthermore, the maximum
decay length max{−Re[καβ ]−1} rapidly increases as kx →
−k±F . In other words, the wave functions are well confined
to the edge for kx in the middle of the interval [−k+F ,−k−F ],
whereas as kx approaches the boundaries of the interval the
flat-band states start to penetrate over longer distances into
the bulk.
For each of the four roots κ±β , the kernel of the secular equa-
tion is spanned by one basis vector ψ±β , which reads in the
off-diagonal basis, Eq. (3),
ψ+β =
(
2− β, i(2− β)k
+
F
k+⊥ − kx
, β − 1, i(β − 1)kF+
k+⊥ − kx
)T
,
ψ−β =
(
1,
−k−F
ikx + (−1)βk−⊥
, 0, 0
)T
, (A4)
with β ∈ {1, 2}. With this, the ansatz for the flat-band
edge states can be written as a linear combination of the basis
states (A4)
Ψkx =
∑
α∈{+,−}
∑
β∈{1,2}
Cαβψ
α
β e
καβyeikxx (A5)
where the coefficients Cαβ are fixed by the boundary condi-
tions
Ψ(kx, y = 0) = 0, Ψ(kx, y =∞) = 0. (A6)
The latter condition implies C+2 = 0, since Re[κ
+
2 ] > 0, but
there exists a nonzero solution for (C+1 , C
−
1 , C
−
2 ) that satis-
fies the boundary conditions. After some algebra, we find
that in the off-diagonal basis, Eq. (3), the zero-energy edge-
state wave function with positive chirality Γ = +1 is given by
Ψ+kx = (χkx , 0)
T, with
χkx =
(
−2k+F k−⊥eκ
+
1 y + b1e
κ−2 y + b∗1e
κ−1 y
2ia1k
−
⊥e
κ+1 y − a2ieκ
−
1 y − a∗2ieκ
−
2 y
)
eikxx, (A7)
where a1 = k+⊥ + kx, a2 = a1(k
−
⊥ + ikx) + ik
+
F k
−
F , and
b1 = k
+
F (k
−
⊥ + ikx) + ik
−
F a1.
Similarly, we can derive solutions of the equation
H(kx,−i∂y)Ψkx = 0 with negative chirality Γ = −1, which
exist within the interval k+F < kx < k
−
F . Repeating similar
steps as above, we find that the negative chirality edge-state
wave function is given by Ψ−kx = (0, ηkx)
T, with
ηkx =
(
−2ia˜1k−⊥eκ
+
1 y + a˜2ie
κ−1 y + a˜∗2ie
κ−2 y
2k+F k
−
⊥e
κ+1 y − b˜∗1eκ
−
1 y − b˜1eκ
−
2 y
)
eikxx,
(A8)
where a˜1 = k+⊥ − kx, a˜2 = a˜1(k−⊥ − ikx) + ik−F k+F , and
b˜1 = k
+
F (k
−
⊥−ikx)+ik−F a˜1. As expected, the wave functions
Ψ+kx = (χkx , 0) and Ψ
−
kx
= (0, ηkx) transform into each other
by time-reversal symmetry, i.e.,(
0 iσy
iσy 0
)
Ψ+kx(y) =
[
Ψ−−kx(y)
]∗
, (A9)
where we have used the fact that κ+1 is purely real and
(κ−1 , κ
−
2 ) are complex conjugate partners.
Using Eqs. (A7) and (A8), the expectation value of the spin
operator S˜µ can be computed in a straightforward manner. In
particular, we find that
〈
Ψ+kx
∣∣ S˜x ∣∣Ψ+kx〉 = 0, since the first
component of χkx , Eq. (A7), is purely real, whereas the sec-
ond component of χkx is purely imaginary. Likewise, we have〈
Ψ−kx
∣∣ S˜x ∣∣Ψ−kx〉 = 0.
In closing, we remark that for other edge orientations the
flat-band states can be derived in a similar manner as above.
For any given edge orientation we can define the momentum
parallel to the edge as k‖ = kx sin(ϕ) + ky cos(ϕ). Cor-
respondingly, the secular equation for the positive chirality
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FIG. 5. (Color online) Scheme of the recursive Green’s function
method. To accommodate second neighbor hopping an effective
building block of two columns is considered, as well as an effec-
tive coupling V . The local Green’s function G(ω; i) is calculated
by attaching to the block i the left (GL) and right (GR) ribbons ac-
cording to Eq. (B7). The blue sites represent random on-site disorder
potentials, defined by Hβimp(x).
edge states reads det[D†(k‖,−iκ)] = 0. Within the contin-
uum approximation, we find that for dominant triplet pairing,
∆t > ∆s, the flat bands are always of single degeneracy.17,22
Zero-energy states appear in regions of the edge Brillouin
zone that are bounded by the projected nodal points. Hence,
the density of edge states per unit length can be approximated
by
dN
dl
=
∣∣k−0 sinϕ− k+0 cosϕ∣∣− ∣∣k−0 cosϕ− k+0 sinϕ∣∣ , (A10)
where ϕ ∈ [0, pi/4[ is the angle between the considered edge
orientation and the nearest (01) or (10) direction.
Appendix B: Recursive Green’s function technique
The local density of states of a disordered superconductor
can be efficiently computed using the recursive Green’s func-
tion technique.49,50 This is achieved by considering a discrete
ribbon in real space with width of Ny sites and length of Nx
sites. Let us define the block Hamiltonian Hn corresponding
to the coupling of two columns spaced by n lattice sites in the
x direction,
Hn =
1
(2pi)2
∫
d2kHke
iky(y−y′)einkx , (B1)
where H0 corresponds to a free column Hamiltonian, while
H1 and H2 are the coupling to the nearest and next nearest
neighbouring columns, respectively. We have considered in
our simulations on-site impurities as defined in Eq. (9). For
each ribbon’s column, i.e., fixed x in r = (x, y), we have
Hβimp(x) =
∑
i=1,Nimp
Φ†rvimp(ri)δr,riS
βΦr, (B2)
with impurity positions, ri, defined according to the disorder
distribution, see Sec. V. To accommodate next-nearest neigh-
bour hopping in a convenient way, we redefine the building
blocks of the ribbon to be 8Ny × 8Ny-matrices incorporating
two columns as the building blocks, by writing
Hβi =
(
H0 +Hβimp(2i− 1) H1
H1† H0 +Hβimp(2i)
)
,
V =
(
H2 0
H1 H2
)
. (B3)
Here, the block index i runs from 1 toNx/2, i.e., with spacing
of 2 lattice sites. Dyson’s equation for G(ω; i) ≡ Gi,i takes
the form
Gi,i = G
0
i,i +G
0
i,iV G
L
i−1,i +G
0
i,iV
†GRi,i+1, (B4)
where the ω dependence is suppressed for simplicity, G0i,i =
[ω + iη − Hβi ]−1 stands for the uncoupled block at i, while
G
L/R
i,j represent the ribbons to its left and right,
GLi−1,i = G
L
i−1,i−1V Gi,i, G
R
i,i+1= G
R
i+1,i+1V
†Gi,i.(B5)
The side ribbons are calculated recursively, using the relations
GL(n)n,n =
[
ω + iη −Hβn−1 − V †GL(n−1)n−1,n−1V
]−1
,
GR(n)n,n =
[
ω + iη −Hβn+1 − V GR(n+1)n+1,n+1V †
]−1
, (B6)
at iteration step n, where n ∈ {1, ..., i − 1} and n ∈
{Nx/2, ..., i + 1} for GL and GR, respectively. Finally, the
local Green’s function can be reduced to
Gi,i =
[
ω + iη −Hβi − ΣLi − ΣRi
]−1
, (B7)
with self-energies, ΣL/Ri , given by
ΣLi = V
†GLi−1,i−1V, Σ
R
i = V G
R
i+1,i+1V
†. (B8)
The local density of states can then be easily computed by
Eq. (18), where G(ω;x, y) are obtained from the diagonal en-
tries of G(ω; i).
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