The generalized Oberwolfach problem OP t (2w + 1; N 1 , N 2 , . . . , N t ; α 1 , α 2 , . . . , α t ) asks for a factorization of K 2w+1 into α i C Ni -factors (where a C Ni -factor of K 2w+1 is a spanning subgraph whose components are cycles of length N i ≥ 3) for i = 1, 2, . . . , t. Necessarily, N = lcm(N 1 , N 2 , . . . , N t ) is a divisor of 2w + 1 and w = t i=1 α i . For t = 1 we have the classic Oberwolfach problem. For t = 2 this is the well-studied Hamilton-Waterloo problem, whereas for t ≥ 3 very little is known.
Introduction
We denote by V (G) and E(G) the vertex set and the edge set of a simple graph G, respectively. Also, we denote by tG the vertex-disjoint union of t > 0 copies of G.
A factor F of G is a spanning subgraph of G, namely, a subgraph of G such that V (F ) = V (G); also, if F is i-regular, we call F an i-factor. In particular, a 1-factor of G (also called a perfect matching) is the vertex-disjoint union of edges of G whose vertices partition V (G), while a 2-factor of G is the vertex-disjoint union of cycles whose vertices span V (G). A 2-factor of G containing only one cycle is usually called a Hamiltonian cycle. We say that a factor is uniform when its components are pairwise isomorphic. Hence, a 1-factor is uniform, whereas a 2-factor might not be.
As usual, we denote by K v the complete graph on v vertices; also, we use K * v to denote the graph K v when v is odd and K v − I, where I is a 1-factor of K v , when v is even. Further, we denote by K s [z] the complete equipartite graph with s parts of size z. Note that, K * v K v [1] or K v/2 [2] , according to whether v is odd or even, respectively. Finally, we denote by C a cycle of length ≥ 3 (briefly, an -cycle), and by (x 0 , x 1 . . . , x −1 ) the -cycle with edges x 0 x 1 , x 1 x 2 , . . . , x −1 x 0 . A uniform 2-factor whose cycles have all length is referred to as a C -factor.
A 2-factorization of a simple graph G is a set F of 2-factors of G whose edge sets partition E(G). If F contains only C -factors, we speak of a C -factorization of G. It is well known that a regular graph has a 2-factorization if and only if every vertex has even degree. However, if we specify t 2-factors, say F 1 , F 2 , . . . , F t , and ask for the factorization F to contain α i factors isomorphic to F i , then the problem becomes much harder. Much attention has been given to the cases where t ∈ {1, 2} and either
For t = 1, we have the "classic" Oberwolfach problem, which is well known to be hard. A survey of the most relevant results on this problem, updated to 2006, can be found in [15, Section VI.12] . For more recent results we refer the reader to [6, 9, 11, 29] .
Although the Oberwolfach problem is still open, it has been completely solved for uniform factors when G = K * v [2, 3, 22] or when G is the complete equipartite graph [24] . We recall these results below. 3, 22, 24] ). Let , s and z be positive integers with ≥ 3. There exists a C -factorization of K s [z] if and only if | sz, (s − 1)z is even, further is even when s = 2, and ( , s, z) ∈ {(3, 3, 2), (3, 6, 2) , (3, 3, 6) , (6, 2, 6)}.
For t ≥ 1, we refer to this problem as the generalized Oberwolfach problem. More precisely, given a simple graph G, given t 2-factors of G, say F 1 , F 2 , . . . , F t , and given t non-negative integers α 1 , α 2 , . . . , α t , the generalized Oberwolfach problem, denoted by OP t (G; F 1 , F 2 , . . . , F t ; α 1 , α 2 , . . . , α t ), or briefly by OP t (G; (F i ); (α i )), asks for a factorization of G into α i F i -factors for i ∈ {1, 2, . . . , t}. In the case where each F i is uniform, namely, F i is a C Ni -factor, we denote the problem by OP t (G; N 1 , N 2 , . . . , N t ; α 1 , α 2 , . . . , α t ), or briefly by OP t (G; (N i ); (α i )). Further, we use v in place of G when G = K * v . The following necessary conditions are trivial. Theorem 1.2. If there exists a solution to OP t (G; (N i ); (α i )), then the following conditions hold: (N 1 , N 2 , . . . , N t ) is a divisor of the order of G.
The case in which t = 2 is known as the Hamilton-Waterloo problem. Although it has received much interest recently, it is still open even in the uniform case. Some of the most important results up to 2006 can be found in [15, Section VI.12] . More recent results can be found in [4, 7, 8, 10, 12, 13, 16, 23, 25] . For more details and some history on the problem, we refer the reader to [12, 13] .
Much less is known on OP t (v; (F i ); (α i )) when t > 2. In [1, 18, 19] the problem is solved for odd orders v up to 17, and even orders v up to 10 (see also [15, Sections VI.12.4 and VII.5.4]). In [6] the problem is settled whenever v is even, each F i is bipartite (namely, F i contains only cycles of even length), α 1 ≥ 3 is odd, and the remaining α i are even. In [14, 17] the problem is solved whenever v = p n with p a prime number, t = n, and F i is a C p i -factor, except possibly when p is odd and the first non-zero integer of (α 1 , α 2 , . . . , α n ) is 1. A partial asymptotic existence result has recently been given in [20] , provided that v is sufficiently large and α 1 scales linearly with v. Further results covering specific cases can be found in [5, 26, 28] .
In this paper, we focus on the "uniform" generalized Oberwolfach problem OP t (v; (N i ); (α i )). In view of Theorem 1.2, for such a problem to be solvable v must be a multiple of each N i and
2 . Since OP t (v; (N i ); (α i )) has been solved for t = 1 (Theorem 1.1), from now on we assume that t > 1. Also, we denote by [a, b] the set of integers from a to b inclusive; clearly, [a, b] is empty when a > b.
The main result of this paper is the following.
. . , N t ) and g = gcd(N 1 , N 2 , . . . , N t ); also, let α 1 , α 2 , . . . , α t be positive integers. Then, OP t (v; (N i ); (α i )) has a solution if and only if N is a divisor of v and
2 except possibly when t > 1 and at least one of the following conditions is satisfied:
Given a graph G, G[n] denotes the lexicographic product of G with the complement of K n , namely, G[n] is the graph whose vertex set is V (G) × Z n , and two vertices (x, j) and (y, j ) are adjacent if and only if x and y are adjacent in G.
The proof of the main theorem relies on the solvability of OP t (C g [n]; (gn i ); (α i )). More precisely, we prove the following result. Theorem 1.4. Let t ≥ 1 and let 1 ≤ n 1 < n 2 < · · · < n t ≤ n be odd integers such that n i is a divisor of n for each i ∈ [1, t]. Then OP t (C g [n]; (gn i ); (α i )) has a solution whenever g ≥ 3, t i=1 α i = n, and α i ≥ 2 for every i ∈ [1, t] . In the next section we introduce some tools and provide some powerful methods which we use in Section 3 where we prove Theorem 1.4. In Section 4 we prove the main results.
Preliminary results
We will make use of the notion of a Cayley graph on an additive group Γ, not necessarily abelian. Given Ω ⊆ Γ \ {0}, the Cayley graph Cay(Γ, Ω) is a graph with vertex set Γ and edge set {γ(ω + γ) | γ ∈ Γ, ω ∈ Ω}. When Γ = Z n this graph is known as a circulant graph. We note that the edges generated by ω ∈ Ω are the same as those generated by −ω ∈ −Ω, so that Cay(Γ, Ω) = Cay(Γ, ±Ω), and that the degree of each point is |Ω ∪ (−Ω)|.
Given a subgraph G of Cay(Γ, Ω) and an element γ ∈ Γ, we denote by G + γ the translate of G by γ, that is, the graph obtained from G by replacing each of its vertices, say x, with x + γ. It is not difficult to check that G + γ is a subgraph of Cay(Γ, Ω). For a subgroup Σ of Γ, the orbit of G under Σ (briefly, the Σ-orbit of G) is the set Orb Σ (G) of all distinct translates of G by an element of Σ, that is,
Given a set Ω ⊆ Γ, we denote by C [Ω] ( ≥ 3) the graph with point set Z × Γ and edges (j, γ)(1 + j, ω + γ), with j ∈ Z , γ ∈ Γ and ω ∈ Ω. In other words,
We call the elements of Ω (mixed) differences.
Finally, given a set of cycle factors, C, of C [n], and a set Ω ⊆ Γ we say that C exactly
The following result, which generalizes Theorem 2.11 of [13] , provides sufficient conditions for the existence of a solution to
where Ω is a subset of an arbitrary group Γ of order n and each n i is a positive divisor of n.
Theorem 2.1. Let Γ be an additive group of order n not necessarily abelian, and let 1 ≤ n 1 < n 2 < · · · < n t ≤ n be odd integers such that n i is a divisor of n for each i ∈ [1, t]; also, let Ω be a subset of Γ, and let α 1 , α 2 , . . . α t be non-negative integers such that t i=1 α i = |Ω|. If there exists an |Ω| × matrix A with ≥ 3 and entries in Ω satisfying the following properties:
(1) for each i ∈ [1, t] there are α i rows of A whose right-to-left sum is an element of order n i in Γ,
) has a solution. Moreover, if we also have that (3) Ω is closed under taking negatives,
; (gn i ); (α i )) has a solution for any g ≥ with g ≡ (mod 2).
Proof. Let A = [a hk ] be an |Ω| × matrix with entries from Ω ⊆ Γ and satisfying conditions (1) and (2); also, set σ 0 = 0, σ i = i j=1 α j and let
By condition (1) and reordering rows if necessary, we can index the rows of A whose rightto-left sum is an element of order n i by the elements of R i . Thus, we may assume that the right-to-left sum of the h-th row of A is an element of order n i if and only if h ∈ R i .
For 1 ≤ h ≤ |Ω| and 1 ≤ k ≤ , set s h,0 = 0 and s h,k = a h,k + a h,k−1 + · · · + a h,1 . Note that s h, is the right-to-left sum of the h-th row of A and, by the above, s h, has order n i if and only if h ∈ R i ; in this case, n i s h, = 0 and µs h, = 0 for any µ ∈ [1, n i − 1]. Therefore, for each i ∈ [1, t] and h ∈ R i , the following n i -cycle is well defined:
We start by showing that
, where the subscript w + is taken modulo n i . In other words, addition by (0, s h, ) is equivalent to a rotation of C h by . This means that (0, s h, ) lies in Stab Γ (C h ). Since the order of (0, s h, ) coincides with the order of s h, , which by assumption is n i , we have that
, it is then enough to check that it contains all vertices of C [n] at least once. Given the point (u, z) ∈ Z × Γ, we have that z = s h,u + x u , for a suitable
. Note that the factors of F contain between them at most n|Ω| = |E(C [Ω])| edges, counted with their multiplicity. Therefore, it is enough to show that every edge of C [Ω] lies in some translate of C h , for a suitable h. First recall that each edge of C [Ω] has the form (u, x)(1 + u, ω + x) for some (u, x) ∈ Z × Γ and ω ∈ Ω. Since, by assumption, any column of A = [a hk ] is a permutation of Ω, there is an integer h such that a h,u+1 = ω.
is an edge of C h + (0, −s h,u + x) and the assertion follows. In order to prove the second part, let g = + 2q, Ω = {ω 1 , ω 2 , . . . , ω |Ω| }, and let A be the |Ω| × 2q matrix defined below:
Since Ω = −Ω (condition (3)), it is easy to check that the matrix A A is an |Ω| × g matrix satisfying conditions (1) - (2), and this completes the proof.
We point out that while the above theorem is proved for an arbitrary group Γ, in this paper it is always used when Γ ∼ = Z n . Also, note that if t = 1, then Theorem 2.1 constructs
The following corollary is a straightforward consequence of the above theorem by taking Ω = Γ = Z n . Corollary 2.2. Let t ≥ 1 and let 1 ≤ n 1 < n 2 < · · · < n t ≤ n be odd integers such that n i is a divisor of n for any i ∈ [1, t]; also, let α 1 , α 2 , . . . , α t be non-negative integers such that t i=1 α i = n. If there exists an n × matrix A with ≥ 3 and entries from Z n satisfying the following properties:
(1) for each i ∈ [1, t], A has α i rows each of which sums to an element of order n i in Z n , (2) each column of A is a permutation of Z n , then OP t (C g [n]; (gn i ); (α i )) has a solution for any g ≥ with g ≡ (mod 2).
We end this section by recalling the following result proven in [21] which is here stated in a slightly different, but equivalent, form.
Lemma 2.3 ([21]
). Let Γ = {γ 1 , γ 2 , . . . , γ n } be an additive abelian group of order n, and let δ 1 , δ 2 , . . . , δ n be elements of Γ, not necessarily distinct, such that
In this section, by exploiting our preliminary results, we provide sufficient conditions for OP t (C g [n]; (gn i ); (α i )) to be solvable. Theorem 1.4. Let t ≥ 1 and let 1 ≤ n 1 < n 2 < · · · < n t ≤ n be odd integers such that n i is a divisor of n for each i ∈ [1, t]. Then OP t (C g [n]; (gn i ); (α i )) has a solution whenever g ≥ 3,
. . , δ n } be the list of elements of Z n defined as follows: set s 0 = 0, s i = i j=1 α j for every i ∈ [1, t], and let
for every i ∈ [1, t]. By recalling that n is odd, we have that δ si−1+1 , δ si−1+2 , . . . , δ si are all elements of Z n of order n i , and they sum to 0. It follows that the elements of ∆ sum to 0, and Lemma 2.3 guarantees the existence of two permutations Ψ and π of Z n such that Ψ(i) − i = δ π(i) for every i ∈ Z n . Now for each ∈ {3, 4}, let A be the n × matrix whose i-th row is either
according to whether = 3, or 4, respectively. It is not difficult to check that A 3 and A 4 satisfy the following conditions: (i) for each i ∈ [1, t], A 3 (resp., A 4 ) has α i rows each of which sums to an element of order n i ,
(ii) each column of A 3 (resp., A 4 ) is a permutation of Z n .
In other words, A 3 and A 4 satisfy the assumptions of Corollary 2.2 which guarantees the solvability of OP t (C g [n]; (gn i ); (α i )) whenever g ≥ 3.
We point out that Theorem 1.4 holds also when g = 2. In this case, C 2 [n] is taken to be the complete bipartite graph with parts of size n whose edges are taken with multiplicity two. This can be seen by following the proof of Theorem 1.4 but using the matrix Ψ(i) −i . Moreover, for any non-negative integer α we define the integer f (α) as follows:
Clearly, α = 3f (α) + ρ and f (α) ≡ α (mod 2).
The following result provides sufficient conditions for the existence of a solution to OP t (G; (gn i ); (α i )) for an arbitrary graph G.
Theorem 4.1. Let t ≥ 2, and let 1 ≤ n 1 < n 2 < · · · < n t ≤ n be odd integers such that n i is a divisor of n for each i ∈ [1, t]. Also, let G be a graph having a factorization into r C g [n]-factors with g ≥ 3. Then, OP t (G; (gn i ); (α i )) has a solution whenever the following conditions simultaneously hold:
Proof. Let n = 6q +ρ where ρ ∈ {3, 5, 7} and let F = {F 1 , F 2 , . . . , F r } be a factorization of G into r C g [n]-factors. We proceed by induction on r. If r = 1, the assertion follows from Theorem 1.4. Now, let r ≥ 2 and assume that the assertion holds for any graph having a factorization into r − 1 C g [n]-factors. It is enough to show that OP t (G; (gn i ); (α i )) is equivalent to a problem of the following form:
, where β j ∈ {2, 3} and
In fact, assuming this equivalence, we only need define β j s so that OP u (F 1 ; (N j ); (β j )) and OP u (G − F 1 ; (N j ); (β j − β j )) are solvable; it follows that the problem in (4.1), and hence, the original problem has a solution. We first assume (without loss of generality) that β j = 3 if and only if j ∈ [1, δ] and consider the following two cases:
2 ]; 0 otherwise; 2. if δ ∈ [r + 2q + 1, r(2q + 1)], we define β j as follows,
By Theorem 1.4, there exists a solution to OP u (F 1 ; (N j ); (β j )). It is not difficult to check that OP u (G − F 1 ; (N j ); (β j − β j )) satisfies all the assumption of this theorem, therefore, by the induction hypothesis, it is solvable.
We now show that OP t (G; (gn i ); (α i )) is equivalent to a problem of the form (4.1). We reorder the α i s so that the even α i s appear first. For every i ∈ [1, t] we define the quadruple of integers (γ 2i−1 , γ 2i , N 2i−1 , N 2i ) as follows:
It follows that γ 1 , γ 2 , . . . , γ 2t−d are even, whereas γ i = 3 for any i
is odd}| is the number of odd α i s. We point out that OP t (G; (gn i ); (α i )) is equivalent to OP 2t (G; (N i ); (γ i )); also, since by assumption
We proceed by defining a suitable partition (γ i1 , γ i2 , . . . , γ i,ti ) of the integer γ i such that
and note that ρ i ∈ {0, 2, 4}. Recall now that γ k = 3q k + ρ k is even, hence q k is even; also, r − r is even and q k ≥ r − r . Therefore, γ k = 3(r − r ) + 2y where y = 3(q k −r+r )+ρ k 2
. We now define a partition (γ i1 , γ i2 , . . . , γ i,ti ) of γ i as follows:
• if i = k, set t i = r − r + y and γ ij = 3 if j ∈ [1, r − r ]; 2 otherwise.
• if i ∈ [k + 1, 2t], set t i = q i + 2 and
Finally, for any i ∈ [1, 2t] and j ∈ [1, t i ] set N ij = N i and u = 2t i=1 t i . Clearly, the original problem OP 2t (G; (N i ); (γ i )) is equivalent to OP u (G; (N ij ); (γ ij )) where γ ij ∈ {0, 2, 3} and there are exactly r γ ij s equal to 3. By removing all pairs (N ij , γ ij ) with γ ij = 0, we obtain a problem of the form (4.1).
We finally consider the case where d ≥ r. As before, we define a partition (γ i1 , γ i2 , . . . , γ i,ti ) of the integer γ i as follows: and set N ij = N i for any j ∈ [1, t i ], and u = 2t i=1 t i . Clearly, the original problem OP 2t (G; (N i ); (γ i )) is equivalent to OP u (G; (N ij ); (γ ij )) where γ ij ∈ {2, 3} and there are exactly d γ ij s equal to 3. Since, d ≤ r(2q+1) by assumption, then OP u (G; (N ij ); (γ ij )) is of the form (4.1), and this completes the proof.
We now provide a result for the complete equipartite graph. (N 1 , N 2 , . . . , N t ) = 1.
Proof. We assume that t ≥ 2, since the case t = 1 is solved in Theorem 1.1. Now, set N = lcm(N 1 , N 2 , . . . , N t ) and g = gcd(N 1 , N 2 , . . . , N t ); also, let n i = N i /g, set n = lcm(n 1 , n 2 , . . . , n t ) and note that N = gn. By assumption, we have that each N i is a divisor of w, that is, N is a divisor of w, hence w = gnw for some integer w > 0. By Theorem 1.1, there exists a C g -factorization of K s [gw] with r C g -factors, where r = gw(s − 1)/2. By expanding each vertex of this factorization by n, we get a
We first assume that n ≥ 7. In this case, to solve
it is enough to show that conditions (1) - (4) = rn, and by exception (A) we have that α i ≥ 2 for every i ∈ [1, t]. Further,
and since n has at most n 3 distinct divisors, we have that n 3 ≥ t, hence r 2 n−2 6 + 1 ≥ t. Finally, we have that
and since n ≥ 7, it follows that
It is left to consider the cases where n ∈ {3, 5}. Since N i is a multiple of g and a divisor of gn, then N i ∈ {g, gn} for any i. By recalling that N 1 < N 2 < · · · < N t and t ≥ 2, we have that t = 2 and (N 1 , N 2 ) = (g, gn). Now, let α 2 = xn + y where x ≥ 0 and y ∈ [0, n − 1], and since α 2 ≥ 2 (exception (A)), then (x, y) = (0, 1). If y = 1, we apply Theorem 1.4 to fill x C g [n]-factors of F with a solution of OP 2 (C g [n]; g, gn; 0, n), one C g [n]-factor with a solution of OP 2 (C g [n]; g, gn; n − y, y), and the remaining r − x − 1 factors of F with a solution of OP 2 (C g [n]; g, gn; n, 0). Similarly, if y = 1, since x > 0 and r ≥ g ≥ 3 (exception (B)), we again apply Theorem 1.4 and fill x − 1 C g [n]-factors of F with a solution of OP 2 (C g [n]; g, gn; 0, n), one C g [n]-factor with a solution of OP 2 (C g [n]; g, gn; 1, n − 1), one C g [n]-factor with a solution of OP 2 (C g [n]; g, gn; n−2, 2), and the remaining r−x−1 factors of F with a solution of OP 2 (C g [n]; g, gn; n, 0).
We are now ready to prove the main result of this paper. Theorem 1.3. Let v ≥ 3 be odd, let 3 ≤ N 1 < N 2 < · · · < N t and set N = lcm (N 1 , N 2 , . . . , N t ) and g = gcd (N 1 , N 2 , . . . , N t ); also, let α 1 , α 2 , . . . , α t be positive integers. Then, OP t (v; (N i ); (α i )) has a solution if and only if N is a divisor of v and
Proof. By Theorem 1.2, if OP t (v; (N i ); (α i )) has a solution, then N is a divisor of v and
2 . We now show sufficiency and assume that t ≥ 2, since the case t = 1 is solved in Theorem 1.1. Let v = N s for a suitable odd integer s. By exception (IV), we have that s ≥ 3.
We first factorize
2 . Then, we apply Theorem 1.1 to fill G 0 with a C N k -factorization. Therefore, Theorem 4.2 guarantees the solvability of OP t (G 1 ; (N i ); (α i )) and the assertion is proven. N 2 , . . . , N t ), and let α 1 , α 2 , . . . , α t be positive integers. Then, OP t (v; (N i ); (α i )) has a solution whenever N is a divisor of v,
2 , and the following conditions are satisfied:
(1) α i = 1 for any i ∈ [1, t]; (2) gcd(N 1 , N 2 , . . . , N t ) ≥ 3; Proof. The case t = 1 is solved in Theorem 1.1, therefore, we let t ≥ 2. By condition (3) and considering that 2 . If we also take into account conditions (1) and (2), we have that all assumptions of Theorem 1.3 are satisfied, and the assertion follows.
Conclusions
This paper deals with the generalized Oberwolfach problem, denoted by OP t (v; N 1 , N 2 , . . . , N t ; α 1 , α 2 , . . . , α t ), which asks for a 2-factorization of the complete graph K v into α i copies of a C Ni -factor, for i ∈ {1, 2, . . . , t}. For a solution of this problem to exist, v must be odd, each N i must be a divisor of v, and i α i = v−1 This problem has been widely studied when t = 1 or 2. The case t = 1 represents the 'uniform' Oberwolfach problem which has been solved in 1989 [3] . When t = 2, this problem is known as the Hamilton-Waterloo problem. Although this version of the problem is still open, by using techniques similar to those adopted in this paper, the current authors were able to make significant progress in the challenging case where the cycle lengths are odd [12, 13] . This paper makes significant progress (Theorem 1.3) on the generalized Oberwolfach problem by showing that the above necessary conditions suffice whenever v > (t + 1)N , each α i is greater than 1, and g ≥ 3, where g = gcd (N 1 , N 2 , . . . , N t ) (Corollary 4.3) . This result and its stronger version (Theorem 1.3) rely on Theorem 1.4 which concerns the existence of a factorization of C g [n] into α i C gni -factors for i ∈ {1, 2, . . . , t} (that is, the generalized Oberwolfach problem over C g [n] ). Theorem 1.4 shows that the trivial necessary conditions suffice whenever g ≥ 3, and α i > 1 for each i. Clearly, removing this last condition from Theorem 1.4 would automatically yield a similar improvement of our main theorem.
More generally, we provide sufficient conditions (Theorem 4.1) for the solvability of the generalized Oberwolfach problem over an arbitrary graph G. As a consequence, we provide, with Theorem 4.2, a result for the complete equipartite graph, similar to those mentioned above.
