Abstract. Let M be an R-module. Consider the h-ary linear form Φ : M h
h i=1 ϕ i t i with nonzero coefficient sequence (ϕ 1 , . . . , ϕ h ) ∈ R h . For every subset A of M , define Φ(A) = {Φ(a 1 , . . . , a h ) : (a 1 , . . . , a h ) ∈ A h }.
For every subset I of {1, 2, . . . , h}, define the subsequence sum s I = i∈I ϕ i . Let S(Φ) = {s I : ∅ = I ⊆ {1, 2, . . . , h}} be the set of all nonempty subsequence sums of the sequence of coefficients of Φ. Let R × be the group of units of the ring R.
Theorem. Let Υ(t 1 , . . . , tg) = g i=1 υ i t i and Φ(t 1 , . . . , t h ) = h i=1 ϕ i t i be linear forms with nonzero coefficients in the ring R. If {0, 1} ⊆ S(Υ) and S(Φ) ⊆ R × , then for every ε > 0 and c > 1 there exist a finite R-module M with |M | > c and a subset A of M such that Υ(A ∪ {0}) = M and |Φ(A)| < ε|M |.
The problem
In this paper, a ring is a commutative ring R with multiplicative identity 1 R = 0. We denote the group of units in R by R × . Let M be an R-module. Consider the h-ary linear form Φ : M h → M defined by (1) Φ(t 1 , . . . , t h ) = h i=1 ϕ i t i with nonzero coefficients ϕ 1 , . . . , ϕ h ∈ R. For every subset A of M , the image of A under Φ is Φ(A) = {Φ(a 1 , . . . , a h ) : (a 1 , . . . , a h ) ∈ A h }.
In 1973, Haight [1] proved that for all positive integers h and ℓ there exist a positive integer m and a subset A of Z/mZ such that A − A = Z/mZ but the h-fold sumset hA omits ℓ consecutive congruence classes. Ruzsa [4] , refining Haight's method, recently proved that, for every positive integer h and every ε > 0, there exist a positive integer m and a subset A of Z/mZ such that A − A = Z/mZ and |hA| < εm.
Equivalently, for the linear forms Υ(t 1 , t 2 ) = t 1 − t 2 and Φ(t 1 , . . . , t h ) =
we have Υ(A) = Z/mZ and |Φ(A)| < εm.
It is an open problem to classify the pairs of linear forms (Υ, Φ) with the property that, for every ε > 0, there exist a finite R-module M and a subset A of M such that Υ(A) = M and |Φ(A)| < ε|M |.
A similar problem for binary linear forms was previously investigated by Nathanson, O'Bryant, Orosz, Ruzsa, and Silva [3] .
Results
The coefficients of the linear form Φ defined by (1) form a sequence (ϕ 1 , ϕ 2 , . . . , ϕ h ) ∈ R h . For every subset I of {1, 2, . . . , h}, we define the subsequence sum
For example, s ∅ = 0. The subsequence sum s I is nonempty if I = ∅. Let
be the set of all nonempty subsequence sums of the sequence of coefficients of Φ. Because s {i} = ϕ i , we have {ϕ 1 , . . . , ϕ h } ⊆ S(Φ).
Theorem 1. Let Υ and Φ be linear forms with nonzero coefficients in the ring R. If {0, u} ⊆ S(Υ) for some u ∈ R × and if S(Φ) ⊆ R × , then, for every ε > 0 and c > 1, there exist a finite R-module M with |M | > c and a subset A of M such that
The construction of the R-module M depends on the linear form Φ but not on the linear form Υ.
If R is a finite field, and in many other cases, the surjectivity condition (2) can be replaced with Υ(A) = M . The construction of the integer m and the set A depend on the linear form Φ but not on the linear form Υ.
For example, if Υ(t 1 , t 2 ) = t 1 − t 2 and Φ(t 1 , . . . , t h ) = h i=1 t i , then S(Υ) = {−1, 0, 1} and S(Φ) = {1, 2, . . . , h}. Thus, Υ and Φ satisfy conditions of Theorem 2. This gives Ruzsa's result. Similarly, the linear forms Υ(t 1 , t 2 ) = t 1 − t 2 and Φ(t 1 , t 2 ) = 2t 1 − t 2 satisfy the conditions of Theorem 2. The linear forms Υ(t 1 , t 2 ) = t 1 − t 2 and Φ(t 1 , . . . , t h ) = 2t 1 + h i=2 t i also satisfy the conditions of Theorem 2. This answers a question in [2] .
We can extend Theorems 1 and 2 to sets of three or more linear forms. For k ∈ {1, . . . , K}, let
be a linear form in h k variables with nonzero coefficients in R. The sum of these linear forms is the linear form χ = K k=1 Φ k defined by
Thus, χ is a linear form in K k=1 h k variables with nonzero coefficients in R. Theorem 3. Let Υ 1 , . . . , Υ J , and Φ 1 , . . . , Φ K be linear forms with nonzero coefficients in a ring R, and let χ = 
Surjectivity conditions
The following result gives the surjectivity parts of Theorems 1 and 3.
be a g-ary linear form with nonzero coefficients in R such that there exist nonempty subsets I and J of {1, 2, . . . , g} with s I = 0 and s J ∈ R × . Let M be an R-module, let f : M → M be a function, not necessarily an R-module homomorphism, and let
If R is a field and M is a vector space over R, then
Proof. Because s J ∈ R × , we can define the linear form
where υ
J υ i for i ∈ {1, . . . , g}. We have the subsequence sums
Because s J is a unit in R, we have Υ ′ (A) = M if and only if Υ(A) = M . Therefore, we can assume that s J = 1.
For x ∈ M , let
We obtain
, then we can choose I = {1, . . . , g} and J = {1}. If υ * = 0, then υ * ∈ R × and we can choose I such that s I = 0 and J = {1, . . . , g}. In both cases, I ∪ J = {1, . . . , g} and Υ(A) = M . This completes the proof.
The following result gives the surjectivity parts of Theorems 2 and 4.
be a g-ary linear form with nonzero integer coefficients such that 0 ∈ S(Υ). Let m be a positive integer such that gcd(s, m) = 1 for all s ∈ S(Υ) \ {0}. For every function f : Z/mZ → Z/mZ, the set
Proof. Let
If υ * = 0, let I = {1, 2, . . . , g} and let J = {1}. Then s I = υ * = 0 and
. . , g} and let I be a subset of {1, 2, . . . , g} such that s I = 0. Then s I = 0 and s J = υ * = 0. In both cases, we have s I = 0, s J = 0, and I ∪ J = {1, 2, . . . , g}. Because gcd(s J , m) = 1, it follows that s J is a unit in the ring R = Z/mZ. With M = Z/mZ, we have Υ(A) = Z/mZ by Lemma 1.
Admissible pairs of functions
Consider the linear form
with coordinate sequence (ϕ 1 , . . . , ϕ h ) ∈ R h . Let M be an R-module, let f : M → M be a function, and let
This representation of w by the linear form Φ has level ℓ if
Note that an element w ∈ Φ(A) can have many representations. For example, if R = Z, M = Z/10Z, and Φ = t 1 + t 2 + t 3 , then 9 = Φ(3, 3, 3) = Φ(1, 4, 4) = Φ (2, 3, 4) are representations of 9 of levels 1,2, and 3, respectively. Let w ∈ Φ(A) have the representation (5) of level ℓ, and let
For j = 1, . . . , ℓ, let
is a partition of {1, 2, . . . , h} into ℓ pairwise disjoint nonempty sets. Moreover,
For j = 1, . . . , ℓ, we define the subsequence sums
and obtain
where the functions
are defined by
Conversely, let {1, 2, . . . , h} = I 1 ∪ I 2 ∪ · · · ∪ I ℓ be a partition of {1, 2, . . . , h} into ℓ pairwise disjoint nonempty sets, and let I j,0 and I j,1 be subsets of I j such that
Let {y 1 , . . . , y ℓ } be a subset of M of cardinality ℓ. The functions α, β : M → S(Φ) ∪ {0} defined by (6) and (7) form an admissible pair (α, β) of functions of level ℓ with support {y 1 , . . . , y ℓ }. If we define
where A(M, f ) is the subset of M defined by (4). Thus, every admissible pair of functions (α, β) with support {y 1 , . . . , y ℓ } in M determines a unique element w ∈ Φ(A(M, f )).
′ n be finite R-modules, and let
Define the R-linear projection π 0 :
commutes. Equivalently,
Let Φ : M h → M be the h-ary linear form defined by
with nonzero coefficients ϕ 1 , . . . , ϕ h ∈ R. Then
If w ∈ Φ(A) is represented by the admissible pair of functions (α, β) on M , then π 0 (w) is represented by the admissible pair of functions (α * , β * ), defined by
for all x 0 ∈ M ′ 0 . If (α, β) has level ℓ and support {y 1 , . . . , y ℓ }, then (α * , β * ) has level ℓ * ∈ {1, . . . , ℓ} and support {z 1 , . . . , z ℓ * } = {π 0 (y 1 ), . . . , π 0 (y ℓ )}.
Proof. If w ∈ Φ(A) is represented by the admissible pair (α, β), then
and so
Associated with the admissible pair (α, β) are the partitions {1, . . . , h} = I 1 ∪ · · · ∪ I ℓ and I j = I j,0 ∪ I j,1 .
where ℓ * ∈ {1, 2, . . . , ℓ} and the elements z 1 , . . . , z ℓ * are distinct. For k ∈ {1, . . . , ℓ * }, we define and I * k,0 ∩ I * k,1 = ∅. We construct an admissible pair of functions (α,β) from M 0 into S(Φ) ∪ {0} with support {z 1 , . . . , z ℓ * } as follows:
For k ∈ {1, . . . , ℓ * }, we havê
and soα
for all x 0 ∈ M 0 . Therefore, π 0 (w) ∈ Φ(A 0 ), and (α * , β * ) is an admissible pair of functions on M ′ 0 of level ℓ * and with support {z 1 , . . . , z ℓ * }. This completes the proof.
Proof of Theorem 1: The initial step
Let ℓ ∈ {1, 2, . . . , h}. For the h-ary linear form
with nonzero coefficients ϕ i ∈ R and for a subset A of an R-module M , we define Φ (ℓ) (A) = {w ∈ Φ(A) : w has a representation of level at most ℓ}.
We have
Let ε > 0, and choose ε 1 , . . . , ε h such that
For all ℓ ∈ {1, 2, . . . , h}, we shall construct a finite R-module M ℓ and a function f ℓ : M ℓ → M ℓ such that the set
The proof is by induction on ℓ. We begin with the case ℓ = 1 and the construction of the module M 1 and the function f 1 :
Note that w ∈ Φ (1) (A) if and only if there exist x ∈ M and (λ 1 , . . . , λ h ) ∈ {0, 1} h such that
and
For all s ∈ S(Φ) ∪ {0}, let M ′ s be a finite R-module such that
and let
Note that the construction of the finite module M 1 depends only on the set of subsequence sums of the linear form Φ, and not on the linear form Υ.
Consider the function f 1 :
If w ∈ Φ (1) (A), then there exist x ∈ M 1 and s I ∈ S(Φ) ∪ {0} such that
For all s ∈ S(Φ) ∪ {0}, we have
Choosing s = s I , we obtain π sI (w) = 0. Thus, every element w ∈ Φ (1) (A) has at least one zero coordinate.
For every s I ∈ S(Φ) ∪ {0}, the number of elements x ∈ M 1 with π sI (x) = 0 is
and so the number of elements x ∈ M 1 with π sI (x) = 0 for some
This completes the initial step of the induction.
Proof of Theorem 1: The inductive step
Assume that ℓ ∈ {1, 2, . . . , h − 1} and that there exist a finite R-module M ℓ and a function f ℓ : M ℓ → M ℓ such that the set
is the set of all w 0 ∈ Φ(A ℓ ) that have a representation of level at most ℓ.
For every w 0 ∈ Φ(A ℓ ), there is an admissible pair of functions (α, β) of level at most h such that
Let n be the number of pairs of admissible functions on M ℓ of level exactly ℓ + 1. We denote these pairs by (α i , β i ) for i = 1, . . . , n.
Let
If the module M ℓ depends only on the linear form Φ, then the module M ℓ+1 also depends only on Φ and not on U psilon. For x = (x 0 , x 1 , . . . , x n ) ∈ M ℓ+1 and i ∈ {0, 1, . . . , n}, we define the projection
. For i ∈ {1, . . . , n}, we construct the function
In this case, let
Define the function f ℓ+1 :
The diagram
commutes. As usual, we consider the set
There is an admissible pair of functions (α, β) of level at most ℓ + 1 such that
Applying Lemma 3 with
, and f 0 = f ℓ , we obtain an admissible pair of functions (α
If the admissible pair (α * , β * ) has level ℓ * = ℓ + 1, then (α * , β * ) = (α i , β i ) for some i ∈ {1, . . . , n}. Moreover, the admissible pair (α, β) must also have level ℓ + 1. If {y 1 , . . . , y ℓ+1 } is the support of (α, β) in M ℓ+1 , then {z 1 , . . . , z ℓ+1 } = {π 0 (y 1 ), . . . , π 0 (y ℓ+1 )} is the support of π 0 (w) in M ℓ . This implies that for each z j ∈ {z 1 , . . . , z ℓ+1 } there is a unique n-tuple (x 1,j , . . . ,
Therefore, α i (z j ) = α(y j ) and
for all j ∈ {1, . . . , ℓ + 1. We have
The number of elements
If w ∈ Φ (ℓ+1) (A ℓ+1 ), then either π 0 (w) ∈ Φ (ℓ) (A ℓ ) or π i (w) = 0 for some i ∈ {1, 2, . . . , n}, and so
This completes the induction and the proof of Theorem 1.
Proof of Theorem 2
As usual, if c is a positive integer, then in the ring R we denote c · 1 R by c and
In the statement of Theorem 2, the sequences of nonzero integral coefficients of the linear forms Υ and Φ satisfy 0 ∈ S(Υ) and 0 / ∈ S(Φ). There is an infinite set M of positive integers m such that gcd(s, m) = 1 for all s ∈ S(Υ) \ {0} and for all s ∈ S(Φ). It follows that if m ∈ M and R = Z/mZ, then S(Φ) ⊆ R × . Moreover, every coefficient of Υ is a unit in R, and so {0, u} ⊆ S(Υ) for some u ∈ R × . The proof of Theorem 2 is essentially the same as the proof of Theorem 1. In the initial step of the inductive proof of Theorem 1, which was the case ℓ = 1, we constructed a module Let
We again use formulae (9) and (10) to construct the functions g s :
Similarly, in the inductive step, we start with the module M ℓ = Z/m ℓ Z and a function f ℓ : M ℓ → M ℓ . Choosing a set {m 
We complete the proof by constructing functions g i and f ℓ+1 exactly as in the proof of Theorem 1.
Proof of Theorems 3 and 4
To prove Theorem 3, we consider the linear form χ = K k=1 Φ k . Applying Theorem 1, we obtain a finite R-module M and a subset A of M such that
For every a * ∈ A and k ∈ {1, . . . , K}, we have
For all j ∈ {1, . . . , J} we have {0, u j } ⊆ S(Υ j ) for some u j ∈ R × , and so Υ j (A) = M . This completes the proof of Theorem 3.
Using the same argument, we deduce Theorem 4 from Theorem 2.
Open problems
For every prime number p and positive integer n, let F p n be the finite field with p n elements. Let R = Z or F p n . Let Υ be a g-ary linear form with nonzero coefficients in R and with 0 ∈ S(Υ). Let Φ be an h-ary linear form with nonzero coefficients in R and with 0 / ∈ S(Φ). Let ε > 0. We say that a finite R-module M has property (Υ, Φ, ε) if M contains a subset A such that Problem 3. Let p be prime number. Does there exist a positive integer n such that the finite field F p n has property (Υ, Φ, ε)? Does the finite field F p n have property (Υ, Φ, ε) for infinitely many n, or for all sufficiently large n?
Problem 4. The linear forms Υ = t 1 −t 2 and Φ = 2t 1 −t 2 are an interesting special case. We have 0 ∈ S(Υ) = {−1, 0, 1} and 0 / ∈ S(Φ) = {−1, 1, 2}. Let ε = 1/2. Compute the smallest integer m such that a subset A of M = Z/mZ satisfies (11). If m is a positive integer such that there exists A ⊆ Z/mZ satisfying (11), compute the size of the largest set A that satisfies (11).
Problem 5. Haight [1] applied his congruence theorem to construct a set E of positive real numbers such that E − E = R but the sumset hE has zero Lebesgue measure for all positive integers h. Let Φ(t 1 , t 2 ) = 2t 1 − t 2 . Does there exist a set E of positive real numbers such that E − E = R but the set Φ(E) has zero Lebesgue measure?
The next problem is suggested by the following result.
Lemma 4. Let M 1 , . . . , M n be finite R-modules. If M j has property (Υ, Φ, ε j ) for all j = 1, . . . , n, then the R-module M 1 ⊕ · · · ⊕ M n has property (Υ, Φ, ε 1 · · · ε n ).
Proof. For j = 1, . . . , n, let A j be a finite subset of M j such that Υ(A j ) = M j and |Φ(A j )| < ε|M j |. Let x = (x 1 , . . . , x n ) ∈ M 1 ⊕· · ·⊕M n , and let (a 1,j , . . . , a g,j ) ∈ A g j satisfy x j = Υ(a 1,j , . . . , a g,j ) = g i=1 υ i a i,j .
Let A = A 1 ⊕ · · · ⊕ A n . We have (x 1 , . . . , x n ) = (Υ(a 1,1 , . . . , a g,1 ) , . . . , Υ(a 1,n , . . . , a g,n )) = g i=1 υ i a i,1 , . . . , This completes the proof.
Problem 6. Suppose that the finite R-modules M 1 and M 2 have property (Υ, Φ, ε). Does there exist ε ′ > 0 (with ε ′ depending only on ε) such that the tensor product M 1 ⊗ M 2 has property (Υ, Φ, ε ′ )?
