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Generating HMM : EGH)を提案した [9]．さらに，エピソードの頻度の大小関係とその
エピソードに対応するEGHがそのイベント列を出力する確率の大小関係が一致するとい































































Σ+ = Σ∗ \ {ϵ}とする．
定義 1 (隠れマルコフモデル). Σを記号集合，Sを状態の集合とし，(Σ, S)上で
A : S × S → [0, 1],
B : S × Σ→ [0, 1],
π : S → [0, 1]
と定義される関数の組 Λ = (A,B, π) を隠れマルコフモデル (Hidden Markov Model
:HMM)と定義する．ここで，A,B, πが確率となるために，∀s ∈ Sに対して,
∑
t∈S A(s, t) =
1, ∀s ∈ Sに対して,
∑
c∈Σ B(s, c) = 1,
∑
s∈S π(s) = 1である．
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A(s, t)は状態 sから状態 tへ遷移する確率，B(s, c)は状態 sで記号 cを出力する確率，
π(s)は初期状態が sとなる確率である．
簡単のために状態に番号を付け，状態をその番号で表し，関数A,B, πも次のように表
す．aijは状態 iから状態 jへ遷移する確率，bi(c)は状態 iで記号 cを出力する確率，πiは
初期状態が iとなる確率である．HMM Λが状態系列 q = q0q1 . . . ∈ S∗を取りながら記号
列 o = o0o1 . . . ∈ Σ∗を出力する確率 P (o, q|Λ)は次式で表される．














生成隠れマルコフモデル (Episode Generating Hidden markov model :EGH) [9]の定義と
性質を紹介する．
2.2.1 部分列エピソード
定義 3 (部分列エピソード). イベントαi ∈ Σ (i = 0, 1, . . . , N − 1)の列α = α0 → α1 →
· · · → αN−1 を部分列エピソードと呼ぶ．
エピソードを構成する各 αiをノードと呼び，ノードの数N をノード数と呼ぶ．例え
ば，部分列エピソード α = a→ b→ cのノード数は 3である．




定義 5 (エピソードの出現). イベント列 o = o0o1 · · · o|o|−1と部分列エピソードα = α0 →
α1 → · · · → αN−1 において，∀k ∈ {0, 1, · · · , N − 1}に対して oik = αk となる整数
i0 < i1 < · · · < iN−1が存在するとき，部分列エピソード αがイベント列 oに出現すると
いい，i = (i0, i1, . . . , iN−1)を出現位置と呼ぶ．
イベント列 oに出現する部分列エピソードαのすべての出現位置の集合をOCCo(α)と
表す．
定義 6 (オーバーラップなし出現). イベント列 oにおける部分列エピソード αの 2つの
出現位置
i = (i0, i1, · · · , iN−1)と j = (j0, j1, · · · , jN−1)において，iN−1 < j0または jN−1 < i0なら
ば 2つの出現は互いにオーバーラップなしといい，i on jと記述する．
本論文では，互いにオーバーラップしない出現のみを考える．
定義 7 (エピソードの頻度). イベント列 oにおける部分列エピソード αの頻度 fo(α)を
fo(α) = max
occ⊆OCCo(α)










定義 8 (Episode Generating HMM). エピソード状態の集合 Se = {s0, s1, . . . , sN−1} とノ
イズ状態の集合 Sn = {t0, t1, . . . , tN−1} (ただし，Se ∩ Sn = ∅) に対し S = Se ∪ Snとす
7
図 2.1: イベント集合Σ = {a, b, c, d}上のエピソードα = a→ b→ cに対するEGH．例
えば，エピソード状態 s0から確率 1− ηでエピソード状態 s1に，確率 ηでノイズ状態 t0
に遷移する．また，エピソード状態 s0, s1, s2に移ったときに確率 1でそれぞれ a,b,cを
出力する．同様にノイズ状態 t0, t1, t2に入ったときには a,b,c,dの中から 1イベントを
等確率つまり 1/4で出力する．したがって，状態系列 q = t2s0s1t1t1s2t2s0t0という状態遷
移を行うときに，例えば dabadcbadや cabdacaabといったイベント列を生成する．
る．イベント集合Σとの組 (S, Σ)上で定義されるHMM Λ = (A,B, π)について，各関数
がエピソード α = α0 → α1 → · · · → αN−1とノイズパラメータ η ∈ [0, 1] によって次のよ
8
うに表せるとき，このHMMをEpisode Generating HMM (EGH)と呼ぶ．
A(s, t) =

η (s = si ∈ Se, t = ti ∈ Snのとき)
η (s = t = ti ∈ Snのとき)
1− η
 s = si ∈ Se,
t = s(i+1)mod N ∈ Seのとき

1− η
 s = ti ∈ Se,






|Σ| (s ∈ Snのとき)




η (s = tN−1 ∈ Snのとき)




決まるのでΛ = (α, η)と表す．特にEGHに対応しているエピソードの違いを明確にする
必要のある場合にはΛαと表す．ここでHMMと同様にEGH Λが状態系列 qをとりなが
らイベント列 oを出力する確率を考える．エピソード状態に遷移してそのイベントを出
力する確率は (1− η) · 1，ノイズ状態に遷移してそのイベントを出力する確率は η · 1|Σ| で
あるので，式 (2.1)にEGHの各関数を当てはめると，状態系列 q 中のエピソード状態の
数 e(q)とノイズ状態の数 n(q)を用いて次のようになる．






ただし，π(q0) > 0であり，∀i ∈ {1, 2, · · · , |q|−1}に対して，A(qi−1, qi) > 0かつB(qi, oi) >
0である場合，つまり状態系列 qを取りながらイベント列 oを出力できる場合である．そ











をもつ EGH Λα, Λβにおいて，

















する確率 P (o0:t|Λ)は動的計画法 [13, 14]で求めることができる．時刻 tまでの観測イベ
ント列 o0:tとHMM Λが与えられたとき時刻 tでのHMMの状態を stとして，時刻 t + 1
でイベント e ∈ Σが観測される確率は次のように表せる．
命題 1.
P (ot+1 = e|o0:t, Λ) =
∑
st+1∈S
P (ot+1 = e|st+1, Λ)
∑
st∈S
P (st+1|st, Λ)P (st|o0:t, Λ) (2.2)
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証明.
















P (ot+1 = e|st+1, Λ)
∑
st∈S




P (ot+1 = e|st+1, Λ)
∑
st∈S




P (ot+1 = e|st+1, Λ)
∑
st∈S
P (st+1|st, Λ)P (st|o0:t, Λ) (∵マルコフ性により)
式 2.2を見てみると P (ot+1 = e|st+1, Λ)の項はHMMの出力確率，P (st+1|st, Λ)の項は
HMMの遷移確率である．P (st|o0:t, Λ)の項は次の漸化式で求めることができる．
命題 2.
P (st|o0:t, Λ) =
∑
st−1∈S





















































































で P (o, q|Λ)は最大値をとる．
よって，EGHを用いたイベント列予測を行うときにはより高頻度のエピソードを使い，







定義 9 (VLDCエピソード). イベント列 αi ∈ Σ+(i = 0, 1, . . . , N − 1)の列 α = α0 →
α1 → · · · → αN−1 をVariable Length Don’t Care (VLDC)エピソードという．
定義 10 (同形). 2つの VLDCエピソード α, βについて，ノード数が等しくかつ |αi| =
|βi| (i = 0, 1, ..., N − 1)であるとき，αと βは同形であるという．
部分列エピソードと同じくイベント列におけるVLDCエピソード出現と頻度を考える．
定義 11 (エピソードの出現). イベント列 o = o0o1 · · · o|o|−1 と VLDCエピソード α =
α0 → α1 → · · · → αN−1において，∀k ∈ {0, 1, · · · , N − 1}に対して
oi2koi2k+1oi2k+2 · · · oi2k+1 = αk となる非負整数 i0 ≤ i1 < i2 ≤ i3 < · · · < i2N−2 ≤
i2N−1 が存在するとき，VLDC エピソード α がイベント列 o に出現するといい，i =











|Σ| (s ∈ Sn, c ∈ Σ
1のとき)









従来の EGHであるといえる．EGHと同様にVLDC EGH Λが状態系列 qをとりながら
イベント列 oを出力する確率は








補題 1. VLDC EGH Λαが状態系列 qを取りながらイベント列 oを出力するとき，イベ
ント列の長さ |o|は次のように表せる．




|α(i mod N)| − 1
)
証明. 状態系列 qのノイズ状態で出力するイベント数の総和をEn(q)，状態系列 qのエピ
ソード状態で出力するイベント数の総和をEe(q) とすると，|o| = En(q) + Ee(q)である．
ノイズ状態で出力されるイベント列の長さは 1であるのでEn(q) = n(q)である．補題の
前提条件より，エピソード状態で出力されるイベント列は
























|α(i mod N)| − 1
)
とする．






であるVLDC EGH Λαとイベント列 oにお
いて，P (o, q|Λα)は e(q)に関して単調増加する．つまり，
e(q) < e(q′)⇒ P (o, q|Λα) < P (o, q′|Λα)
が成り立つ．
証明.





























































以上より，0 < η <
|Σ|
|Σ|+ 1
のとき，P (o, q|Λα)は e(q)に単調増加する．





証明. q∗Λα = argmax
q
P (o, q|Λα)なので，補題 2より明らか．







をもつVLDC EGH Λα, Λβにおいて，それぞれ状態
系列 qα, qβを取りながらイベント列 oを生成するとき，
e(qβ) < e(qα)⇔ P (o, qβ|Λβ) < P (o, qα|Λα)
e(qβ) = e(qα)⇔ P (o, qβ|Λβ) = P (o, qα|Λα)
が成り立つ．
証明. P (o, qβ|Λβ)と P (o, qα|Λα)の関係を以下の 3つの場合に分けて考える．


















|α(i mod N)| − 1
)
∵ e(qβ) < e(qα),∀i.|α(i mod N)| − 1 ≥ 0
= Γα,qα (3.2)
式 (3.1)より
























Γβ,qβ ≤ Γα,qα , e(qβ) < e(qα)
= P (o, qα|Λα)
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∴ e(qβ) < e(qα)⇒ P (o, qβ|Λβ) < P (o, qα|Λα)．
2) e(qβ) > e(qα)のとき
1)と同様に
e(qβ) > e(qα)⇒ P (o, qβ|Λβ) > P (o, qα|Λα)
3) e(qβ) = e(qα)のとき
式 (3.2)と同様に Γβ,qβ = Γα,qα となる．よって式 (3.1)より P (o, qβ|Λβ) = P (o, qα|Λα)
∴ e(qβ) = e(qα)⇒ P (o, qβ|Λβ) = P (o, qα|Λα)
ここで 2),3)より
e(qβ) ≥ e(qα)⇒ P (o, qβ|Λβ) ≥ P (o, qα|Λα)
であり，この対偶をとって
e(qβ) < e(qα)⇐ P (o, qβ|Λβ) < P (o, qα|Λα)
となる．
また，1),2)より
e(qβ) ̸= e(qα)⇒ P (o, qβ|Λβ) ̸= P (o, qα|Λα)
となる．この対偶をとって
e(qβ) = e(qα)⇐ P (o, qβ|Λβ) = P (o, qα|Λα)







をもつVLDC EGH Λα, Λβにおいて，











N · fo(α) ≤ e(q∗Λα) ≤ N · fo(α) + N − 1,
N · fo(β) ≤ e(q∗Λβ) ≤ N · fo(β) + N − 1
よって，
fo(β) < fo(α)
⇔ fo(β) + 1 ≤ fo(α) ∵頻度は整数
⇔ Nfo(β) + N − 1 ≤ Nfo(α)− 1 < Nfo(α)






⇒ Nfo(β) < Nfo(α) + N − 1
⇔ fo(β) < fo(α) +
N − 1
N




Λα)⇔ P (o, q
∗
Λβ
|Λβ) < P (o, q∗Λα |Λα)
となる．よって (1)(2)は成り立つ．




定理 4. VLDCエピソードα, βに対応し，等しい値のノイズパラメータをもつVLDC EGH Λα,
Λβがそれぞれ状態系列 qα, qβを取りながらイベント列 oを生成するとき，
Ee(qβ)− µ · e(qβ) < Ee(qα)− µ · e(qα)
⇔ P (o, qβ|Λβ) < P (o, qα|Λα)
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が成り立つ．ここで，µ = log(1−η)





















(1− η)e(qα)−e(qβ) > 1





+ (e(qα)− e(qβ)) log (1− η) > 0











⇔ (Ee(qα)− Ee(qβ)) > (e(qα)− e(qβ)) µ







データ圧縮手法の一つに部分照合予測 (Prediction by Partial Matching :PPM) [4]
がある．PPMでは文脈に応じて次に現れるイベントの確率分布を用い，これを有限文脈
モデルと呼ぶ．この確率分布をもとに算術符号 [5, 15]で圧縮を行う．
定義 13 (文脈). イベント集合Σ上のイベント列 o = · · · o−2o−1o0o1o2 · · · ∈ Σ∗において，
イベント列 ot−mot−(m−1) · · · ot−1 (m ≥ 1)を otの長さmの文脈と呼ぶ．特に空イベント
列のことは長さ 0の文脈と呼ぶ．
定義 14 (文脈予測). イベント eとその文脈 cの組 (c, e)を文脈予測と呼ぶ．
定義 15 (文脈予測の出現). 文脈予測 (c, e)の文脈とイベントを連結したイベント列 p0:|c| =
ceがイベント列 oに対して ∃t,∀i ∈ {0, 1, · · · , |c|}, pi = ot+iとなるとき，イベント列 oに
文脈予測 (c, e)が出現するといい，tを出現位置，相異なる出現位置 tの個数を出現回数
と呼ぶ．
例えば，イベント集合Σ = {a, b, c}上のイベント列 aabaacaabcabacaaに対して長さ
2の文脈を考えると，このイベント列の次に来るイベントの文脈は aaである．イベント
















method B [4]，method C [12]，method D [6]，method P [17]，method X [17] などが提
案されている．代表的なmethodであるmethod C の定義を以下に示す．
定義 16 (method C [12]). イベント列 o0:tに続くイベント ot+1が文脈 cをもつとき，次の
ような確率分布をmethod Cと呼ぶ．





e′ ke′ + u
(ot+1 = e ̸=エスケープ)
u∑














定義 17 (文脈予測確率). 考慮する文脈長の最大値をMとする．イベント集合Σ上のイベ
ント列o0:tに続くイベントot+1の長さmの文脈を cmとする．文脈予測 (cm, e)がo0:t中に出
現する回数をkeとする．Σm = {e | (cm, e)が o0:tに出現する．}，nm =
∑
e∈Σm\Σm+1 ke (0 ≤
m < M)，nM =
∑






(m = M, ot+1 = e ∈ ΣM)
ke
nm + um
(0 ≤ m < M, ot+1 = e ∈ Σm \ Σm+1)
um
nm + um
PM(ot+1|cm−1) (0 ≤ m ≤M, ot+1 /∈ Σm)
1
|Σ \ Σ0|





割り当てるために必要となる．例えばイベント集合Σ = {a, b, c, d, r, s, t}上のイベント
列 abracadabraにおいて文脈予測出現回数と確率の割り当て方は表 4.1のようになる．
イベント列 abracadabraに続くイベントの予測確率を式 4.1 に従って計算すると次の
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表 4.1: イベント集合Σ = {a, b, c, d, r, s, t}上のイベント列 abracadabraに対する文脈
予測出現回数と確率
文脈長m = 3
(cm, e) ke or um P3
(abr , a) 2 2/5
(abr , esc) 3 3/5
(bra , c) 1 1/4
(bra , esc) 3 3/4
(rac , a) 1 1/4
(rac , esc) 3 3/4
(aca , d) 1 1/4
(aca , esc) 3 3/4
(cad , a) 1 1/4
(cad , esc) 3 3/4
(ada , b) 1 1/4
(ada , esc) 3 3/4
(dab , r) 1 1/4
(dab , esc) 3 3/4
文脈長m = 2
(cm, e) ke or um P2
(ab , r) 2 2/5
(ab , esc) 3 3/5
(ac , a) 1 1/4
(ac , esc) 3 3/4
(ad , a) 1 1/4
(ad , esc) 3 3/4
(br , a) 2 2/5
(br , esc) 3 3/5
(ca , d) 1 1/4
(ca , esc) 3 3/4
(da , b) 1 1/4
(da , esc) 3 3/4
(ra , c) 1 1/4
(ra , esc) 3 3/4
文脈長m = 1
(cm, e) ke or um P1
(a , b) 2 1/3
(a , c) 1 1/6
(a , d) 1 1/6
(a , esc) 2 1/3
(b , r) 1 1/4
(b , esc) 3 3/4
(c , a) 1 1/4
(c , esc) 3 3/4
(d , a) 1 1/4
(d , esc) 3 3/4
(r , a) 2 2/5
(r , esc) 3 3/5
文脈長m = 0
(cm, e) ke or um P0
( , a) 5 5/12
( , b) 2 1/6
( , c) 1 1/12
( , d) 1 1/12
( , r) 2 1/6
( , esc) 1 1/12
文脈長m = −1
(cm, e) ke or um P−1
( , a) 1 1/7
( , b) 1 1/7
( , c) 1 1/7
( , d) 1 1/7
( , r) 1 1/7
( , s) 1 1/7









































































































いまたは弱いと感じる人もいるはずである．世界じゃんけん協会 (the World Rock Paper












































トリボナッチ文字列とは Σ = {a, b, c}上で Tn = Tn−1Tn−2Tn−3, T3 = abac, T2 =






















































定義 18 (2選択肢問題). 2つの選択肢があり，どちらか一方の選択肢が正解で他方は不
正解となる問題を 2選択肢問題と呼ぶ．
定理 5 (多数決の定理). 2選択肢問題に対して 2つの選択肢のうちどちらかを選択し，確





pAn = p (p = 0, 1/2, 1)
pAn < p (0 < p < 1/2)
pAn > p (1/2 < p < 1)
証明. pAn は n体のエージェントの半数以上が正解する確率である．よって自然数m(≥ 1)
30
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nCk = nCn−k (6.4)






nCn−k (変数変換 k ← n− k) (6.6)
fn(p) ≡ pAn − p (6.7)
帰納法を用いて証明を行う．
1) n = 3のとき
f3(p) = 3C0p
3 + 3C1p
2(1− p)− p = −2p3 + 3p2 − p = p(1− p)(2p− 1)
= 0 (p = 0, 1/2, 1のとき)
< 0 (0 < p < 1/2のとき)
> 0 (1/2 < p < 1のとき)
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n−k(1− p)k + 1
2
nCmp





n−k(1− p)k + pn + 1
2
nCmp




(n−1Ck + n−1Ck−1) p
n−k(1− p)k + pn + 1
2
nCmp





























































n−1−k(1− p)k − p
= pAn−1 − p (∵式 6.3, n = 2m)
∴ fn(p) = fn−1(p) (6.8)
= 0 (p = 0, 1/2, 1のとき)
< 0 (0 < p < 1/2のとき)
> 0 (1/2 < p < 1のとき)
(∵帰納法の仮定より)
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(n−1Ck + n−1Ck−1) p
























































(∵式 6.3, n = 2m− 1)
33









= 0 (p = 0, 1/2, 1のとき)







2 ⌉ = 0
< 0 (0 < p < 1/2のとき)







2 ⌉ < 0
> 0 (1/2 < p < 1のとき)












また、この定理の証明中の式 (6.8, 6.9)から確率 pの値に応じてエージェントの数 nが
大きいほど pAn が大きくなったり小さくなったりすることが分かる．よって次のことが予
想できる．





1/2 (p = 1/2のとき)
0 (0 ≤ p < 1/2のとき)
1 (1/2 < p ≤ 1のとき)




定義 19 (k選択肢問題). k個の選択肢があり唯一つの選択肢が正解で他は不正解となる
問題を k選択肢問題と呼ぶ．
34
n = 4 n = 10 n = 50
n = 100 n = 200 n =∞
図 6.1: pAn．n = 4, 10, 50, 100, 200のグラフと n→∞の予想グラフ．横軸 p，縦軸 pAn で
ある．








予想 2 (k選択肢問題に対する多数決エージェントの正解確率に関する予想). k選択肢問
題において互いに独立して選択肢を選び，確率 pで正解するエージェントが n(≥ 3)体い
35
る．この n体のエージェントを使う多数決エージェントAの正解確率を pAk,nとすると，
pAk,n = p (p = 0, pc, 1)
pAk,n < p (0 < p < pc)
pAk,n > p (pc < p < 1)



























(1) EGH(a→b→c, η = 0.2) (2) EGH(a→b→c, η = 0.4)
(3) EGH(a→b→c, η = 0.6) (4) EGH(a→b→c, η = 0.8)












エピソードが a→b→cの EGHが出力した長さ 400のイベント列に対して予測を行い勝
率を計算すると表 7.1，図 7.2のようになった．
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表 7.1: EGH予測エージェント (エピソード a→b→c)(A)によるエピソード a→b→cの
EGH(B)が出力した長さ 400のイベント列に対する予測性能，予測方法に関する比較．
Aの勝率 B:η =0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
A:静的予測方法 η = 0.5(固定) 1.000 0.957 0.912 0.876 0.770 0.693 0.635 0.566 0.571 0.496 0.492
A:適応的近似予測方法 1.000 0.957 0.915 0.879 0.768 0.692 0.640 0.570 0.578 0.501 0.468
A:適応的精密予測方法 1.000 0.957 0.915 0.879 0.769 0.692 0.637 0.568 0.578 0.500 0.472







Rock, Scissors, Paperそれぞれの手を出す確率が (Pr, Ps, Pp) = (p, 1/3, 2/3− p) (p =
1/15, 2/15, 3/15, 4/15, 5/15) の確率的選択エージェントとエピソードが a→b→cであり，




表 7.2: EGH予測エージェント (エピソード a→b→c)(A)と確率的選択エージェント
(p, 1/3, 2/3− p)(B)の対戦 400戦におけるEGH予測エージェントの予測性能，予測方法
に関する比較．
Aの勝率 (10回平均) B: p=1/15 p=2/15 p=3/15 p=4/15 p=5/15
A:静的予測方法 η = 0.5(固定) 0.297 0.394 0.456 0.483 0.497
A:適応的近似予測方法 0.242 0.387 0.447 0.474 0.501
A:適応的精密予測方法 0.220 0.413 0.470 0.495 0.492
図 7.3: EGH 予測エージェント (エピソード a→b→c) と確率的選択エージェント
((Pr, Ps, Pp) = (p, 1/3, 2/3 − p))の対戦 400戦における EGH予測エージェントの予測


































































































{Rock, Scissors, Paper}上でノード数が 3以上 6以下のエピソードに対応するEGHで
適応的近似予測方法のEGH予測エージェントを用いた多数決エージェントを考える．エ
ピソード a→b→a→c→c→b，ノイズパラメータ 0.3の EGHが出力した長さ 400のイベ
ント列に対して予測を行ったときの多数決エージェントの予測正解率，子エージェント
の予測正解率の平均値を表 7.6，図 7.7に，多数決エージェントの勝率，子エージェント


































(1)EGH : η = 0.2
(2)EGH : η = 0.5
(3)EGH : η = 0.8












表 7.3: 最大確率戦略で文脈長 1～8の文脈予測エージェント (A)対文脈予測エージェン
ト (B)の勝負の勝率，文脈長に関する比較．
(1)50戦
Aの勝率 B:文脈長 1 2 3 4 5 6 7 8
A:文脈長 1 - 0.5000 0.3750 0.4516 0.4516 0.4516 0.4516 0.4516
2 0.5000 - 0.5294 0.5000 0.1667 0.1667 0.1667 0.1667
3 0.6250 0.4706 - 0.5714 0.5714 0.5714 0.5714 0.5714
4 0.5484 0.5000 0.4286 - NaN NaN NaN NaN
5 0.5484 0.8333 0.4286 NaN - NaN NaN NaN
6 0.5484 0.8333 0.4286 NaN NaN - NaN NaN
7 0.5484 0.8333 0.4286 NaN NaN NaN - NaN
8 0.5484 0.8333 0.4286 NaN NaN NaN NaN -
(2)400戦
Aの勝率 B:文脈長 1 2 3 4 5 6 7 8
A:文脈長 1 - 0.4369 0.4309 0.4258 0.4626 0.4455 0.4412 0.4104
2 0.5631 - 0.4590 0.5170 0.4353 0.4228 0.4474 0.4474
3 0.5691 0.5410 - 0.5282 0.5202 0.4920 0.4920 0.4920
4 0.5742 0.4830 0.4718 - 0.5000 0.4444 0.4608 0.4498
5 0.5374 0.5647 0.4798 0.5000 - 0.3846 0.3846 0.3846
6 0.5545 0.5772 0.5080 0.5556 0.6154 - NaN NaN
7 0.5588 0.5526 0.5080 0.5392 0.6154 NaN - NaN
8 0.5896 0.5526 0.5080 0.5502 0.6154 NaN NaN -
(3)2000戦
Aの勝率 B:文脈長 1 2 3 4 5 6 7 8
A:文脈長 1 - 0.463 0.3993 0.3803 0.4053 0.4133 0.4142 0.4340
2 0.5372 - 0.4766 0.4652 0.4208 0.4416 0.4531 0.4505
3 0.6007 0.5234 - 0.4899 0.4773 0.4766 0.4681 0.4678
4 0.6197 0.5348 0.5101 - 0.4913 0.4627 0.4842 0.4912
5 0.5947 0.5792 0.5227 0.5087 - 0.5027 0.5041 0.4786
6 0.5867 0.5584 0.5234 0.5373 0.4973 - 0.4839 0.4742
7 0.5858 0.5469 0.5319 0.5159 0.4959 0.5161 - 0.4755
8 0.5660 0.5495 0.5322 0.5088 0.5214 0.5258 0.5245 -
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表 7.4: エピソード a→b→a→c→c→bのEGHが出力したイベント列に対する文脈予測
エージェントの性能，戦略に関する比較．
勝率 η=0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
最大確率戦略 0.994 0.906 0.834 0.700 0.621 0.600 0.523 0.481 0.489 0.516 0.476
不敗戦略 0.985 0.862 0.811 0.653 0.588 0.549 0.522 0.525 0.500 0.450 0.479
確率的戦略 0.951 0.844 0.706 0.597 0.540 0.560 0.556 0.500 0.524 0.505 0.505
混合戦略 0.994 0.909 0.824 0.676 0.596 0.563 0.535 0.522 0.512 0.454 0.458
表 7.5: 文脈長 5の文脈予測エージェント (A)対文脈予測エージェント (B)の勝負 400ラ
ウンドの勝率，戦略に関する比較．最大確率戦略対不敗戦略以外の乱数が関わる勝負で
は 20回の平均を取っている．
Aの勝率 B:最大確率戦略 B:不敗戦略 B:確率的戦略 B:混合戦略
A:最大確率戦略 - 0.5270 0.4918 0.5003
A:不敗戦略 0.4730 - 0.4839 0.4825
A:確率的戦略 0.5082 0.5161 - 0.5025
A:混合戦略 0.4997 0.5175 0.4975 -
表 7.6: {Rock, Scissors, Paper}上でノード数が 3以上 6以下のエピソードに対応する
EGHで適応的近似予測方法の EGH予測エージェントを用いた多数決エージェントがエ
ピソード a→b→a→c→c→b，ノイズパラメータ 0.3の EGHが出力した長さ 400のイベ
ント列に対して予測を行ったときの予測正解率．
子エージェント数 5 10 20 30 40 50 100 216
子エージェント予測正解率平均値 0.6150 0.5658 0.5173 0.4912 0.4741 0.4617 0.4211 0.3742
多数決エージェント (予測正解率上位)予測正解率 0.6875 0.6700 0.6150 0.5950 0.5775 0.5850 0.5100 0.4875
多数決エージェント (頻度上位)予測正解率 0.6950 0.6825 0.6550 0.6050 0.6225 0.5675 0.5200 0.4875
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図 7.7: {Rock, Scissors, Paper}上でノード数が 3以上 6以下のエピソードに対応する
EGHで適応的近似予測方法の EGH予測エージェントを用いた多数決エージェントがエ
ピソード a→b→a→c→c→b，ノイズパラメータ 0.3の EGHが出力した長さ 400のイベ
ント列に対して予測を行ったときの予測正解率．横軸は子エージェント数，縦軸は予測
正解率．
表 7.7: {Rock, Scissors, Paper}上でノード数が 3以上 6以下のエピソードに対応する
EGHで適応的近似予測方法の EGH予測エージェントを用いた多数決エージェントがエ
ピソード a→b→a→c→c→b，ノイズパラメータ 0.3の EGHが出力した長さ 400のイベ
ント列に対して予測を行ったときの勝率．
子エージェント数 5 10 20 30 40 50 100 216
子エージェント勝率平均値 0.7297 0.6873 0.6457 0.6286 0.6153 0.6051 0.5686 0.5254
多数決エージェント (予測正解率上位)勝率 0.7880 0.7746 0.7365 0.7190 0.7040 0.7134 0.6538 0.6250
多数決エージェント (頻度上位)勝率 0.7943 0.7845 0.7661 0.7139 0.7345 0.6900 0.6645 0.6250
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図 7.8: {Rock, Scissors, Paper}上でノード数が 3以上 6以下のエピソードに対応する
EGHで適応的近似予測方法の EGH予測エージェントを用いた多数決エージェントがエ
ピソード a→b→a→c→c→b，ノイズパラメータ 0.3の EGHが出力した長さ 400のイベ
ント列に対して予測を行ったときの勝率．横軸は子エージェント数，縦軸は勝率．
表 7.8: {Rock, Scissors, Paper}上でノード数が 3以上 6以下のエピソードに対応する
EGHで適応的近似予測方法の EGH予測エージェントを用いた多数決エージェントがエ


























ントがエピソード a→b→a→c→c→b，ノイズパラメータ 0.3のEGHが出力した長さ 400
のイベント列に対して予測を行ったときの予測正解率．
子エージェント数 1 2 3 4 5 6 7 8 9
子エージェント予測正解率最大値 0.4712 0.5288 0.5288 0.5288 0.5288 0.5288 0.5288 0.5288 0.5288
子エージェント予測正解率平均値 0.4712 0.5000 0.5096 0.5132 0.5163 0.5171 0.5177 0.5182 0.5177
多数決エージェント予測正解率 0.4725 0.4750 0.5100 0.5525 0.5475 0.5375 0.5300 0.5300 0.5325
図 7.9: 最大確率戦略の文脈予測エージェントを子エージェントに用いた多数決エージェ




ントがエピソード a→b→a→c→c→b，ノイズパラメータ 0.3のEGHが出力した長さ 400
のイベント列に対して予測を行ったときの勝率．
子エージェント数 1 2 3 4 5 6 7 8 9
子エージェント予測正解率最大値 0.6596 0.7276 0.7276 0.7276 0.7276 0.7276 0.7276 0.7276 0.7276
子エージェント予測正解率平均値 0.6596 0.6936 0.6961 0.6956 0.7001 0.7013 0.7022 0.7031 0.7030
多数決エージェント予測正解率 0.6608 0.6463 0.7108 0.7222 0.7276 0.7167 0.7114 0.7138 0.7148
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図 7.10: 最大確率戦略の文脈予測エージェントを子エージェントに用いた多数決エージェ
ントがエピソード a→b→a→c→c→b，ノイズパラメータ 0.3のEGHが出力した長さ 400
のイベント列に対して予測を行ったときの勝率．横軸は子エージェント数，縦軸は勝率．
表 7.11: 多数決エージェントに用いた子エージェントの予測正解率と勝率．
文脈長 1 2 3 4 5 6 7 8 9 平均
予測正解率 0.4712 0.5288 0.5288 0.5238 0.5288 0.5213 0.5213 0.5213 0.5138 0.5177




表 7.12: EGH予測エージェント (4ノード部分列エピソード,η = 0.5)の頻度上位 10の
多数決とVLDC EGH予測エージェント (4ノード部分列エピソードの 2,3ノード目を連
結したVLDCエピソード，η = 0.5)の頻度上位 10の多数決によるエピソード a→ba→c，
η = 0.2, 0.4, 0.6, 0.8のVLDC EGHが出力した長さ 400のイベント列 4種類に対する予測
正解率．
予測対象イベント列を出力した EGHの η 0.2 0.4 0.6 0.8
EGH多数決の予測正解率 0.570 0.530 0.440 0.408
VLDC EGH多数決の予測正解率 0.593 0.538 0.438 0.398
7.6 EGH予測エージェントとVLDC EGH予測エージェントの比較







さ 400のイベント列である．ノイズパラメータを η = 0.2, 0.4, 0.6, 0.8と 4種類とり，4種
類のイベント列に対する予測性能を比較する．
予測エージェントはノード数 4，η = 0.5の EGH全 24種類を使った頻度上位 10の多
数決エージェントと，この 24種の部分列エピソードの 2つ目と 3つ目のノードを連結し













EGH予測多数決 0.6151 0.4969 0.8701 0.1979
文脈予測多数決 0.5884 0.5019 0.6934 0.8786
トリボナッチ文字列 文脈予測等確率化選択 EGH予測多数決 文脈予測多数決
EGH予測多数決 0.8661 0.5259 - 0.2087








文脈長 1以上 5以下で最大確率戦略の文脈予測エージェントを各文脈長につき 1体ずつ
の計 5体を子エージェントとする．確率的選択エージェントでのRock, Scissors, Paper
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