At 215hPa, the bias structure is similar to 147 hPa, although the analyses is biased low everywhere, from about 10-60%. However, at this level the forecast tropical average IWC undergoes little change. The temporal evolution of these biases, along with a systematic decrease (~50%) in the upward vertical velocity over the warm pool, and biases in precipitation and radiative fluxes, indicates an intrinsic lack of modeled deep convection over the maritime continent and equatorial Africa and America.
Introduction
Upper-tropospheric (UT) ice clouds can strongly influence global climate through their effects on the radiation budget of the earth and the atmosphere [e.g., Starr and Cox 1985; Liou 1986; Ramanathan et al. 1989; Stephens 2005] . In addition, they play a very important role in determining the spatial structure of precipitation, the vertical structure of latent heating and the time scale of the atmospheric hydrological cycle [e.g., Webster 1994] . Although observations of ice clouds have been made using satellites [e.g., Rossow and Garder 1993] as well as in situ methods [e.g., McFarquhar et al. 1999] , our understanding of UT cloud processes, particularly their microphysical makeup and vertical distribution, remains limited. Even basic quantities such as ice water content (IWC) have been difficult to characterize from space due to penetration and sensitivity shortcomings in the visible and infrared wavelengths and nadir-viewing geometry.
The EOS MLS on the Aura satellite platform provides global observations of cloud IWC profiles. These observations offer a new opportunity to study UT cloud processes in global atmospheric models, such as the integrated forecast system (IFS) of the European Centre for Medium Range Weather Forecasts (ECMWF). Li et al. [2005] provided an initial assessment of the ECMWF model analyses (in addition to other global climate models) in representing global UT IWC, using one month of the MLS IWC measurements from January 2005. They found that the spatial agreement between MLS and ECMWF were quite good, although the MLS estimates were generally higher by a factor of 2-3 than the ECMWF fields, particularly over tropical landmasses. Some of the inconsistencies between the analyses and satellite values might have arisen from 3 sampling differences (e.g., diurnal cycle), instrument sensitivity and precision, and/or systematic biases in the retrievals and/or analyses.
This study aims to improve the preliminary study of Li et al. [2005] by extending the study period to an entire year of overlapping observations and model output, by explicitly accounting for the MLS algorithm/instrument sensitivity in the comparisons, and by sampling the ECMWF analyses only at the times and locations of the MLS retrievals. In addition, in order to better understand the nature and impact of the systematic biases in the ECMWF model, the ECWMF forecasts are also investigated.
Data a. MLS Satellite Observations
The MLS onboard the Aura satellite, operational since August 2004, has five radiometers measuring microwave emissions from the Earth's atmosphere in a limbscanning configuration to retrieve chemical composition, water vapor, temperature and cloud ice. The retrieved parameters consist of vertical profiles on fixed pressure surfaces having near-global (82°N-82°S) coverage. The MLS IWCs are derived from cloudinduced radiances (CIR) using modeled CIR-IWC relations based on the MLS 240 GHz measurements. The IWCs have a vertical resolution of ~3.5 km and a horizontal alongtrack resolution of ~160 km for a single MLS measurement along an orbital track. This study uses MLS version 1.51 IWCs [Livesey et al. 2005] , similar to the one used in Li et al. [2005] . In this version, the estimated precision for the IWC measurements is 
b. ECMWF Analyses and Forecasts
The daily analysis values of IWC at 00, 06, 12 and 18Z during August 2004 to July 2005 from the ECMWF Integrated Forecast System (IFS) are used. The data assimilation system (DAS) uses a four dimensional variational analysis approach with a 12 hour assimilation window [Rabier et al. 1998 ]. This employs simplified physics in the tangent linear model [Mahfouf 1999 , Janiskova et al. 2002 , which for cloud processes is based on a simple saturation adjustment scheme combined with the cloud scheme of Slingo [1987] . The final analysis is derived from a short forecast using the full nonlinear forecast model which uses a cloud scheme based on Tiedtke [1993] , and modified by Jakob [2000] . The scheme introduces prognostic equations for cloud cover and cloud water content, which is diagnostically divided into liquid and ice according to
temperature. An important aspect of the scheme is its link to other processes which provide sources and sinks of the cloud variables, one of the most important being detrainment from the mass-flux deep convection parametrization.
It should be noted that no cloud affected radiances or brightness temperature are currently assimilated from remotely-sensed platforms, (see Chevallier et al. 2004 for details) although recently microwave information in rainy regions have been utilized for the first time [Bauer et al. 2002] . This implies that the cloud properties in the analysis are a direct result of the analyzed temperature, humidity and velocity fields, and also the physics of the cloud scheme. The MLS data are not assimilated in the ECMWF DAS, and thus the MLS IWC retrievals can be considered an independent validation dataset. To examine how the forecast model systematic bias evolves when unconstrained by data, IWC from the model forecast ranges of 03, 12, 24, 48, 120 and 240 hours at 215 hPa and above during August 2004 to July 2005 are examined. To account for differences in spatial resolution, the ECMWF data were re-gridded to the 4°x 8° MLS latitude-longitude grid.
Results

a. Sampling Methodology
To account for differences between MLS and ECMWF sampling characteristics (MLS twice daily at the same local times vs. four synoptic times per day for ECMWF),
we sample the ECMWF data along the MLS orbit tracks. This sampling is based on a 6 distance-weighted linear average from the two nearest grid points considering the latitude, longitude, vertical and temporal dimensions. This procedure gives an ECMWF IWC value for each value retrieved by MLS (hereafter referred to as "sampled" values).
We have examined and compared a number of daily MLS and sampled ECMWF IWC maps (e.g., Fig. S1 .d), and found that the two data sets are in relatively good agreement, particularly in terms of geographical distribution over the oceans. In general, the sampled ECMWF IWC values are smaller than the MLS estimates. In addition, over tropical and mid-latitude landmasses, greater disagreement is typically found between the sampled ECMWF values and the MLS data. The maps in Fig. S1 provide an illustrative example. Figure S1b shows the daily gridded values from MLS for January 2 nd 2005. Figure S1c shows the gridded ECMWF values using all the data from January 2 nd while at 147 hPa. In order to account for this sensitivity limit in the comparisons described below, these lower limits are applied to the sampled ECMWF values. That is, any 7 sampled ECMWF IWC value less than 1.5 (mg m -3 ) at 215 hPa and less than 0.5 (mg m -3 )
at 147 hPa is set to zero which is equivalent to what happens in the MLS retrieval. These values are referred to as filtered values.
b. ECMWF Analyses
A comparison of the annual mean values from MLS ( Fig. 2a) and ECMWF without sampling (Fig. 2b) [Lin et al. 2000; Lin et al. 2002; Tian et al. 2004] , it is reasonable that the sampled ECMWF IWC would decrease given the 1:30LST and 13:30LST equatorial sampling times miss the maxima. However, it isn't then clear why such a difference doesn't also occur over S. America. This may be related to the known shortcomings in the representation of the diurnal cycle over S. America within the ECMWF model [Betts and Jakob 2002] . In a similar manner, given the rather weak observed diurnal cycle over the ocean regions, it is not obvious why such an impact would be exhibited over the 8 oceans, and then only the Indian Ocean. Additional study and comparison on the diurnal cycle in the observations and the ECMWF analyses are required to fully understand the reasons for these impacts from the sampling.
When the MLS sensitivity cutoff is considered, small values of ECMWF IWC are set to zero, and thus the mean values are slightly reduced as is evident when comparing 
c. ECMWF forecast
The evolution of the model's systematic bias is examined during the 10 day forecast range. In this case, the forecast values were sampled along the MLS orbital tracks and also had the same lower limit applied as described above for the analysis (Fig. 3b ) and day-10 forecasts ( Fig. 3c) exhibit differences of about 20% or less relative to the initial time (Fig. 3d) , and thus the day-10 forecast differences with 9 MLS IWC (Fig. 3a) are consistent with the discussion above. For the 147 hPa level, on the other hand, there is a rather large systematic bias that develops with smaller IWC values for the day-10 forecast ( Fig. 3h) , with reductions ranging from about 10-20% over most tropical regions and exceeding 50% in the warm pool regions of the Western Pacific and Indian Oceans (Fig. 3i) .
In terms of the forecast evolution (Fig. 4) , there is no change at 215 hPa and a convective activity in these regions. Figure 5 shows that in terms of IR, there is a strong negative bias over all three tropical regions of America, Africa and the Maritime continent, in agreement with the MLS maps. This bias is consistent with one or more of the following model deficiencies: lack of deep convective activity, too much ice sedimentation (or an equivalent sink mechanism) reducing anvil ice contents, too low convective detrainment levels or too small anvil cloud coverage. The MLS data indicates that ice is lacking and thus it is likely to be one or both of the first two causes. The negative precipitation biases over America and the Maritime continent indicates that a lack of deep convection is likely candidate for these two regions. However, the fact the reduction occurs at the 147 hPa and not below also indicates that convection, when occurring, is detraining at too low levels as the forecast progresses. The lack of significant biases of cloud cover to International Satellite Cloud Climatology Project (ISCCP) data, and shortwave fluxes compared to CERES data (not shown), appears to corroborate these conclusions. It should be emphasized that errors such as too-low detrainment level of deep convection are not necessarily due to shortcomings in the convection scheme itself, but can be due to other model components altering the upper tropospheric stability as the forecast progresses.
Summary and Discussion
IWC estimates from the EOS MLS for the period August 2004 to July 2005 are compared to both ECMWF analyses and forecasts. The ECMWF IWC is sampled along MLS orbit tracks and assigned zero values when it is less than the lower sensitivity limit of the MLS instrument. The impact of both of these sampling procedures is described and illustrated.
The results of the comparison between the MLS and sampled ECMWF analyzed IWC show that for the annual mean, the overall geographical distribution agrees quite well. Over the oceans the ECMWF analyses are larger than MLS values by about 10% but over tropical landmass and maritime continent, the ECMWF analyses are smaller than the MLS IWC by up to 50%. For 215 hPa, the MLS IWCs are higher than ECMWF values globally, with differences ranging up to 60% relative to MLS (Fig. 3e) .
The ECMWF forecasts were examined at lead times ranging from 3 to 240 hours.
At 215hPa Examination of the mid-tropospheric vertical velocity shows a systematic decrease (~50%) in the large-scale upward vertical velocity over this same region. This implies that the spatial structure of the forecast biases is likely being influenced by the evolution of the large-scale circulation. Further examination of the temporal evolution of these lead-time dependent biases shows that about half of the systematic reduction in IWC occurs in the first 24 hours. These characteristics in the development of the forecast biases, with a fast adjustment occurring over the first day, along with supporting evidence from outgoing longwave, precipitation and cloud cover comparisons, indicate too little convective activity and thus possible shortcomings in the parameterizations of moist physical processes of clouds and convection , which impact the large-scale circulation.
These first global measurements of height-resolved ice water content thus permit the model community to better guide and constrain the formulation of convective and cloud processes in atmospheric models. At present there are still considerable uncertainties and limitations regarding the MLS IWC retrievals, most notably coarse vertical resolution, the limitation in scope to the upper troposphere, and as yet a lack of adequate independent validation. It is expected that the recently launched CloudSat mission [Stephens et al. 2002] will rectify or improve some of these shortcomings, especially by providing increased vertical resolution as well as a complimentary retrieval technology (i.e. nadir-viewing cloud radar). It is hoped that future missions can provide improved sampling capabilities, particularly greater horizontal coverage and a better representation of the diurnal cycle (both MLS and CloudSat only sample along a single ground track and at the same two local times per day). These recent NASA missions as well as, hopefully, future missions with improved capabilities, can be expected to lead to significant improvements in our understanding, as well as our simulation and prediction capabilities, of cloud-related processes. and 147 hPa (b) .
