Lifshitz Tails for Anderson Models with Sign-Indefinite Single-Site
  Potentials by Shen, Zhongwei
ar
X
iv
:1
30
6.
32
05
v1
  [
ma
th.
SP
]  
13
 Ju
n 2
01
3
Lifshitz Tails for Anderson Models with Sign-Indefinite
Single-Site Potentials
Zhongwei Shen∗
Department of Mathematics and Statistics
Auburn University
Auburn, AL 36849
USA
Abstract
We study the spectral minimum and Lifshitz tails for continuum random Schro¨dinger
operators of the form
Hω = −∆+ V0 +
∑
i∈Zd
ωiu(· − i),
where V0 is the periodic potential, {ωi}i∈Zd are i.i.d random variables and u is the
sign-indefinite impurity potential. Recently, this model has been proven to exhibit
Lifshitz tails near the bottom of the spectrum under the small support assuption of
u and the reflection symmetry assumption of V0 and u. We here drop the reflection
symmetry assumption of V0 and u. We first give characterizations of the bottom of
the spectrum. Then, we show the existence of Lifshitz tails in the regime where the
characterization of the bottom of the spectrum is explicit. In particular, this regime
covers the reflection symmetry case.
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1 Introduction
This paper is concerned with the spectral minimum and Lifshitz tails for the following
random operator
Hω = −∆+ V0 + Vω on Rd, (1.1)
where d ∈ N, V0 is the background potential and Vω is the random potential of alloy type,
that is, Vω has the form Vω =
∑
i∈Zd ωiu(· − i). We assume
(H1) V0 ∈ Lploc(Rd) is Zd-periodic with p > d.
(H2) The single-site potential u : Rd → R is in Lp(Rd) with p > d and supported in
C0 =
(− 12 , 12)d. Both the positive part u+ and the negative part u− are non-trivial.
(H3) {ωi}i∈Zd are independent and identically distributed (i.i.d) random variables on some
probability space (Ω,B,P) with common distribution P0. The support of P0, denoted
by supp(P0), is compact and contains at least two points.
By the canonical realization of stochastic processes, we take Ω = (suppP0)
Z
d
, and thus,
P is the product measure ⊗i∈ZdP0. We denote by E the expectation corresponding to P.
Under (H1), (H2) and (H3), Hω is almost surely self-adjoint on H
2(Rd) and Zd-ergodic,
and hence, σ(Hω) = Σ a.e. ω ∈ Ω for some Σ ⊂ R (see e.g. [3, 7]). Let
E0 = inf Σ.
Set a = inf supp(P0) and b = sup supp(P0). Then a < b by (H3).
It is well-known (see e.g. [7, 9, 10, 27]) that under quite general assumptions on u (but
u is sign-definite) the integrated density of states (IDS) of Hω exists Lifshitz tails near E0,
which is given by inf σ(Ha) if u ≥ 0 and by inf σ(Hb) if u ≤ 0, where
Ht = −∆+ V0 + t
∑
i∈Zd
u(· − i), t ∈ [a, b]. (1.2)
The characterization of E0, which is given as above in the case of u being sign-definite,
becomes a problem when u changes its sign, since Hω no longer depends monotonously on
ω = {ωi}i∈Zd . Moreover, due to this non-monotonous dependence, the existence or non-
existence of Lifshitz tails for Hω is unknown for a quite long period until the recent work
[15, 16] of Klopp and Nakamura.
To motivate the current paper, we roughly describe the results obtained in [15] by Klopp
and Nakamura. Under assumptions (H1), (H2) and (H3), and an additional reflection
symmetry assumption on V0 and u, that is,
V0(x) = V0((−1)τ1x1, . . . (−1)τdxd),
u(x) = u((−1)τ1x1, . . . (−1)τdxd)
(1.3)
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for any (τ1, . . . , τd) ∈ {0, 1}d and any x = (x1, . . . , xd) ∈ Rd, they proved a characterization
of the bottom of the spectrum. More precisely, denote by HNt the restriction of Ht to
L2(C0) with Neumann boundary condition on ∂C0 and by E(t) the ground state energy of
HNt . They proved E0 = min
{
E(a), E(b)
}
. Then, using this characterization of E0 and an
operator theoretical trick (a comparison method), they showed that the IDS of (1.1) exhibits
Lifshitz tails near E0 if E(a) 6= E(b). They also constructed an interesting Bernoulli model
showing that Lifshitz tails may fail when E(a) = E(b). Later, they proved in [16], using a
quite different method, the existence of Lifshitz tails near E0 in the case E(a) = E(b) with
additional weak assumptions.
Inspired by the work of Klopp and Nakamura [15, 16], we study the spectral minimun
and Lifshitz tails for the model (1.1) without the reflection symmetry assumption (1.3) on
V0 and u. After dropping this reflection symmetry assumption, Neumann operators working
very well in the reflection symmetry case do not work anymore. A natural substitute for
Neumann boundary condition is the so-called Mezincescu boundary condition (see e.g. [19]).
To be more specific, let ϕ ∈ C1(Rd) be real-valued, strictly positive and Zd-periodic. Let
n0 : ∂C0 → Rd be the outer normal of ∂C0 and define χ0 : ∂C0 → R by setting
χ0(x) = − 1
ϕ(x)
n0(x) · ∇ϕ(x), x ∈ ∂C0.
For t ∈ [a, b], denote by Ht,C0 the restriction ofHt (given in (1.2)) to L2(C0) with Mezincescu
boundary condition defined via χ0 (or ϕ) (see Section 2.1 for the definition) on ∂C0 and by
Eϕ(t) the ground state energy of Ht,C0 . Note we should use the notation H
χ0
t,C0 (or may be
more precisely Hϕt,C0 , since C0 and ϕ determine χ0), but we here suppress the superscript,
and we will use suppressed notations in the sequel.
Here, we are particularly interested in the cases ϕ = ϕa and ϕ = ϕb, where ϕa and ϕb
are ground states of Ha and Hb, respectively. We point out that ϕa and ϕb can be chosen
to be continuously differentiable and strictly positive under the assumption that p > d (see
e.g. [26, Theorem C.2.4]). In fact, we can relax this assumption and require only p > d2 in
C0 (see [10, Remarks 2.9 (iii)]). Therefore, if V0 ≡ 0, we only need to assume p > d2 since u
is supported in C0.
As in [15], we can use Eϕ(t) to characterize the bottom of the spectrum E0. This gives
our first main result.
Theorem 1.1. Suppose (H1), (H2) and (H3).
(i) If Eϕa(a) ≤ Eϕa(b), then E0 = Eϕa(a).
(ii) If Eϕb(a) ≥ Eϕb(b), then E0 = Eϕb(b).
(iii) If Eϕa(a) > Eϕa(b) and Eϕb(a) < Eϕb(b), then
E0 ∈
[
Eϕa(b), Eϕa(a)
] ∩ [Eϕb(a), Eϕb(b)]
In particular, there exist ta, tb ∈ [a, b] such that Eϕa(ta) = E0 = Eϕb(tb).
The proof of the above theorem is given in Subsection 2.2. We next study the existence
of Lifshitz tails. The lower bound with exponent d2 has been established in [15, Theorem
0.2]. We here focus on the upper bound in the case of Theorem 1.1(i) and (ii). Due to
technical reasons, we consider the following three cases:
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(I) Eϕa(a) < Eϕa(b) or Eϕb(a) > Eϕb(b);
(II) Eϕa(a) = Eϕa(b) and Eϕb(a) = Eϕb(b);
(III) Eϕa(a) = Eϕa(b) and Eϕb(a) < Eϕb(b), or, Eϕa(a) > Eϕa(b) and Eϕb(a) = Eϕb(b);
If V0 and u are reflection symmetric as considered in [15, 16], then ∇ϕa and ∇ϕb vanish
on ∂C0. This, in particular, says that Mezincescu boundary conditions defined via ϕa and ϕb
reduce to Neumann boundary condition, and hence, (I) and (II) cover all the possibilities.
Before stating corresponding results, we need
(H4) V0 and u are bounded from below.
An interpretation of (H4) is as follows: we will define the IDS using eigenvalue counting
functions of operators with Mezincescu boundary conditions. The lower boundedness of V0
and u then ensures that such defined IDS coincides with the one with usual definition. See
[20, Theorem 1.3].
Now, for the upper bound in the case (I), we prove in Section 3 the following
Theorem 1.2. Suppose (H1), (H2), (H3) and (H4). If either Eϕa(a) < Eϕa(b) or Eϕb(a) >
Eϕb(b) is satisfied, then
lim sup
E↓E0
ln | lnN(E)|
ln(E − E0) ≤ −
d
2
.
To state the results in cases (II) and (III), we first make a convention: the Mezincescu
boundary condition is defined via ϕa if Eϕa(a) = Eϕa(b) and Eϕb(a) ≤ Eϕb(b), and defined
via ϕb if Eϕa(a) ≥ Eϕa(b) and Eϕb(a) = Eϕb(b). For the case (II), we need
(H5) Set S0 = (− 12 , 12 )d−1×(− 12 , 32 ). Consider Hω,S0 with ω(0,0), ω(0,1) ∈ {a, b} and ω(0,0) 6=
ω(0,1). We assume
inf σ(Hω,S0) > E0.
Theorem 1.3. Suppose (H1), (H2), (H3), (H4) and (H5). If Eϕa(a) = Eϕa(b) and
Eϕb(a) = Eϕb(b) are satisfied, then
lim sup
E↓E0
ln | lnN(E)|
ln(E − E0) ≤ −
1
2
.
For case (III), we also need
(H6) Set S0 = (− 12 , 12 )d−1 × (− 12 , 32 ). Consider Hω,S0 with ω(0,0) = ω(0,1) = b if Eϕa(a) =
Eϕa(b) and Eϕb(a) < Eϕb(b), and ω(0,0) = ω(0,1) = a if Eϕa(a) > Eϕa(b) and Eϕb(a) =
Eϕb(b). Denote by ϕS0 the ground state of Hω,S0 . If inf σ(Hω,S0) = E0, we assume
ν = 1,
where the constant ν > 0 satisfies ϕS0 |C(0,1) = νϕS0 |C(0,0)(· − (0, 1)).
Theorem 1.4. Suppose (H1), (H2), (H3), (H4), (H5) and (H6). If either
Eϕa(a) = Eϕa(b) and Eϕb(a) < Eϕb(b)
4
or
Eϕa(a) > Eϕa(b) and Eϕb(a) = Eϕb(b)
is satisfied, then
lim sup
E↓E0
ln | lnN(E)|
ln(E − E0) ≤ −
1
2
.
If (H5) is true, then it is true for any domian S0 + i for i ∈ Zd due to the unitary
equivalence. Moreover, in (H5), we choose the d-th coordinate to make this assumption and
it’s easy to see this choice does not lose the generality. Also, (H5) is necessary for Bernoulli
molels with reflection symmetric potentials to exhibit Lifshitz tails (see [16]). In Subsection
6.2, we will use Klopp and Nakamura’s example constructed in [15] to explain that Lifshitz
tails may fail if (H5) fails. For (H6), it is shown in Lemma 4.6 that if inf σ(Hω,S) = E0,
then there exists ν > 0 such that ϕS |C(0,1) = νϕS |C(0,0)(· − (0, 1)).
The proofs of Theorem 1.3 and Theorem 1.4 are given in Section 5. Their proofs can be
treated similarly, except for Lemma 4.7. This is the reason why we need (H6) for the case
(III). Due to technical reasons, we will consider non-Bernoulli models and Bernoulli models
separately.
Due to the sign-indefiniteness of u, the model (1.1) is a special non-monotonous model.
Non-monotonous models, like models with random magnetic fields (see e.g [5], [17], [22],
[23]) and random displacement model (see [16, 13, 14]), have been shown to exhibit Lifshitz
tails. In [6], Lifshitz tails were proven to exist at open band edges for models similar to
(1.1) with further assumptions on the spectrum of the background operator.
The rest of the paper is organized as follows. In Subsection 2.1, we collect some results
about Schro¨dinger operators restricted to subdomains with Mezincescu Boundary Condi-
tions. In Subsection 2.2, we characterize the bottom of the spectrum, that is, we prove
Theorem 1.1. In Subsection 2.3, we present the existence and uniquess of the IDS. Section
3 is devoted to the proof of Theorem 1.2. In Section 4, we prove lower bound estimates
for ground state energies of some well constructed operators. These estimates serve as a
preparation for the proofs of Theorem 1.3 and Theorem 1.4, which are given in Section 5.
In Section 6, we give some further discussions.
Throughout the paper, we use the following notations: if the spectrum of a lower bounded
self-adjoint operator H consists of eigenvalues, we denoted them by E0(H) ≤ E1(H) ≤
E2(H) · · · ; 〈·, ·〉 (‖·‖) denotes the inner product (norm) on various spaces of square integrable
complex functions; #{·} denotes the cardinal number of the set {·}; and if O is a subdomain
in Rd, its boundary is denoted by ∂O; a self-adjoint operator H on L2(Rd) restricted to
L2(O) with various Mezincescu boundary conditions are denoted by HO; denote by N the
positive natural numbers and set N0 = N ∪ {0}.
2 Spectral Minimum and IDS
In this section, we first review some basic properties of opeators with Mezincescu boundary
conditions in Subsection 2.1, which are then used to provide characterizations of the bottom
of the spectrum in Subsection 2.2. Opeators with Mezincescu boundary conditions also
provide an alternative way to the definition of the IDS, which is given in Subsection 2.3.
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2.1 Operators with Mezincescu Boundary Conditions
We collect some results about Schro¨dinger operators restricted to subdomains with Mez-
incescu boundary conditions. It is referred to [10, 19] for more discussions.
Let Λ ⊂ Rd be a d-dimensional open cube centered at 0 with integer side length. For
χΛ : ∂Λ→ R in L∞(∂Λ), define Q : H1(Λ)×H1(Λ)→ C by
Q(φ1, φ2) =
∫
Λ
∇φ1 · ∇φ2 +
∫
∂Λ
χΛφ1φ2, φ1, φ2 ∈ H1(Λ). (2.1)
It is symmetric, closed and lower bounded. The corresponding self-adjoint operator, denoted
by −∆χΛΛ , is the Laplacian with mixed χΛ-boundary conditions on ∂Λ. Now, consider the
periodic operator
Hper = −∆+ Vper,
where Vper ∈ Lploc(Rd) for p > d is Zd-periodic. Then, we can defineHχΛper,Λ to be the operator
Hper restricted to L
2(Λ) with mixed χΛ-boundary conditions on ∂Λ. Moreover, the quadratic
form (2.1) corresponds to imposing Robin boundary condition (nΛ · ∇+ χΛ)ψ|∂Λ = 0 for ψ
in the domain of the Laplacian on L2(Λ), where nΛ : ∂Λ→ Rd is the unit outer normal on
∂Λ.
For the real-valued function χΛ ∈ L∞(∂Λ), there’s a very special choice. Let Eper be
the ground state energy of Hper and ϕper be the continuously differentiable, strictly positive
ground state. Therefore, ϕper is Z
d-periodic, bounded from below by a positive constant
and satisfies Hperϕper = Eperϕper. Define
χΛ(x) = − 1
ϕper(x)
nΛ(x) · ∇ϕper(x), x ∈ ∂Λ. (2.2)
Since this choice of χΛ was introduced by Mezincescu (see [19]), it is called the Mezincescu
boundary condition in his honor.
Main advantages of working with operators with Mezincescu boundary conditions are
given by the following two lemmas.
Lemma 2.1. Let χΛ ∈ L∞(∂Λ) be defined as in (2.2) and denote χΛ by χL if Λ = ΛL for
L ∈ N. Then,
(i) Eper continuous to be the ground state energy of H
χΛ
per,Λ;
(ii) let ϕ = ϕper|Λ. Then, ϕ is the strictly positive ground state of HχΛper,Λ, and hence,
satisfies HχΛper,Λϕ = Eperϕ;
Lemma 2.1(i) shows that the ground state energy of a periodic operator is inherited by
its localized operators with Mezincescu boundary conditions defined via its ground state.
This property is crucial here and it is not shared by Neumann operators unless in some
special case, say, Vper is reflection symmetric (see Remark 2.7 for more details).
Mezincescu boundary condition also introduces the bracketing as Neumann bounday
condition does. More precisely, for i ∈ Zd, let Ci = i + C0 and denote by ni : ∂Ci → Rd the
unit outer normal on ∂Ci, and define χi : ∂Ci → R by setting
χi(x) = − 1
ϕper(x)
ni(x) · ∇ϕper(x), x ∈ ∂Ci. (2.3)
We have
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Lemma 2.2. Let χΛ ∈ L∞(∂Λ) be defined as in (2.2) and χi ∈ L∞(∂Λ) be defined as in
(2.3) for i ∈ Zd. Suppse that the side length of Λ is odd. Then
(i) χi = χΛ on ∂Ci ∩ ∂Λ if ∂Ci ∩ ∂Λ 6= ∅;
(ii) χi1 + χi2 = 0 on ∂Ci1 ∩ ∂Ci2 for any i1, i2 ∈ Zd with Ci1 and Ci2 being adjacent;
(iii) there holds
〈φ,−∆χΛΛ φ〉 =
∑
i∈Zd∩Λ
〈φ|Ci ,−∆χiCiφ|Ci〉, ∀φ ∈ H1(Λ).
In particular, the bracketing
−∆χΛΛ ≥
⊕
i∈Zd∩Λ
(−∆χiCi )
is true in the sense of quadratic forms.
Remark 2.3. For Lemma 2.2, it is not necessary to use ϕper in (2.2) and (2.3). In fact, we
can use any function defined on Rd that is real-valued, continuously differentiable, strictly
positive and Zd-periodic.
Remark 2.4. For notational simplicity, we will use suppressed notations for operators with
Mezincescu boundary conditions in the sequel. More precisely, using the real-valued, contin-
uously differentiable, strictly positive and Zd-periodic function ϕ to define the Mezincescu
boundary condition on ∂Λ, we need the function
χΛ(x) = − 1
ϕ(x)
nΛ(x) · ∇ϕ(x), x ∈ ∂Λ.
If H is a self-adjoint operator on L2(Rd), we then denote by HχΛΛ the operator H restricted
to Λ with Mezincescu boundary condition defined via ϕ. Since Λ and ϕ determine χΛ, H
ϕ
Λ
may be a better notation. For simplicity, we will use HΛ instead of H
χΛ
Λ or H
ϕ
Λ .
2.2 Determining the Bottom of the Spectrum
This subsection is devoted to the characterization of E0, that is, we will prove Theorem 1.1.
Recall that
Ht = −∆+ V0 + t
∑
i∈Zd
u(· − i), t ∈ [a, b]. (2.4)
Let ϕ ∈ C1(Rd) be real-valued, strictly positive and Zd-periodic. Denote by Ht,C0 the
restriction of Ht to L
2(C0) with Mezincescu boundary condition defined via ϕ on ∂C0 and
by Eϕ(t) the ground state energy of Ht,C0 .
To prove Theorem 1.1, we first establish some lemmas.
Lemma 2.5. Suppose (H1), (H2) and (H3). Let ϕ ∈ C1(Rd) be real-valued, strictly positive
and Zd-periodic. Then,
(i) Eϕ(·) is real analytic and strictly concave on [a, b];
(ii) the bottom of Σ, i.e., E0, satisfies E0 ≥ min{Eϕ(a), Eϕ(b)}.
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Proof. (i) The real analyticity follows from analytic perturbation theory (see e.g. [25]). For
t ∈ [a, b], define the functional Eϕ(·, t) : H1(C0)→ R by
Eϕ(φ, t) = ‖∇φ‖2 +
∫
∂C0
χ0|φ|2 +
∫
C0
V0|φ|2 + t
∫
C0
u|φ|2, φ ∈ H1(C0),
and then, Eϕ(t) = infφ∈H1(C0),‖φ‖=1Eϕ(φ, t). The concavity then follows directly from the
fact that Eϕ is the infimum of an affine function.
For the strict concavity, we use the following identity
E′′ϕ(t) = −2
∞∑
n=1
〈uϕ0(Ht,C0), ϕn(Ht,C0)〉2
En(Ht,C0)− E0(Ht,C0)
= −2
∞∑
n=1
〈uϕ0(Ht,C0), ϕn(Ht,C0)〉2
En(Ht,C0)− Eϕ(t)
, (2.5)
where ϕn(Ht,C0), n ∈ N0 are real normalized eigenfunctions corresponding to En(Ht,C0),
n ∈ N0. (2.5) is proven in [1, Eq.(11)] for Neumann operators and the proof there is applied
in our situation. Using (2.5), we conclude from the simplicity of the ground state energy
that E′′ϕ(t) < 0 for all t ∈ [a, b] unless u is a constant function, which, however, is excluded
by our assumption. Hence, Eϕ(·) is strictly concave on [a, b].
(ii) Recall Ci = i+C0 for i ∈ Zd. By Lemma 2.2 and Remark 2.3, we have the bracketing
Hω ≥
⊕
i∈Zd Hω,Ci . Due to the Z
d-periodicity of V0 and ϕ, the operator Hω,Ci is unitarily
equivalent to Hωi,C0 for every i ∈ Zd, which leads to
E0 ≥ inf
t∈supp(P0)
Eϕ(t). (2.6)
The result then follows from (2.6) and (i).
Lemma 2.6. Suppose (H1), (H2) and (H3). Let t ∈ supp(P0). Then
min
{
Eϕt(a), Eϕt(b)
} ≤ E0 ≤ Eϕt(t),
where ϕt is the continuously differentiable, strictly positive and Z
d-periodic ground state of
Ht.
Proof. By Lemma 2.5, it suffices to prove the second inequality. By periodic approximation,
we have σ(Ht) ⊂ Σ, and hence, E0 ≤ inf σ(Ht). Since ϕt is the continuously differentiable,
strictly positive ground state of Ht, we conclude from Lemma 2.1 that inf σ(Ht) is also the
ground state energy of Ht,C0 . Thus, we have E0 ≤ inf σ(Ht) = Eϕt(t).
Theorem 1.1 now follows directly from Lemma 2.6.
Proof of Theorem 1.1. Setting t = a and t = b, respectively, in Lemma 2.6, we find (i) and
(ii). (iii) is a consequence of Lemma 2.6 and the continuity of Eϕa(·) and Eϕb(·) by Lemma
2.5(i).
Remark 2.7. (i) The characterization of the bottom of the spectrum for alloy type models
with sign-indefinite single-site potentials was first studied in [21] by Najar for suffi-
ciently small a and b with an additional assumption on the sign of
∫
Rd
u(x)dx. Later,
Klopp and Nakamura proved in [15] the same result with a reflection symmetry as-
sumption (1.3) on u as mentioned before. Also, there are corresponding results for
random displacement models (see e.g. [1, 2]).
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(ii) Reviewing the proof of Theorem 1.1, it’s easy to see that the arguments are completely
based on Lemma 2.1 (i) and Lemma 2.2 (iii), which actually generalize correspond-
ing results in the case of Neumann operators with Vper being reflection symmetric.
In fact, it is well-known (see e.g. [25]) that Neumann operators enjoy the brack-
eting as in Lemma 2.2 (iii). Moreover, we claim that inf σ(Hper) = inf σ(H
N
per,C0).
Indeed, inf σ(Hper) = inf σ(H
P
per,C0) by Floquet theory. Since H
N
per,C0 ≤ HPper,C0 ,
inf σ(HNper,C0) ≤ inf σ(HPper,C0). But the reflection symmetry of Vper yields that the
ground state corresponding to inf σ(HNper,C0) satisfies periodic boundary condition, and
hence, inf σ(HNper,C0) ∈ σ(HPper,C0), which leads to inf σ(HNper,C0) ≥ inf σ(HPper,C0).
Thus, inf σ(HNper,C0) = inf σ(H
P
per,C0) = inf σ(Hper).
2.3 The Integrated Density of States
For E ∈ R, define the eigenvalue counting function
N
(
HXω,ΛL , E
)
= #
{
n ∈ N0
∣∣En(HXω,ΛL) ≤ E},
where X = D and N refer to Dirichlet and Neumann boundary conditions, respectively.
Under the assumptions (H1), (H2) and (H3), for E ∈ R, the limit
NX(E) := lim
L→∞
N(HXω,ΛL , E)
Ld
exists and a.e. deterministic. Moreover, ND(E) = NN(E) for all but possible countably
many E ∈ R. Their common value is called the integrated density of states, denoted by
N(E), E ∈ R, of Hω. See [28] for the proof. Also, for E ∈ R,
N(E) = sup
L∈N
E{N(HD·,ΛL , E)}
Ld
= inf
L∈N
E{N(HN·,ΛL , E)}
Ld
(2.7)
Our objective is to investigate the asymptotic behavior of N(E) near E0. More precisely,
we wish
lim
E↓E0
ln | lnN(E)|
ln(E − E0) = −
d
2
.
To prove Theorem 1.2, Theorem 1.3 and Theorem 1.4, we need the IDS to be defined
via eigenvalue counting functions of operators with Mezincescu boundary conditions. More
precisely, if we use ϕ, a continuously differentiable, real-valued, strictly positive and Zd-
periodic function, to define Mezincescu boundary conditions, then under the additional
assumption (H4), we have
N(E) = lim
L→∞
N(Hω,ΛL , E)
Ld
, E ∈ R,
where N(Hω,ΛL , ·) is the eigenvalue value counting function of Hω,ΛL . Due to Lemma 2.2
and Remark 2.3, we also have
N(E) = inf
L∈N
E{N(H·,ΛL , E)}
Ld
, E ∈ R. (2.8)
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3 Lifshitz Tails: Optimal Upper Bound
We prove Theorem 1.2 in this section. By symmetry, we focus on the case Eϕa(a) < Eϕa(b).
Therefore,
• (H1), (H2), (H3), (H4) and Eϕa(a) < Eϕa(b)
is always assumed in this section. Also, all the Mezincescu boundary conditions in this
section are defined via ϕa.
The following lemma is the key to the proof of Theorem 1.2. Its proof is based on the
operator theoretical trick (a comparison method) developed in [15, Theorem 2.1, Lemma
2.1] by Klopp and Nakamura.
Lemma 3.1. There exists some C > 0 such that
N(E) ≤ Na(C(E − Eϕa(a))), E ∈ R,
where Na is the IDS of
Ha,ω = Ha − Eϕa(a) +
∑
i∈Zd
(ωi − a)1C0(· − i).
Proof. Let E ∈ R. By (2.8), to show N(E) ≤ Na(C(E − Eϕa(a))), it suffices to show that
for large L ∈ 2N0 + 1
N(Hω,ΛL , E) ≤ N(Ha,ω,ΛL , C(E − Eϕa(a))),
which is true if the operator inequality Ha,ω,ΛL ≤ C(Hω,ΛL −Eϕa(a)) holds in the sense of
quadratic form, that is,
〈φ,Ha,ω,ΛLφ〉 ≤ C〈φ, (Hω,ΛL − Eϕa(a))φ〉, ∀φ ∈ H1(ΛL). (3.1)
Using Lemma 2.2 and Remark 2.3, we find for any φ ∈ H1(ΛL)
〈φ,Ha,ω,ΛLφ〉 =
∑
i∈Zd∩ΛL
〈φ|Ci , Ha,ω,Ciφ|Ci〉
and
〈φ, (Hω,ΛL − Eϕa(a))φ〉 =
∑
i∈Zd∩ΛL
〈φ|Ci , (Hω,Ci − Eϕa(a))φ|Ci 〉.
Therefore, to show (3.1), it suffices to require that for all i ∈ Zd ∩ ΛL
〈φ,Ha,ω,Ciφ〉 ≤ C〈φ, (Hω,Ci − Eϕa(a))φ〉, ∀φ ∈ H1(Ci). (3.2)
By the Zd-periodicity of V0 and ϕ, for any i ∈ Zd ∩ ΛL, Ha,ω,Ci and Hω,Ci − Eϕa(a) are
unitarily equivalent to Ha,C0 −Eϕa(a)+ωi−a and Hωi,C0 −Eϕa(a), respectively, which will
lead to (3.2) if we can show that
Ha,C0 − Eϕa(a) + t− a ≤ C(Ht,C0 − Eϕa(a)), ∀t ∈ [a, b]. (3.3)
To finish the proof, we show (3.3). Since
inf σ(Hb,C0 − Eϕa(a)) = Eϕa(b)− Eϕa(a) > 0
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by assumption, regular perturbation theory (see e.g. [25]) ensures that we can find some
β > b and δ > 0 such that inf σ(Hβ,C0 − Eϕa(a)) = δ. It then follows that for any t ∈ [a, b]
Ht,C0 − Eϕa(a)
= Ha,C0 − Eϕa(a) + (t− a)u
=
(
1− t− a
β − a
)
(Ha,C0 − Eϕa(a)) +
t− a
β − a (Ha,C0 − Eϕa(a) + (β − a)u)
≥
(
1− b− a
β − a
)
(Ha,C0 − Eϕa(a)) +
δ
β − a (t− a)
≥ 1
C
(Ha,C0 − Eϕa(a) + t− a),
where 1C = min
{
1− b−aβ−a , δβ−a
}
. This completes the proof.
We now prove Theorem 1.2.
Proof of Theorem 1.2. By means of Lemma 3.1, to prove the upper bound, it suffices to
estimate an appropriate upper bound for Na. To do so, we set Ha,per = Ha − Eϕa(a), that
is, the periodic part of Ha,ω. Clearly, inf σ(Ha,per) = 0 and the ground state of Ha,per is the
same as that of Ha.
For upper bound for Na, we claim that there exist C1 > 0 and C2 > 0 such that for all
E ∈ R and all large L ∈ 2N0 + 1
Na(E) ≤ 1
Ld
N(Ha,per,ΛL , E)P(Ωa,L,E),
where N(Ha,per,ΛL , ·) is the eigenvalue counting function of Ha,per,ΛL and
Ωa,L,E =
{
ω ∈ Ω
∣∣∣∣#
{
i ∈ Zd ∩ ΛL
∣∣ωi − a < C1L−2}
Ld
> C2L
2E
}
.
Indeed, since N(Ha,ω,ΛL , E) = 0 for E < E0(Ha,ω,ΛL), we have
E{N(Ha,·,ΛL , E)} =
∫{
ω∈Ω
∣∣E0(Ha,ω,ΛL )≤E}N(Ha,ω,ΛL , E)dP(ω)
≤ N(Ha,per,ΛL , E)P
{
ω ∈ Ω∣∣E0(Ha,ω,ΛL) ≤ E},
where we used the fact Ha,ω,ΛL ≥ Ha,per,ΛL such that N(Ha,ω,ΛL , E) ≤ N(Ha,per,ΛL , E).
The same reason for (2.8) implies that
Na(E) ≤ 1
Ld
N(Ha,per,ΛL , E)P
{
ω ∈ Ω∣∣E0(Ha,ω,ΛL) ≤ E}.
The estimate P
{
ω ∈ Ω∣∣E0(Ha,ω,ΛL) ≤ E} ≤ P(Ωa,L,E), following from Temple’s inequality
(see e.g. [25, Theorem XIII.5]), is standard. We refer to [10] for more details.
Considering the van-Hove singularity (see e.g. [11]) of the IDS of Ha,per near 0, the
theorem is a consequence of Lemma 3.1 and the above claim with a large deviation argument
(see e.g. [8]).
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4 Lower Bound of Ground State Energy
This section serves as a preparation for proofs of Theorem 1.3 and Theorem 1.4, which
will be given in Section 5. Thus, we treat the problem under (i) Eϕa(a) = Eϕa(b) and
Eϕb(a) ≤ Eϕb(b), or (ii) Eϕa(a) ≥ Eϕa(b) and Eϕb(a) = Eϕb(b). By Theorem 1.1, E0 =
Eϕa(a) = Eϕa(b) if (i) is satisfied, and E0 = Eϕb(a) = Eϕb(b) if (ii) is satisfied.
To fix the ideal, we focus on (i). Also, to simplify statements, we always assume
• (H1), (H2), (H3), (H4), (H5), (H6), Eϕa(a) = Eϕa(b) and Eϕb(a) ≤ Eϕb(b).
Therefore, all the Mezincescu boundary conditions in this section are defined via ϕa.
We point out that if Eϕa(a) = Eϕa(b) and Eϕb(a) = Eϕb(b), then (H6) is not required,
in fact, (H6) is always the case (see Lemma 4.7 below).
To state the main result in this section, we set
Ω0 =
(
− 1
2
,
1
2
)d−1
×
(
− m
2
,−1
2
)
, m ∈ 2N0 + 3,
ΩM =
(
− 1
2
,
1
2
)d−1
×
(
− 1
2
,
M
2
)
, M ∈ 2N0 + 1,
Ω0M = int(Ω0 ∪ ΩM )
(4.1)
and consider the operator
−∆Ω0M + V01Ω0M +WΩ0M on Ω0M ,
where the potential WΩ0M is defined as follows: WΩ0M 1Ω0 is of the form
∑
i∈Zd∩Ω0 ωiu(·− i)
and WΩ0M 1ΩM = a
∑
i∈Zd∩ΩM u(· − i) or b
∑
i∈Zd∩ΩM u(· − i). Our goal is to prove
Theorem 4.1. If inf σ(−∆Ω0+V01Ω0+WΩ0M 1Ω0) > E0, then there’s some M -independent
C > 0 such that
inf σ(−∆Ω0M + V01Ω0M +WΩ0M ) ≥ E0 +
C
M2
for all M ∈ 2N0 + 1.
We remark that the constant C in Theorem 4.1 does depend on m ∈ 2N0 + 3 and the
potential WΩ0M 1Ω0 . We here do not make this dependence clear for the reason that it will
not play a role when we apply Theorem 4.1 in Section 5 (see Remark 4.8(ii) for more details).
We also need a result with Ω0 above ΩM in terms of the d-th coordinate. Since its proof
is the same as that of Theorem 4.1, we will only state it in Theorem 4.9.
Due to technical reasons, the proof of Theorem 4.1 will be separated according to the
casesWΩ0M 1ΩM = a
∑
i∈Zd∩ΩM u(·−i) (in Subsection 4.1) andWΩ0M 1ΩM = b
∑
i∈Zd∩ΩM u(·−
i) (in Subsection 4.2). See Theorem 4.2 and Theorem 4.5 below.
4.1 Inherited Ground State Energy
We prove Theorem 4.1 in the case WΩ0M 1ΩM = a
∑
i∈Zd∩ΩM u(· − i). Consider operators
defined as follows: let Ω0 = (− 12 , 12 )d−1 × (−m2 ,− 12 ) with m ∈ 2N0 + 3 and set
P0 = −∆Ω0 +W0,
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where W0 is of the form V01Ω0 +
∑
i∈Zd∩Ω0 ωiu(· − i); let ΩM = (− 12 , 12 )d−1× (− 12 , M2 ) with
M ∈ 2N0 + 1 and set
Ha,ΩM = −∆ΩM +WM = −∆ΩM + V01ΩM + a
∑
i∈Zd∩ΩM
u(· − i);
let Ω0M = int(Ω0 ∪ ΩM ) and set
P0M = −∆Ω0M +W0M ,
where W0M =W01Ω0 +WM1ΩM .
Note Ha,ΩM is the operator Ha restricted to ΩM with Mezincescu boundary condition.
Since Mezincescu boundary condition is defined via ϕa, the ground state energy and the
ground state ofHa,ΩM are inherited from that ofHa, that is, inf σ(Ha,ΩM ) = inf σ(Ha) = E0
and the ground state of Ha,ΩM is nothing but ϕa restricted to ΩM .
Theorem 4.1 in the case WΩ0M 1ΩM = a
∑
i∈Zd∩ΩM u(· − i) is restated as
Theorem 4.2. If inf σ(P0) > E0, then there exists some M -independent constant C > 0
such that
inf σ(P0M ) ≥ E0 + C
M2
for all M ∈ 2N0 + 1.
To prove the above theorem, we adapt the quasi one-dimensional estimate developed by
Klopp and Nakamura (see [16]). We begin with several lemmas.
Set S = (− 12 , 12 )d−1 × {− 12} and define the trace operator ΓM : C0(ΩM )→ C0(S) by
(ΓMψ)(x
′) = ψ(x′,−1
2
), x′ = (x1, . . . , xd−1)
for ψ ∈ C0(ΩM ). ΓM is then extended to a bounded linear operator from H1(ΩM ) to L2(S).
Following [16, Lemma 2.2], we have the variant of the classical Poincare´ inequality
4
M
‖ΓMψ‖2 + ‖∇ψ‖2 ≥ 4
M(M + 1)
‖ψ‖2, ψ ∈ H1(ΩM ) (4.2)
for all M ∈ 2N0 + 1.
Lemma 4.3. For any ψ ∈ H1(ΩM ), there holds
4
M
‖ΓMψ‖2 +QM (ψ, ψ)− E0‖ψ‖2 ≥
(
inf ϕa
supϕa
)2
4
M(M + 1)
‖ψ‖2,
where QM (·, ·) is the quadratic form of Ha,ΩM .
Proof. Denoted by ϕa,M = ϕa|ΩM the ground state of Ha,ΩM . We have∥∥∥∥∇
(
ψ
ϕa,M
)∥∥∥∥
2
≤ 1
(inf ϕa)2
[
QM (ψ, ψ)− E0‖ψ‖2
]
, ψ ∈ H1(ΩM ). (4.3)
This follows from the arguments as in the proof of [16, Lemma 2.3] by means of the ground
state transform. Here, one more boundary term is involved, but this does not cause any
trouble.
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For ψ ∈ H1(ΩM ), we apply (4.2) with ψϕa,M and use (4.3) to obtain
4
M(M + 1)
‖ψ‖2 ≤ (supϕa)2 4
M(M + 1)
∥∥∥∥ ψϕa,M
∥∥∥∥
2
≤
(
supϕa
inf ϕa
)2
4
M
‖ΓMψ‖2 +
(
supϕa
)2∥∥∥∥∇
(
ψ
ϕa,M
)∥∥∥∥
2
≤
(
supϕa
inf ϕa
)2
4
M
‖ΓMψ‖2 +
(
supϕa
inf ϕa
)2[
QM (ψ, ψ)− E0‖ψ‖2
]
,
which leads to the result.
Set α = inf σ(P0). Suppose α > E0 as in Theorem 4.2. Let ΓΩ0 : H
1(Ω0) → L2(S)
be the trace operator defined in the same way as that of ΓM . Let λ < α. As in [16], we
consider the following eigenvalue problems

(−∆+W0)ψ = λψ in Ω0,
ΓΩ0ψ = g ∈ H3/2(S),
(nΩ0 · ∇+ χΩ0)ψ = 0 on ∂Ω0\S.
(4.4)
By standard arguments of the theory of elliptic boundary value problems (see e.g. [4]), the
eigenvalue problem (4.4) have a unique solution ψ ∈ H2(Ω0) for any g ∈ H3/2(S). Moreover,
Tλ : H
3/2(S)→ H1/2(S), g 7→ ΓΩ0(∂dψ)
defines a bounded linear operator.
Lemma 4.4. (i) Tλ is symmetric for any λ < α.
(ii) Let λ0 ∈ [E0, α). There’s some ǫ = ǫ(λ0) such that
〈g, Tλg〉+
∫
S
χΩ0 |g|2 ≥ ǫ‖g‖2, g ∈ H3/2(S)
for all λ ∈ [E0, λ0].
Proof. (i) is a simple consequence of Green’s formula. To verify (ii), we let g ∈ H3/2(S) and
ψ ∈ H2(Ω0) be the unique solution of (4.4). Thus, ΓΩ0ψ = g, Tλg = ΓΩ0(∂dψ) and
(−∆+W0)ψ = λψ in Ω0.
Using Green’s formula, we calculate
0 = 〈ψ, (−∆+W0 − λ)ψ〉
=
∫
Ω0
|∇ψ|2 −
∫
∂Ω0\S
ψ(nΩ0 · ∇ψ)−
∫
S
ψ(∂dψ) +
∫
Ω0
(W0 − λ)|ψ|2
=
∫
Ω0
|∇ψ|2 +
∫
∂Ω0\S
χΩ0 |ψ|2 −
∫
S
gTλg +
∫
Ω0
(W0 − λ)|ψ|2,
which leads to
〈g, Tλg〉+
∫
S
χΩ0 |ψ|2 = QΩ0(ψ, ψ)− λ‖ψ‖2 ≥ QΩ0(ψ, ψ)− λ0‖ψ‖2,
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where QΩ0(·, ·) is the quadratic form of P0. Since QΩ0 ≥ α > λ0, QΩ0−λ0 is strictly positive
with form domain H1(Ω0) and the corresponding strictly positive self-adjoint operator is
given by P0 − λ0. Moreover, the domain of
√
P0 − λ0 is H1(Ω0). The strict positivity of
P0 − λ0 implies the equivalence of the norms ‖
√
P0 − λ0 · ‖ and ‖ · ‖H1(Ω0) on H1(Ω0). It
then follows that
QΩ0(ψ, ψ)− λ0‖ψ‖2 = ‖
√
P0 − λ0ψ‖2 ≥ C‖ψ‖2H1(Ω0) ≥ ǫ‖ΓΩ0ψ‖2
for some C, ǫ > 0, where the last inequality is due to the boundedness of the trace operator.
This completes the proof.
We now prove Theorem 4.2.
Proof of Theorem 4.2. Fix any M ∈ 2N0+1. Let ψ0M be the strictly positive ground state
of P0M with the ground state energy λ0M . Since inf σ(P0) > E0 and inf σ(Ha,ΩM ) = E0,
we conclude from Lemma 2.2 that λ0M ≥ E0.
We first prove that the theorem holds for all not-very-large M . To do so, it suffice to
show λ0M > E0 for all M ∈ 2N0 + 1. Denote by ψΩ00M and ψΩM0M the restrictions of ψ0M to
Ω0 and ΩM , respectively. Then, the strict positivity of ψ0M implies that ‖ψΩ00M‖ > 0 and
‖ψΩM0M ‖ > 0. By Lemma 2.2, we have
λ0M‖ψ0M‖2 = 〈ψ0M , P0Mψ0M 〉
= 〈ψΩ00M , P0ψΩ00M 〉+ 〈ψΩM0M , Ha,ΩMψΩM0M 〉
> E0‖ψΩ00M‖2 + E0‖ψΩM0M ‖2
= E0‖ψ0M‖2,
which leads to the result.
We now prove the theorem for all large M . We assume w.l.o.g that there’s some λ0 ∈
(E0, α) such that λ0M ∈ (E0, λ0). Since ψ0M satisfies the equation (−∆ + W0)ψ0M =
λ0Mψ0M in Ω0 and Mezincescu boundary condition on ∂Ω0\S, we conclude that ψΩ00M is the
unique solution to the problem (4.4) with g replaced by ΓΩ0ψ
Ω0
0M ∈ H3/2(S). Hence,
Tλ(ΓΩ0ψ
Ω0
0M ) = ΓΩ0(∂dψ
Ω0
0M ). (4.5)
Using Green’s formula, we calculate∫
ΩM
ψ0M (P0Mψ0M )
=
∫
ΩM
|∇ψ0M |2 −
∫
∂ΩM\S
ψ(nΩM · ∇ψ0M ) +
∫
S
ψ0M (∂dψ0M ) +
∫
ΩM
WM |ψ0M |2
=
∫
ΩM
|∇ψ0M |2 +
∫
∂ΩM
χΩM |ψ0M |2 +
∫
ΩM
WM |ψ0M |2
+
∫
S
ΓΩ0ψ
Ω0
0MTλ0M (ΓΩ0ψ
Ω0
0M ) +
∫
S
(−χΩM )|ψΩ00M |2,
where we used the fact nΩM · ∇ = −∂d on S in the first equality and (4.5) in the second
equality. Since nΩM = −nΩ0 on S, we have χΩM = −χΩ0 on S, and hence, by Lemma
4.4(ii),
λ0M‖ψΩM0M ‖2 =
∫
ΩM
ψ0M (P0Mψ0M ) ≥ QM (ψΩM0M , ψΩM0M ) + ǫ‖ΓMψΩM0M ‖2,
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where we used the obvious fact that ΓMψ
ΩM
0M = ΓΩ0ψ
Ω0
0M . We now apply Lemma 4.3 to
conclude that for all large M ∈ 2N0 + 1
λ0M‖ψΩM0M ‖2 ≥ E0‖ψΩM0M ‖2 +
C
M2
‖ψΩM0M ‖2
for some C > 0. The theorem follows since ‖ψΩM0M ‖ > 0. This completes the proof.
4.2 Non-Inherited Ground State Energy
We prove Theorem 4.1 in the case WΩ0M 1ΩM = b
∑
i∈Zd∩ΩM u(· − i). Consider operators
defined as follows: let P0 be the same as in the Subsection 4.1; for M ∈ 2N0 + 1, let
ΩM = (− 12 , 12 )d−1 × (− 12 , M2 ) and set
Hb,ΩM = −∆ΩM +W ∗M = −∆ΩM + V01ΩM + b
∑
i∈Zd∩ΩM
u(· − i);
let Ω0M = int(Ω0 ∪ ΩM ) and set
P ∗0M = −∆Ω0M +W ∗0M ,
where W ∗0M =W01Ω0 +W
∗
M1ΩM .
Note Hb,ΩM is the operator Hb restricted to ΩM with Mezincescu boundary condition.
Let E∗M and ϕ
∗
M be the ground state energy and the strictly positive ground state, respec-
tively, of Hb,ΩM . Since the Mezincescu boundary condition are defined via ϕa, E
∗
M is not
inherited from inf σ(Hb), and, from Lemma 2.2, we can only conclude that E
∗
M ≥ E0 for all
m ∈ 2N0 + 3.
Theorem 4.1 in the case WΩ0M 1ΩM = b
∑
i∈Zd∩ΩM u(· − i) is restated as
Theorem 4.5. If inf σ(P0) > E0, then there exists some M -independent constant C > 0
such that
inf σ(P ∗0M ) ≥ E0 +
C
M2
for all M ∈ 2N0 + 1.
To prove Theorem 4.5, we need the following two lemmas refining E∗M ≥ E0 for all
m ∈ 2N0 + 3.
Lemma 4.6. There holds the alternative: either
(i) E∗M = E0 for all M ∈ 2N0 + 3, or
(ii) there’s some δ > 0 such that E∗M ≥ E0 + δ for all M ∈ 2N0 + 3.
Moreover, if (i) is satisfied, then there exists some constant ν > 0 such that
ϕ∗M |C(0,r) = νrϕ∗M |C(0,0)(· − (0, r)), r = 0, 1 . . . ,
M − 1
2
for all M ∈ 2N0 + 1. In particular, if ν = 1, then there exist 0 < c1 < c2 ≤ 1 such that
inf ϕ∗M
supϕ∗M
∈ [c1, c2] for all M ∈ 2N0 + 1
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Proof. Clearly, E∗1 = Eϕa(b) = E0. We first claim that either (1) E
∗
M = E0 for all M ∈
2N0 + 3, or (2) E
∗
M > E0 for all M ∈ 2N0 + 3. For contradiction, suppose (2) fails, that is,
there’s some M0 ∈ 2N0 + 3 such that E∗M0 = E0, and show (1) holds.
We first show that E∗M = E0 for all M ∈ 2N0 + 3 satisfying M < M0. Fix any such
an M . Let Ω− = ΩM = (− 12 , 12 )d−1 × (− 12 , M2 ) and Ω+ = (− 12 , 12 )d−1 × (M2 , M02 ). Set
ϕ± = ϕ∗M0 |Ω± . By Lemma 2.2, we find
〈ϕ−, Hb,Ω−ϕ−〉+ 〈ϕ+, Hb,Ω+ϕ+〉 = 〈ϕ∗M0 , Hb,ΩM0ϕ∗M0〉 = E0‖ϕ−‖2 + E0‖ϕ+‖2.
Since inf σ(Hb,Ω−) ≥ E0 and inf σ(Hb,Ω+) ≥ E0, there holds
〈ϕ−, Hb,Ω−ϕ−〉 = E0‖ϕ−‖2 and 〈ϕ+, Hb,Ω+ϕ+〉 = E0‖ϕ+‖2.
Variational principle and the uniqueness of ground state then yield that ϕ− is the ground
state of Hb,Ω− , which leads to E
∗
M = E0 and the claim follows.
We next show that E∗M0+1 = E0. For i ∈ Zd ∩ ΩM0 , we set ϕi = ϕ∗M0 |Ci . Similar
arguments as above show that ϕi is the ground state of Hb,Ci . Since Hb,Ci , i ∈ Zd ∩ΩM0 are
unitarily equivalent, ϕi, i ∈ Zd ∩ΩM0 are all same up to translations and multiplication by
positive scalars. In particular, there’s some constant ν > 0 such that
ϕ∗M0 |C(0,0) = νϕ∗M0 |C(0,0)(· − (0, 1)).
We now define the continuous function ϕ˜∗M0 : ΩM0 → (0,∞) by setting
ϕ˜∗M0 |C(0,0) = ϕ∗M0 |C(0,0) ,
ϕ˜∗M0 |C(0,r) = νrϕ˜∗M |C(0,0)(· − (0, r)), r = 1 . . . ,
M − 1
2
.
(4.6)
Then, ϕ˜∗M0 is the ground state ofHb,ΩM0 . By uniqueness, there holds ϕ
∗
M0
= ϕ˜∗M0 . Therefore,
we can easily construct a ground state of Hb,ΩM0+1 and conclude that E
∗
M0+1
= E0.
By induction, E∗M = E0 for all M ≥ M0 + 1. This proves the claim, that is, either
E∗M = E0 for all M ∈ 2N0 + 3 or E∗M > E0 for all M ∈ 2N0 + 3. To finish the proof, we
assume E∗M > E0 for all M ∈ 2N0 + 3 and show that E∗M ≥ E0 + δ for all M ∈ 2N0 + 3 for
some δ > 0. Let
δ = min{inf σ(Hb,Ω3), inf σ(Hb,Ω5 )} − E0 > 0.
Since for M ∈ 2N0 + 3 any ΩM is the disjoint union of subdomains and each of these
subdomains is either the union of 2 adjacent cubes or the union of 3 adjacent cubes, we
conclude from the unitary equivalence and Lemma 2.2 that
E∗M ≥ min{inf σ(Hb,Ω3 ), inf σ(Hb,Ω5 )} = E0 + δ
for all M ∈ 2N0 + 3.
The “moreover” part follows from (4.6). This completes the proof.
If Eϕa(a) = Eϕa(b) and Eϕb(a) = Eϕb(b), we can obtain more information about ν from
the condition E∗M = E0 for some, hence for all, M ∈ 2N0 + 3 .
Lemma 4.7. Suppose E∗M = E0 for all M ∈ 2N0 + 3. If Eϕa(a) = Eϕa(b) and Eϕb(a) =
Eϕb(b) is satisfied, then ν = 1.
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Proof. Set S0M = (− 12 , 12 )d−1 × (−M2 , M2 ). As in (4.6), we can easily construct a strict
positive ground state, denoted by ϕ∗S0M , of Hb,S0M with ground state energy E0.
For q ∈ Zd ∩ (−M2 , M2 )d−1, we set SqM = (q, 0) + S0M . It follows from Lemma 2.2 that
Hb,ΛM ≥
⊕
q∈Zd∩(−M2 ,M2 )d−1
Hb,SqM .
By unitary equivalence, we find inf σ(Hb,ΛM ) ≥ inf σ(Hb,S0M ) = E0.
Since Eϕb(a) = Eϕb(b), Theorem 1.1(ii) ensures that E0 = Eϕb(b). Since Eϕb(b) is
inherited from Hb by Lemma 2.1, we have E0 = inf σ(Hb). Again, using Lemma 2.2, there
holds Hb ≥
⊕
i∈MZd Hb,i+ΛM , which leads to E0 = inf σ(Hb) ≥ inf σ(Hb,ΛM ). Hence,
inf σ(Hb,ΛM ) = E0. (4.7)
Using (4.7) and the unitary equivalence of operators Hb,SqM , q ∈ Zd ∩ (−M2 , M2 )d−1,
a similar argument as in the proof of Lemma 4.6 yields that the ground state of Hb,ΛM
restricted to each SqM is the same as ϕ∗S0M up to translations and multiplication by positive
scalars.
Clearly, the above argument holds for anyM ∈ 2N0+3. Therefore, we actually obtain a
ground state, denoted by ϕ∗b , of Hb. The Z
d-perodicity of Hb then implies the Z
d-periodicity
of ϕ∗b , which leads to ν = 1.
We now prove Theorem 4.5.
Proof of Theorem 4.5. For all not-very-largeM , the result follows from the arguments as in
the proof of Theorem 4.2. For all large M , using Lemma 4.6, we only need to consider two
cases. If Lemma 4.6(ii) is true, we set δ∗ = min{inf σ(P0) − E0, δ} > 0 and conclude from
Lemma 2.2 that inf σ(P ∗0M ) ≥ min{inf σ(P0), E∗M} ≥ E0 + δ∗, which leads to the result.
We now suppose that Lemma 4.6(i) is satisfied. As (4.3), we can use the ground state
transform to find∥∥∥∥∇
(
ψ
ϕ∗M
)∥∥∥∥
2
≤ 1
(inf ϕ∗M )2
[
Q∗M (ψ, ψ)− E0‖ψ‖2
]
, ψ ∈ H1(ΩM ),
where Q∗M is the quadratic form of Hb,ΩM . (4.2) and the above estimate ensures a similar
estimate as in Lemma 4.3, that is,
4
M
‖ΓMψ‖2 +Q∗M (ψ, ψ)− E0‖ψ‖2 ≥
(
inf ϕ∗M
supϕ∗M
)2
4
M(M + 1)
‖ψ‖2, ψ ∈ H1(ΩM ).
Note
inf ϕ∗M
supϕ∗M
∈ [c1, c2] for all M ∈ 2N0 + 1 by Lemma 4.6, Lemma4.7 and assumption (H6),
which ensures the usefulness of the above estimate. The remaining proof follows in the same
way as that of the proof of Theorem 4.2.
We end this section by making the following remark.
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Remark 4.8. (i) As mentioned at the beginning of this section, we will need a counterpart
of Theorem 4.1 . Let
Ω0 =
(
− 1
2
,
1
2
)d−1
×
(
1
2
,
m
2
)
, m ∈ 2N0 + 3,
ΩM =
(
− 1
2
,
1
2
)d−1
×
(
− M
2
,
1
2
)
, M ∈ 2N0 + 1,
Ω0M = int(Ω0 ∪ ΩM )
(4.8)
and consider the operator
−∆Ω0M + V01Ω0M +WΩ0M on Ω0M ,
where the potentialWΩ0M is defined as follows: WΩ0M 1Ω0 is of the form
∑
i∈Zd∩Ω0 ωiu(·−
i) and WΩ0M 1ΩM = a
∑
i∈Zd∩ΩM u(· − i) or b
∑
i∈Zd∩ΩM u(· − i).
Theorem 4.9. If inf σ(−∆Ω0 + V01Ω0 + WΩ0M 1Ω0) > E0, then there’s some M -
independent C > 0 such that
inf σ(−∆Ω0M + V01Ω0M +WΩ0M ) ≥ E0 +
C
M2
for all M ∈ 2N0 + 1.
(ii) Theorem 4.1 and Theorem 4.9 will be used in the next section only through
• m = 3 and WΩ0M 1Ω0 = tu(· − i) with Zd ∩ Ω0 = {i} for some suitable t ∈ (a, b);
• m = 5 andWΩ0M 1Ω0 = t1u(·−i1)+t2u(·−i2) with Zd∩Ω0 = {i1, i2}, t1, t2 ∈ {a, b}
and t1 6= t2.
Under certain assumptions, the condition inf σ(−∆Ω0 + V01Ω0 +WΩ0M 1Ω0) > E0 in
Theorem 4.1 and Theorem 4.9 is satisfied in both cases.
5 Lifshitz Tails: Non-Optimal Upper Bound
We prove Theorem 1.3 and Theorem 1.4 in this section. To fix the ideal, we focus on the case
Eϕa(a) = Eϕa(b) and Eϕb(a) ≤ Eϕb(b). Therefore, all the Mezincescu boundary conditions
in this section are defined using ϕa. Also, to simplify statements, we always assume
• (H1), (H2), (H3), (H4), (H5), (H6), Eϕa(a) = Eϕa(b) and Eϕb(a) ≤ Eϕb(b).
Due to technical reasons, we treat Bernoulli models and non-Bernoulli models separately.
Theorem 1.4 is restated in Theorem 5.1 for non-Bernoulli models and in Theorem 5.7 for
Bernoulli models.
5.1 Non-Bernoulli Models
We treat non-Bernoulli models, that is, the i.i.d random variables {ωi}i∈Zd are not Bernoulli
distributed, so we can find some ǫ > 0 such that
µ = P
{
ω ∈ Ω∣∣ω∗ ∈ [a, a+ ǫ) ∪ (b− ǫ, b]} ∈ (0, 1), (5.1)
where ω∗ the universal representation of {ωi}i∈Zd . We fix such an ǫ.
Theorem 1.4 in this case is restated as
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Theorem 5.1. If the i.i.d random variables {ωi}i∈Zd are not Bernoulli distributed, then
lim sup
E↓E0
ln | lnN(E)|
ln(E − E0) ≤ −
1
2
.
For L ∈ 2N0 + 1, set EL(ω) = inf σ(Hω,ΛL). Since Hω,ΛL depends only on {ωi}i∈Zd∩ΛL ,
so does EL(ω). It’s not hard to verify that the map ω 7→ EL(ω) : [a, b]Zd∩ΛL → R is real
analytic and concave. The following lemma is the key to the proof of the above theorem.
Lemma 5.2. There exists some C > 0 such that for all large L ∈ 2N0 + 1 there holds
EL(ω) ≥ E0 + C
L2
(5.2)
for all ω ∈ [a, b]Zd∩ΛL satisfying the property: for any q ∈ Zd−1 ∩ (−L2 , L2 )d−1 there exist
r1, r2 ∈ Z∩ (−L2 , L2 ) such that |r1− r2| = 1 (that is, r1 and r2 are adjacent) and both ω(q,r1)
and ω(q,r2) belong to [a+ ǫ, b− ǫ].
The proof of Lemma 5.2 is technical. Let’s postpone it to the proof of Theorem 5.1.
Proof of Theorem 5.1. It suffices to give a proper estimate for P{ω ∈ Ω|EL(ω) ≤ E} for
large L ∈ 2N0 + 1. Let E > E0 and set L = c(E − E0)−1/2 for some c > 0 with c2 < C,
where C > 0 is the same as in (5.2). Assume that E is close to E0 so that L is large. If
ω ∈ [a, b]Zd∩ΛL is as in Lemma 5.2, we deduce from (5.2) that EL(ω) > E. Therefore,
P
{
ω ∈ Ω∣∣EL(ω) ≤ E}
≤ P
{
ω ∈ [a, b]Zd∩ΛL
∣∣∣∣ ∃q ∈ Zd−1 ∩ (−L/2, L/2)d−1 s.t. no adjacentr1, r2 ∈ Z ∩ (−L/2, L/2) satisfies ω(q,r1), ω(q,r2) ∈ [a+ ǫ, b− ǫ]
}
≤
∑
q∈Zd−1∩(−L2 ,L2 )d−1
P
{
ω ∈ [a, b]Zd∩SqL
∣∣∣∣ no adjacent r1, r2 ∈ Z ∩ (−L/2, L/2)satisfies ω(q,r1), ω(q,r2) ∈ [a+ ǫ, b− ǫ]
}
,
∑
q∈Zd−1∩(−L2 ,L2 )d−1
P
{
Ωq
}
= Ld−1P
{
Ωq0
}
for any q0 ∈ Zd−1 ∩ (−L2 , L2 )d−1.
To estimate the probability P{Ωq0}, we note that the event Ωq0 can be written as
Ωq0 =
{
ω ∈ [a, b]Zd∩Sq0L
∣∣∣∣∣
any adjacent r1, r2 ∈ Z ∩ (−L/2, L/2) satisfies either
ω(q0,r1) ∈ [a+ ǫ, b− ǫ] and ω(q0,r2) ∈ [a, a+ ǫ) ∪ (b − ǫ, b]
or ω(q0,r1) ∈ [a, a+ ǫ) ∪ (b− ǫ, b] and ω(q0,r2) ∈ [a+ ǫ, b− ǫ]
}
.
Let N = max{n ∈ Z|2n ≤ L2 }, the largest integer satisfying 2N ≤ L2 . For n = 1, 2, . . . , N ,
set In =
{
2n − 1, 2n} and for n = −1,−2, . . . ,−N , set In = {2n, 2n + 1}. That is, we
decompose the sets {1, . . . , 2N} and {−2N, . . . ,−1} into disjoint sets such that each such
set consists of two adjacent integers. Then, for any n ∈ {−N, . . . , N}\{0}, we can simply
write
In =
{
rn1, rn2
}
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with rn2 − rn1 = 1. Moreover, for any m,n ∈ {−N, . . . , N}\{0} with m 6= n,
ω(q0,Im) = {ω(q0,rm1), ω(q0,rm2)} and ω(q0,In) = {ω(q0,rn1), ω(q0,rn2)}
are independent. It follows that
P
{
Ωq0
} ≤ P
{
ω ∈ [a, b]Zd∩Sq0L
∣∣∣∣∣
∀n ∈ {−N, . . . , N}\{0} there holds either
ω(q0,rn1) ∈ [a+ ǫ, b− ǫ] and ω(q0,rn2) ∈ [a, a+ ǫ) ∪ (b − ǫ, b]
or ω(q0,rn1) ∈ [a, a+ ǫ) ∪ (b− ǫ, b] and ω(q0,rn2) ∈ [a+ ǫ, b− ǫ]
}
=
∏
n∈{−N,...,N}\{0}
P
{
Ωq0(n)
}
=
(
P
{
Ωq0(n0)
})2N
for any n0 ∈ {−N, . . . , N}\{0}, where
Ωq0(n) =
{
ω ∈ [a, b](q0,In)
∣∣∣∣ either ω(q0,rn1) ∈ [a+ ǫ, b− ǫ] and ω(q0,rn2) ∈ [a, a+ ǫ) ∪ (b − ǫ, b]or ω(q0,rn1) ∈ [a, a+ ǫ) ∪ (b− ǫ, b] and ω(q0,rn2) ∈ [a+ ǫ, b− ǫ]
}
for n ∈ {−N, . . . , N}\{0}. It’s easy to see P{Ωq0(n0)} = 2µ(1− µ) ≤ 12 , which leads to
P
{
Ωq0
} ≤ (1
2
)2N
≤ 2 32
(
1
2
)L
2
,
where we used 4N ≥ L− 3. Consequently, recalling L = c(E − E0)−1/2, we find
P
{
ω ∈ Ω∣∣EL(ω) ≤ E} ≤ Ld−12 32
(
1
2
)L
2
= cd−1(E −E0)−(d−1)/22 32
(
1
2
) c
2 (E−E0)−1/2
, (5.3)
for all E > E0 with E − E0 small, which leads to the result.
We point out that a more direct approach to an estimate similar to (5.3) is given in
Remark 5.6 below when µ is in a neighborhood of 12 .
We now proceed to prove Lemma 5.2. By Lemma 2.5(i), we have Eϕa(a) < Eϕa(a+ ǫ)
and Eϕa(b− ǫ) > Eϕa(b). In particular,
min
{
Eϕa(a+ ǫ), Eϕa(b− ǫ)
}
> E0. (5.4)
Lemma 5.3. Let r ∈ Z ∩ (−L2 , L2 ) and set S = (− 12 , 12 )d−1 × (r − 12 , L2 ). Then there exists
some C > 0 such that for all large L ∈ 2N0 + 1 there holds
inf σ(Hω,S) ≥ E0 + C(
L+1
2 − r
)2
for all ω ∈ {a, b, a+ ǫ, b− ǫ}Zd∩S satisfying ω(0,r) ∈ {a+ ǫ, b− ǫ}.
Proof. Let ω ∈ {a, b, a + ǫ, b − ǫ}Zd∩S satisfy ω(0,r) ∈ {a + ǫ, b − ǫ}. We claim that there
exist K ∈ N and subsegments S1, . . . ,SK satisfying following conditions:
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(i) for each k ∈ {1, . . . ,K}, there are lk,mk ∈ Z ∩ (−L2 , L2 ) with lk ≤ mk such thatSk = (− 12 , 12 )d−1 × (lk − 12 ,mk + 12 );
(ii) S1, . . . ,SK are pairwise disjoint and S = ∪Kk=1Sk;
(iii) for each k ∈ {1, . . . ,K}, {ω(0,n), n = lk, lk + 1, . . . ,mk} satisfies one of the following
two conditions:
• ω(0,lk) ∈ {a+ ǫ, b− ǫ} and ω(0,n) = a for all n = lk + 1, . . . ,mk or ω(0,n) = b for
all n = lk + 1, . . . ,mk;
• ω(0,lk), ω(0,lk+1) ∈ {a, b} with ω(0,lk) 6= ω(0,lk+1) and ω(0,n) = a for all n =
lk + 2, . . . ,mk or ω(0,n) = b for all n = lk + 2, . . . ,mk.
Indeed, the above claim is a consequence of the following iteration steps:
Step 1. By assumption ω(0,r) ∈ {a + ǫ, b − ǫ}. Let r1 ∈ (r − 12 , L2 ) be such that ω0,n ∈{a+ǫ, b−ǫ} for all n = r, r+1, . . . , r1 and ω(0,r1+1) ∈ {a, b}. For each n = r, r+1, . . . , r1−1,
we set (− 12 , 12 )d−1 × (n− 12 , n+ 12 ) to be a subsegment.
Step 2. Let r2 ≥ r1 + 1 be such that ω(0,r2) = ω(0,r2−1) = · · · = ω(0,r1+1) and ω0,r2+1 6=
ω(0,r2).
(i) If ω0,r2+1 ∈ {a+ ǫ, b− ǫ}, we set (− 12 , 12 )d−1× (r1− 12 , r2+ 12 ) to be a subsegment and
proceed in the same way as in Step 1 with the initial ω0,r2+1 ∈ {a+ ǫ, b− ǫ}.
(ii) If ω0,r2+1 ∈ {a, b}, we set (− 12 , 12 )d−1 × (r1 − 12 , r2 − 12 ) to be a subsegment and check
ω(0,r2+2).
• If ω(0,r2+2) ∈ {a+ǫ, b−ǫ}, we set (− 12 , 12 )d−1×(r2− 12 , r2+1+ 12 ) to be a subsegment
and proceed in the same way as in Step 1 with the initial ω(0,r2+2) ∈ {a+ǫ, b−ǫ}.
• If ω(0,r2+2) ∈ {a, b}, let r3 ≥ r2 + 2 be such that ω(0,r3) = ω(0,r3−1) = · · · =
ω(0,r2+2) and ω0,r3+1 6= ω(0,r3).
• If ω0,r3+1 ∈ {a+ǫ, b−ǫ}, we set (− 12 , 12 )d−1×(r2− 12 , r3+ 12 ) to be a subsegment
and proceed in the same way as in Step 1 with the initial ω0,r3+1 ∈ {a +
ǫ, b− ǫ}.
• If ω0,r3+1 ∈ {a, b}, we set (− 12 , 12 )d−1 × (r2 − 12 , r3 − 12 ) to be a subsegment
and check ω(0,r3+2). Then, we are in the situation similar to Step 2(ii) and
so we can keep iterating.
Clearly, any subsegment generated in the above iteration procedure is of the form (l −
1
2 ,m+
1
2 ) for l,m ∈ Z∩(r− 12 , L2 ) with l ≤ m and satisfies one of the following two conditions:
• ω(0,l) ∈ {a + ǫ, b − ǫ} and ω(0,n) = a for all n = l + 1, . . . ,m or ω(0,n) = b for all
n = l + 1, . . . ,m;
• ω(0,l), ω(0,l+1) ∈ {a, b} with ω(0,l) 6= ω(0,l+1) and ω(0,n) = a for all n = l + 2, . . . ,m or
ω(0,n) = b for all n = l + 2, . . . ,m.
Hence, the claim follows.
Now, by Lemma 2.2, we have Hω,S ≥
⊕K
k=1Hω,Sk , which yields
inf σ(Hω,S) ≥ min
k=1,...,K
inf σ(Hω,Sk).
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For each k ∈ {1, . . . ,K}, we can apply Theorem 4.1 with (5.4) and (H5) to conclude that
there’s some constant C > 0 independent of the length of Sk and k (thus, independent of
ω) such that
inf σ(Hω,Sk) ≥ E0 +
C
(mk − lk + 1)2 ,
which leads to the result of the lemma.
The following result is a counterpart of Lemma 5.3.
Lemma 5.4. Let r ∈ Z∩ (−L2 , L2 ) and set S = (− 12 , 12 )d−1× (−L2 , r+ 12 ). Then there exists
some C > 0 such that for all large L ∈ 2N0 + 1 there holds
inf σ(Hω,S) ≥ E0 + C(
L+1
2 + r
)2
for all ω ∈ {a, b, a+ ǫ, b− ǫ}Zd∩S satisfying ω(0,r) ∈ {a+ ǫ, b− ǫ}.
With the help of Lemma 5.3 and Lemma 5.4, we are able to prove the following result,
which is the key to Lemma 5.2.
Lemma 5.5. There exists some C > 0 such that for all large L ∈ 2N0 + 1 there holds
EL(ω) ≥ E0 + C
L2
(5.5)
for all ω ∈ {a, b, a+ ǫ, b − ǫ}Zd∩ΛL satisfying the property: for any q ∈ Zd−1 ∩ (−L2 , L2 )d−1
there exist r1, r2 ∈ Z∩ (−L2 , L2 ) such that |r1 − r2| = 1 (that is, r1 and r2 are adjacent) and
both ω(q,r1) and ω(q,r2) belong to {a+ ǫ, b− ǫ}.
Proof. For large L ∈ 2N0 + 1, let S0L = (− 12 , 12 )d−1 × (−L2 , L2 ) and set SqL = (q, 0) + S0L
for q ∈ Zd−1. By Lemma 2.2, we find
Hω,ΛL ≥
⊕
q∈Zd−1∩(−L2 ,L2 )d−1
Hω,SqL ,
which leads to
EL(ω) ≥ min
q∈Zd−1∩(−L2 ,L2 )d−1
inf σ(Hω,SqL). (5.6)
Now, let ω ∈ {a, b, a+ ǫ, b− ǫ}Zd∩ΛL be as in the lemma. Fix any q ∈ Zd−1∩ (−L2 , L2 )d−1
and consider the operator Hω,SqL . Let r1, r2 ∈ Z ∩ (−L2 , L2 ) be such that |r1 − r2| = 1 and
ω(q,r1), ω(q,r2) ∈ {a+ ǫ, b− ǫ}. We may assume w.l.o.g that r1 < r2. Chopping SqL into
SqL1 =
(
− 1
2
,
1
2
)d−1
×
(
− L
2
, r1 +
1
2
)
, SqL2 =
(
− 1
2
,
1
2
)d−1
×
(
r2 − 1
2
,
L
2
)
and using Lemma 2.2, we arrive at
inf σ(Hω,SqL) ≥ min
{
inf σ(Hω,SqL1), inf σ(Hω,SqL2)
}
.
Then, we can apply Lemma 5.3 to Hω,SqL2 and Lemma 5.4 to Hω,SqL1 to conclude that
inf σ(Hω,SqL) ≥ E0 +min
{
C1
(L+12 + r1)
2
,
C2
(L+12 − r2)2
}
≥ E0 + C
L2
for some C > 0 independent of q and L. The result of the lemma then follows from (5.6).
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Finally, we prove Lemma 5.2.
Proof of Lemma 5.2. Using the concavity of ω 7→ EL(ω) : [a, b]Zd∩ΛL → R and Lemma 5.5,
the lemma follows from the two steps argument as in the proof of [16, Lemma 5.3]. We here
sketch it for completeness.
Step 1. We first claim that (5.2) holds for all ω ∈ [a, b]Zd∩ΛL satisfying the property:
for any q ∈ Zd−1 ∩ (−L2 , L2 )d−1 there exists r1, r2 ∈ Z ∩ (−L2 , L2 ) such that |r1 − r2| = 1
and both ω(q,r1) and ω(q,r2) belong to [a + ǫ, b − ǫ], and if ω(q,r) /∈ [a + ǫ, b − ǫ], then
ω(q,r) ∈ {a, b}. To show this, let ω be as above. Set Γ(ω) = {i ∈ Zd ∩ΛL|ωi ∈ [a+ ǫ, b− ǫ]}
andK(ω) = {a+ǫ, b−ǫ}Γ(ω). Then, there are nonnegative coefficients {µη}η∈K(ω) satisfying∑
η∈K(ω) µη = 1 such that {ωi}i∈Γ(ω) =
∑
η∈K(ω) µηη. Then, by setting η˜i = ηi if i ∈ Γ(ω)
and η˜i = ωi if i /∈ Γ(ω), we find ω =
∑
η∈K(ω) µηη˜. Clearly, for each η ∈ K(ω), η˜ is as in
the statement of Lemma 5.5. By the concavity of ω 7→ EL(ω) : [a, b]Zd∩ΛL → R and Lemma
5.5, we find (5.2).
Step 2. Let ω be as in the statement of Lemma 5.2. Set L(ω) = {a, b}(Zd∩ΛL)\Γ(ω).
Then, there are nonnegative coefficients {µη}η∈L(ω) satisfying
∑
η∈L(ω) µη = 1 such that
{ωi}i∈(Zd∩ΛL)\Γ(ω) =
∑
η∈L(ω) µηη. Then, by setting η˜i = ηi if i /∈ Γ(ω) and η˜i = ωi if
i ∈ Γ(ω), we find ω = ∑η∈L(ω) µη η˜. Clearly, for each η /∈ K(ω), η˜ is as in Step 1. By the
concavity of ω 7→ EL(ω) : [a, b]Zd∩ΛL → R and Step 1, we find (5.2).
We end this subsection by
Remark 5.6. (i) We provide a more direct approach to an estimate similar to (5.3) when
µ ∈ (1 − 1ρ , 1ρ ), where µ is given in (5.4) and ρ = 1+
√
5
2 is the golden ratio. Recall
L ∈ 2N0 + 1 is sufficiently large and P
{
ω ∈ Ω∣∣EL(ω) ≤ E} ≤ Ld−1P{Ωq} for any
q ∈ Zd−1 ∩ (−L2 , L2 )d−1, where
P
{
Ωq
}
=
{
ω ∈ [a, b]Zd∩SqL
∣∣∣∣no adjacent r1, r2 ∈ Z ∩ (−L/2, L/2)satisfies ω(q,r1), ω(q,r2) ∈ [a+ ǫ, b− ǫ]
}
.
Since the interval (−L2 , L2 ) contains exact L integers, for any ω ∈ Ωq there are at
most L+12 integers r1, . . . , rL+12
in (−L2 , L2 ) such that ω(q,rn) ∈ [a + ǫ, b − ǫ] for all
n = 1, . . . , L+12 and no two of {r1, . . . , rL+12 } are adjacent. Moreover, for any ω ∈ Ωq
there are
(
L−N + 1
N
)
ways to choose N integers r1, . . . , rN from Z ∩ (−L2 , L2 ) such
that ωq,rn ∈ [a+ ǫ, b− ǫ] for all n = 1, . . . , N and no two of {r1, . . . , rN} are adjacent
(this can be verified by induction on N). Therefore,
P
{
Ωq
} ≤
L+1
2∑
N=0
(
L−N + 1
N
)
(1− µ)NµL−N .
Clearly,
L+1
2∑
N=0
(
L−N + 1
N
)
= FL+2,
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where {Fn}n∈N is the Fibonacci sequence. It is well-known (see e.g. [24]) that
Fn =
⌊
ρn√
5
+
1
2
⌋
, n ∈ N,
where ⌊x⌋ is the largest integer not greater than x. Setting µ∗ = max{µ, 1 − µ}, we
then deduce from µ ∈ (1− 1ρ , 1ρ ) that ρµ∗ < 1. It then follows that there’s some C∗ > 0
such that
P
{
Ωq
} ≤ (ρL+2√
5
+
1
2
)
µL∗ ≤ C∗(ρµ∗)L
for all large L ∈ 2N0 + 1. Setting L = c(E − E0)−1/2, we find
P
{
ω ∈ Ω∣∣EL(ω) ≤ E} ≤ cd−1(E − E0)−(d−1)/2C∗(ρµ∗)c(E−E0)−1/2 .
(ii) If the common distribution of the i.i.d random variables {ωi}i∈Zd has a continuous
density, then we can find some ǫ > 0 such that µ ∈ (1− 1ρ , 1ρ).
5.2 Bernoulli Models
We consider Bernoulli models, that is, the i.i.d random variables {ωi}i∈Zd satisfy
P{ω ∈ Ω|ω∗ = a}+ P{ω ∈ Ω|ω∗ = b} = 1,
P{ω ∈ Ω|ω∗ = a}P{ω ∈ Ω|ω∗ = b} > 0,
where ω∗ is the universal representation of {ωi}i∈Zd . Theorem 1.4 in this case is restated as
Theorem 5.7. If the i.i.d random variables {ωi}i∈Zd are Bernoulli distributed, then
lim sup
E↓E0
ln | lnN(E)|
ln(E − E0) ≤ −
1
2
.
The proof of the above theorem is based on the following
Lemma 5.8. There exists some C > 0 such that for all large L ∈ 2N0 + 1 there holds
EL(ω) ≥ E0 + C
L2
(5.7)
for all ω ∈ {a, b}Zd∩ΛL satisfying the property: for any q ∈ Zd−1 ∩ (−L2 , L2 )d−1 there exist
four consecutive integers r1, r2, r3, r4 ∈ Z ∩ (−L2 , L2 ) with r1 < r2 < r3 < r4 such that
ω(q,r1) 6= ω(q,r2) and ω(q,r3) 6= ω(q,r4).
We postpone the proof of Lemma 5.8 to the proof of Theorem 5.7.
Proof of Theorem 5.7. It suffices to give a proper estimate for P{ω ∈ Ω|EL(ω) ≤ E} for
large L ∈ 2N0 + 1. Let E > E0 and set L = c(E − E0)−1/2 for some c > 0 with c2 < C,
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where C > 0 is the same as in (5.7). We assume that E is close to E0 so that L is large. If
ω ∈ {a, b}Zd∩ΛL satisfies Lemma 5.8(ii), we deduce from (5.7) that EL(ω) > E. Therefore,
P
{
ω ∈ Ω∣∣EL(ω) ≤ E}
≤ P
{
ω ∈ {a, b}Zd∩ΛL
∣∣∣∣∣
∃q ∈ Zd−1 ∩ (−L/2, L/2)d−1 s.t. any four consecutive integers
r1, r2, r3, r4 ∈ Z ∩ (−L/2, L/2) with r1 < r2 < r3 < r4
satisfies ω(q,r1) = ω(q,r2) or ω(q,r3) = ω(q,r4)
}
≤
∑
q∈Zd−1∩(−L2 ,L2 )d−1
P
{
ω ∈ {a, b}Zd∩SqL
∣∣∣∣∣
any four consecutive integers r1, r2, r3, r4 ∈
Z ∩ (−L/2, L/2) with r1 < r2 < r3 < r4
satisfies ω(q,r1) = ω(q,r2) or ω(q,r3) = ω(q,r4)
}
,
∑
q∈Zd−1∩(−L2 ,L2 )d−1
P
{
Ωq
}
= Ld−1P
{
Ωq0
}
for any q0 ∈ Zd−1 ∩ (−L2 , L2 )d−1.
To find an upper bound for P
{
Ωq0
}
, we use the argument as in the proof of Theorem
5.1. Let N be the largest integer such that 4N ≤ L2 . For n = 1, 2, . . . , N , we set
In =
{
4(n− 1) + 1, 4(n− 1) + 2, 4(n− 1) + 3, 4(n− 1) + 4}
and for n = −1,−2, . . . ,−N , we set
In =
{
4(n+ 1)− 4, 4(n+ 1)− 3, 4(n+ 1)− 2, 4(n+ 1)− 1}.
That is, we decompose the sets {1, . . . , 4N} and {−4N, . . . ,−1} into disjoint sets such that
each such set consists of four consecutive integers. Then, for any n ∈ {−N, . . . , N}\{0}, we
can simply write
In =
{
rn1, rn2, rn3, rn4
}
with rn1 < rn2 < rn3 < rn4. Moreover, for any m,n ∈ {−N, . . . , N}\{0} with m 6= n,
ω(q0,Im) and ω(q0,In) are independent. With these, we find
P
{
Ωq0
} ≤ P
{
ω ∈ [a, b]Zd∩Sq0L
∣∣∣∣∣ ∀n ∈ {−N,−N + 1, . . . , N − 1, N}\{0},ω(q0,rn1) = ω(q0,rn2) or ω(q0,rn3) = ω(q0,rn4)
}
=
(
P
{
Ωq0(n0)
})2N
for any n0 ∈ {−N, . . . , N}\{0}, where
P
{
Ωq0(n)
}
=
{
ω ∈ {a, b}(q0,In)
∣∣∣ω(q0,rn1) = ω(q0,rn2) or ω(q0,rn3) = ω(q0,rn4)}
for n ∈ {−N, . . . , N}\{0}. It’s not hard to check that P{Ωq0(n0)} = 1 − 4µ2aµ2b ∈ [34 , 1),
where µa = P{ω ∈ Ω|ω∗ = a} and µb = P{ω ∈ Ω|ω∗ = b} = 1 − a. Therefore, by setting
µ = 1 − 4µ2aµ2b , we arrive at P
{
Ωq0
} ≤ µ2N ≤ µ− 74µL4 , where we used 8N ≥ L − 7.
Consequently, recalling L = c(E − E0)−1/2, we find
P
{
ω ∈ Ω∣∣EL(ω) ≤ E} ≤ Ld−1µ− 74µL4 = cd−1(E − E0)−(d−1)/2µ− 74µ c4 (E−E0)−1/2
for all E > E0 with E − E0 small, which leads to the result.
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The rest of this subsection is devoted to the proof of Lemma 5.8. We start with
Lemma 5.9. Let r, r + 1 ∈ Z ∩ (−L2 , L2 ) and set S = (− 12 , 12 )d−1 × (r − 12 , L2 ). Then there
exists some C > 0 such that for all large L ∈ 2N0 + 1 there holds
inf σ(Hω,S) ≥ E0 + C(
L+1
2 − r
)2
for all ω ∈ {a, b}Zd∩S satisfying ω(0,r) 6= ω(0,r+1).
Proof. Let ω ∈ {a, b}Zd∩S satisfy ω(0,r) 6= ω(0,r+1). We claim that there are subsegments
S1, . . . ,SK satisfying following conditions:
(i) for each k ∈ {1, . . . ,K}, there are lk,mk ∈ Z ∩ (−L2 , L2 ) with lk + 1 ≤ mk such thatSk = (− 12 , 12 )d−1 × (lk − 12 ,mk + 12 );
(ii) S1, . . . ,SK are pairwise disjoint and S = ∪Kk=1Sk;
(iii) for each k ∈ {1, . . . ,K}, {ω(0,n), n = lk, lk + 1, . . . ,mk} satisfies the following condi-
tions: ω(0,lk) 6= ω(0,lk+1) and ω(0,n) = a for all n = lk + 2, . . . ,mk or ω(0,n) = b for all
n = lk + 2, . . . ,mk.
This claim follows from a similar (in fact, much simpler) iteration argument as in the proof
of Lemma 5.3. The rest proof follows from Lemma 2.2 and Theorem 4.1 with (H5).
We also need the counterpart.
Lemma 5.10. Let r − 1, r ∈ Z ∩ (−L2 , L2 ) and set S = (− 12 , 12 )d−1 × (−L2 , r + 12 ). Then
there exists some C > 0 such that for all large L ∈ 2N0 + 1 there holds
inf σ(Hω,S) ≥ E0 + C(
L+1
2 + r
)2
for all ω ∈ {a, b}Zd∩S satisfying ω(0,r) 6= ω(0,r−1).
We now prove Lemma 5.8.
Proof of Lemma 5.8. For large L ∈ 2N0+1, let S0L = (− 12 , 12 )d−1× (−L2 , L2 ) and set SqL =
(q, 0) + S0L for q ∈ Zd−1. Lemma 2.2 then implies
EL(ω) ≥ min
q∈Zd−1∩(−L2 ,L2 )d−1
inf σ(Hω,SqL).
Now, let ω ∈ {a, b}Zd∩ΛL be as in the statement of Lemma 5.8. Fix any q ∈ Zd−1 ∩
(−L2 , L2 )d−1 and consider the operatorHω,SqL . Let r1, r2, r3, r4 ∈ Z∩(−L2 , L2 ) be consecutive
integers satisfying r1 < r2 < r3 < r4, ω(q,r1) 6= ω(q,r2) and ω(q,r3) 6= ω(q,r4). Chopping SqL
into
SqL1 =
(
− 1
2
,
1
2
)d−1
×
(
− L
2
, r2 +
1
2
)
, SqL2 =
(
− 1
2
,
1
2
)d−1
×
(
r3 − 1
2
,
L
2
)
and using Lemma 2.2, we find
inf σ(Hω,SqL) ≥ min
{
inf σ(Hω,SqL1), inf σ(Hω,SqL2)
}
.
Then, we can apply Lemma 5.9 to Hω,SqL2 and Lemma 5.10 to Hω,SqL1 to conclude the
result.
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6 Further Discussions
We give a proof of the lower bound of Lifshitz tails in the cases Eϕa(a) ≤ Eϕa(b) and
Eϕb(a) ≥ Eϕb(b) in Subsection 6.1 and use Klopp and Nakamura’s Bernoulli model con-
structed in [15] to explain that Lifshitz tails may fail if (H5) fails in Subsection 6.2.
6.1 Lifshitz Tails: Lower Bound
As mentioned in Section 1, the lower bound for Lifshitz tails has been proven in [15, Theorem
0.2], whose proof is based on some techniques set up in [12] and [18]. We here give a simple
proof if Eϕa(a) ≤ Eϕa(b) or Eϕb(a) ≥ Eϕb(b) is true. The result is given by
Theorem 6.1. Suppose (H1), (H2) and (H3). If either
(i) Eϕa(a) ≤ Eϕa(b) and P0
{
[a, a+ ǫ)
} ≥ Cǫκ for C > 0, κ > 0 and all ǫ > 0 small, or
(ii) Eϕb(a) ≥ Eϕb(b) and P0
{
(b − ǫ, b]} ≥ Cǫκ for C > 0, κ > 0 and all ǫ > 0 small,
is satisfied, then
lim inf
E↓E0
ln | lnN(E)|
ln(E − E0) ≥ −
d
2
.
We will only prove Theorem 6.1 in the case Eϕa(a) ≤ Eϕa(b). Therefore, all the Mez-
incescu boundary conditions below are defined via ϕa. Our Method is based on the following
observation.
Lemma 6.2. Suppose (H1), (H2) and (H3). Let
Ha,ω = −∆+ Va +
∑
i∈Zd
ωiu+(· − i),
where Va = V0 − a
∑
i∈Zd u−(· − i). If Eϕa(a) ≤ Eϕa(b), then Hω ≤ Ha,ω with E0 =
inf σ(Ha,ω). Moreover, HXω,ΛL ≤ HXa,ω,ΛL for all L ∈ N and X = D or X = N .
Proof. Note
Hω = −∆+ V0 +
∑
i∈Zd
ωiu+(· − i)−
∑
i∈Zd
ωiu−(· − i)
≤ −∆+ V0 +
∑
i∈Zd
ωiu+(· − i)− a
∑
i∈Zd
u−(· − i).
This shows Hω ≤ Ha,ω. The inequality HXω,ΛL ≤ HXa,ω,ΛL in the sense of quadratic forms
follows directly from the structure of the potentials.
To show E0 = inf σ(Ha,ω), we note that
inf σ(Ha,ω) = inf σ
(
−∆+ Va + a
∑
i∈Zd
u+(· − i)
)
= inf σ(Ha),
therefore, we only need to show E0 = inf σ(Ha). But, by Lemma 2.1 and Theorem 1.1, we
have inf σ(Ha) = inf σ(Ha,C0) = Eϕa(a) = E0. This completes the proof.
As a simple consequence of the above lemma and (2.7), we have
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Lemma 6.3. Suppose (H1), (H2) and (H3). If Eϕa(a) ≤ Eϕa(b), then N(E) ≥ Na(E) for
E ∈ R, where Na is the IDS of Ha,ω.
We remark that Na is well-defined since Ha,ω is a standard continuum Anderson model
(see e.g. [9, 28]). Using the above lemma and the fact that inf σ(Hω) = inf σ(Ha,ω) by
Lemma 6.2, to prove the lower bound, it suffices to estimate a lower bound for Na.
Proof of Theorem 6.1. Note that the random operators Ha,ω is a standard continuum An-
derson models, and bottoms of their spectrum are nothing but E0. Therefore, standard
arguments (see e.g. [9, 10]) ensure that if P0
{
[a, a+ ǫ)
} ≥ Cǫκ for some C > 0, κ > 0 and
all ǫ > 0 small, then there are constants C1 > 0, C2 > 0 and C3 > 0 such that
Na(E) ≥ C1(E − E0)d/2(C2(E − E0)κ)C3(E−E0)−d/2
for all E > E0 with E − E0 small. Lemma 6.3 then leads to the result.
6.2 Klopp and Nakamura’s Bernoulli Model
In Theorem 1.3, we require assumption (H5). Here, we employ Klopp and Nakamura’s
Bernoulli Model constructed in [15] to argue that Lifshitz tails may fail if (H5) fails.
Let ψ ∈ C2(C0) be strictly positive, reflection symmetric and constant near ∂C0. Denote
this positive constant by c0. Set u =
∆ψ
ψ and consider the random operator
Hω = −∆+
∑
i∈Zd
ωiu(· − i), (6.1)
where {ωi}i∈Zd are i.i.d Bernoulli random variables with support {0, 1}. Then, a = 0 and
b = 1. It was proven in [15] that this model fails to exhibit Lifshitz tails, but exhibits a
van-Hove singularity. We show that it satisfies
Eϕ0(0) = Eϕ0(1) and Eϕ1(0) = Eϕ1(1)
and fails to satisfy (H5).
For Eϕ0(0) = Eϕ0(1), we note H0 = −∆, so we can take ϕ0 ≡ 1, which yields the
coincidence of Mezincescu boundary condition defined via ϕ0 and Neumann boundary con-
dition. Since ψ is constant near ∂C0, it satisfies Neumann boundary condition on ∂C0, so
ψ ∈ D(−∆NC0 + u). We conclude from (−∆NC0 + u)ψ = 0 and the strict positivity of ψ that
Eϕ0(1) = inf σ(−∆NC0 + u) = 0. Hence, Eϕ0(0) = 0 = Eϕ0(1).
For Eϕ1(0) = Eϕ1(1), since ψ is constant near C0, we conclude that ψ is not only the
ground state of −∆NC0 + u, but also the ground state of −∆PC0 + u, where the capital P
stands for periodic boundary condition. Thus, by periodic extension, the function ϕ1 =∑
i∈Zd ψ(· − i) is a continuously differentiable, strictly positive and Zd-periodic ground
state of H1 = −∆ +
∑
i∈Zd u(· − i) with H1ϕ1 = 0. It follows that Eϕ1(1) = 0. Since
ψ is constant near ∂C0, the Mezincescu boundary condition defined via ϕ1 and Neumann
boundary condition coincide, which implies that Eϕ1(0) = inf σ(−∆NC0) = 0. Therefore,
Eϕ1(0) = 0 = Eϕ1(1).
We next show that Hω fails to satisfy (H5). Since Eϕ0(0) = Eϕ0(1) and Eϕ1(0) =
Eϕ1(1), and Mezincescu boundary conditions defined via ϕ0 and ϕ1 coincide with Neumann
boundary condition as discussed above, the failure of (H5) follows from the explicit ground
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state of localized operators. More precise, let S ⊂ Rd be any nonempty open set such that
S = int(∪i∈Zd∩SCi), then inf σ(Hω,S) = 0 with ground state ϕω,S satisfying
ϕω,S |Ci =
{
ϕ(· − i), if ωi = 1,
c0, if ωi = 0
for any i ∈ Zd ∩ S.
We point out that the reflection symmetry assumption on ψ, made in [15], is only for the
reflection symmetry of u, so E(0) = E(1), where E(0) and E(1) are the ground state energies
of −∆NC0 and −∆NC0 + u, respectively. The proof of Eϕ0(0) = Eϕ0(1) and Eϕ1(0) = Eϕ1(1)
above is clearly independent of the reflection symmetry of ψ. Moreover, the proof in [15] of
the van-Hove singularity of the IDS of (6.1) is mainly based on the explicit ground states
(in terms of ψ) of Hω restricted to cuboids. But without the reflection symmetry of u, we
can still use these explicit ground states. Therefore, after dropping the reflection symmetry
assumption on ψ, the arguments in [15] still apply and the IDS of (6.1) exhibits the van-Hove
singularity.
The above analysis is summarized as
Theorem 6.4. Let ψ ∈ C2(C0) be strictly positive and constant near ∂C0. Set u = ∆ψψ . Let
ϕ0 and ϕ1 be the continuously differentiable, strictly positive and Z
d-periodic ground states
of H0 = −∆ and H1 = −∆+
∑
i∈Zd u(· − i), respectively. Considering the Bernoulli model
(6.1), we have
• Eϕ0(0) = 0 = Eϕ0(1) and Eϕ1(0) = 0 = Eϕ1(1);
• the IDS of Hω exhibits the van-Hove singularity near 0.
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