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Abstract: 
Pharmaceutical drug Research and Development (R&D) outsourcing to contract research 
organizations (CROs) has experienced a significant growth in recent decades and the trend is 
expected to continue. A key question for CROs and firms in similar environments is which 
projects should be included in the firm׳s portfolio of projects. As a distinctive contribution to the 
literature this paper develops and evaluates a business support tool to help a CRO decide on 
clinical R&D project opportunities and revise its portfolio of R&D projects given the existing 
constraints, and financial and resource capabilities. A new mathematical programming model in 
the form of a capital budgeting problem is developed to help revising and rescheduling of the 
project portfolio. The uncertainty of pharmaceutical R&D cost estimates in drug development 
stages is captured to mimic a more realistic representation of pharmaceutical R&D projects, and 
a robust optimization approach is used to tackle the uncertain formulation. An illustrative 
example is presented to demonstrate the proposed approach. 
 Pharmaceutical contract research organization (CRO) | Research and Development Keywords:
(R&D) | Project selection and scheduling | Uncertainty | Robust optimization 
Article: 
1. Introduction 
Americans spent over $2.6 trillion on healthcare last year. This represents about 17.9% of the 
total US GDP. The World Health Organization estimates that the healthcare share of US GDP 
could climb to 34% by 2040 and warns of adverse consequences for the world economy if the 
current cost trajectory is not corrected. A closer look at the healthcare expenditure shows that 
pharmaceuticals accounts for over 12.9% of total expenditure and it is projected to be the fastest 
growing portion of healthcare spending. This is due to high prices of prescription drugs, 
particularly brand name and specialty drugs, and rising costs associated with the Research and 
Development (R&D) of new drugs (CMS Report, 2011). The pharmaceutical industry has long 
argued that the process of drug discovery through R&D is very expensive and requires 
substantial capital expenditure. For example, an average cancer drug costs around $1.75 billion 
to research and develop and may take up to 10 years to test and market. In 2008, American 
pharmaceutical companies spent over $45 billion on developing new drugs or modifying existing 
drugs. According to the Science and Engineering Indicators 2012 report published by the 
National Science Foundation, pharmaceuticals and medicines are the highest R&D intensive 
industries in the world after semiconductor and communication industries. The average R&D 
intensity in the pharmaceutical industry—the ratio of total R&D spending to total sales revenue—is 
12.2%, which is more than three times that of the average manufacturing firm in the US. 
R&D expenditures in the pharmaceutical industry might be as high as 40% of the cost of a newly 
developed drug (Gassmann et al., 2008). A significant contributor to the high R&D costs in 
pharmaceutical drug development projects is the high prevalence of technological and market 
uncertainties (Rogers et al., 2002). Technological uncertainties are related to the efficacy and 
safety of the drugs being developed while market uncertainties are related to the supply and 
demand factors in the marketplace. Despite these uncertainties, pharmaceutical companies have 
increasingly grown their expenditures on R&D in an effort to boost profitability through the 
introduction of novel drugs for treatment of various ailments (Lowman et al., 2012). This rising 
expenditure in pharmaceutical R&D projects is due to increases in cost of discovering new 
drugs, as well as higher costs associated with conducting clinical trials for developing these 
drugs. It is also important to note that recently discovered drugs with demonstrated higher levels 
of sophistication may require an even more costly and time-consuming clinical trial phases to 
ensure their safety and efficacy before they could be introduced to the market (Craig and Malek, 
1995 and DiMasi and Grabowski, 2007). 
As shown in Fig. 1, pharmaceutical drug development pipeline includes drug discovery, pre-
clinical and clinical trials, FDA review, and production and marketing phases. Among these 
development phases, clinical trials are the most time-consuming and investment-intensive ones. 
Clinical trials take about 6 years to complete and represent more than 50% of total 
pharmaceutical R&D spending (Zeller, 2002, Mirowski and Van Horn, 2005 and Parexel, 2004). 
 
Fig. 1. Pharmaceutical drug development pipeline. 
Given the cost and complexities associated with developing new drugs, pharmaceutical 
companies typically outsource some of their drug development activities to specialized 
organizations in order to better focus on their own core competencies. These specialized 
organizations are referred to as contract research organizations (CROs). CROs were “born” in 
the late 1970s and quickly assumed a significant role in the pharmaceutical industry in order to 
help the industry balance the need to consolidate its operations while simultaneously address 
getting drugs quickly through the development pipeline (Piachaud, 2002). The Association of 
Clinical Research Organizations (ACRO) estimates that over 46% of pharmaceuticals have 
outsourced their R&D projects to CROs. ACRO also estimates that CROs employ over 2 million 
people and are present in 115 countries (ACRO, 2013). The CRO industry represents over 33% 
of the total spending on pharmaceutical R&D (Lowman et al., 2012). It is estimated that in the 
near future, CRO׳s share of total pharmaceutical R&D will exceed 60% (ACRO, 2013). The 
leading CROs manage more than 45,000 clinical trials annually with revenues in excess of $20 
billion (Milne and Paquette, 2004, Tufts Center, 2006a and Getz, 2007). The CRO industry is 
also very concentrated; the top 10 out of existing 1000 CROs in the global market control more 
than 80% of the total market share (Shuchman, 2007 and Getz, 2007). This indicates that the 
CRO market consists of a few big multinational companies with R&D departments even larger 
than some of their pharmaceutical clients along with numerous small or medium sized 
companies with a niche in national or regional markets (Piachaud, 2002). 
The CRO market has expanded from drug discovery and preclinical work to clinical trials, drug 
manufacturing, and even marketing (Tufts Center, 2006b and Mehta and Peters, 2007). While it 
seems that it is the increase in the quantity of R&D projects that has promoted the need to 
outsource clinical trials, there are basically other motivations for pharmaceutical companies to 
use more outsourcing (Piachaud, 2002). These include higher cost efficiency (Huang et al., 
2009), less time to market (Mahnke et al., 2006), increased opportunity to gain needed 
knowledge, availability of advanced skills and technologies (Coombs et al., 2003), and the 
increased globalization of drug development (Gassmann et al., 2010). The CRO of today is a key 
driver of drug development success (Lowman et al., 2012). 
Although the practice of drug development outsourcing to CRO has been the motivation of 
numerous researchers (Alexander and Young, 1996, Rettig, 2000, Dickert et al., 2002, Piachaud, 
2002, Quelin and Duhamel, 2003, Mirowski and Van Horn, 2005, Angell, 2008, Hsuan and 
Mahnke, 2011 and Zirpoli and Becker, 2011), the majority of conducted studies are descriptive 
in nature and have been studied from the perspective of the goal attainment for the 
pharmaceutical companies and not for the CROs. Within the pharmaceutical business, for 
example, short time to market increases the novelty of a potential blockbuster drug to achieve a 
prolonged competitive advantage (Arlington, 1997 and Piachaud, 2002). A prolonged clinical 
testing may significantly reduce the commercial value of a drug or may even render the whole 
project infeasible (Bauer and Fischer, 2000). In fact, studies show that financial and commercial 
reasons account for more than one third of research abandonment which often occurs during late 
clinical testing phases (DiMasi, 2001). Thus, the role of the CRO is very critical in achieving the 
drug development goals of client organizations. A 2010 survey of about 400 drug manufacturers 
and biotech companies showed a potential growth of about 4–8% in CRO R&D budgets, 
indicating that the number of outsourcing activities is on the upward trend. Given this trend, the 
question that needs to be asked is whether CROs have the ability to absorb all the demand from 
client organizations. And if they do not, how should they balance their capabilities with the 
contract project loads in order to sustain long term profitability and growth? In other words, 
CROs must decide on which R&D projects to include in their optimum mix of project portfolio 
given their capacity constraints and profitability goals. Selecting a wrong mix of projects not 
only adversely impacts the contractual and financial obligations, but may also reduce the ability 
to successfully execute other projects already in the portfolio. 
Realizing this necessity, the goal of this paper is to develop a business support tool to help CROs 
make their contract decisions effectively by integrating project opportunities with existing 
technical, financial, and resource restrictions within a mathematical model. There is very limited 
research on CROs in this context. The closest body of literature that underpins such models is 
referred to as the project selection and scheduling (PSS). Since the PSS literature is developed 
for generic projects, we need to modify the problem definition to account for pharmaceutical 
R&D projects as a special category of R&D projects. From a modeling perspective, the 
distinguishing characteristics of R&D projects from those of generic projects occur on the highly 
uncertain nature of R&D projects in that R&D cost and revenue estimates are very unreliable and 
the market outcome is very risky (DiMasi, 2001). To account for this uncertainty we employ a 
recently developed approach, called robust optimization, to solve our formulated model for 
pharmaceutical R&D project portfolio decision making. 
The remainder of this paper is organized as follows. In the next section, we review the PSS 
literature, introduce the robust optimization concept, review its recent applications in project 
selection and project scheduling, and discuss its relevance to R&D PSS. In Section 3, we 
formally define the problem and propose our nominal model. Section 4 is dedicated to the 
introduction of a robust optimization framework and formulation of the robust counterpart 
model. In Section 5, we present the results of our robust CRO portfolio optimization approach 
using an illustrative example. Finally, Section 6 provides some managerial implications along 
with the conclusions. 
2. Literature review 
In the project management literature, project decision is usually considered the same as the 
project selection. As a result, the majority of studies generally do not include project scheduling 
as part of the decision process (Coffin and Taylor, 1996). As such, most of these studies present 
models that are usually designed to select a subset of projects from a larger pool of candidate 
projects to meet return objectives and budget constraints (Fox et al., 1984). In addition, these 
models sometimes consider resource allocation (Taylor et al., 1982) and project risk 
(Heidenberger, 1996 and Gabriel et al., 2006) in the selection process. Project scheduling 
becomes a subsequent follow-up activity after the selection process. 
There are a few mathematical models that include the scheduling aspect of projects as part of the 
decision process. The resulting PSS problem can be classified into two different categories. In 
the first category each project is composed of a set of tasks requiring specific resources to 
complete, and precedence relations among tasks (within a project or between projects) exist. The 
major focus of this category is on the scheduling aspect of tasks, and the proposed models and 
solution techniques are similar to what is generally referred to as the resource constrained project 
scheduling problem (Coffin and Taylor, 1996,Kolisch and Hartmann, 2006 and Chen and Askin, 
2009). In the second category it is assumed that each project is composed of a set of stages 
which, upon selection of the project, must be sequentially accomplished. The major focus of this 
category is on selection rather than scheduling of projects. 
The first notable work in the second category, which is pertinent to R&D projects and hence our 
problem, is presented in Ghasemzadeh et al. (1999) where a multiobjective binary integer linear 
model with additive objectives is developed. They consider resource limitations and 
interdependences among projects and comment on the issue of sensitivity of the resulting 
portfolio to problem parameters. To address the scheduling problem resulting from the 
uncertainty in parameters, they re-optimize the model for sensitive parameter values through an 
interactive process. Benli and Yavuz (2002) address this problem differently by presenting a 
binary integer linear model where total net present value of selected projects is maximized and 
capital budgets and precedence relations among projects are considered. Sefair and Medaglia 
(2005)extend this work by incorporating exogenous cash flow generation and considering risk 
minimization as the second objective function. Zuluaga et al. (2007) extend Sefair and Medaglia 
(2005) by considering budget and benefit interdependence among projects, but do not consider 
the second objective of risk minimization. Sun and Ma (2005) address this problem within the 
R&D setting of a company and attempt to find a solution that maximizes the total priority of 
projects while budget restrictions in future time periods are respected. They formulate the 
problem as a simple packing multiple boxes model and heuristically solve it in a sequence of 
binary integer linear (Knapsack) models. Medaglia et al. (2008) address the selection and 
scheduling of public sector projects subject to resource limitations and precedence constraints, 
where endogenous project cash flow generations in addition to exogenous budgetary limits exist. 
They develop a multiobjective mixed integer linear programming (MILP) model with additive 
objectives and perform sensitivity analysis on various problem parameters. They also accentuate 
the issue of solution robustness and illustrate how robustness may be used as a negotiation tool in 
a political environment. Carazo et al. (2010) develop a multiobjective nonlinear binary integer 
model to select and schedule a project portfolio where all problem data are deterministic, and 
resource constraints, project interdependence, and the possibility of transferring resources to the 
following period are taken into account. They assume no a prioriinformation on the objectives׳ 
preferences and propose a metaheuristic procedure based on scatter search to determine the set of 
(Pareto) efficient portfolios. 
It is worth noting that previous studies have addressed the PSS problem from a deterministic 
point of view. Some studies (e.g. Ghasemzadeh et al., 1999 and Medaglia et al., 2008) have 
commented on the uncertainty of parameters and used sensitivity analysis to investigate the 
stability of the solutions with regard to uncertainty in the data. We emphasize that sensitivity 
analysis, as a post-optimization tool, measures sensitivity of the solution only regarding small 
changes in the problem data and does not measure the amount by which the solution can violate 
constraints of the problem. In addition, while sensitivity analysis quantifies local stability of the 
solution with respect to small data changes, it does not provide a tool to improve this stability. 
Finally, sensitivity analysis requires the analysis of uncertain parameters one at a time. 
Robust optimization is a new approach that addresses uncertainty of all problem parameters 
concurrently. It guarantees feasibility and optimality of the solution for the worst instances of the 
problem without jeopardizing performance of the optimal solution. Robust optimization 
incorporates the random character of problem parameters without making any assumptions about 
their probability distributions. The use of robust optimization to address data uncertainty of 
pharmaceutical R&D project is pertinent because development of drugs precludes the availability 
of historical data to simulate the probability or possibility distribution of the R&D project 
parameters. As a result, the application of fuzzy or stochastic optimization approaches to 
pharmaceutical R&D that deals with unexperienced uncertainties is questionable. Both fuzzy and 
stochastic approaches assume that possible outcomes of an event and their distributions are 
known with certainty. While in robust optimization the possible outcomes are known, no 
distribution is associated with them. In addition, fuzzy or stochastic optimization approaches 
optimize the objective function based on the preference degree of the decision maker whereas 
robust optimization seeks a solution that remains reasonably good under all possible realizations 
of the uncertain parameters. 
Robust optimization was first introduced by Soyster (1973). In his approach each uncertain 
parameter is considered at its worst possible value within a range, resulting in solutions that are 
overly conservative. El-Ghaoui et al. (1998) and Ben-Tal and Nemirovski (2002) took the next 
steps by addressing the overconservatism issue and considered ellipsoidal uncertainties which 
result in conic quadratic robust counterparts for uncertain linear formulations. Although these 
formulations are able to approximate more complicated uncertainty sets they lead to counterpart 
models that are nonlinear and hence, computationally less tractable and less practical than linear 
models. Bertsimas and Sim (2003) developed the “budget of uncertainty” approach that has the 
advantage of retaining linearity over the robust counterpart. In addition, this approach provides 
full control over the degree of conservatism for every constraint. 
A recent review by Gabrel et al. (2014) reveals that although there are a number of studies that 
present the application of robust optimization in the context of either project selection or project 
scheduling, no such application exists in the PSS domain. In the context of project 
selection, Liesiö et al. (2008) developed a multiobjective project selection model where a wide 
range of project interdependences and variable budget levels exist. They considered incomplete 
information on project costs and used an algorithm to determine all non-dominated 
solutions. Driouchi et al. (2009) provided a robustness framework for monitoring real options 
under uncertainty that can be used to make robust project decisions. Hassanzadeh and Modarres 
(2009) used the real options approach to valuate R&D projects and developed a model to select a 
robust portfolio of R&D projects. Düzgün and Thiele (2010) considered a project selection 
problem where uncertainty in project cash flow depends on an underlying random variable. They 
modeled the uncertainty using multiple ranges for each uncertain parameter and developed a 
mathematical optimization model as well as a ranking heuristic to find the best portfolio of R&D 
projects. Hassanzadeh et al. (2014) considered a multiobjective R&D project portfolio selection 
problem where benefits and costs are uncertain. They used the budget of uncertainty approach 
within an interactive Tchebycheff procedure to elicit preference information from the decision 
maker and find the preferred portfolio of projects. Lo Nigro et al. (2014) developed a 
biopharmaceutical R&D project selection model where future cash inflows of successfully 
completed projects can be used to partially fund the development stages of other ongoing 
projects. They allowed for the option to develop a project either internally or through allies and 
used the real options valuation approach to evaluate candidate projects. Their proposed model 
maximizes the real options value of the portfolio less discounted value of the endogenous cash 
flows used to fund other projects. In the context of project scheduling Yamashita et al. 
(2007) considered a formulation of project scheduling problem with resource availability cost 
where uncertainty in activity durations is modeled as a set of scenarios, and a heuristic based on 
scatter search is proposed to solve the formulation. Artigues et al. (2013) also considered a 
project scheduling problem with uncertain activity durations. They formulated the problem as a 
minimax-regret optimization model and used a scenario-relaxation algorithm to solve the 
problem. They also commented on the computational intractability of their approach even for 
medium-sized instances of the problem and proposed a heuristic solution procedure which 
demands less CPU time. 
In this paper, we develop a mathematical model to periodically select and concurrently schedule 
a portfolio of R&D projects. Our contribution is that our proposed model and solution approach 
account for the critical distinctions between R&D project and generic project setting. First, early 
market introduction is a significant factor in commercial success of an R&D project (Arlington, 
1997 and Piachaud, 2002); it has the short-term benefit of higher profits (Musselwhite, 1990) as 
well as long-term benefit of higher market share (Robinson and Fornell, 1985) and more 
profitable drug life cycle (Bauer and Fischer, 2000). Therefore, R&D project returns (contract 
values) are highly time-dependent. Second, R&D projects are very risky and hence, externally 
available funds for investment have much higher cost than internally available funds (Grabowski 
and Vernon, 2000). This is in addition to transaction costs, tax advantages, financial distress 
costs, and asymmetric information that make externally available funds generally more 
expensive than internally available funds (Hubbard, 1998). Our formulated model allows for 
reinvestment of revenues generated from successfully delivered R&D projects as an alternative 
to borrowing from a financial institution. Third, R&D projects usually have long life cycles and 
are very imprecise and uncertain in terms of cash flow estimates compared to non-R&D projects 
(Carlsson et al., 2007). To address this issue, we employ the robust optimization method 
of Bertsimas and Sim (2003) as our solution approach to account for this inherent uncertainty in 
R&D financial estimates. 
3. Problem definition 
In order to characterize the problem, consider a situation where a CRO faces several R&D 
project opportunities from various pharmaceutical companies. Each project opportunity, if 
undertaken, will lead to a return equal to the contract value of the project. Without loss of 
generality, we assume that this revenue occurs as soon as the project is completed. In addition to 
new project opportunities, we assume that the CRO is currently conducting a portfolio of 
ongoing R&D projects where each project is undergoing a particular clinical testing phase. So, 
the problem that needs to be addressed is which ongoing projects should be abandoned, which 
additional project(s) should be accepted into the portfolio, and how should the new portfolio mix 
be scheduled. 
Every R&D project has a specific number of development phases, each of which requires 
specific financial as well as human, laboratory, and several other resources. Due to the limited 
availability of these resources, the CRO cannot initiate all promising projects simultaneously. 
The CRO, however, may offer a delayed initiation to the pharmaceutical company which will 
highly degrade the contract value. To formally define the problem, we first observe that a clinical 
testing phase may span several time periods. To model clinical trials we consider that each phase 
consists of several project stages where each stage lasts for a single time period, e.g. one year. 
We focus on this problem over a planning horizon of T time periods. The CRO cash flows are 
modeled as financial transactions between the CRO and a bank. Outflows include costs to be 
paid for drug development purposes and inflows involve external budgets and revenues received 
as a result of delivering a completed drug project to the client, as shown in Fig. 2. 
 
Fig. 2. Flows in the problem setting. 
Our proposed R&D PSS model encompasses the following parameters: 
n number of projects (ongoing and candidate) 
ki duration of project i in terms of stages or periods (project life) 
 early start time of project i 
 tardy start time of project i   ( ) 
 
time-dependent cost of undertaking the kth stage of project i in period t  (k≤ki) 
 
contract value of project i if completed at the beginning of period t 
 
amount of resource type m required to handle kth stage of project i 
rt single-period interest rate in period t 
Δ premium paid over the interest rate for single-period borrowing; strictly positive 
βt external budget available in period t 
B liability (borrowing) limit 
 
amount of resource type m available in period t 
T planning horizon (in time periods) 
gip precedence gap between project i and project p 
 
the following sets: 
Ω set of precedence relations 
 
set of mandatory projects 
OΘ set of ongoing projects that should not be interrupted 
 
and the following decision variables: 
 
amount of cash in account at the beginning of period t   (earning interest at rate rt) 
 
total liability at the beginning of period t   (with interest rate rt+Δ) 
  
In addition, we define possible precedence relations in the following sense: if project i precedes 
project p  , then (i,p)∈Ω and their precedence gap is an integer number, i.e  ., gip∈Z. If gip=0, then 
project i must be over before project p   can begin; if gip<0, an overlap of at most (−gip) periods is 
allowed; finally, ifgip>0, project i   must be over at least gip periods before project p can begin. We 
also view every ongoing project as a new project opportunity with the related parameters 
modified accordingly. In addition, without loss of generality, we assume that financial 
transactions, cost spending, and resource consumptions occur at the beginning of periods. The 
nominal R&D PSS problem is formulated similar to a capital budgeting problem as 
equation(1) 
  
equation(2) 
 
equation(3) 
  
equation(4) 
  
equation(5) 
  
equation(6) 
  
equation(7) 
  
equation(8) 
  
equation(9) 
  
equation(10) 
  
The bank account periodically receives cash from completed projects and potential external 
budgets in order to finance the ongoing projects. At the beginning of period t  , the account gains 
interest , pays interest , and rolls over to the next period. The bank account balance 
at the beginning of period t  , represented by lt−bt, encompasses all revenues gained from 
completed project, investment costs paid to undertake project phases, and interests gained from 
or paid to the bank up to period t   (apparently,  for all t). We therefore formulate the 
objective function (1) to maximize the account balance at the end of the planning horizon T. The 
cash balance constraint is shown in (2), where cash in period t   comes from the principal and 
interest from lending in period t−1, the amount borrowed in period t, and exogenous budget in 
period t. Cash is spent on lending in period t  , the principal plus interest related to the amount 
borrowed in period t−1 at rate (rt−1+Δ), and the cost of undertaking stage t−j+1 of projects 
initiated at time period j  . Note that we have chosen  as the negative contract value 
merely to simplify the writing of this equation. Constraint (3) ensures that each R&D project, if 
selected, starts only once during the planning horizon. Constraint set (4) is established for each 
renewable resource, such as staff and laboratory to ensure that each resource type consumption 
remains within the available resource level of each period. Constraint (5) presents technical 
interdependence between projects; if xpt=1 and project i is the predecessor of project p, then 
project i   must start no earlier than  and no later than . Mandatory projects 
may also exist in the portfolio decision process. These are projects that, based on certain 
considerations, must be definitely included in the portfolio. Constraint set (6) guarantees the 
inclusion of these projects in the portfolio. Moreover, at periodic revisions of the portfolio, it is 
normal for many or all of the ongoing projects to be continued. Constraint set (7) does not allow 
such ongoing projects to be interrupted. Constraint set (8) specifies the liability limit in each 
period. Finally, constraints (9) and (10) identify decision variables of the problem. In the next 
section, we show how to incorporate the uncertainty of R&D financial estimates in the above 
formulation. 
4. Robust CRO portfolio optimization model (RoCROP) 
4.1. Robust optimization for uncertain linear programming problems 
Consider the following MILP problem: 
equation(Model 1) 
 
The problem has n   decision variables (xj), the first n  ′ of which are integral. cj, aij, and bi are 
objective function coefficients, technical coefficients, and right-hand side values, 
and  and  are lower and upper bounds on decision variables, respectively. Without any loss of 
generality, we assume that data uncertainty affects only aij ( Bertsimas and Sim, 2003). To 
capture uncertainty we only assume that each aij is known to belong to an interval that is centered 
at the nominal value  and has half-interval length of , i.e.  and no 
distribution is associated with the uncertain parameter in its support. As much as it is unlikely 
that all coefficients are equal to their nominal value, it is also unlikely that they are all equal to 
their worst-case value. For this reason, the “safest” approach where all parameters are taken 
equal to their worst bound leads to severe deterioration of the objective function without 
necessarily being justified in practice. Hence, the conservatism degree of the solution needs to be 
appropriately adjusted so that a reasonable trade-off between robustness and performance is 
achieved. 
To quantify this concept in mathematical terms, the absolute value of the scaled deviation of 
parameter aijfrom its nominal value is defined as . Obviously, zij takes values in 
interval . We now impose a budget of uncertainty   in the following sense: the total absolute 
value of the scaled deviation of the parameters in the ith constraint cannot exceed some, not 
necessarily integer, threshold Γi, i.e. . By taking Γi=0 (Γi=n) we obtain the 
nominal (worst) case formulations. Bertsimas and Sim, 2003 and Bertsimas and Sim, 2004 show 
that letting the threshold Γi vary in  makes it possible to build a robust model with greater 
flexibility without excessively affecting the optimal objective function. Intuitively, the budget of 
uncertainty rules out large deviations in j∑aijxj which plays a predominant role in worst-case 
analysis but actually occurs with negligible probability. In mathematical terms, let 
 
The robust problem is then formulated as 
equation(Model 2) 
  
Bertsimas and Sim (2003) prove that uncertain linear programming Model (2) has the following 
robust, linear counterpart: 
equation(Model 3) 
  
In the above model, the latent variables qi and rij have no particular meaning but together 
with yjdetermine the amount by which uncertain parameter aij deviates around . The above 
counterpart is of the same class as the nominal problem, that is, a MILP problem. This is a highly 
attractive feature of this approach since such programming problems can be solved by standard 
optimization packages. Another interesting property of this approach is that even if the total 
realized deviation of the uncertain parameters in constraint i   is more than Γi, the robust solution 
will still be feasible with very high probability. 
4.2. Robust counterpart of nominal R&D PSS model 
In real world applications, it is the uncertainty of R&D cost estimates that substantially affects 
the portfolio decision. Therefore, without loss of generality, we consider that uncertainty merely 
affects cost estimates of drug development phases. To tackle the nominal formulation, we model 
uncertain cost estimates by assuming that each uncertain  belongs to an interval centered at its 
nominal value  and of half-length  but its exact value is unknown. We define the absolute 
value of the scaled deviation of each uncertain cost estimate from its nominal value 
as  and add the following constraint 
to (1), (2), (3),(4), (5), (6), (7), (8), (9) and (10): 
equation(11) 
  
where Γt stands for the budget of uncertainty for the cost estimates of all project stages occurring 
in period t. The budget of uncertainty helps to avoid overconservatism by controlling the 
robustness of the constraint set (2) against level of conservatism. 
Corollary. 
The uncertain formulation (1), (2), (3), (4), (5), (6), (7), (8), (9), (10), Model (1), Model 
(2), Model (3) and (11) has the following robust counterpart: 
equation(Model 4) 
 
Proof. 
In the uncertain model (1), (2), (3), (4), (5), (6), (7), (8), (9), (10), Model (1), Model (2), Model 
(3) and (11), variables xij are (binary) integers and variables lt and bt are continuous and bounded. 
Constraint (2) is the only constraint with uncertain parameters cit, and all other constraints as well 
as the objective function comprise deterministic parameters only. Noting that binary variable is a 
special case of integer variable, and also that in Bertsimas and Sim (2003) approach, the 
deterministic objective function and deterministic constraints remain intact in transition to linear 
counterpart, Model (4) directly follows from derivation of Model (3) from Model (2).□ 
Model (4), called the RoCROP model, is a MILP problem which is of the same class as that of 
the nominal problem. Therefore, it has the characteristic of rapid re-optimization which helps 
evaluating the effect of budget of uncertainty changes to the optimal R&D project portfolio 
schedule. 
5. An illustrative example of RoCROP model 
In this section, we present the results of an illustrative example where the RoCROP model has 
been applied to a CRO portfolio. We borrow our main problem data from Rogers et al. 
(2002) where a pure project selection problem in pharmaceutical R&D is addressed. We next 
generate plausible and reasonable values for project-specific data (e.g., early and tardy start 
years, external budget availability, borrowing limit, project resource requirement, resource 
availabilities, and delayed development cost estimates) that were not included in Rogers et al. 
(2002) but are required for our problem setting. For this illustration, we also use our experience 
of working with a CRO to represent macroeconomic data such as the interest-free rate and the 
borrowing rate that are realistic and conform to the industry standards and macroeconomic 
norms. 
The CRO currently faces 11 new drug development opportunities along four development 
phases. At the moment, the project portfolio consists of 5 projects beginning clinical phase II, 5 
projects beginning phase III, and 4 projects beginning phase IV. The company needs to consider 
the new project opportunities for selection and scheduling. As before we assume that each 
project opportunity, upon selection, will be continually carried into completion. At the current 
revision period, however, we may need to postpone or even terminate some of the ongoing 
projects due to a variety of reasons, including the arrival of more promising projects, scarcity of 
resources required for further development, or the request of the client company. Upon 
completion of a project, the company receives the contract value from the client. It is intuitively 
apparent that projects with low investment costs, low resource consumption, and high contract 
values are generally preferable over others. Table 1 summarizes project data including phase 
durations, estimated development costs, contract values, and early and tardy start years imposed 
by contract terms. We use notation  for contract-based tardy start year of project i presented in 
the last column of Table 1. Note that for projects 1–8 and 12–16 with no contract-based tardy 
start year, we assume a temporary value of infinity that will be contained later. For each year 
where a project phase is postponed beyond its early start year, the development costs increase by 
1.5% to reflect the cost increase due to inflation. The contract value is highly dependent on 
project delivery time and is assumed to decline exponentially with rate of −0.10 per year delay 
above its early delivery time. These assumptions are made merely to simplify data presentation 
for the delayed costs and revenues. Using our notation in Section 3, time-dependent costs and 
contract values are respectively represented by the following equations: 
equation(12) 
  
equation(13) 
  
Table 1. Phase lengths, costs, project contract values, and early and tardy start years for the 25 
projects. 
Project Length (years) of 
phase 
Cost of phasea Contract 
valuea 
Early start 
year 
Tardy start 
year 
I II III IV I II III IV 
1 1 2 2 3 2 10 20 20 120 5 – 
2 1 2 3 4 5 20 35 120 400 5 – 
3 1 1 2 3 3 20 50 100 320 3 – 
4 1 3 2 3 10 5 30 75 240 3 – 
5 1 1 2 2 5 15 110 290 680 3 – 
6 1 1 2 3 2 10 20 30 180 2 – 
7 1 1 3 2 3 10 40 45 190 1 – 
8 1 1 2 2 10 15 60 100 320 1 – 
9 1 1 3 3 5 15 45 55 280 1 10 
10 1 1 2 2 20 80 85 200 810 1 10 
11 1 1 2 2 15 15 25 45 180 1 10 
12  1 2 2  10 25 30 110 1 – 
13  1 2 3  20 35 40 190 1 – 
14  1 3 2  20 50 75 250 1 – 
15  1 3 2  30 55 120 430 1 – 
16  1 2 2  10 25 30 110 1 – 
17   2 3   30 60 160 1 5 
18   3 2   75 180 510 1 5 
19   2 2   90 180 480 1 4 
20   1 2   50 100 320 1 3 
21   1 2   80 150 350 1 4 
22    2    180 290 1 3 
23    3    70 170 1 3 
24    1    85 220 1 3 
25    1    35 50 1 3 
aEstimated in million dollars based on the early start year. 
Currently, there is no liquidity in CRO׳s bank account. External budgets of 100 million dollars 
are available during the first 3 years. The liability limit is set to 400 million dollars. The annual 
risk-free interest rate and borrowing rate for the CRO in question are assumed to be 5% and 
14%, respectively. The company maintains 150 specialists and 8 laboratories. Table 2 presents 
annual number of specialists and laboratory units required during the project phases. 
Table 2. Annual resource consumptions for the 25 projects. 
Project Annual specialist requirement in phase 
 
Annual laboratory requirement in phase 
I II III IV I II III IV 
1 5 15 20 1 1 0.9 1.1 0.5 
2 15 30 80 1 1.7 1 1.9 0 
3 10 30 50 1 1.2 2.1 1.6 0 
4 25 9 30 1 1.9 0.4 1.6 0 
5 15 24 110 1 0.9 1.5 3.6 0 
6 5 15 20 1 0.5 1.4 1 0 
7 10 15 40 1 1 1.4 1.7 0 
8 25 24 60 1 2.1 1.6 1.7 0 
9 15 24 50 1 1.3 1.6 1 0 
10 50 60 46 1 2.6 4 1.5 0 
11 40 24 26 1 2.4 2.3 1.7 0 
12  15 26 1  1.8 1.2 0 
13  30 36 1  1.9 1.9 0 
14  30 56 1  2.5 1.5 0 
15  45 56 1  2.5 1.2 0 
16  15 26 1  1.9 0.8 0 
17   30 1   1.3 0 
18   76 1   2.1 0 
19   90 1   3.4 0 
20   50 1   3 0 
21   80 1   4.9 0 
22    1    0 
23    1    0 
24    1    0 
25    1    0 
Table options 
To tackle the problem, we first set project stages (periods) to years. As a result each project 
phase may span several stages (years), as depicted in Fig. 3. 
 
Fig. 3. Development pipeline for project 1. 
Let n=25, B  =400, rt=r=5%,Δ=14%−5%=9%, and βt=100 for t=1,2,3. Without loss of generality, 
we assume that development costs occur at the beginning of phases. For example, for project 1, 
we let k1=8,    
and , where cash flows for the postponed project are calculated from (12) and (13). 
For the specialist resource, we have    
 and for the laboratory resource,   
 and  
In order to determine the appropriate planning horizon, we chose to use the net present value 
(NPV) method to shorten the planning horizon and reduce the number of decision variables. 
Note that the optimal solution may not involve projects that have negative NPV (the 25 projects 
meet this requirement if initiated at their early start year). Since costs and revenues are 
respectively increasing and decreasing functions of project start year, the NPV is a decreasing 
function of project start year (which is typical of almost all R&D projects) and hence, each 
project can be postponed up to a limited number of years to maintain its financial viability. This 
may impose earlier tardy start years than the contract-based tardy start years in Table 1. The 
NPV of project i initiated at period t is calculated by discounting costs and revenues to the 
beginning of the planning horizon as in the following: 
equation(14) 
  
The tardy start year of project i can be calculated as  . We 
next calculate the tardy start year of the 25 projects as 10, 9, 6, 7, 6, 9, 5, 4, 6, 6, 4, 4, 5, 4, 5, 4, 
4, 5, 4, 3, 3, 3, 3, 3, and 3. The tardy completion year of project i occurs at the end of 
period , which is calculated as 17, 18, 12, 15, 11, 15, 11, 9, 13, 11, 9, 8, 10, 9, 10, 8, 8, 
9, 7, 5, 5, 4, 5, 3, 3 for the 25 projects, correspondingly. The planning horizon  is set to 18 
years which is the maximum of all tardy completion years. As a result, the formulated model 
consists of 110 binary integer variables. 
To solve the nominal model, we insert all problem data in an Excel Worksheet and use the 
Object Linking and Embedding automation link between LINGO and Excel to export problem 
data to LINGO. This is implemented on a PC workstation with a 500 MHz CPU and 256 MB 
physical memory. The model takes about 4 s to solve and the optimal objective is 3299.89. Fig. 
4 shows the optimal project portfolio schedule for the nominal solution. 
 
Fig. 4. Optimal project portfolio schedule for the nominal problem. 
In order to analyze the effects of uncertainty, we assume that all cost estimates may deviate up to 
20% around their nominal values, i.e., . For the sake of simplicity, we also set all vector 
componentsΓt equal to Γ. We solve Model (4) for different values of Γ by increments of 0.1 
units. Our numerical experiment shows that projects 8, 11, 14, 19, and 21 are never selected for 
any Γ value. The resulting project portfolio schedules with respect to Γ are summarized in Table 
3. 
Table 3. Optimal solutions obtained for various Γ values. 
Solution Γ Start year of project Robust 
objective 
1 2 3 4 5 6 7 9 10 12 13 15 16 17 18 20 22 23 24 25  
S1 0.0
→
0.2 
5 5  3 3 2   1  2   1  1 1 1 1 1 3299.89→
3000.02 
S2 0.3
→
0.4 
5 5  3 3 2   1  1     1 1 1 1 1 2847.43→
2703.36 
S3 0.5 7 6 5 3 3 2   1  1     1 1 1 1 1 2559.25 
S4 0.6 7 6 5 3 3 2   1  1     1 2 1 1 1 2433.99 
S5 0.7
→
1.2 
8 6 5 3 3 2   1  1     1 2 1 1 1 2313.57→
1832.85 
S6 1.3 5 7 3 4  3  2     1  1 1 2 1 1 1 1782.69 
S7 1.4
→
1.6 
5 7 3 4  3  2  1     1 1 2 1 1 1 1738.31→
1645.85 
S8 1.7 5 7 3 4  3  2  1     1 1  1 1 1 1602.86 
S9 1.8
→
2.0 
5 7 3 4  3  2      2 1 1  1 1 1 1566.47→
1494.7 
S10 2.1
→
2.2 
5 5 3 3  2 2        1 1  1 1 1 1471.68→
1452.77 
S11 2.3 5 5  4  2  1       1 1  1 1 1 1434.49 
S12 2.4
→
2.9 
5 5  3  2  1 1       1  1 1 1 1420.29→
1352.18 
S13 3→
4.2 
5 5  3  2  1    1    1  1 1 1 1339.27→
1274.4 
S14 4.3
→
25 
5 5  3  2  1    1    1  1 1  1269.91 
 
It is intuitive that the robust objective is always a decreasing function of Γ. Therefore, in order to 
be consistent with the deterministic case and be able to fairly analyze the performance of robust 
solutions, we calculate deterministic objective values by substituting the 14 robust solutions 
of Table 3 in the nominal model and computing corresponding objective functions. In addition, 
in order to analyze robustness of the solutions, Monte Carlo simulation is performed by 
randomly drawing  from the range of possible values that may adversely affect the objective 
function and substituting the robust solutions in the model to compute the probability of violating 
solution feasibility. A total of 1000 sets of randomly selected coefficient values are generated. 
We also compute the optimal objective function for any given realization of simulated 
parameters and compare it with the objective function of the robust solution to calculate the 
average regret. The results are summarized in Table 4. From this table, the nominal solution has 
very small feasibility chance (11.3%). This clearly demonstrates that the nominal project 
portfolio schedule is a very risky decision. Based on the two middle columns of Table 4, we 
identify S1, S2, S4, and S12 as the non-dominated solutions. 
Table 4. Analysis of robustness of solutions. 
 
Solution Deterministic objective (%) Probability of feasibility (%) Average regret (%) 
S1 3299.89 (100%) 11.3 6.8 
S2 3261.93 (98.8%) 31.4 6.0 
S3 3231.95 (97.9%) 31.4 9.8 
S4 3150.96 (95.5%) 46.0 13.1 
S5 3137.19 (95.1%) 46.0 13.6 
S6 2715.51 (82.3%) 100.0 19.3 
S7 2715.51 (82.3%) 100.0 19.3 
S8 2652.22 (80.4%) 100.0 16.8 
S9 2655.36 (80.5%) 100.0 17.1 
S10 2707.97 (82.1%) 100.0 12.8 
S11 2620.74 (79.4%) 100.0 14.3 
S12 2890.93 (87.6%) 100.0 7.5 
S13 2598.86 (78.8%) 100.0 14.4 
S14 2573.73 (78.0%) 100.0 14.5 
 
For practical purposes, note that S1 may be replaced by S2 that has better worst-case 
performance (Γ=0.4 versus Γ=0.2), higher feasibility chance (31.4% versus 11.3%), and better 
average regret performance (6.0% versus 6.8%). In the same way, S4 may be replaced by S12. In 
addition S12 has better worst-case performance and much higher feasibility chance than that of 
S2, whereas its average-regret performance is merely 1.5% higher than that of S2. Therefore, one 
might consider S12 as the best practice. The S12 portfolio consists of projects 1, 2, 4, 6, 9, 10, 
20, 23, 24, and 25, the schedule of which is depicted in Fig. 5. 
 
Fig. 5. The best practice for robust portfolio schedule (S12). 
6. Conclusions 
This paper develops a robust model to assist CROs in making their primary business decision, 
i.e. selection and scheduling of new drug development project opportunities. We considered 
financial transactions of CRO as well as resource and several other technical concerns associated 
with drug development projects and formulated a mathematical model that captured the 
parameters of the decision making environment. The developed tool incorporates incomplete 
information about pharmaceutical R&D cost and revenue estimates into the model by capturing 
uncertainty as interval of possible values. The adopted robust optimization approach generated 
solution alternatives that were filtered by a Monte Carlo simulation for the final consideration. 
The approach is very convenient from managerial standpoint because it requires only crude 
financial estimates to implement. This is in contrast with stochastic or fuzzy optimization 
methods where distributional information is required to make a decision, a requirement which is 
highly undesirable if not impractical in pharmaceutical R&D setting. In addition, our approach 
handles uncertainty ex-ante and provides decision alternatives that have different performance 
and robustness degrees. This is in contrast to the conventional sensitivity analysis that is ex-
post and merely measures the sensitivity of the single suggested solution to small variations in 
parameters without providing a method to mitigate this sensitivity and improve the decision. 
The framework developed in this paper targets enhancement of decision making from a CRO 
perspective. CROs maintain a pipeline of projects from various clients and periodically consider 
new requests from pharmaceutical companies and add them to their pipeline according to their 
convenience. In a similar manner, pharmaceutical companies identify new or incrementally-
improved drug molecules and consider adding them to the portfolio of their own drugs. As a 
result, this framework can also assist pharmaceutical companies in making R&D decisions. In 
addition, organizations that plan and execute generic risky projects within private sector (food, 
technology, software, construction, oil and mining) and public sector (governmental, municipal, 
environmental, tourism, national security and defense projects) can also benefit from this 
framework. 
The proposed model should prove invaluable for all CROs, especially those with a big client 
base and considerably large R&D portfolio sizes. We, however, do not suggest that our approach 
captures all the complexities involved in the pharmaceutical R&D PSS such as synergistic 
interplay among drug projects, uncertainty in length of clinical phases, and the decision maker׳s 
preferences. As a future research direction, we also suggest that the more effective real options 
value as well as the technical success chance of project phases be incorporated into the PSS 
framework. 
References 
Alexander, M., Young, D., 1996. Outsourcing: where's the value? Long Range Planning 29 (5), 
728–730. 
Angell, M., 2008. Industry-sponsored clinical research: a broken system. J. Am. Med. Assoc. 
300 (9), 1069–1071. 
Arlington, S., 1997. Accelerating drug discovery: creating the right environment. Drug 
Discovery Today 2 (12), 547–553. 
Artigues, C., Leus, R., Nobibon, T.T., 2013. Robust optimization for resource constrained 
project scheduling with uncertain activity durations. Flexible Serv. Manuf. J. 25, 175–205. 
Association of Clinical Research Organizations, 2013, CRO Market Report. Last accessed in 
March 2013 from 〈http://www.acrohealth.org/cro-market1.html〉. 
Bauer, H.H., Fischer, M., 2000. Product life cycle patterns for pharmaceuticals and their impact 
on R&D profitability of late mover products. Int. Bus. Rev. 9, 703–725. 
Ben-Tal, A., Nemirovski, A., 2002. Robust optimization – methodology and applications. Math. 
Program. 92 (3), 453–480. 
Benli, Ö.S., Yavuz, S., 2002. Making project selection decisions: a multi-period capital 
budgeting problem. Int. J. Ind. Eng. 9 (3), 301–310. 
Bertsimas, D., Sim, M., 2003. Robust discrete optimization and network flows. Math. Program. 
98 (1–3), 49–71. 
Bertsimas, D., Sim, M., 2004. The price of robustness. Operations Res. 52 (1), 35–53. 
Carazo, A.F., Gómez, T., Molina, J., Hernández-Díaz, A.G., Guerrero, F.M., Caballero, R., 2010. 
Solving a comprehensive model for multiobjective project portfolio selection. Comput. 
Operations Res. 37 (4), 630–639. 
Carlsson, C., Fullér, R., Heikkilä, M., Majlender, P., 2007. A fuzzy approach to R&D project 
portfolio selection. Int. J. Approx. Reasoning 44 (2), 93–195. 
Centers for Medicare & Medicaid Services Report, 2011. National Health Expenditure 2011 
Highlights, Last accessed in March 2013 from 〈http://www.cms.gov/Research-Statistics-Data-
and-Systems/Statistics-Trends-and-Reports/National 
HealthExpendData/Downloads/highlights.pdf〉. 
Chen, J., Askin, R.G., 2009. Project selection, scheduling and resource allocation with time 
dependent returns. Eur. J. Operational Res. 193 (1), 23–34. 
Coffin, M.A., Taylor III, B.W., 1996. R&D project selection and scheduling with a filtered beam 
search approach. IIE Trans. 28 (2), 167–176. 
Coombs, R., Harvey, M., Tether, B.S., 2003. Analyzing distributed processes of provision and 
innovation. Ind. Corp. Change 12 (6), 1125–1155. 
Craig, A.-M., Malek, M., 1995. Market structure and conduct in the pharmaceutical industry. 
Pharmacol. Therapeutics 66 (2), 301–337. 
Dickert, N., Emanuel, E., Grady, C., 2002. Paying research subjects: an analysis of current 
policies. Ann. Intern. Med. 136 (5), 368–373. 
DiMasi, J.A., 2001. Risks in new drug development: approval success rates for investigational 
drugs. Clin. Pharmacol. Therapeutics 69, 297–307. 
DiMasi, J.A., Grabowski, H.G., 2007. The cost of biopharmaceutical R&D: is biotech different? 
Managerial Decis. Econ. 28 (4–5), 469–479. 
Driouchi, T., Leseure, M., Bennett, D., 2009. A robustness framework for monitoring real 
options under uncertainty. Omega 37 (3), 698–710. 
Düzgün, R., Thiele, A., 2010. Robust Optimization with Multiple Ranges: Theory and 
Application to R&D Project Selection (Technical Report). Lehigh University, Bethlehem, PA, 
USA. 
El-Ghaoui, L., Oustry, F., Lebret, H., 1998. Robust solutions to uncertain semidefinite programs. 
SIAM J. Optim. 9 (1), 33–52. 
Fox, G.E., Baker, N.R., Bryant, J.L., 1984. Economic models for R and D project selection in the 
presence of project interactions. Manag. Sci. 30 (7), 890–902. 
Gabrel, V., Murat, C., Thiele, A., 2014. Recent advances in robust optimization: an overview. 
Eur. J. Operational Res. 235 (3), 471–483. 
Gabriel, S.A., Ordóñez, J.F., Faria, J.A., 2006. Contingency planning in project selection using 
multiobjective optimization and chance constraints. J. Infrastruct. Syst. 12 (2), 112–120. 
Gassmann, O., Enkel, E., Chesbrough, H., 2010. The future of open innovation. R&D Manage. 
40 (3), 213–221. 
Gassmann, O., Reepmeyer, G., Von Zedtwitz, M., 2008. Leading Pharmaceutical Innovations: 
Trends and Drivers for Growth in the Pharmaceutical Industry. Springer-Verlag, Berlin, 
Germany. 
Getz, K.A., 2007. CRO shifts in the outsourcing market. Appl. Clin. Trials 16 (5), 35–38. 
Ghasemzadeh, F., Archer, N., Iyogun, P., 1999. A zero–one model for project portfolio selection 
and scheduling. J. Operational Res. Soc. 50 (7), 745–755. 
Grabowski, H., Vernon, J., 2000. The determinants of pharmaceutical research and development 
expenditures. J. Evolut. Economics 10, 201–215. 
Hassanzadeh, F., Modarres, M., 2009. A robust optimization approach to R&D project selection. 
World Appl. Sci. J. 7 (5), 582–592. 
Hassanzadeh, F., Nemati, H., Sun, M., 2014. Robust optimization for interactive multiobjective 
programming with imprecise information applied to R&D project portfolio selection. Eur. J. 
Operational Res. 238 (1), 41–53. 
Heidenberger, K., 1996. Dynamic project selection and funding under risk: a decision tree based 
MILP approach. Eur. J. Operational Res. 95 (2), 284–298. 
Hsuan, J., Mahnke, V., 2011. Outsourcing R&D: a review, model, and research agenda. R&D 
Manage. 41 (1), 1–7. 
Huang, Y.-A., Chung, H.-J., Lin, C., 2009. R&D sourcing strategies: determinants and 
consequences. Technovation 29 (3), 155–169. 
Hubbard, R.G., 1998. Capital-market imperfections and investment. J. Econ. Literature 36 (1), 
193–225. 
Kolisch, R., Hartmann, S., 2006. Experimental investigation of heuristics for resource-
constrained project scheduling: an update. Eur. J. Operational Res. 174 (1), 23–37. 
Liesiö, J., Mild, P., Salo, A., 2008. Robust portfolio modeling with incomplete cost information 
and project interdependencies. Eur. J. Operational Res. 190, 679–695. 
Lo Nigro, G., Morreale, A., Enea, G., 2014. Open innovation: a real option to restore value to the 
biopharmaceutical R&D. Int. J. Prod. Econ. 149, 183–193. 
Lowman, M., Trott, P., Hoecht, A., Sellam, Z., 2012. Innovation risks of outsourcing in 
pharmaceutical new product development. Technovation 32 (2), 99–109. 
Mahnke, V., Ozcan, S., Overby, L.M., 2006. Outsourcing innovative capabilities for IT enabled 
services. Ind. Innovation 13 (2), 189–207. 
Medaglia, A.L., Hueth, D., Mendieta, J.C., Sefair, J.A., 2008. A multiobjective model for the 
selection and timing of public enterprise projects. Socio-Econ. Plan. Sci. 42 (1), 31–45. 
Mehta, S., Peters, L.S., 2007. Outsourcing a core competency. Res.-Technol. Manage. 50 (3), 
28–34. 
Milne, C.-P., Paquette, C., 2004. Meeting the challenge of the evolving R&D paradigm: what 
role for CROs? Am. Pharm. Outsourcing 5 (2), 44–50. 
Mirowski, P., Van Horn, R., 2005. The contract research organization and the commercialization 
of scientific research. Soc. Stud. Sci. 35 (4), 503–548. 
Musselwhite, W.C., 1990. Time-based innovation: the new competitive advantage. Train. Dev. J. 
40 (1), 53–56. 
Parexel, 2004. Parexel's Pharmaceutical R&D Statistical Sourcebook 2004/2005. Parexel 
International Corporation, Massachusetts, USA. 
Piachaud, B.S., 2002. Outsourcing in the pharmaceutical manufacturing process: an examination 
of the CRO experience. Technovation 22 (2), 81–90. 
Quelin, B., Duhamel, F., 2003. Bringing together strategic outsourcing and corporate strategy: 
outsourcing motives and risks. Eur. Manage. J. 21 (5), 647–661. 
Rettig, R.A., 2000. The industrialization of clinical research. Health Affairs 19 (2), 129–146. 
Robinson, W.T., Fornell, C., 1985. Sources of market pioneer advantages in consumer goods 
industries. J. Marketing Res. 22 (3), 305–317. 
Rogers, M., Gupta, A., Maranas, C.D., 2002. Real options based analysis of optimal 
pharmaceutical research and development portfolios. Ind. Eng. Chem. Res. 41 (25), 6607–6620. 
Sefair, J.A., Medaglia, A.L., 2005. Towards a model for selection and scheduling of risky 
projects. In: Proceedings of the Systems and Information Engineering Design Symposium, pp. 
158–164. 
Shuchman, M., 2007. Commercializing clinical trials—risks and benefits of the CRO boom. N. 
Engl. J. Med. 357 (14), 1365–1368. 
Soyster, A.L., 1973. Convex programming with set-inclusive constraints and applications to 
inexact linear programming. Operations Res. 21 (5), 1154–1157. 
Sun, H., Ma, T., 2005. A packing-multiple-boxes model for R&D project selection and 
scheduling. Technovation 25 (11), 1355–1361. 
Taylor, B.W., Moore, J.L., Clayton, E.R., 1982. R&D project selection and manpower allocation 
with integer nonlinear goal programming. Manage. Sci. 28 (10), 1149–1158. 
Tufts Center, 2006a. Tufts Center for the Study of Drug Development: Impact Report, 
January/February. Tufts University, Boston, USA. 
Tufts Center, 2006b. Tufts Center for the Study of Drug Development: Outlook 2007. Tufts 
University, Boston, USA. 
Yamashita, D.S., Armentano, V.A., Laguna, M., 2007. Robust optimization models for project 
scheduling with resource availability cost. J. Sched. 10, 67–76. 
Zeller, C., 2002. Project teams as means of restructuring research and development in the 
pharmaceutical industry. Regional Stud. 36 (3), 275–289. 
Zirpoli, F., Becker, M.C., 2011. The limits of design and engineering outsourcing: performance 
integration and the unfulfilled promises of modularity. R&D Manage. 41 (1), 21–43. 
Zuluaga, A., Sefair, J.A., Medaglia, A.L., 2007. Model for the selection and scheduling of 
interdependent projects. In: Proceedings of the Systems and Information Engineering Design 
Symposium, pp. 1–7. 
