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a b s t r a c t
Let H be an arbitrary graph and let K1,2 be the 2-edge star. By a {K1,2,H}-decomposition
of a graph G we mean a partition of the edge set of G into subsets inducing subgraphs
isomorphic to K1,2 orH . Let J be an arbitrary connected graph of odd size.We show that the
problem to decide if an instance graph G has a {K1,2,H}-decomposition is NP-complete if
H has a component of an odd size and H 6= pK1,2∪qJ , where pK1,2∪qJ is the disjoint union
of p copies of K1,2 and q copies of J . Moreover, we prove polynomiality of this problem for
H = qJ .
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
A set of graphs {H1, . . . ,Hk} is called a decomposition of a graph G, if E(H1) ∪ · · · ∪ E(Hk) = E(G) and E(Hi) ∩ E(Hj) = ∅,
for all i 6= j, where E(H1), . . . , E(Hk), E(G) are the sets of edges of the graphs H1, . . . ,Hk,G, respectively. LetH be a family
of graphs. A decomposition {H1, . . . ,Hk} of G is called anH-decomposition if each set E(Hi) induces a graph isomorphic to a
member ofH . Graphs that admit anH-decomposition are said to beH-decomposable.
Decompositions of graphs have been studied extensively by many researchers for the last three decades. One of
the interesting questions that arose in this area concerns the complexity status of the problems of recognition of
H-decomposable graphs, for a fixed family of graphsH (not being a part of the input).
LetH be a fixed family of graphs. To make our consideration more precise we define the problem DEC(H) as follows:
Instance: A graph G.
Question: Does G have anH-decomposition?
Clearly, the computational complexity of the problem DEC(H) depends on the familyH . For example, when H = K1,2
is a 2-edge star, a folklore result attributed to many authors says that a graph G has a K1,2-decomposition (for 1-element
familiesH = {H}, we shall write H instead of {H} for simplicity) if and only if every component of G has an even size. (By
the size of a graphwemean its number of edges.) This result obviously implies the existence of a polynomial time algorithm
solving the problem DEC(K1,2).
Holyer [12] proved that the problem DEC(Kp), where Kp is the complete graph on p ≥ 3 vertices, is NP-complete. He
showed a similar result for cycles. Holyer [12] also posed the problem of classification of the problems DEC, according to
the computational complexities, for all 1-element familiesH . This problem has been completely solved due to the efforts
of many authors (c.f. Alon [1], Bialostocki and Roditty [2], Bryś and Lonc [3], Cohen and Tarsi [5], Dor and Tarsi [6], Favaron,
Lonc and Truszczyński [8], Lonc [15], Priesler and Tarsi [17]). The final solution to the problem posed by Holyer [12] looks
as follows:
If a graphH has a componentwith at least 3 edges then the problem of deciding if an instance graph has anH-decomposition
is NP-complete. Otherwise it is polynomial time solvable.
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Anumber of results have been shown in the case of familiesH withmore than one element.We denote by K1,p the p-edge
star and by G ∪ H the union of vertex-disjoint graphs G and H . Moreover, let pH be the graph with p components, each of
them isomorphic toH . In particular pK2 is a p-edgematching. Favaron et al. [8] characterized the classes ofH-decomposable
graphs when H = {K1,3, 3K2}, {K1,3, K1,2 ∪ K2}, {3K2, K1,2 ∪ K2}, {K1,2, P3} and {K1,2, K1,3}. These results imply existence
of polynomial time algorithms solving the problem DEC(H) in each of these cases. Lonc [14] proved that for every positive
integer p the problem DEC({K1,p, pK2}) is polynomial time solvable. In Lonc [16] the complexity status of the problem of
DEC(H), whenH ⊆ {K1,i : i = 1, 2, . . .} has been studied. It has been shown that the problem is polynomial time solvable
ifH contains K1,1 or K1,2 and NP-complete otherwise. Obviously, whenever K1,1 ∈ H the problemDEC(H) is trivial because
all graphs admit anH-decomposition in this case.
The objective of this paper is to study the computational complexity of the problem DEC(H)when the familyH consists
of two graphs one of thembeing the 2-edge starK1,2. There are at least two reasonswhy this problem seems to be interesting.
First, as it was mentioned earlier, the class of K1,2-decomposable graphs is characterized by a simple polynomial time
verifiable condition. Thereforewe anticipate that the problemDEC({K1,2,H}) is, formanygraphsH , polynomial time solvable
so there is some hope for nice characterization theorems in these cases.
Second, there is a relationship between the problem that we consider in this paper and a problem concerning some kind
of factors in graphs. Let G be a family of graphs. A set {G1, . . . ,Gk} of (induced) subgraphs of a graph G is a (strict) G-factor
in G if V (G1)∪ · · · ∪ V (Gk) = V (G) and V (Gi)∩ V (Gj) = ∅, for all i 6= j, where V (G1), . . . , V (Gk), V (G) are sets of vertices of
the graphs G1, . . . ,Gk,G, respectively and each graph Gi is isomorphic to a member of G. The computational complexities
of the problems of recognition of graphs that have a {K2,H}-factor and a strict {K2,H}-factor have been extensively studied
by many authors (c.f. Hell and Kirkpatrick [9–11], Cornuejols et al. [4], cf. Egawa et al. [7], Lonc [16]). Loebl and Poljak [13]
gave a complete classification of the complexity statuses of the problems of recognition of graphs that have a {K2,H}-factor,
when H is a connected graph.
Let L(G) denote the line graph of a graph G. One can readily verify that anH-decomposition of a graph G corresponds to
a strict L(H)-factor of the graph L(G), where L(H) is the set of line graphs of the graphs inH . In particular our results on
{K1,2,H}-decompositions of graphs translate into results on strict {K2, L(H)}-factors of line graphs.
Unlike in the related factor problem, we do not assume that the graphsH in our {K1,2,H}-decompositions are connected.
If H is connected then the problem DEC({K1,2,H}) is polynomial what follows easily from our Corollary 3.2.
Let us observe that if the graph H has components of even size only then H has a K1,2-decomposition so the problem
DEC({K1,2,H}) is trivial. In this case a graph has a {K1,2,H}-decomposition if and only if it has a K1,2-decomposition. For this
reason we shall assume in the sequel that at least one component of H has an odd size. From now on we shall call graphs
with an even (respectively odd) number of edges even (respectively odd).
In Section 2we show a negative result (Theorem 2.1) saying that the problem DEC({K1,2,H}) is NP-complete whenH has
at least two nonisomorphic components different from K1,2 and at least one of them is odd. Let us observe that all graphs
H with an odd component which are not covered by this theorem are isomorphic to pK1,2 ∪ qJ , q > 0, where J is an odd
connected graph.
In Section 3 we prove polynomiality of the problem DEC({K1,2, qJ}), where J is an odd connected graph (Theorem 3.6).
The problem of establishing the complexity statuses of the problems DEC({K1,2,H}) remains open for H = pK1,2 ∪ qJ ,
where J is an odd connected graph, p ≥ 1 and q ≥ 1. We conjecture that DEC({K1,2,H}) is polynomial in these cases.
Let us introduce some notation that shall be used throughout the paper. Each element of anH-decompositionΠ will be
called a part of Π and each part isomorphic to a graph H ∈ H will be called an H-part of Π . We shall denote by o(G) the
number of odd components in a graph G and by e(G) its size. For a subgraph G′ of a graph G, by G − G′ we mean the graph
obtained from G by removing all the edges of G′ and the isolated vertices that may occur. As isolated vertices are irrelevant
forH-decompositions, we shall assume that the graphs in this paper have no isolated vertices.
2. Negative results
We shall prove first that for some familiesH the problem DEC(H) is NP-complete.
Theorem 2.1. Let the graph H have an odd component. If there are at least two nonisomorphic components in H different from
K1,2 then the problem DEC({K1,2,H}) is NP-complete.
Proof. Let us observe that, for a fixed family of graphs H = {K1,2,H}, the problem DEC({K1,2,H}) belongs to the class
NP because one can check in polynomial time if a given set of graphs {H1,H2, . . . ,Hk} is a {K1,2,H}-decomposition of an
instance graph G.
Let J denote anodd component ofH that has the least number of edges. AsH has twononisomorphic components different
from K1,2, there is another component, say F , nonisomorphic to J with 3 or more edges.
It has been shown by Dor and Tarsi [6] that the problem DEC({H ′}), where H ′ is a graph with at least one component of
size 3 or more, is NP-complete. We will reduce this problem to our problem DEC({K1,2,H}).
Define s to be the number of components in H which are isomorphic to J and let H ′ be the graph obtained from H by
removing these components. Clearly, H ′ has a component F of size 3 or more. Therefore, by the result of Dor and Tarsi [6],
the problem DEC({H ′}) is NP-complete.
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Let G′ be an instance graph for the problem DEC({H ′}). We define G to be the graph obtained from G′ by adding
sde(G′)/e(H ′)e vertex-disjoint copies of J . We observe that
e(G) = e(G′)+ e(J)s
⌈
e(G′)
e(H ′)
⌉
≤ e(H ′)
⌈
e(G′)
e(H ′)
⌉
+ e(J)s
⌈
e(G′)
e(H ′)
⌉
=
⌈
e(G′)
e(H ′)
⌉
(e(H ′)+ e(J)s) =
⌈
e(G′)
e(H ′)
⌉
e(H). (1)
If G′ admits an H ′-decomposition, say Π ′, then the number of H ′-parts in Π ′ is k = e(G′)/e(H ′) = de(G′)/e(H ′)e.
We get an H-decomposition of G by adjoining s vertex-disjoint copies of J to each of the H ′-parts of Π ′. Since every
H-decomposition of a graph is its {K1,2,H}-decomposition, we have proved that the graph G has a {K1,2,H}-decomposition.
Conversely, suppose that G admits a {K1,2,H}-decomposition, sayΠ . Consider a component of G isomorphic to J . As J is
odd, some edges of J must belong to a copy of H in this decomposition. Since J is an odd component of H of the least size,
each component of G isomorphic to J is a component of some H-part ofΠ . The number of components isomorphic to J in G
is at least sde(G′)/e(H ′)e and the number of components isomorphic to J in H is equal to s. Hence, by (1), the number p of
H-parts inΠ satisfies the inequalities
p ≥
s
⌈
e(G′)
e(H ′)
⌉
s
≥ e(G)
e(H)
.
On the other hand the H-parts inΠ contain p · e(H) ≤ e(G) edges so
p = e(G)
e(H)
and consequentlyΠ is in fact an H-decomposition of G. Let us observe that exactly s components isomorphic to J of every
H-part C of Π are components of G − G′. Indeed, if less than s components of some copy C of H in the H-decomposition
of G are components of G − G′ then the total number of components of G − G′ that belong to the H-parts ofΠ is less than
sp = s e(G)e(H) ≤ sd e(G
′)
e(H ′)e, a contradiction with the definition of G. Thus the set of graphs obtained from the set of H-parts ofΠ
by removing from each of them the s components isomorphic to J is an H ′-decomposition of G′. 
As we have mentioned in the introduction, the problem DEC({K1,2,H}) is trivially polynomial when H has even
components only. In view of this observation, the only nontrivial case not covered by Theorem 2.1 concerns the graphs
H = pK1,2 ∪ qJ , where p and q are nonnegative integers, p ≥ 0, q ≥ 1 and J is an odd connected graph.
3. Polynomiality of {K1,2, qJ}-decompositions
In this section we consider the case when all components of the graph H are isomorphic, that is H = qJ , where J is an
odd connected graph. We will show the polynomiality of the problem DEC(H) in this case.
LetΠ be a {K1,2, qJ}-decomposition of a graph G. We call a {K1,2, J}-decompositionΠ ′ of G induced byΠ ifΠ ′ is obtained
fromΠ by replacing each qJ-part ofΠ by q graphs isomorphic to J that are components of this qJ-part. Let J1 and J2 be two
J-parts in a {K1,2, J}-decompositionΠ ′ of a graph G that have a common vertex. By the reduction of the J-parts J1 and J2 we
mean a replacement of the J-parts J1 and J2 inΠ ′ by a set of graphs isomorphic to K1,2 that form a K1,2-decomposition of the
even connected graph induced by the edges of J1 and J2.
Let us assume that G is an even graph or q is an odd integer. We define p(G, q) to be the least integer j such that
1. j ≥ o(G)
2. j ≡ 0 (mod q) and
3. j ≡ o(G) (mod 2).
One can easily check that p(G, q) is well-defined if G is even or q is odd. If q is odd then the set {o(G), o(G)+ 1, . . . , o(G)+
2q− 1} contains both an even and an odd integer divisible by q so o(G) ≤ p(G, q) < o(G)+ 2q. These inequalities are also
true when G and q are even.
We observe that if G has a {K1,2, J}-decomposition with j J-parts then j ≡ e(G) ≡ o(G) ≡ p(G, q) (mod 2) because J is
odd.
Lemma 3.1. Let J be an odd connected graph. Moreover, let G be an even graph or let q be odd. If G has a {K1,2, J}-decomposition
Π with j ≥ p(G, q) J-parts then G has a {K1,2, J}-decomposition with j − 2i J-parts, for every i = 0, 1, . . . , j−p(G,q)2 . Moreover,
the set of J-parts in each of these decompositions is a subset of the set of J-parts inΠ .
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Proof. We shall show our statement by induction on i. Obviously, it is true for i = 0. Suppose it holds for i < j−p(G,q)2 . We
shall prove it for i+ 1. LetΠi be a {K1,2, J}-decomposition of Gwith j− 2i J-parts and the J-parts are members ofΠ .
We shall show first that there is a component in G containing at least two J-parts of Πi. As J is an odd graph, if some
even component contains a J-part then it must contain another one. Thus let us assume that all J-parts are contained in odd
components of G. Since j− 2i ≥ j− 2( j−p(G,q)2 − 1) ≥ p(G, q)+ 2 ≥ o(G)+ 2, by the pigeonhole principle, there is an odd
component in G containing at least two J-parts ofΠi.
Let J1 and J2 be a pair of J-parts in Πi such that the length of a shortest path P in G joining a vertex in J1 with a vertex
in J2 is the least. (In particular the two J-parts may have a common vertex. In this case the path P has no edges.) Clearly,
the edges of P belong to some K1,2-parts in Πi. Let ΠP be the set of these K1,2-parts. The graph induced by the union of
the sets of edges of J1, J2 and the members of ΠP is even and connected so it admits a K1,2-decomposition, say ΠJ . The set
Πi+1 = (Πi \ (ΠP ∪{J1, J2}))∪ΠJ is a {K1,2, J}-decomposition of Gwith j−2(i+1) J-parts. All the J-parts ofΠi+1 are J-parts
ofΠi and consequently ofΠ . This completes the proof of the lemma. 
Corollary 3.2. Let J be an odd connected graph. If G has a {K1,2, J}-decomposition then G has a {K1,2, J}-decomposition with
exactly o(G) J-parts.
Proof. Clearly, if G has a {K1,2, J}-decomposition then this decomposition has at least o(G) J-parts because each odd
component of G must contain at least one J-part. We apply now Lemma 3.1 for q = 1 and observe that p(G, q) = o(G)
in this case. 
Lemma 3.3. Let J be a connected graph of size k, let Π be a {K1,2, qJ}-decomposition of G with the least number of qJ-parts and
let Π ′ be the {K1,2, J}-decomposition of G induced byΠ . Let s be the maximum number of vertex-disjoint J-parts inΠ ′. Then the
total number of qJ-parts inΠ is not larger than
(
(k+1)s
q
)
.
Proof. A q-element set of vertices R ⊆ V (G) is a representative of a qJ-part inΠ if every component of this qJ-part contains a
vertex inR. Suppose twodifferent qJ-partsH1 andH2 inΠ have the same representative. For each vertex inR, there is a unique
pair of components isomorphic to J , one inH1 and the other one inH2, that contain this vertex. Thus, applying reductions we
can construct a K1,2-decomposition, say pi , of the graph H0 induced by the set of edges E(H1)∪ E(H2). Replacing the qJ-parts
H1,H2 ∈ Π with the elements of pi we get a {K1,2, qJ}-decomposition of G with a smaller than Π number of qJ-parts, a
contradiction with the definition ofΠ . We have proved that no two different qJ-parts inΠ have a common representative.
LetJ′ be a largest set of vertex-disjoint J-parts inΠ ′ and let C denote the union of the sets of vertices of themembers ofJ′.
Clearly, |C | = |V (J)|s ≤ (k+ 1)s, as J is a connected graph of size k. We observe that every qJ-part inΠ has a representative
which is a subset of C . Indeed, if there is a qJ-part with no representative contained in C then this qJ-part has a component
which is vertex-disjoint with all members of J′, a contradiction.
Since, as we have shown, different qJ-parts inΠ do not have common representatives, the total number of qJ-parts inΠ
is not larger than the number of q-element subsets of C , i. e. it is not larger than
(
(k+1)s
q
)
. 
Theorem 3.4. Let J be an odd connected graph. Moreover, let G be an even graph or let q be odd. If o(G) ≥ (2q− 1)(q− 1)+ 1
then G has a {K1,2, qJ}-decomposition if and only if G has a {K1,2, J}-decomposition with exactly p(G, q) J-parts.
Proof. Suppose G has a {K1,2, qJ}-decomposition. Let Π ′ be a {K1,2, J}-decomposition induced by this {K1,2, qJ}-
decomposition and let J′ be the set of J-parts inΠ ′.
Clearly, |J′| ≡ 0 (mod q) and |J′| ≥ o(G). Moreover, as e(J) is odd, |J′| ≡ e(G) ≡ o(G) (mod 2). By the definition of
p(G, q), |J′| ≥ p(G, q). By Lemma 3.1, G has a {K1,2, J}-decomposition with j− 2 j−p(G,q)2 = p(G, q) J-parts which completes
the proof of necessity.
To show sufficiency we denote byΠ a {K1,2, J}-decomposition of Gwith exactly p(G, q) J-parts. Let J be the set of J-parts
in Π and let J0 ⊆ J be a set of o(G) J-parts which contains exactly one J-part from each of the odd components of G. Let
J \ J0 = {J1, J2, . . . , Jr}. We observe that r = p(G, q)− o(G) ≤ 2q− 1. For every Ji, i = 1, . . . , r , we shall choose a (q− 1)-
element subset Ii of J0 whose elements are vertex-disjoint with Ji, Ii ∩Ij = ∅, for i 6= j and the collection of J-parts Ii ∪{Ji}
forms a copy of qJ . Suppose we have already chosen the subsets I1, . . . , Ii, 0 ≤ i < r . The J-part Ji+1 has a common vertex
with at most one J-part in J0 because the J-parts in J0 belong to pairwise different components of G. Therefore there are at
least o(G)− i(q− 1)− 1 ≥ o(G)− (r − 1)(q− 1)− 1 ≥ o(G)− (2q− 2)(q− 1)− 1 ≥ q− 1 J-parts in J0− (I1 ∪ · · · ∪ Ii)
which are vertex-disjoint with Ji+1. Any q− 1 of these J-parts form the required (q− 1)-element subset Ii+1 of J0 elements
of which are vertex-disjoint with Ji+1.
We have constructed r pairwise edge-disjoint copies of qJ which contain as components all members of J \ J0. The set
of the remaining p(G, q) − rq J-parts inΠ consists of vertex-disjoint J-parts. We partition this set in an arbitrary way into
q-element subsets defining copies of qJ . It can be done because, by the definition of p(G, q), p(G, q) − rq ≡ 0 (mod q).
Replacing all J-parts inΠ by the p(G,q)q qJ-parts obtained in the way described above we get a {K1,2, qJ}-decomposition of G
which completes the proof of the theorem. 
6372 Z. Lonc, M. Pszczoła / Discrete Mathematics 309 (2009) 6368–6374
Theorem 3.5. Let c be an integer and J a k-edge odd connected graph. There exists an integer d = d(c, q, k) such that every graph
G satisfying o(G) ≤ c has a {K1,2, qJ}-decomposition if and only if G has a {K1,2, qJ}-decomposition with at most d qJ-parts.
Proof. Clearly, we can assume that G is even or q is odd, for otherwise no {K1,2, qJ}-decomposition of G exists and the
theorem is true.
As sufficiency is obvious, we pass on to the proof of necessity. We define d =
(
(k+1)s
q
)
, where s = c+ (k+3)q. For q = 1
the theorem is true which follows immediately from Corollary 3.2. From now on we shall assume that q > 1.
Let Π be a {K1,2, qJ}-decomposition of G with the least number of qJ-parts, let Π ′ be the {K1,2, J}-decomposition of G
induced byΠ and let J be the set of J-parts inΠ ′.
Case 1.Π ′ contains s vertex-disjoint J-parts.
Let J1 be any set of s vertex-disjoint J-parts in Π ′. We reduce pairs of J-parts in J \ J1 which have a common vertex
as many times as possible. Let J2 be the set of J-parts in J \ J1 left after these reductions. Clearly, the set J2 consists of
vertex-disjoint J-parts.
Subcase (i) |J2| ≥ s+ p(G, q).
We reduce pairs of J-parts in J1 ∪J2 which have a common vertex as many times as possible. Since J2 is a set of vertex-
disjoint J-parts, one of the J-parts in each pair we reduce belongs to J1. Therefore we reduce at most s pairs in J1 ∪ J2. The
J-parts left after these reductions are vertex-disjoint and the number of them is at least |J2| − s ≥ p(G, q). By Lemma 3.1
there is a {K1,2, J}-decomposition of G in which there are exactly p(G, q) ≡ 0 (mod q) J-parts and they are vertex-disjoint.
The set of these J-parts can be partitioned into p(G,q)q ≤ o(G)+2qq ≤ cq + 2 ≤ d q-element subsets that define copies of qJ . It
completes the proof in Subcase (i).
Subcase (ii) |J2| < s+ p(G, q).
Let |J1 ∪ J2| ≡ r (mod q), 0 ≤ r < q and let
l =

r
2
if r is even
r + q
2
if r is odd.
Clearly, l < q and l is an integer because if q is even then G is even so 0 ≡ e(G) ≡ |J| ≡ |J1 ∪ J2| ≡ r (mod 2).
If it is possible, we reduce l pairs of J-parts in J1 ∪ J2. Let J′1 ∪ J′2, where J′1 ⊆ J1 and J′2 ⊆ J2, be the set of J-parts left
after these reductions. We observe that
|J′1 ∪ J′2| = |J1 ∪ J2| − 2l ≡ r − 2l ≡ 0 (mod q).
We shall partition the set J′1 ∪ J′2 of J-parts into q-element subsets that form graphs isomorphic to qJ . First we partition
the set J′2 in an arbitrary way into subsets of cardinality q except for possibly one subset, say B, of cardinality m < q. If
m > 0, we add toB q−m J-parts that belong to J′1 and are vertex-disjoint with the J-parts inB. It can be done because the
J-parts inB have a common vertex with at most (k+ 1)m J-parts in J′1 (because J has at most k+ 1 vertices as it is a k-edge
connected graph) and |J′1| − (k+ 1)m = s− l− (k+ 1)m ≥ c + (k+ 3)q− q− (k+ 1)q ≥ q− m. Finally, we partition
the set of the remaining |J′1| − (q−m) J-parts in J′1 in an arbitrary way into q-element subsets. It can be done because
|J′1| − (q−m) = |J′1 ∪ J′2| − |J′2| − q+m ≡ 0−m− q+m ≡ 0 (mod q).
The partition of the set J′1 ∪ J′2 of J-parts into q-element subsets that we have just described defines
|J1 ∪ J2| − 2l
q
<
2s+ p(G, q)
q
<
2s+ o(G)+ 2q
q
≤ 2s+ c + 2q
q
≤ d
copies of qJ . These graphs together with all K1,2-parts in Π ′ and the K1,2-parts obtained from J-parts by all the reductions
form the required {K1,2, qJ}-decomposition of G.
Suppose now it is not possible to reduce l pairs of J-parts in J1 ∪ J2. We make as many reductions as possible and we
end up with a {K1,2, J}-decomposition of Gwith at least |J1 ∪ J2| − 2(l− 1) ≥ |J1| − 2l ≥ s− 2q = c + (k+ 3)q− 2q ≥
o(G)+ 2q ≥ p(G, q) vertex-disjoint J-parts. We are done again by Lemma 3.1 as in Subcase (i).
Case 2.Π ′ does not contain s vertex-disjoint J-parts.
In this case we are done by Lemma 3.3. 
We shall present now a polynomial time algorithm DecompqJ(G) that decides whether or not an instance graph G has a
{K1,2, qJ}-decomposition. In this algorithm we define d = d((2q− 1)(q− 1), q, k). Let us observe that the integer q and the
k-edge graph J are not parts of the input.
Algorithm DecompqJ(G)
1 if G is odd and q is even then
2 return NO and STOP
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3 if o(G) ≤ (2q− 1)(q− 1) then
4 if there is a qJ-decomposable subgraph F of G of size at most dqk
such that the graph G− F is K1,2-decomposable then
5 return YES and STOP
6 else
7 return NO and STOP
8 if o(G) ≥ (2q− 1)(q− 1)+ 1 then
9 for every odd component C of G find the largest size eC < 2qk (if it
exists) of a J-decomposable subgraph FC in C such that C − FC
is K1,2-decomposable
10 if eC does not exist for some odd component C then
11 return NO and STOP
12 if
∑
odd components C eC ≥ p(G, q)k then
13 return YES and STOP
14 else
15 return NO and STOP
Theorem 3.6. Let J be an odd connected graph. The algorithm DecompqJ(G) returns YES if and only if the graph G has a {K1,2, qJ}-
decomposition. Moreover it runs in polynomial time.
Proof. If G is odd and q is even then obviously G does not admit a {K1,2, qJ}-decomposition and the algorithm returns NO.
From now on we shall assume that G is even or q is odd. When o(G) ≤ (2q − 1)(q − 1) the correctness of the algorithm
follows from Theorem 3.5 because the graph induced by the edges of at most d qJ-parts occurring in the formulation of
Theorem 3.5 has at most dqk edges.
We assume now that o(G) ≥ (2q− 1)(q− 1)+ 1.
If the algorithm returns YES then for all odd components C of G the parameters eC are well-defined and∑
odd components C eC ≥ p(G, q)k. By the definition of eC , G has a {K1,2, J}-decomposition with (
∑
odd components C eC )/k ≥
p(G, q) J-parts. By Lemma 3.1 the graph G has a {K1,2, J}-decomposition with exactly p(G, q) J-parts. By Theorem 3.4 G
has a {K1,2, qJ}-decomposition.
Conversely, suppose that G has a {K1,2, qJ}-decomposition. By Theorem 3.4, G has a {K1,2, J}-decomposition Π ′ with
exactly p(G, q) J-parts. Let, for every odd component C inG, dC denote the number of J-parts ofΠ ′ contained in C .We observe
that dC < 2q because dC is odd (as the component C is odd) so the inequality dC ≥ 2q implies dC ≥ 2q+1. Then, however,Π ′
contains at least 2q+1+o(G)−1 > p(G, q) J-parts, a contradiction. The parameters eC are well-defined because dCk < 2qk
so the algorithm does not stop in line 11. Obviously, dCk ≤ eC . Hence∑odd components C eC ≥ k∑odd components C dC = p(G, q)k
and the algorithm returns YES in line 13 which completes the proof of correctness of the algorithm.
Let us discuss the running time of the algorithm DecompqJ(G) now. Letm be the size of the instance graph G. Obviously,
computing e(G), o(G) and p(G, q) takeO(m) time. Using a brute forcemethodwe can implement line 4 of the algorithm to run
in polynomial time. More precisely, for each subset of cardinality at most dqk of the set of edges of Gwe do two operations.
Firstwe check if the subgraph induced by the edges of this subset has a qJ-decomposition (for one choice of the subset it takes
a constant time because q and J are not parts of the input). Next we check if the subgraph induced by the remaining edges
of G has a K1,2-decomposition (for one choice of the subset it takes O(m) time because we have to verify if all components
of this subgraph are even). The total running time of this implementation of line 4 is O(m
∑dqk
i=0
(m
i
)
) = O(m
(
m
dqk
)
) which
is a polynomial time with respect to the sizem of the input graph G, as q, d and k are constants.
We can use the same brute force method to implement computation of eC , for every component C of G in line 9. For each
component C of G and for each subset of cardinality at most 2qk of the set of edges of C we check if the subgraph induced in
C by the edges of this subset has a J-decomposition and we check if the subgraph induced by the remaining edges of C has
a K1,2-decomposition. A discussion similar to the one presented in the previous paragraph shows that the running time of
line 9 is a polynomial with respect to the sizem of the instance graph G. Obviously, lines 10 and 12 can be implemented to
run in O(m) time. 
Let us observe that, when q = 1, our algorithm can be simplified to checking if every odd component of G has a {K1,2, J}-
decomposition with exactly one J-part. Indeed, in this case the condition in line 3 of the algorithm reduces to o(G) = 0 and
the lines 4, 6 and 7 can be removed. Moreover, existence of the parameter eC defined in line 9 is equivalent to existence of a
{K1,2, J}-decomposition of C with exactly one J-part. For q = 1 the value of eC (if it exists) is equal to k. Hence, the condition
in line 12 reduces to o(G) ≥ p(G, 1), which is always satisfied because o(G) = p(G, 1) by the definition of p(G, q).
4. Conclusions
In this paper we studied the computational complexity status of the problem DEC({K1,2,H}) of existence of a {K1,2,H}-
decomposition of the instance graph G (when H is not a part of the instance). We proved that the problem is NP-complete,
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if H has at least two components nonisomorphic to K1,2 and at least one of them has an odd size. On the other hand we
showed polynomiality of the problem for graphs H whose all components are isomorphic to a fixed connected graph of an
odd size. The polynomiality of the problem for the graphs H which have components of even sizes only is obvious.
Our results partially support the following statement.
Conjecture 4.1. The problem DEC({K1,2,H}) is polynomial time solvable if H = pK1,2 ∪ qJ, where p, q ≥ 0 and J is a connected
graph of an odd size. Otherwise, it is NP-complete.
Due to the results presented in this paper, to prove this conjecture, it remains to show polynomiality of our problem for
graphs H = pK1,2 ∪ qJ , where p, q ≥ 1 and J is a connected graph of an odd size.
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