An index e in a numbering of partial-recursive functions is called minimal if every lesser index computes a different function from e. Since the 1960s, it has been known that, in any reasonable programming language, no effective procedure determines whether or not a given index is minimal. We investigate whether the task of determining minimal indices can be solved in an approximate sense. Our first question, regarding the set of minimal indices, is whether there exists an algorithm that can correctly label 1 out of k indices as either minimal or nonminimal. Our second question, regarding the function that computes minimal indices, is whether one can compute a short list of candidate indices that includes a minimal index for a given program. We give negative answers to both questions for the important case of numberings with linearly bounded translators.
OCCAM'S RAZOR FOR ALGORITHMS
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On the positive side, several recent works have revealed that one can obtain so-called list approximations for shortest descriptions of strings in a surprisingly efficient way. In list approximation, instead of achieving the ideal objective of constructing an object that has some coveted property, we are content if we at least can construct a short list (of "suspects") guaranteed to contain such an object. Bauwens et al. [2013] constructed a computable function that maps each string to a quadratic-length list containing a shortest 2 description of the given string. Teutsch [2014] and Zimand [2014] showed that one can construct similar lists in polynomial time, and Bauwens and Zimand [2014] investigated analogous list approximations for probabilistic computations.
In the wake of these recent positive results for finite strings, we now investigate whether such list approximations transfer to the semantic case of partial-recursive functions. We also explore the decidability analog of list approximation for sets, namely, frequency computation for sets of minimal indices.
The minimal index of a partial-recursive function depends on the underlying programming system. Formally, a programming system is a numbering, that is, a partialrecursive map N × N → N. For every e ≥ 0, we represent the e-th function in the numbering ϕ, or ϕ e , as ϕ e (x) = ϕ (e, x) . We introduce the main objects of this investigation.
Definition 1.1. Let ϕ be a numbering.
} is the set of ϕ-minimal indices, and (II) min ϕ (e) denotes the least index j such that ϕ j = ϕ e .
Our Results and Paper Roadmap
As mentioned in the previous section, we seek to understand to what extent min ϕ is list approximable and whether MIN ϕ is (1, k)-recursive. Our results depend on effective properties of the numbering ϕ; therefore, in Section 2, we survey the relevant classes of numberings. We explained earlier the notion of list approximability for functions and now turn our attention to frequency computation. In the following, we use χ A to denote the characteristic function for the set A. Definition 1.2. A set of integers A is called (m, k)-recursive if there exists a computable function mapping k-tuples of strings to labels {0, 1} k such that for every tuple (x 1 , . . . , x k ), the vectors (χ A (x 1 ), . . . , χ A (x k )) and f (x 1 , . . . , x k ) coincide in at least m positions (i.e., at least m of the labels are correct if we interpret 0 as "not-in A" and 1 as "in A").
We formalize the two main problems investigated in this article and describe our contribution. In his masters thesis, a survey article on minimal indices, Schaefer posed the following problem. QUESTION 1.3 ([SCHAEFER 1998]) . Does there exist an acceptable numbering ϕ and a positive integer k such that MIN ϕ is (1, k)-recursive?
Schaefer showed that there exists a Kolmogorov numbering ψ such that MIN ψ is not (1, k)-recursive for any k. In Section 4, we extend his existential result to all numberings with the Kolmogorov property (Theorem 4.3). Schaefer showed that, for any acceptable numbering ϕ, MIN ϕ is not (1, 2)-recursive, but his original problem for the case k > 2 remains open.
The second problem, which we dub the shortlist problem for functions, is as follows: QUESTION 1.4. Let ϕ be a numbering with the Kolmogorov property. Does there exist a computable function that maps each index e to a poly(|e|)-size list containing an index j such that ϕ e = ϕ j and | j| ≤ | min ϕ (e)| + O(log |e|)?
Ideally, we would like to replace the overhead "O(log |e|)" with "O(1)"; however, determining whether either of these bounds is possible appears to be outside the reach of present techniques. By "polynomial-size list," we mean a finite set having cardinality bounded by a polynomial in |e|, but the question is interesting for any nontrivial list size.
We prove our main results regarding the "shortlist problem for functions" in Section 5:
-If ϕ is an acceptable numbering and a computable function on input e returns a list containing the minimal ϕ-index for ϕ e , then the size of that list cannot be constant (Theorem 5.3). -For every numbering ϕ with the Kolmogorov property, if a computable function on input e returns a list containing the minimal ϕ-index for ϕ e , then the size of the list must be (log 2 e) (Theorem 5.5). -There exists a Kolmogorov numbering ϕ such that if a computable function on input e returns a list containing the minimal ϕ-index for ϕ e , then the size of that list must be (e) (Theorem 5.6). 3
In summary, our results show that a computable list that contains the minimal index cannot be too small.
Notation and Prerequisites
We will make use of some concepts from computability theory. K is the halting set, and K 0 , K 1 , . . . is a computable approximation to it. "↓" means converge, and "↑" means diverge. is the jump operator. For more details on these notions, partial-recursive functions, Turing reducibility, and computably enumerable sets, see Soare [1987] or Odifreddi [1989] . An order is an unbounded, nondecreasing function from N to N.
Throughout this exposition, we fix a universal machine for Kolmogorov complexity U , that is, a machine such that for any other machine V and numbers p and x, if V ( p) = x, then there exists a q = O( p) such that U (q) = x as well. The hidden constant here depends on the machine V but not on the numbers p and x. Universal machines for Kolmogorov complexity are the one-dimensional analog of numberings with the Kolmogorov property, a notion that we define in Section 2. We use C(x) = min{| p| : U ( p) = x} to denote the Kolmogorov complexity of a number x relative to U . Here | p| denotes log p, the length of the program p. Similarly, we will use C(x | y) = min{| p| : U ( p, y) = x} to denote the conditional complexity of x given y. If x is a string, we define C(x) in the similar standard way. Further background on Kolmogorov complexity can be found in the standard textbook by Li and Vit [2008] , as well as the forthcoming textbook by Shen, Uspensky, and Vereshchagin [Shen et al. in press] . 3 Recently, Vereshchagin [2014] showed that Theorem 5.6 from this article holds for all, rather than just some, Kolmogorov numberings In fact, one can obtain a negative answer to Question 1.2 for the case of Kolmogorov numberings by appealing to Equation (1) from Vereshchagin [2014] restricted to the case in which the computable listing function L( p) has output size bounded by a polynomial in | p|. Jain and Teutsch [2015] have shown that this negative answer to Question 1.2 extends to partial-recursive lists whose outputs need not be computable.
NUMBERINGS AND MINIMAL INDICES
There are many effective ways to enumerate partial-recursive functions. If we want a meaningful notion of "shortest program," at the very least we should consider only universal numberings, that is, numberings that include all partial-recursive functions. This class of numberings still contains pathologies, such as Friedberg numberings [Friedberg 1958; Kummer 1990] . In a Friedberg numbering, every partial-recursive function has a unique index, hence every index is minimal. In computability theory, one typically uses acceptable numberings (also known as Gödel numberings). Recall that a numbering ϕ is called acceptable if for every further numbering ψ there exists a computable translator function f such that ϕ f (e) = ψ e for all e.
Despite appeals to the Recursion Theorem and hardness of index sets in prior literature, the effectiveness of translators for acceptable numberings can serve as a red herring when dealing with certain properties of minimal indices. Many basic results involving acceptable numberings continue to hold if we assume only a computable and not necessarily effective bound on the numberings' translators. Consequently, we introduce the following type of numbering.
Definition 2.1. A numbering ϕ is called computably bounded if for any further numbering ψ, there exists a computable function f such that for any e, ϕ j = ψ e for some j ≤ f (e).
Robust results require an absolute definition of "shortest program" in which computability properties do not depend on the underlying numbering. Kolmogorov numberings capture this notion. An acceptable numbering ϕ is called a Kolmogorov numbering if for every further numbering ψ the corresponding translator f is linearly bounded, that is, there exists a positive constant c such that for every index e, f (e) ≤ ce + c. The standard universal Turing machine [Soare 1987; Turing 1936] is an example of a Kolmogorov numbering. The point is that if we define |e|, the length of the "program" e, as log e, then | f (e)| ≤ |e| + O(1); therefore, if ϕ is a Kolmogorov numbering and ψ is an arbitrary numbering, then for every index e, | min ϕ (e)| ≤ | min ψ (e)| + O(1) where the constant O(1) depends only on the linearly bounded translator from ψ to ϕ. These same inequalities hold when the translator f is linear but not necessarily computable. Such a numbering, in which the translator is linearly bounded but not necessarily computable, is said to have the Kolmogorov property. Numberings with the Kolmogorov property and universal machines for Kolmogorov complexity are sometimes referred to as optimal because, as we have observed with universal machines for Kolmogorov complexity, any numbering can be translated into a numbering with the Kolmogorov property with only a constant overhead increase in program length.
We conclude our discussion on numberings by separating the notions of acceptable numbering and numbering with the Kolmogorov property.
PROPOSITION 2.2 ([STEPHAN 2008]).
A numbering with the Kolmogorov property need not be acceptable, and vice versa. Furthermore, an acceptable numbering with the Kolmogorov property need not be a Kolmogorov numbering. 4 PROOF. First, let us observe that an acceptable numbering need not have the Kolmogorov property. For any acceptable ϕ, the numbering ψ given by ψ 2 e = ϕ e and where nonpowers of two ψ-indices give the everywhere divergent function is an acceptable numbering that does not have the Kolmogorov property. Indeed, for any index e ∈ MIN ϕ besides the minimal index for the everywhere divergent function, the least ψ-index that computes ϕ e is 2 e . Therefore, no linearly bounded translator from ϕ to ψ exists.
Next, we construct a numbering with the Kolmogorov property ψ that is not a Kolmogorov numbering. Let ϕ be a Kolmogorov numbering, and define
Note that at least one of ψ 2e and ψ 2e+1 is equal to ϕ e , regardless of whether ϕ e (0) ∈ K; therefore, ψ has the Kolmogorov property. Next, we show that ψ is not a Kolmogorov numbering. For the sake of obtaining a contradiction, suppose that there exists a computable translator f such that ϕ e = ψ f (e) for all e. Let g be a computable translator such that ϕ g(e) is the constant function e. If f [g(e)] is even, then e = ϕ g(e) (0) / ∈ K because ϕ g(e) converges on all inputs. Similarly, if f [g(e)] is odd, then e ∈ K. It follows that K is computable, which is a contradiction.
One can modify the previous construction to achieve an acceptable numbering η with the Kolmogorov property that is not a Kolmogorov numbering. Let ξ be any acceptable numbering that is not a Kolmogorov numbering, let ψ be as in the earlier example, and, finally, define η 3e = ψ 2e , η 3e+1 = ψ 2e+1 , and η 3e+2 = ξ e .
The following observation, stating that the elements of MIN ϕ have relatively high Kolmogorov complexity, will be used several times. LEMMA 2.3. For every computably bounded numbering ϕ, there exists a computable order g such that C(x) ≥ |g(x)| for all x ∈ MIN ϕ . In the case that ϕ has the Kolmogorov property, we obtain the improved bound C(
PROOF. Let U be the underlying universal machine for the Kolmogorov complexity function C. Define a numbering ψ by ψ q = ϕ U (q) , let t be a translator satisfying ϕ t(q) = ψ q and t(q) ≤ s(q) for some increasing, computable function s. Let g be the computable inverse of s, that is, g(x) is the smallest y such that s(y + 1) > x. In the case that ϕ has the Kolmogorov property, we may take s to be a linear function so that g(
The next lemma allows us to lift some known results for acceptable numberings (or Kolmogorov numberings) to computably bounded numberings (respectively, numberings with the Kolmogorov property).
LEMMA 2.4. For any computably bounded numbering ϕ, there exists an acceptable numbering ψ such that MIN ψ = {2e : e ∈ MIN ϕ }. Furthermore, if ϕ is a numbering with the Kolmogorov property, then ψ is a Kolmogorov numbering.
PROOF. Let ξ be an acceptable numbering such that the ϕ-minimal index for any given function is strictly less that the ξ -minimal index for that same function. In more detail, if ν is an arbitrary acceptable numbering, then there exists a computable function f such that for all e, there exists j ≤ f (e) with ϕ j = ν e . Define a function g as follows. Set g(0) to be the maximum of f (0) and the ϕ-minimal index for the everywhere undefined function, and let g(n + 1) be the least index greater than max{ f (0), . . . , f (n + 1)} ∪ {g(0), . . . , g(n)}. For all n, set ξ g(n) = ν n , and let all other ξ -indices not of this form be the everywhere undefined function. Now, g is a computable function; hence, ξ is acceptable. Let e ∈ MIN ϕ , and let k be the least ν-index such that ν k = ϕ e . Then e ≤ f (k) ≤ g(k) with ϕ e = ν k = ξ g (k) , and by minimality of k and because g is strictly increasing, g(k) ∈ MIN ξ , as desired.
Define the acceptable numbering ψ by ψ 2e = ϕ e and ψ 2e+1 = ξ e . Now, none of the odd ψ-indices are minimal as this would contradict the property of ξ set forth at the beginning of the previous paragraph. It is immediate from the definition of ψ that the even ψ-indices satisfy the conclusion of the lemma. For the "furthermore" statement, it is enough to observe that if f (e) is linear in e, then g(e) is linear in e as well.
Proofs of the following results restricted to the case of acceptable numberings can be found in Schaefer [1998] . Part (I) is due to Schaefer [1998] , Part (II) is due to Blum [1967] , and Part (III) is due to Meyer [1972] . THEOREM 2.5. For any computably bounded numbering ϕ,
it is an infinite set and no algorithm enumerates infinitely many of its members),
PROOF. Meyer [1972] showed that MIN ψ is Turing equivalent to ∅ for all acceptable numberings ψ. By Lemma 2.4, MIN ψ and MIN ϕ are Turing equivalent for some acceptable numbering ψ, which proves Part (III).
Schaefer [1998] proved that MIN ψ is not (1, 2)-recursive for any acceptable numbering ψ. If MIN ϕ were (1,2)-recursive via some computable function f , then the acceptable numbering ψ from Lemma 2.4 would be (1,2)-recursive via the following algorithm. On input (x 1 , x 2 ), check whether either x 1 or x 2 is odd. If so, then label both indices as nonminimal; then, at least one of these labels is correct. It remains to consider the case in which x 1 and x 2 are both even; in this case, we return f (x 1 /2, x 2 /2). At least one of these labels must be correct, which proves Part (I).
If we could enumerate infinitely many elements of MIN ϕ , then by Lemma 2.3, we could compute for every positive integer k a string x with C(x) > k, which is impossible [Li and Vitányi 2008] . Alternatively, one could prove Part (II) using Lemma 2.4 by noting that one could enumerate infinitely many elements in the acceptable numbering MIN ψ if one could enumerate infinitely many elements in MIN ϕ , contradicting a theorem of Blum [1967] .
TECHNIQUES FOR STRINGS AND FUNCTIONS
We start with a result that illustrates some of the proof techniques that we use later in more complicated settings.
Warm Up: A Winner-Goes-on Tournament
We show here that the set of strings with randomness deficiency 1, D = {x : C(x) ≥ |x| − 1} is not (1, 2)-recursive. First, note that more than half of the strings at each length must belong to D because there are 2 n strings of length n and at most 2 0 + 2 1 + · · · + 2 n−2 = 2 n−1 − 1 strings with randomness deficiency less than 1. Suppose that there were a computable function f mapping pairs of binary strings into {L, H} 2 that witnesses that D is (1, 2)-recursive. Here "L" is the label for low complexity (deficiency greater than 1), and "H" is the label for high complexity. We shall show that for every n, there is a string x ∈ D of length n such that C(x) < log n + O(1).
Consider the restriction of f to strings of length n, and suppose that some pair of binary strings (x, y) of length n receives the label (H, H) from f . Then, by definition of f , either x or y must have high complexity. But when (x, y) is the lexicographically least pair of strings of length n satisfying f (x, y) = (H, H), we can compute either x or y with a single advice bit given the length n. It follows that the Kolmogorov complexities for x and y are bounded by log n + O(1), which for sufficiently large n contradicts that one of them has randomness deficiency less than 1.
Thus, it suffices to assume that the only labels that occur among pairs of binary strings with length n are (L, H), (H, L), and (L, L). We say that a set of strings S of length n forms a clique if every pair of distinct vertices (x, y) ∈ S receive either the label (L, H) or (H, L). Fix S as the lexicographically least clique that contains more than half of the strings of length n. Such a clique must exist because the set D restricted to strings of length n forms a clique. Furthermore, any clique that contains more than half of the strings of length n must contain a string of high complexity since most strings have high complexity.
At this point, we can limit our search for a complex string to the clique S where only the labels (L, H) and (H, L) occur. We run a "winner-goes-on" tournament on S. A match consists of a pair of strings, and the winner of a match is the string labeled "H." The tournament proceeds as follows. We start with an arbitrary pair of strings, and the winner of that match faces the next challenger, a string that has not yet appeared in the tournament. The winner of this second match goes on to face the subsequent challenger. The tournament ends once all strings have appeared in the tournament at least once, that is, when we run out of new challengers. The final winner of this tournament has high complexity. At some point in the tournament, a string with high complexity must enter the tournament, and thereafter the winner always has high complexity. But we can describe this string of high complexity using log n + O(1) bits, a contradiction. Therefore, no such function f exists.
We will transform some ideas from this "warm-up" into results about minimal indices. The earlier proof relies on two key points. First, all the elements of the non-(1, 2)recursive set D have high Kolmogorov complexity. By Lemma 2.3, minimal indices have a similar property. Second, the tournament players constitute a set with low Kolmogorov complexity, namely, the set of n-bit strings, most of whose members have high Kolmogorov complexity. In Section 3.2, we show that minimal indices in numberings with the Kolmogorov property satisfy a similar density condition. Using these facts, in Section 3.3, we refine the "tournament" argument to extend beyond (1, 2)-recursive analysis.
Sets of Low Complexity with High Density of Minimal Indices
Most strings of a given length are either incompressible or close to incompressible. We present an analogy for functions: in numberings with the Kolmogorov property, most indices in certain finite sets of low complexity are minimal. The following subset of minimal indices will be used throughout this article.
Definition 3.1. For every numbering ϕ, we define the following subset of MIN ϕ :
The following lemma estimates the fraction of indices in a large interval that belong to SD ϕ (and are therefore minimal).
LEMMA 3.2. Let ϕ be a numbering with the Kolmogorov property. Then there exists a positive integer a such that for every sufficiently large n the interval I n = {2 an + 1, . . . , 2 a(n+1) } satisfies |SD ϕ ∩ I n | > 2 −a · |I n |.
PROOF. Define a numbering ψ of partial-recursive functions that converge only on input 0 as follows: ψ x (0) = x, and ψ x (y) ↑ for all y ≥ 1. Let c be a positive constant so that for any index e ≥ 1, there exists a j < ce with ϕ j = ψ e and a j < c with ϕ j = ψ 0 . Fix a = log c + 1, and let I n = {2 an + 1, . . . , 2 a(n+1) }. Thus, for every 0 ≤ e ≤ 2 an+1 , there exists an index j ∈ SD ϕ less than c2 an+1 ≤ 2 a(n+1) = max I n such that ϕ j (0) = ψ e (0). It follows that at least (2 an+1 + 1) − min I n = 2 an distinct elements of SD ϕ belong to I n . Thus |SD ϕ ∩ I n | |I n | ≥ 2 an 2 a(n+1) − 2 an = 1 2 a − 1 .
Next, we show that with a small amount of advice, we can shrink the intervals from the previous lemma so that the resulting set contains a high concentration of minimal indices.
LEMMA 3.3 (DENSITY-BOOSTING). Let ϕ be a numbering with the Kolmogorov property, and let I n = 2 an + 1, . . . , 2 a(n+1) as in Lemma 3.2. Then, for every ε > 0 and n ≥ 0, there exists a subset A n ⊆ I n such that
PROOF. By Lemma 3.2, we already know that a small fraction of programs in I n belong to SD ϕ ; however, we wish to obtain a much higher density of minimal indices. We whittle down the interval I n so that in the end we are left with a subset A n ⊆ I n where at least (1 − ε)|A n | elements belong to SD ϕ . In addition to the number n, our elimination process will use O[log(1/ε)] many bits of nonuniform advice, which will imply that C(A n | n) = O[log(1/ε)].
Let us see how to obtain A n with these above properties. We let X = SD ϕ ∩ I n , and Y = programs in I n that halt on input 0 but are not in SD ϕ .
Note that the sizes of X and Y are each less than 2 a(n+1) , thus we can write the size of each of these sets in binary using exactly a(n + 1) bits. The number of advice bits, 2c, is a positive integer constant that we will specify later, and we let r = a(n + 1) − c. Let t(X), t(Y ) be the truncations of |X|, |Y | obtained by retaining the first c most significant bits of their respective binary representation and filling the remaining r bits with 0s. Note that t(X) ≥ |X| − 2 r and t(Y ) ≥ |Y | − 2 r . Given n, the values of t(X) and t(Y ) can be represented using 2c bits, and we assume that we are given this nonuniform information. Next, we build in order the sets Y and X , which ideally should be Y and X, respectively, but in fact are just approximations of these sets.
Step 1 (Construction of Y ). Y consists of the first t(Y ) elements in the enumeration of Y . Note that Y is a subset of Y and that there are at most 2 r elements in Y −Y .
Step 2 (Construction of X ). The set X consists of the first t(X) ϕ-indices found whose functions converge on input 0 and which do not belong to Y . Since X contains at least t(X) indices for ϕ-programs that converge on input 0, and since X and Y are disjoint (because X and Y are disjoint), this algorithm for X enumerates t(X) elements. If Y = Y , then X is a subset of X ⊆ SD ϕ . On the other hand, if Y is a proper subset of Y , then up to 2 r elements from Y ⊆ SD ϕ may be enumerated into X while the remaining elements of X belong to SD ϕ .
We take A n to be X and c = a + 1 + log[(1 + ε)/ε] . By the discussion in Step 2, |SD ϕ ∩ A n | ≥ t(X) − 2 r . It follows from Lemma 3.2 that |X| ≥ 2 −a |I n | ≥ 2 an−1 , thus t(X) ≥ |X| − 2 r ≥ 2 an−1 − 2 r , which is positive because r = an + a − c < an − 1. Therefore
The Champion Method
If M is a computable set of natural numbers and A is a simple set of natural numbers, that is, a set with low Kolmogorov complexity, then M ∩ A, if not empty, contains a simple element, namely, the lexicographically least element of this intersection. The following lemma generalizes this observation to the case of (1, k)-recursive sets. It says that if M is a (1, k)-recursive set, then any finite, simple set A that mostly contains elements of M must also contain a simple member of M. 5 In its contrapositive form, the following lemma provides a sufficient criterion for a set to avoid being (1, k)-recursive.
CHAMPIONS LEMMA. Let M be a set of binary strings, and let k be a positive integer. Suppose that M is (1, k)-recursive. Then for all nonempty finite sets A satisfying
PROOF. We shall construct at most k numbers, called champions, such that at least one of the champions belongs to M ∩ A. Each champion x will satisfy C(x) ≤ C(A) + 2 log k + O(1) because we can constitute x from its rank among the champions together with the set A.
Let δ = 1/(k + 1)! and let ε 1 , . . . , ε k−1 be a sequence defined by ε 1 = kδ and ε s = ε s−1 + k(k − 1) · · · (k − s + 1)δ, for 2 ≤ s ≤ k − 1. Note that all terms in this sequence are less than 1. Let N = |A|.
We will maintain a dynamic LIST of k-tuples. Initially, we place all the elements of A k in LIST. The following visual representation helps: we place a mark on top of each component of each element of LIST that receives the label 1 (i.e., f believes that these components belong to M). By assumption and by the Bernoulli inequality, there are at least
tuples in A k whose components contain only elements in M, and each such tuple must have at least one mark. By the pigeonhole principle, there must be at least one element in A that receives at least (1 − ε 1 )N k−1 marks. We pick x 1 to be the lexicographically smallest such element, and we call it the first champion. We shrink LIST down to the set of all tuples in which x 1 is marked, and we replace one marked occurrence of x 1 in each of these tuples with the symbol * . This concludes Step 1. Next, we present the inductive step. At
Step s (if we reach it), we already have s − 1 champions x 1 , . . . , x s−1 , LIST has at least (1−ε s−1 )N k−s+1 tuples, each of which contains s − 1 * s originating from replaced champions that were originally labeled with 1s.
Case 1: None of the champions are in M. By the first inequality of Equation (1), there are at most (k − s + 1)δ N k−s+1 tuples in A k−s+1 having at least one element in A − M. There are ( k s−1 )(s − 1)! distinct ways of placing s − 1 distinguishable * s into a k-tuple. This quantity bounds the number of ways in which the current s − 1 (not necessarily distinct) champions were placed in LIST. Consequently, the number of k-tuples in LIST at Step s that contain elements only in M is at least
Since all champions have been mislabeled, each tuple in LIST that contains elements only in M must have a marked element, and by the pigeonhole principle, there is at least one element in A that is marked at least (1 − ε s )N k−s times. We pick the lexicographically smallest such element as x s , the s-th champion. We keep in LIST only the tuples in which x s is marked, and we replace in each such tuple one marked occurrence of x s with * . Note that the induction hypothesis is maintained for the next step. Case 2: The previous champion is in M. Now we can describe the previous champion using a description for A plus its rank as champion. This can be done using C(A) + 2 log k + O(1), including a log k-bit delimiter separating the description for A and the description for k. We do not choose any more champions after
Step s − 1.
If Case 2 ever occurs, then the conclusion of the theorem is satisfied. Otherwise, we choose all k champions via Case 1, and all are marked with * . Since none of the previous champions were in M, by definition of f the k-th champion must be in M; then, a calculation like the one in Case 2 yields the desired conclusion.
Remark. The converse of the Champions Lemma is not true. There exists a computably enumerable set M that is not (1, k)-recursive for any k (such a set can be constructed by diagonalization; in fact, the halting set K has this property, see Theorem 6.1 in Gasarch [2003] ). For any finite set A, if M ∩ A is not empty, the first element x that is enumerated in M ∩ A has complexity C(x) < C(A) + O(1) .
We present the following user-friendly version of the Champions Lemma.
THEOREM 3.4. Let M be a set of binary strings. Suppose that there exist a sequence of distinct finite sets A 0 , A 1 , . . . and a sequence of positive reals ε 0 , ε 1 . . . with limit 0 such that
Then M is not (1, k)-recursive for any k.
PROOF. Choose ε k = 1/(k + 1)!, and apply the Champions Lemma in contrapositive form. Note that the "O(1)" term in the Champions Lemma depends on the constant k, but since lim sup C(A n ) = ∞, we obtain for each k an infinite sequence of finite sets, each with the requisite density and complexity.
FREQUENCY COMPUTATION FOR SETS OF MINIMAL INDICES
We first show that the set of Kolmogorov random strings {x : C(x) ≥ |x|} is not (1, k) recursive for any k. For an arbitrary function g, let HIGH g = {x : C(x) ≥ g(|x|)}.
THEOREM 4.1. Let g be a computable function such that both g(n) and n − g(n) are unbounded, and let c be a nonnegative constant. Then, for any positive integer k, (I) HIGH g is not (1, k) -recursive, and (II) HIGH n−c is not (1, k) -recursive.
PROOF. (I):
We take A n to be set of strings of length n. It holds, by counting the maximum possible number of relevant descriptions, that |HIGH g ∩ A n | > (1 − 2 g(n)−n )|A n |. The complexity C(A n ) is bounded by C(n) + O(1) , which for infinitely many n is at most g(n)/2 because no unbounded, computable function is a lower bound for Kolmogorov complexity [Li and Vitányi 2008; Zvonkin and Levin 1970] . Finally, for every string x in HIGH g ∩ A n , we have
The conditions of Theorem 3.4 are satisfied for M = HIGH g , and the conclusion follows.
(II): Since the set of n-bit strings not in HIGH n−c do not form a vanishing fraction of all n-bit strings, Part (II) requires a more elaborate analysis. Let us focus on the case c = 0, that is, the case of random strings. For positive values of c, the proof is similar and slightly easier.
Let I n denote the set of 2 n binary strings of length n. First, we argue that for infinitely many lengths n, at least 2 n−2 strings of length n are random. Indeed, if there were less than 2 n−2 random strings of length n, then at most (2 n −1)−(2 n −2 n−2 ) < 2 n−2 programs of length less than n could describe strings of length greater than n, and the number of programs of length n that describe strings of length greater than n is at most 2 n . Thus, at least 2 n+1 − 2 n − 2 n−2 > 2 n−1 strings of length 2 n+1 are random.
Let R denote the set of random strings and let t n be the number of nonrandom strings in I n encoded in binary with the last 2 log n bits replaced with "00 . . . 0," and let T n be the first t n elements in I n found to be nonrandom. We throw these strings out of the "arena" I n , and what's left are mostly random strings. Let A n = I n \ T n . Then, at most 2 2 log n+1 = 2n 2 in I n \ T n are nonrandom. For any ε > 0 and all sufficiently large n, we have 2 n−2 − 2n 2 ≥ (1 − ε)2 n−2 , and for those infinitely many n that are both sufficiently large and for which there are at least 2 n−2 random strings of length n, we have
which satisfies Condition (I) of Theorem 3.4. Furthermore,
thus we satisfy Condition (II) as well because every string in A n is random. The theorem follows.
Remark 4.2. Regardless of which underlying universal machine is used to measure Kolmogorov complexity, Theorem 4.1 (II) holds for at most finitely many negative values c. This follows from the fact that any string of length n can be described using n + O(1) bits. PROOF. Fix k, and let ε n = 1/n. Apply Lemma 3.3 to obtain sets A 0 , A 1 , . . . satisfying
It follows from Theorem 3.4 that MIN ϕ is not (1, k)-recursive.
Remark 4.4. It is natural to ask whether Theorem 4.3 is valid for more general numberings. We do not know the answer, but we note that the proof method does not extend even to polynomially bounded numberings that have slightly weaker bounds on their translators compared to Kolmogorov numberings. A polynomially bounded numbering is similar to a Kolmogorov numbering except that we require the translator f (e) to be polynomially bounded in e rather than linearly bounded.
We now explain why the proof of Theorem 4.3 fails for polynomially bounded numberings. This argument goes through for the one-dimensional version of MIN ψ , namely, SD ψ , which is known to be (1, 2)-recursive for some acceptable numbering ψ (care of the remark following Theorem 2.3 in Stephan and Teutsch) . One can modify the proof of Stephan and Teutsch [2012, Theorem 2.3 ] to use intervals J n,n log 3 n , . . . , J n,1 rather than J n,2 n+1 , . . . , J n,1 to code the first log n + 3 log log n of Chaitin's rather than the first n bits. The Kolmogorov complexity argument at the end then still works, and the size of the interval I n becomes less than n 2 log 6 n, thus the index e n is at most n k=1 k 2 log 6 k = O(n 4 ). Therefore, the numbering ψ constructed becomes not only acceptable but polynomially bounded. Hence, the proof of Theorem 4.3 does not even extend to polynomially bounded numberings with polynomials of degree 4.
LIST APPROXIMATIONS FOR MINIMAL INDICES
The main focus in this section is on the shortlist for functions problem, Question 1.4, but first we consider a different type of approximation. We say that a function f is (K-)approximable from above if there exists a uniform sequence of (K-)computable functions f 0 , f 1 , . . . such that for all x, f s (x) ≥ f s+1 (x) and lim s f s (x) = f (x). 6 We define (K-)approximable from below similarly, but with the inequalities reversed. In some sense, min ϕ (e) is the function analog of Kolmogorov complexity for strings, C(x). We investigate whether min ϕ (e) has approximability properties similar to those of C(x). C(x) is approximable from above, but not from below [Li and Vitányi 2008] . For min ϕ (e), we have the following contrasting result.
PROPOSITION 5.1. For any numbering ϕ, the function min ϕ is K-approximable from below. If ϕ is computably bounded, then min ϕ is not K-approximable from above.
PROOF. Let ϕ be a numbering. Using a K-oracle, one can enumerate all pairs e, j such that ϕ e = ϕ j by searching for the least input on which either ϕ e and ϕ j disagree or where one function converges and the other one doesn't. Define f s (e) to be the least index j such that ϕ j (x) = ϕ e (x) for all x ≤ s. Now, f s (e) is an increasing function that eventually settles on min ϕ (e), and therefore f 0 , f 1 , . . . is a uniform, K-computable sequence of functions witnessing that min ϕ is K-approximable from below.
If ϕ were computably bounded and also approximable from above, this would imply that min ϕ is a K-computable function, whence MIN ϕ is Turing reducible to K, contradicting Theorem 2.5 (III).
Although we can approximate min ϕ from below using a halting set oracle, no unbounded computable function bounds min ϕ from below when ϕ is computably bounded. In this sense, min ϕ resembles Kolmogorov complexity C(x) [Li and Vitányi 2008; Zvonkin and Levin 1970] (q) , and let t be a translator satisfying ϕ t(q) = ψ q and t(q) ≤ s(q) for some nondecreasing, computable function s. Let e be an arbitrary index, and let p be a shortest program such that U ( p) = g(e). Thus | p| = C[g(e)], and therefore p ≤ 2 C[g(e)] . Note that ϕ t( p) = ψ p = ϕ U ( p) = ϕ g(e) , and consequently
Let s be the nondecreasing, unbounded, computable function defined as follows: s (x) is the smallest y such that s(2 y ) ≥ x. Then C[g(e)] ≥ s [h(e)] for all e. Thus C[g(e)] is lower-bounded by a computable, unbounded function. Hence, we can compute on input n a string of complexity at least n, which is impossible.
We now turn our attention to the shortlist for functions problem. We start with acceptable numberings and their generalizations, the computably bounded numberings. The next theorem and proposition show that, in these cases, the length of shortlists cannot be bounded by any constant and that this estimation is essentially optimal. PROOF. Fix a computably bounded numbering ϕ, and define e(n) to be the first index found such that ϕ e(n) (0) = n. Suppose that k is the least positive integer for which some computable function f : N → N k satisfies min ϕ [e(n)] ∈ f (n) for all n. If k = 1, this immediately contradicts Theorem 2.5(II), thus we may assume k ≥ 2. By Lemma 5.2, the minimum of f must be bounded over all inputs. Thus, min ϕ [e(n)] does not equal the minimum of f (n) except for finitely many n. Since we can hardcode the correct answer for these finitely many n, there exists a function satisfying the same properties as f but with list length k − 1. This contradicts the minimality of k.
PROPOSITION 5.4. For any computable order g, there exists an acceptable numbering ψ and a computable function f that maps each index e to a list of size at most g(e) such that min ψ (e) ∈ f (e).
PROOF. Let ϕ be an acceptable numbering with ϕ 0 being the everywhere divergent function. Let a 1 = 0 and, inductively for n ≥ 2, let a n denote the smallest positive integer satisfying g(a n ) > g(a n−1 ). Define a numbering ψ by ψ e (x) = ϕ n (x) if e = a n , ↑ otherwise, and let f (e) = {a n : a n ≤ e}. Now, f (e) contains all the ψ-minimal indices up to e and has size at most g(e).
For numberings with the Kolmogorov property, a sharper lower bound is possible.
THEOREM 5.5. Let ϕ be a numbering with the Kolmogorov property and let f be a computable function that maps each index x to a list of indices containing min ϕ (x). Then | f (x)| = (log 2 x) for infinitely many x.
PROOF. The statement follows basically from a related result about strings from Bauwens et al. [2013] , stating that any computable list that contains a description of x whose length is additively within a constant from a shortest description of x must have a size at least quadratic in the length of x. Let ϕ and f be as in the hypothesis, and let e(x) be the computable function that outputs the first index found such that ϕ e(x) (0) = x. Let U be the universal machine for Kolmogorov complexity, and define a further numbering ψ by ψ p = ϕ e[U ( p)] if U ( p) ↓ and ψ p being the everywhere divergent function otherwise. Since U is an optimal machine, there exists a function t such that U [t(z)] = ϕ z (0) and t(z) ≤ O(z). Define a computable function g from indices to sets of descriptions for U by
By the Kolmogorov property, there exists a linearly bounded (but not necessarily computable) function h such that ψ p = ϕ h( p) . Now, observe that whenever U ( p) = x, we have ϕ h( p) = ψ p = ϕ e[U ( p)] = ϕ e(x) , whence min ϕ [e(x)] ≤ h( p) ≤ O( p).
Fix an x, and let p be the least program such that U ( p) = x. Since min ϕ [e(x)] ∈ f [e(x)], there exists q ∈ g(x) such that U (q) = ϕ e(x) (0) = x and q ≤ O(min ϕ [e(x)]) ≤ O( p). Thus, g(x) is a list with the same length as f (x) containing a description for x, which is only a constant many bits longer than the minimal U -description for x. By Bauwens et al. [2013, Theorem I.3] , g(x), hence f (x) as well, must have length (log 2 x) for infinitely many x.
Our final result shows that some numberings with the Kolmogorov property do not admit shortlists.
THEOREM 5.6. There exists a Kolmogorov numbering ψ such that if f is a computable function that maps each index x to a list of indices containing min ψ (x), then | f (x)| = (x) for infinitely many x.
PROOF. We use the construction from Bauwens et al. [2013, Theorem I.4] 7 . The total complexity of a string y conditioned by x, as originally defined by Muchnik and used in Bauwens et al. [2013] and Vereshchagin [2009] , is CT(y | x) = min{|q| : U (q, x) = y and U (q, z) ↓ for all z}, where U is the universal machine for Kolmogorov complexity.
Given such a U , the proof in Bauwens et al. [2013, Theorem I.4 ] constructs a machine V with the following properties. For every positive integer n, there exist numbers p and x in the interval [2 n , 2 n+1 ) such that (a) V (2 p) = x, and furthermore 2 p is the only number < 2 n+2 that maps into x via V , (b) C(x) > n− 3 (where C(x) is the Kolmogorov complexity of x relative to the universal machine U ), and (c) CT( p | x) ≥ n − 3.
Let ϕ be a Kolmogorov numbering. We define a Kolmogorov numbering ψ as follows. For indices of the form 2q and 2 c q + 1 (where c is a constant that will be specified later), we define (d) ψ 2q (m) = V (2q), for all numbers m, and (e) ψ 2 c q+1 = ϕ q (this ensures that ψ is a Kolmogorov numbering).
For all other indices i, ψ i is the undefined function. Fix n and let p and x be as above in the interval [2 n , 2 n+1 ). We will prove the following claim.
CLAIM. 2p ∈ MIN ψ . PROOF OF CLAIM. Note that for every m, ψ 2 p (m) = V (2 p) = x (by (a)). If for some q = p, ψ 2q = ψ 2 p , then V (2q) = V (2 p), thus 2q ≥ 2 n+2 (by the "furthermore" in (a)), and thus 2q > 2 p. If for some q, ψ 2 c q+1 = ψ 2 p , then ψ 2 c q+1 (0) = ψ 2 p (0) = x. This implies that given q and c, we can find x, and from x we can find 2 p (because 2 p is the only number in the interval [2 n+1 , 2 n+2 ) that V maps onto x). Thus, C(2 p) ≤ C(q) + 2 log c + O(1).
Note that C(2 p) > n − O(1) (by (b) and the fact that from 2 p we can find x). Therefore C(q) ≥ n− 2 log c − O(1), which implies that q ≥ 2 n−2 log c−O(1) . Then, if c is large enough,
This ends the proof of the claim. 
