In this work we develop an algebraic theory of linear recurrence equations and systems with constant coefficients and reflection. We obtain explicit solutions and the Green's functions associated to different problems under general linear boundary conditions. Furthermore, we establish different relations between the algebras of recurrence and differential operators, showing the similarities and differences between them.
Introduction
In recent years, the study of differential equations with reflection has progressed through various research lines. On one hand we have those works that deal with qualitative applications, such as boundedness [1] , periodicity [10] or existence and uniqueness of solution [3, 15, 26] . Other articles find Hilbert bases through operator eigenfunction decomposition [20, 27] . Finally, we have those works in which the authors obtain explicit solutions or the associated Green's functions. That is the case of [4] [5] [6] [7] and specially of [9, 11] , where they develop a general theory of Green's functions in the case of differential equations and differential systems respectively.
Despite all of this progress in the field, there have not been any works yet in which the authors obtain Green's functions of recurrence relations with reflection, something that, following the usual parallelism between differential and difference equations, should be possible. The aim of this work is therefore to fill this void in the theory, by providing and algebraic theory of recurrence relations and systems with reflection and constructing the Green's functions associated to different problems.
The basic idea exploited in [9, 11] is to endow differential equations with reflection with an adequate algebraic structure. In order to achieve this, the authors first observe that homogeneous linear differential equations with reflection and constant coefficients can always be expressed in the form The operator T in (1.1) can be considered as a composition of simpler operators. First, we have the usual differential operator which we will note by D, but also we have to consider the pullback by the reflection function ϕ(t) = −t, that is, the operator ϕ * such that (ϕ * f )(t) = f (−t) for any function f : → . Now we can consider the algebra of linear differential operators with reflection [ D, ϕ * ] as defined in [11] . This algebra consists of all operators of the form of T . These operators can be written as ϕ * P( D) + Q( D) where P and Q belong to [ D] , that is, the real polynomials on the abstract variable D. The algebraic structure is provided by the usual composition of operators and the rules derived from it. For instance, ( ϕ * ) 2 = Id, where Id is the identity operator, and, if we write ϕ * (P)( D) := P(− D), we have that P • ϕ * = ϕ * • ϕ * (P).
Tu(t)
In the case of the operator T in (1.1) it can be expressed as
In [9] we find results that allow us to obtain the solution of differential problems with such operators. An analogous study can be done for linear systems with reflection with the same algebraic structure -see [11] . Take, for instance, the system
Theorem 1.1 ([9, Theorem 2.1]). Take T defined as in (1.2) and take
R = k a k ϕ * D k + l (−1) l+1 b l D l ∈ [ D, ϕ * ]. (1.3) Then RT = T R ∈ [ D].
Theorem 1.2 ([9, Theorem 3.2]). Consider the problem Tu(t) = h(t), t ∈ [−T, T ],

R G(t, s)h(s) d s where G is the Green's function associated to the problem Su
(1.5)
In this context we find the following results. 
, is a fundamental matrix of problem (1.5 
Consider now the initial value problem 9) where A, B, F, G ∈ n ( ), γ ∈ ( ), and δ ∈ n . 
Theorem 1.4 ([11, Theorem 6.1]). Consider the problems
where
Our objective will be to obtain similar results as the ones presented above for the case of linear recurrence equations and systems with reflection. In this work we will build a similar algebraic structure for the case of recurrence relations, pinpointing the similarities and differences with the algebra [ D, ϕ * ]. In Section 2 we define the algebra [D, D −1 , ϕ * ] of recurrence relations with reflection and study its properties as well as its relation to the algebra [ D, ϕ * ]. In Section 3 we provide Green's functions for recurrence relations with reflection and general boundary conditions and in Section 4 we provide an analogous theory for linear systems with reflection. Finally, in Section 5 we establish the conclusions regarding the theory and pose several open problems worth studying.
Recurrence relations with reflection
Let us first set up the basic definitions and notation in order to study recurrence relations with reflection in the highest generality.
Definitions and notation
Given two sets A and B we denote by (A, B) the space of functions f : A → B. Let be a field, its algebraic closure and V a vector space over . Let be the space of -sequences in V that is, := ( , V ).
is an -vector space. Given x ∈ we write x(k) ≡ x k ≡ (x) k and x ≡ (x k ) k∈ . We define the right shift operator D as
D is bijective and, in the present discussion, it will play the role the differential operator does in differential equations (thence the D as notation). That role could also be played by the forward difference operator ∆ := D − Id but, for simplicity, we stick to D.
An order n linear recurrence relation (sometimes referred as difference equation, although there is a subtle difference between the two of them [25] ) with constant coefficients is normally expressed as
where ξ k ∈ , k = 1, . . . , n; a j ∈ , j = 0, . . . , n − 1; a 0 = 0 and c = (c k ) k∈ . A solution of the difference equation (2.1) will be a sequence u = (u k ) k∈ such that equation (2.1) holds when substituting x k by u k for every k ∈ .
Using operator D, we can rewrite the recurrence relation (2.1) as
where x = (x k ) k∈ . So, it is only fitting that we study equations of the kind
where a 0 a n = 0. We say that U occurring in (2.2) belongs to [D] , the algebra of polynomials on D with coefficients in .
Now we introduce reflections in this context, which forces us to work on instead of . Let ϕ : → be such that ϕ(t) = −t. We define the pullback by ϕ, ϕ * , as
We can consider now linear difference equations with reflection of the form
where x, c ∈ ; a j , b j ∈ for j = 0, . . . , n and
We say L belongs to the operator algebra [D, D −1 , ϕ * ] generated by D j and ϕ * D j , j ∈ with the composition operation. We will omit the composition sign while working in this algebra. 
Algebraic structure
consists of the operators of the form ϕ
It is for this reason that the operators defining linear recurrence relations with reflection can be reduced to those occurring in usual ordinary difference equations, as the following theorem shows.
Proof.
The same holds for LR.
, but the same may hold for exponents k < 2n. We will assume from now on that we take the least of these exponents. Also, in the particular case a j , b j = 0 for j < 0, we have that
, we say that P divides Q, and we write P|Q, if P * divides Q * . 
Inducing the algebra operations of [D,
We can express the relation
× in the following way:
The algebra isomorphism Ψ allows us to define greatest common divisor (gcd) in
is the product of the monomials D − λ Id where λ ∈ is a common eigenvalue of P and Q. Definition 2.5. We define the greatest common divisor of (
By construction, L|P and L|ϕ
Using the above expressions and the algebraic structure, we can improve Theorem 2.3 in the following way -cf. [11, Theorem 2.3].
Theorem 2.6. Take L, P and Q as above and define R
Remark 2.7. Unlike Theorem 2.3, we do not have in Theorem 2.6 that L R = R L, but this commutativity is not in general necessary.
Remark 2.8. From previous Theorem, it is clear that, as in Theorem 2.3, there exists a least
. From now on we will write R := RD k .
Example 2.9. The first differential equation with reflection of which a Green's function was obtained was x (t)+ mx(−t) = 0 for some m ∈ [4] . This operator is a square root of the harmonic oscillator (in pretty much the same way Dirac's equation does with matrices) and presents very interesting properties. If we think of the analogous operator obtained by substituting D by forward difference operator ∆ = D − Id and ϕ by ϕ we get L = ∆ + mϕ
Hence, if Lu = 0 holds, so does DRLu = 0 and we get the equation
The solutions of this equation, for |m| > 2, are of the form
with c 1 , c 2 ∈ . In any case, Lu = 0 has to hold, so we deduce that
and all solutions of Lu = 0 are expressed as
for some c 1 ∈ . We can study in an analogous fashion what happens in the case m ∈ [−2, 2].
Example 2.10. Now instead of substituting D by ∆ we do it by D, that is, we study the operator
This means that if the equation (D + mϕ * )u = 0 holds for some u ∈ , so does (m 2 − 1)u = 0, which is only satisfied if m = ±1. That is, x k+1 − mx −k = 0 is a recurrence relation with reflection with no solution for m = ±1. In the case m = ±1, the equation LRu = 0 is trivial and provides no information on Lu = 0.
Related Operators
In this section we assume to work over a field of characteristic different from two.
In the theory of differential equations with reflection the even and odd part operators, defined respectively as
play an important role -cf. [7, 9, 11] . These linear operators satisfy, among others, the properties
The power of the operators E and O relies on the fact that they are the projections onto the spaces of even and odd functions respectively. Now our goal is to take these operators to the setting of . In order to do this, first observe that the operator D is actually a pullback by the function τ(k) = k + 1, k ∈ and there are precisely two proper invariant subspaces of of the map τ 2 . They are
so we actually want to deal with the projections onto those subspaces, which are defined, respectively,
for every (u k ) k∈ ∈ . In order to arrive to E and O we could have used the help of the following map. Let := {u ∈ ( , ) | 0 lim sup 
In this case Λ is not the pullback by any function.
By definition, it is clear that E and O hold similar properties to E and O:
We can even combine E, O, E and O. To do this we can consider E and O as
and use the pullback by the inclusion ι : → to get
defined on . Thus considered, they have the properties
but observe that, unlike with E and O, the properties E D = DO and OD = DE do not hold.
Observe also that E, O, E and O commute.
The exponential map
In this section we assume to work over a field of characteristic zero. Observe that the exponential of the derivative at a point x ∈ is, formally,
where δ x is the Dirac delta distribution at x. Consider now the space of analytic functions ( ). Then, for f ∈ ( ) with a radius of convergence r > 1 at x ∈ ,
So, it is clear that this fact that applies to certain analytic functions can be extended, as a definition, to ( , ) by defining e D := D and, whenever the exponential of the derivative makes sense as a distribution, it will coincide with our definition. Observe though that this extension is not unique in principle. In order to achieve that we would need to define a topology in ( , ) such that ( ) is a dense subset.
We could have also shown that e D = D, formally, using the Fourier transform F:
but this approach cannot be made rigorous due to the fact that e D is not a distribution. To undertake a proper study of this operator, it has to be done in the framework of hyperfunctions [14, Section 1.3.4]. In a similar way, we can compute e a ϕ * for a ∈ taking into account that ϕ| = ϕ.
Analogously, we obtain Euler's formula:
Observe that this last expression does not belong to
Taking into account that e
Hence,
and therefore iϕ
More generally, for k ∈ ,
We have shown that, in general, exponentials of the operators in
, but there are some instances where this is the case and we obtain some interesting relations. 
Green's functions
where a l ∈ , l = 0, . . . , n and a 0 a n = 0. Denote the characteristic polynomial as follows:
p(t) = a n t n + a n−1 t n−1 + · · · + a 1 t + a 0 .
Consider the set of different roots of p in , that is {λ 1 , . . . , λ r } with r n and λ l = λ j if l = j. For each l ∈ {1, . . . , r}, denote h l the multiplicity of the root λ l . If r = n, then all the roots are of multiplicity h l = 1 for l ∈ {1, . . . , n} and the general solution of (3.1) in := ( , ) is given by
, k l ∈ for k ∈ and l = 1, . . . , n. Now, if r < n, then there exists l ∈ {1, . . . , r} such that h l > 1. In such a case, the general solution of (3.1) in is:
for k ∈ , l ∈ {1, . . . , r} and j ∈ {2, . . . , h l }.
If we denote
we can express the general solution of (3.1) in as u = Φ K.
Observe that, so far, we have obtained solutions in not necessarily in . Nevertheless, we know that, given initial conditions x j ∈ , j = 0, . . . , n − 1, by recurrence, problem (3.2) has a unique solution in . In fact, this means that we can construct Φ such that y k, j = δ j k for k, j ∈ {0, . . . , n−1} (where δ j k is the Kronecker delta function) just by imposing some the adequate initial conditions.
For the next theorem we define the following disjoint subsets of 2 -see Figure 3 .1.
Observe that 2 = A 1 A 2 A 3 A 4 . 
Theorem 3.2. Consider the problem
where a j ∈ , j = 0, . . . , n, a 0 a n = 0, c k ∈ , k ∈ . Then there is a unique solution of problem Proof. First, by definition of { y 1 , . . . , y n }, we have that C 0 = 1. Furthermore, we can prove that C j+1 = (−1) n a n C j for every j 0 [23, Theorem 3.8], so C j = 0 for every j ∈ . By a similar argument, C j = 0 for every j < 0. Hence, H k, j is well defined for every k, j ∈ .
From the definition of H k, j , we deduce that, for k ∈ ,
First, we will see that n l=0 a l H k+l, j = δ j k for every k, j ∈ . In order to achieve this we will study six different cases -see Figure 3 .2. Case 1: (k, j) ∈ A 1 . In this case (k + l, j) ∈ A 1 for every l ∈ {0, . . . , n} so 
Case 3: (k, j) ∈ A 3 . In this case (k + l, j) ∈ A 3 for every l ∈ {0, . . . , n} so H k+l, j = 0 for every l ∈ {0, . . . , n}.
Case 4: k + n j, j 0. In this case (k, j) ∈ A 4 and (k + l, j) ∈ A 4 for every l ∈ {0, . . . , n} so H k+l, j = 0 for every l ∈ {0, . . . , n}.
Case 5: k ∈ { j, . . . , j + n − 1} and j < 0. in this case (k + l, j) ∈ A 2 for l ∈ {0, . . . , j − k − 1 + n} and (k + l, j) ∈ A 4 for l ∈ { j − k + n, . . . , n}. Hence, using (3.4), Since k − j 0, this last expression is 0 if k > j and, otherwise, k = j and
Case 6: k ∈ { j − n, . . . , j} and j 0. in this case (k + l, j) ∈ A 4 for l ∈ {0, . . . , j − k} and (k+l, j) ∈ A 1 for l ∈ { j −k+1, . . . , n}. Since k ∈ { j −n, . . . , j}, we have that n− j +k+1 ∈ {0, . . . , n} and, therefore, using (3.4), Furthermore, for k = 0, . . . , n − 1 and j < 0, either (k, j) ∈ A 3 , and hence H k, j = 0, or (k, j) ∈ A 2 , in which case 0 k j + n − 1. Hence, 0 < − j k − j n − 1, so H k, j = H j+(k− j), j = 0. Thus, we can write
This last equality holds because k − j ∈ {1, . . . , k} ⊂ {1, . . . , n − 1} for any j ∈ {0, . . . , k − 1}. Therefore, u is a solution of problem (3.2).
Finally, it is left to show that (H k, j ) k, j∈ ⊂ , but this has to be so because we already new, by recurrence, that problem (3.2) had a unique solution in . Hence, fix j ∈ and take c k = δ j k for every k ∈ . We have that u k = H k, j ∈ for every k ∈ , which ends the proof. Let us consider H ∈ × defined as follows:
where H k, j is defined in (3.3) for each k, j ∈ . Using this notation, we can rewrite the previous result in a vectorial way.
Corollary 3.4. Consider the problem
where a j ∈ , j = 0, . . . , n, a 0 a n = 0, b ∈ . Then there is a unique solution of problem (3.6) given by u = H c, where H is the Green's function defined in (3.5).
General boundary conditions
From now on, given a vector space V we denote by V * its algebraic dual. Consider the vector space n generated by those solutions of order n equations of the form (3.1), that is
Observe that, by asking the sum to be in , we are assuming values in . Also, For every
where a j ∈ , j = 0, . . . , n, a 0 a n = 0, c k ∈ , k ∈ , h ∈ n . Then there is a unique solution of problem (3.7) in n if, and only if, det(W Φ ) = 0, where
In such a case, the unique solution is given by:
where H is defined in (3.5) assuming W H c is well defined.
Proof. Every solution of S x = c is given by
If we impose the condition given by W , we have the order n linear system of equations
It is clear that there exist a unique solution of previous system if, and only if,
In such a case:
and the result is proved.
Remark 3.6. In Corollary 3.5 we had to ask the compatibility between the boundary conditions and the equation in two instances. Fist, by asking for W to be in ( * n ) n , W Φ was well defined. Second, the compatibility with the nonlinear part of the equations was guaranteed by asking that W H c were well defined. In the first case it would be enough for W to be in the dual of the vector space of the solutions of the homogeneous problem associated to (3.7), but this would require to know them aforehand.
where L is defined as in (2. Proof. First, we have that, since LΦ = 0,
On the other hand, since H is the Green's function of problem (3.9) , it has to satisfy the boundary conditions, that is W H = W RH = 0 (to see this just take h = (δ k j ) j∈ for k ∈ ). Hence,
so u is a solution of problem (3.8) .
In the next section we will talk about systems, which will allow us to illustrate those cases where we can guarantee the solution of problem (3.8) is unique.
Linear systems of difference equations with reflection
In this section we will consider the homogeneous system of linear difference equations
where x k ∈ n , n ∈ , A, B, F, G ∈ n ( ) and u ∈ ( , n ). We will prove that a fundamental matrix for problem (4.1) exists.
Definition 4.1. We say that
M ∈ ( , M n ( )) is a fundamental matrix of problem (4.1) if (u k ) k∈ = (M (k) u 0 )) k∈ is a solution of equation (4.1) for every u 0 ∈ n , that is F M (k + 1) + GM (−k − 1) + AM (k) + BM (−k) = 0, k ∈ .
Definition 4.2.
If M is a block matrix of the form
where 
is a fundamental matrix of problem (4.1). Furthermore, problem (4.1) equipped with the boundary condition x 0 = u 0 ∈ n has a unique solution given by
Proof. If we define v = ϕ * u, then we have that problem (4.1) can be expressed as
Composing with ϕ * , we get
Hence, we have the system
The hypotheses of the theorem regarding the invertibility of the matrices imply that this is a regular system, so we can solve for Du and Dv in the following way:
In particular, iterating,
for k 1. We can proceed analogously for k −1, since
Hence, we have the result.
The next theorem serves to construct the Green's function of a system of recurrence relations on . The reader may consult [25] for more information on the subject in the context of systems of recurrence relations on with nonconstant coefficients.
Theorem 4.4. Consider a system of recurrence relations of the form
where x k ∈ n and K ∈ n ( ) is invertible. Define
, that is, a solution of
Analogously, for k −1, Then the sequence given by
H is the Green's function of problem (4.4) and π 1 : A particular solution of (4.4) can be expressed as
so the general solution of (4.4) is of the form
with r ∈ 2n . Then, imposing Wu = h, and thus W ϕ
Hence, this system can only be solved uniquely if Z is a regular matrix. Therefore,
That is,
Thus, 
has a solution, it is unique.
Proof. Define y k = (x k−n , . . . , x k+n−1 ). Denote by y k, j the j-th component of y k (starting at j = −n) and by y ·, j the sequence ( y k, j ) k∈ . Then, we have that D y ·, j = y ·, j+1 for j = −n, . . . , n − 1 and
where 0 denotes a zero matrix. We have that problem (4.5) can be expressed in the form of system (4.1), that is, a n a −n − b n b −n a n a −n+1 − b n b −n+1 a n a −n+2 − b n b −n+2 · · · a n a n−2 − b n b n−2 a n a n−1 − b n b n−2 =a n a −n − b n b −n = 0.
On the other hand, W acts on y as evaluating y on 0, so
is invertible. Hence, applying Theorem 4.5, we conclude that the system (4.6) has a unique solution and thus so does problem (4.5).
Remark 4.7.
Observe that the problem in Example 2.10 fails to meet the hypotheses of Corollary 4.6.
Conclusions and open problems
Throughout this work we have developed a theory of linear recurrence equations and systems with reflection and constant coefficients. Most of the theory is valid for fields of arbitrary characteristic. We would have to avoid division dividing by 0, for instance when defining the operators E, O, E and O. For more information on recurrence relations on fields in arbitrary characteristic the reader may consult [16, 18] .
There are some clear ways in which the theory could be extended. We point out here some of them.
• Non-constant coefficients: The theory of linear differential equations with constant coefficients (and its difference counterpart) is basically the same than in the constant coefficient case. The main difference in the case of systems is whether a fundamental matrix can be obtained explicitly by taking the exponential of the matrix A(t) defining the system, something which is true if A(t)A(s) = A(s)A(t) for every t and s [6, 21] . Unfortunately, this happens under very restrictive circumstances [6] , so the explicit computation of the Green's functions will not be possible in general.
• General involutions: In the theory of differential equations with involutive functions 1 we have to work with differentiable or at least continuous involutive functions [6] (such as is the case of the reflection), but this poses the severe restriction that continuous involutive functions of order n on connected sets of the real line have to be of order two [8, 22] . This restriction disappears in the context of recurrence relations, which gives rise to three questions worth answering. First, Which are the different involutive functions on for each given order? second, How do the operators which are the pullback of those involutive functions interact with the right shift operator? and last, Under which circumstances can we solve recurrence relations with those involutions?
It is unlikely that we will obtain a full answer to the first question, but we can restrict our research to those involutions that behave well with respect to right shifts. We could start by studying, for instance, involutions that are just transpositions of elements of the sequence since the interaction of the involution with the right shift operator is easily manageable in this case.
More general involutions (that is, involutive operators that are not the pullback by an involutive function) such as Λ occurring in Remark 2.11 are worth studying since they satisfy very attractive properties (for instance, in the case of Λ, it anticommutes with the right shift operator).
• Partial difference equations: There is also the possibility to move from recurrence in one independent variable to recurrence in several independent variables. Some analogous work has been done previously in the case of partial differential equations with reflection [28] . Again, there is the possibility to study involutions of order greater than two.
