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Abstract
We consider the equations, arising as the conformal invariance con-
ditions of the perturbed curved beta-gamma system. These equations
have the physical meaning of Einstein equations with a B-field and a
dilaton on a hermitian manifold, where the B-field 2-form is imaginary
and proportional to the canonical form associated with hermitian met-
ric. We show that they decompose into linear and bilinear equations
and lead to the vanishing of the first Chern class of the manifold where
the system is defined. We discuss the relation of these equations to
the generalized Maurer-Cartan structures related to BRST operator.
Finally we describe the relations of the generalized Maurer-Cartan
bilinear operation and the Courant/Dorfman brackets.
1 Introduction: Perturbations of β-γ Systems
and Sigma Models
The so-called β-γ (beta-gamma) systems recently drew a lot of attention.
The interest to them started in the mathematics papers [1],[2] where they
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were considered in the context of the sheaves of vertex operators and chiral
de Rham complex. Soon after that, the obtained results appeared to be
very useful in applications to string physics, e.g. topological strings [3],
the geometry of (2,0) models [4], mirror symmetry [5], and the pure spinor
superstring formalism [6], [7].
The β-γ system is a two dimensional conformal field theory with the
action:
S0 =
1
2πh
∫
Σ
d2zβi∂¯γ
i, (1)
where βi and γ
j are of conformal weights (1,0) and (0,0) correspondingly and
h is some constant. The action above leads to the following operator product
between these two fields:
γi(z1)βj(z2) ∼
hδij
z1 − z2 . (2)
This model looks very simple, however, if we take into account the geometric
aspects, namely treating βi(z)dz as the sections of γ
∗(T ′∗M) ⊗ T ′∗Σ, where
γ describes a map from Riemann surface Σ to the complex manifold M and
prime denotes the holomorphic part of the appropriate cotangent bundle, the
β-γ system becomes highly nontrivial. For example, one can ask a question:
how to keep operator products preserved after coordinate transformations
or how to keep the appropriate energy momentum tensor, well defined on
the intersections of the appropriate coordinate patches (for a nice review see
[7]). The answer to the first question is nontrivial but the second one is quite
simple. In order to be unaffected under the coordinate change, the energy-
momentum tensor should be modified from the original one, T0 = −h−1βi∂γi
to the following:
T = −h−1βi∂γi − 1/2∂2 log ω(γ), (3)
where ω is the density function for the holomorphic top form on the manifold
M . This leads to a globally defined conformal invariant theory. An obvious
requirement for the possibility of such modification is that this top form
related to ω should be nonvanishing, or in other words the manifold M
should have the vanishing first Chern class [4], [7].
The inclusion of the additional dilatonic term in the energy momentum
tensor (3) yields the modification of the action [8]:
S0 =
1
2πh
∫
Σ
d2z(βi∂¯γ
i +
1
4
h
√
sR(2)(s) logω(γ)), (4)
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where R(2) is the curvature of the worldsheet metric sab. It is worth noting
also that this term entering the action is the secondary characteristic class
associated with class c1(M)c1(Σ).
It appears that the β-γ system considered above can be treated as an
infinite-radius limit of the certain nonlinear sigma-model [7], [9]. Really,
let’s consider the action for the sigma model
S = 1
4πh
∫
Σ
d2z((Gµν +Bµν)∂X
µ∂¯Xν + h
√
sR(2)(s)Φ). (5)
We impose several conditions on the metric and the B-field. First of all
we require the metric to be hermitian in the certain system of coordinates:
Gik = Gi¯k¯ = 0, Gik¯ ≡ gik¯. The other conditions concern B-field:
gik¯ +Bik¯ = 0, Bik = Bi¯k¯ = 0. (6)
This means that the action (5) can be rewritten as follows:
S = 1
2πh
∫
Σ
d2z(gij¯ ∂¯X
i∂X j¯ + 1/2h
√
sR(2)(s)Φ) (7)
and via the first order formalism, this sigma model can be transformed [9]
to the first order one:
Sg =
1
2πh
∫
Σ
d2z(pi∂¯X
i + pi¯∂X
i¯ − gij¯pipj¯ + 1/2h
√
sR(2)(s)Φ0), (8)
where Φ0 = Φ−log√g. The infinite radius limit of the sigma model therefore
corresponds to the action above without the perturbation operator gij¯pipj¯ .
Obviously, the identification of the resulting model with the conformally
invariant, well defined β -γ system and its complex conjugate, can be done
by means of the identification βi = pi and γ
i = X i but only in the case if Φ0
decomposes in the sum of holomorphic and antiholomorphic functions.
In section 2, we examine the geometric and algebraic properties of the
conformal invariance conditions of the sigma model (i.e. beta-function) of
the zero and first order in h of the theory with action (7). These conditions
are the Einstein equations with a B-field and a dilaton [11],[13] equipped
with constraints (6):
Rµν = −1
4
HµλρH
λρ
ν + 2∇µ∇νΦ,
∇µHµνρ − 2(∇λΦ)Hλνρ = 0,
4(∇µΦ)2 − 4∇µ∇µΦ +R + 1
12
HµνρH
µνρ = 0. (9)
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Expressing them in terms of gij¯ and Φ0, we find out that one of the equations
is simply
∂i∂k¯Φ0 = 0, (10)
what precisely means that Φ0 is given by the sum of holomorphic and anti-
holomorphic terms which by construction lead to the existence of nonvanish-
ing holomorphic top form and therefore to the vanishing of the first Chern
class of the manifold. The equations on gij¯ are either linear or bilinear.
In section 3, we discuss another algebraic structure, rudiments of which
were given in [9], [22]. Namely, in [9] there was introduced a conjecture (at
first introduced by A.S. Losev [10]), that the conformal invariance condition
for the perturbed β-γ system (8) can be expressed as follows:
C1(φ
(0)) + C2(φ
(0), φ(0)) + C3(φ
(0), φ(0), φ(0)) + ... = 0. (11)
Here Cn are graded symmetric multilinear operations satisfying special quad-
ratic relations generating L∞-like structure [15],[16], such that C1(φ
(0)) =
[Qω,φ
(0)], where Qω is the usual BRST operator [17], [18] associated with
energy-momentum tensor (3), and φ(0) is a differential polynomial in c, c˜
ghost fields, of ghost number 2 and [b−1, [b˜−1, φ
(0)]] = h−1gij¯pipj¯ . We ex-
plicitly construct the C2 operation and expanding φ
(0) =
∑
∞
n=1 t
nφ
(0)
n by the
formal parameter t, we find the agreement between (11) and the conformal
invariance conditions on gij¯,Φ0 we have derived before, up to the order t
2.
Moreover, we expect that the symmetries of (11) have the form:
δφ(0) = ε(C1(ξ
(0)) + C2(φ
(0), ξ(0)) + C3(φ
(0), φ(0), ξ(0)) + ...), (12)
where ε is infinitesimal and ξ(0) is of ghost number 1. In the last part of sub-
section 3.2., we obtain that the symmetry under holomorphic transformations
of the equations on gij¯,Φ0 can be obtained in such a way. In subsection 3.3.,
we indicate some important properties of the bilinear operation C2 related
to pure chiral data. Namely, we derive the relation of C2 to Courant [25] and
Dorfman [26] brackets.
In Conclusions we underline some important features of the above for-
malism and outline the ways of further development.
4
2 Geometric Aspects of Conformal Invariance
Conditions
In this section, we show that the conformal invariance conditions of the
perturbed β-γ system (i.e. Einstein equations) reduce to the bilinear system
of equations on gij¯. First of all, we define some algebraic operations on the
sections Γ(T ′M ⊗ T ′′M), where we denoted by T ′M and T ′′M holomorphic
and antiholomorphic tangent bundle TM = T ′M ⊕ T ′′M correspondingly.
Suppose g = gij¯∂i ⊗ ∂j¯ , h = hij¯∂i ⊗ ∂j¯ are bivector fields on some com-
plex manifold M . If one expands in some neighborhood g =
∑
I v
I ⊗ v¯I ,
h =
∑
J w
J ⊗ w¯J (sum over I and J can be possibly infinite), where vI , wJ
(v¯I , w¯J) are (anti)holomorphic sections of T ′M (T ′′M), one can construct a
new bivector field [9]:
[[g,h]] =
∑
I,J
[vI , wJ ]⊗ [v¯I , w¯J ]. (13)
It appears that this bivector field has the explicit expression in terms of g,
h and therefore leads to the following definition.
Definition 2.1. Let g,h ∈ Γ(T ′M ⊗ T ′′M) written in components as
gij¯∂i ⊗ ∂j¯ , hij¯∂i ⊗ ∂j¯. Then one can define symmetric bilinear operation
[[, ]] : Γ(T ′M ⊗ T ′′M)⊗ Γ(T ′M ⊗ T ′′M)→ Γ(T ′M ⊗ T ′′M) (14)
written in components as follows:
[[g,h]]kl¯∂k ⊗ ∂l¯ ≡ (15)
(gij¯∂i∂j¯h
kl¯ + hij¯∂i∂j¯g
kl¯ − ∂igkj¯∂j¯hil¯ − ∂ihkj¯∂j¯gil¯)∂k ⊗ ∂l¯.
Property (Important observation). One can easily find the same structure
in Kaehler geometry. If metric associated with g is Kaehler, then the Ricci
tensor Rij¯ , expressed in terms of bilinear vector field gij¯∂i ⊗ ∂j¯ associated
with metric tensor is proportional to [[g, g]], more precisely
Rij¯(g) =
1
2
[[g, g]]ij¯. (16)
Definition 2.2. Suppose the complex manifold M under consideration is
equipped with nonvanishing holomorphic top degree form Ω, which in local
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coordinates can be written as follows: Ω = ef(X)dX1 ∧ ... ∧ dXD/2, where D
is the dimension of the manifold. Then one can define:
1). A covariant divergence divΩ : Γ(T
′M) → C(M) of a section v = vi∂i ∈
Γ(T ′M), such that
divΩv = Ω
−1LvΩ = ∂ivi + ∂ifvi. (17)
2). A covariant divergences divΩ : Γ(T
′M ⊗ T ′′M) → Γ(T ′M) and divΩ¯ :
Γ(T ′M ⊗ T ′′M) → Γ(T ′′M) of a bivector field such that in local coordinates
it has the expression:
divΩg = (∂ig
ij¯ + ∂ifg
ij¯)∂j¯ divΩ¯g = (∂j¯g
ij¯ + ∂j¯fg
ij¯)∂i. (18)
We already know from Introduction that the conditions of conformal invari-
ance for the perturbed β-γ system is equivalent to the system of Einstein
equations with B-field and a dilaton. Now we reexpress Einstein equations
in terms of a bivector field gij¯.
Proposition 2.1 The equations
Rµν =
1
4
HµλρHνλρ − 2∇µ∇νΦ,
∇µHµνρ − 2(∇λΦ)Hλνρ = 0, (19)
where metric, B-field, and a dilaton are expressed as follows:
Gik¯ = gik¯, Bik¯ = −gik¯, Φ = log
√
g + Φ0, (20)
are equivalent to the following system:
∂i∂k¯Φ0 = 0, ∂p¯d
Φ0
l¯
g l¯k = 0, ∂pd
Φ0
l g
k¯l = 0,
2grl¯∂r∂l¯g
ik¯ − 2∂rgip¯∂p¯grk¯ − gil¯∂l¯dΦ0s gsk¯ − grk¯∂rdΦ0j¯ g j¯i +
∂rg
ik¯dΦ0
j¯
g j¯r + ∂p¯g
k¯idΦ0n g
np¯ = 0, (21)
where dΦ0i g
ij¯ ≡ ∂igij¯ − 2∂iΦ0gij¯ and dΦ0i¯ g i¯j ≡ ∂i¯gji¯ − 2∂i¯Φ0gji¯.
Proposition 2.2 The equation
4(∇µΦ)2 − 4∇µ∇µΦ +R + 1
12
HµνρH
µνρ = 0, (22)
6
where metric, B-field, and dilaton are constrained by (20) and governed by
equations (19), is equivalent to the following one:
dΦ0i d
Φ0
j¯
g j¯i = 0, (23)
where dΦ0i d
Φ0
j¯
g j¯i ≡ (∂j¯ − 2∂j¯Φ0)(∂i − 2∂iΦ0)gij¯.
The proofs of the above two propositions are given in Appendix A.
Before reexpressing the equations on gij¯ in terms of the algebraic structures
introduced above, we note several interesting properties. The first observa-
tion is how the equations depend on the bivector field. It is easy to see that
the dependence is either linear or pure bilinear in gij¯. This is very unusual
for the equations of Einstein type which are highly nonlinear in the general
case.
Then one can notice that if there exists a global solution (on the whole
manifold M) to the equations from Proposition 2.1., then the first Chern
class c1(M) should vanish or, in other words, the manifold M should pos-
sess a holomorphic top form. This is due to one of the equations from the
Proposition 2.1., namely ∂i∂k¯Φ0 = 0. Really, density function e
−2Φ0 1 locally
decomposes into the product of holomorphic and antiholomorphic functions
ω(X) and ω¯(X¯) which globally serve as densities for the holomorphic and
antiholomorphic volume forms Ω and Ω¯, such that
ΩΩ¯ = e−2Φ0dX1 ∧ ... ∧ dXn ∧ dX 1¯... ∧ dX n¯. (24)
Another property is that divΩ(g) = d
Φ0
i g
ij¯∂j¯ and divΩ¯(g) = d
Φ0
j¯
g j¯i∂i become
(again, if the Einstein equations from Proposition 2.1. admit the global
solution) an antiholomorphic and holomorphic sections of T ′′M and T ′M
correspondingly. Also, one can easily notice that this condition automatically
leads to the equation
dΦ0i d
Φ0
j¯
g j¯i = const. (25)
This should not be strange since the equation
4(∇µΦ)2 − 4∇µ∇µΦ+R + 1
12
HµνρH
µνρ = const (26)
1Since dilaton Φ is a well defined function and det(gij¯) is a well defined density function
for the volume form, therefore e−2Φ0 = e−2Φdet(gij¯) is also a density function for the
volume form.
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is a direct consequence of equation
∇µ(Rµν − 1
4
HµλρHνλρ + 2∇µ∇νΦ) = 0. (27)
So, in our case this is just a particular example of the general statement.
Finally, let us summarize and formulate the main result of this section as
the following Proposition.
Proposition 2.3. The system of equations (19) and (22) with additional
constraint (20) on the manifold M is equivalent to the following:
1). There exist a nonvanishing holomorphic top degree form Ω = ρ(X)dX1∧
... ∧ dXD/2 on the manifold M (and therefore the first Chern class c1(M)
should vanish) such that
ρ(X)ρ¯(X¯) = e−2Φ(X,X¯)g(X, X¯). (28)
2). Vector fields divΩ¯(g) ∈ Γ(T ′M) and divΩ(g) ∈ Γ(T ′′M) are respectively
holomorphic and antiholomorphic.
3). Bivector field g ∈ Γ(T ′M ⊗ T ′′M) obeys the following two equations:
[[g, g]] + LdivΩ(g)g + LdivΩ¯(g)g = 0, divΩ¯divΩ(g) = 0, (29)
where LdivΩ(g) and LdivΩ¯(g) are Lie derivatives with respect to the correspond-
ing vector fields.
Remark. It’s easy to see that when gij¯ is the Kaehler metric, then the
bilinear equation on g from (29) is automatically satisfied and the equations
(19), (22) with constraint (20) reduce to linear ones.
3 Perturbed β-γ System and Generalized
Maurer-Cartan Equations
3.1 Motivation
From section 2 we learned that the conditions of conformal invariance for
β-γ system perturbed by gij¯pipj¯ operator are given by bilinear and linear
equations on the corresponding bivector field. In paper [9] the conditions of
conformal invariance for this first order sigma model were studied naively via
cut-off regularization. The resulting equations which correspond to the case
8
when Φ0 = 0 (the additional dilaton field was ignored there) and g
ij¯pipj¯ is a
primary field (∂ig
ij¯ = 0 and ∂j¯g
ij¯ = 0) have the following form:
[[g, g]] = 0. (30)
Introducing the standard ghost fields b, c and b˜, c˜ with operator products
c(z)b(w) ∼ 1
z−w
and c˜(z)b˜(w) ∼ 1
z¯−w¯
, and BRST operator [17], [18]:
Q =
1
2πi
∮
JB, JB = jBdz − j˜Bdz¯, (31)
jB = cT+ : bc∂c :, j˜B = c˜T˜+ : b˜c˜∂¯c˜ :,
where T , T˜ are the holomorphic and antiholomorphic components of the
energy-momentum tensor, we found out that the resulting equations can be
rewritten as follows:
[Q,ψ(0)] = 0, lim
h→0
P
∫
Cǫ,z
ψ(1)ψ(0)(z) = 0, (32)
where ψ(0) = c˜ch−1gij¯pipj¯, ψ
(1) = dzc˜h−1gij¯pipj¯ − dz¯ch−1gij¯pipj¯ , Cǫ,z is the
contour around point z, and P is the projection on the ǫ-independent terms2.
This suggests that the complete system of equations given in Proposition
2.3. and also others entering beta function with higher orders in h should be
written in the Maurer-Cartan form:
[Q, φ(0)] +M(φ(0), φ(0)) + ... = 0, (33)
where
M(φ(0), φ(0))(z) ∼ P
∫
Cǫ,z
φ(1)φ(0)(z) (34)
is a bilinear operation and φ(0), φ(1) are some modifications of ψ(0), ψ(1). In
subsection 3.2 we define properly φ(0), φ(1), and M .
2Here we point out that the bilinear operation similar to (32) was considered in [20] in
the context very close to ours, namely the comparison of the conditions of BRST-invariance
of the conformal perturbation theory and the string field theory equations of motion.
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3.2 Maurer-Cartan Form of Conformal Invariance Con-
ditions.
1. Notation and conventions.
Descent hierarchy and ghost fields. Throughout this section we will
denote a conformal field as a 0-form with the corresponding superscript if
it is a differential polynomial in c, c˜ ghost fields, where the matter fields are
coefficients, and denote the space of such fields as H0. We also introduce the
ghost number operator
Ng =
∫
(dzjg − dz¯j˜g), (35)
where jg = −bc and j˜g = −b˜c˜. If φ(0) is the eigenvector of this operator
with the eigenvalue nφ, we say that this field is of ghost number nφ (it is
obvious that it can be only nonnegative integer). We associate with any field
φ(0) ∈ H0 depending on matter and ghost c, c˜ fields the following 1-form and
2-form:
φ(1) = dz[b−1, φ
0] + dz¯[b˜−1, φ
(0)], φ(2) = dz ∧ dz¯[b−1, [b˜−1, φ(0)]]. (36)
Operator products. We assume that all matter field operators enjoy the
operator products of the following type:
V (z)W (z′) =
m∑
r=−∞
n∑
s=−∞
(V,W )(r,s)(z′)(z − z′)−r(z¯ − z¯′)−s. (37)
Throughout this section we assume that all operators are ordered with respect
to holomorphic normal ordering. We neglect the sign of normal ordering if
it does not lead to misunderstanding.
2. Bilinear operation and its properties. First of all we give the defi-
nition of the bilinear operation itself.
Definition 3.1. For any two fields φ(0), ψ(0) we define the bilinear operation
M : H0 ⊗H0 → H0
M(φ(0), ψ(0))(z) = (38)
1
4πi
P
∫
Cǫ,z
φ(1)ψ(0)(z) + (−1)nφnψ 1
4πi
P
∫
Cǫ,z
ψ(1)φ(0)(z),
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where P is a projection on the ǫ0 term.
Remark (Comment about the projection operator). Really, for any χ
(0)
1 , χ
(0)
2
under consideration
∫
Cǫ,z
χ
(1)
1 χ
(0)
2 (z) lies in the space of formal power series
H0(ǫ) = {φ(0)ǫ | φ(0)ǫ = ∑∞n=−k ǫnφ(0)n , φ(0)n ∈ H0}. Therefore, the operator
P is well defined and projects on the coefficient of ǫ0 of the corresponding
element of H0(ǫ).
Definition 3.1. leads to the following properties.
Proposition 3.1.Operation M satisfies the following relation:
[Q,M(φ(0), ψ(0))] +M([Q, φ(0)], ψ(0)) + (−1)nφM(φ(0), [Q,ψ(0)]) = 0. (39)
Proof. First, we need to show that BRST operator commutes with pro-
jection operator P. Really, let’s denote f(V,W )(z) = ∫
Cǫ,z
dwV (w)W (z) for
some operators V , W .
From (37) we know that f(V,W ) =
∑
∞
n=−k fn(V,W )ǫ
n. The projec-
tion operator acts as follows: Pf(V,W ) = f0(V,W ). Therefore we see that
P[Q, f(V,W )] = [Q,Pf(V,W )] = [Q, f0(V,W )]. In such a way we see that
BRST operator commutes with projection operator and hence the relation
(39) can be easily established by means of the simple formula [Q, φ(1)] =
dφ(0) − [Q, φ(0](1). 
Remark. Relation (39) is similar to the basic property of the string 2-
products [15].
Proposition 3.2. The expression for the 2-form associated withM(φ(0), ψ(0))
is given by the following formula:
M(φ(0), ψ(0))(2) =
1
2πi
P
∫
Cǫ,z
φ(1)ψ(2)(z) +
(−1)nφnψ 1
2πi
P
∫
Cǫ,z
ψ(1)φ(2)(z) + dχ(1), (40)
where as usual M(φ(0), ψ(0))(2) = dz∧dz¯[b−1, [b˜−1,M(φ(0), ψ(0))]], χ(1) is some
1-form, and d is the de Rham differential.
The proof can be easily obtained from Proposition 2.1. of [22].
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3. Maurer-Cartan Structures and β-γ Systems. We suggest (according
to the hypothesis of A.S. Losev [10]) that the equations governing the confor-
mal invariance of system (8) can be summarized via the following generalized
Maurer-Cartan equation:
C1(φ
(0)) + C2(φ
(0), φ(0)) + C3(φ
(0), φ(0), φ(0)) + ... = 0, (41)
such that Cn are graded (with respect to ghost number) symmetric bilinear
operations, C1(φ
(0)) = [Qω, φ
(0)] and C2 =
1
2
M , where Qω is the BRST opera-
tor from the previous section such that holomorphic and the antiholomorphic
components of the energy-momentum tensor are those for accurately defined
β-γ system (see section 1):
Qω =
∫
Jω, (42)
Jω = dzc(−h−1pi∂X i − 1/2∂2 log ω)− dz¯c˜(−h−1pi¯∂¯X i¯ − 1/2∂¯2 log ω¯),
the 2-form φ(2) associated with φ(0) is the “perturbation” 2-form φ(2) = dz ∧
dz¯V such that V = h−1gij¯pipj¯ . We also put the following constraints on φ
(0):
b−0 φ
(0) = 0, (43)
where b−0 = b0 − b˜0 .
This gives the following expression for φ(0):
φ(0) = c˜cV + c(∂c + ∂¯c˜)W − c˜(∂c + ∂¯c˜)W¯ + 1/2c∂2cU − 1/2c˜∂¯2c˜U¯ −
c˜∂2cX + c∂¯2c˜X¯ − (∂c + ∂¯c˜)∂2cY + (∂c + ∂¯c˜)∂¯2cY¯ + . . . , (44)
where W , W¯ , U , U¯ , X , X¯, Y , Y¯ are some matter fields and . . . stand for
the terms depending on ∂nc or ∂¯mc˜ such that n,m > 2. We will refer to the
terms with U and U¯ as dilatonic terms. Moreover we make these dilatonic
terms only X , X¯-dependent, that is U = f(X, X¯), U¯ = f¯(X, X¯). The W ,
W¯ terms will be called in the following as gauge terms, so we will refer to
the constraint b0φ
(0) = b˜0φ
(0) = 0 (which is equivalent to W = W¯ = 0) as
a gauge condition. The X , X¯ , Y , Y¯ -terms have no physical interpretation,
therefore we get rid of them reducing to the subspace.
Definition 3.2. The space S0 consists of the elements φ(0) ∈ H0 which enjoy
three properties:
1. nφ = 2,
12
2. b−0 φ
(0) = 0,
3. bib˜jφ
(0) = 0 if i+ j > −1.
Remark. As we see the general form of the element from φ(0) ∈ S0 is as
follows:
φ(0) = c˜cV + c(∂c + ∂¯c˜)W − c˜(∂c + ∂¯c˜)W¯ + 1/2c∂2cU − 1/2c˜∂¯2c˜U¯ + . . . ,(45)
where . . . stand for the terms depending on ∂nc or ∂¯mc˜ such that n,m > 2.
If we expand the field φ(0) in the series of some formal parameter t: φ(0) =∑
∞
n=1 φ
(0)
n tn, then the first two orders of expansion of equation (41) give the
following equations:
[Qω, φ
(0)
1 ] = 0, [Qω, φ
(0)
2 ] +
1
2
M(φ
(0)
1 , φ
(0)
1 ) = 0. (46)
We show that (46) lead to the equations (21) and (23) expanded to the second
order in the formal parameter. Let’s formulate this as proposition.
Proposition 3.3. Let φ(0) be the element of S0, satisfying the following
conditions: φ(2) = dz ∧ dz¯h−1gij¯(X, X¯)pipj¯, the dilatonic terms U(X, X¯) =
b1b−1φ
(0), and U¯(X, X¯) = b˜1b˜−1φ
(0) are respectively functions of X i(z), X i¯(z¯).
Then (46) gives the equations (21) and (23) expanded up to the second or-
der in the formal parameter t, such that the expansion of matter fields is:
gij¯ = tgij¯1 + t
2gij¯2 + ..., Φ0 = 1/2(− log(ωω¯) + (tU1 + tU¯1) + t2(U2 + U¯2) + ...).
The Proof is given in Appendix 2.
Remark 1. One could also put the condition that U, U¯ are holomorphic and
antiholomorphic functions correspondingly. Really, we can consider Q+ φ(1)
as a deformation of a BRST current [21],[22]. From the proof of Proposition
3.3. one can see that adding a total derivative to φ(1) we can get rid of
non(anti)holomorphic terms from U¯1 (U1). Hence it is natural to put this
additional constraint.
Remark 2. Applying b−1b˜−1 to (46) and using the Proposition 3.2., we get
the following equations:
[Qω, φ
(2)
1 ] = dφ
(1)
1 , [Qω, φ
(2)
2 ](z) +
1
2πi
P
∫
Cǫ,z
φ
(1)
1 φ
(2)
1 (z) = dψ
(1)
2 (z) (47)
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which can be interpreted as a conservation law for the deformed BRST cur-
rent in the presence of perturbation φ(2) [22].
Remark 3. From the Proposition 3.1. we know that there are relations
between operations C1 and C2 from (41):
C1(C1(φ
(0))) = 0, (48)
C1(C2(φ
(0), ψ(0))) + C2(C1(φ
(0)), ψ(0)) + (−1)nφC2(φ(0), C1(ψ(0))) = 0
for any φ(0), ψ(0) ∈ H0. We hope that similar quadratic relations will hold
for all Cn and generate the homotopy Lie algebra [15], [16], like it was for
string products.
4. Symmetries of Maurer-Cartan Equation. In paragraph 3. we made
a conjecture that the conditions of conformal invariance for model (8) coin-
cide with a sort of Maurer-Cartan equation. However, we want our equation
to possess symmetries, more precisely we want them to be in the following
form:
δφ(0) = ε(C1(ξ
(0)) + C2(φ
(0), ξ(0)) + C3(φ
(0), φ(0), ξ(0)) + ...), (49)
where ε is infinitesimal and ξ(0) ∈ H0 is of ghost number 1. We will see now
that at the lowest order in the parameter h they have precisely this form.
Really, let’s look on equations (46). The first equation of (46) due to the
nilpotence of operator Qω has the following symmetry:
δφ
(0)
1 = ε[Qω, ξ
(0)
1 ], (50)
where ξ
(0)
1 is a zero form of ghost number 1 and ε is infinitesimal. Proposition
3.1. allows to accompany this with the following transformation:
δφ
(0)
2 = ε([Qω, ξ
(0)
2 ] +M(ξ
(0)
1 , φ
(0)
1 )), (51)
where nξ2 = 1 is again a 0-form of ghost number 1. Altogether they form
a symmetry of (46). In our case these symmetry transformations should
correspond to the symmetries of (21), (23), i.e. holomorphic coordinate
transformations, therefore it is natural to give the following expression for
ξ(0) =
∑
∞
n=1 t
nξ
(0)
n :
ξ(0) = h−1(cvi(X)pi − c˜v¯ i¯(X¯)pi¯), (52)
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where vi(X) are the components of the holomorphic section of T ′M . It
appears that the second order approximation to symmetries considered above
is very close to exact expression in our case.
Proposition 3.4. Let φ(0) ∈ S0 satisfy the following conditions: φ(2) =
dz ∧ dz¯h−1gij¯(X, X¯)pipj¯, the dilatonic terms be U(X, X¯) = b1b−1φ(0), and
U¯(X, X¯) = b˜1b˜−1φ
(0). Then
δξφ
(0) = ε([Qω, ξ
(0)] +M(ξ(0), φ(0))), (53)
where ξ(0) is given by (52) and ε is infinitesimal, gives the following trans-
formations:
δξφ
(2) = dz ∧ dz¯h−1(δvgij¯pipj¯ +O(h)),
δξΦ0(X, X¯) = ε(
1
2
divΩv(X) +
1
2
divΩ¯v¯(X¯)), (54)
where δvg = −ε(Lvg+Lv¯g) which coincides with the holomorphic coordinate
transformation of g and Φ0 = 1/2(− log (ωω¯) + U + U¯).
The proof can be obtained easily by the direct calculation.
Remark. The appearance of the additional (noncovariant) terms of the
higher order in h in φ(2) after symmetry transformation (53) has deep roots
in the very nature of curved β-γ systems (see e.g. [1], [7]). We will consider
them elsewhere.
3.3 Relations of M-operation with Courant and Dorf-
man Brackets.
In this subsection we discuss a simple property of bilinear operationM which
may lead to some deep consequences in the understanding of the theory.
At first we remind the definition and point out some useful properties of
Courant [25] and Dorfman [26] brackets which appear to be very important
in the theory of generalized complex structures [23], [24].
Definition 3.3. Let (vi,wi) = vi+wi (i=1,2) be the sections of TM⊕T ∗M .
Courant and Dorfman brackets [ , ]c, [ , ]d: Γ(TM⊕T ∗M)⊗Γ(TM⊕T ∗M)→
Γ(TM ⊕ T ∗M) are defined as follows:
[(v1,w1), (v2,w2)]c = ([v1,v2], Lv1w2 − Lv2w1 −
1
2
d(iv1w2 − iv2w1)),
[(v1,w1), (v2,w2)]d = ([v1,v2], Lv1w2 − iv2dw1). (55)
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Now we give the properties which provide the differences between Courant
and Dorfman brackets and the Lie one.
Properties.
1. The Dorfman bracket satisfies the Leibnitz rule, but it is not antisymmet-
ric, moreover its antisymmetrization leads to the Courant bracket, namely:
[(v1,w1), (v2,w2)]d + [(v2,w2), (v1,w1)]d = d((v1,w1), (v2,w2)), (56)
1
2
([(v1,w1), (v2,w2)]d − [(v2,w2), (v1,w1)]d) = [(v2,w2), (v1,w1)]c,
where ((v1,w1), (v2,w2) = v
µ
1w2µ+ v
µ
2w1µ is the symmetric bilinear form on
Γ(TM ⊕ T ∗M) and d is the de Rham differential.
2. The Courant bracket is antisymmetric but it does not satisfy Jacobi iden-
tity, more precisely it satisfies Jacoby identity modulo exact (with respect to
de Rham differential) term:
[(v1,w1), [(v2,w2), (v3,w3)]c]c + [(v3,w3), [(v1,w1), (v2,w2)]c]c +
[(v2,w2), [(v3,w3), (v1,w1)]c]c = dN ((v1,w1), (v2,w2), (v3,w3)),(57)
where N is the Nijenhuis operator [24].
For the proof and much other information on the subject including references
see e.g. [24].
Recall that in paragraph 4. of subsection 3.2. we studied the symmetries of
the generalized Maurer-Cartan equation (46). The symmetries were related
to the 0-form ξ(0) = h−1(cvi(X)pi − c˜v¯ i¯(X¯)pi¯), where vi(X) are the compo-
nents of the holomorphic section of T ′M . Let’s extend this 0-form to the
following one:
ξ(0)v,w = h
−1c(vi(X)pi − wk(X)∂Xk)− h−1c˜(v¯ i¯pi¯ − w¯k(X¯)∂Xk) (58)
associated with a holomorphic section (v,w) = vi(X)∂i + wk(X)dX
k ∈
Γ(T ′M ⊕ T ′M∗) 3. Let’s denote also M0(φ(0), ψ(0)) = limh→0 hM(φ(0), ψ(0))
if such a limit exists.
3We expect that ξ
(0)
v,w will generate holomorphic symmetries (not only coordinate in-
variance symmetry but also the one associated with B-field) of the general first order sigma
model, see [9] and Conclusions of this paper.
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Proposition 3.5. For any two holomorphic sections (vi,wi) = vi + wi ∈
Γ(T ′M ⊕ T ′M∗) (i = 1, 2)
M0(ξ
(0)
v1,w1
, ξ(0)v2,w2) = −hξ(0)[(v1,w1),(v2,w2)]c . (59)
The proof can be obtained by straightforward calculation.
This correspondence between M0 and Courant bracket leads to the fol-
lowing proposition.
Proposition 3.6. Let ξ
(0)
i = ξ
(0)
vi,wi (i = 1, 2, 3) be the 0-forms associated
with holomorphic sections (vi,wi) ∈ T ′M ⊕ T ′M∗. Then we have:
M0(ξ
(0)
1 ,M(ξ
(0)
2 , ξ
(0)
3 )) +M0(ξ
(0)
3 ,M(ξ
(0)
1 , ξ
(0)
2 ))
+M0(ξ
(0)
2 ,M(ξ
(0)
3 , ξ
(0)
1 )) + [Qω,N1,2,3(X) + N¯1,2,3(X¯)] = 0, (60)
where N1,2,3(X) = N ((v1,w1), (v2,w2), (v3,w3))(X) and N¯1,2,3(X¯) is its
complex conjugate.
Proof. The proof is the immediate consequence of Proposition 3.5., prop-
erty (57) of the Courant bracket, and the fact that [Qω, N1,2,3 + N¯1,2,3] =
c∂X i∂iN1,2,3 + c˜∂¯X
i¯∂i¯N¯1,2,3. 
Remark.We see that operation M acting on the space of the zero forms
ξ
(0)
v,w is antisymmetric and in the classical limit h → 0 obeys Jacobi identity
moduloQω-exact terms. This property reminds the one unifying string 2- and
3-products leading to L∞-algebra [15]. Therefore if we identify the operation
M with 2-product, then 3-product for three ξ
(0)
vi,wi 0-forms in the classical limit
gives Nijenhuis operator acting on the corresponding sections of TM⊕T ∗M .
From the definition of M it is evident that this operation is the supersym-
metrization of the following one:
N(φ(0), ψ(0)) =
1
2πi
P
∫
Cǫ,z
φ(1)ψ(0), (61)
that is M(φ(0), ψ(0)) = 1/2(N(φ(0), ψ(0)) + (−1)nφnψN(ψ(0), φ(0))). Therefore
it is reasonable to think about the correspondence of N0 = limh→0 hN with
the Dorfman bracket, in the sence of the correspondence between M0 and
the Courant one.
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Proposition 3.7. Let’s take ξ
(0)
v1,w1 (i = 1, 2) as in Proposition 3.5. Then
the following holds:
N0(ξ
(0)
v1,w1
, ξ(0)v2,w2) = −hξ(0)[(v1,w1),(v2,w2)]d , (62)
[Qω, f12(X) + f¯12(X¯)] = N0(ξ
(0)
v1,w1
, ξ(0)v2,w2)) +N0(ξ
(0)
v2,w2
, ξ(0)v1,w1),
where f12(X) = ((v1,w1), (v2,w2))(X) and f¯12(X¯) is its complex conjugate.
Remark 1. It is worth noting that relation (62) gives a very easy proof of
the Leibnitz rule for Dorfman bracket. The proof follows directly from the
corresponding vertex operator algebra axiom.
Remark 2. Similar statements to two propositions above were given in [19]
in the context of anomalous Poisson brackets in the first order theories.
The propositions 3.6 and 3.7. are the consequences of the general fact below.
Proposition 3.8. Let χ
(0)
i = cJi(z)dz − c˜J¯i(z¯)dz¯ (i=1,2,3 ), where Ji(z)
(J¯i(z¯)) are (anti) holomorphic matter field of conformal weight (1,0) ((0,1)).
Then
1.The N-operation is antisymmetric modulo BRST-exact term:
N(χ
(0)
1 , χ
(0)
2 ) +N(χ
(0)
2 , χ
(0)
1 ) = [Q, ν
(0)
12 ], (63)
where ν
(0)
12 is some 0-form of ghost number 0, and satisfies Leibnitz rule on
χ
(0)
i .
2.The M-operation which is supersymmetrization of the N-operation, satisfies
Jacobi identity for the fields of the form χ(0) modulo BRST-exact term:
M(χ
(0)
1 ,M(χ
(0)
2 , χ
(0)
3 )) +M(χ
(0)
3 ,M(χ
(0)
1 , χ
(0)
2 )) (64)
+M(χ
(0)
2 ,M(χ
(0)
3 , χ
(0)
1 )) = [Q, µ
(0)
123],
where µ
(0)
123 is some 0-form of ghost number 0.
Proof. In order to prove the first part of the proposition one needs to
consider the operator product of Ji(z1)Jj(z2):
Ji(z1)Jj(z2) ∼ (Ji, Jj)
(2,0)(z2)
(z1 − z2)2 +
(Ji, Jj)
(1,0)(z2)
(z1 − z2) ,
J¯i(z1)J¯j(z2) ∼ (J¯i, J¯j)
(0,2)(z2)
(z1 − z2)2 +
(J¯i, J¯j)
(0,1)(z2)
(z1 − z2) . (65)
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Here (Ji, Jj)
(2,0) and (J¯i, J¯j)
(0,2) are the conformal fields of dimension (0, 0).
They lead to the relations:
Resz1→z2(Ji(z1)c(z2)Jj(z2)) +Resz1→z2(Jj(z1)c(z2)Ji(z2)) =
c(z2)L−1(Ji, Jj)
(2,0)(z2),
Resz1→z2(J¯i(z¯1)c˜(z¯2)J¯j(z¯2)) +Resz1→z2(J¯j(z1)c˜(z2)J¯i(z¯2)) =
c˜(z2)L¯−1(J¯i, J¯j)
(0,2)(z2). (66)
This immediately leads to the first statement. Moreover one obtains that
ν
(0)
12 = (J1, J2)
(2,0) + (J¯1, J¯2)
(0,2). To prove that Leibnitz rule holds, one just
needs to use the appropriate axiom of vertex operator algebra.
The second point of the proposition immediately follows if one rewrites
RHS of (64) via N -operation and uses the statements from point 1 of this
proposition.
Remark. Similar statement to Proposition 3.8. was given in [2] in the
context of the study of chiral de Rham complex.
4 Conclusions and Remarks
In this paper we have studied the curved β-γ system perturbed by the op-
erator gij¯pipj¯ . One can also consider the general perturbation of conformal
weight (1,1):
Vgen = g
ij¯pipj¯ − µij¯pi∂X j¯ − µ¯i¯jpi¯∂¯Xj + bij¯∂X i∂¯X j¯ + hR(2)(s)Φ˜ (67)
which, after integration over p-variables, transforms into the general string
sigma model (5). The same way we associated with gij¯pipj¯ the bivector field,
one can associate with perturbation (67) an object from Γ((T ′M ⊕ T ′∗M)⊗
(T ′′M ⊕ T ′′∗M). The conformal invariance condition at one loop will no
longer be bilinear but we suggest that the equations will be described by
means of the “double commutator” structure as in Definition 2.1. and its
generalizations. Really, one can see that at the second order of perturbation
theory in Vgen the term (Vgen, Vgen)
(1,1) leads to double commutator, where
the commutators are replaced by the Dorfman brackets.
The formalism we developed in section 2, allows us in principle to give
the cohomological meaning to the equations of conformal invariance, namely:
[Q, φ(0)] + C2(φ
(0), φ(0)) + C3(φ
(0), φ(0), φ(0)) + ... = 0, (68)
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where Cn are graded (with respect to the ghost number) multilinear opera-
tions, satisfying quadratic relations leading to L∞-like structure. In section
2 we described C2 operation and its properties. We expect that the next
nontrivial operation C3 has the following form:
C3(φ
(0), φ(0), φ(0))(z) = P
∫
Vǫ,z
φ(1)φ(2)φ(0)(z), (69)
where the three dimensional region Vǫ,z should depend on some parameter ǫ
and P is the projection on the ǫ-independent term as in Definition 3.1.
We mention also that in comparison to sigma model, studying the per-
turbed β-γ system by means of conformal perturbation theory looks some-
what more promising since the underlying free CFT is the simplest possible.
Again, in contrast to the usual sigma model throughout the perturbation
theory one can keep geometric structures not destroyed.
In the subsequent paper we will further develop the formalism related to
M-operation and apply it directly to the “realistic” sigma model (5) describ-
ing strings in background fields.
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Appendix A
Proposition 2.1. The equations
Rµν =
1
4
HµλρHνλρ − 2∇µ∇νΦ, (70)
∇µHµνρ − 2(∇λΦ)Hλνρ = 0, (71)
where metric, B-field, and a dilaton are expressed as follows:
Gik¯ = gik¯, Bik¯ = −gik¯, Φ = log
√
g + Φ0, (72)
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are equivalent to the following system:
∂i∂k¯Φ0 = 0, ∂p¯d
Φ0
l¯
g l¯k = 0, ∂pd
Φ0
l g
k¯l = 0,
2grl¯∂r∂l¯g
ik¯ − 2∂rgip¯∂p¯grk¯ − gil¯∂l¯dΦ0s gsk¯ − grk¯∂rdΦ0j¯ g j¯i +
∂rg
ik¯dΦ0
j¯
g j¯r + ∂p¯g
k¯idΦ0n g
np¯ = 0, (73)
where dΦ0i g
ij¯ ≡ ∂igij¯ − 2∂iΦ0gij¯ and dΦ0i¯ g i¯j ≡ ∂i¯gji¯ − 2∂i¯Φ0gji¯.
Proof.We use the following formula for the Ricci tensor [27]:
Rµν = 1/2Gαβ∂α∂βG
µν + Γµν − Γµ,αβΓναβ , (74)
where
Γµν = GµρGνσΓρσ, Γρσ =
1
2
(∂ρΓσ + ∂σΓρ)− ΓνρσΓν ,
Γν = G
αβ∂βGαν − 12∂ν log(G).
Remembering that Gik¯ = gik¯ and Bik¯ = −gik¯, this leads to:
Rµν − 1
4
HµλρHνλρ + 2∇µ∇νΦ =
−1
4
HµλρHνλρ + 1/2G
αβ∂α∂βG
µν + Γ˜µν − Γµ,αβΓναβ, (75)
where
Γ˜ρσ =
1
2
(∂ρΓ˜σ + ∂σΓ˜ρ)− ΓνρσΓ˜ν ,
Γ˜ν = G
αβ∂βGαν + 2∂νΦ0.
Here Φ0 = Φ − log√g and we denoted the determinant of matrix gij¯ by g.
Now let us study the third term in (75): first, for the components of Γναβ ,
one has:
Γirs =
1
2
gik¯(∂rgk¯s + ∂sgk¯r),
Γirs¯ =
1
2
gik¯(∂s¯grk¯ − ∂k¯grs¯) and c.c., (76)
while all other components vanish. Therefore, one finds that Γi¯,rs¯ =
1
2
Hs¯¯ir,
hence the third term in (75) provides the contribution of the H2-type with
an additional term in ΓΓ for µ = i¯ and ν = j:
Γi¯,klΓjkl = −
1
4
(gkr¯∂r¯g
l¯i + glr¯∂r¯g
ki¯)gjp¯(∂kgp¯l + ∂lgp¯k) =
−1
4
(gkr¯∂r¯g
l¯i − glr¯∂r¯gki¯)gjp¯(∂kgp¯l − ∂lgp¯k)− gkr¯∂r¯g l¯igjp¯∂lgp¯k =
−1
4
H i¯klHjkl + ∂r¯g
i¯k∂kg
r¯j . (77)
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Thus we can see that the equations (70) with inhomogeneous (i, k¯) compo-
nents can be rewritten in such a way:
Rik¯ − 1
4
H iλρH k¯λρ + 2∇i∇k¯Φ =
grl¯∂r∂l¯g
ik¯ − ∂rgip¯∂p¯grk¯ + 1
2
(∇iΓ˜k¯ +∇k¯Γ˜i) =
grl¯∂r∂l¯g
ik¯ − ∂rgip¯∂p¯grk¯ − 1
2
gil¯∂l¯d
Φ0
s g
sk¯ − 1
2
grk¯∂rd
Φ0
j¯
g j¯i +
1
2
∂rg
ik¯dΦ0
j¯
g j¯r +
1
2
∂p¯g
k¯idΦ0n g
np¯, (78)
where we remind that Γ˜µ = −dΦ0ν Gνµ = −∂νGνµ + 2∂νΦ0Gνµ, while for
homogeneous components (i, k and i¯, k¯) we get the following expression:
Rij − 1
4
H iλρHjλρ + 2∇i∇jΦ =
1
2
(∇iΓ˜j +∇jΓ˜i) = −1
2
(gip¯∂p¯d
Φ0
l¯
g l¯k + gkp¯∂p¯d
Φ0
l¯
g l¯i). (79)
Hence the equations Rµν − 1
4
HµλρHνλρ + 2∇µ∇νΦ = 0 are equivalent to the
equations on the bivector field gij¯:
2grl¯∂r∂l¯g
ik¯ − 2∂rgip¯∂p¯grk¯ − gil¯∂l¯dΦ0s gsk¯ − grk¯∂rdΦ0j¯ g j¯i +
∂rg
ik¯dΦ0
j¯
g j¯r + ∂p¯g
k¯idΦ0n g
np¯ = 0, (80)
gip¯∂p¯d
Φ0
l¯
g l¯k + gkp¯∂p¯d
Φ0
l¯
g l¯i = 0 and c.c.. (81)
Now let’s rewrite in a similar way the second series of equations, namely, the
Maxwell-like equations for the B-field (71). First of all we notice that by the
antisymmetry of Hµνρ and the formula Γλλµ =
1
2
∂µ log(G)
∇µHµνρ = ∂µHµνρ + ΓλλµHξνρ = ∂µ(gHµνρ). (82)
Hence the equation (71) is equivalent to
∇µ(e−2Φ0Hµνρ) = 0. (83)
Expressing H in terms of gij¯ and multiplying (83) on e2Φ0 , we arrive to the
following system of equations:
2grl¯∂r∂l¯g
ik¯ − 2∂rgip¯∂p¯grk¯ − gil¯e2Φ0∂s(e−2Φ0∂l¯gsk¯)
−grk¯e2Φ0∂j¯(e−2Φ0∂rg j¯i) + ∂rgik¯dΦ0j¯ g j¯r + ∂p¯gk¯idΦ0n gnp¯ = 0, (84)
e2Φ0∂l¯(e
−2Φ0gip¯∂p¯g
l¯k − e−2Φ0gkp¯∂p¯g l¯i) = 0 and c.c.. (85)
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Comparing the equations (80) and (84) we get:
∂i∂k¯Φ0 = 0, (86)
and then (81) and (85) lead to:
∂p¯d
Φ0
l¯
g l¯k = 0, ∂pd
Φ0
l g
lk¯ = 0. (87)
Thus the final system of the equations on gij¯ is:
2grl¯∂r∂l¯g
ik¯ − 2∂rgip¯∂p¯grk¯ − gil¯∂l¯dΦ0s gsk¯ − grk¯∂rdΦ0j¯ g j¯i +
∂rg
ik¯dΦ0
j¯
g j¯r + ∂p¯g
k¯idΦ0n g
np¯ = 0,
∂p¯d
Φ0
l¯
g l¯k = 0 ∂pd
Φ0
l g
lk¯ = 0, ∂i∂k¯Φ0 = 0.  (88)
Proposition 2.2 The equation
4(∇µΦ)2 − 4∇µ∇µΦ +R + 1
12
HµνρH
µνρ = 0, (89)
where metric, B-field, and dilaton are constrained by (20) and governed by
equations (19), is equivalent to the following one:
dΦ0i d
Φ0
j¯
g j¯i = 0, (90)
where dΦ0i d
Φ0
j¯
g j¯i ≡ (∂j¯ − 2∂j¯Φ0)(∂i − 2∂iΦ0)gij¯.
Proof. Using the equation (70) one can reduce (89) to
4(∇µΦ)2 − 2∇µ∇µΦ− 1
6
HµνρH
µνρ = 0. (91)
Let’s reexpress each term from the equation (91) by means of gij¯ and Φ0:
4(∇µΦ)2 = 2gik¯∂i log g∂k¯ log g + 4gik¯∂i log g∂k¯Φ0 (92)
+4gik¯∂k¯ log g∂iΦ0 + 4g
ik¯∂k¯ log g∂iΦ0 + 8g
ik¯∂iΦ0∂k¯Φ0,
−2∇µ∇µΦ = −2Gµν∂µ∂νΦ+ Γν∂νΦ = (93)
−2Gµν∂µ∂νΦ− 2Gµν∂ν log g∂µΦ− 2∂µGµν∂νΦ =
−2gik¯∂i∂k¯ log g − ∂pgpr¯∂r¯ log g − ∂s¯gs¯k∂k log g
−2∂pgpr¯∂r¯Φ0 − 2∂s¯gs¯k∂kΦ0 − 2gik¯∂i log g∂k¯ log g
−2gik¯∂i log g∂k¯Φ0 − 2gik¯∂k¯ log g∂iΦ0,
23
−1
6
HµνρH
µνρ = −H lmn¯Hlmn¯ = (94)
(gmp¯∂p¯g
ln¯ − glr¯∂r¯gmn¯)(∂lgmn¯ − ∂mgln¯) =
2glr¯∂r¯g
mn¯∂mgln¯ − 2glr¯∂r¯gmn¯∂lgmn¯.
Now rewriting (89) we get:
−2gik¯∂i∂k¯ log g − ∂pgpr¯∂r¯ log g − ∂s¯gs¯k∂k log g (95)
−2gik¯∂i log g∂k¯Φ0 − 2gik¯∂k¯ log g∂iΦ0 + 2gik¯∂k¯ log g∂iΦ0
+2gik¯∂k¯ log g∂iΦ0 + 8g
ik¯∂iΦ0∂k¯Φ0 = 0.
Let’s consider the sum of this equation with (73) contracted with −gik¯:
−2grl¯∂r∂l¯gik¯gik¯ + 2∂rgip¯∂p¯grk¯gik¯ + ∂k¯dΦ0s gsk¯ + ∂idΦ0j¯ g j¯i +
∂r log gd
Φ0
j¯
g j¯r + ∂p¯ log gd
Φ0
n g
np¯ = 0. (96)
In such a way, using the formula ∂µg = g
ik¯∂µgik¯ we get:
8gik¯∂iΦ0∂k¯Φ0 + ∂k¯d
Φ0
s g
sk¯ + ∂id
Φ0
j¯
g j¯i = 0, (97)
which can be rewritten as:
dΦ0i d
Φ0
j¯
g j¯i = 0.  (98)
Appendix B
Proposition 3.3. Let φ(0) be the element of S0, satisfying the following
conditions: φ(2) = dz ∧ dz¯h−1gij¯(X, X¯)pipj¯, the dilatonic terms U(X, X¯) =
b1b−1φ
(0), and U¯(X, X¯) = b˜1b˜−1φ
(0) are respectively functions of X i(z), X i¯(z¯).
Then (46) gives the equations (21) and (23) expanded up to the second or-
der in the formal parameter t, such that the expansion of matter fields is:
gij¯ = tgij¯1 + t
2gij¯2 + ..., Φ0 = 1/2(− log(ωω¯) + (tU1 + tU¯1) + t2(U2 + U¯2) + ...).
Proof. The first equation of (46) leads to the following relations between
U -, W -, and V - terms:
(L0V1)(z)− V1(z) + L−1W¯1 + L¯−1W1 = 0,
W1 = −1/2((L¯1V1) + L−1U¯1), W¯1 = −1/2((L1V1) + L¯−1U1),
L1W1 = 0, L¯1W¯1 = 0. (99)
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Therefore it is clear that
W1 = 1/2d
Φ˜
j¯ g
ij¯
1 pi − 1/2∂X i∂iU¯ , W¯1 = 1/2dΦ˜i gij¯1 pj¯ − 1/2∂¯X i¯∂i¯U, (100)
where Φ˜ = −1/2 log(ω + ω¯), and hence (99) gives the equations:
∂i∂k¯(U1 + U¯1) = 0, ∂k¯d
Φ˜
j¯ g
ij¯
1 = 0, ∂kd
Φ˜
i g
ij¯
1 = 0, d
Φ˜
j¯ d
Φ˜
i g
ij¯
1 = 0, (101)
which coincide with (21), (23) at the first order in t.
The second equation of (46) leads to more complicated conditions:
(L0V2)− V2 − 1/2(V1, V1)(1,1) + 1/2(W¯1, V1)(0,1) −
1/2(V1, W¯1)
(0,1) + 1/2(W1, V1)
(1,0) −
1/2(V1,W1)
(1,0) + L−1W¯2 + L¯−1W2 = 0, (102)
W¯2 = −1/2((L1V2)− (V1, V1)(2,1) + (W¯1, V1)(1,1)
+(W1, V1)
(2,0) + 1/2(U1, V1)
(1,0) − 1/2(V1, U1)(1,0) + L¯−1U2),
W2 = −1/2((L¯1V2)− (V1, V1)(1,2) + (W1, V1)(1,1) +
(W¯1, V1)
(0,2) + 1/2(U¯1, V1)
(0,1) − 1/2(V1, U¯1)(0,1) + L−1U¯2), (103)
2L1W2 − 2L0U2 + (U1,W1)(1,0) − (W1, U1)(1,0) + 2(W1,W1)(2,0) (104)
−(V1,W1)(2,1) + (V1, U1)(1,1) + 2(W¯1,W1)(1,1) − (W¯1, U1)(0,1) = 0
2(L¯1W¯2)− 2L¯0U¯2 + (U¯1, W¯1)(0,1) − (W¯1, U¯1)(0,1) + 2(W¯1, W¯1)(0,2)
−(V1, W¯1)(1,2) + (V1, U¯1)(1,1) + 2(W1, W¯1)(1,1) − (W1, U¯1)(0,1) = 0.
The equations (103) give the following expression for W2 and W¯2:
W¯2 = −1/2(−dΦ˜i gij¯2 pj¯ + ∂i(U1 + 1/2U¯1)gij¯1 pj¯ + ∂¯X i¯∂i¯U2) +O(h),
W2 = −1/2(−dΦ˜j¯ gij¯2 pi + ∂i¯(U¯1 + 1/2U1)g i¯j1 pj + ∂X i∂iU¯1) +O(h), (105)
Let’s substitute the expressions for W2, W¯2 into (102). The coefficient of
∂X i∂¯X j¯ gives the familiar equation
∂i∂k¯(U2 + U¯2) = 0, (106)
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while coefficients of pi∂¯X
j¯ , pi¯∂X
j , and pipj¯ in (102) at the zeroth order in h
lead to the following:
∂p¯(d
Φ˜
l¯ g
l¯k
2 − ∂l¯(U1 + U¯1)g l¯k1 ) = 0, ∂p(dΦ0l gk¯l2 − ∂l(U1 + U¯1)gk¯l1 ) = 0,
2grl¯1 ∂r∂l¯g
ik¯
1 − 2∂rgip¯1 ∂p¯grk¯1 − gil¯1 ∂l¯dΦ˜s gsk¯1 − grk¯1 ∂rdΦ˜j¯ g j¯i1 +
∂rg
ik¯
1 d
Φ˜
j¯ g
j¯r
1 + ∂p¯g
k¯i
1 d
Φ˜
ng
np¯
1 = 0. (107)
The equations (106), (107) coincide with (21) at the order t2. Let’s look on
the equations (104) which we did not touch before. We see that at the first
order in h they both lead to the following relation:
−dΦ˜i dΦ˜j¯ gij¯2 + 3/2gij¯1 ∂i∂j¯(U1 + U¯1)
+∂i(U1 + U¯1)d
Φ˜
j¯ g
ij¯
1 + ∂j¯(U1 + U¯1)d
Φ˜
i g
ij¯
1 = 0, (108)
which by means of condition (101) is equivalent to:
−dΦ˜i dΦ˜j¯ gij¯2 + ∂i(U1 + U¯1)dΦ˜j¯ gij¯1 + ∂j¯(U1 + U¯1)dΦ˜i gij¯1 = 0. (109)
Using the relation between Φ˜, Φ0, and Φ we see that this equation coincides
with (23) at the order t2. 
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