Impact of Field-Dependent Electronic Trapping Across Coulomb Repulsive Potentials on Low Frequency Charge Oscillations by Joshi, R. P. et al.
Old Dominion University
ODU Digital Commons
Bioelectrics Publications Frank Reidy Research Center for Bioelectrics
1994
Impact of Field-Dependent Electronic Trapping








Follow this and additional works at: https://digitalcommons.odu.edu/bioelectrics_pubs
Part of the Electrical and Electronics Commons, and the Probability Commons
This Article is brought to you for free and open access by the Frank Reidy Research Center for Bioelectrics at ODU Digital Commons. It has been
accepted for inclusion in Bioelectrics Publications by an authorized administrator of ODU Digital Commons. For more information, please contact
digitalcommons@odu.edu.
Repository Citation
Joshi, R. P.; Schoenbach, K. H.; and Raha, P. K., "Impact of Field-Dependent Electronic Trapping Across Coulomb Repulsive
Potentials on Low Frequency Charge Oscillations" (1994). Bioelectrics Publications. 245.
https://digitalcommons.odu.edu/bioelectrics_pubs/245
Original Publication Citation
Joshi, R. P., Schoenbach, K. H., & Raha, P. K. (1994). Impact of field‐dependent electronic trapping across Coulomb repulsive
potentials on low frequency charge oscillations. Journal of Applied Physics, 75(8), 4016-4021. doi:10.1063/1.356024
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We have performed Monte Carlo simulations to obtain the field dependence of electronic 
trapping across repulsive potentials in GaAs. Such repulsive centers are associated with deep 
level impurities having multiply charged states. Our results reveal a field-dependent maxima in 
the electronic capture coefficient, and the overall shape is seen to depend on the background 
electron density due to the effects of screening. Based on the Monte Carlo calculations, we have 
examined the stability of compensated semiconductors containing such repulsive centers. Our 
analysis indicates a potential for low frequency charge oscillations which is in keeping with 
available experimental data. 
I. INTRODUCTION 
Trapping of mobile carriers at defect levels lying 
within the forbidden gap of semiconductors is an impor-
tant process. It enhances the turn-off characteristics of 
electronic devices by providing efficient carrier removal 
through indirect recombination. 1 Traps also assist electron 
tunneling (both elastic and inelastic), and can contribute 
to current transport across potential barriers. In addition, 
defects dictate the emission characteristics of light-emitting 
diodes, affect quantum efficiencies of photodetectors, and 
degrade the transistor gain parameters. Furthermore, free-
carrier trapping is known to produce current fluctuations2•3 
and to directly influence the noise spectral density at low 
electric fields.4•5 Transport in the presence of carrier trap-
ping is strongly modified due to space-charge effects asso-
ciated with the formation of localized high field regions.6•7 
A highly nonlinear electrical behavior results from the in-
terplay of nonlocal impact ionization, field-enhanced emis-
sion, and satellite valley transfers. 
An electric field dependence of the electron trapping 
phenomena can lead to the formation of domains and 
cause current oscillations in semiconductor materials. As 
first demonstrated by Ridley, 8 low- and high-field domains 
can develop if the capture coefficient increases with the 
electric field. This was later supported by the work of Sacks 
and Milnes.9 However, such field-dependent enhancements 
of the capture coefficient are possible only if the trapping 
process entails a repulsive potential barrier. This occurs 
because in such a situation, an applied external field in-
creases the average kinetic energy of the electrons, making 
it easier for them to surmount the potential barrier. Fur-
thermore, trapping at attractive Coulomb centers could not 
produce the desired electric field dependence, since the 
field-induced carrier heating would only decrease the cap-
ture probability. This would ensue because a longer se-
quence of phonon emissions would be required for the 
eventual capture of mobile electrons. Direct experimental 
data validating the above argument for attractive potentials 
exists, 10 and quantitative Monte Carlo simulations of the 
field-dependent behavior in GaAs have also been carried 
out. 11 From the standpoint of trapping-controlled current 
oscillations, therefore, the more commonly studied attrac-
tive Coulomb centers are not as interesting. Instead, one 
needs to examine the role of repulsive defects. 
Despite the importance of free carrier trapping and 
detrapping, microscopic calculations pertaining to repul-
sive potential barriers have not been performed to the best 
of our knowledge. The dynamics of charge trapping and 
capture at attractive Coulomb centers, on the other hand, 
have been well studied in the past. For example, calcula-
tions based on the multiphonon cascade model of Lax12 
have yielded good results with experimental findings. 13 A 
number of modifications and extensions of the basic theory 
have also been developed. 14•15 More recently, microscopic 
simulations for electronic trapping at attractive impurity 
centers in GaAs were performed 11 based on a numerical 
Monte Carlo procedure. 16 Such calculations for the de-
tailed trapping dynamics have explicitly taken account of 
free carrier screening effects, the role of carrier-carrier 
scattering, and included the electric field dependence. 
The phenomena of detrapping and impact ionization at 
a trapping center, which constitutes the reverse process, 
has also been well investigated at the microscopic level. 
Shichijo and Hess, 17 for example, performed Monte Carlo 
studies of the intrinsic and extrinsic impact ionization pro-
cesses due to both electrons and holes. A full band struc-
ture was employed for accurate and meaningful calcula-
tions. Similarly, the detrapping dynamics in the context of 
high-field transport in Si02 was analyzed on the basis of a 
microscopic model which coupled rate equations with a 
Monte Carlo approach. 18 However, a similar evaluation of 
electronic trapping across repulsive potentials remains an 
unresolved issue. 
Charged centers formed due to the presence of impu-
rities and defects, can often be multiply ionized. For exam-
ple, copper, zinc, and iron are some of the more familiar 
deep level impurities which can exist in Si, Ge, or GaAs. 19 
These impurities exhibit multiple charged states as has 
been observed from photo-Hall measurements, and consti-
tute repulsive trapping centers that are of interest in the 
present context. Such impurity centers in semiconducting 
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material are technologically important for a variety of rea-
sons. For example, they provide the means of fabricating 
highly resistive substrates, lead to improved electrical de-
vice isolation in integrated circuits, afford a very useful 
base material for optically controlled high power repetitive 
switches, 20 and can be used to efficiently generate terahertz 
radiation.21 
In this work, we perform semiclassical Monte Carlo 
simulations to obtain the electric-field dependence of the 
electronic capture process across repulsive barriers. Such 
potentials, as stated earlier, could result from the presence 
of deep impurities in semi-insulating material. Based on the 
field-dependent capture cross-sections obtained, we evalu-
ate the stability of a semiconductor system containing such 
multiply ionized trap states. It must be emphasized, how-
ever, that the present work focuses only on the trapping 
process as a possible source of instabilities in semi-
insulating semiconductors, but does not preclude the role 
of other mechanisms. For example, nonlocal impact 
ionization, 22 two-stream instabilities and optical phonon 
emission, 23 and detrapping within high-field domains 7 have 
also been shown to be potential sources for current oscil-
lations and instabilities. 
II. SIMULATION PROCEDURE 
We primarily focus on the role of negatively charged 
impurities in semi-insulating semiconductors, though trap-
ping at potential barriers across heterointerfaces can also 
be treated within the general framework of our simulation. 
Negatively charged impurity centers afford an easier treat-
ment since an approximate mathematical form for the re-
pulsive potential can be utilized. We treat the charged im-
purity as a simple statically screened Coulombic center. 
Furthermore, it is assumed that electronic trapping into 
the bound state lying within the central core region can be 
represented by a three-dimensional quantum well. Conse-
quently, the associated potential energy function V(x) can 
be expressed as 
( 
x-ao) V(x) = V maxexp --x;- for a0 <x, 
(1) 
V(x) =0 for 0<x<a0 , 
with Aa={[kBTc]l(e2n)}112 the Debye screening length, 
V max the potential barrier height, "n" the free carrier den-
sity, a0 the spatial extent of the trapping potential, and "x" 
the radial distance from the central core. The above choice 
for the potential assumes that the average spacing between 
the defects is sufficiently large, and hence any coupling 
between neighboring sites can be ignored. The potential 
function given in Eq. ( 1) is not unique, and other mathe-
matical forms [for instance: V(x) = V111ax x exp(-x/Aa)] 
would also yield a valid, symmetric three-dimensional re-
pulsive trapping potential. Though more refined potentials 
could be used, the field-dependent trends obtained from 
Eq. ( 1) are expected to be generally accurate. As a result, 
Eq. ( 1) will be deemed to adequately serve our present 
purposes of demonstrating general trends in the field-
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dependent trapping behavior, and to bring out the qualita-
tive features and underlying physical effects. 
Variations in the trapping coefficients with increasing 
electric fields arise due to changes in the electronic distri-
bution function which affects the associated tunneling pro-
cess through the barrier structure. Thermionic emission of 
hot electrons over the potential barrier as a means of trap 
filling, however, is expected to be negligible in the present 
context for two reasons. First, the successful capture of 
such hot electrons will require a long sequence of sustained 
phonon emissions which is not very likely. Second, with a 
longer time duration, the probability of electronic tunnel-
ing out of the confining barrier will become quite substan-
tial. Ignoring therefore the thermionic emission process, 
and using electronic tunneling as the primary means of 






where G(E) is the energy-dependent density of states func-
tion, T(E) is the tunneling probability, and f(E,F) is the 
electronic distribution function at a given electric field F. 
The upper limit of fzoJ corresponds to the highest optical 
phonon energy, and denotes a cutoff above which energetic 
electrons are not expected to be captured. As already dis-
cussed, the probability of capture for such energetic elec-
trons is low since they are more likely to undergo phonon 
absorption or to tunnel out of the barrier. The tunneling 
coefficient T(E) can be evaiuated using the Wentzel-
Kramers-Brillouin approximation which is fairly accurate 
at larger energies. The following analytical expression re-
sults: 
where the upper limit Xm=a0 -Aaln{E1Vmax}. For our 
choice of the screened potential, the above integration in 
Eq. ( 3) can be performed, to yield the following closed 
form solution: 
(4) 
Using Eq. ( 4) in Eq. (2), the field dependence of the 
capture coefficient can finally be worked out completely for 
a given Debye length and potential barrier value if the 
distribution function f(E,F) were known. In the present 
scheme, we use the Monte Carlo procedure to numerically 
evaluate and determine f (E,F). A simple, three valley 
model for electronic transport, as described in detail 
elsewhere, 24 is used for the purpose with material values 
for GaAs. The appropriate electron-phonon and electron-
electron scattering mechanisms have been incorporated 
into the simulation procedure based on static screening. 






















FIG. 1. Electron distribution functions at 77 Kin GaAs obtained from 
Monte Carlo simulations. They correspond to electric field values of O and 
1.0 kV/cm. 
The results of the Monte Carlo program yield the requisite 
electronic distribution function with the electric field as a 
variable parameter. Consequently, the ratio of Eq. (2) can 
be completely and accurately evaluated for any electric 
field value. · 
Finally, it must be pointed out that Eq. (2) used for 
the field-dependent electronic trapping in the present con-
text differs from the expression used previously by Sacks 
and Milnes.9 The limits of integration do not extend to 
infinity since the capture of high energy electrons is very 
unlikely. Second, unlike their approach, tunneling through 
the repulsive barrier has explicitly been taken into account 
through a screened potential. Screening effects therefore, 
are naturally included. And lastly, the Monte Carlo eval-
uation technique used here yields a more accurate and ex-
act evaluation of the field-dependent distribution function. 
Our calculations for GaAs will extend to much higher elec-
tric fields, and unlike previous results, the capture coeffi-
cient will be shown to decrease at the high field values. 
Ill. RESULTS AND DISCUSSION 
The Monte Carlo simulations were carried out for 
GaAs at 77 K to obtain the electronic distribution func-
tions at various electric fields. The distribution is required 
for obtaining the field-dependent trapping ratio as given by 
Eq. (2). As in previous implementations,24 10 000 particles 
were used, with a time step of 5 fs. The total simulation 
time was 25 ps which is adequate for obtaining all the 
steady-state estimators. The resulting distribution function 
at a temperature of 77 K is shown in Fig. 1 for the electric 
fields of O and 1 kV/ cm. In the absence of an electric field, 
the distribution is almost Maxwellian, while at the higher 
field value it exhibits a heated-drifted form. 
Based on the output of Monte Carlo simulations, the 
field-dependent ratio for electronic trapping was computed 
next. The results obtained at an electronic concentration of 
5X 1016 cm-3 and a temperature of77 Kare shown in Fig. 
2. The curves correspond to three different values of the 
repulsive potential V max chosen to be 50, 100, and 200 
meV, respectively, which are close to recently reported 
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FIG. 2. Simulation results showing the electric field dependence of the 
trapping ratio at repulsive potentials of 50, 100, and 200 meV. A temper-
ature of 77 K was used. 
values.25 The general trend exhibited by the curves corre-
sponds to an initial increase of the capture coefficient with 
electric field, followed by a monotonic reduction. Physi-
cally, such behavior can be understood by considering both 
intervalley transfer and the role of the maximum optical 
phonon energy. Initially at low fields, increases in the elec-
tric field lead to stronger heating of the gamma-valley elec-
trons. This enhances the fraction of high energy electrons 
that are capable of tunneling through the repulsive barrier. 
Consequently, the trapping ratio is augmented. At higher 
electric fields beyond a critical limit however, the capture 
probability decreases as the mean energy of the electronic 
population begins to exceed that of the dominant optical 
phonons. As a result, a smaller fraction of the electrons 
have the chance of eventually being captured through a 
phonon cascade. Hot phonon effects, though not consid-
ered here, would work to further curtail the capture prob-
ability by enhancing the phonon absorption process. 
Besides the above effect associated with the gamma-
valley electrons, electronic intervalley transfer at high elec-
tric fields contributes to the general trend. The increased 
effective mass associated with field-enhanced satellite val-
ley occupancy, reduces the tunneling probability as given 
in Eq. ( 4). Such an intervalley effect will occur in all direct 
band gap materials. In indirect semiconductors such as 
silicon, however, an interesting orientational dependence of 
the critical field is expected. This should occur since the 
constant energy surfaces are ellipsoids rather than spheres, 
and the effective mass is directionally dependent. Conse-
quently, depending on the applied field direction relative to 
the ( 100) symmetry axes, the effective mass and hence the 
tunneling coefficient would vary. Finally, it may be noted 
that in common indirect semiconductors such as silicon or 
diamond, the value of the critical electric field beyond 
which the coefficient begins to decrease should be higher 
than in GaAs. This follows from the fact that the electronic 
effective mass in these semiconductors is substantially 
larger than in GaAs. 
Finally, we examine the consequences arising from 
variations of free carrier screening. Changes in the carrier 
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FIG. 3. Simulation results demonstrating effects of screening on the field 
dependence of the trapping coefficient. The curves correspond to electron 
densities of 1013, 1015, and 1017 cm-3• 
density affect the Debye length, and hence the tunneling 
coefficient directly through Eq. ( 4). The electronic distri-
bution function is also modified to a small degree. Simula-
tion results of the field-dependent curves for electronic con-
centrations of 1013, 1015, and 1017 cm-3 are shown in Fig. 
3. The trapping ratio from the plot is seen to have the 
smallest increase at low fields for the lowest density, which 
corresponds to the highest screening length. This is not 
surprising since the longer the screening length, the lower 
the tunneling coefficient, and hence the larger would be the 
electric field necessary for electrons to cross the repulsive 
barrier. However, a larger field value implies that effects 
associated with intervalley transfer and the optical phonon 
limiting energy would play a greater role. Consequently, 
increases in the trapping coefficient relative to the zero field 
value would not be quite as pronounced at lower densities, 
as is indeed demonstrated through our results. Though the 
simulation results shown in Fig. 3 were obtained at 77 K, 
the screening effect can be expected to become stronger at 
higher temperatures. At 300 K, for example, the Debye 
length would be larger for the same carrier density, and 
hence the density dependence of the trapping ratio would 
be more pronounced. 
Finally, based on the numerical results obtained here, 
one can examine the possible impact on domain formation 
and the stability of compensated semiconductors contain-
ing deep-level impurities. Though a detailed analysis re-
quires a self-consistent numerical solution of the semicon-
ductor transport equations, a rough estimate of the 
stability can be obtained through a perturbative small-
signal analysis. To do so, we start from the set of one-
dimensional equations, neglect diffusion, and assume a uni-
form density of shallow donors Ni;. We denote N r as 
being the deep-level trap density, N'i- -cx,t) the singly 
charged trap density, Ni: (x,t) the doubly charged deep 
level profile, n(x,t) the free-carrier concentration, en the 
emission constant for the singly charged traps, en, the 
emission constant for doubly charged traps, en the capture 
constant into a neutral trap state, and en, the capture co-
efficient for the singly ionized level. In the present case, we 
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know from the preceding Monte Carlo calculations that cn1 
is field dependent. Furthermore, the slope of cn1 is positive 
up to a certain value of the electric field, and then becomes 
negative. The resulting set of equations in terms of the 
above notation then is given as 
aF(x,t) q 
ax E [Nt-n(x,t)-Nr(x,t)-2Nr-(x,t)], 





=enNr (x,t) -en,Ni--(x,t) -cnn(x,t) [N r-Nr (x,t) 
-Nr-(x,t) ]-Cn1n(x,t)Nr(x,t). 
For the equation set (5), the perturbative solutions can be 
written as follows: 
F(x,t) =Fo+SF exp[i(kx-wt) ], 
n(x,t) =n0+8n exp[i(kx-wt) ], 
Nr(x,t)=Nio-8Nr exp[i(kx-wt)], 
Ni-(x,t)=Nio- -8Nr- exp[i(kx-wt)]. 
(6) 
Using the solution set (6) in Eqs. (5) then yields the 
desired dispersion relation. In this case careful algebraic 
manipulation yields the following cubic expression for w: 
=0, (7) 
where A, =inkµ+2nNr{acn,IJF}; A2=Cnn+en+cn,n 
+cn,NT +enl +cn{N r-N'i- -N'i--}; B1 =Cnn +en+cn1n 
+en, +cn<Nr-N'i- -Nr-) +cn,Nr; B2=2cn1Nr +2cn 
X (Nr-N'i- -N'i--)-2cnn; B3=cn<Nr-N'i- -N'i--) 
(enl +2cn1n) +cnlNT (2en+ncn) +n2cnCnI +enl (cnn+en); 
B4=v(ncnl +ncn+en+en1); C1 =en1Ccnn+en+cn{Nr 
-N'i--N'i--}) + Cn1Nr(cnn+2en+cn1n) + Cn1n(cn{Nr 
-Nr--Nr-}+cnn); C2=ncn(ncn1 +en1) +enen1; and 
C3 = 2cn{Nr-Nr-Nr-Hcnn+cn1n+enen,> + (2cnn 
+2en +cn1n) (enl +cnn) +cn1N'i-(3cnn+2cn1n+2en-en1), 
and C4=v(2en1 -cnn-2cn1n). In general then, the full dis-
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persion curve can be obtained numerically for a given set of 
input parameters and material characteristics. 
The above dispersion relation is rather involved, and 
hence is not easily amenable to a stability analysis. How-
ever, it is possible to make reasonable predictions of insta-
bilities in the low frequency regime by ignoring higher or-
der terms in w. Besides the mathematical simplicity, a low 
frequency analysis is important from a practical standpoint 
since such low frequency oscillations and instabilities have 
actually been observed in experiments. 2•3 In more recent 
experimental work on Cu-doped GaAs photoconductive 
switches, Franz-Keldysh mc:;asurements of the internal 
electric field have yielded direct observations of nearly sta-
tionary waves in millimeter length samples. 26 Similar re-
ports for de biased semiconductor switches have also been 
described in the literature.27 So proceeding with the low 
frequency stability analysis, we ignore all of the nonlinear 
terms in w, and rewrite Eq. (7) in the following form: 
(8) 
where the coefficients Pi and Qi can be expressed in terms 
of the various Bi and Ci terms already defined. An expres-
sion for the imaginary part of w can then be easily obtained 
from Eq. (8). For instability, one requires that the imagi-
nary part be positive and hence the following must hold: 
(9) 
Clearly if Cn1 were assumed to be field independent, two of 
the above four terms would vanish and it would be difficult 
to create conditions for an instability. However, in situa-
tions where Cn1 was increasing with the electric field, it 
would be easier for the imaginary component of w to be 
positive. Hence, the potential for unstable growth of a low 
frequency charge wave exists for fields below a critical 
threshold. Furthermore, since this mechanism primarily 
requires the presence of deep defect levels alone, and is not 
associated with intervalley transfer, it could occur in both 
direct and indirect semiconductors. In fact, for materials 
such as silicon or diamond for which the larger electronic 
mass is much larger than in GaAs, the phenomena of such 
a trap-related instability should extend to higher electric 
fields. Experimentally it should be possible to detect the 
presence of such instabilities through electro-optic sam-
pling techniques or by measurements of the time-
dependent currents. Finally, we mention that the above 
analysis can easily be extended to multilevel defects in 
compensated semiconductors. However, in such a situa-
tion, one expects the defect state having the lowest repul-
sive potential to play the most dominant role. 
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IV. CONCLUSIONS 
In summary, we have performed Monte Carlo simula-
tions to obtain the field-dependent behavior of electronic 
trapping at repulsive potentials. Such repulsive centers 
would be associated with deep level impurities having mul-
tiply charged states. The results are based on a microscopic 
approach, which accurately takes account of the internal 
dynamics within the electronic system. As a consequence, 
the temperature effects, electric field heating, electronic 
screening, and the tunneling mechanisms are adequately 
included. Our results reveal a field-dep~ndent structure in 
the electronic capture coefficient. Up to a critical field 
value, the capture coefficient increases relative to its zero 
field value. At even higher fields, the slope turns out to be 
negative. We have also demonstrated through our calcula~ 
tions that the relative field dependence is a function of free 
carrier screening. 
Based on our Monte Carlo results, we have explored 
the stability of compensated semiconductors containing 
such repulsive centers. Our analysis clearly indicates an 
enhanced potential for low frequency charge waves within 
such semiconductor samples. This conclusion is in keeping 
with available experimental data on semi-insulating GaAs. 
In particular, the electrical characteristics of laser acti-
vated Cu:Si:GaAs high-power photoconductive switches 
have displayed such unstable behavior. 2° Finally, we would 
like to note that besides the field-dependent trapping dis-
cussed here, other mechanisms such as nonlocal impact 
ionization, two-stream instabilities, and domain assisted 
detrapping would also play a role in current oscillations 
and unstable behavior. However, the ot.her processes would 
require high fields and/or the presence of a bipolar plasma. 
The mechanism discussed here, on the other hand, would 
contribute even at low electric fields without the presence 
of holes. 
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