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Resume { L’identite de Yule, en statistiques, et la loi des cosinus, en trigonometrie spherique, sont une seule et me^me formule.
Cette observation fournit une interpretation geometrique nouvelle de la regression lineaire et, par consequent, des algorithmes de
Schur et de Levinson-Szego¨.
Abstract { An old identity of G. U. Yule among partial correlation coecients is recognized as being equal to the cosine law of
spherical trigonometry. This observation provides a new geometrical interpretation of (recursive) linear regression analysis and,
as a consequence, of the classical algorithms of Schur and of Levinson-Szego¨.
1 Introduction
En regression lineaire, on souhaite approximer, selon
le critere d’erreur quadratique moyenne (e.q.m.), une va-
riable aleatoire (v.a.) par une combinaison lineaire d’autres
v.a. Soit bX1:nj l’estimee de Xj en fonction de fXigni=1 eteX1:nj = Xj − bX1:nj l’erreur d’estimation. Le coecient
de correlation partielle (ou parcor) de X0 et Xn+1, etant
donne fXigni=1, est deni par 1:n0;n+1 = [E(( eX1:n0 )2)]−1=2
E( eX1:n0 eX1:nn+1) [E(( eX1:nn+1)2)]−1=2. Il est borne par 1 en va-
leur absolue et est classiquement interprete comme le co-
ecient de correlation entre X0 et Xn+1, une fois que
l’influence de fXigni=1 a ete soustraite. En 1907, G. U.
Yule [1] a montre que les parcors pouvaient e^tre calcules
recursivement :
1:n0;n+1 =
1:n−10;n+1 − 1:n−10;n 1:n−1n;n+1q
1− (1:n−10;n )2
q
1− (1:n−1n;n+1)2
:
Il se trouve que cette formule classique est algebriquement
egale a la loi des cosinus en trigonometrie spherique (TS) :
cosA =
cos a − cos b cos c
sin b sin c
; (1)
qui donne l’angle d’un triangle spherique en fonction de
ses 3 co^tes (voir gure). Cette observation etablit un lien
entre les statistiques et l’analyse des series temporelles,
d’une part, et la TS (une branche de la trigonometrie),
d’autre part.
Le lien entre la TS et le domaine voisin du ltrage
adaptatif MCRR avait precedemment ete etabli [2]. En
fait, de telles analogies existent car les equations sont
etablies a partir d’identites projectives. C’est ainsi qu’en
regression lineaire, on reconna^t que l’e.q.m. a minimiser
est une distance, donc on applique le theoreme de pro-
jection orthogonale dans l’espace de Hilbert engendre par
les v.a. Introduire une nouvelle variable de regression re-
vient a reactualiser un projecteur, et on peut decrire le
probleme dans un espace engendre par 3 vecteurs. Mais 3
vecteurs de norme unite delimitent un tetraedre dans l’es-
pace, et etablir des identites projectives dans le tetraedre
(OA; OB; OC) revient a etablir des relations trigonometri-
ques dans le triangle spherique (A; B; C) delimite par ce
tetraedre (voir gure).
L’article est organise de la facon suivante. Dans le x2
nous introduisons brievement le formalisme projectif. Dans
l’optique du x3, nous passons a la regression sur n v.a.
fXigni=0 et considerons des manipulations algebriques sur
la matrice de covariance R0:n et sur son inverse. Nous
faisons le lien entre l’ajout (ou la soustraction) de v.a.
dans le probleme de regression, les complements de Schur
(CS) sur R0:n et R−10:n, et les lois des cosinus. Enn au
x3, nous nous placons dans le cas stationnaire. L’algo-
rithme de Schur (resp. de Levinson-Szego¨) est essentiel-
lement constitue de 2 CS dans R0:n (dans R−10:n), et recoit
de ce fait une interpretation trigonometrique dans le tri-
angle spherique (resp. dans le triangle spherique polaire).
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2 CS dans R0:n / R
−1
0:n et TS
La connexion entre algorithmes de regression lineaire et
TS s’obtient par l’intermediaire des CS, parce qu’algebri-
quement la recursion elementaire avec pivot tk;k : ti;j !
ti;j − ti;kt−1k;ktk;j, se ramene a une loi des cosinus par nor-
malisation par
p
ti;i
p
tj;j.
2.1 Parcors, projections recursives et TS
Nos resultats geometriques sont bases sur les proprietes
des projecteurs orthogonaux et peuvent donc e^tre for-
malises dans un espace de Hilbert quelconque. Le cadre
naturel de cet article est cependant l’espace IL2(Ω;A; P )
des v.a. reelles, centrees, de carre integrable, denies sur
(Ω;A; P ), muni du produit scalaire (X; Y ) = E(XY ).
Soit PM le projecteur orthogonal sur le s.e.v. de Hilbert
H(M) engendre par M, P?M = I − PM, bAM la projec-
tion de A sur H(M) et eAM = A − bAM. La notation X
signie normalisation de norme unite : X = X(X; X)−1=2.
Soit A et B deux elements de Hnf0g (resp. de HnfMg).
Le coecient de correlation totale A;B (resp. partielle
MA;B) de A et B (resp. de A et B, relativement a un
s.e.v. commun M) est deni comme A;B = (A; B) (resp.
MA;B = ( eAM; eBM)).
Considerons l’aspect recursif. Il est bien connu que
PM;A = PM + PeAM ; P?M;A = P?M − PeAM : (2)
Ces identites sont tres importantes en ltrage adaptatif
MCRR et de Kalman. A partir de (2), on obtienteBM;A = eBM − ( eBM; eAM)( eAM; eAM)−1 eAM ; (3)
ce qui donne la relation utile
( eBM;A; eBM;A)=( eBM; eBM) = (1− (MA;B)2) : (4)
Les relations de TS s’obtiennent a partir de la manipu-
lation de 3 residus de projection. De (3) nous avons
( eCM;A; eBM;A) = ( eCM; eBM) (5)
− ( eCM; eAM)( eAM; eAM)−1( eAM; eBM)
En divisant par ( eCM; eCM)1=2( eBM; eBM)1=2, et en utili-
sant (4), nous obtenons
M;AC;B =
MC;B − MC;AMA;Bq
1− (MC;A)2
q
1− (MA;B)2
; (6)
qui est formellement egale a (1), apres une identication
immediate des variables.
Enn, notons brievement que ce lien avec la TS peut
e^tre exploite en suivant la demarche adoptee en [2]. Cer-
taines formules se transposent en eet du cadre de la TS
a celui des statistiques. Cette facon de faire fournit de
nouvelles relations entre coecients de correlation par-
tielle, qui, bien que purement algebriques, ne sont pas
intuitives, ou permet d’interpreter geometriquement des
relations existantes. Par ex., la relation [1, formule (19)] :
MC;B =
M;AC;B + 
M;B
C;A 
M;C
A;Bq
1− (M;BC;A )2
q
1− (M;CA;B )2
(7)
est la relation des cosinus dans le triangle polaire :
cos a = (cos A + cos B cos C)= sinB sin C : (8)
2.2 CS dans R0:n et R
−1
0:n
Nous nous interessons maintenant aux matrices de co-
variance et a leurs inverses. Soit donc R0:n la matrice
de covariance de X0:n = [X0   Xn]T . Nous allons utili-
ser des ensembles contigus d’indices et simplions donc
les notations. Par ex, fXiH(fXmgpmq ) devient eXp:qi etfXiH(fXmgm6=rpmq ) devient eX[p:q]nri . Des notations similaires
sont adoptees pour les coecients de correlation. L’ordre
des exposants p et q a une signication : eXp:qi , p:qi;j (et plus
tard Rp:qi;j , r
p:q
i;j , P
p:q
i;j et p
p:q
i;j ) se reduisent respectivement a
Xi, i;j , Ri;j, ri;j, Pi;j et pi;j si p > q. De cette facon la
notation unie les cas total et partiel, qu’il n’y a pas lieu
de distinguer : un coecient de correlation totale est en
eet un coecient de correlation partielle d’ordre 0 ; une
remarque similaire s’applique plus loin aux CS (cf. Th. 1).
Nous rassemblons maintenant (et etendons quelque peu)
un certain nombre de resultats connus [3] [4] [5] [6] concer-
nant l’expression de R0:n (resp. de R−10:n) en fonction de
covariances des v.a. fXigni=0 (resp. f eX[0:n]nii gni=0).
Lemme 1 Soit R0:n = (ri;j)ni;j=0, et soit P0:n = R
−1
0:n =
(pi;j)ni;j=0. Alors 8 0  i; j  n,
ri;j = (Xi ; Xj) ;
pi;j = (
eX[0:n]nii
( eX[0:n]nii ; eX[0:n]nii ) ;
eX[0:n]njj
( eX[0:n]njj ; eX[0:n]njj ) ) :
Lemme 2 Soit R0:n = (ri;j)ni;j=0, et soit P0:n = R
−1
0:n =
(pi;j)ni;j=0. Alors 8 0  i; j  n,
ri;jp
ri;irj;j
= (Xi; Xj) = i;j ;
pi;jp
pi;ipj;j
= ( eX[0:n]nii ; eX[0:n]njj ) = −[0:n]ni;ji;j :
Rappelons que si M est partitionnee en

AB
CD

avec A
inversible, alors le CS (M=A) de A dans M est deni par
(M=A) = D − CA−1B. Le theoreme suivant englobe et
generalise le lemme 2 (qui correspond au cas p = −1) :
Theoreme 1 Soit R0:p0:n = ( r
0:p
i;j )
n
i;j=p+1 (resp. P
0:p
0:n =
( p0:pi;j )
n
i;j=p+1) le CS de R0:p dans R0:n (de la sous-matrice
superieure gauche [Ip+10]P0:n[Ip+10]T , de taille (p + 1)
(p + 1), de P0:n dans P0:n). Alors 8 p;−1  p  n− 1, et
8 i; j; p + 1  i; j  n,
r0:pi;jq
r0:pi;i r
0:p
j;j
= 0:pi;j ;
p0:pi;jq
p0:pi;i p
0:p
j;j
= −[p+1:n]ni;ji;j :
Le lien avec la TS est alors immediat :
Corollaire 1 Apres une normalisation adequate, une eta-
pe de complementation de Schur elementaire (c.a.d. de
rang 1) sur R0:p0:n (resp. sur P
0:p
0:n) s'identie a la loi des
cosinus (1) (resp. la loi des cosinus dans le triangle po-
laire (8)) : 8 p 2 [−1; 0;    ; n− 2], et 8 i; j 2 [p + 2   n],
0:p+1i;j =
0:pi;j − 0:pi;p+10:pp+1;jq
1− (0:pi;p+1)2
q
1− (0:pp+1;j)2
;

[p+2:n]ni;j
i;j =

[p+1:n]ni;j
i;j + 
[p+1:n]ni;p+1
i;p+1 
[p+1:n]np+1;j
p+1;jq
1− ([p+1:n]ni;p+1i;p+1 )2
q
1− ([p+1:n]np+1;jp+1;j )2
:
3 Application aux algorithmes de
Schur et de Levinson-Szego¨
Nous identions desormais fXigni=0 a fXt−igni=0, ou fXt,
t 2 Z g est un p.a. SSL a temps discret. R0:n est donc
Toeplitz, et nous posons ri;j = ri−j. Les parcors verient
aussi une propriete d’invariance temporelle : 8 i; j; k; p; q 2
Z ; p  q; i; j 62 fp;    ; qg, p:qi;j = p+k:q+ki+k;j+k . Parmi l’en-
semble des parcors, la fonction f(p) = 1:p−10;p gp2IN (avec
(1) = 0;1) est la fonction d’autocorrelation partielle du
processus. Notre but est de donner une interpetation, en
termes de geometrie spherique, de 2 algorithmes de calcul
de cette fonction, l’algorithme de Schur et l’algorithme de
Levinson-Szego¨.
Ces algorithmes sont bien connus dans la communaute
signal en tant qu’algorithmes de prediction / interpolation
lineaires ; pourtant ils sont originellement issus de disci-
plines dierentes, ainsi que nous le rappelons brievement.
3.1 un bref historique
En 1917, Schur a developpe un algorithme recursif pour
tester si une fonction donnee S(z) =
P1
k=0 skz
k etait
analytique et bornee par 1 dans le disque unite [7]. De
telles fonctions sont caracterisees par une sequence de pa-
rametres de module inferieur a 1 (les parametres de Schur)
qui sont calcules recursivement a partir des coecients sk
par un algorithme elegant. Or Caratheodory et Toeplitz
ont montre que C(z) = c0 +2
P1
k=1 ckz
k est analytique et
de partie reelle positive pour jzj < 1 si et seulement si les
formes de Toeplitz
Pn
i;j=0 aibjcj−i, avec c−k = ck, sont
positives pour tout n. Soit
S(z) =
C(z)− c0
C(z) + c0
() C(z) = c0 1 + S(z)1− S(z) ; (9)
puisque jS(z)j  1 , Re(C(z))  0, l’algorithme de Schur
permet implicitement de tester si une forme de Toeplitz
est positive.
D’autre part, les formes de Toeplitz ont ete etudiees
independamment par Szego¨, qui a ete amene a introduire
un ensemble de polyno^mes orthogonaux par rapport a
une mesure positive sur le cercle unite. Ces polyno^mes
obeissent a des recursions [8] ou interviennent des pa-
rametres de module inferieur a un, qui plus tard ont ete
reconnus comme etant egaux aux parametres de Schur [9].
Dans les annees 1940, les formes de Toeplitz ont connu
un nouvel engouement du fait de leur occurrence naturelle
dans la theorie de la prediction et de l’interpolation des
p.a. stationnaires qui se developpait alors [10, ch. 10] [11].
En travaillant sur la solution de Wiener du probleme de
prediction a temps continu, Levinson a propose un algo-
rithme [12] dont les recursions ne sont autres que celles de
Szego¨.
Ces algorithmes heritent de l’environnement naturel des
disciplines mathematiques dont ils sont issus. Ils ont donc
une interpretation naturelle classique en termes de geome-
trie non euclidienne hyperbolique (cf. x3.2). Du fait de leur
lien avec la prediction lineaire, ils recoivent egalement une
interpetation geometrique nouvelle, en termes de trigo-
nometrie spherique (cf. x3.3).
3.2 Interpetation geometrique non eucli-
dienne (hyperbolique) classique
Prenons le cas de l’algorithme de Schur. Les transfor-
mations homographiques (ou de Mo¨bius, ou lineaires frac-
tionnaires) sont les fonctions :
z 7! z0 = az + b
cz + d
; M =

a b
c d

inversible ; (10)
une propriete bien connue de ces fonctions est qu’elles
transforment tout cercle du plan complexe (de rayon ni
ou non) en un autre cercle de C (de rayon ni ou non).
L’algorithme de Schur, qui consiste en la recursion
Sp(z) 7! Sp+1(z) = 1
z
Sp(z)− Sp(0)
1− Sp(0)Sp(z) ; (11)
est fonde sur les proprietes du sous groupe des transfor-
mations homographiques qui preservent le cercle unite,
c’est-a-dire des transformations de la forme :
z 7! z0 = ei z − 
1− z ; j  j< 1; (12)
associees a l’ensemble des matrices J-unitaires
M =

ei 0
0 1
 
1 −
− 1

1p
1− j  j2 ; (13)
c’est-a-dire veriant MHJM = J avec J = diag(1;−1).
Or les transformations homographiques (12) sont des
fonctions holomorphes tres particulieres, aux nombreuses
proprietes. En particulier, elles jouent un ro^le fondamental
en geometrie non euclidienne de Lobachevski. Le cercle
unite est en eet un modele euclidien du plan hyperbolique
IH2 (que ce soit le modele conforme ou celui de Klein-
Beltrami) [13] [14], dont les isometries sont precisement
les transformations (12) [15] [16]. Cette geometrie est donc
un cadre naturel de l’algorithme de Schur [17].
3.3 Interpretation geometrique non eucli-
dienne (spherique) nouvelle
Cette interpretation provient du lien (via les formes de
Toeplitz denies positives) entre l’algorithme de Schur et
la prediction lineaire (cf. x3.1). Pour cette application de
prediction lineaire, la recursion (11) est initialisee via (9)
par
S0(z) =
r1z + r2z2 +   
r0 + r1z + r2z2 +    :
Dans ce cas, le parametre de Schur Sp(0) est egal au coe-
cient de correlation partielle 1:p−10;p . Ecrivons l’algorithme
sous forme vectorielle [18] : pour p  1,266664
u0p−1 v1p−1
...
...
ukp−1 v
k+1
p−1
...
...
377775

1 −Sp(0)
−Sp(0) 1

=
26666664
u0p 0
u1p v
1
p
...
...
ukp v
k
p
...
...
37777775 (14)
avec u00 = r0 et u
i
0 = v
i
0 = ri pour i > 0.
Du point de vue de la theorie de l’interpolation, la peme
etape (14) de l’algorithme incorpore la nouvelle donnee rp
dans le probleme d’extension de la fonction de covariance.
Cette incorporation progressive des contraintes d’interpo-
lation r2;    ; rp;    correspond a l’incorporation progres-
sive des v.a. Xt−1;    ; Xt−p+1;    dans le probleme de
prediction lineaire, et donc a la reactualisation progressive
du projecteur associe (ceci n’est autre que l’interpretation
classique de l’algorithme en termes d’orthogonalisation de
Gram-Schmidt [19]). En eet, pour k  0, les 2 recursions
de la ligne numero k de (14) sont 2 occurrences couplees
de la me^me identite (5) :h
( ~Xt−p+1:t−1t−p−k ; ~X
t−p+1:t−1
t−p ) ( ~X
t−p+1:t−1
t−p−k ; ~X
t−p+1:t−1
t )
i
264 1 − (
~Xt−p+1:t−1t−p ; ~X
t−p+1:t−1
t )
( ~Xt−p+1:t−1
t−p ; ~X
t−p+1:t−1
t−p )
− ( ~X
t−p+1:t−1
t ;
~Xt−p+1:t−1t−p )
( ~Xt−p+1:t−1t ; ~X
t−p+1:t−1
t )
1
375
=
h
( ~Xt−p+1:tt−p−k ; ~X
t−p+1:t
t−p ) ( ~X
t−p:t−1
t−p−k ; ~X
t−p:t−1
t )
i
(15)
Les equations (15) sont des recursions de type CS dans
R1:p−10:n
def
= ( ( eXt−p+1:t−1t−i ; eXt−p+1:t−1t−j ) )ni;j=0. Le lien avec
la TS resulte immediatement du x2 :
Theoreme 2 Apres une normalisation adequate, une eta-
pe elementaire de l'algorithme de Schur s'identie a la loi
des cosinus (1) : 8p  1, et 8k  0,h
1:p−1p+k;p ; 
1:p−1
p+k;0
i " 1 −1:p−1p;0
−1:p−10;p 1
#
1q
1− (1:p−10;p )2
=
h
0:p−1p+k;p
q
1− (1:p−1p+k;0)2 ; 1:pp+k;0
q
1− (1:p−1p+k;p)2
i
:
Pour nir, disons brievement que le ro^le joue par fXkgnk=0
dans l’algorithme de Schur peut e^tre mis en parallelle avec
celui joue par f ~X[0:n]nkk gnk=0 dans l’algorithmede Levinson-
Szego¨. On montre alors que, convenablement normalise,
l’algorithme de Levinson-Szego¨ decroissant en ordre (resp.
croissant en ordre) s’identie a la loi des cosinus dans le
triangle polaire (resp. la formule polaire des 5 elements).
4 Quelques remarques en guise de
conclusion
Nous savons depuis Klein que les geometries non eucli-
diennes hyperbolique et spherique forment, avec le modele
euclidien, les 3 seules geometries projectives a courbure
constante. Or les algorithmes de Schur / Levinson-Szego¨
s’interpretent dans ces deux geometries non euclidiennes,
ce qui peut sembler contradictoire. Une reconciliation est
possible au travers du lien, connu depuis Gauss, entre cer-
taines transformations homographiques (10) (celles pour
lesquelles M est unitaire) et les rotations sur la sphere.
En eet, ce lien est classiquement etabli gra^ce a la pro-
jection stereographique qui identie le plan complexe (aug-
mente du point 1), assimile a IR2 et immerge dans IR3,
a la sphere de rayon 1 et de centre 0 [15] [16]. Mais ces
relations purement algebriques sont valables dans tout es-
pace de dimension 3, et donc, par ex., dans celui engendre
par les 3 v.a. eXt−p+1:t−1t , eXt−p+1:t−1t−p et eXt−p+1:t−1t−p−k , dont
la manipulation forme le coeur des recursions de Schur.
Des remarques similaires s’appliquent a l’algorithme de
Levinson-Szego¨.
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