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Abstract The huge data demand envisioned for the 5G requires radically changes
in the mobile network architecture and technology. Centralized Radio Access Net-
work (C-RAN) is introduced as a novel mobile network architecture, designed to
effectively support the challenging requirements of the future 5G mobile networks.
In C-RAN, BaseBand Units (BBUs) are physically separated from their corre-
sponding Radio Remote Heads (RRHs) and located in a central single physical
location called BBU pool. The RRHs are connected to the BBU pool via the so-
called fronthaul network. The “centralization” demonstrates remarkable benefits
in terms of computational resources as well as power savings. Following this cen-
tralization, designing a survivable C-RAN becomes crucial as BBU pool and link
failures might cause service outage for large number of users. In this paper, we
propose three different approaches for the survivable BBU pool placement problem
and traffic routing in C-RAN deployment over a 5G optical aggregation network.
Namely we define the following protection scenarios: i) Dedicated Path protection,
ii) Dedicated BBU protection and iii) Dedicated BBU and path protection. The
three approaches are formalized as Integer Linear Programming (ILP) problems.
The ILPs objectives are to minimize the number of BBU pools, the number of
used wavelengths and the baseband processing computational resources, in terms
of Giga operations Per Second (GOPS). We provide numerical results to compare
the aforementioned protection strategies considering different network topologies.
The results show the effect of the latency and the transport-network capacity on
the BBU placement. We show the trade-off between the centralization degree and
the tight latency requirements. Moreover, we discuss important insights about
considering the different objective functions for each protection approach.
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2 Mohamed Shehata et al.
1 Introduction
The design and operation of the upcoming 5G networks is expected to be chal-
lenged by very stringent constraints in terms of tolerable latency and required
data rate [2], e.g., with end-to-end latency requirements below 1 ms for future 5G
services [3]. As reported in [4] latency requirements for 5G applications varies from
100 ms to 1 ms. To cope with the challenges envisioned for 5G mobile networks,
including higher user data rate and reduced latency, one of the proposed network
architectures is the so-called C-RAN [5]. The main idea of C-RAN is that multiple
BBUs are placed in a single physical location (BBU pool), which is connected to
the RRHs through a high capacity fronthaul network. Thanks to centralization, the
baseband resources in the BBU pool can be virtualized and shared among several
base stations; hence, a significant reduction in the overall computational resources
can be achieved due to multiplexing gain. Moreover, BBU centralization allows
to share maintenance costs and power consumption among several Base Stations
(BSs) as well as promoting the utilization of advanced interference cancellation
techniques as the Coordinated Multipoint.
Despite the advantages provided by C-RAN, the fronthaul network must be
able to support very high bandwidth traffic with very low latency, leading to high
transport-network cost. Optical aggregation networks based on Wavelength Divi-
sion Multiplexing (WDM) are considered a relevant candidate solution to meet
the fronthaul requirements [6]. In this context, an optimization placement of BBU
pools in the aggregation network is crucial. The placement problem aims to choose
a BBU pool location, which meets the latency and bandwidth requirements while
maximizing the aforementioned centralization benefits. Many previous works have
addressed the placement problem. The authors in [7] formulate an ILP model for
the BBU pool placement problem to minimize the power of the aggregation net-
work, while in [6] they investigate the amount of BBU consolidation achieved when
using two different transport networks solutions (OTN and overlay) and jointly
optimizing the BBUs and the electronic switches placement. Ref. [8] introduces a
BBU placement problem for dense small cells over wireless fronthaul network and
proposes a heuristic placement algorithm named SWAN to solve the problem. Ref.
[9] formulates a Mixed Integer Linear Programming for Digital Unit (DU) pool
placement optimization problem. The objective of the optimization problem is to
minimize the total network cost. Similarly, ref. [10] proposes genetic algorithm to
reduce the fronthauling cost through properly splitting and placing the baseband
processing functions in the network.
An important aspect in the placement problem is how to deal with BBU pool
and link failures, as these failures might cause service outage for a large area
with a significant number of users. This has recently motivated novel research on
the design of survivable C-RAN. Though survivability in the context of C-RAN
and 5G has been rarely discussed in the literature, resilience aspects in the more
general optical networks context has been widely investigated. Ref. [11] proposes a
multipath protection scheme for data center services in an elastic optical networks
based on the importance level of the services. Ref. [12] proposes a N:1 protection
mechanism for Optical Line Terminals (OLTs) to minimize the number of backup
OLTs required in a Passive Optical Network. Ref. [13] proposes a cost effective
algorithm to minimize the cost of resilient flexible bandwidth optical networks. Ref.
[14] presents two models for dedicated and shared path protection against a single
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link failure in elastic optical networks. Ref. [15] introduces an efficient restoration
mechanisms to ensure service resilience in 5G cloud-based mobile network.
More related to our work, ref. [16] defines a protection problem for cloud ra-
dio access network against BBUs and link failures. The authors present different
approaches based on 1+1 dedicated path protection and 1+1 virtual machine
replication through an ILP algorithm, but the authors have not considered delay
and link capacity constraints. Ref. [17] proposes a heuristic algorithm to connect
each RRH to two BBU pools, primary and backup, while reducing the number
of the backup BBU ports among the RRHs. Then in [18], the authors extend
the work and formulate the problem as an ILP algorithm and compare it to the
aforementioned heuristic algorithm. Ref. [19] formulates an ILP problem named
cost-resilience BBU selection, where a mobile network operator has to select BBU
equipment from several cloud providers with different failure probability and cost.
The objective function minimizes the BBU pool processing power and maximizes
the resiliency. So far, to the best of our knowledge no study has considered the
latency and link capacity constraints for the fronthaul network in survivable BBU
placement problem.
In [1] we present a survivable BBU placement algorithm where every RRH must
be connected to two different BBU pools, one as a working (primary) pool and
the second one as a backup pool and link protection is not considered. We formu-
late and solve the survivable BBU placement problem over an optical aggregation
network using an Integer Linear Program (ILP).
As an extension of our work in [1], in this paper, we investigate the sur-
vivable BBU placement problem and traffic routing for 5G C-RAN deployment.
We propose three protection approaches: i) Dedicated Path Protection (DPP) ii)
Dedicated BBU Protection (DBP) and iii) Dedicated BBU and Path Protection
(DBPP). When designing a resilient C-RAN, we formalize each approach as an
ILP problem and solve it over a 5G optical aggregation network. For all these pro-
tection approaches we consider a multi objective optimization which minimizes:
i) the number of BBU pools, ii) the number of used wavelengths and iii) the
computational processing in terms of GOPS. Taking into consideration the max-
imum BBU pool computational processing and different network topologies with
different connectivity we show how fronthaul latency requirements and links ca-
pacity contribute to the optimal solution. Moreover, we observe that minimizing
the computational resources results in additional savings compared to minimizing
the number of pools.
The remainder of this paper is organized as follows. Section 2 discusses the
considerd C-RAN aspects (the network architecture and the BBU pool computa-
tional processing). Section 3 discusses the considered protection approaches. Sec-
tion 4 shows the ILP formulations used to solve the resilient problems in the three
protection scenarios. Section 5 shows the illustrative numerical results. Section 6
concludes the work.
2 Centralized radio access network
As already mentioned in Section 1, C-RAN introduces a significant computational,
cost and power savings which come from the centralization of BBUs. Although the
 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
4 Mohamed Shehata et al.
Fig. 1: BBU pool node architecture [6]
Fig. 2: Computational effort for different
pools dimensions
aforementioned advantages, C-RAN requires a high-capacity and low-latency ac-
cess/aggregation network to support fronthaul traffic. In the following, we will
discuss the considered network architecture and the computational processing re-
quired by a BBU pool in terms of GOPS.
2.1 Network architecture
In this paper, we assume Opaque network architecture as in [7], where the BBU
pool can be placed at any node. For intermediate nodes, this implies they become
active and equipped with an electronic switch that terminates and aggregates all
passing traffic, included traffic which is not destined to the hosted BBUs (i.e., all
incoming lightpaths are terminated and processed by the switch). Hence, the main
latency contributors considered in this work are the fiber propagation latency and
the electronic switch latency. For the sake of simplicity, we assume that every
RRH-BBU connection (the so-called fronthaul connection) is transported over a
dedicated wavelength. In this work we assume that there is a controller at each
BBU pool and a centralized C-RAN controller on the top of them [20]. Controllers
at the pools are responsible for detecting link and BBU failures. When a failure
(i.e., BBU failure and/or link failure) is detected, the controller at pool report the
C-RAN controller that can activate the backup BBU if needed and reconfigure the
network.
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Resilient BBU Placement in 5G C-RAN over Optical Aggregation Networks 5
The architecture of a node hosting BBU pool is illustrated in Fig. 1. An elec-
tronic switch with WDM transport interfaces, Gigabit Ethernet (GE) interfaces
and Common Public Radio Interfaces (CPRI) is depicted. The arrived lightpaths
are multiplexed and demultiplexed by wavelength routers then forwarded to the
switch via the WDM interfaces. Backhaul traffic destined to a hosted BBU is ex-
tracted and sent over the GE port, while fronthaul is collected by the switch from
the CPRI interfaces, to be mapped into one or more output lightpaths.
2.2 Baseband pool computational processing
In this work, we consider the analytical model in [21] to calculate the computa-
tional processing of the BBU pool. This model is based on the complexity values
estimated by the number of GOPS (what we call “Computational Effort” (CE)
in this paper) for the baseband processing functions. We evaluate the computa-
tional effort through the following steps. First, we choose a statistical distribution
(namely, normal or uniform) to model the spatial distribution of mobile users in a
given serving area. Then we allocate the users to their serving cell sites according
to a realistic user-cell site association strategy. After that, we apply a schedul-
ing algorithm to distribute the physical resource blocks of the cell site among its
users. Then, we calculate the computational effort (expressed in Giga Operations
Per Second (GOPS)) per user after knowing channel condition, used resources,
modulation, code rate and MIMO mode. Fig. 2 shows the required CE for the
different pool dimensions and compare it to the CE needed by the same number of
BBUs in the D-RAN case . In the D-RAN case, the CE scales linearly with number
of BBUs, while in C-RAN, the higher number of BBUs per pool the higher savings
in computational resources compared to D-RAN.
3 Protection Scenarios
To solve the survivable BBU placement problem we consider three different pro-
tection approaches as follows:
I) Dedicated Path Protection (DPP): This protection scheme provides re-
silience against link failure only, as shown in Fig. 3a. Consider BBU of the cell
site at node “A” is hosted by the pool at node “D” and routed over the path
“AB-BD” as a primary path. In case of link failure, the connection will be
routed over the backup path “AE-EF-FD”. Note the link disjointness between
the two paths.
II) Dedicated BBU Protection (DBP): The second protection scheme pro-
vides resilience against BBU failure only, as shown in Fig. 3b. Consider BBU
of the cell site at node “A” is hosted by the pool at node “D” and routed over
the path “AB-BD” as a primary path. In case of BBU failure the connection
will be routed to the pool at node “C” through the path “AB-BC”. In this
approach, path disjointness between the primary and the backup pools is not
considered. This protection scheme suits operators needs when failures occur
in nodes with higher probability with respect to links.
III) Dedicated BBU and Path Protection (DBPP): The last protection
scheme provides resilience against BBU and link failures, as shown in Fig.
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6 Mohamed Shehata et al.
Fig. 3: Examples of the protection approaches
3c. Consider BBU of the cell site at node “A” is hosted by the pool at node
“D” and routed over the path “AE-EF-FD” as a primary path. In case of
BBU failure and/or link failure the connection will be routed to the pool “C”
through the link disjointed path “AB-BC”. This protection scheme suits dense
urban areas to ensure high availability since BBU outage and/or link failure
in those high density areas cause service interruption to high number of users.
4 Problem Formulation
In this section we develop ILP formulations for DPP (ILP1), DBP (ILP2) and
DBPP (ILP3) protection scenarios. We use a two-layer flow formulation, where an
upper virtual layer is made up of virtual links, representing lightpaths originating
and terminating in the nodes, and a lower layer consists of multi-fiber fronthaul
links interconnecting the nodes. The survivable BBU pool placement problem is
defined as follows:
– Given: network topology, number of wavelengths per link, maximum allowed
fronthaul latency, and computational effort needed by a pool serving a given
number of cell sites.
– ILP1 output: placement of BBUs such that each RRH is connected to one
BBU pool through two link disjoint paths, one as a primary path and one as
backup path.
– ILP2 output: placement of BBUs such that each RRH is connected to two
BBU pools, one as a primary pool and one as a backup pool.
– ILP3 output: placement of BBUs such that each RRH is connected to one
primary pool through primary path and one backup pool through backup path
where the primary and backup paths are link disjoint.
– Objective: minimizing i) number of BBU pools, ii) number of wavelengths
and iii) overall computational effort of all BBU pools.
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In the following we provide details of the three ILP formulations:
(A) Input sets and parameters:
a) N is set of nodes in the physical network, i, j,m, n ∈ N .
b) Ep is set of physical links, ij ∈ Ep.
c) Ev is set of virtual links, mn ∈ Ev.
d) dij is the propagation delay introduced by the physical link ij.
e) des is the latency introduced by the electronic switch at each node.
f) D is the maximum allowable delay between cell site and the BBU pool
(fronthaul delay).
g) W is the number of wavelengths per each physical link.
h) Cq is the computational effort in GOPS needed by a pool if it serves q
RRHs (the values of Cq are given in Fig. 2).
i) C is the maximum computational effort in GOPS that can be accommo-
dated by a pool. Note that at most one pool can be accommodated in each
node.
j) M is a large number.
(B) Decision Variables:
a) ki = 1, if node i ∈ N hosts a BBU pool (binary).
b) bi,q = 1, if the BBU pool hosted by node i ∈ N serves q RRHs as primary
and backup (binary). If node i does not host a pool, then bi,0 = 1.
c) ai,m = 1, if cell site at node m ∈ N is assigned to a BBU pool at node
i ∈ N (binary) (employed only for ILP1).
d) fmnij = 1, if virtual link mn ∈ Ev between the cell site at node m ∈ N
and the pool at node n ∈ N is routed over the physical link ij ∈ Ep as a
primary path (binary) (employed only for ILP1).
e) hmnij = 1, if virtual link mn ∈ Ev between the cell site at node m ∈ N and
the pool at node n ∈ N is routed over the physical link ij ∈ Ep as a backup
path (binary) (employed only for ILP1).
f) xi,m = 1, if cell site at node m ∈ N is assigned to a primary BBU pool at
node i ∈ N (binary) (employed only for ILP2 and ILP3).
g) zj,m = 1, if cell site m ∈ N is assigned to a backup BBU pool at node
j ∈ N as a backup pool (binary) (employed only for ILP2 and ILP3).
h) ymnij = 1, if virtual link mn ∈ Ev between the cell site at node m ∈ N and
the primary pool at node n ∈ N is routed over the physical link ij ∈ Ep
(binary) (employed only for ILP2 and ILP3).
i) tmnij = 1, if virtual link mn ∈ Ev between the cell site at node m ∈ N and
the backup pool at node n ∈ N is routed over the physical link ij ∈ Ep
(binary) (employed only for ILP2 and ILP3).
(C) Objective function:
The multi-objective functions illustrated in Eqs. (1) and (2) are composed of
three parts. The First term aims at minimizing the number of BBU pools.
Second term minimizes the number of used wavelengths in the transport net-
work. The last term minimizes the total computational effort required by the
network.
I) ILP1
min
α∑
i
ki + β
∑
ij
∑
mn
(
fmnij + h
mn
ij
)
+ γ
∑
i
∑
q
bi,q Cq
 (1)
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8 Mohamed Shehata et al.
II) ILP2 and ILP3
min
α∑
i
ki + β
∑
ij
∑
mn
(
ymnij + t
mn
ij
)
+ γ
∑
i
∑
q
bi,q Cq
 (2)
Parameters α, β and γ ∈ [0,1] can be tuned to select the primary objective of
the optimization.
(D) Constraints:
I) ILP1 ∑
i
ai,m = 1, ∀m ∈ N (3)
ki ≥
∑
m ai,m
M
, ∀m ∈ N (4)∑
q
bi,q Cq ≤ C, ∀i ∈ N (5)
∑
q
q bi,q =
∑
m
ai,m, ∀i ∈ N (6)
∑
q
bi,q = 1, ∀i ∈ N (7)
∑
mn
(
fmnij + h
mn
ij
) ≤W, ∀ij ∈ Ep (8)
∑
ij
fmnij (dij + des) + des (1− xm,m) ≤ D, ∀mn ∈ Ev, ∀m ∈ N (9)
∑
ij
hmnij (dij + des) + des (1− xm,m) ≤ D, ∀mn ∈ Ev,∀m ∈ N (10)
∑
j
(
fmnij − fmnji
)
=

an,i, if i = m, m 6= n.
−ai,m, if i = n, m 6= n.
0, otherwise.
∀mn ∈ Ev,∀i ∈ N
(11)
∑
j
(
hmnij − hmnji
)
=

an,i, if i = m, m 6= n.
−ai,m, if i = n, m 6= n.
0, otherwise.
∀mn ∈ Ev, ∀i ∈ N
(12)
fmnij + h
mn
ij ≤ 1, ∀mn ∈ Ev, ∀ij ∈ Ep (13)
Equation (3) enforces that each RRH is associated with exactly one BBU.
Equation (4) is needed to identify BBU pools as the nodes which host
at least one BBU. Equation (5) guarantees that GOPS of all the BBUs
aggregated in certain pool does not exceed the maximum computational
effort for that pool. Equations (6) and (7) are used to identify what is the
computational complexity for the specific number of RRHs served by BBU
pool i. Equation (8) guarantees that capacity of virtual links routed over a
certain physical link does not exceed its capacity. Equations (9) and (10)
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ensure the latency requirements for the primary and backup paths, respec-
tively.We take into account both the propagation delay (dij) and the delay
of the electronic switches (des), whose value is equal to the number of tra-
versed links, plus one. The factor (1−xm,m) is necessary in order to disable
this constraint in case the BBU is located at its cell site. Equations (11)
and (12) are the flow constraints, which guarantee that all virtual links are
mapped on a set of physical links for primary and backup paths, respec-
tively. Equation (13) ensures the disjointness of the primary and backup
paths.
II) ILP2 ∑
i
xi,m = 1, ∀m ∈ N (14)
∑
i
zi,m = 1, ∀m ∈ N (15)
xi,m + zi,m ≤ 1, ∀i ∈ N,∀m ∈ N (16)
ki ≥
∑
m (xi,m + zi,m)
M
, ∀i ∈ N (17)∑
q
bi,q Cq ≤ C, ∀i ∈ N (18)
∑
q
q bi,q =
∑
m
(xi,m + zi,m), ∀i ∈ N (19)
∑
q
bi,q = 1, ∀i ∈ N (20)
∑
mn
(
ymnij + t
mn
ij
) ≤W, ∀ij ∈ Ep (21)
∑
ij
ymnij (dij + des) + des (1− xm,m) ≤ D, ∀mn ∈ Ev, ∀m ∈ N (22)
∑
ij
tmnij (dij + des) + des (1− xm,m) ≤ D, ∀mn ∈ Ev,∀m ∈ N (23)
∑
j
(
ymnij − ymnji
)
=

xn,i, if i = m, m 6= n.
−xi,m, if i = n, m 6= n.
0, otherwise.
∀mn ∈ Ev, ∀i ∈ N
(24)
∑
j
(
tmnij − tmnji
)
=

zn,i, if i = m, m 6= n.
−zi,m, if i = n, m 6= n.
0, otherwise.
∀mn ∈ Ev, ∀i ∈ N (25)
Equations (14) and (15) enforce that each RRH is associated with exactly
one primary BBU pool and one backup BBU pool. Equation (16) enforces
primary BBU pool and backup BBU pool to be at different nodes for the
same RRH. Equation (17) is needed to identify BBU pools as the nodes
which host at least one (primary or backup) BBU. Equation (18) guaran-
tees that GOPS of all the BBUs aggregated in certain pool does not exceed
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10 Mohamed Shehata et al.
the maximum computational effort for that pool. Equations (19) and (20)
ensure that the number of RRHs served by pool i equals the sum of RRHs
assigned to that pool i. Equation (21) guarantees that capacity of virtual
links routed over a certain physical link does not exceed its capacity. Equa-
tions (22) and (23) ensure the latency requirements for the primary path
and the backup path, respectively (similar to Eq. (9) and Eq. (10)). Equa-
tions (24) and (25) are the flow constraints, which guarantee that all virtual
links connecting the RRHs with the primary BBU pools and backup BBU
pools are mapped on a set of physical links.
III) ILP3
Consider all the constraints for ILP2 with applying the link disjointness
between the path to the primary BBU pool and the path to the backup
BBU pool as in Eq. (26). The cell site at node m can use the physical link
ij only once (as a maximum) to route its traffic to any other node n (where
n is a potential BBU pool). By this constraint, we can make sure that the
physical link ij is not used by the two outgoing paths of node m (the first
one to the primary BBU and the second one to the backup BBU) at the
same time. As shown in Fig. 3c, the cell site at node “A” routes its traffic
to two different BBU pools (pool at node “C” as a primary pool and pool
at node “D” as a backup pool). For example, by applying Eq. (26), over
physical link BC: m = A, ij = BC, n = B,C,E, F,D, this guarantees
that only yACBC = 1. This means that the cell site at node “A” will use the
physical link “BC” only once to route the traffic to the primary pool at node
“C”. Therefore, it (physical link “BC”) will not be used to route the traffic
of cell site at node “A” to backup pool at node “D” (link disjointness).∑
n
(
ymnij + t
mn
ij
) ≤ 1, ∀m ∈ N, ∀ij ∈ Ep (26)
(E) Problem complexity
The total number of variables Nvar for all three optimization problems is ob-
tained with the formula:
Nvar = |N | (1 + 3|N |+ 2|Ep||Ev|) (27)
The number of constraints varies according to the scenario. In the case of DPP
scenario, the number of constraints is given as:
NDPPconst = |N |(5 + 4|Ev|) + |Ep|(1 + |Ev|) (28)
Differently, in the DBP scenario, constraints complexity is:
NDBPconst = |N |(6 + |N |+ 4|Ev|) + |Ep| (29)
Finally, in the DBPP scenario, constraints complexity is:
NDBPPconst = |N |(6 + |N |+ 4|Ev|+ |Ep|) + |Ep| (30)
For the number of variables Nvar, we observe that the dominate term is
2 . |N | . |Ep| . |Ev|, while for the constraints complexity (for the different sce-
narios) the dominate term is 4 . |N | . |Ev|. Therefore, the problem complexity
for all the proposed protection scenario, given by the sum of the number of
variables and the number of constraints, is in the order of O(|N | . |Ev| . |Ep|).
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5 Illustrative Numerical Results
5.1 Evaluation Settings
In this work, we consider two different aggregation network topologies with dif-
ferent levels of node connectivity degree, as in [18] (i.e., ratio between the total
number of edges and the total number of nodes in the network) as shown in Fig.
4. Each topology consists of 30 nodes uniformly distributed over a dense urban
square region of 7.5 km2. For simplicity, we assume that every node contains one
RRH. Every node represents a potential BBU pool. We consider a 20µs latency
for each electronic switch and one fiber per link, carrying W = 6 wavelengths
at 10 Gb/s. We assume that the pool can accommodate 20 BBUs as maximum
with 44080 GOPS. To solve our optimizations we used ILOG CPLEX 12.0 on a
workstation equipped with 8 × 2 GHz processors and 32 GB of RAM. In this
section,we show the results for the following objective functions.
– First objective function (O1): we optimize the number of BBU pools as a
first objective, then the number of used wavelengths as the second objective.
– Second objective function (O2): we first optimize the number of used
wavelengths then the number of BBU pools.
– Third objective function (O3): we optimize first the computational effort,
then the number of BBU pools, then the number of used wavelengths.
The values of the parameters α, β, γ to select the desired objective function are
given in Table 1. Note that the number of wavelengths is counted as the summation
of the variables ymnij and t
mn
ij in DBP and DBPP scenarios and as summation of
the variables fmnij and h
mn
ij in DPP scenario.
5.2 Numerical Results
Fig. 5 shows the number of BBU pools and the number of used wavelengths (left
and right bars, respectively) as a function of the maximum allowable fronthaul
latency (D) considering the three protection approaches and objetive function O1
in network topology “a” (connectivity degree 1.13).
For DPP (Fig. 5a) at low latency values (D ≤ 50µs) no centralization occurs.
All BBUs are placed at the cell sites (no wavelengths utilized for the transport
network) as the tight latency constraint does not allow the BBUs to be separated
from the RRHs and to interconnect via two link-disjoint paths. To this end, the
solution obtained is to distribute all the BBUs (place each BBU at its cell site);
hence no links are established to perform link protection. As the latency value in-
creases (D = 100µs) only few BBUs can be centralized with the two disjoint paths
Table 1: Parameters to select the objective function
α β γ
O1 1 10−3 0
O2 10−3 1 0
O3 1 10−3 10
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(a) Topology “a” (b) Topology “b”
Fig. 4: Network Topologies
(a) DPP (b) DBP (c) DBPP
Fig. 5: Number of BBU pools and wavelengths (Topology = ”a”, Objective function
= O1)
(a) DPP (b) DBP (c) DBPP
Fig. 6: Number of BBU pools and wavelengths (Topology = ”b”, Objective func-
tion = O1)
resulting in high number of BBU pools (22 BBU pools) and low number of uti-
lized wavelengths (48 wavelengths). For more relaxed latency values (D = 200µs),
the number of BBU pools decreases (2 pools) while the number of wavelengths
increases (250 wavelengths). Note that, the minimum number of pools can be
achieved is 2 as one pool can accommodate up to 20 BBUs and the number RRHs
in the network is 30.
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(a) DPP (b) DBP (c) DBPP
Fig. 7: Number of BBU pools and wavelengths (Topology = ”a”, Objective function
= O2)
For DBP and DBPP (Fig. 5b and Fig. 5c, respectively), no solution could be
obtained for D < 25µs, as the strict latency does not allow BBUs to be hosted
outside the cell site; hence no BBU protection can be guaranteed in these cases.
For low latency values (D ≤ 45µs) most of the nodes (18 nodes) must be activated
as pools. In this case, the tight latency values force one BBU (the primary or the
backup) to be placed at the cell site while the other BBU is placed in one of the
adjacent nodes ,resulting in low number of utilized wavelengths. As the maximum
allowable latency increases, the number of BBU pools decreased until it reaches 4
pools at D = 200µs with the maximum number of utilized wavelengths.
By comparing the three protection approaches, DBP and DBPP have the same
performance except for high latency values (D ≥ 100µs), the number of utilized
wavelengths in DBPP is higher by 35% as in DBPP path protection is considered.
DPP does not provide centralization nor protection at tight latency values (D <
100µs). For latency value D = 100µs, DPP can be guaranteed with higher number
of BBU pools (22 pools) compared to the two other scenarios (6 pools) although
it does not provide BBU protection. This is due to the tight latency constraint on
both the primary and backup paths to reach the same pool, forcing high number of
BBUs to be placed at their cell sites; hence high number of nodes are activated as a
BBU pool. One the other hand, in DBP and DBPP, meeting those latency values is
applicable -with higher degree of centralization compared to DPP- as we route the
connections to two disjoint pools (primary and backup), leading to less number
of the pools. At high latency value D = 200µs, DPP has low number of BBU
pools (2 pools) compared to DBP and DBPP (4 pools) as BBU protection is not
considered in DPP. Subsequently, the number of utilized wavelengths in DPP (248
wavelengths) is higher than that in DBP and DBPP (144 and 194 wavelengths,
respectively).
Fig. 6 shows the number of BBU pools and the number of used wavelengths
(left and right bars, respectively) as a function of the maximum allowable fronthaul
latency (D) considering the three different protection approaches and objective
function O1 in network topology “b” (connectivity 2.16). It is clear that the results
for topology “b” follow the same manner of topology “a”. Unlike toplogy “a”, DBP
(Fig. 6b) and DBPP (Fig. 6c) have almost equal number wavelengths at all the
latency values. This can be explained considering that as the connectivity is higher
compared to topology “a”, the disjointness of the primary and backup paths does
not contribute to the number of utilized wavelengths.
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(a) Number of BBU pools Vs protection ap-
proach
(b) Computational effort in GOPS Vs protec-
tion approach
Fig. 8: Number of BBU pools and the computational effort (Topology = ”a”,
Objective function = O1 and O3)
Fig. 7 shows the number of BBU pools and wavelengths as a function of the
maximum allowable fronthaul latency (D) considering the three protection ap-
proaches and objective function O2 in network topology “a”. For DPP (Fig. 7a),
no centralization occurs, the BBUs are placed at the cell sites for all the latency
values. This can be explained by that as minimizing the number of wavelengths is
the first priority in O2 so the BBUs are placed at the cell site leading to zero uti-
lized wavelengths, subsequently, no RRH-BBU connections to protect. For DBP
(Fig. 7b) and DBPP (Fig. 7c), the number of BBU pools and number of used
wavelengths are constant over the different latencies values. As the first objective
of O2 is to minimize the number of wavelengths, the solver keeps one BBU (the
primary or the backup) at the cell site and allocates the other BBU in the adjacent
node leading to minimum as well as constant number of wavelengths. Note that
we obtain the same results for topology “b”, since in DPP all BBU located at the
cell site so connectivity does not contribute. Similarly, for DBP and DBPP the
BBU is placed at the adjacent node.
Fig. 8 compares objectives O1 and O3 in terms of the number of pools and the
amount of computational effort considering topology “a” for D = 100µs. Fig. 8a
shows the number of BBU pools for O1 and O3 considering the three protection
approaches. The results show that adding a term to minimize the computational
effort does not contribute to the number of the BBU pools as no significant dif-
ference is observed between O1 and O3 for all the protection approaches. Fig. 8b
shows the computational effort in GOPS corresponding to each objective function
and protection approach. Despite O1 and O3 have the same number of BBU pools,
the two objectives provide different amount of computational effort. While mini-
mizing the GOPS in O3 not only guarantee the minimum number of pools but also
choose combinations for the number of BBUs to be placed in the pools with higher
multiplexing gain (less computational effort). By using O3 we estimate saving in
computational effort up to 2.2% in DPP, 4.1% in DBP and 3.1% in DBPP with
respect to O1. In general, for other network topologies, minimizing the computa-
tional effort might not give the minimum number of BBU pools although giving
the lowest amount of GOPS.
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6 Conclusion
In this work, we have investigated the survivable C-RAN deployment problem
over an optical aggregation network through three protection approaches namely:
i) dedicated path protection ii) dedicated BBU protection iii) dedicated BBUand
path protection. We have formulated optimization problem for each approach
through an ILP model with different objectives, minimizing number of BBU pools,
number of used wavelengths and overall computational effort. We show the results
of the optimization problems for the three approaches on two different network
topologies with different connectivity values considering latency, link capacity and
the BBU pool computational resource capacity constraints. Finally, we show that
minimizing the computational effort results in additional savings compared to the
traditional minimization of the number of BBU pools.
As a future work, we will consider grooming and wavelength assignment fea-
tures in the model. Moreover, we plan to develop a heuristic algorithm to deal
with larger network instances.
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