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Abstract— Given a Hilbert space and the generator of a
strongly continuous group on this Hilbert space. If the eigen-
values of the generator have a uniform gap, and if the span of
the corresponding eigenvectors is dense, then these eigenvectors
form a Riesz basis (or unconditional basis) of the Hilbert space.
Furthermore, we show that none of the conditions can be
weakened.
I. INTRODUCTION AND MAIN RESULTS
We begin by introducing some notation. By H we denote
the Hilbert space with inner product 〈·, ·〉 and norm ‖ · ‖,
and by A we denote an unbounded operator from its domain
D(A) ⊂ H to H .
If A is self-adjoint and has a compact resolvent operator,
then it has an orthonormal basis of eigenvectors. Unfortu-
nately, even a slight perturbation of A can destroy the self-
adjointness of A and so also the orthonormal basis property
of the eigenvectors. However, in general the (normalized)
eigenvectors, {φn}n∈N will still form a Riesz basis, i.e., their
span is dense in H and there exist (positive) constants m and
M such that
m
N∑
n=1
|αn|
2 ≤
∥∥∥∥∥
N∑
n=1
αnφn
∥∥∥∥∥
2
≤ m
N∑
n=1
|αn|
2 (1)
for every sequence {αn}Nn=1. If A processes a Riesz basis
of eigenvectors, then many system theoretic properties like
stability, controllability, etc. are easily checkable, see e.g. [3].
Since this Riesz-basis property is so important there is
an extensive literature on this problem. We refer to the
book of Dunford and Schwartz [4], where this problem
is treated for discrete operators, i.e., the inverse of A is
compact. They apply these results to differential operators.
Riesz spectral properties for differential operators is also the
subject of Mennicken and Moller [11] and Tretter [13]. In
these references no use is made of the fact that for many
differential operators the abstract differential equation
x˙(t) = Ax(t), x(0) = x0 (2)
on the Hilbert space H has a unique solution for every
initial condition x0, i.e., A is the infinitesimal generator of a
C0-semigroup. In [15] this property is used. The property
will also be essential in our paper. In many applications
the differential operator A arises from a partial differential
equation, for which it is known that (2) has a solution.
Hence the assumption that A generates a C0-semigroup is
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not strong. However, for our result the semigroup property
does not suffice, we need that A generates a group, i.e.,
(2) possesses a unique solution forward and backward in
time. Since we also assume that the eigenvalues lie in a strip
parallel to the imaginary axis, the group condition is not very
restrictive. For more information on groups and semigroups,
we refer the reader to [3], [5].
The approach which we take to prove our result is different
to the one taken in [4], [11], [13], and [15]. We use the
fact that every generator of a group has a bounded H∞-
calculus on a strip. This means that to every complex valued
function f bounded and analytic in a strip parallel to the
imaginary axis, there exists a bounded operator f(A). For
more detail we refer to [8]. Note that the H∞-calculus
extends the functional calculus of Von Neumann [14] for
self-adjoint operators.
We formulate our main results.
Theorem 1.1: Let A be the infinitesimal generator of the
C0-group (T (t))t∈R on the Hilbert space H . We denote the
eigenvalues of A by λn (counting with multiplicity), and
the corresponding (normalized) eigenvectors by {φn}. If the
following two conditions hold,
1) The span of the eigenvectors form a dense set in H ;
2) The point spectrum has a uniform gap, i.e.,
inf
n6=m
|λn − λm| > 0. (3)
Then the eigenvectors form a Riesz basis on H . 
From this result, we have some easy consequences.
Remark 1.2: Under the conditions of Theorem 1.1 we
have
• Since we are counting the eigenvalues with multiplicity,
we see from (3) that all eigenvalues are simple.
• If the operator possesses a Riesz basis of eigenvectors,
then the spectrum equals the closure of the point spec-
trum. Using (3), we see that the spectrum of A, σ(A),
is pure point spectrum, and σ(A) = {λn}n∈N.
• It is easy to see that for λ ∈ ρ(A), the finite-range
operator
∑N
n=1
1
λ−λn φn converges uniformly to (λI −
A)−1. Thus under the conditions of Theorem 1.1, the
resolvent operator of A is compact, i.e., A is discrete.

If the eigenvalues do not satisfy (3), then Theorem 1.1
need not to hold. A simple counter example is given next.
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Example 1.3: Let H be a Hilbert space with orthonormal
basis {en}n∈N. Define A as
A
∑
n∈N
αnen =
∑
k∈N
(kiα2k−1 + α2k)e2k−1 + (4)
(k +
1
k
)iα2ke2k
with domain
D(A) =
{
x =
∞∑
n=1
αnen ∈ H |
∞∑
n=1
|nαn|
2 <∞
}
. (5)
Hence the operator A is block diagonal, i.e.,
A = diag
[
ki 1
0 (k + 1
k
)i
]
. (6)
Using this structure, it is easy to see that A generates a
strongly continuous group on H , and that its eigenvalues are
given by {ki, (k + 1
k
)i; k ∈ N}, with the normalized eigen-
vectors φ2k−1 = e2k−1 and φ2k = 1√k2+1 (kie2k−1 + e2k),
k ∈ N.
Since
inf
k
‖iφ2k−1 − φ2k‖ = 0
we have that the eigenvectors do not from a Riesz basis. 
If the eigenvalues have an uniform gap, then one can
associate to every eigenvalue λn the spectral projection Pn.
Wermer [16] proved the following relation between the Riesz
basis and the spectral projections..
Lemma 1.4: The (simple) normalized eigenvectors {φn}
form a Riesz basis if and only if there exists a M2 such that
for every subset J of N there holds
‖
∑
n∈J
Pn‖ ≤M2. (7)
II. FUNCTIONAL CALCULUS FOR GROUPS.
We begin by introducing some notation. Since (T (t))t∈R
is a group, there exists a ω0 and M0 such that ‖T (t)‖ ≤
M0e
ω0|t|
.
For α > 0 we define a strip parallel to the imaginary axis
by Sα := {s ∈ C | −α < Re(s) < α}.
By H∞(Sα) we denote the linear space of all functions
from Sα to C which are analytic and (uniformly) bounded
on Sα. The norm of a function in H∞(Sα) is given by
‖f‖∞ = sup
s∈Sα
|f(s)|. (8)
In Haase [7], [8] it is shown that the generator of the group,
A, has a H∞(Sα)-calculus for α > ω0. This we explain in
a little bit more detail.
Choose ω1 and ω such that ω0 < ω1 < α < ω.
Furthermore, let Γ = γ1 ⊕ γ2 with γ1 = −ω1 − ir,
γ2 = ω1 + ir, r ∈ R. For f ∈ H∞(Sα) and x ∈ D(A2) we
define
f(A)x =
1
2pii
∫
Γ
f(z)
z2 − ω2
(zI −A)−1dz · (A2 − ω2)x. (9)
For λ 6∈ Sα we have that(
1
λ− ·
)
(A)x = (λI −A)−1x
Furthermore, the operator defined in (9) extends to a bounded
operator on H , and
‖f(A)‖ ≤ c‖f‖∞, (10)
with c independent of f .
In the following lemma we show that this functional
calculus behaves like one would expect from the functional
calculus of von Neumann and Dunford.
Lemma 2.1: Let A be the infinitesimal generator of a
group and let φn be an eigenvector for the eigenvalue λn.
Then for every f ∈ H∞(Sα) there holds that
f(A)φn = f(λn)φn, n ∈ N. (11)
Proof: Since φn is an eigenvector, it is an element of D(A2)
and so we may use equation (9). Hence
f(A)φn =
1
2pii
∫
Γ
f(z)
z2 − ω2
(zI −A)−1dz · (A2 − ω2)φn
=
1
2pii
∫
Γ
f(z)
z2 − ω2
(zI −A)−1dz (λ2n − ω
2)φn
= (λ2n − ω
2)
1
2pii
∫
Γ
f(z)
z2 − ω2
(zI − λn)
−1φndz.
Since f is bounded on Sα, we see that the integrand
converges quickly to zero for |z| large. Hence we may apply
Cauchy residue theorem. The only pole within the contour
is λn, and so we obtain
f(A)φn = (λ
2
n − ω
2)
f(λn)
λ2n − ω
2
φn = f(λn)φn.
This shows equation (11).
Hence we have proved the assertion. 
III. INTERPOLATION SEQUENCES
For the proof of Theorem 1.1 we need the following
interpolation result, see [6, Theorem VII.1.1].
Theorem 3.1: Consider the sequence µn which satisfies
β1 > Re(µn) > β2 > 0 and infn6=m |µn − µm| > 0. Then
for every bounded sequence {αn}n∈N of complex numbers
there exists a function g holomorphic and bounded in the
right-half plane C+ := {s ∈ C | Re(s) > 0} such that
g(µn) = αn. (12)
Furthermore, there exists an M independent of g and
{αn}n∈N such that
sup
Re(s)>0
|g(s)| ≤M sup
n∈N
|αn|. (13)
A sequence {µn}n∈N satisfying the conditions of the
above theorem is called an interpolation sequence.
Now we have all the ingredients for the proof of Theorem
1.1.
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IV. PROOF OF THEOREM 1.1
Proof of Theorem 1.1: Let α be the positive number
defined at the beginning of Section II. We define the complex
numbers µn as
µn = λn + α n ∈ N. (14)
By the conditions on α and λn, we see that {µn}n∈N satisfies
the conditions of Theorem 3.1.
Let J be a subset of N. Since the eigenvalues satisfy
(3), we conclude by Theorem 3.1 there exists a function gJ
bounded and analytic in C+ such that
gJ(µn) =
{
1, if n ∈ J
0, if n 6∈ J.
(15)
Furthermore, see (13)
sup
s∈C+
|gJ(s)| ≤M. (16)
Given this gJ we define fJ as
fJ(s) = gJ(s+ α), s ∈ Sα. (17)
Then using the properties of gJ we have that fJ ∈ H∞(Sα),
fJ(λn) =
{
1, if n ∈ J
0, if n 6∈ J,
(18)
and there exists a M > 0 independent of fJ such that
‖fJ‖∞ ≤M. (19)
Next we identify the operator fJ(A). Combining (11) with
(18) gives
fJ(A)φn =
{
φn, if n ∈ J
0, if n 6∈ J.
Since fJ(A) is a linear operator, we obtain that
fJ(A)
(
N∑
n=1
αnφn
)
=
∑
n∈J∩{1,··· ,N}
αnφn. (20)
By assumption the span of {φn}n∈N is dense in H . Fur-
thermore, fJ(A) is a bounded operator. So we conclude that
fJ is the spectral projection associated to the spectral set
{λn | n ∈ J}.
Combining (10) with (19) we have that these spectral
projections are uniformly bounded. Since the eigenvalues are
simple, this implies that the (normalized) eigenvectors form
a Riesz basis, see [16]. 
V. CLOSING REMARKS
A natural question is the following: If A is the infinitesimal
generator of a group and A has only point spectrum with
multiplicity one, is the span over all eigenvectors dense in
H?
In general the answer to this question is negative. On page
665 of Hille and Phillips [9] one may find an example of a
generator of a group without any spectrum.
However, there are some interesting cases for which the
answer is positive. If A generates a bounded group, i.e.,
supt∈R ‖T (t)‖ < ∞, then A is similar to a skew-adjoint
operator, and so there is a complete spectral measure, see
[2], [17]. Another interesting situation is the following. Since
A generates a group, it can be written as A = A0 + Q,
where A0 generates a bounded group, and Q is a bounded
linear operator, see [7]. If A0 has only point spectrum which
satisfies (3), then by Theorem XIX.5.7 of [4] we know that
condition 1. holds for A.
When calculating the eigenvalues of a differential operator,
one normally finds that these eigenvalues are the zeros of an
entire function. If this function has its zeros in a strip parallel
to the imaginary axis, and on the boundary of this strip the
function is bounded and bounded away from zero, then its
zeros can be decomposed into finitely many interpolation
sequences, see Proposition II.1.28 of [1]. They name this
class of entire function sine type functions, but in Levin [10]
this name is restricted to a smaller class of functions. The
general case with multiple eigenvalues can be found in [18].
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