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ABSTRACT 
Upper bounds for the maximum modulus of the subdominant roots of square 
nonnegative matrices are obtained. We provide a unified approach that yields or 
improves upon most of the bounds that have been obtained so far. 
0. INTRODUCTION 
Considerable effort has been devoted by researchers in linear algebra to 
“localization of the characteristic roots of (square) matrices.” Even a partial 
list of relevant references giving a reasonable coverage of this topic would be 
too ambitious for inclusion here. We mention only [25], a paper bearing the 
above-quoted title, and the other papers in [39] (see also the lists of references 
in these papers). In particular, the special case of nonnegative matrices and, 
in particular, of stochastic matrices has been studied extensively. Of course, 
the pioneering work in this direction has been the celebrated Perron-Frobenius 
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theorem (see, [31] and [15-17]), which asserts that the spectral radius of a 
square, nonnegative matrix is an eigenvalue of that matrix (dominating the 
modulus of all other eigenvalues). Localization theorems for the remaining 
eigenvalue of such a (square, nonnegative) matrix have been the focus of 
numerous papers. 
Within the literature that concerns localization of eigenvalues of square 
nonnegative matrices, special attention has been devoted to the development 
of upper bounds on the second largest modulus of an eigenvalue of such a 
matrix. Our paper makes further contributions in this direction. Such bounds 
are important because they determine the convergence of powers of the 
corresponding matrix. We will next describe this fact in more detail. (Defini- 
tions and formal results can be found in Section 2.) First recall that if a 
square, nonnegative matrix is reducible, the set of its eigenvalues is the union 
of the sets of eigenvalues on its diagonal blocks, which are all either 
irreducible or trivial matrices consisting of a single element which is zero. 
Moreover, for an irreducible matrix, an eigenvalue different from the spectral 
radius but having the same modulus as the spectral radius exists if and only if 
the matrix is aperiodic (e.g., [48]). Th us, it suffices to restrict attention to 
matrices which are irreducible and aperiodic. Now, let P be such a matrix, 
and let p(P) denote its spectral radius. It then follows that the sequence 
p(P))“P” has a limit when N+ cc, and that the convergence of this 
sequence to its limit is geometric with rate of convergence equal to the ratio 
of the largest modulus of an eigenvalue of P to p(P). Thus, upper bounds on 
the second largest modulus of an eigenvalue of P yield bounds on the 
convergence rate of p( P)-“P” to its limit as N -+ co. 
An extensive literature survey about bounds on the second largest mod- 
ulus of eigenvalues of square, nonnegative, irreducible matrices is provided in 
the next section. The corresponding bounds mentioned in this survey will all 
be formally obtained (and in many instances improved upon) in the following 
sections. We remark that many of the approaches used to obtain such bounds 
involve complex functionals and optimization problems over complex vati- 
ables. Such developments are cumbersome for computational purposes. The 
emphasis in this paper is on the development of an approach under which the 
theory of (real) mathematical programming can be used. In particular, we 
obtain bounds which are the optimal values of optimization problems in 
which convex functions are maximized over convex sets. In some instances, 
we show how to solve these optimization problems explicitly. Our approach is 
elementary and unifies many studies that have been conducted in the area. 
The organization of the paper is as follows. Following our literature survey 
in Section 1, we summarize some formal results that concern nonnegative 
matrices in Section 2, where we also introduce notational conventions. We 
introduce functionals that are used to obtain corresponding bounds in Section 
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3. In particular, these functionals are applied to matrices which are diagonally 
similar to the given matrix and/or to the transposed matrix, yielding bounds 
on the second largest modulus of an eigenvalue of the original matrix. An 
explicit representation of some of these bounds is then given in Section 4. 
Further bounds are obtained in Section 5 by using transformations on the 
given matrix which preserve all eigenvalues of the matrix except the spectral 
radius. These bounds are then compared with those developed in Section 3. 
In particular, it is shown in Appendix C that for each given matrix there exist 
norms for which the corresponding bounds of both Section 3 and Section 5 
are arbitrarily close to the second largest modulus of an eigenvalue. Finally, 
examples are provided in Section 6, and a number of extensions of our results 
are discussed in Section 7. In particular, we show that our approach can be 
used to obtain bounds on the modulus of eigenvalues of square matrices 
which are not contained in a given specified set of such eigenvalues. 
1. A LITERATURE SURVEY 
The purpose of this section is to survey some of the bounds on the second 
largest modulus of a square, nonnegative matrix which have appeared in the 
literature. The development of our own results in the following sections does 
not rely on results that are covered by this survey. Thus, the (uninterested) 
reader can skip this section. 
Obtaining bounds on the second largest modulus of the eigenvalues of a 
square, nonnegative matrix corresponds to the identification of a disc, whose 
center is at the origin and that includes all eigenvalues of the corresponding 
matrix with the possible exception of the one having the largest modulus. The 
identification of sets which contain the corresponding eigenvalues and have a 
different geometry than that of a disc centered at the origin is, of course, of 
interest as well. There have been many studies of localization of eigenvalues 
of square nonnegative matrices which focused on the identification of such 
sets. For example, FrCchet [13,14] showed such a result for a disc whose 
center is not necessarily the origin, and Brauer [6] identified a corresponding 
ellipsoid. Other localization results which identify such sets include those of 
Dmitriev and Dynkin [lo, 111, Brauer [6], Bauer [3], Deutsch and Zenger [9], 
Zenger [51], and many others. Several of these references describe the 
corresponding sets as unions of certain subsets of the complex plane. We 
remark that some of the methods used to obtain localization results on 
eigenvalues of square nonnegative matrices and, in particular, bounds on the 
corresponding modulus were developed while obtaining localization of eigen- 
values of arbitrary square (not necessarily nonnegative) matrices. We also 
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remark that some of the results concerning localization of eigenvalues of 
square nonnegative matrices have been obtained for the special case where 
the matrix is stochastic. In this special case the spectral radius is one and 
(I,..., 1)r is a corresponding right eigenvector. 
We are now ready for the promised survey of previously obtained bounds 
on the second largest modulus of an eigenvalue of a square nonnegative 
matrix. Throughout the following discussion we refer to a given n X 12 
nonnegative matrix P whose spectral radius is p(P). To avoid trivial asser- 
tions, we will assume that the multiplicity of the eigenvalue p(P) is one. [For 
example, this is the case when P is irreducible (e.g., Proposition 2.1).] 
By the definition of the spectral radius it is clear that for every eigenvalue 
h of P 
Since we are interested in bounds on the modulus of eigenvalues of P which 
are different from p(P), better’ bounds than the one given by (1.1) are 
expected. 
It was observed by Brauer [6, Theorem 2.91 that when w is a right 
eigenvector corresponding to the eigenvalue p(P), then for every vector 
a E R”, the eigenvalues of P and P - waT coincide, except that the eigen- 
value p(P) is replaced by p(P) - aTw. (See Section 5 for further details on the 
use of such transformations on the matrix P.) It follows that for every 
eigenvalue A # p(P) of P, 
IhI G p(P - waT), (1.2) 
where p( P - waT) is the spectral radius of P - waT. Brauer [6] did not 
obtain general explicit bounds on the right-hand side of (1.2) [though he did 
compute p( P - waT) explicitly for several examples]. Seneta and Tan [43] 
also used the transformation P -+ P - waT and did obtain explicit bounds on 
the right-hand side of (1.2). 
Hoffman [22, Theorem B] used the above transformation on P for the 
specialized case where P is stochastic, with the selection of vectors a in R” 
for which either P - waT 2 0 or P - waT d 0. In these cases, p(P - war) are 
‘We say that one result that concerns localization of eigenvalues is better than another if the 
corresponding sets in which the eigenvalues have to be contained satisfy a (weak) inclusion 
relation for all corresponding matrices and strict inclusion holds for at least one matrix. Thus, a 
bound on the modulus of eigenvalues is said to he better than another if it is sinaller or equal for 
all corresponding matrices and strict inequality holds for at least one matrix. 
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easy to compute as p(P - wa)= p(P)- aTw or p(P - war)= aTw - p(P) 
respectively. Hoffman’s techniques are implicit in the examples of Brauer 
[6, p. 771; however, Hoffman’s explicit bound does not appear in [6]. 
(Hoffman’s bound was rediscovered by Brauer [7].) We next state a modified 
version of Hoffman’s result where the requirement that P be stochastic is 
replaced by the (weaker) requirement that P have a positive right eigenvec- 
tor, say w, corresponding to eigenvalue p(P). [For example, such an eigen- 
vector exists when P is irreducible (e.g., Proposition 2.1).] Now, for j = 
1 ,...,n, let 
mj~min{Pjj/wi:i=l,...,n} (1.3) 
and 
Also, let 
MjEmax{P,j/Wi:i=l,...,n}. (1.4) 
rn= irnjwj and M= gMjwj. 
j=l j=l 
(1.5) 
Hoffman’s localization result is that for every eigenvalue A # p(P) of P, 
Ihl~min{p(P)-m,M-p(P)}. (1.6) 
Weaker bounds on the modulus of an eigenvalues X # p(P) of P follow 
from (1.6). Specifically, we observe that for every nonnegative numbers a, b, 
and c with b >/ a and a -I- b > 0, one has that2 
b-u b2-u2 
min{c-u,b-c}<cb+a<c---- 
b2 + u2 ’ 
(1.7) 
Thus, we conclude from (1.6) and the above that every eigenvalue h # p(P) 
of P satisfies 
IhJSPW~ (1.8) 
‘We present a proof of (1.7). If 2c < (I + b, then C-II d c - a[2c/(a + b)] = c[(b - 
a)/(~ + b)]. Also, if 2c > u + b, then b - cd b[2c/(u + b)] - c = c[(b - ~)/(a + b)]. This 
establishes the first inequality in (1.7). Finally, the second inequality in (1.7) is straightforward. 
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and 
0.9) 
Of course, if m and M in (1.6) (1.8), and (1.9) are replaced by expressions 
m’ and M’ were m’ < m and M’ > M, then weaker bounds on the modulus of 
the corresponding eigenvalues are obtained. Hopf [23,24], Ostrowski [30], 
and Schaefer [38] obtained such (weaker) bounds. To illustrate some of their 
results let 
m*=min{mj:j=l,..., n} = min{ Pij/wi: i, j = l,..., n} (1.10) 
and 
M*=max{Mj:j=l,..., n}=max{Pij/wi:i,j=l ,..,, n}, (1.11) 
Of course, m’ = nm* < m and M’ = nM* > M. Hopf [23,24], Ostrowski [30], 
and Schaefer [38] obtained the weaker forms of (1.8), (1.9), and (1.6), 
respectively, for a stochastic matrix P, with the above m’ and M’ replacing m 
and M. The above references also include corresponding bounds for the 
general (nonstochastic) case. For those cases, the corresponding values of m’ 
( G m) and M’ ( >, M) are stated implicitly in terms of maxima of certain 
functionals. We also refer the reader to Bauer [2] for another weaker form of 
(1.8). 
Hoffman’s bound was improved by Bauer, Deutsch, and Stoer [4, p. 2351. 
It is shown in this reference that when P has a positive right eigenvector w 
corresponding to the eigenvalue p(P), every eigenvalue A # p(P) of P 
satisfies 
IhI G max 22i k wk(Pikwi-l - PjkWl?I. (1.12) 
i, j=l,...,n k=l 
(Zenger [50] refers to the above bound, when applied to stochastic matrices, 
as “the Deutsch bound.“) The fact that the bound given in (1.12) is better 
than Hoffman’s bound [given in (1.6)] was established by Zenger [50, p. 2091. 
It is also shown in [50, p. 2101 that the bound given by (1.12) is better than 
two other bounds given by Hadeler [19]. Specifically, Hadeler bounds assert 
that when P is stochastic, every eigenvalue h # p(P) ( = 1) satisfies 
max i Iqk'jr- 'irpjkl 
,..., n i=l,..., n k r=l 
(1.13) 
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and 
(1.14) 
Zenger [50, p. 2101 also shows that the bound given in (1.13) is worse than 
the bound given in (1.14). In addition, Zenger [50, p. 2101 asserts that when P 
is stochastic every eigenvalue X + p(P)( = 1) of P has 
1x1 G max 2-l P,i+Pjj-Pij-Pjj+ i lPik-Pjkl ! 
! 
(1.15) 
i,j=l,.. ,n k=l 
k#i,j 
He attributes this bound, which is clearly better than (1.12), to Deutsch and 
Zenger [91u3 
Tan [44] obtained an improvement of the bound given in (1.14). Specifi- 
cally, when P is a stochastic matrix, [44, Corollary 21 shows that 
IAl< max min F lPik - Pjkl. 
i=l,..., n j=l, ..,n k=l 
(1.16) 
Tan [44, Examples 1, 21 illustrates that the above bound is incomparable with 
the bound given in (1.12), i.e., he provides examples where (1.12) is tighter 
than (1.16) and other examples where the reverse holds. A more explicit form 
of the bound given in (1.16) will be given in Corollary 6.2. 
We next describe some further bounds on the second largest modulus of 
an eigenvalue of P, bounds which have been obtained by examining certain 
complex valued functionals on C”. These functionals are defined in terms of 
the given matrix P, but the resulting bounds are then given only implicitly in 
terms of the matrix. In particular, they are not always easy to compute. Still, 
the bounds given by (1.12) and (1.16) can be obtained by these methods. We 
remark that some of the techniques we will next describe have been devel- 
oped for arbitrary (not necessarily nonnegative) square matrices; but we will 
restrict attention here to square nonnegative matrices and describe results as 
they apply to our n x n nonnegative matrix P. 
The Toeplitz field of values of P is defined by 
(1.17) 
“We have been unable to locate the bound given in (1.15) in [9] 
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where I] ]I is the Euclidean norm over C”. Toeplitz [47] observed that this set 
contains all eigenvalues of P. Thus, for every eigenvahie A of P 
IAl< sup{ IxHPxI: llxll = 1, X E cn}. (1.18) 
Alternatively, the Bauer field of values of P with respect to a norm 
]I ]I over C” is defined by 
B,, ,,(P) = { yHPx: Y Hx = llxll = 1, y” E U, x E V}) (1.19) 
where U is the unit ball with respect to the dual norm ]I ]]o, defined by 
IIyIID= sup{ IvHxl: llxll < 1, x EC”} 
(1.20) 
(i.e., U= { y E C”: ]yHr] < 1 for every x E C” with ](x]( < 1)). It was shown 
by Bauer [l] that for every norm I( I], the set B,, ,,(P) contains all eigenvalues 
of P. This conclusion is immediate from the fact that for every right 
eigenvector x of an eigenvalue X of P (as for any x E C”) there exists an 
element y* E U with (y*)“r = ]]x]]. Thus, if ]]x]] = 1, then 
A = Xllxll = A( y*) Hi = (Y*)~Px E B,, ,,( P). (1.21) 
Of course, (1.21) assures that 
IhI < sup{ lyHPX(: yHx = ljxll= 1, y” E U, x E C”}. (1.22) 
The Bauer field of values, defined by (1.19), has been generalized by 
Bauer [3]. Specifically, the Buumfield of values of P with respect to a norm ]I 
(1 over C” and a subset S of the dual unit ball U is defined by 
B; ,,( P) = { yHPx: yHx = (IxI( = 1, yH E s, x E c”}. (1.22a) 
Of course, B,, ,,(P) = B:,,(P). Conditions on the norm )I ]I and the set S that 
guarantee that the eigenvalues of P are contained in Bf ,,(P) have been 
obtained in a number of studies (e.g., [3] and [49]). One example of such a 
condition is that for every x E C”, 
(Y*)~x = ]]y*]ID]]x]] for some y* ES. (1.23) 
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If this condition is satisfied, then (1.21) and the preceding arguments can be 
used to demonstrate that every eigenvahre X of P is in Bi ,,( I’). In particular, 
(1.22) holds, with S replacing U. An equivalent form of the condition given in 
(1.23) is that for every x E C”, 
Re(y*JHx = ll~*ll~ll4I for some y* E S. (1.24) 
(e.g., [l, Lemma (A.3)]). This latter condition was used by Bauer [3] and 
Zenger [49] to describe sets containing the eigenvalues of P. One (trivial) 
example of a proper subset of the dual unit ball that satisfies (1.23) and (1.24) 
is the boundary of the dual unit ball, i.e., the set { y E C”: ]Jy]ID = l}. Another 
such example is the set U :=l{we’: w EC, (WI= l}, where for i= l,...,n, ei 
is the unit vector in R" and where the corresponding norm is the 1, norm. 
This latter example is used in [3] to produce the Gershgorin discs (e.g., [48]). 
Further modifications of the Bauer field of values have been studied by 
Deutsch and Zenger [9]. Implicitly, their approach is based on considering a 
set S 5 C” generated by a finite set M c C", in the sense that 
S= {wy:y~M and w~C with ]o]=l}. (1.25) 
In addition, they consider a seminorm I] I] on C” which is defined by 
]]x]]=sup{JyHX]:yES}=sup{]yHX]:yEM}. (1.26) 
Evidently, S is included in the dual unit ball with respect to the seminorm 
)I I], as ]y%]] < )]x]] for every y E S. Also, for every x EC”, there exists a 
y E M with yHx = [Ix]]. In particular, we have that ](Y)~x] = ]]x]]. Moreover, 
(1.21) can be applied whenever a corresponding eigenvalue A of P has a right 
eigenvector x with ]]x]] # 0 (in which case one can assume that ]]x]] = 1). Let 
the set Bi ,,(P) be defined by (L22a). It follows that if 
yHr=O forall ycS e PX=p(P)x, (1.27) 
then (1.21) holds for every eigenvalue X # p(P) of P and corresponding right 
eigenvector X. In particular, (1.22) holds. Deutsch and Zenger consider a 
special case of a set S satisfying (1.27) which is generated by [see (1.25)] the 
set M={e’-eJ:i,j=l,..., n,ifj},wheree’,..., e”aretheunitvectors 
in R”. With the corresponding seminorm II 11 being defined through (1.26), 
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Deutsch and Zenger [9] construct sets whose union includes Bi ,,(P) and 
therefore includes every eigenvaIue X f p(P) of P. In particular, they obtain 
a bound on the right-hand side of (l-22), obtaining bounds on the modulus of 
eigenvalues of P which are different from p(P) [see (1.12) and (1.15)]. 
The main limitation of the above approaches, which use bounds of the 
form given by (1.22), is that they require the solution of a maximization 
problem over complex variables and standard techniques of mathematical 
programming are not applicable. Methods developed in this paper obtain 
expressions for the right-hand side of (1.22) in terms of real-valued optimiza- 
tion problems (e.g., Theorem 3.2). Our methods also generalize results of 
Deutsch and Zenger [9] to situations where the set S cannot be generated by 
a finite set M. 
Seneta [40] used alternative functionals over the n-dimensional complex 
vector space to bound the second largest modulus of the eigenvalues of P. 
Seneta [40] considered only stochastic matrices, though his arguments apply 
to arbitrary square, nonnegative matrices P (e.g., [41,42]). Specifically, for a 
norm (1 11 on C”, define the real-valued function p,, ,, on C” by 
where w is a right eigenvector of P corresponding to the eigenvalue p(P). 
Seneta [40, p. 5791 observed that p,, ,,(P) is a bound on the second largest 
modulus of the eigenvalues of P. His arguments are as follows. First observe 
that if A # p(P) is an eigenvalue of P, then it has a left eigenvector 
UTEClxn with jlull= 1. In particular, puTw = u’(Pw)= (u’P)w = AuTw, 
implying that uTw = 0 and therefore 
IhI = 1x1 llf-dl = IIW = IIWI 6 SUP IlxTPIl = P”ii ,,w (1.29) 
llxll G 1 
XL = 0 
XEC” 
The definition of the coefficients v,, ,,(P) is not explicit in the elements of 
the matrix P. Moreover, they are defined as a maximum of a functional over 
the complex vector space, and the standard methods of mathematical pro- 
gramming are not applicable here either. Thus, the fact that these coefficients 
are bounds on the corresponding eigenvalues seem to be of limited usefulness. 
Seneta [40,42] also considered (implicitly) a modified version of the coeffi- 
cients p,, ,,(P) where the requirement x E C” is replaced by x E R”. We 
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denote the corresponding coefficients by 7,, ,,(P). Of course 
(1.30) 
for every square nonnegative matrix P. The coefficient T,, ,,(P) is an im- 
portant subject in our paper. We will next summarize some of the previous 
results that have been obtained for these coefficients. We will use the notation 
pJP> and T,(P), 1~ p < co, for the corresponding coefficients when the 
norm )) 1) is the I, norm. Seneta [42, Section 31 showed that pL,(P) = -r,(P), 
an assertion that had been implicit in Tan [44-461. Also, Seneta [40, pp. 
583-584; 42, Section 41 established that TV is an upper bound on the 
second largest modulus of the eigenvalues of P, thereby obtaining a better 
bound than pi(P). Explicit expressions for the coefficient TV were ob- 
tained by Seneta [40,42] and Tan [45]. Corresponding expressions for T,(P) 
were obtained by Tan [44,45] and Seneta [42]. In particular, the explicit 
expression for T~( P) yields the right-hand side of (1.12), and the explicit 
expression for T,(P) yields the right-hand side of (1.16). Also, Seneta and Tan 
[43] demonstrate that TV is not easy to compute, and they obtain explicit, 
easily computable, upper bounds on TJP) (see Theorem 7.5). 
It is shown in this paper that for every norm )I )I, T,, ,,(P) is always a 
bound on the second largest modulus of the eigenvalues of P. Our proofs are 
substantially simpler than those given by Seneta [40,42] (who considers only 
the I, norm. In particular, we use a unified approach to obtain explicit 
representations of T~( P) and T~( P). 
2. PRELIMINARIES 
Let P be an n X n complex matrix. The spectrum of P will be denoted 
by (P), i.e., a(P) is the set of eigenvalues of P. It is well known that 
X E a(P) if and only if h is a root of the characteristic polynomial, namely 
det( XI - P) = 0. An eigenvalue X of P is called simple if the multiplicity of 
h as a root of the characteristic polynomial is one. The spectral radius of P, 
denoted p(P), is defined by p(P)= max{ JAI: X E u(P)}. 
We say that a matrix P is nonnegative or positive, respectively, denoted 
P > 0 or P z+ 0, if so are all the elements of P. We say that a matrix P is 
semipositive, denoted P > 0, if P > 0 and P f 0. Similar terminology and 
notation apply to vectors. An n X n nonnegative matrix is called stochastic if 
Pe=e, where e=(l)..., l)TER”. 
A square, nonnegative matrix P is called irreducible if for some integer 
N >/ 0, (N + l)- ‘(CyCOP’) >> 0. Such a matrix is called aperiodic if for some 
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integer N > 0, PN B- 0. The following results are known as the Perron- 
Frobenius theorem for square, nonnegative, irreducible matrices. 
PROPOSITION 2.1. Let P be an n x n nonnegative, irreducible matrix 
having spectral radius p. Then: 
(a) p > 0 and p E o(P). 
(b) h is a simple eigenvalue of P. 
(c) There exist positive left and right eigenvectors of P corresponding to 
eigenvalue p, i.e., for som.e positive vectors v and w in R”, 
VTP = pvT (2.1) 
and 
Pw = pw. (2.2) 
Moreover, v and w satisfying (2.1) and (2.2), respectively, are unique up to a 
scalar multiple. 
(d) The limit of (N-t l))l(C$‘=op-iP”) us N-t cc exists and 
A’ 
lim (N+l)-’ C p-‘Pi =(vTw)~‘(wvT), 
i i A’ + CO i=O 
(2.3) 
where v and w are nonzero vectors satisfying (2.1) and (2.2), respectively. 
Moreover, if P is aperiodic, then: 
(a’) (X(<p forevery AEa(P). 
(d’) The limit of ppNP N as N --* cc exists (and equals the right-hand side 
of (2.3)). 
Proof. The proof of (a) as well as the proof of (a’) (when P is aperiodic) 
can be found in [18, Vol. II, p. 531. The proof of (b) and (c) can be found in 
[5, p. 271. Next, the proof of parts (d) and (d’), namely the corresponding 
convergence of the sequences (N f l)-‘(C~&p-‘P”) and pmNPN as N + 00, 
can be found in [26, pp. 546-5471. Finally, the functional forms of the above 
limits given in (2.3) has been established by Debreu and Herstein [8, p. 6051. 
n 
Let P be a square, nonnegative, irreducible matrix having spectral radius 
p. The matrix limN+m (N + l)-r(Cj!&P”) = (vrw))‘(wvr), where u and w 
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are nonzero vectors satisfying (2.1) and (2.2) respectively, is called the 
limiting matrix of P and is denoted E(P). 
A scaling of a square matrix P is a matrix of the form D- ‘PD where D is 
a square diagonal matrix of the same order as P and has positive diagonal 
elements. The following corollary of part (c) of Proposition 2.1 shows that 
there is a scalar multiple of a scaling of a given square nonnegative irreducible 
matrix which is stochastic. 
COROLLARY 2.2. Let P be an n X n nonnegative irreducible matrix, and 
let w be the right eigenvector of P corresponding to the eigenvalue p = p(P). 
Let W be the n x n diagonal matrix whose diagonal elements are wli = wi, 
i=l >..., n. Then p-‘W- ‘PW is a stochastic matrix. 
Proof. Observing that We = w, we see that (2.2) states that PWe = pWe, 
or equivalently, p-‘W-‘PWe = e, i.e., p -‘W- ‘PW is indeed stochastic. n 
Let P be a square, nonnegative, irreducible matrix. An eigenvalue of P 
which is different from p(P) is called a subdominant eigenvalue of P. The 
maximal modulus of a subdominant eigenvalue of P is called the coefficient 
of ergodicity of P and is denoted t(P). When P is a 1 X 1 matrix, P has no 
subdominant eigenvalue [as a(P) = {p(P)}]. In this case the coefficient of 
ergodicity of P is defined to be zero. Evidently, ,$‘( P) < p(P), and in the case 
where P is aperiodic, Proposition 2.1 implies that t(P) < p(P). We remark 
that in the literature (e.g., [44,45]) one can find the use of the term 
“coefficient of ergodicity” for bounds on t(P) (as defined above) rather than 
for t(P) itself. 
The purpose of this paper is to obtain upper bounds on the coefficients of 
ergodicity of square, nonnegative, irreducible, aperiodic matrices. The interest 
in the coefficient of ergodicity of such a matrix, say P, is motivated by the 
following (well-known) result, which states that t(P) plays a major role in 
convergence properties of powers of P. 
PROPOSITION 2.3. Let P be an n x n Ilonnegative, irreducible, aperiodic 
matrix. Then 
t(P)=p[P(I-E(P))] =P[P-P(P)E(P)I 
=inf{a>O: PN-pPNE(P)=O(&‘)}. 
(2.4) 
Proof. Let p = p(P) and E = E(P). As E = lim.,, peNP” (see Prop- 
osition 2.1), we have that EP = PE = pE, E2 = E, and (I - E)’ = (I - E) 
(e.g., [26, p. 5461). 
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Wewillfirstprovethat E(P)=p[P(Z-E)] byshowingthat [a(P)\(p)] 
U (0) = u[ P(Z - E)]. Let o and w be nonzero vectors in R” satisfying (2.1) 
and (2.2), respectively. As E = (v~w)-~(w~I~), we have that Ew = 
(~~w)-~(wt?)w =(~w)-~w(~I~w)= w. A similar argument shows that vTe 
= vT. In particular, P(Z - E)w = Pw - Pw = 0, assuring that 0 E u [ P( Z - 
E)]. Next let A~a(p)\{p}. Then for some O#yeR”, Py=hy, and 
therefore hvTy = v’(Py) = (vTP)y = pvTy. As h # p, we conclude that oTy 
=O, implying that Ey=(vTw)-‘(wvT)y=(vTw)-‘w(vTy)=O. Hence, [P(Z 
- E)] y = Py - PEy = hy - 0 = Xy, implying that h E u[P(Z - E)]. Next, let 
h E u[P(Z - E)], where A # 0. Then for some 0 # x E C”, xTP(Z - E) = Ax’. 
It follows that hxTw = xTP(Z - E)w = xTP(to - w) = 0, and therefore, as 
X # 0, xTw = 0. This assures that x is not a nonzero multiple of v and 
therefore A # p. We also conclude that xTE = xT(vTw)- ‘(wvT) = 
(v~w)~~(x~w)v~ = 0. Hence, xTP = xTP - xTEP = xTP - xTPE = xT[P(Z - 
E)] = hxT, implying that X E u(P). Thus, h E [u(P) \ { p }] U { 0)) completing 
the proof of the first equality in (2.4). 
We next prove that 
p[P(Z-E)] =inf{a>O:PN-$E=O(aN)}. (2.5) 
First observe that the commutativity of P and E coupled with the fact that 
(Z-E)2=Z-EimpliesthatforN=1,2,... 
[P(Z-E)]N=PN(Z-E)=PN-PNE=PN-pNE. (2.6) 
It follows that for a> 0, PN- pNE = O(aN) if and only if [P(Z - E)]“= 
0( a”), or equivalently, lim, _ o. [a ~ ‘P( Z - E)] N = 0. The latter convergence 
is known to be equivalent to the condition p[a-‘P(Z - E)] < 1 (e.g., [48, p. 
13]), or equivalently, to the assertion that u > p[ P(Z - E)]. This immediately 
implies (2.5). 
We finally observe that P(Z - E) = P - PE = P - PE, immediately imply- 
ing that p [ P( Z - E)] = p( P - pE) and thereby completing our proof. n 
3. FUNCTIONAL BOUNDS ON COEFFICIENTS OF ERGODICITY 
In this section we obtain functional bounds on the coefficients of ergodic- 
ity of square, nonnegative, irreducible matrices, generalizing results of Tan 
[44-461 and Seneta [40-421. Each of these bounds depends on the selection 
of a norm on R”. 
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Throughout this section let P be an n X n nonnegative, irreducible matrix 
having spectral radius p. Let w E R” be a positive right eigenvector of P 
corresponding to the eigenvalue p. For .a norm )I 1) defined on R”, we define 
the coefficient r,, ,,( P) by4 
Evidently, the maximum in (3.1) is not taken over the empty set, and this 
maximum is attained. Also, as P has a unique (up to a scalar multiple) right 
eigenvector of P corresponding to p, the above definition is independent of 
the selection of the (positive) eigenvector w. We next observe that if xTw = 0 
for x E R”, then (x~P)w = x’(Pw) = pxTw = 0. Thus, the coefficient r,, ,,(P) 
is the operator norm of the operator defined on the real normed linear space 
{ rT E RIXn: xTw = 0} by xT + xTP. A set containing the coefficient T,, ,,(P) 
which resembles the Bauer field of values [defined in (1.19) and discussed 
thereafter] is given in Appendix B. Examples illustrating the dependence of 
r,, ,,(P) on the norm (( (( are given in Section 6. 
For a norm (1 (1 defined on C”, we define the coefficient p,, ,,(P), 
analogously to (3.1), by 
PII ,,P) = ,,qy IlzTPIl. 0 Q (3.2) 
A straightforward argument [included in the introduction following (1.26)J 
shows that for every norm ]I )I defined on Cn, t(P) < p,, ,,(P) (see also [40, p. 
5791 and [45,46]). We next show that we also have that for every norm (1 (( 
defined on R”, t(P) < T,, ,,(P). This fact was established under the 1, norm 
for stochastic matrices by Seneta [40, pp. 583-5841 and for nonnegative, 
irreducible matrices by Seneta [41,42]. Also, under the I, norm, the above 
fact was established by Tan [44,45] f or stochastic matrices and their trans- 
poses, and by Seneta [42] for nonnegative, irreducible matrices. 
THEOREM 3.1. Let P be an n x n nonnegative, irreducible matrix, and 
let I( 1) be a norm on R”. Then 
'We apply a norm 11 11, formally defined on R” or C”, to elements in RIXn and Clx”, 
respectively, by having llyll = IIyTIJ f or a corresponding row vector y. 
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Proof. We will construct a norm 111 I]( on C” whose restriction to R” is 
(( (1 and for which r,, ,,(P) = p,,, ,,,(P). Thus, (3.3) will follow from the straight- 
forward fact [e.g., (1.27)] that t(P)< p,,, ,,,(P). Consider the functional 
)l) ))l defined on C” by JJJzJJJ = maxB E R{ I](cos 8)r - (sin 8)ylI}, where .z = x + 
iy and x and y are vectors in R” (i.e., x and y are the real part and the 
imaginary part of the vector z). Evidently, the functional ]I] I]] is a norm on 
C”, and the restriction of I]) I]] to R” coincides with (1 )I (e.g., [37, p. 2611). 
Let z E C” satisfy z*w = 0. Then x*w = y*w = 0 for (the unique) vectors x 
and y in R” for which z = x + iy. In particular, for every (3 E R, [(cos B)xr - 
(sin 19)yr]w = 0, implying that [(cos 8)~~ - (sin B)yr]P < ]](cos 8)~~ - 
(sin~hfll[~,, ,,(P)l. Thus 
lll~*Plll = IIIx*P + iy*Plll = ?Ek { I/(COS B)x*P - (sine)y*P [I} 
implying that P,,, ,,,(P) < 7,, ,,(P). Since the reverse inequality is immediate, 
we conclude that p,,, ,,,( P) = T,, ,,( P), completing our proof. n 
_ 
The proof of Theorem 3.1 is based on the construction of a norm ))I I)/ on 
C” which is an extension of the given norm 1) 1) defined on R”. This extension 
has the property that for every operator T defined on a (real linear) subspace 
X of R”, the extension of T to the set {x + iy : x, y E X } defined by 
x + iy + TX + iTy has the same operator norm as does T. It is easy to see that 
this latter property does not hold for every extension of the norm I( I( to C”. 
(A different extension method than ours which does have the above property 
is used by Rickart [32, Theorem 1.3.11.) We note that when the extension 
used in the proof of Theorem 3.1 is applied to the 1, norm on R”, it yields 
the 1, norm on C”. Thus, our proof of Theorem 3.1 implies that the r and p 
coefficients with respect to the 1, norm on R” and C”, respectively, 
coincide. This latter fact was observed by Seneta [41,42]. For 1~ p < co, our 
extension of the 1, norm on R” does not coincide with the 1, norm on C”. In 
particular, the corresponding r and p coefficients need not coincide. Of 
course, if ]I] (I) is any extension to C” of a norm I] )I on R”, then r,, ,,(P)< 
p ,,, ,,,( P ) for every corresponding matrix P. Thus, T,, ,,( P) is, in general, a 
tighter bound on t(P) than is p ,,, ,,,(P). Another advantage of the 7 coeffi- 
cients is that they are computable as the optimal values of a real (nonlinear) 
optimization problem. In particular, explicit expressions for r,, ,,(P) in terms 
of the elements of the matrix P when the norm I] I] is either the I, or the I, 
norm are given in Section 6. 
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It is shown in Appendix C that the bounds on &I’) given in (3.3) can be 
made arbitrarily tight by a selection of the corresponding norm (in a way 
which is dependent on the given matrix). 
We next consider some simple properties of the r coefficients. These 
properties were established for stochastic matrices and their transposes by 
Seneta [40] and Tan [44-461. 
LEMMA 3.2. Let P be an n x n semipositive irreducible matrix, and let 
11 11 beanomnofR”. lfPisaperiodicandr,s=O,l,..., then 
71, ,(P”“>~ [T,, P’)][T,, ,,P)]~ (3.4 
Also, in general (without assuming that P is aperiodic), r,, ,,(P) = 0 if and 
only if rank P = 1, in which ca.se P = p(P)E(P). 
Proof, Let w be a positive right eigenvector of P corresponding to the 
eigenvalue p = p(P). We note that if P is aperiodic, then for c~ = 1,2,. . . , Pq 
is irreducible, having spectral radius pq and w is a corresponding right 
eigenvector. Let r, s = 0, 1,. . . . For x E R” satisfying xTw = 0 we have that 
xTPrw = prxTw = 0, implying that (Ix~P~+~(( = (((xTP’)Ps(I < IlxTP’II[~,, ,,(P”)] 
G ~Ix[[[T,, ,,(Pr)][~,, ,,(P”)]. Taking the maximum over x E R” for which ]]x]l < I 
and xTw = 0 yields (3.4). 
Next observe that r,, ,,( P) = 0 if and only if xTP = 0 whenever xTw = 0. 
Evidently, this happens if and only if each row of P is a scalar multiple of w, 
i.e., P = wbT for some vector b E R”. Of course, as P # 0, necessarily b # 0. 
This proves that rank P = 1 whenever r,, ,,( P) = 0. Alternatively, if rank P = 1, 
then for some nonzero vectors a and b in R”, P = abT. It follows that every 
right eigenvector of P is a scalar multiple of a; in particular, so is w. Thus, 
without loss of generality, one can select a = 20, implying that r,, ,,( P) = 0. 
We finally observe that if P = wbT for some 0 # b E R”, then pw = Pw = 
w(bTw), implying that bTw = p. Thus, as bTP = (bTw)bT = pbT, Proposition 
2.1 implies that E(P)=(bTw)-‘(wbT)=p-‘P. n 
We next obtain a tight approximation of the coefficient of ergodicity in 
terms of the r coefficients of powers of the given matrix. The result appears 
in Tan [45] for stochastic matrices and their transposes under the 1, norm. 
Also, for such matrices, the corresponding result for the p coefficients appears 
in Tan [46] for arbitrary norms (over Cn). Finally, Seneta [42] established the 
result for arbitrary square, nonnegative, irreducible matrices under restrictive 
conditions on the norm. Our proof uses arguments from Tan [41-431. 
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THEOREM 3.3. Let P be an n x n nonnegative, irreducible, aperiodic 
matrix, and let I( (( be a norm on R”. Then the Zimit of [T,, ,,(Pk)]ljk as 
k -+ 00 exists and 
(3.5) 
Proof. The existence of the limit of [T,, ,,(Pk)]l/k as k + CC and the 
second equality in (3.5) follow directly from (3.4) and well-known conver- 
gence properties of sequences satisfying the functional inequality f( r + s) < 
f(r)f(s) (e.g., [27, P. 271). 
Let k be a positive integer. Since P is aperiodic, Pk is irreducible (and 
aperiodic). Also, as a(Pk)= {hk: X E a(P)}, we have that &Pk)= [5(P)Ik. 
Thus, by Theorem 3.1, t(P) = inf, [&Pk)]l/k 4 infk [T,, ,,(Pk)]l/k. We next 
show that t(P)> hmk+m [T,, ,,(P )] k ‘jk Our proof of Theorem 3.1 shows the . 
existence of a norm 111 11 w K coincides with 11 11 on R”. Now, let 21 and w h’ h 
be positive left and right eigenvectors of P corresponding to the eigenvalue 
p = p(P), and let E be the limiting matrix of P. Proposition 2.1 shows that 
E = (u’w)-‘(~0~). It follows that for every x E R” satisfying xTw = 0, we 
have that xTE=O, and therefore, for k=I,2,..., xTPk=xT(Pk--‘E)= 
xT [ P(I - E)] k, the last equality following from (2.6). We conclude that 
(3.6) 
where we use the notation ))I )I) to denote the corresponding operator norm of 
a matrix (i.e., for Q E CnXn, ljlQll\ = { IllxTQlll: lllxlll < 1, x E C”}). It is well 
known (e.g., [12, p. 5671) that for every Q E Cnx” the limit, as k -+ 03, of 
lllOklll”k exists and p(P) = lim, _ o. lllQklll’/k. Applying this fact to Q = P(I 
- E), we conclude from (2.4) and (3.6) that 
t(P) = PD[P(Z - E)] = :\mrn I(([P(z - E)l ‘/ll”‘a :Lmm [T,, (P~)]~‘~~ 
compIeting the proof of (3.5). n 
We conclude this section with the development of bounds on the coeffi- 
cients of ergodicity from corresponding bounds of matrices having the same 
SUBDOMINANT EIGENVALUES 63 
spectrum as the given matrix, namely scalings of the given matrix and their 
transposes. 
Throughout the rest of this section let 11 11 be a norm on R”, and let D be 
an n x n diagonal matrix having positive diagonal elements. Evidently, 
D-‘PD is nonnegative and irreducible. We define the coefficient ‘T,?,,(P) by 
Of course, 7,; ,,(P) = 7,, ,,(P). Examples illustrating the dependence of r,p,,(P) 
on D are gien in Section 6. 
As the spectrum of a matrix is preserved under similarity transformations, 
we have that a(P) = a( D-‘PD). In particular, ((I’) = [(D -‘PD). Also, 
Theorem 3.1 implies that [( D-‘PD) < T,, ,,( D-‘PD) = ~,p,,( P). Thus, we have 
that 
We next obtain a representation of T&(P) in terms of the matrix P 
(rather than D-‘PD). Let w be a positive right eigenvector of P correspond- 
ing to the eigenvalue p. Observing that D- ‘UI is a positive right eigenvector 
of D- ‘PD corresponding to eigenvalue p( D- ‘PD) = p, we conclude that 
f,,(P) = max (jxrD-‘PDII. 
llxll d 1 
(3.9) 
xTD-‘w = 0 
XER” 
In particular, if W is the diagonal matrix having Wii = wi for i = 1,. . . , n, we 
have that W-‘w = e, and (3.9) becomes 
qp) = ,,;yl ll~TW-‘fwI. 
xTe = 0 XER” 
(3.10) 
Appendix A demonstrates computational advantages of the expression on the 
right-hand side of (3.10) over the (more general) expressions on the right-hand 
sides of (3.9) and (3.1). 
We next observe that every coefficient T,?,,(P) can be expressed as a 
corresponding coefficient of any given scaling of P. Specifically, let F be any 
n X n diagonal matrix having positive diagonal elements. As 
(F~‘D)-‘(F-‘PF)(F-‘PF)(F~lD)= D-‘PD, we have that 
T,&(P) = T,;~~~(F-~PF). (3.11) 
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In particular, let S = p ‘W- ‘PW, where W is as in the previous paragraph. 
Then (see Corollary 2.2) S is stochastic, and (3.11), with F = W, and the 
homogeneity of T,, ,,( .) imply that 
There is no general computational advantage in this representation of ~,p,,( P). 
We next show that the coefficients T,?,,(P) can be viewed as the coeffi- 
cients defined by (3.1) with respect to the matrix P itself (rather than 
D-iPD) and a norm which is obtained by scaling the norm 1) 1). Specifically, 
define the functional I( 11 D on R” by 
IIW = PII* (3.13) 
Evidently, )I II o is a norm on R”, and 
711 p(P) = ma llfpllD = mm IWW 
IIYIP B 1 IlDYllG 1 
y%i = 0 y7w = 0 
ysR” yf%R” 
(3.14) 
where the third equality follows from a change of variable x = Dy and the last 
equality follows from (3.9). 
We finally observe that, as cr( P) = u(PT), we have that 5(P) = t( P“) and 
therefore (3.8) implies that 
[(P) = W’> G $,,PT)’ (3.15) 
Examples illustrating that, in general, T,&(P) and ~,p,,( PT) do not necessarily 
coincide are given in Section 6. We remark that ~,f,,( PT) has a representation 
in terms of P (rather than PT). Specifically, let vT be a positive left 
eigenvector of P corresponding to the eigenvalue p. Then 
7,P,,(PT) = ,,;yI IlDf’D-‘~11. 
nTDy = 0 
yen” 
(3.16) 
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4. EXPLICIT FORMS OF THE FUNCTIONAL BOUNDS ON 
COEFFICIENTS OF ERGODICITY CORRESPONDING 
TO THE I, AND Z, NORMS 
Let P be an n X n nonnegative irreducible matrix, and let D be an n X n 
diagonal matrix having positive diagonal elements. For 1 < p < cc, we will use 
the notation T,D(P) and T,(P) for $,(P) and 7,, ,,(P), respectively, when the 
norm (( (1 is the 1, norm. This section contains explicit representations for 
these coefficients when the corresponding norms are the 1, and Z, norms. 
The maximization problems given in (3.1) and (3.9), whose optimal values 
give T,, ,,( P) and ~,p,,( P), are maximization problems of convex functions over 
convex sets. Hence, the corresponding maxima are attained at extreme points. 
In particular, when the unit ball under the corresponding norm is a convex 
polyhedron, there are only finitely many such extreme points. Thus, by 
characterizing these (finitely many) extreme points, one can compute the 
corresponding maxima by enumeration involving a finite number of function 
evaluations. 
The characterization of the extreme points of the corresponding sets under 
the 1, and I, norms was obtained by Rothblum [35] and is included in 
Appendix A. In particular, under the I, norm there are n( n - 1) correspond- 
ing extreme points. The evaluation of the corresponding objective function at 
each extreme point requires O(n) operations. Hence, the enumeration of the 
extreme points yields an 0( n3) algorithm for computing 7iD( P). The number 
of corresponding extreme points under the 1, norm is of the order of 2”. 
Thus, enumeration is not an efficient method to calculate the corresponding 
maxima under the E, norm. Still, we do show that 7,“(P) can be computed 
by solving n maximization problems with a linear objective over the intersec- 
tion of the 1, unit ball with a hyperplane. Further results of Rothblum [35], 
also included in Appendix A, show how to solve each of these problems 
explicitly with an O(n) algorithm, yielding an 0( n2) algorithm for computing 
%%V. 
Our results generalize results of Seneta [40] and Tan [44,45], who 
consider stochastic matrices and their transposes with the I, and I, norms, 
where the diagonal matrix is the identity, and results of Seneta [41,42], who 
considers square nonnegative irreducible matrices with the I, norm and with 
the diagonal matrix being the identity. 
We start with the explicit representation the coefficients ~p( .). 
THEOREM 4.1. Let P be an n x n nonnegative, irreducible matrix, and 
let D be an n x n diagonal matrix having diagonal elements d, = Dii > 0, 
i=l ,..., n. Also, let w be a positive right eigenvector of P corresponding to 
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the eigenvalue p = p(P). Then, if n > 1, 
TP(P)= max (djwi + d,Wj)e’( CdkJtUjPik- WiPjkl). (4.1) 
i,j=l ,...,n 
i#j 
k 
Proof. Consider the function h defined on R” by h(x) = IlxTD-‘PDII1. 
BY W), 7p(P) = m=,,, h(x), where C = {x E R”: llxlli < 1, xTDplw = 0). 
As the function h is (clearly) convex and C is convex and compact, we 
conclude that the maximum of h over C is attained at an extreme point of C. 
Hence, Theorem A.1 of Appendix A, with u = D- ‘w, implies that 
q(P)= rGaCh(2)= max 
i,j=l,...,n 
h[(ui + uj)-‘(uje’ - u,ej)]. (4.2) 
i#j 
Substituting the explicit form of u and the function h into (4.2), we conclude 
that 
= max 
i, j=l,. .,n I/( 
d;‘w, + dj’Wj) ‘( dr I ‘wje’DplPD - d;‘wiejDp’PD) (I1 
i#j 
= max 
i,j=l,...,n 
( d,iq + djiWj) -l i 
~ld;‘wjd;‘Pi,d, - d;‘widJ’Pjkdkl 
i#j 
k 
= max (djwi + diwj) -‘j~dklWjPik - WiPj,(). n (4.3) 
i,j=l ,...,n k 
i#j 
COROLLARY 4.2. Let P be an n X n nonnegative, irreducible matrix, and 
let w be a positive right eigenvector of P corresponding to the 
p = p(P). Then, if n 2 1, 
dP) = ma 
i,j=l,...,n 
(Wi+Wj)-’ zIWjPik-WiPjkl 
i k 
i+j 
eigenvalue 
(4.4) 
Also, if W is the n x n diagonal matrix with Wii = wi for i = 1,. . . , n, then 
71W( P) = max (2wiwj)-‘( CwklwjPi,-- wiPjki) (4.5) 
i,j=l ,...,n k 
i+j 
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Proof. The conclusion of (4.4) and (4.5) follows directly from (4.1) by 
substituting, respectively, D = I and D = W in (4.1). n 
Before developing the representation of the corresponding coefficients 
under the I, norm, we introduce some additional notation. For a positive 
vector u E R”, define the function M” : R” + R by 
M"(u) = max xTu. (4.6) 
PIL Q 1 
mPu = 0 
XER” 
Theorem A.3 of Appendix A suggests a simple method for computing values 
of these functions. Specifically, for a E R”, let i(l), . . . , i(n) be a permutation 
of the indices 1,. . . , n such that 
‘i(l) ‘i(2) U,(n) 
- >, - 2 . . . > - 
ui(l) ui(2) Ui(n) * 
(4.7) 
Let k* be the smallest integer in { 1,. . . , n } with 2X;: l~iCPj > Cy= l~i, and let 
(4.8) 
Then, Theorem A.3 shows that an optimal solution to the optimization 
problem (4.6) is given by the vector x* defined by 
I 
1 if i=i(p) forp=I,...,k*-I, 
XT = y if i=i(k*), (4.9) 
- 1 if i=l(p) forp=k*+l,...,n. 
In particular, 
k* - 1 
MU(a)= c ai(p)+yui(k*)- i ‘i(p)’ 
p=l p=k*+l 
(4.10) 
One can compute M”(u) by sorting the n numbers { ai /ui : 1 = 1,. . . , n } 
and then computing i(k*) and the right-hand side of (4.10). The computa- 
tional effort involved in this procedure is of the order of 0( n log n) (see 
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Knuth [28, Vol. 31). Evidently, the computation of the right-hand side of (4.6) 
and the corresponding optimizer can be executed by O(n) additions and 
multiplications once i( k*) is identified as well as the relation (bigger, equal, or 
smaller) of ai/ui to u~(~*)/z+(~*) for each i = 1,. . . , n. It is shown by 
Rothblum [35, Appendix] that the identification of i(k*) and the correspond- 
ing partitioning of { 1,. . . , n } (known as the weighted-median problem) can 
be done with O(n) comparisons. Thus, the total computational effort to 
compute the right-hand side of (4.10) can be reduced to O(n). 
When the vector u equals e = (1,. . . , l)T E R”, the above expression 
simplifies. Specifically, we have that k* is the smallest integer larger than 
n/2, usually denoted [n/21. In this case we have that y = 1 if n is even and 
y = 0 if n is odd. Thus, for n even we have that 
n/2 
M”(a)= C ai(p)- 5 ui(p), 
p=l p=n/2+1 
(4.11) 
and for n odd we have that 
M”(u)= C ‘i(p)- C ai(p)* 
p=l p=(n+3)/2 
(4.12) 
Let p be the median of a, i.e., p = u,(~~), where m = 1 n/2]. It follows from 
(4.12) (e.g., [35, Corollary 4.51) that M”(u) has an alternative expression 
given by 
n 
M”(u)= c la,-pi. (4.13) 
i=l 
Haviv [20] has used the above expression for developing bounds on approxi- 
mations of the stationary distributions of stochastic matrices. 
THEOREM 4.3. Let P be an n x n nonnegative, irreducible matrix, and 
let D be un n x n diagonal matrix having diagonal elements d i E Dii > 0, 
i=l ,...> n. Also, let w be a positive right eigenvector of P corresponding to 
the eigenvulue p = p(P). Let u = D-‘w and Q = D- ‘PD. Also, for j = 
1 >..., n, let Qj be the jth column of Q. Then 
‘L’(P) = j =~a 
1. .,n 
M”( Qj)* (4.14) 
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Proof Let C = {x E Rn: ]]x]]~ < 1, xru = O}. It follows from (3.9) that 
r,D(P)=max,,c ]JxTQJJoc. Hence, by a (straightforward) exchange of the 
order of maximizations and the observation that for every a E PI”, 
max ,,clxTal = max,,, xTu, we conclude that 
r,“(P)=ma ma 
r6C j=l,...,n 
IxTQj(=r=~~ max(xTQj(= J=~~ iMu( n 
,...,!I XEC . ..,n 
COROLLARY 4.4. Let P be an n x n nonnegative, irreducible matrix, and 
let w be a positive right eigenvector of P corresponding to the eigenvalue 
p-p(P). Also, for j = l,..., n, let Pi be the j th column of P. Then 
To(P> = max Mw(Pj) 
j=l ,...,?I 
(4.15) 
Also, if W is the n x n diagonal matrix with wi = wi for i = 1,. . . , n, and if 
for j = 1,. . . , n, Tj is the j th column of T = W-‘PW, then 
T,“(p) = j =y” 
, ,n 
M'(Tj>* (4.16) 
Proof The conclusions of (4.15) and (4.16) follow directly from (4.14) by 
substituting, respectively, D = 1 and D = W. n 
5. BOUNDS ON THE COEFFICIENTS OF ERGODICITY OBTAINED 
THROUGH TRANSFORMATION ON THE GIVEN MATRIX 
In this section we obtain bounds on the coefficients of ergodicity of 
square, nonnegative, irreducible matrices by transforming the given matrix 
into a matrix whose spectrum coincides with that of the original matrix, 
except (possibly) for the spectral radius, which might be replaced by another 
eigenvalue. Thus, bounds on the spectral radius of the transformed matrix 
result in bounds on the coefficient of ergodicity of the original matrix. In 
particular, we show that these bounds are weaker than corresponding bounds 
obtained in Section 3. However, the new bounds have sometimes the ad- 
vantage of being easier to compute. The transformations we apply were used 
by Brauer [6] and Hoffman [22] and are implicit in the work of Seneta and 
Tan [43]. 
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THEOREM 5.1 (Brauer [6, p. 761). Let P be an n X n nonnegative, 
irreducible matrix, and let w be a positive right eigenvector of P correspond- 
ing to the eigenvalue p = p(P). Also, let a E R”. Then 
(5.1) 
Proof. If A # p is an eigenvalue of P having a corresponding left 
eigenvector z, then h.z’w = (z’P)w = z’(Pw) = pz’w, implying that zTw = 
0. Hence, zT(P - war) = A.z’ - (zTw)aT = XzT, assuring that h E a(P - 
waT). Also, (P - waT)w = (p - aTw)w, assuring that p - aTw E a( P - waT). 
This proves that [a(P) \ { p }] u { p - aTw } c u( P - waT). To see the reverse 
inclusion we assume that h E u(P - waT), where h z p - aTw, and we will 
show that A E u(P) \ { p }. Let .z be a left eigenvector of P - waz corre- 
sponding to the eigenvalue h. Then n’(P - waT) = AzT, implying that 
(p - aTw - h)zTw = zT(P - waT)w - XzTw = 0. As h # p - a’w, we con- 
clude that zTw = 0, and therefore zTP = .zT(P - waT) = XzT, i.e., A E u(P). 
To see that h # p, observe that if X = p, then z must be proportional to w, in 
which case zTw # 0, completing our proof. n 
COROLLARY 5.2. Let P be an n X n nonnegative, irreducible matrix, and 
let w be a positive eigenvector of P corresponding to the eigenvalue p = p(P). 
Also, let a E R”. Then 
[(P) < P(P - waTh (5.2) 
andifa’w=p then 
(5.3) 
In particular, (5.3) holds for a = Pw/IIwIIg= pw/llwlli and for a = 
PT~/I141~. 
COROLLARY 5.3 (Hoffman [22]). Let P be an n X n nonnegative, irre- 
ducible matrix, and let w be a positive eigenvector of P corresponding to 
eigenvaluep=p(P). For~=l,...,nletmj=min{w~~‘P,j:i==l,...,n} and 
Mj=max{w;‘P,j:i=l,...,n}. Then 
5(P)GPCp)- 2 “jmj 
j=l 
(5.4) 
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t(P)& 5 wj”j-P(P)* (5.5) 
j=1 
Proof Let a =(m,,..., m,)T. It follows that P - waT 3 0. Let A be the 
spectral radius of P - waT, and uT a semipositive left eigenvector of P - waT 
corresponding to this eigenvalue. Then uT(P - war) = huT, implying that 
puTw - uTwaTw = uTPw - uTwaTw = uT(P - waT)w = XuTw. As uTw > 0, 
we conclude that p - aTw = A, i.e., p(P - war) = h = p(P)- Clzlwjmj, 
and (5.4) follows directly from (5.2). Finally, (5.5) follows from the observa- 
tionthatwitha=(M,,..., M,)T, waT - P > 0 and similar arguments. m 
Let P,w,m, ,..., m, and M, ,..., M, be as in Corollary 5.3. Our proof of 
Corollary 5.3 uses (5.2) and the fact that if a E R” is selected so that 
P - war > 0, then p(P - waT) equals p(P) - aTw. Evidently, the best bound 
on t(P) derived in this way is obtained by selecting a = (m,, . . . , m,)T. 
Similarly, the best bound derived by selecting a vector a in R” for which 
waT - P >, 0, in which case p(waT - I’) = aTw - p(P), is obtained by select- 
ing a=(M,,..., M,)T. 
We next use operator norms as bounds on spectral radii to obtain bounds 
on coefficients of ergodicity via Corollary 5.2. We first need some further 
definitions. For a norm ]I 11 on R”, there corresponds a matrix norm, for 
which we also use the notation ]I I], defined by l]B]j s max{ rTB: ]]xl] < 1, 
XER”}~~~BER”~“. The Frobenius norm of a matrix B E Rnx” is defined 
by lIR]lr=(C;=iX~=iRij) * ’ ‘1’ The next lemma states that these functionals 
provide upper bounds on the spectral radii of the corresponding matrices. 
LEMMA 5.4. Let b be an n X n real matrix, and let II II be a nurm on R”. 
Then 
P(B) G 11~11~ (5.6) 
Moreover, with 11 II2 the l, norm on R”, 
P(B) =G II% G IIBIIP (5.7) 
Proof. The proof of Theorem 3.1 shows that there exists a norm 111 (11 on 
C” which coincides with 11 )I on R” such that lllBl/l = max{ lllzTBlll: /lIzIll G 1, 
z E Cn} = llB]l (cf. Rickart [32, Theorem 1.3.11). Thus (5.6) follows from the 
easily verified fact that p(B) < 111 Bill. Next observe that the first inequality of 
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(5.7) follows directly from (5.6). Finally, the Cauchy-Schwartz inequality 
shows that for x E R” with llrllz = 1 
immediately implying that IIBl12 < IIBIIF. n 
THEOREM 5.5. Let P be an n x n nonnegative, irreducible matrix, and 
let w be a positive right eigenvector of P corresponding to the eigenvalue 
p = p(P). Let (( I( be a norm on R”, and let a E R”. Then 
t(P) G 711 ,&P> d IV - wa’ll. (5.8) 
Moreover, 
E(P) G TV G IIP - wa?‘l12 G IIP - wa’ll~, (5.9) 
and the right-hand side of (5.9) is minimized by selecting a = PTw/II w\l z. 
Proof. The first inequality of (5.8) follows from Theorem 3.1, and the 
second follows from the fact that for x E R” satisfying llx\l < 1 and xTw = 0, 
we have that IlxTPI( = IlxT(P - waT)II < IIP - waTII. Next observe that the 
first two inequalities of (5.9) follow from (5.8) and the last follows from 
Lemma 5.4. Finally, observe that IIP - waTjlt =C;=,E~=,(P,j - w,aj)2. It is 
easily seen that for each j = 1,. . . , n, the quadratic form Cy= i( P, j - w,a j)2 is 
uniquely minimized by selecting a j = (C~=,W,P~~)/(C:=~W~) = (PTw/ll wIJ~)~. 
n 
It is shown in Appendix C that the bounds on .$( P ) given by II P - war11 
can be made arbitrarily tight by a selection of the vector a and the norm I( (/ 
(in a way which is dependent on the given matrix P). Theorem 5.5 shows 
that the bound of t(P) given by (I P - waTllF is minimized by selecting a 
= P7w/llw//~. We recall that Corollary 5.2 shows that the bound of t(P) 
given by p( P - waT) is minimized by this vector as well as the (possibly 
different) vector Pw/ljwlli, 
Let P be an n X n, nonnegative, irreducible matrix, and let w be a 
positive right eigenvector of P corresponding to the eigenvalue p(P). We 
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define the Frobenius coefficient of P, denoted rF(P), by rF(P) = 11 P - 
(~~TP/ll~ll;)ll~~ Th eorem 5.5 shows that this coefficient is a bound on the 
coefficient of ergodicity of P. 
Theorem 5.5 shows that the right-hand side of (5.8) yields a weaker bound 
on the coefficient of ergodicity of the underlying matrix than corresponding 
bounds obtained in Section 3. However, when evaluating the usefulness of a 
given bound, one has to take into consideration the computational effort 
required to determine it. Specifically, for many norms it is easier to compute 
IIP - watts than it is to compute r,, ,,(P). For example, this is the case for the 
I, norms. In particular, it is very easy to compute T~( P), whereas no general 
closed form exists for the (better) bound r2( P) (e.g., [43]). 
We finally remark that bounds on coefficients of ergodicity can be 
obtained by computing the bounds developed in this section for scalings of 
the given matrix and their transposes (see the end of Section 3). In particular, 
examples in Section 6 demonstrate that rF( P) and T~( PT) need not coincide. 
6. EXAMPLES 
In this section we provide examples of the computation of the coefficients 
that bound the coefficient of ergodicity of a given square, nonnegative, 
irreducible matrix. These examples demonstrate that the different methods 
introduced in the preceding sections do not necessarily produce identical 
bounds. In particular, the examples demonstrate that different selections of 
the norm I] )I and the (diagonal) matrix D can result in different coefficients 
r,, ,,( DD ). The examples also demonstrate that corresponding coefficients of a 
matrix need not coincide with those of its transpose (see Section 5). Of course, 
for every symmetric matrix the corresponding coefficients of the matrix and 
its transpose do coincide. 
EXAMPLE 6.1. Let 0 
P=2 I 
1 0 
5 0 3 4. 1 0 
The eigenvalues of P are 0, - 2, and 7, and w = (1,7, 3)T is a (positive) right 
eigenvector of P corresponding to the eigenvalue p(P) = 7. In particular, 
t(P) = 2. It follows from the results of Section 4 [Corollaries 4.2 and 4.4, and 
(4.13)] that 
ri(P)=max{l,O,$) =$=2.4 
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and 
T,(P)=max{f,$,q} =?=2.2857. 
Also. as 
-14 l4 -28 
p_ W(WTP) - 
llwllf 
=5g_l i 20 20 40 
- 42 42 - 84 
we have that 
Q.(P) = 59-‘di4i% = 2.0169. 
We conclude from Lemma 5.4 and the above that 
%(P)f %(P)<&(P)<Ti(P). 
Next observe that 2) = (2, 7,4)T is a (positive) right eigenvector of PT 
corresponding to the eigenvalue p(P) = p(PT) = 7. It also follows from the 
results of Section 4 [Corollaries 4.2 and 4.4, and (4.13)] that 
and 
Also, as 
pT_ ‘bTp) -= 
II4122 
69-l 
[ -  20 814 - 40 5628 - 42 6084
we gave that 
rF( P’) = 69-‘h&i% = 2.0144. 
~i(P~)=rnax{4,0,%} =%=2.1818 
r,(P’)=max{$,~-,~} =?=2.5714. 
We conclude from Lemma 4.4 and the above that 
Tz(P’) G 7F(PT) < Ti( P’) < T,( P’). 
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In particular, we conclude that different norms produce different coefficients 
and one cannot assert that, given two norms, one can select one which will 
always produce better coefficients than the other. We also observe that 
ri(Pr) < ri(P) and r,(Pr) > T,(P); thus, under the 1, norm PT produces a 
better (i.e., lower) coefficient than P, whereas the reverse holds under the E, 
norm. 
Next, let 
We observe that 
D,‘PD, = D,-‘PTD, = 
and Dc’w = D; ‘0 = (1, 1, l)T. It now follows from the results of Section 4 
[Corollaries 4.2 and 4.4, and (4.13)] that 
~pl(P) = 7P2(PT) = max{2,2,0} = 2 
and 
~,“1(P)=7~2(P)=max{$,2,~} =2. 
In particular, we see that the scalings of the matrix and its transpose resulted 
in the same matrix. Moreover, the resulting coefficients of this (scaled) matrix, 
corresponding to the 1, and I, norms, were reduced to the best (i.e., lowest) 
possible value, namely t(P). 
EXAMPLE 6.2. Let 
12 6 6 
P= [ 3 3 88 18. 1  
The eigenvalues of P are - 6, 5 and 24, and w = (1, 1, l)T is a (positive) right 
eigenvector corresponding to the eigenvalue p(P) = 24. In particular, t(P) = 
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6. It follows from the results of Section 4 [Corollaries 4.2 and 4.4, and (4.13)] 
that 
71(P)=max{12,10,8} =12 
and 
7,(P) = max{9,5,12} = 12. 
Also, by using the methods of Seneta and Tan [43, Section 2; Section 4, 
second example] we have that 
T~( P) = 11.36. 
Also, as 
p_‘“bTP) 
IlwlG 
=3-l -14 22 1 > 1 7 -8 
we have that 
7#) = 3-‘+0Bz = 11.66. 
We conclude that 
%W < %(P) < dP) = %0>. 
Next observe that 0 = 95- ‘(768,576,936)’ is a (positive) right eigenvec- 
tor of PT corresponding to the eigenvalue p(P) = p(PT) = 24. Corresponding 
calculations that we omit (e.g., the second example in [43, Section 41) show 
that 
q(P) = 11.15, 
T,( P’) = 14.12, 
and 
T&‘~) = 11.38. 
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We conclude that 
T1(PT) < #‘) < T,(P’). 
In particular, the order (from lowest to largest) of the bounds corresponding 
to the I,, 2,, and 2, norms under I” is a shuffle of the order of the 
corresponding bounds under P. 
7. EXTENSIONS 
In this section we demonstrate that the methods developed in the 
preceding sections can be used to obtain bounds on the modulus of eigenval- 
ues of a given square matrix which are not included in a given subset of 
eigenvalues. The preceding sections considered such bounds on the eigenval- 
ues of a square, nonnegative, irreducible matrix which are different from its 
spectral radius. In particular, the excluded set consisted of a single eigenvalue 
which was known to be simple. The following brief discussion illustrates how 
the conclusions of the preceding sections can be generalized to situations 
where more than a single eigenvalue is excluded and the excluded eigenvalues 
are not necessarily simple. We have not used the more general framework so 
far because it is more complicated and does not provide interesting computa- 
tional methods. 
Let B be an n X n real matrix, and let W be a real rr X m matrix. For a 
norm (1 11 on R”, we define the coefficients r,, ,,(B, W) by 
Of course, the dependence of these functionals on W is only through the 
subspace spanned by the columns of W. Also, if A is a set of eigenvalues of 
B, we define the coefficient t-“(B) by 
(7.2) 
The next results generalize Theorems 3.1 and 3.3 by establishing a bound 
on c”(B). 
THEOREM 7.1. Let B be an n X n real matrix, let A be a set of real 
eigenvalues of B, and let W be an n X m matrix whose columns are right 
78 URIEL G. ROTHBLUM AND CHOON PENG TAN 
eigenvectors of B corresponding to eigenvalues in A. Also, let 1) I( be a norm 
on R”. Then 
t”(B) G 711 ,,(B, W>. n (7.3) 
We say that an eigenvalue X of a square matrix B has geometric 
multiplicity one if (B - hI)% = 0 for x E C” implies that (B - hl)r = 0. 
THEOREM 7.2. Let B be an n x n real matrix, let A be a set of real 
eigenvalues of B all of which have geometric multiplicity one, and let W be 
an n x m matrix whose columns span the set of tight eigenvectors of B 
corresponding to the eigenvalues in A. Also, let (1 1) be a rwrrn on R”. Then 
the limit of [r,K,(Bk)]‘/k a.s k --* 03 exists and 
t”(B) = >irnm [$‘,(B~)]“~= i;f [$(Bk)]l’k. (74 
Proof. We only explain the modifications of the arguments used in 
Section 3 which are needed to establish Theorem 7.2. The assumptions of 
Theorem 7.2 imply (e.g., [33] and [34]) the existence of a matrix E for which 
EB=BE=p(B)E, E’=E, o[B(Z\E)]=[a(B)\R}U{O}, and where 
r*W = 0 if and only if x*E = 0. In particular, for k = 1,2,. . . , we have 
B( Z - E)k = Bk - p( B)kE and t(B) = p[ B(I - E)]. The arguments of Lemma 
3.2 and Theorem 3.3 can now be used to complete the proof of Theorem 7.2. 
m 
We next note that the use of the corresponding coefficients with respect 
to scalings of a given matrix and their transposed matrices apply to our 
general context. 
The explicit representation of the corresponding coefficients under the 1, 
and 1, norms (see Section 4) are complicated when the matrix W has more 
than one column. Such representations require the explicit solution of optimi- 
zation problems where, for p = 1 and p = co, the function mapping x E R” 
into jlx*P~j, is maximized over the intersection of the 1, unit ball with the 
intersection of finitely many hyperplanes. When W has a single column, the 
corresponding optimization problems can be solved explicitly by using results 
from [35] (which are included in the Appendix), and Theorems 4.1 and 4.3 
can be generalized by replacing (4.1) and (4.4) with 
dB~bd)= i,jFy n(d~IW,I+dilwjI) el(CdkIWjBik - WiBjkI) 
1 .> k 
i#j 
(7.5) 
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and 
T,“@,(W))= j =y,F, nM”(Qj)a (7.6) 
respectively, where Qj is the jth column of Q = D-lBD, j = 1,. . . , n. Of 
course, there are corresponding generalizations of Corollaries 4.2 and 4.4. 
We next observe that the results of Section 5 can be generalized to 
situations where more than a single eigenvector of the matrix is given. 
Specifically we get the following generalizations of Theorems 5.1 and 5.5. 
THEOREM 7.3. Let B be a square matrix, let A be a set of eigenvalues of 
B all of which have geometric multiplicity one, and let W be an n X m real 
matrix whose columns form a basis of the set of right eigenvectors of B 
corresponding to the eigenvalues in the set A. Also, let DA be the m X m 
diagonal matrix whose i th element, i = 1,. . . , m, is the eigenvalue of i th 
column of W, and let A be an n x m real matrix. Then 
a(B-WAr)= [.(B)\A]ua(D*-ArW). 
Proof. We only show that u( D A - ATW) c a(B - WAT), as the remain- 
ing parts of the proof follow from the arguments used in the proof of Theorem 
5.1 in a straightforward manner. First observe that B W = WD ‘, assuring that 
(B - WAr)W = W(D” - ArW). Now, if h E u(D* - ArW), then for some 
complex vector u # 0, (D” - ATW)u = hu, assuring that (B - WAT)Wu = 
W(D“ - ATW)u = hWu. As the columns of W are linearly independent, we 
conclude that Wu # 0, and therefore A E u(B - WAT). 8 
We remark that the modification of Theorem 5.1 given above (in Theorem 
7.3) can be further extended by removing the assumption that the geometric 
multiplicity of the eigenvalues in A is one and considering generalized 
eigenvectors of the matrix B. 
THEOREM 7.4. Let B be a square matrix, let A be a set of real 
eigenvalues of P, and let W be an n x m real matrix whose columns span the 
set of right eigenvectors of B corresponding to eigenvalues in A. Also, let 1) 1) 
be a norm on R”, and let A be an n x m real matrix. Then 
[“(B)q ,,(B,W)<llB-WATll- (7.7) 
Moreover, 
t”(B) < T~(B, W> 6 IIB - WATII, G IIB - WArlI,a (7.8) 
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and the right-hand side of (9.14) is minimized by selecting 
AT= WTB 
IIWZ, *
(7.9) 
We conclude this section with the remark that corresponding extensions of 
our results can be developed by allowing the corresponding matrices, eigen- 
values, and eigenvectors to be complex, rather than real with norms defined 
over C”. We did not state these generahzations explicitly, since they are not 
useful for any computational methods. 
APPENDIX A 
The purpose of this appendix is to summarize results from [35] concerning 
the characterization of the extreme points of the intersections of the 1, and I, 
unit ball with a hyperplane and the explicit solution of corresponding 
optimization problems on these sets. 
Before presenting the promised results, we introduce some notation. Let n 
be a fixed positive integer. For a set S c { 1,. . . , n }, let es denote the vector 
in R” defined by (es),=1 for iES and (es),=0 for iE{l,...,n}\S. 
Evidently, if the set S consists of a single element j, we have that e” is the 
jth unit vector in R”, which is typically denoted ej, i.e., e(j) = ej. Finally, 
for p = 1 and p = cc, let 1) Jlp denote the 1, norm on R”. 
THEOREM A.1 (Rothblum [35, Theorem 3.11. Let 0 # u E R”, and let 
%? = { x E R” : (IxIJ1 < 1, xTu = o} . (A.11 
Then V is a compact cowex set. Also, if n = 1 then V = {0}, and if n > 1 
then the set of extreme points of W is the set 
]ui]+ ]uj] # 0, and i # j>. (A.21 
THEOREM A.2 (Rothblum [35, Theorem 4.1)]. Let u E R” and let 
v = {x E R”: IIXII, d 1, xTu = 0). (A.3) 
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Then % is a compact convex set. 
the set 9 = FI U Fo, where 
Moreover, the set of extreme points of V is 
Fl= eS+pek-eS':O#Sc {l,..., n}, kES, 
i 
-2<fi<O and Cui+/3uk- C ui=O, 
iES iES’ 
where p=O if u,=O , 
i (A.4) 
and 
I 
0 if kui=O, 
go = i=l 
{ -et',. ,3”)} if i ui # 0. 
i=l 
(A-5) 
THEOREM A.3 (Rothblum [35, Theorem 4.31). Let u E R” be a semiposi- 
tive vector, and let a be an arbitrary vector in R” with 
_>_-_ . . . >a” a1 a2 
Ul u2 % ’ 
where a/O is defined to be + co if a > 0 and 
optimization problem 
Then an optimal solution to (A.7) is the vector 
x* = e{l,....k-l) +yek _ e{k+ 
- 00 if a < 0. Consider the 
64.6) 
(A.71 
. nl 64.8) 
whereke {l,..., n } is the smallest integer with 2Cf;=,ui > C:,lui and where 
/ n k \ 
y=l+ cui-2cui up. 
\ ! 
(A.91 
i=l i=l 
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Moreover, if {i = 1,. . . , n : ui = a, = 0} = 0 and if the inequalities in 
(A.6) are strict whenever the corresponding terms are finite, then the vector 
x* defined above is the unique optimal solution of (A.7). 
APPENDIX B 
Let P be an n X n nonnegative irreducible matrix having spectral radius 
p, let w be a right eigenvector corresponding to the eigenvalue p, and let 11 11 
be a norm on R”. We next identify a set which contains the coefficient 
Tll II(P). 
We first observe that T,, ,,(P) = jlyTPll for some y E R” with yrw = 0 and 
((yI( < 1. Also, by the Hahn-Banach theorem (e.g., [29, Corollary 2, p. 1121) 
there exists a vector x E R” with IlyTPII = yTPx where sup{ Iurzr I: u E R”, 
IJu)j < 1) = 1. Thus 
711 ,,(P> E {Y%: Y, x E R”, llvll G 1, IIxIID= 1, and I(yTPII = yTPx}, 
(B.1) 
where II Iln is the dual norm of II II defined by IIxIID= max{u’x: u E R”, 
II uII < l}. The set on the right-hand side of (B.l) resembles the Bauer field of 
values [defined in (1.19) and discussed thereafter]. Of course, a major 
difference between the two sets is that the set t,, ,,( P) consists of real elements 
whereas B,, ,,( P) consists of complex elements. 
APPENDIX C 
The purpose of this appendix is to demonstrate that for a given square, 
nonnegative, irreducible matrix P, one can select a norm I( II over R” for 
which the corresponding bounds developed in Sections 3 and 5 are arbitrarily 
close to t(P). 
THEOREM C. 1. Let P be an n x n nonnegative, in-educible matrix, let w 
and v be positive right and left eigenvectors of P respectively, corresponding 
to the eigenvalue p = p(P), and let E > 0. Then there exists a norm )I 1) on R” 
such that for a = pv/vTw, 
711 ,,(P) G IlP - waTll f S(P)+E, (C.1) 
where the matrix norm of a matrix B E Rnx” defined by ((B(I = 
max{ IITBII: llxll < 1, x E R”}. 
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Proof. Let a = pw/((w((& let J be the Jordan matrix of B = P - wa“, 
and let U be a nonsingular n X n matrix for which U(P - waT)UP1 = J. In 
particular, for i = 1,. . . , n, we have Jij=O for j~{l,..., n}\{i,i+l}, 
Jii E u(B), and _Il,,+l E (0, l}. As p - a’w = 0, we have from Theorem 5.1 
that o(B)= [a(P)\{p}]U{O}. In particular, for every h E a(B), IhI <t(P). 
Define the norm 11 jIE on C” by IIxII’= /lD’Vxll, for x EC”, where D’ is the 
Nan diagonalmatrixhaving(D’),,=ePi foriE{l,...,n}andwhere 11 Ilm 
is the I, norm on C”. Evidently, II IIF is a norm on R”. We recall the 
well-known fact that for every matrix A E CnXn, 
zr~n IIA4, = 
II-llm d1 
i =y,T,n j$LIAijl* 
Using this fact, we conclude that for x E R” 
II(P - waT)xl[E= IID’U(P - way-‘(D’) -‘D’uxJ~, 
z.z 
i i~~,~,n(lJijl+El~i,i+ll))llxll’ 
< 1 , i=~HX,,,(IJ,il+E))llrllf~ [E(P)+EIIIXIIE~ 
implying that (IPT - uwTJIE < t(P)+ E. The inequality T,, ,,e(PT) 6 
IIPT- awTIJp follows from Theorem 5.5 and the rest follows through by 
symmetry. n 
The following example shows that, in general, one cannot identify a norm 
on R” for which the bounds on t(P) given in Theorem 3.1 and 5.5 give an 
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equality. Let 
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2 
P=l i 
2 2 
3 2. 
0 3 3 I 
Then a(P)= {1,6}, and 1 is an eigenvalue of P having index 2. In particular, 
(1, 1,l)r is a positive right eigenvector of P corresponding to eigenvalue 
p(P)=6. Wewillnextshowthatforeverynorm ]I ]]onR3, r,, ,,(P)>l=t(P). 
Assume that I] ]I is a norm on R3 for which r,, ,,(P)< 1. Let u = (1, - 1,O)r 
and 2) = (O,l, - 1)r. Then uTP = uT, vTP = vT + uT, and vTw = uTw = 0. In 
particular, for 12 = 1,2,. . . , wehave[vT+(n-l)UT]P=vT+nUT and [uT+ 
(n - l)u’]w = 0, implying that ]]vT + nap]] < ]JvT+(n - l)uTlj[~,, ,,(P)] < 
]]vT + (n - l)u?‘]]. A simple inductive argument now shows that for n = 
1,2,..., we have (1-o + nu(( d ](v((, implying that ((u(( = lim. _ m(]u + n-1oo(( d 
lim * _Jn-iv]] = 0. Th’ is contradicts the fact that u # 0, and therefore proves 
that for every norm I] I/ on R”, r,, ,,(P) > 1 = t(P). In particular, Theorem 5.5 
implies that for every vector a E R3 and norm ]I ]I on R3, IIP - waTll B 
711 ,,(P> “c(P). 
We are indebted to Hans Schneider for very helpful discussions concern- 
ing the results of this paper. In particular, he referred us to numerous papers 
that discuss bounds on the subdominant eigenvalues. We would also like to 
thank Emeric Deutsch and an anonymous referee for refting us to the books 
by Schaeffer and Rickart which include results concerning the extension of 
norms f;om R” to C”. Finally, we would like to thank Moshe Haviv for many 
helpful comments on an earlier version of the paper. 
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