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Abstract
A typical neuroimaging study will produce a 3D brain statistic image that sum-
marises the evidence for activation during the experiment. However, for practical
reasons those images are rarely published; instead, authors only report the (x,y,z)
locations of local maxima in the statistic image. Neuroimaging meta-analyses use
these foci from multiple studies to find areas of consistent activation across the hu-
man brain. However, current methods in the field do not account for study-specific
characteristics. Therefore, we propose a fully Bayesian model based on log-Gaussian
Cox processes that allows for the inclusion of study-specific variables. We present an
efficient MCMC scheme based on the Hamiltonian Monte Carlo algorithm to simu-
late draws from the posterior. Computational time is significantly reduced through
a parallel implementation using a graphical processing unit card. We evaluate the
method on both simulated and real data.
1 Introduction
Functional magnetic resonance imaging (fMRI) has experienced an explosive growth over
the past two decades, leading to significant advances in our understanding of human brain
function (Raichle, 2003). The objective of an fMRI study is to identify the neural correlates
of a physical, mental, or perceptual process. During the experiment, participants are asked
to perform a series of tasks, such as viewing images or reading text, while the MRI device
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measures changes in the Blood Oxygenation Level Dependent (BOLD) signal, a surrogate
for neuronal activity. A series of 3D volumes of BOLD measurements are collected for
each participant and at each voxel (volume element) a hierarchical multi-subject time
series model is fit. The ultimate result of this process is a statistic image that assesses the
evidence for a change in the BOLD signal induced by the task. For more details on the
statistical analysis of fMRI data see Lindquist (2008) or Poldrack et al. (2011).
While fMRI is now a standard tool, the importance of the findings can be undermined
by the inherent limitations of a single fMRI experiment. In particular, there are three
facets of fMRI experiments that put the quality of the results into question. First, fMRI
studies suffer from low power. The typical sample size of an fMRI study is small, with
the majority of experiments using less than 20 participants (Carp, 2012). For example, a
recent meta-analysis of emotions found a median sample size of 13 (Lindquist et al., 2012).
Such small sample sizes limit power and surely result in Type II errors. Furthermore,
Type I errors are also prevalent (Wager et al., 2009), as a result of searching for significant
effects over thousands of voxels. While methods exist to correct multiplicity, sometimes
they either are not applied or are applied inappropriately. Finally, fMRI experiments suffer
from low reliability (Raemaekers et al., 2007); that is, an individual examined under the
same experimental conditions may give different results on two different sessions.
For all these reasons, there has been a growing interest in meta-analysis of functional
neuroimaging studies. A meta-analysis can increase power by combining the available
information across studies, hence separating the consistent findings from those occurring
by chance. In fMRI there are two broad approaches for meta-analysis. When the full
statistical images are available, that is effect sizes and associated standard errors for all
voxels in the brain, an Intensity-Based Meta-Analysis (IBMA) can proceed by means of
standard meta-analytic mathods (see Hartung et al. (2008) for an overview). However,
these statistic images (200,000+ voxels) traditionally have not been shared by authors.
Instead, researchers only publish the x, y, z brain atlas coordinates of the local maxima
in significant regions of the statistic image. We call these coordinates the foci (singular
focus). When only foci are available then a Coordinate-Based Meta-Analysis (CBMA) is
conducted. As can be expected, the transition from full images to the lists of foci involves a
heavy loss of information (Salimi-Khorshidi et al., 2009). However, since the vast majority
of researchers rarely provide the full images, CBMA constitutes the main approach for
fMRI meta-analysis.
Most work in the field is focused on the so-called kernel-based methods such as Activa-
tion Likelihood Estimation (Turkeltaub et al., 2002; Eickhoff et al., 2012, ALE), Multilevel
Kernel Density Analysis (Wager et al., 2004, 2007, MKDA) and Signed Differential Map-
ping (Radua and Mataix-Cols, 2009; Radua et al., 2012, SDM). Briefly, these methods
construct a statistic map as the convolution of the foci1 with 3D spatial kernels. Areas
1Precisely, this is a convolution of a Dirac delta function located at each foci with a given kernel.
2
of the map with large values suggest brain regions of consistent activation across studies.
For statistical inference, the map is thresholded by reference to a Monte Carlo distribution
under the null hypothesis of uniform spatial foci allocation. Kernel-based methods are not
based on an explicit probabilistic model and hence often lack interpretability. Moreover, for
some methods it is difficult to obtain standard errors and hence only p-values are reported
for each voxel. Recently, some model-based methods were proposed to address the limita-
tions of kernel-based methods, such as the Bayesian Hierarchical Independent Cox Cluster
Process model of Kang et al. (2011) and the Bayesian Nonparametric Binary Regression
model of Yue et al. (2012). However, none of these methods account for study-specific
characteristics in the meta-analysis.
In this work we propose a Bayesian spatial point process model, an extension of the log-
Gaussian Cox process model (Møller et al., 1998) that can include study specific character-
istics as explanatory variables, thus introducing the notion of meta-regression (Greenland,
1994) to CBMA. Meta-regression is an important facet of meta-analysis, especially when
there is appreciable heterogeneity among the studies. For example, in a review of 241 fMRI
studies, Carp observed 223 different analytical strategies. It is therefore essential to explore
the effect that study characteristics have on the analyses outcomes, as well as to identify
which of the outcomes replicate regardless of the analytical pipelines. Further, our method
takes advantage of some recent advances in parallel computing hardware, specifically the
use of graphical processing units (GPUs).
The remainder of this manuscript is organised as follows. In Section 2 we outline the
details of our model and describe the approximations required for posterior inferences. In
Section 3 we describe the Hamiltonian Monte Carlo algorithm used for simulating samples
from the posterior distribution of our model parameters. In Sections 4 and 5 we apply
the model to simulated and real data respectively. In Section 6 we conclude and set some
possible directions for future work.
2 Model specifications
Suppose that there are a total number of I studies in the meta analysis and that each
study i comes with a point pattern xi, a set of foci xij ∈ B ⊂ R3, where B is the support
of the analysis, usually set from a standard atlas of the brain, and j = 1, . . . , ni, where ni
is the number of foci in a study. Additionally, suppose that for each point pattern there is
a set of K study specific characteristics, {zik}Kk=1.
We will assume that each point pattern xi is the realisation of a Cox point process Xi
defined on B, driven by a random intensity λi(·). We can then model the intensity function
at each point ξ ∈ B as:
log λi(ξ) = β0(ξ) +
K∑
k=1
βk(ξ)zik, (1)
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where β0 is the baseline intensity parameter, and the βk are the regression coefficients.
Equation (1) defines a spatial log-linear model over the brain. Foci are more likely to
occur in regions of the brain with high intensity values whereas we expect almost no foci
in regions as the intensity approaches zero. The exact rates are given by the properties
of a Cox process. In particular, given λi(·), the expected number of foci in any bounded
B ⊆ B is a Poisson random variable with mean ∫
B
λi(ξ)dξ (Møller and Waagepetersen,
2004).
In practice we expect that some covariates will have a global (homogenous) effect.
Therefore, we split the covariates into the K∗ ≤ K that have a local effect and K − K∗
that have a global effect:
log λi(ξ) =
K∗∑
k=0
βk(ξ)zik +
K∑
k=K∗+1
βkzik, (2)
where zi0 = 1 for all i = 1, . . . , I.
A Bayesian model is defined with prior distributions on model parameters, here the
functional parameters βk(·), k = 0, . . . , K∗, and scalar parameters βk, k = K∗ + 1, . . . , K.
A natural way to proceed is to assume that βk(·) are realisations of Gaussian processes
and that the βk have normal distributions. That way, the right hand side of Equation (2)
is also a Gaussian process, and each point process is a log-Gaussian Cox process (LGCP)
(Møller et al., 1998). We will assume an isotropic, power exponential correlation structure,
that is for points ξ, ξ′ ∈ B we have:
Cor (β(ξ),β(ξ′)) = exp
{−ρk||ξ − ξ′||δk}, (3)
for k = 1, . . . , K∗, where ρk > 0 are the correlation decay parameters and δk > 0 are the
smoothness parameters. The same correlation structure was used by Møller et al. (1998)
and Møller and Waagepetersen (2003) in the context of LGCPs. Of course, one could
consider alternative correlation structures such as the Mate´rn covariance function (see for
example Rasmussen and Williams (2005)).
The log-Gaussian Cox process is a flexible model for spatial point data that can account
for aggregation (Møller et al., 1998; Møller and Waagepetersen, 2007) or even repulsion
between points (Illian et al., 2012a) and has therefore found applications in several fields
such as disease mapping (Benes et al., 2002; Liang et al., 2009) and ecology (Møller and
Waagepetersen, 2003; Illian et al., 2012b).
By the definition of a Cox process, Xi is a Poisson point process on B conditional on
λi(·) (Møller and Waagepetersen, 2004). The density (Radon-Nikodym derivative) of this
4
point process with respect to the unit rate Poisson process is:
pi (xi | λi) = exp
{
|B| −
∫
B
λi(ξ)dξ
} ∏
xij∈xi
λi(xij), (4)
for i = 1, . . . , I, with |B| denoting the volume of the brain. We can view pi (xi | λi) as the
density of the sampling distribution of the data; if we further assume independent studies,
then we obtain the likelihood for the model as:
L
(
{βk(·)}K
∗
k=0 , {βk}Kk=K∗+1
)
=
I∏
i=1
pi (xi | λi), (5)
where λi is as defined in Equation (2). Inference can be then achieved through the posterior
distribution of the model which is given, up to a normalising constant, by:
pi
(
{βk(·)}K
∗
k=0 , {βk}Kk=K∗+1 | {xi}Ii=1
)
∝ L
(
{βk(·)}K
∗
k=0 , {βk}Kk=K∗+1
)
K∗∏
i=1
pi(βk(·))
K∏
k=K∗+1
pi(βk), (6)
where pi(βk(·)) and pi(βk) are the priors on the functional and scalar parameters, respec-
tively. We discuss the priors below in Section 2.1.
2.1 Posterior approximation
Calculation of the posterior in Equation (6) requires the evaluation of the infinite di-
mensional Gaussian processes βk (·), k = 0, . . . , K∗, which we approximate with a finite
dimensional distribution. Following Møller et al. (1998) and Benes et al. (2002), we con-
sider the discretisation of the 3D volume with a regular rectangular grid W ⊃ B. We use
V cubic cells (i.e. voxels) in W with volume A = a3, where a is the length of the side. In
neuroimaging, analysis with 2mm3 cubic voxels is typical, leading to a box-shaper grid of
about 1 million voxels, of which about 200,000 are in the brain or cerebellum. Note that
for simplicity, we consider both grey matter and white matter voxels in our implementa-
tions. Voxels are indexed v = 1, . . . , V , and the coordinate of v is the location of the center
νv ∈ R3.
For any k = 0, . . . , K∗, the Gaussian process βk(·) can be now approximated with a
step function which is constant within each voxel v and equal to the value of βk(·) at the
location of the center, i.e. βk(νv). Waagepetersen (2004) shows that the accuracy of this
approximation improves as a goes to zero. By definition, βk = [βk(ν1), . . . , βk(νV )] are
multivariate Gaussian vectors. We parametrise βk as:
βk = µk + σkR
1/2
k γk, (7)
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where µk are the overall (scalar) means, σk are the marginal standard deviations, Rk are
the V ×V correlation matrices with elements (Rk)ij = exp
{−ρk||νi,νj||δk}, and γk are the
a priori NV (0, IV ) vectors, k = 0, . . . , K∗. The same parametrisation is used by Møller
et al. (1998), Christensen and Waagepetersen (2002) and is advocated by Christensen
et al. (2006) because it allows for computationally efficient posterior simulations. For
the purposes of this work we will only consider the case where δk = 2 i.e. the Gaussian
correlation function. This choice may seem rather simplistic but is justified by the sparsity
of points in CBMA data and ubiquitous use of Gaussian smoothing kernels in neuroimaging
data analysis.
Priors for the V -vectors γk are induced by the parametrisation of Equation (7). For
the remaining parameters we will assume weekly informative priors: µk ∼ N (0, 108),
σk ∼ N (0, 108), βk ∼ N (0, 108) and ρk ∼ Uni [0, 100]2.
Once the latent Gaussian processes are approximated, one can also approximate λi
with a step function as before. The intensities at the center of each voxel are given by:
λi = exp
{
K∗∑
k=0
(
µk + σkR
1/2
k γk
)
zik +
K∑
i=K∗+1
βkzik
}
, (8)
where λi is the V -vector, the discretised intensity. We will write λiv = (λi)v for the v-
element of study i’s intensity, and note we require zi0 = 1 to capture the mean effect. The
approximated posterior is:
pi
(
θ | {xi}Ii=1
)
∝
I∏
i=1
[
exp
{
−
∑
v
Avλiv
}
ni∏
j=1
λiv(xij)
]
pi(θ), (9)
where θ =
{
{µk}K
∗
k=1 , {σk}K
∗
k=1 , {ρk}K
∗
k=1 , {γk}K
∗
k=1 , {βk}Kk=K∗+1
}
, Av takes on the value A
when νv ∈ B and 0 otherwise, v(xij) is the index of the voxel containing xij, and pi(θ) is
the joint prior distribution of the parameters. The posterior distribution in Equation (9) is
still analytically intractable due to the presence of an unknown normalising constant and
thus we need to resort to Monte Carlo simulation or approximation techniques to obtain
samples from it.
3 Sampling algorithm details
Bayesian methodology for inference on LGCPs can be broadly divided into two main cat-
egories: simulation based approximations of the posterior such as Markov Chain Monte
Carlo (Møller et al., 1998) and elliptical slice sampling (Murray et al., 2010), and deter-
ministic approximations to the posterior such as integrated nested Laplace approximations
(Illian et al., 2012a; Simpson et al., 2016, INLA) and variational Bayes (Jaakkola and Jor-
2This prior may not be uninformative for applications with a different scale of distances
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dan, 2000). In a recent study, Taylor and Diggle (2014) compare the Metropolis-adjusted
Langevin (MALA) algorithm with INLA and find that both methods give similar results.
In our application, we choose to use simulation based methods because application on our
3D problem is more straightforward.
Of course, building an algorithm for such high-dimensional problem is non-trivial. Giro-
lami and Calderhead (2011) showed that of all possible strategies, their Riemann Manifold
Hamiltonian Monte Carlo (RMHMC) sampler is the computationally most efficient for
LGCPs in a 2D setting. Unfortunately, application in this problem (3D setting) is pro-
hibitive as it would require the inversion of a huge V × V matrix. Therefore, we choose
to use the standard Hamiltonian Monte Carlo (Duane et al., 1987; Neal, 2011, HMC)
algorithm which Girolami and Calderhead (2011) found to be the second most efficient.
HMC initially appeared in the physics literature by Duane et al. (1987) under the
name Hybrid Monte Carlo, and later emerged into statistics literature by Neal (2011).
HMC emulates the evolution of a particle system which is characterised by its position
(q) and momentum (p) over time. In our case, q will be the parameter vector of interest
θ and p will be introduced artificially from a Nd(0,M) distribution, with d being the
dimensionality of the problem and M the mass matrix. The dynamics of the system are
described by a set of differential equations, known as Hamilton’s equations.
HMC alternates between moves for the position vector θ and the momentum vector
p based on Hamilton’s equations. If the solutions of the equations can be found analyt-
ically then moves will be deterministic; if not, numerical integration is required and an
acceptance/rejection step must be performed to account for integration error. Integration
is done in fictitious time L, where  is the stepsize and L is the number of steps. Typically
the leapfrog integrator is employed, which for L = 1 and starting at time t is performed as
(Neal, 2011):
p
(
t+

2
)
= p (t) +

2
∇θ log pi
(
θ(t) | {xi}Ii=1
)
θ (t+ ) = θ (t) + M−1p
(
t+

2
)
(10)
p (t+ ) = p
(
t+

2
)
+

2
∇θ log pi
(
θ(t+ ) | {xi}Ii=1
)
.
Overall, if the method is applied correctly, it will produce a time-reversible Markov
chain that has the desired distribution pi
(
θ | {xi}Ii=1
)
as its stationary distribution. As we
show in Appendix A, gradient expressions are available in closed form for all model parame-
ters including correlation parameters ρk. We therefore choose to update all {µk, σk, ρk,γk}K
∗
k=0
and {βk}Kk=K∗+1 jointly with HMC. The solutions to Hamilton’s equations are not available
analytically so we need to use the Leapfrog integrator and include an accept/reject step
at the end of it.
The procedure requires the specification of a stepsize  and a total number of leapfrog
steps L. Hoffman and Gelman (2014) show how tuning can be achieved automatically but
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when we applied this method to our problem running time was increased substantially.
Therefore we use an alternative approach to tune these parameters. The stepsize is auto-
matically adjusted during the burn-in phase of the HMC to give an overall acceptance rate
close to the 65% suggested by Neal (2011). In particular, if t is the stepsize at iteration
t and qt1 is the acceptance rate over the past t1 iterations, then every t2 iterations we
calculate the new stepsize ′t as:
′t =

0.9t qt1 < 0.60
t 0.60 ≤ qt1 ≤ 0.70
1.1t qt1 > 0.70
. (11)
Specifically we use t1 = 100 and t2 = 10 A similar approach is empoyed by Marshall
and Roberts (2012) for MALA. The latter (number of leapfrog steps), is always fixed to
L = 50. We took this approach because we found that, for our LGCP application, the
mixing properties of the algorithm scale linearly with L but also with the total number
of HMC iterations. Hence one can use a relatively large L and few iterations or relatively
smaller L and more iterations, the total computation time staying relatively constant.
The last tuning parameter in the HMC algorithm is the variance-covariance matrix of
the zero mean normal momentum parameters, M. To our knowledge, there is only limited
off the shelf methodology on how to adjust M. As a starting place we set M = I. Neal
(1996) suggests that if an estimate of the posterior variance Σˆθ is available then a good
practice is to set M = Σˆ
−1
θ . In principle, Σˆθ can be estimated during the burn-in phase of
HMC but in practice this is not possible due to the dimensionality of the problem. In our
simulations, we found that the mean posterior variance of the elements of the γk was higher
compared to the scalar parameters, followed by βk or σk and then ρk. Especially for the ρk
the scale is typically much smaller compared to the other parameters in our applications
and so we use 100 × ρk instead of ρk. After the reparametrisation we found that setting
the mass for parameters of γk, βk, σk and ρk equal to 1, 3, 3 and 10 respectively worked
well in all implementations.
The most computationally demanding part of the algorithm is the the calculation of
the large matrix-vector products R
1/2
k γk appearing in the intensity functions of Equation
(8). Luckily, an elegant solution to this problem is given by Møller et al. (1998) based on
circulant embedding that was first proposed by Dietrich and Newsam (1993) and Wood and
Chan (1994). The key to the approach is the linear algebra result that a circulant matrix
has the discrete Fourier basis as its eigenvectors. Rk is not circulant but is block toeplitz
and can be embeded in a (2V ) × (2V ) matrix that is circulant. Thus the matrix square
root, inversion and multiplication can be accelerated by using (the highly efficient) discrete
Fourier transform (DFT) of the embedded matrix and manipulating Fourier coefficients,
followed by inverse DFT and extracting the appropriate sub-matrix/sub-vector. See Rue
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and Held (2005) for more details.
We close this section by stressing that despite the massive dimensionality of the pa-
rameter vector, the problem has a very high degree of parallelisation. Intensities can be
evaluated in blocks of thousands of voxels simultaneously making the algorithm suitable
for implementation in a graphical processing unit (GPU). The most computationally inten-
sive part of our model, namely operations with DFTs, is also amenable to parallelisation
and there exist libraries such as NVIDIA’s cuFFT library that are designed for this spe-
cific task. Overall, we believe that implementation of the log-Gaussian Cox process model
described above will soon become a routine task for any moderately powerful GPU device.
4 Simulation studies
We consider two simulation setups. In the first we draw samples directly from the log-
Gaussian Cox process whereas in the second we create synthetic studies based on a different
model to assess the robustness of our method to model misspecification. For consistency,
all processes are defined on the same brain atlas used in the application of Section 5,
consisting of 216, 040 2mm3 cubic voxels. The average number of foci per simulated study
is kept low (mean number of foci per study is 5) to resemble the sparsity of points observed
in real CBMA data. Finally, the total number of studies is fixed to 200 in both analyses,
similar to the sample sizes available in real applications (Kang et al., 2011, for example).
4.1 Setup 1
In this setting we simulate 200 studies, with two spatially varying covariates that account
for the mean of two groups of studies, and two non-spatially varying covariates. For
i = 1, . . . , 200 we set:
λiv = exp
{
2∑
k=1
(
µk + σk
(
R
1/2
k γk
)
v
)
zik +
4∑
i=3
βkzik
}
, (12)
where zi1 ∼ Bernoulli(0.5), zi2 = 1 − zi1, zi3 ∼ Uniform[−1, 1] and zi4 ∼ Bernoulli(0.5).
Note that this parametrisation of the covariates implies existence of two types of studies,
say type 1 and 2, with different spatially varying means and the effect of one continuous
and one categorical covariate. The expected total number of foci is 3.99 and 4.16 for studies
of type 1 and 2 respectively. We draw γ1,γ2 from their NV (0, I) prior and fix the values
of the scalar parameters shown in Table 1. We run the HMC algorithm of Section 3 for
10,000 iterations, discarding the first 4,000 as a burn-in and save every 6 iterations for a
total of 1,000 saved posterior samples. This took roughly 14 hours on an NVIDIA Tesla
K20c GPU card.
Results are summarised in Table 1 and Figure 1. In Table 1 we see that the scalar
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parameters are estimated accurately despite the sparsity of points in the realisations. The
95% credible intervals contain the true values of all the parameters in the setup. Some
traceplots for these parameters can be found in Section B of the Appendix.
For zi3 = zi4 = 0, the median expected number of points is 3.97 (95% CI [3.84,4.10])for
type 1 and 4.61 (95% CI [4.46,4.78]) for type 2. These values are very similar to the
values we observe in the simulated dataset, that is 3.98 for type 1 and 4.53 for type 2.
This indicates that our model does a good job fitting the data. The shape of the latent
Gaussian processes µk + σkR
1/2
k γk is generally captured for both types as can be seen in
Figure 1. In particular, we can see that the maxima in the true and estimated images
appear roughly in the same locations. The same cannot be said about the other values but
this is expected given the dearth of information in regions of low intensity.
Table 1: Posterior summaries of the scalar parameters of the LGCP model, fit to the
simulated data of Section 4.1. Results are based on 1,000 posterior draws. The values
for the correlation parameters ρ1, ρ2 are multiplied by 100. The values for β1 and β2 are
multiplied by 10.
Parameter True Value Posterior median 95% credible interval
µ1 -13.7 -13.72 [ -13.99 , -13.48 ]
µ2 -14.2 -14.14 [ -14.47 , -13.86 ]
σ1 1.2 1.19 [ 1.01 , 1.38 ]
σ2 1.6 1.61 [ 1.43 , 1.81 ]
ρ1 1 0.93 [ 0.69 , 1.27 ]
ρ2 2 2.30 [ 1.69 , 3.15 ]
β3 2 1.44 [ 0.22 , 2.52 ]
β4 1 0.95 [ 0.32 , 1.65 ]
4.2 Setup 2
In this setup we create datasets with a pattern of points that follows brain structures of
interest. Again there are two types of studies, say type 1 and type 2. For each study i, i =
1, . . . , 200, we generate the total number of points from a Negative Binomial distribution
with mean µ = 6 + 2zi3 − 1{zi4=0} + 1{zi4=1} and variance µ2/20. For the covariates,
zi3 ∼ Uni[−1, 1] and zi4 ∼ Bernoulli(0.5). Once we know the exact number of foci per
study, we assign the study uniformly at random to one of the 2 types and the distribute
its foci as follows. For type 1, foci appear systematically in the following regions: each
focus can be observed in the right amygdala (BR) with probability 55%, the orbifrontal
cortex (BC) with probability 30% or anywhere else in the brain with probability 15%. The
configuration for type 2 differs in that most of the points will go to the left amygdala (BL)
instead of the right amygdala. If a focus is assigned to one of the three broad regions, the
exact location has a uniform distribution over the region. In the fourth column of Figure
10
2 the regions in red and blue correspond to the left and right amygdala respectively while
the orbifrontal cortex is coloured in green.
HMC is run for 10,000 iterations, discarding the 4,000 first as a burn-in and saving
every 6 to obtain a total of 1,000 samples from the posterior. The run took approximately
15 hours on a Tesla K20c GPU card.
Results are shown in Figure 2 where in the first two columns we see median posterior
log-intensities for the two types, in different axial slices. In both cases, we find that the
regions with the highest intensities are the amygdalae and that the orbifrontal cortex is a
region of high posterior intensity as well. The median expected number of points is 5.81
for type 1 (95% CI [5.36,6,32]) and 6.45 for type 2 (95% CI [5.97,6.97]). The observed
values are 6.27 and 6.73 respectively.
Conditional on there being exactly one focus, we can estimate the probability that this
focus appears in any subset B ⊆ B as ∫
B
λ (ξ) dξ/
∫
B λ (ξ) dξ. Using the posterior draws
obtained from the HMC algorithm, we can obtain the posterior distribution of any such
quantity. For our simulated type 1 data we find that the median posterior probability of
observing a focus in the right amygdala (BR) is 0.43 (95% CI [0.40,0.48]). For type 2,
the probability of observing a focus in the left amygdala (BL) is 0.42 (95% CI [0.39,0.46]).
For the orbifrontal cortex (BC) the median posterior probabilities are 0.25 for type 1 and
0.23 for type 2, with 95% credible intervals [0.22, 0.28] and [0.20, 0.26] respectively. We
therefore see that the model underestimates the probabilities for BR, BL and BC . This
bias can be attributed to the smoothness that is imposed by our parameter δ thus leading
to increases intensities just outside these regions as well as regions where noise foci appear.
An interesting question one may ask is which are the regions of the brain that are
activated by one type or the other, but not both. To answer this, one can construct
the mean standardised posterior difference map computed as the ratio of the posterior
mean of the difference (β1)v− (β2)v, to the posterior standard deviation of that difference:
(β1)v−(β2)v
sd((β1)v−(β2)v)
. Extreme negative or positive values are evidence of differences between the
two types. We show the difference map in the third column of Figure 2. As we see, the
model distinguishes the the two types in the amygdala but the differences are small in the
rest of the brain. This is a very interesting feature of the model, especially for applications
in CBMA where researchers are sometimes interested in comparing a similar process in a
different domain, see for example Rottschy et al. (2012) or Section 5 for an application.
An alternative way to do the comparison would be to use the posterior intensity draws
to find P
(
λ1v − λ2v > 
) ≈ ∑Nn=1 1{λ1nv −λ2nv >}
N
, where  is a threshold difference, λknv is the
posterior intensity for type k in voxel v obtained from the n-th iteration of the algorithm,
and N is the total number of HMC draws. However, in this approach it is hard to choose
the threshold difference .
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Figure 1: Some true (top row) and estimated (bottom row) latent Gaussian processes for type 1 (columns 1 and 2) and type 2 (columns 3
and 4) in the simulation setup 1 of Section 4.1. Columns 1 and 3 correspond to axial slice z = −22; columns 2 and 4 correspond to axial
slice z = 4. While they may appear dissimilar at first, observe that the most intense regions of the true and estimated intensity match up;
in this punishingly sparse setting (mean ≈ 4 foci per 3D image), the less intense regions have too few points to learn the intensity.
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Figure 2: Results for simulation setup 2 of Section 4.2. The top row corresponds to axial slice z = −24 whereas the bottom row corresponds
to axial slice z = −16. Columns 1 and 2 are the estimated log-intensities for type 1 and type 2 respectively. The third column is the
standardised mean posterior difference between the two latent Gaussian processes in the corresponding slice; bright colours indicate areas
mostly activated by type 1 process. The fourth column shows the regions of the brain systematically activated by the two processes; red
for type 1, blue for type 2 and green for both.
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5 Application: meta-analysis of emotion and execu-
tive control studies
In this Section we apply our model to a real meta-analysis data set.
5.1 Data despcription
Our dataset consists of 1,193 neuroimaging studies. The studies were conducted between
1985 and 2015 and the average number of participants was 16. Of these, 855 studies are
on emotion and the remaining 338 are on executive control. The sample has a total of
10,266 foci, 6,112 from emotion (7.15 on average) and 4,154 from executive control (12.29
on average). Figure 3 is a graphical representation of the data. We see that even though
there is some clustering, the foci are distributed throughout the brain. Our application
will focus on identifying the regions of consistent activation across studies and infer on
possible difference between the two types.
Figure 3: Graphical representation of the meta-analysis dataset. Data consist of foci from
1,193 studies of two types, 855 emotion (left, red) and 338 exectutive control (right, blue)
studies. The overall number of foci is 6,112 and 4,154 for emotion and executive control
respectively, for a combined total of 10,266 foci. The code used to generate the figure is
courtesy of Jian Kang.
5.2 Algorithm details and convergence diagnostics
We use the same parametrisation as in Section 4: we have 2 spatially varying intercepts,
one for emotion and one for executive control. We run the HMC for 15,000 iterations in
total, discarding the first 5,000 as a burn-in. The total number of leapfrog steps is set to
L = 50 and the stepsize is initialised at  = 0.0001. We use a diagonal mass matrix with
units specified as explained in Section 3.
Convergence of the HMC chain is assessed visually by inspection of posterior traceplots
for the model parameters. We run a total of 3 HMC chains in order to examine if they
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all converge to the same values. Posterior traceplots, along with autocorrelation plots are
shown in Section C of the Appendix. Due to the large number of parameters we only
focus on the scalars µk, σk and ρk, as well as intensities in voxels v1 and v2 where the
highest median posterior values are observed for the two types. Integrated intensities over
the entire brain are also examined. Results indicate that our chains have converged to
their stationary distribution. This is verified by the fact that posterior values from the 3
different runs overlap one with another for all the quantities that we plot. Finally it is
worth noting that our chains show very good mixing properties since autocorrelation falls
to low values after only a small number of iterations.
5.3 Results
In Figure 4 we plot median posterior intensities for emotion in several axial slices of the
brain. Our results look qualitatively similar to the results obtained by Kober et al. (2008),
Yue et al. (2012) and Kang et al. (2011) in their meta-analyses of emotion studies. The
expected number of foci is 7.15 (95% CI [6.99,7.33]) and the regions mostly activated by
emotions are the right and the left amygdala where the peak intensities in Figure 4 appear.
Executive control processing generally recruits more regions of the brain and hence the
median expected number of foci is 12.30 (95% CI [11.92,12.68]). The main effects are
localised in the right and left cerebral cortex as can be seen in Figure 5.
Several quantities of interest can be obtained from our model, based on the properties of
the spatial Poisson process. For example, one may calculate the probability of observing at
least one focus in a set of voxels, e.g. a region of interest (ROI) or the entire brain. In Figure
7 we show the posterior distribution of P (NX (B) ≥ 1), the probability of observing at least
one focus in B, for several ROIs B. The division of the brain in ROIs is done according
to the Harvard-Oxford atlas (Desikan et al., 2006). A full brain analysis can be found in
Section D of the Appendix. Note that this type of inference cannot be easily obtained
from kernel-based methods such as MKDA (Wager et al., 2007) or ALE (Eickhoff et al.,
2012) and therefore is a relative merit of our Bayesian point process model.
Comparison of the two types can be made as described in Section 4.2. The mean
standardised posterior difference of the two intercepts is shown in Figure 6. Generally,
we see that the two types have entirely distinct localisations and the main differences are
observed where the main effects appear that is, the amygdala and regions of the cortex
including front cortex, dorsolateral prefrontal cortex and parietal cortex.
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Figure 4: Emotion results. The figure presents the median posterior intensity at each voxel for several axial slices, as obtained from 1,000
independent draws from the posterior. Top row (left to right): z = −50, z = −42, z = −32, z = −24 and z = −16. Middle row (left to
right): z = −8, z = +2, z = +10, z = +18 and z = +28. Bottom row (left to right): z = +36, z = +44, z = +52, z = +62 and z = +70.
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Figure 5: Executive control results. The figure presents the median posterior intensity at each voxel for several axial slices, as obtained
from 1,000 independent draws from the posterior. Top row (left to right): z = −50, z = −42, z = −32, z = −24 and z = −16. Middle
row (left to right): z = −8, z = +2, z = +10, z = +18 and z = +28. Bottom row (left to right): z = +36, z = +44, z = +52, z = +62
and z = +70.
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Figure 6: Comparison of the two types. The figure presents mean standardised posterior differences of the latent Gaussian processes at
each voxel for several axial slices, as obtained from 1,000 independent draws from the posterior. Top row (left to right): z = −50, z = −42,
z = −32, z = −24 and z = −16. Middle row (left to right): z = −8, z = +2, z = +10, z = +18 and z = +28. Bottom row (left to right):
z = +36, z = +44, z = +52, z = +62 and z = +70.
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Figure 7: Posterior % probabilities of observing at least one focus for several ROIs. The
points represent the median posterior values, red for emotion and blue for executive control.
The errors represent the 95% posterior credible intervals. Black asterisks are the empirical
values as obtained from the data. The ROIs are (left to right): left amygdala, right
amygdala, anterior cingulate gyrus, left hippocampus, right hippocampus and inferior
frontal gyrus pars opercularis.
5.4 Model assessment
Posterior predictive checks (Gelman et al., 1996) can be found in Section E of the Appendix.
In particular, we compare first and second order properties of observed data with samples
obtained from the posterior predictive distribution. Results indicate some weakness in
capturing the second order properties of the data but are overall satisfactory.
6 Discussion
In this work we have presented a new coordinate-based meta-analysis model, extension of
the log-Gaussian Cox process model of Møller et al. (1998). To our knowledge, this is the
first application of the LGCP with multiple realisations in a 3D problem. Note that even
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though our application is focused on neuroimaging, the method is directly applicable to
any multi-type point pattern problem.
The model has an appealing interpretation being a spatial GLM and several interesting
inferences can be obtained based on the properties of the spatial Cox process. A significant
advantage of our approach compared to existing methods is the inclusion of covariates in the
analysis thus introducing the notion of meta-regression in CBMA. Another very interesting
feature of the model is that it allows multi-type comparison directly from the posterior
without having to run the model several times.
The main weakness of our approach is the large amount of computational effort re-
quired. Nevertheless, the proposed HMC algorithm exhibits quick convergence and good
mixing properties and hence less samples from the posterior are required. Additionally,
implementation of the method on a GPU vastly reduces computation time and thus makes
the method applicable on big meta-analysis problems.
Application of the method on a meta-analysis of emotion and executive control studies
has given valuable insights on the data. In particular, we have found that the main
structures activated by emotion processing are the right and left amygdala, a finding which
is consistent with previous studies on the topic. Executive control functions engage more
regions compared to emotion and the main areas activated are the right and left cerebral
cortex. Furthermore, comparison of the two types has allowed the detection of several
regions in which they differ significantly.
There are several ways in which our work can be extended. A potential future direction
is to study the conditions, such as sample size or minimum number of foci, under which it is
possible to estimate several global or spatially varying effects using the LGCP. Such work
can be of importance for practical implementations since it will provide some guidance
regarding the complexity of meta-regression models that can be fit to a given dataset. One
other option would be consider a random effects LGCP model where:
log λi(ξ) =
K∗∑
k=0
βk(ξ)zik +
K∑
k=K∗+1
βkzik + i, (13)
where i are the random effect terms with i ∼ N (0, σ2 ). This extension would account for
further variability among the observed point patterns. Gradient expression are still avail-
able in closed form and hence inference for this model is still feasible by jointly updating
the random effects parameters {i}Ii=1 along with the remaining parameters of the LGCP.
Another possibility is to use some additional information about the foci such as p-
values or T scores. These values can be attached as marks to the existing point patterns
in order to improve estimation of the intensity function. Such an approach can enrich the
inferences obtained from a meta-analysis by characterising the magnitude of activation in
each region as opposed to the localisation of activations, which is the question that current
methods address. Finally, it would be interesting to see how point pattern data can be
20
combined with IBMA data so that a meta-analysis can take advantage of all the available
information on a topic. Radua et al. (2012) have already done some work for kernel-based
methods but the problem still needs to be tackled for spatial models as well.
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A Gradient expressions for the LGCP
The log-posterior, up to a normalising constant is given by:
`
(
β,σ,ρ, {γk}K
∗
k=1 | ·
)
∝
I∑
i=1
[
−
V∑
j=1
Avjλi(vj) +
V∑
j=1
1vj∈xi log λi(vj)
]
+ log priors, (14)
where β = [β0 ≡ µ0, . . . , βK∗ ≡ µK∗ , βK∗+1, . . . , βK ]T, σ = [σ0, . . . , σK∗ ]T, ρ = [ρ0, . . . , ρK∗ ]T,
Avj = 1vj∈B and the intensity function at each voxel vj is defined as:
λi(vj) = exp
(
K∑
k=0
βkzik
)
exp
(
K∗∑
k=0
σk
(
R
1/2
k γk
)
j
zik
)
(15)
We now calculate the derivatives with respect to the parameters of interest.
Partial derivatives with respect to βl
We have that:
∂ log λi(vj)
∂βl
=
∂
∂βl
K∑
k=0
βkzik +
∂
∂βl
K∗∑
k=0
σk
(
R
1/2
k γk
)
j
zik
= zil. (16)
As a result:
∂` (βl | ·)
∂βl
= −
I∑
i=1
V∑
j=1
[
Avj
∂
∂βl
λi(vj)− 1vj∈xi
∂
∂βl
log λi(vj)
]
+
∂
∂βl
log pi(βl)
= −
I∑
i=1
V∑
j=1
[
Avjλi(vj)zil − 1vj∈xizil
]− ∂
∂βl
β2l
2τ 2
= −
V∑
j=1
I∑
i=1
[
Avjλi(vj)zil + nizil
]− βl
τ 2
, (17)
where ni is the total number of foci in study i.
Partial derivatives with respect to σl
We have that:
∂ log λi(vj)
∂σl
=
∂
∂σl
K∑
k=0
βkzik +
∂
∂σl
K∗∑
k=0
σk
(
R
1/2
k γk
)
j
zik
=
(
R
1/2
k γk
)
j
zik. (18)
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Therefore:
∂` (σl | ·)
∂σl
= −
I∑
i=1
V∑
j=1
[
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Partial derivatives with respect to ρl
Again:
∂ log λi(vj)
∂ρl
=
∂
∂ρl
K∗∑
k=0
βkzik +
∂
∂ρl
K∑
k=0
σk
(
R
1/2
k γk
)
j
zik
= σl
∂
∂ρl
(
R
1/2
l γ l
)
j
zil. (19)
For ease of exposition we will complete the derivation for the one-dimensional case; how-
ever, similar arguments hold when B ⊂ R3. Matrices Rl are circulant and so, the matrix-
vector product R
1/2
l γ l can be found using the discrete Fourier transform as:
R
1/2
l γ l = FΦ
1/2
l F
Hγ l, (20)
where Φl are the diagonal matrices containing the eigenvalues of Rl and F is the matrix
of eigenvectors. In Equation (20), the only term depending on ρl is Φl and, hence:
∂
∂ρl
R
1/2
l γ l = F
∂
∂ρl
Φ
1/2
l F
Hγ l (21)
We know that Φl = diag
{
φl0 , . . . , φlV−1
}
, where for k = 0, . . . , V − 1 we have that:
φlk =
V−1∑
j=0
exp
(−ρl||v0, vj||δl) exp(−2piιkj
V
)
, (22)
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where ι is the imaginary unit. Now it is straightforward to see that for k = 0, . . . , V − 1:
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where ψlk can be viewed as the k-th eigenvalue of the of a circulant matrix Sl with
base sl =
[||v0, v0||δl exp (−ρl||v0, v0||δl), . . . , ||v0, vV−1||δl exp (−ρl||v0, vV−1||δl)] and Sl =
FΨlF
H, Ψl = diag
{
ψl0 , . . . , ψlV−1
}
. Overall we see that:
∂
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l F
Hγ l
= −1
2
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]
FHγ l
= −1
2
Qlγ l, (24)
where  stands for element wise division. Combining Equations (19) and (24), we find
that:
∂ log λi(vj)
∂ρl
= −1
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σl (Qlγ l)j zil. (25)
So:
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]]
.
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Partial derivatives with respect to γ l
Finally:
∂ log λi(vj)
∂γ l
=
∂
∂γ l
K∗∑
k=0
βkzik +
∂
∂γ l
K∑
k=0
σk
(
R
1/2
k γk
)
j
zik
= σlrljzil, (26)
where rlj is the j-th row of the matrix R
1/2
l . Now we can see that:
∂` (γ l | ·)
∂γ l
= −
I∑
i=1
V∑
j=1
[
Avj
∂
∂γ l
λi(vj)− 1vj∈xi
∂
∂γ l
log λi(vj)
]
+
∂
∂γ l
log pi(γ l)
= −
I∑
i=1
V∑
j=1
[
Avjλi(vj)σlrljzil − 1vj∈xiσlrljzil
]− ∂
∂γ l
γTl γ l
2
= −σl
V∑
j=1
[
rlj
I∑
i=1
[
Avjλi(vj)zil − 1vj∈xizil
]]− γ l
= −σl
V∑
j=1
[
rljclj
]− γ l
= −σlR1/2l
T
cl − γ l
= −σlR1/2l cl − γ l, (27)
since R is a nested block circulant matrix, where cl are V -vectors with elements clj =∑I
i=1
[
Avjλi(vj)zil − 1vj∈xizil
]
.
B LGCP simulation setup I traceplots
In this section we provide traceplots for the scalar parameters of the LGCP model, as fit
to the simulated data of Section 4.1. Trace plots for the parameters σ1, σ2, ρ1 and ρ2 can
be found in Figure 8, whereas trace plots for µ1, µ2, β3 and β4 can be found in Figure 9.
The red lines indicate the true parameter values.
C Real data analysis diagnostics
This section contains convergence diagnostics for the real data analysis of Section 5. All
plots are obtained from 3 different runs of HMC, from which we discard the first 5,000
draws as a burn-in. Parameters σk, ρk and µk, k = 1, 2, are shown in Figures 10, 11 and 12
respectively. Figure 13 shows draws from the posterior expected number of points per type.
In Figure 14, we plot posterior intensities for voxel v1 where the highest median posterior
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Figure 8: Posterior traceplots for the scalar parameters of the LGCP model used to fit
the data of Section 4.1. Top row: standard deviations. Bottom row: correlation decay
parameters (×100). The true values are indicated by the solid red lines.
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Figure 9: Posterior traceplots for the scalar parameters of the LGCP model used to fit
the data of Section 4.1. Top row: overall latent process means. Bottom row: regression
coefficients for covariates z3 and z4. The true values are indicated by the solid red lines.
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intensity for emotions is observed. Finally, in Figure 15 we do the same for voxel v2 which
corresponds to the highest median posterior intensity for executive control studies.
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Figure 10: Posterior traceplots (left) along with autocorrelation plots (right) for the
marginal standard deviations σk, as obtained from application of the LGCP meta-analysis
model to the real data of Section 5. Top row corresponds to emotion while bottom row to
executive control.
D Full brain analysis
In this section we present full brain results for the application of Section 5. Table 2 show
posterior summaries for emotions whereas Table 3 shows posterior summaries for executive
control. ROIs are obtained from the Harvard-Oxford atlas (Desikan et al., 2006). The ROI
volumes presented are in voxels. All quantities are based on 1,000 HMC samples, obtained
after thinning the original chain every 10 iterations.
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Figure 11: Posterior traceplots (left) along with autocorrelation plots (right) for the cor-
relation decay parameters ρk, as obtained from application of the LGCP meta-analysis
model to the real data of Section 5. Top row corresponds to emotion while bottom row to
executive control. The actual values are multiplied by 100.
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Figure 12: Posterior traceplots (left) along with autocorrelation plots (right) for the overall
latent process means µk, as obtained from application of the LGCP meta-analysis model to
the real data of Section 5. Top row corresponds to emotion while bottom row to executive
control.
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Figure 13: Posterior traceplots (left) along with autocorrelation plots (right) for the inte-
grated intensities over the brain, as obtained from application of the LGCP meta-analysis
model to the real data of Section 5. Top row corresponds to emotion while bottom row
to executive control. Results are obtained after applying a thinning factor of 10 to the
original draws.
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Figure 14: Posterior traceplots (left) along with autocorrelation plots (right) for intensities
at voxel v1 where the highest median posterior intensity was observed for emotions, as
obtained from application of the LGCP meta-analysis model to the real data of Section
5. Top row corresponds to emotion while bottom row to executive control. Results are
obtained after applying a thinning factor of 10 to the original draws.
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Figure 15: Posterior traceplots (left) along with autocorrelation plots (right) for intensities
at voxel v2 where the highest median posterior intensity was observed for executive control,
as obtained from application of the LGCP meta-analysis model to the real data of Section
5. Top row corresponds to emotion while bottom row to executive control. Results are
obtained after applying a thinning factor of 10 to the original draws.
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Table 2: Meta-analysis results for emotions. Table presents posterior summaries for the probability of at least one activation in a given
ROI (rounded to 2 decimal points), as well as the expected number points (rounded to 3 decimal points). The empirical quantities are
also presented. Note the abbreviations: (L) for left, (R) for right, (A) for anterior, (P) for posterior, (S) for superior and (I) for inferior.
All results are based on 1,000 HMC draws which are obtained after thinning the initial run every 10 iterations.
% P (NX (B) ≥ 1)
∫
B
λ (ξ) dξ
ROI VOL. p0.5 p0.025 p0.975 DATA p0.5 p0.025 p0.975 DATA
Lateral ventrical (L) 1289 2.51 1.96 3.17 2.34 0.025 0.020 0.032 0.028
Lateral ventrical (R) 1019 1.99 1.54 2.50 1.64 0.020 0.016 0.025 0.020
Thalamus (L) 1591 10.48 8.85 12.40 10.29 0.111 0.093 0.132 0.120
Thalamus (R) 1398 7.97 6.53 9.61 8.65 0.083 0.068 0.101 0.092
Caudate (L) 572 2.04 1.53 2.74 2.11 0.021 0.015 0.028 0.022
Caudate (R) 515 1.70 1.23 2.29 1.99 0.017 0.012 0.023 0.022
Putamen (L) 923 4.49 3.48 5.64 4.91 0.046 0.035 0.058 0.051
Putamen (R) 800 3.58 2.85 4.52 3.86 0.036 0.029 0.046 0.042
Pallidum (L) 312 1.42 1.01 1.95 0.70 0.014 0.010 0.020 0.007
Pallidum (R) 266 1.61 1.19 2.21 1.52 0.016 0.012 0.022 0.016
Brain stem 7413 11.56 9.96 13.34 9.24 0.123 0.105 0.143 0.120
Hippocampus (L) 921 11.11 9.52 12.77 11.35 0.118 0.100 0.137 0.123
Hippocampus (R) 772 8.95 7.56 10.45 7.72 0.094 0.079 0.110 0.087
Amygdala (L) 390 13.87 12.02 15.78 15.09 0.149 0.128 0.172 0.159
Amygdala (R) 399 12.46 10.69 14.42 13.22 0.133 0.113 0.156 0.138
Accumbens (L) 111 0.60 0.39 0.90 1.05 0.006 0.004 0.009 0.011
Accumbens (R) 86 0.41 0.27 0.62 0.47 0.004 0.003 0.006 0.005
Frontal pole 15188 29.16 26.87 31.76 23.04 0.345 0.313 0.382 0.331
Insular cortex 3613 19.50 17.63 21.73 15.09 0.217 0.194 0.245 0.226
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Superior frontal gyrus 7295 18.13 16.19 20.26 14.97 0.200 0.177 0.226 0.204
Middle frontal gyrus 6722 12.46 10.85 14.34 9.47 0.133 0.115 0.155 0.113
Inferior frontal gyrus, pars triangularis 1615 10.05 8.59 11.62 9.94 0.106 0.090 0.124 0.109
Inferior frontal gyrus, pars opercularis 1877 14.35 12.55 16.23 12.98 0.155 0.134 0.177 0.172
Precentral gyrus 11055 25.76 23.44 28.29 20.70 0.298 0.267 0.333 0.322
Temporal pole 3341 17.78 15.73 20.02 14.97 0.196 0.171 0.223 0.192
Superior temporal gyrus (A) 622 2.20 1.69 2.87 2.11 0.022 0.017 0.029 0.025
Superior temporal gyrus (P) 2093 8.83 7.41 10.17 7.25 0.092 0.077 0.107 0.090
Middle temporal gyrus (A) 762 2.73 2.05 3.63 2.69 0.028 0.021 0.037 0.028
Middle temporal gyrus (P) 2794 8.37 6.98 9.83 7.60 0.087 0.072 0.103 0.094
Middle temporooccipital temporal gyrus 2470 10.48 8.93 12.17 9.47 0.111 0.094 0.130 0.119
Inferior temporal gyrus (A) 789 1.18 0.80 1.69 1.05 0.012 0.008 0.017 0.012
Inferior temporal gyrus (P) 2687 3.08 2.33 3.99 1.99 0.031 0.024 0.041 0.020
Inferior temporoocipital temporal gyrus 1883 5.06 4.11 6.20 3.86 0.052 0.042 0.064 0.042
Postcentral gyrus 7553 12.30 10.67 14.09 8.19 0.131 0.113 0.152 0.112
Superior parietal lobule 3626 4.91 3.86 6.08 4.21 0.050 0.039 0.063 0.047
Supramarginal gyrus, (A) 1951 4.30 3.35 5.49 4.21 0.044 0.034 0.056 0.051
Supramarginal gyrus, (P) 3017 6.10 5.04 7.31 5.50 0.063 0.052 0.076 0.063
Angular gyrus 2944 5.98 4.86 7.25 5.15 0.062 0.050 0.075 0.058
Lateral occipital cortex (S) 9535 17.99 15.92 20.27 13.45 0.198 0.173 0.226 0.198
Lateral occipital cortex (I) 5004 30.57 28.02 33.29 22.46 0.365 0.329 0.405 0.382
Intracalcarine cortex 2211 4.89 3.92 6.09 4.44 0.050 0.040 0.063 0.048
Frontal medial cortex 1473 6.35 5.18 7.72 5.50 0.066 0.053 0.080 0.061
Juxtapositional lobule cortex 2193 7.97 6.56 9.59 8.30 0.083 0.068 0.101 0.091
Subcallosal cortex 2150 7.21 5.81 8.81 5.96 0.075 0.060 0.092 0.078
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Paracingulate gyrus 4095 18.71 16.74 20.88 15.67 0.207 0.183 0.234 0.202
Cingulate gyrus (A) 4144 20.39 18.30 22.58 17.78 0.228 0.202 0.256 0.237
Cingulate gyrus (P) 4668 10.22 8.79 11.97 8.54 0.108 0.092 0.128 0.101
Precuneous cortex 7439 14.43 12.53 16.58 12.05 0.156 0.134 0.181 0.158
Cuneal cortex 1605 2.06 1.52 2.80 1.40 0.021 0.015 0.028 0.015
Frontal orbital cortex 4058 25.06 22.81 27.46 21.40 0.289 0.259 0.321 0.298
Parahippocampal gyrus (A) 3225 28.56 26.20 30.82 23.63 0.336 0.304 0.368 0.332
Parahippocampal gyrus (P) 2014 7.72 6.41 9.17 7.02 0.080 0.066 0.096 0.089
Lingual gyrus 5387 14.04 12.35 16.01 11.35 0.151 0.132 0.174 0.156
Temporal fusiform cortex (A) 830 1.40 1.00 1.87 1.05 0.014 0.010 0.019 0.013
Temporal fusiform cortex (P) 2728 5.45 4.53 6.57 4.91 0.056 0.046 0.068 0.055
Temporal occipital fusiform cortex 2451 17.51 15.48 19.63 15.56 0.193 0.168 0.219 0.212
Occipital fusiform gyrus 3576 14.36 12.58 16.30 11.81 0.155 0.134 0.178 0.146
Frontal operculum cortex 1059 6.91 5.84 8.03 5.85 0.072 0.060 0.084 0.065
Central operculum cortex 2568 7.54 6.46 8.83 6.32 0.078 0.067 0.092 0.070
Parietal operculum cortex 1683 3.35 2.55 4.27 3.39 0.034 0.026 0.044 0.039
Planum polare 1210 4.27 3.54 5.10 3.63 0.044 0.036 0.052 0.041
Heschl’s gyrus 786 2.90 2.21 3.72 3.51 0.029 0.022 0.038 0.039
Planum temporale 1434 4.53 3.68 5.39 4.44 0.046 0.037 0.055 0.049
Supracalcarine cortex 424 0.78 0.55 1.08 0.94 0.008 0.005 0.011 0.009
Occipital pole 4081 15.36 13.27 17.56 12.40 0.167 0.142 0.193 0.175
40
Table 3: Meta-analysis results for executive control. Table presents posterior summaries for the probability of at least one activation in a
given ROI (rounded to 2 decimal points), as well as the expected number points (rounded to 3 decimal points). The empirical quantities
are also presented. Note the abbreviations: (L) for left, (R) for right, (A) for anterior, (P) for posterior, (S) for superior and (I) for inferior.
All results are based on 1,000 HMC draws which are obtained after thinning the initial run every 10 iterations.
% P (NX (B) ≥ 1)
∫
B
λ (ξ) dξ
ROI VOL. p0.5 p0.025 p0.975 DATA p0.5 p0.025 p0.975 DATA
Lateral ventrical (L) 1289 3.48 2.57 4.81 2.96 0.035 0.026 0.049 0.030
Lateral ventrical (R) 1019 2.65 1.90 3.54 2.37 0.027 0.019 0.036 0.024
Thalamus (L) 1591 14.65 11.84 18.26 13.02 0.158 0.126 0.202 0.154
Thalamus (R) 1398 11.56 8.89 14.41 10.95 0.123 0.093 0.156 0.127
Caudate (L) 572 3.39 2.36 4.73 3.25 0.034 0.024 0.048 0.033
Caudate (R) 515 2.60 1.73 3.65 2.37 0.026 0.017 0.037 0.024
Putamen (R) 800 4.73 3.36 6.44 5.62 0.048 0.034 0.067 0.059
Putamen (L) 923 5.69 4.21 7.54 5.33 0.059 0.043 0.078 0.053
Pallidum (L) 312 3.37 2.29 4.85 3.25 0.034 0.023 0.050 0.033
Pallidum (R) 266 2.48 1.56 3.71 2.66 0.025 0.016 0.038 0.027
Brain stem 7413 8.18 5.90 10.73 7.10 0.085 0.061 0.113 0.080
Hippocampus (L) 921 2.36 1.54 3.52 2.07 0.024 0.016 0.036 0.024
Hippocampus (R) 772 1.26 0.75 2.05 1.48 0.013 0.008 0.021 0.018
Amygdala (L) 390 0.84 0.43 1.48 0.59 0.008 0.004 0.015 0.006
Amygdala (R) 399 0.40 0.18 0.81 0.30 0.004 0.002 0.008 0.003
Accumbens (L) 111 0.52 0.27 1.00 1.48 0.005 0.003 0.010 0.015
Accumbens (R) 86 0.40 0.20 0.79 0.00 0.004 0.002 0.008 0.000
Frontal pole 15188 55.22 51.03 59.15 45.27 0.803 0.714 0.895 0.796
Insular cortex 3613 32.71 28.90 36.61 30.47 0.396 0.341 0.456 0.450
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Superior frontal gyrus 7295 30.85 27.48 34.54 25.15 0.369 0.321 0.424 0.317
Middle frontal gyrus 6722 61.45 57.49 64.89 51.48 0.953 0.855 1.047 0.982
Inferior frontal gyrus, pars triangularis 1615 12.97 10.79 15.66 12.72 0.139 0.114 0.170 0.151
Inferior frontal gyrus, pars opercularis 1877 29.33 25.73 33.49 26.63 0.347 0.297 0.408 0.337
Precentral gyrus 11055 68.34 65.09 71.40 55.33 1.150 1.052 1.252 1.172
Temporal pole 3341 6.21 4.56 8.37 4.14 0.064 0.047 0.087 0.056
Superior temporal gyrus (A) 622 1.11 0.68 1.84 0.59 0.011 0.007 0.019 0.006
Superior temporal gyrus (P) 2093 6.76 5.06 8.72 5.62 0.070 0.052 0.091 0.074
Middle temporal gyrus (A) 762 0.86 0.44 1.61 0.59 0.009 0.004 0.016 0.009
Middle temporal gyrus (P) 2794 7.04 5.29 9.04 6.51 0.073 0.054 0.095 0.077
Middle temporal gyrus, temporooccipital part 2470 10.65 8.11 13.47 9.17 0.113 0.085 0.145 0.109
Inferior temporal gyrus (A) 789 0.89 0.43 1.61 1.48 0.009 0.004 0.016 0.015
Inferior temporal gyrus (P) 2687 4.38 3.09 6.18 2.96 0.045 0.031 0.064 0.041
Inferior temporal gyrus, temporoocipital part 1883 11.95 9.60 14.69 11.24 0.127 0.101 0.159 0.139
Postcentral gyrus 7553 19.37 16.25 22.68 13.91 0.215 0.177 0.257 0.210
Superior parietal lobule 3626 29.07 25.56 32.94 28.99 0.343 0.295 0.400 0.358
Supramarginal gyrus, (A) 1951 10.43 8.25 12.98 9.76 0.110 0.086 0.139 0.112
Supramarginal gyrus, (P) 3017 26.64 23.05 30.39 26.92 0.310 0.262 0.362 0.346
Angular gyrus 2944 26.03 22.79 29.84 22.49 0.301 0.259 0.354 0.290
Lateral occipital cortex (S) 9535 68.22 64.60 71.56 54.73 1.146 1.039 1.257 1.145
Lateral occipital cortex (I) 5004 25.77 22.04 29.63 20.41 0.298 0.249 0.351 0.314
Intracalcarine cortex 2211 8.35 6.41 10.62 8.88 0.087 0.066 0.112 0.101
Frontal medial cortex 1473 1.13 0.61 1.89 1.18 0.011 0.006 0.019 0.012
Juxtapositional lobule cortex 2193 31.78 27.80 36.38 30.18 0.382 0.326 0.452 0.391
Subcallosal cortex 2150 2.55 1.59 3.99 1.48 0.026 0.016 0.041 0.021
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Paracingulate gyrus 4095 38.76 34.81 42.96 41.12 0.490 0.428 0.561 0.524
Cingulate gyrus (A) 4144 19.72 16.63 23.34 18.64 0.220 0.182 0.266 0.240
Cingulate gyrus (P) 4668 10.78 8.30 13.93 10.65 0.114 0.087 0.150 0.139
Precuneous cortex 7439 27.51 23.96 31.35 21.89 0.322 0.274 0.376 0.308
Cuneal cortex 1605 6.87 5.19 8.92 6.21 0.071 0.053 0.093 0.065
Frontal orbital cortex 4058 20.06 16.85 23.39 15.98 0.224 0.185 0.266 0.222
Parahippocampal gyrus (A) 3225 3.74 2.51 5.36 2.66 0.038 0.025 0.055 0.041
Parahippocampal gyrus (P) 2014 4.22 3.02 5.89 3.55 0.043 0.031 0.061 0.041
Lingual gyrus 5387 15.50 12.74 18.71 13.31 0.168 0.136 0.207 0.160
Temporal fusiform cortex (A) 830 0.87 0.48 1.60 0.89 0.009 0.005 0.016 0.012
Temporal fusiform cortex (P) 2728 4.55 3.27 6.09 3.25 0.047 0.033 0.063 0.036
Temporal occipital fusiform cortex 2451 13.68 11.08 16.69 10.95 0.147 0.117 0.183 0.136
Occipital fusiform gyrus 3576 20.13 17.26 23.72 15.98 0.225 0.190 0.271 0.225
Frontal operculum cortex 1059 15.83 13.44 18.52 12.72 0.172 0.144 0.205 0.148
Central operculum cortex 2568 11.05 8.91 13.37 10.36 0.117 0.093 0.143 0.115
Parietal operculum cortex 1683 4.73 3.44 6.51 3.55 0.048 0.035 0.067 0.047
Planum polare 1210 2.45 1.71 3.42 1.78 0.025 0.017 0.035 0.021
Heschl’s gyrus 786 2.22 1.43 3.29 2.07 0.022 0.014 0.033 0.021
Planum temporale 1434 4.37 3.13 5.77 4.73 0.045 0.032 0.059 0.050
Supracalcarine cortex 424 1.20 0.82 1.77 1.48 0.012 0.008 0.018 0.015
Occipital pole 4081 17.34 14.09 20.92 13.31 0.190 0.152 0.235 0.186
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E Model assessment
We use posterior predictive checks (Gelman et al., 1996) to assess how well our model fits
the data. First, we generate 1,000 realisations y∗kt from the posterior predictive distribu-
tions Y∗kt ∼ PP
(B,λkt), where k = 1 for, k = 2 for executive control, and λkt is the t-th
draw from the posterior intensity of type k. We then use these observations to construct
several summary statistics which we compare with the values observed in the real data.
Both first and second order properties of the point patterns are considered.
For first order properties we study NY∗kt (B), the total number of points in some region
B of the brain. For the entire brain, the posterior predictive samples yield 95% credible
intervals of [2, 13] for emotion and [6, 20] for executively control. These cover 73% (623/855)
and 63% (213/338) studies of the sample respectively. We further perform the same check
for the 65 ROIs used in the full brain analysis of Section D. For each ROI and type, we
record the percentage of studies that are contained in the 95% credible intervals of the
posterior predictive distribution. Results are shown in Figure 16. We also find that from
the 1193 studies of the sample, 1148 (96%) have at least 90% of their ROI counts covered
by the posterior predictive intervals.
Our second test is based on the L-function (Møller and Waagepetersen, 2004, 2007)
which is a summary statistic for the second order properties of a point pattern. For our
model, given an observation y∗kt and an intensity estimate λ
kt the L-fucntion at distance
d can be estimated as:
L
(
d | y∗kt, λkt
)
=
 3
4pi|B|
∑
y1,y2∈y∗kt
1{||y1,y2||≤d}
λktνy1 ,λ
kt
νy2
 13 . (28)
Therefore, as suggested by Illian et al. (2009), one can consider the differences ∆ik
(
d
)
=
L
(
d | xik,λkt
) − L(d | y∗kt,λkt) for all t = 1, . . . , 1, 000, where xik is the i-th observation
of type k. If the 95% credible interval of ∆ik for some study i does not contain zero then
the model does a poor job explaining the data of this study. We investigate the differences
∆ik (r) using values of r in a grid ranging from 0mm to 200mm, with spacing 2mm. Figure
17 summarises the results. In the top panel we see that the median (over studies) upper
and lower bounds contain zero for both emotion and executive control studies. For each r,
we calculate the proportion of studies that contain zero in the posterior predictive folders
of ∆ik and show results in the bottom panel of Figure 17. We find that for r ≤ 40mm
over 85% of the studies of both types contain zero within the credible interval. For larger
distances, the proportion drops but remains well above 60% suggesting no major issues
with the fit of our model.
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Figure 16: Results of the first posterior predictive check for first order propoerties. The
x-axis is the ROI index in the same order presented in the full brain analysis of Section
D. The y-axis represents the percentage of our meta-analysis studies that have counts
which fall within the 95% credible interval, as obtained from the 1,000 posterior predictive
samples. Emotion studies are shown in red whereas executive control studies are shown in
blue. The posterior predictive samples were generated from 1,000 intensity draws obtained
from the HMC.
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Figure 17: Results of the second posterior predictive check for second order propoerties.
The upper panel shows the median over studies upper and lower credible intervals for ∆ik.
The bottom panel shows the proportion of studies which have credible intervals for ∆ik
that contain zero. Emotion studies are shown in red whereas executive control studies are
shown in blue. The posterior predictive samples were generated from 1,000 intensity draws
obtained from the HMC.
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