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Abstract 
In recent years, nonlinear time series models have been widely applied to 
economics and business research. As data structure are being more complex, 
the popularity of nonlinear time series models can be considered as a result 
of their appropriateness in estimation and forecast as compared to the use 
of traditional linear time series techniques. Nonlinear time series models are 
also able to measure volatility more accurately. An important member of 
the class of nonlinear time series models is the threshold aiitoregressive time 
series model. It is a prominent model in financial and economic research. 
Whether a nonlinear time series model is appropriate depends on the testing 
result on noiilinearity. In this paper we provide a general description of 
the noiilinearity test for the threshold aiitoregressive time series model. The 
major theme of this thesis is to employ the multivariate threshold time model 
to study interest rates. A marco-level comparative research is conducted to 
explore the inter-relationship, pattern and trend of the G7 countries (Canada, 
France, Germany, Italy, Japan, United Kingdom and United States). To 
accomplish this goal, the multivariate threshold time series model, together 
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Chapter 1 Introduction 
Time series is a sequence with respect to time of observations. It is ap-
plicable in many different fields including agriculture, engineering, medical 
science, meteorology, and social sciences. But the most frequent applied ar-
eas are business and economics. Traditionally, economic time series are often 
described by linear models. The most widely employed model is the univari-
ate aiitoregressive moving average linear model (ARMA model) proposed by 
Box and Jenkins (1970). 
Consider an AR.MA(/;,fjf) process. Suppose that, we have a set of obser-
vations, for example, ijt, the returns of an asset at time t where t — 1, ..., n. 
Hence the backshift operator B is defined as 
B^^Z, = Zt-j. 
With the aiitoregressive order p and the moving average order q, the ARMA(p, 
q) model can be written as 
MB )y t = 0,[B)at (1) 
where 
(l)p[B) = 1 _ (h[B、一 ... 一 cPpBP 
and 
1 
Op{B) = 1 - 6i{B) - ... - . 
The alternative representation of ARMA model is 
IJt = (piVt-i + . •. + (f>pyt-p + at - 6iat-i — . . . — Qqdt—q (2) 
where {at} is the zero mean white noise. 
Linear Gaussian models have been frequently used in time series mod-
elling. It provides a number of nice properties in statistical inference with 
convenient physical interpretations (Medeiros, Veiga and Resende, 2002). Be-
cause of the great, power derived from the completeness of the theory, even 
time series data are often analyzed under the assumption of linear Gaus-
sian process due to the simplicity (Jiidcl and Mees, 1995). McDonald (1979) 
employed the univariate linear ARMA time series approach to forecast the 
total live-births in Australia. He found that the ARMA point forecasts are 
more accurate than cohort model projections. Even though univariate linear 
ARMA time series model is applicable in many cases, there are drawbacks 
of vising it in some circumstances. First, linear models cannot be used to 
explain certain economic features such as limit-cycles, asymmetry, jumps, 
and time irreversibility (Chan and Cheung, 2005). Besides, univariate linear 
time series model, such as the ARMA model, cannot describe the data well 
when the time series contain too many aberrant data (Franses and Van Dijk, 
2000). Franses and Van Dijk (2000) conducted a test to forecast returns 
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with linear models. By computing the DA-statistic, they concluded that the 
linear models were less useful in out-of-sample forecasts. The mean-square 
prediction error (MSPE) is larger when linear ARM A model is adopted for 
forecasting (Rothman, 1998). 
As linear time series models have a number of limitations in studying 
economic data, many researchers believe that more advanced time series 
models are needed to capture more complicated economic behaviour and 
phenomenon (Clements, Franses and Swanson, 2004). Many non-linear time 
series approaches have been developed in recent years, including the Bilin-
ear Models (Granger and Anderson, 1978; Siibba Rao and Gabr, 1984), the 
Generalized Aiitoregressive Conditional Heterosceclasticity (GARCH) Mod-
els (Eiigle, 1982; Bollerslev, 1986), the Markov Switching Aiitoregressive 
(AISA) Models (Hamilton, 1989) and the Threshold Aiitoregressive (TAR) 
Models (Tong, 1978). These nonlinear models can be used to measure limit-
cycles, asymmetry, jumps, and time irreversibility where linear time series 
models cannot. These nonlinear models also provide a much wider spectrum 
of possible dynamics for the economic and actuarial time series data than 
linear models. 
Bilinear Model 
The first influential nonlinear model is the "Volterra expansion" type 
model developed by Wiener (1958). It is a very complicated model due to 
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the requirement to estimate a large number of parameters. Subsequently, 
the control theorists introduced a special case which is called the "bilinear 
model" (Priestley, 1978). Granger and Anderson (1978) proposed a general 
bilinear BL(p, q, 7、s) model: 
p q r s 
Xt - Y^ (piXt-i = (k - ^j^t-j + CkiXt-kat (3) 
i=\ 3=1 k=l/=1 
where Oj, ci^ i are fixed time independent parameters. Granger and Ander-
son (1978) fitted the Wolfer sunspot imnibers by the BL(1, 0，1, 1) model. 
When compare with the AR(2) model, which is fitted by Box and Jenkins 
(1970) iksing the same data set. The BL model is able to rexliice the mean 
sum of squares of residuals by 13.5% (Siibba Rao, 1981). 
The performance of a time series can be evaluated by its performance 
on foreca«tiiig (Siibba Rao, 1981). Siibba Rao (1981) illustrated this by 
the forecast, of sunspot numbers. Both bilinear and linear approaches were 
studied. The first 246 ol)servations were used for model fitting. Based on 
the model, the next ten observations were predicted. The best AR model 
obtained was AR(9) model. The mean sum of squares of residuals was 185.82. 
Compare it wit h the one obtained by bilinear model, the mean sum of squares 
of residuals was only 141.18. The AIC value obtained from bilinear approach 
was also smaller than the one obtained from the AR(9) model. 
Bilinear models are very simple and can be applied easily to financial and 
macroeconomic series (Hristova, 2005). Improvement over ARIMA forecasts 
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was demonstrated by Maravall (1983) after using the bilinear approach. 
G A R C H Model 
GARCH models are commonly used in financial time series such as stock 
returns and exchange rates since GARCH models have the power to param-
eterize conditional heteroskeclasticity, which usually exists in the financial 
(lata (Drost and Nijman, 1993). GARCH is introduced by Engle (1982) and 
Bollerslev (1986). It is one of the most popular volatility model nowadays 
(Franses and Van Dijk, 2000). The general GARCH(p, q) model is given as 
follows: 
q p 
hi ^ u + Y . ^i-l-i + S f^h—i (4) 
i=丨 i=l 
where ht is the variance and £t is the residual at time t; uj, ai and 0i are 
parameters in the model. 
Asymmetric nonlinear smooth transition GARCH (ANST-GARCH) model 
is one of the nonlinear GARCH models. Anderson, Nam and Vahid (1999) 
used six time series of export returns to study the performance of the ANST-
GARCH model. The data was generated by the stock market price indices 
of France, Germany, Italy, Japan, United Kingdom and United States. The 
study period started from January 2，1990 to October 16, 1995. Based on the 
likelihood ratio test, they showed that the ANST-GARCH model fitted the 
stock market data in the above countries very well. Burns (2002) estimated 
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the Value at Risk estimation (VaR) using an univariate GARCH model. The 
model was fitted with 70 years of the S&P 500 daily data. The estimates are 
accurate under the GARCH approach, therefore it is applicable in estimating 
the volatility. 
Markov Switching Autoregressive Model 
The main problem in using linear model for analyzing and fitting the 
financial data is that, the linear model is incapable of capturing asymmetries 
in business cycles. Because of that, Hamilton (1989) proposed a Markov 
Switching Autoregressive Model which could solve the above problem. The 
model is derived with the sum of a Markov process and an autoregressive 
process, and we assume that there are periodic changes in the time series 
data. By Montgomery, Zarnowitz, Tsay and Tiao (1998), a two-state Ma,rkov 
switching autoregressive (MSA) model is as follows: 
= + 欢 工 1 + … + •(pSt)工“+ su (5) 
where St = i, z = 1, 2; p is a nonnegative integer; {^it} are independent 
Gaussian white noise with zero mean and variance of. Further, {s(} is the 
stat process. The value is computed by transition probabilities where 
P(S( 二 2 I S卜 1 = 1) = Q'l 
and 
P(st. = 1 I s卜 1 二 2) = a,2. (G) 
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This model can be used to describe data in different ccononiic periods. 
For example, this approach was employed to forecast the U.S. unemployment 
rate (Montgomery, Zarnowitz, Tsay and Tiao 1998). Correspondingly, we are 
able to formulate two AR models, one for s< = 1, which represent the status 
of economy expansion. The other one is for St = 2, which represent the status 
of economy recession. With the estimated transition probabilities, the MSA 
model performs better in fitting and forecasting the financial time series. 
TAR Model 
Threshold aiitoregressive model (TAR) is one of t he widely used nonlinear 
time series models. In the literature, it is mainly used to explain various 
empirical nonlinear phenomena in economic time series. Our illustrative 
application is the modelling of the national output growth which is very 
different during recessions and expansions (Clements, Fianses and Swanson, 
2004). This kind of economic behaviour cannot be explained and the data 
cannot be fitted well by a linear model. On the other hand, the threshold 
aiitoregressive model can be used to fit, the data well amid the occurrence 
of many different kinds of economic behaviour. Examples include the work 
of Yaclav, Pope, and Pauclyal (1994) for future markets, Montgomery et al. 
(1998) for U.S. unemployment, and Clements and Smith (2001) for exchange 
rate variables. 
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An univariate TAR model is basically a piecewise linear model which 
splits the series into k regimes. It is simple to specify, estimate, and interpret. 
The parameters of the model switch according to the value of a variable which 
is called the threshold variable. A /c-regimes TAR model is defined as follows: 
‘ ) + n = i + e”)，if Zt-d < n ; 
01?) + E L i + , if ri < Zt-d < r2； 
yt = { . . . . (7) 
、 少 + E L i 於 、 + if < 
whore k is the number of regimes in the model, d is the delay pammeter, p 
is the aiitoregressive order of the model. Further, (/>[/) are the constants, and 
(pp) are parameters for j = 1，2，...，/>:，and Zt-d is the threshold variable where 
it is assumed to be stationary. It depends on the observable past history of 
yt-d- In addition, .n, r-z, ... , •/•/,_i are the threshold parameters and they 
satisfy the constraint, -oo < .n < 7,2 < … < Vk-i < 00. The innovations 
� N ( 0 ’ c r ” and a'j < oc for j = 1, 2, ...,k. Model (7) is a piecewise linear 
model in each regime. Generally, if k > 1，model (7) is nonlinear. On the 
other hand, model (7) becomes linear k = 1 (Tsay, 1998). 
The size and level of sophistication of the interest rate market increase 
dramatically in recent years. Many financial analysts are interested in inter-
est rate models for the purpose in swapping, quantifying and managing the 
financial risk, and to formulate monetary policies. Montgomery, Zarnowitz, 
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Tsay and Tiao (1998) used the univariate threshold autoregressive model to 
analyze and forecast the U.S. unemployment rate. Unemployment rate ex-
hibits a special cyclical behaviour. That is, the unemployment rate increases 
in a fast rate, but it decreases in a slower rate (Montgomery, Zarnowitz, Tsay 
and Tiao 1998). TAR model is the model that can capture this behaviour. 
Montgomery, Zarnowitz, Tsay and Tiao (1998) used quarterly iinemploy-
ineiit data. (1948-1993) to fit a time series model. In this case the threshold 
variable is the change in tlie quarterly unemployment rate. Akaike infornia-
tioii criterion (AIC) and Bayes infoniiation criterion (BIC) were computed for 
selecting the threshold value (i—0.1). Hence, in the first regime, the threshold 
variable is less t han 0.1 which riieans that the change in the quarterly unem-
ployment rate is small. The economy is therefore stable and relatively the 
AR(1) model was adopted. In the second regime, there is a larger change in 
the quarterly unemployment rate. The economy is considered to be unstable. 
The model used in this regime is an AR(2) model. 
Another example of the applications of univariate TAR model is its use 
to analyze GNP of the United States (Porter, 1995). The data, covers the 
period from 1947-1990. The number of regimes is chosen to be two. Data 
are divided into 2 groups. The combined error variance of the TAR model is 
7% less than the one obtained by using a linear model. 
The above results illustrated that the threshold autoregressive time series 
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model is more powerful in understanding the dynamic structure of interest 
rates which depend on the status of the economy of a country. 
Interest rate is one of the key economic variables that affect many com-
panies and individuals. A change in the interest rate has a great impact on 
each economy. It affects both the consumers' reaction and many business 
decisions (Kern and Giitmann, 1992). 
We can see that finding a representative model for interest rate is a very 
important task in analyzing the economy. Chan, Wong and Toiig (2004) used 
the TAR model to study the U.S. goveiiinient long-term interest. A total of 
17G observations are taken from 1957 to 2000. The model employed is: 
= I 0.2G85yt-1 — 0.3294队—5 + £”)，if Vt-i < 0.0; 
饥—1 0.3180y卜 1 — 0.2088?/,,_2 + ef\ if yt-i > 0.0. 
The data are separated into two regimes, with zero as the threshold value. 
The first regime represents a period of decreasing the interest rate. The 
second regime stands for a period of rising the interest rate. From this 
model, we understand that the long-term interest rate has a longer memory 
in a downward environment, while it has shorter memory during an upward 
environment (Chan, Wong and Tong, 2004). Besides, the interest rate model 
is able to yield reasonable forecasts for the interest rate. 
The rest of this thesis will be divided into the following chapters. In 
chapter 2，we extend the threshold autoregressive time series model to the 
multivariate setting. A brief description will be given for the multivariate 
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threshold autoregressive time series model with known parameters p, d and 
k. The multivariate threshold autoregressive model is rearranged into a spec-
ified order such that an arranged regression analysis can be conducted and 
transformation enables the threshold model be treated as a changepoint prob-
lem. Then, the test for nonlinearity can be employed in a convenient way. 
The test proposed by Tsay (1998) is used to detect nonlinearity of this model. 
We use recursive least squares method to obtain the predictive residuals in 
the arranged regression. Stanclarclizecl predictive residual is computed and 
used to construct the test stat istic. The asymptotic distribution of t he test is 
also given. There will he a doscriptioii of the procedure for model selection. 
Akaike information criterion (AIC) is used to select the thresholds as well 
as other parameters, yielding the best fit model. A detail description is also 
given for the Bivariate TAR model. Applications of the BTAR model such 
as interest rate analysis is also provided. 
Ill chapter 3, more examples and applications of the threshold autore-
gressive time series model are given. In particular, we explore the use of 
nonlinear threshold models to analyze economic time series data, including 
interest rates. Empirical studies comprises the interest rates of both short 
term and long term in the G7 countries (Canada, France, Germany, Italy, 
Japan, United Kingdom, and United States). The comparative study reveal 
interesting structure of interest rates of those developed nations. Finally 
11 
conclusions are given in chapter 4. 
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Chapter 2 Multivariate Threshold Time 
Series Model 
2.1 The Multivariate TAR Models 
The threshold aiitoregressive model was first developed by Tong (1978). 
Tsay (1998) generalized the principle to a iiiiiltivariate framework, and de-
veloped the iMultivariate Threshold Aiitoregressive (TAR) Model. Now, con-
sider a niultivariate time series with Y,, = (jju，y2t.,…:Iht.)'• A 5-climensioiial 
A;-reginie iiiiiltivariate TAR model at time /, is defined as: 
.(I)；；)+ (：&$〜,—…!1)’ 
Y , = (I)f严)+ (》;2)Y'.-j + eP)’ if n < < 7-2； (9) 
、（I)iA’）+ Z & i + if < 
where k is the number of regimes in the model, pi is the aiitoregressive or-
der of the model in the i-th regime, d is the delay parameter. (I>{)') are (sx 
l)-dimensioiial constant vectors and are (s x s)-climensional matrix pa-
rameters for i = 1, 2, ..., k. The innovation within the i-th. regime are (sx 
l)-climensional matrix parameters for i = 1, 2, ..., k, which are sequences of 
i.i.d. normal random vectors such that �N i J ) , Sj) for i = 1, 2, ..., k. And 
Ej is a positive-definite variance-covariance matrices for i = 1, 2，..., k. The 
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innovation are assumed to be independent to each other. In general, the 
threshold variable Zt-d is based on the past history of Yt-d- Furthermore, 
Zt—d is assumed to be stationary. Chan, Wong and Tong (2004) provided 
some examples of Zt-d- Define the threshold variable Zt-d as the average of 
all of the elements in Yt-d, then 
^t-d — (7，7’ ...，；y^ t-d-
If we simply take the threshold variable Zt,-d to be y、’t-d, then 
2.2 Testing for Nonlinearity 
It is very important to detect whether the observed series follows a linear 
or nonlinear model. However, the test to detect the existence of nonlinearity 
ill real data set was not available until Mara,vail (1983) detected nonlinearity 
by examining the sample autocorrelation functions, of i) the series and their 
squared values, or ii) the residuals and their squared values. However, Davies 
and Petriiccelli (1986) discovered that there were some problems in using the 
method proposed by Alar avail (1983). 
McLeod and Li (1983) proposed another method, a portmanteau test, 
to detect the nonlinearity in the time series data. After a linear fit for the 
data, autocorrelations of the squared residuals were computed and used for 
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detecting nonlinearity. If the series data follow a linear model, the auto-
correlations will follow an asymptotic Chi-square distribution. Davies and 
Petriiccelli (1986) compared the above portmanteau test statistic with the 
Keenan statistic (1985) in bilinear and SETAR time series. They concluded 
that the Keenan statistic was often more powerful than the Portmanteau test 
statistic in several bilinear cases. But in most situations, specially for the sta-
tionary threshold autoregressive process, Portmanteau tests performed much 
better than Keenan's method. 
A likelihood ratio test was used to detect nonlinearity (Chan and Torig, 
1990; Hansen, 1992). As there is a difficulty on defining the threshold values, 
most of the likelihood ratio test, is only applied to the iiiiivariate cases. The 
number of regimes is at most two, which means only a single threshold model 
is considered when using the likelihood-based tests (Tsay, 1998). 
Another test for nonlinearity for SETAR model is developed by Tsay 
(1989). The test was first developed for the univariate case only. Same as the 
portmanteau test, this test has an asymptotic F-distribiition. It is a relatively 
simple test when compared with other nonlinearity tests. Basically, it is a 
changepoint detection problem in an arranged regression setting. Petriiccelli 
and Davies (1986), and Tsay (1989) constructed the test statistics by the use 
of the predictive residuals. 
Another advantage of using Tsay's approach is that it does not depend on 
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features of the alternative model. There is no need to develop any alternative 
model before perform the nonlinearity test. Only the threshold variable is 
used to fit the arranged regression (Tsay, 1998). 
Among the above testing methods for nonlinearity, the test statistic of 
Tsay (1989) will be discussed and used in the rest of this paper. It is because 
the test is very simple to use and it has an asymptotic F-distribiition. As 
we will consider a nuinber of financial clatasets such as interest rates and 
Tsay's test (1989) is more appropriate. Moreover, it. is widely applicable in 
many diffeieiit areas iiichuliiig finance, clinical studies and social investiga-
tion. And most iniportaiilly, this test is powerful in detecting nonlinearity 
in the threshold aiitoregressive model. 
Tsay (1998) extended the testing method to the multivariate case. Con-
sider the null hypothesis that Y,. follows a linear regression model, versus the 
alternative hypothesis that Yt belongs to a nonlinear multivariate threshold 
aiitoregressive model. First, given observations {Yi , . . . , Y,,} and {^i,..., 
assume that the values of p, d are given, with the use of least squares esti-
mation, t he threshold model can be arranged in the matrix form: 
( + 1 \ / 1 Yf+i一 1 .. • \ f (I)|) \ f 4+1 \ 
: = : : • . ： : + : (10) 
V Y； ) ( 1 Y “ • • • Y “ 八 ( 5 」 V < 
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or in alternative form: 
Y ; = X : $ + e:， ^ = (11) 
where X , = (1, Y;_i’ . . . , is a (/; x s +1) dimensional regressor, $ is the 
parameter matrix. Under the null hypothesis, we can obtain the least squares 
estimates of the parameters in (10). However, if the alternative hypothesis 
holds, Y( is a nonlinear threshold model, the least squares estimates are 
biased estimators. Now, re-arrange the order of equation (10). Consider the 
order statistics of the threshold variables Zt-d- For all the threshold variables: 
{z/i+i-rf,..., denote 2；(,:) as the smallest element in {zi,+i-d, •••, Zn-d}. 
The regression model is then arranged in ascending order of the threshold 
variable Zt-d, and it becomes: 
( ) / 1 Y 卜 1 . • • \ / ， \ / ) 
^(2)+d 二 1 Y(2)+d-l . . . (办'1 + "(2)+rf (12) 
. . » * . • • . . . • . • • 
\ y V1 Y ' ⑷ + “ • •. / V (巧)/ \ ) 
where q — m, m + 1,..., n - p, and m is the number of start-up observations 
in the ordered regression (Chan, Wong and Toiig 2004). 
A more concise representation is: 
Y ; ⑷ = ⑷ + ⑴+… I = 1 ,…， n - p . (13) 
The dynamic of the Y( series is not changed after the model is rearranged. 
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Only the ordering of the data has been changed, meaning that the row order 
of the whole matrix framework has been altered. As the regression is arranged 
by the ascending order of the threshold variable Zt-d, the rearrangement 
enables us to transform the threshold model into a change point problem 
(Tsay, 1998). So to detect nonlinearity is equivalent to locating the change 
point ill the model (12). 
There are several ways to detect model change in (12). As indicated ear-
lier, we use the Tsay's approach (1998). Thus, the predictive residuals and 
the recursive least squares method will be employed. If the null hypothesis 
holds, which implies that Y , is a linear model, the recursive least squares 
estimator of (12) is consistent. The predictive residuals are independent to 
each other and each one is a white noise. Furthermore，there is no correla-
tion between the regressor and the predictive residuals. Nevertheless, 
if the alternative hypothesis holds, Yt is a nonlinear threshold model. The 
recursive least squares estimator of (12) is then inconsistent, thus the pre-
dictive residuals are no longer white noise. As a result, the regressor ^t{i)+d 
and the predictive residuals are correlated. To summarize, we test 
Ho： The predictive residuals are iincorrelatecl with the regressor X,⑴ 
against 
Hi： The predictive residuals are correlated with the regressor 
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Tsay (1998) started with the first m smallest values of threshold variable 
Zt-d- He computed the recursive least squares estimates of the parameters 
in the arranged regression. Let be the above least squares estimate of 
The one-step-ahead predictive residual can be computed according to 
the following equation 
^t(m+\)+d = — (14) 
And the one-step-ahead standardized predictive residual is: 
- — et(?u+l)+d , i r、 
//f(ru + l)+d = jT/I 、丄。 
where V,„ = X , ⑷ ( ⑴ T h e above values can be easily obtained 
by the recursive least squares algorithm some common statistical packages 
(e.g., Tinim and Mieczkowski, 1997). 
In the next step, Tsay (1998) considered the multivariate regression 
力 明 = X ;⑴广 17 + w ; ⑴ ( 1 6 ) 
Note that I = •"?.() + 1, — h and mo is the point where the recursive least 
squares estimation of the arranged regression starts, is the least squares 
residual of regression (14). Tsay (1998) used m.o ^ 3y/n for the stationary 
series, and 77?.o ！^ 5y/n for the unit root series, where n was the sample size. 
Now the problem of testing nonlinearity is transformed to the test of 
the hypothesis Hq ：中 = 0 versus the alternative hypothesis Hq : 0. 
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According to Tsay (1998), the appropriate test statistic is 
C{d) 二 [n — h - mo - kp - 1] x {Inclet |Vo| — Indet |Vi|} (17) 
where clet |V| denotes the determinant of the matrix V, and 
VO — n-h-mo ^l=mo + l ^t.{l)+dTlt{l)+d 
and 
Under the null hypothesis, Y/ follows a linear process, Tsay (1998) showed 
that C(d) was asympt ot ically a clii-sqimred random variable with degrees of 
freedom {pk + 1) x k. 
2.3 Model Selection and Estimation 
Before performing the C(d) test of nonlinearity, we need to find out the 
values of p and d. Chan, Wong and Tong (2004) proposed the method of 
selecting the value of p by using the partial aiit.oregression matrix (PAM) of 
Yf,. Tiao and Box (1981) defined the PAM at lag I, n ( / ) , as the last matrix 
coefficient when the data are fitted to a vector aiitoregressive process of 
order I. Box and Jenkins (1976) defined the partial autocorrelation function 
for the univariate case. The PAM is simply an extension of the partial 
autocorrelation function, and it can be applied to multivariate case. For 
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I > ]), the partial autoregression matrices n ( / ) of a linear vector AR(p) are 
zero. This "cut off" property is very useful for us to select a suitable value 
of the AR order p (Chan, Wong and Tong, 2004). 
After the value of p has been selected, the arranged regression can be 
fitted for d = 1, ..., p (Tsay, 1989). The appropriate delay parameter d is 
chosen according to the testing result of the C(d) test. 
In univariate time series, scatterplots are used to find out the number of 
legiines k and the threshold values r“ where i = 1, — 1. However it does 
not work in high-diniensional multivariate TAR model (Chan, Wong and 
Tong, 2004). Following the idea, of Toiig (1983), the Akaikc's Informat.ion 
Crilersioii (AIC) is used to specify the values of k and 7、. 
Suppose p, d, k and R^ = {ri,..., Vk-i} are given, Chan, Wong and Tong 
(2()()4) divided the full-length ordered multivariate regression matrix in (12) 
into k regimes. In the z-th regime, the regression model is: 
Y , = + ti (18) 
where 
Y?: = (Y(冗…Y(开，_i+2)+(/’Y[冗,.）+(》' (19) 
(!>(!) = ( ( 4 (!>?)’..•，$;(!))' (20) 
q =(《TTi—i + l)+d’ ^ ( 7 r , - l + 2 ) + r f ' … ， ( 2 1 ) 
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and 
/ 1 \r' "v"/ \r> \ 
丄 I (7r,_i + l)+d-l . . . ^ {7r,_i + l) . . . ^ (,r,_i + l)+d-p 
1 "V V ' Y"' 
V : 丄 I (7r’ — i+2)+d-l ••. I(7ri_i+2)...工（7r,:_i+2)+d—p (之之) 
• . • . • . 
\ 1 . . . Yf 冗。 .• • Y ( 冗 y 
Here, tt,； is the largest value of i such that {'/'i-i < Zi < 7'i} for z = 1 , . . . , 
s — 1. Set TTo 二 0 and tt,, = n — p. There are ?7,j = iVi — 7rj_i observations in 
i-th regime. In each regime, the model is a linear process. The least squares 
estimate of 少⑴ can be easily obtained by using the multivariate linear least 
squares met hod. The least squares estimate is: 
(i)(0 = (V ;V『 i (V ;YO. (23) 
In addition, Chan, Woiig and Toiig (2004) stated that the residual variance-
covariance matrix for the 2-th regime can be obtained by 
‘ 1 外 ^ 
= i+o+rf} (24) 
'H 
Given p, d, s and Ri,, the AIC of the multivariate threshold model in (9) 
can be obtained using 
k 
AlC{p,d,sJlk) = X^{nan|Ei| + 2A:(M-+l)}- (25) 
1=1 
After the values of p and d have been selected, the above process is exe-
cuted. The appropriate values of the parameter k and the threshold values 7\ 
are chosen when the AIC value is minimized. Tsay (1998) and Chan, Wong 
and Tong (2004) stated that the value of k was usually restricted to be a 
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small number because of the computational complexity. The final model can 
also be better interpreted with a smaller number of regimes. As a result, the 
niiniber of regimes is usually restricted to 2 or 3. 
There is an assumption for the above method. The AR orders in each 
regime are assumed to be the same, that means pi = p2 = ••• = Pk- However, 
the method can bn easily oonoralizod to copo with possible difforont AR 
orders. In such cases, to find out the best model which can describe the time 
series well, one can carry out the above iiiodelliiig method with different 
coinbinatioiis of the value of the AR orders in each regimes. The value of 
can 1)0 changed wit h t he restriction I hat, /;, < p. The model with AR 
order ，...,/)(.)’ which minimizes the AIC value, is the most appropriate 
threshold aiitoregressive model for the series of data (see Chan, Wong and 
Tong, (2004)). 
2.4 Bivariate TAR Models 
In economic time series, such as the unemployment rate and interest rate, 
we usually consider the short-term and the long-term series only. Tsay (1998) 
analyzed the U.S. interest rate using the short-term and long-term interest 
rates. Chan and Cheung (2005) employed the Tsay's approach to analyze 
Australian interest rate, again with short-term and long-term series. In the 
next chapter, we focus on the interest rates of the G7 countries, also using 
23 
the short-term and long-term series. The bivariate threshold aiitoregressive 
time series model will be the major statistical tool. 
The bivariate threshold aiitoregressive (BTAR) model is a special case 
of the multivariate TAR model with s = 2. Chan and Cheung's definition 
oil the bivariate TAR model (2005) will be used. Consider a bivariate time 
series Y( = (jjitiy'u)'• With the aiitoregressive order in the i-th regime of the 
model Pi and delay parameter d, a A:-regime BTAR model at time t is defined 
as the following: 
‘ 4 ” + + £!丨)，if z卜(t < n ; 
V 」 + + if n < < r,; 
Yf = 、 . . . . I北J 
、 + E^^I ( i f )Y,—, + e\k、, if < z,^, 
where k is the niiinber of regimes in the model, </)(()'.) is a (2 x 1)-dimensional 
constant vector in the z-th regime. Furthermore,对）is a (2 x 2)-climensional 
parameter matrix in the i-th regime and the threshold values {7..1, ...".a；—i} 
are arranged in an ascending order. Here, ej” is a (2 x l)-dimensional inno-
1/2 1/2 
vatioiial vector in the i-th regime, with value equals to S / a/；, where E / is 
a symmetric positive definite matrix and {a,} is a white noise with mean 0 
and a (2 x 2)-cliniensional covariance matrix I. The threshold variable Zt-d is 
stationary and most likely depends on the past history Yt-d- For instance, 
(l，0)Y,_d 
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which means that the threshold variable is y\,t-d- If the difference between 
iji^t-d and ?/2,t_d is used as the threshold variable Zt-d, then 
Zt-d = (1, - l )Y(_d . 
2.5 Applications 
The bivariate TAR model widely applied in many different areas. Shively 
(2004) analyzed the interest rate and the luieinployiiient rate by using a non-
linear, three-regimes bivariate threshold autoregressive model. The interest 
rate used is the Federal funds rate which was in the period from .January 
19G0 to December 2002. So yt - (Ai^ ，"<)'，where it is the natural logarithm 
of the interest rate at time t , Ait = {it. — h - i ) is the difference of the natural 
logarithm of interest rate and Ut is the unemployment rate at time t. 
Using Tsay's (1998) chi-sqiiared test, Federal Funds rate follows a non-
linear threshold process. Shively (2004) used 60 as the start-up value for 
the recursive least squares estimation, AR order p = 6 and delay parameter 
c/ = 1, 2, 3, 4. The test statistic is maximum when the value of delay pa-
rameter d = I. And the threshold variable is dioscii as Ait—d such that the 
chi-sqiiarecl test statistic is maximum. By a grid search across the empiri-
cal ranges n G (-8%, -3%) and 7,2 G (3%, 8%), the two selected threshold 
values are .,、= —5% and 7,2 二 5%. 
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Tsay (1998) applied his method in the analysis of U.S. interest rate and 
the analysis of the Iceland river flow data. For the U.S. interest rate anal-
ysis. Tsay (1998) used 3-month treasury bills and 3-year treasury notes to 
represent short-term and long term interest rates, which were denoted by Yu 
and ¥21- The analysis was based on the growth series Y( = {yu, where 
yu = In(Y'it) — In(yu-i) for i — 1,2. Threshold variable Zt is the 3-month 
"average spread" in logged interest rates. The period of the data is from 
.Jaimary 1959 to Febnuiry 1993, with a total of 409 observations. The value 
of the aiitoregressive order p is 7. The C{d) test was performed and the test 
statistic was large when d = 1 and d = 4. The iminher of regimes was also 
restricted to 2 or 3. There are a total of 4 combinations of {s, d) where s is 
the niirnber of regime in the model. Tsay (1998) used grid search and AIC 
values to select the thresholds. From the above 4 combinations of {s, d}, the 
AIC value is niininmni when d = 4 and s = 3. So a three-regime model with 
AR order 7 and delay parameter 4 was selected with these observations. 
Tsay (1998) stated that different regimes represented different economic 
periods: Regime 1 represented economic expansion periods, regime 2 repre-
sented moderate economy, and regime 3 represented economic recession. 
Different combinations of {pi,P2,P3} were chosen for the model repre-
senting the interest rates such that the AIC value was minimized. Based on 
the smallest AIC value, a model with (2, 6，7) regimes was selected. Tsay 
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(1998) indicated that the growth series of interest rates were concurrently 
correlated. And the dynamic structure of the two growth series depended 
on the status of U.S. economy. The short-term and long term series were 
said to be uncouple processes during economic expansion. There is a uni-
directional relation from short-term interest rates to the long-term interest 
rates when the economy is stable. While dining economics recession, there 
is feedback relation between the short-term and the long-term interest rates 
(Tsay, 1998). 
Another application of the BTAR model proposed by Tsay (1998) is the 
analysis of Iceland river flow data. The time series y,, = ("u，"‘—")', where 
yit represents the daily river flow of the Jdkiilsd Eystri River and y-zt rep-
resents the daily river flow of Vatnsdalsd River. The time period is from 
1972 to 1974. There are a total of 1095 observations. Tsay (1998) chose the 
temperature in degree Celsius Zt as the threshold variable. And this model 
includes exogenous variables Xt, daily precipitation in millimeters. Only a. 
two-regime TAR models was considered as there was only one freezing point. 
Tsay (1998) used the AIC value and the conditional least squares method to 
estimate the threshold value Vi. With the smallest AIC value, the estimated 
threshold value fi was -0.42394. A model with AR order 15 was selected. 
With different AR orders in each regime, the TAR(15) model has the smallest 
AIC value = 16,943.7. Compare it with a bivariate linear AR(15) model with 
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AIC value = 20,422.8, it is more appropriate to use nonlinear TAR model 
to explain the river flow data. This example shows that the BTAR model is 
not only applicable to economic data. 
Finally we look at the Australian interest rates analysis by the bivariate 
threshold time series model by Chan and Cheung (2005). Similar to U.S. 
interest rate analysis by Tsay (1998), both short-term and long-term interest 
rates were used. The 2-year government bonds {xu) represent the short-
term interest rate, and the 15-yea.r government bonds {x2t) represent the 
long-terin interest rate. The period of data is from Januaiy 1957 to August 
2002. The analysis was based on llie growth series Y , 二 (//iz, fj'it)'-, vvliere 
(Jit = ln(:c") — \n{xij-[) for i = 1, 2. A total of 547 Y,, were observed. Chan 
and Cheung (2005) defined the threshold variable Zt as the 3-month moving 
average "spread" of logged interest rates. The value of Zt is: 
Si + S2 Si + St-i + St-2 . 、 
二 Si’ 22 = -~~， Zt —: , t > 3 (27) 
where St = In(^u) — ln(^2t), is the "spread" at time t. Threshold variable 
Zt can indicate different economic status. Negative value of Zt indicates eco-
nomic expansion. On the other hand, positive value of Zt implies economic 
recession. 
From the observed time series, partial aiitoregression matrices were com-
puted. To find out the AR order p, the null hypothesis is that the PAM is a 
zero matrix is tested. Likelihood ratio statistic, M(/), follows a chi-squared 
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distribution, drop significantly after I = 9. The AR order p was chosen to 
be 9. Chan and Cheung (2005) used p = 9 and m == 125 for the C(d) test. 
Delay parameter d was chosen to be 1 or 2 since the C{d) test statistic is 
large when d = I and 2. 
The number of regimes k is restricted to 2 or 3. Grid search and AIC 
method were used to estimate the best value of threshold value. The smallest 
AIC value is -7,292.74 when k = — 9 and d = 2. The corresponding 
threshold values were: = —0.1457 and f) = —0.0341. Chan and Cheung 
(2005) tried different AR oitlers in (liferent regimes. The final model was 
a three-regimes model with delay parameter d = 2 and AR oitler (9. 5. 1). 
The corresponding AIC value was -7,334.18. 
Nonlinearity existed in Aiistralian interest rates. The results also show 
that different conclusions can be drawn in different economic status. During 
economic expansion, the two interest rates have longer interaction memory. 
In moderate economy, the interaction often drops. While during economic 
downturn, the time of interaction between the two series is very short. 
BTAR model is not only applicable in the financial and economic fields, it 
also works well with geographical or medical data. Nevertheless, the BTAR 
model is still more frequently used in analyzing financial data. 
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Chapter 3 Comparative Study of Interest 
Rates 
3.1 Background 
Interest rates are highly correlated with the inflation rate. Generally, 
coiiritiies with higher inflation rate will have weaker currencies. A higher 
interest rate is required to coinpeiisale for the potential future devaluation 
of t heir currencies. In countries yiich as the United States, western European 
cx)uiilries and Japan, the government raises the interest rate as an economic 
tactic which can be used to curb inflation and to strengthen its currency. 
During 1980s, governments control inflation by varying the level of the inter-
est rates. Besides, some authorities change the short-term interest rates in 
order to influence money supply and credit expansion, or dampen domestic 
spending. 
In analyzing the market and forecasting the trend of the interest rates, it. is 
better to study the theoretical background of interest rate and the mechanism 
in determining the level of it. The classical theory of the determination of 
interest rates was developed by classical economists in the 19th century (Kern 
and Giitmann, 1992). It is based on the theory of demand and supply, where 
supply is determined by current and expected personal wealth and income, 
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and demand is determined by the actual and prospective productivity of 
capital and the borrowing for the desired investment. It is reasonable to 
define the supply and the demand as above because the demand curve is 
downward sloping and the supply curve is upward sloping. If the interest 
rate decreases, more people will borrow money for investment. On the other 
hand, if the interest rate increases, more people will keep their money in 
saving instead of using it for investment. The optimum interest rate is the 
one which achieve a status of equilibrium. 
Anot her theory is the iiionetary or liquidity preference theory of interest 
rates (Keni and GiUiiianii, 1992). It emphasizes the role of money and focus 
on the risk of prolonged instability and speculation. It states that during 
economic recession, even the interest rates are very low, people tend to hold 
money for saving rather than to invest it. The interest rate is determined 
by tlK3 demand and supply of holding money, which differs from the previous 
approach that the interest rate is determined by the demand and supply of 
investment. 
Both theories are not sufficient to explain the movement of rates along 
the spectrum from very short to very long-term rates. Kern and Gutmann 
(1992) stated that government actions had stronger impact on the short-
term interest rates, while the long-term rates were largely determined by the 
demand and supply. 
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There are sonic factors affecting interest rates. One of them is the time 
to maturity of assets. It is important to isolate the specific effects on interest 
rates of the maturity of the asset. A method to deal with it is by comparing 
the "spread" of the interest rates over time. The spread of the interest rates 
across different maturities is usually presented by the use of "yield curve". 
Yield rurvo is produced by plotting tho yields (interest, rate) against different 
mat urities on a particular date. Yield curve can show the term structure of 
yields. The change in yield curve over time also gives us information on 
monetary policies (Kern and Giitinaiin, 1992). 
Yield curve usually, but not always, has a 'normal' upward sloping shape. 
The normal yield curve indicates that the interest rates rise with the maturity 
period. One of the reasons to explain the above shape of normal yield curve 
is the risk and liquidity. The longer the maturity period, the higher the risk 
and the worse the liquidity, which results in an upward sloping yield curve 
in normal situation. A yield curve with greater upward slope means that 
the loiig-term interest rates are higher than the short-term interest rates and 
the market is expecting the interest rates to rise. However, it is not always 
the case that the slope of the yield curve is upward. The yield curve with 
downward slope implies that the short-term interest rates are higher than 
the long-term interest rates, meaning that the market expects a fall on the 
interest rates. The shape of the yield curve can also be explained by another 
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factor - expectations. 
The term structure of interest rates depends on the expectation of future 
interest rate movements. The long-term interest rate, is expected to be equal 
to the average of the current short-term interest rate, plus the expected short-
term interest rates in the future. So if t he market expects an increase on the 
interest rates in the future, long-term interest rates will be higher than the 
short-term interest rates, which generates an upward sloping yield curve. The 
slope should be much steeper than the norma,1 yield curve. On the other hand, 
if the market expects the short-term interest rate to decline in the coming 
futme, the long-term interest rates will be lower than t he sliort-terni interest 
rate and a clovvnwarcl sloping yield curve is formed. The above demonstrates 
that the precise shape of the yield curve depends on the short-term interest 
rates expected at different times. 
The shape of the yield curve is a useful tool for analyzing and forecasting. 
Burns and Giitinarin (1992) made use of the yield curve in US and UK for 
analysis. They found that downward sloping yield curve was more common 
in UK than that in US and other western European countries. And towards 
the end of 1990, both the UK and the US yield curves are having a downward 
slope. This indicates that in the market, there is a strong expectation that 
the interest rate will drop. 
Our example for the US yield curve also explains the same phenomenon. 
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The US yield curve in figure 1 shows the interest rates on 2003/09/23 and 
2006/09/23 respectively. The slope of the yield curve in 2003 is much steeper 
than normal yield curve. Hence, the market expects a huge increase in the 
interest rates. In fact, the US interest rates have risen successively over 
the past few years, until August 2006. The US yield curve in 2006 has a 
slightly downward slope, especially from maturity period of 1 year to 10 
years, implying that the market expects the interest rate to drop in the 
coming 10 years. 
Over the economic cycle, there exist different expectations about the 
hitiue iiiterest rates, which are not only affecting the shape of the yield 
curve, but also the position. In terms of the shape of the yield curve, if the 
market expects a reduction of the future inflation rate, the long-term interest 
rates will drop. As a result the yield curve tends to flatten or in some cases, 
it has a downward slope. In terms of the position of the yield curve, if the 
inflation rate is high, the yield curve is located vertically higher as compared 
to the one with smaller inflation rate. 
3.2 The Importance of Modelling Interest Rates 
Over the past, ten years, the size and the level of sophistication of the 
fixed income securities market has increased dramatically around the world. 
It becomes a giant component of many financial institutions. As a result, 
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Figure 1: US yield curve, 2003 and 2006 
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interest rate models become more important for financial economists. They 
use interest rate models to study pricing of different types of derivatives. One 
important application is to manage and quantify financial risks. 
In general, lender has to face the risk of the nonpayment of the borrower. 
Thus interest rates can reflect the creditworthiness of the debtor. There is a 
high correlation between the interest rates and the risks. So studying interest 
rate models is crucial to the understanding of the risk of certain asset. Inter-
est rate models also have an effect on the fonimlation of iiioiietaiy policies. 
Monetaiy policies, are the most iiiiportant elements which governnients use 
to fulfill key economic objectives iiichidiiig the control of (he inflation and 
employment rate, and to balance external accounts. Interest rates become 
an instniinent of economic and fiscal policies of many governments. The au-
thorities usually have targeted levels of short-term interest rates. Dynamic 
financial analysis (DFA), ratemaking, and valuation are also some applica-
tions of the actuaries using interest rate model (Wilkie 1995). 
One of the main purposes of an interest rate model is its ability to forecast 
further interest rates. Bankers, investors, corporate treasurers and money 
market dealers have great concern on the future interest rate movements. 
With the use of interest rate model, reasonable forecast of the interest rates 
can be obtained and future trend of the interest rates can then be evaluated. 
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3.3 The Scope of Study 
In the following we will illustrate the multivariate threshold time series 
model and the Tsay's test by using the interest rates in G7 countries. G7 
or Group of Seven, refers to the seven leading industrial nations that meet 
annually to address the major economic and political issues facing their na-
tions and the international comrimnity as a whole. Those seven nations are 
Canada, France, Germany, Italy, Japan, the United Kingdom, and the United 
States. 
Since 1975, the heads of state or government of these leading industrial 
nations have met aniuially to adclress the major economic aiicl political is-
sues. The annual siiiiiinit provides an occasion for leaders to discuss major 
international issues and to respond to potential threats to the international 
system. The leaders also give direction to the international community at 
large by setting priorities, forging common policies or establishing patterns 
of cooperation on transnational challenges, and providing guidance to estab-
lished international organizations. 
The six countries at the first Summit, held at Rambouillet, Fiance in 
November 1975 were France, the United States, Britain, Germany, Japan 
and Italy. In 1976 at the San Juan, Puerto Rico Summit, Canada joined the 
group, thus forming the core of G7 countries. In 1998, by the addition of 
Russia, G8 is created. But in this study, only the G7 countries data will be 
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used. 
3.4 Major Findings 
In this section, we consider the BTAR modelling of weekly interest rates 
in G7 countries. The series under study are 1-year (xk) and 20-year {x2t) 
IR SWAP middle rate, representing short-term and long-term series in the 
term of interest rates. Except for Canada, 1-year (xk) and 10-year (x2t.) IR 
SWAP middle rate are used for representing short-tenii and long term series 
ill the tenii of interest rates. The data were obtained from Datastreaiii. 
The analysis is based on the growth series: Vt = (jju,y‘2t.y，where jjn = 
lii(j;j/) - for i = 1 and 2. The time frames of the study for the 
G7 countries are all from 6 May 1998 to 21 June 2006. The 3-week moving-
average "spread" of logged interest rates are employed as threshold variables. 
Let St = lii(:ri<) - ln(.T2t) be the "spread" at time t. The threshold variables 
Zt is defined as 
•y — 补 i \ O 
"t — 3 ， L ;：：： O . 
We first, look at the interest rates of the United Kingdom. Figure 2 shows 
the graph of the threshold value [zt] against time. During the period between 
year 2001 and year 2004, the value of Zt is negative. In most of the other time 
period, Zt is larger than zero. As Zt is the 3-week moving-average "spread" 
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of logged interest rates. Large value of Zt means poor economy. The graph 
shows that the status of economy in United Kindgom are poor from 1998 to 
2001，and from 2004 to 2006. 
The partial autoregression matrices of the observed vector time series 
is computed and shown in Table 1. The symbol "+" means the value is 
greater than twice the estimated standard error, "-" means the value is less 
than twice the estimated standard error and "." means the value is not 
significant. From the table, the Chi-square statistics drop significantly aft.er 
I = 3. And we have a conclusion that ;; = 3 should be used as the value for 
the C{(!) test. 
We perform the C{d) test with p = 3 and m = 70 for the United Kingdom 
interest rates. The result is shown in Table 2. The linear hypothesis is 
rejected. Using p = 3, d = 1 and 2，and k = 2 and 3. We select the 
threshold value by minimizing the AIC values. Table 3 shows the selected 
threshold values under different combinations of (j), d, k). The minimum AIC 
is -6879.50 when p = 3^k = S, d=l and f、= -0.1934 and h = 0.0078. We 
allow different. AR orders for different regimes in this model. The AIC selects 
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Figure 2: Three-week moving average of spread in logged United Kingdom 
interest rates 
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Table 1: Indicator matrices for the PAM(United Kingdom interest rate) 
Schematic Representation of Partial Aiitoregression 
Variable/Lag 1 2 3 I 4 I 5 I 6 I 7 I 8 I 9 I 10 I 11 112 
Ih +• •• •+ ••__^__.. +• ••__^ _ _ _ _ _ _ 
Ih I .- I .• I .. I .. I .. I .. I .. I .. I .. I .. I .. I .— 
+ is > 2*stcl error, - is < -2*std error, . is between 
Partial Canonical Correlations 
Lag Correlationl CoiTelatioii2 DF Clii-Square Pi, > ChiSq 
1 — 0.17582 0.14415 21.87 0.0002 
2 —— 0.08951 0.00542 4~ 3.39 0.4943 
3 “ 0.18156 0.03460 14.38 — 0.0062 “ 
4 0.10068 0.03406 ~1 4.74 0.3145 
5 — 0.13046 0.03317 4 7.59 0.1077 
6 — 0.06145 0.05303 " T ~ 2.75 0.5998 
7 0.14440 0.05037 4 9.75 —"0.0448 
8 — 0.07643 0.03545 4 2.95 ~~0.5657 
9 0.11907 0.04540 4 6.74 0.1503 “ 
10 —— 0.02753 0.00100 5.31 "“"“0.9889 
11 — 0.08183 0.01584 4 2.87 "“""“0.5799 
12 0.05734 0.01390 4 1.43 0.8383 
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Table 2: Tests for nonlinearity 
~d C{d) 
1 25.48 — 
2 24.20 ~~ 
3 20.31 — 
The critical value for the test is Xo.95,12 二 23.68, m = 70 
Table 3: Selection of k,p,d and threshold values 
~k p d h /••> AIC 
"2 ~3 1 0.0007 -6875.93 
2 ~3 2 -0.0070 " ^G l . 9 7 
3 3 1 -0.1934 0.0078 -6879.^ 
3 I 3 I 2 -0.0317 0.1135 -6878.9^ 
Table 4: Estimation results 
The estimated coclliciciits 
(a) The first regime (A: = l ,p i = 3) 
_ Lag(j) I 0 I 1 I 2 I 3 — 
/ 0.00 \ ( 0.00 - 0 . 1 6 \ f 一0.21 - 0 . 0 8 \ / 0.01 0.25 \ 
( 0.00 J 0.00 - 0 . 1 9 J [ 一0.21 0.05 j ( 0.03 0.24 J 
(b) The second regime(/j = 2,p2 = 2) 
"Lag(j) 10 I 1 12 I 
/ 0.00 \ / 0 . 1 6 - 0 . 1 2 \ / 0 . 0 2 0 . 0 2 \ 
V 0.00 J 、-0.07 -0.04 J 0.16 -0.12 J 
(c) The third i'eginie(A: = 3,p3 = 1) 
~Lag(j) I 0 I 1 I 
/ 0.00 A f 0 . 0 6 0 . 0 6 \ 
、0.00 J 、 0 . 2 7 -0.21 y 
The overall model AIC is -6880.57 
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For Gcrinaiiy, the findings arc quite different from UK. Figure 3 shows 
the graph of the threshold value ⑷ of Germany against time. The value of 
Zt is negative throughout the time frame. During mid 1999 to 2000, and year 
2004 to year 2006，there was positive slope on z“ which means that Zt was 
increasing during the above time period. The difference between the short 
and long term interest rates was decreasing during the above period, thus 
economy was slowing down. For year 1998 to mid 1999, and 2001 to 2003, Zt 
was clecrecksiiig. The economy was growing up. 
The partial autoregression niatiices of the observed vector time series 
is coiiii)ut.ed and shown in Table 5. From another table, the Chi-sciuare 
statistics is shown and it drops significantly alter p = I and p — 7. And we 
have a conclusion that / = 1 or / = 7 should be used as the value for the C{d) 
test for Germany interest rate. We perform the C{d) test with p = 1, p — 7 
and m = 100 for the Germany interest rates. The result is shown in Table 6 
and Table 7. The linear hypotheses in both situations are not rejected. 
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Figure 3: Three-week moving average of spread in logged Germany interest, 
rates 
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Table 5: Indicator matrices for the PAM(Germany interest rate) 
Schematic Representation of Partial Autoregression 
Variable/Lag 1 2 3 I 4 I 5 I 6 I 7 I 8 I 9 I 10 I 11 I 12 
iji +- .. •+ ••__^__.. +• • •____^ ^ ^ 
m I .. I .. I .. I .. I .. I .. I .. I .. I .. I .. I .. I .. 
+ is > 2*std error, - is < -2*std error, . is between 
Partial Canonical Correlations 
Lag Correlation 1 CoiTelatioii2 DF Clii-Sqiiai.e Pi. > CliiSq 
1 — 0.17553 0.04287 ~ 4 13.81 0.0079 
2 0.06213 0.00754 "~4 1.G5 0.7993 
3 — 0.12854 0.02863 ~ 1 7.30 0.1208 
4 — 0.08729 0.04051 — 4 3.89 0.4212 
5 — 0.10916 0.01498 ~ 4 5.09 0.2785 
6 — 0.08696 0.03524 —— 4 3.(38 0.4510 
7 0.16496 0.08040 14.04 0.0072 
8 — 0.06479 0.02623 Z03 0.7297 
9 0.07439 0.05735 4 3.66 —"0.4538 
10 0.05594 0.01333 — 4 1.37 —~0.8496 
11 — 0.04309 0.02272 4 0.98 ~ 0 . 9 1 2 8 
12 0.09157 0.00444 4 3.46 0.4835 
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Table 6: Tests for nonlinearity(p = 1) 
~d C{d) 
~1 2.38 
The critical value for the test is Xo.95,6 — 12-59, m = 100 
Table 7: Tests for nonlinearity(p = 7) 
~d. C{d) 
1 — 27.59 
2 ~T[M — 
3 23.59 —— 
4 23.97 — 
5 25.04 — 
6 22.41 — 
7 21.04 — 
The critical value for the test is Xo . 9 5 , 3 0 二 43.77, in = 100 
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France data produce similar results as compared to Germany interest 
rates because the interest rates in these two countries are identical in most 
of the time. Figure 4 shows the graph of the threshold value {zt) of France 
against time. It is nearly same as figure 3. The value of zt is also negative 
throughout the time frame. The pattern of Zt is almost the same as Germany 
(lata. 
The partial autoregression matrices of the observed vector time series 
which shown in Table 8 show that the pattern is similar to that of Germany. 
Same as Germany data, the Chi-sqnare statistics drops significantly after p 
= 1 and p = 7. And vvc have a conclusion that p = 1 and p = 7 should be 
used as the value for the C(d) test for Fiance interest rate. We perform the 
C(d) test with p = 1, p = 7 and m = 103 for the France interest rates. The 
result is shown in Table 9 and 10. Similar to the result of Germany interest 
rates, the linear hypothesis in both situations are not rejected. 
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Figure 4: Three-week moving average of spread in logged France interest 
rates 
48 
Table 8: Indicator matrices for the PAM (France interest rate) 
Schematic Representation of Partial Aiitoregression 
Variable/Lag 1 2 3 I 4 I 5 I 6 I 7 I 8 I 9 I 10 1 11 I 12 
Ih .. .+ +. 
"2 I .. I .. I •• I .. I .. I .. I .. I .. I .. I . . 丨 . . I 
+ is > 2*st.d error, - is < -2*std error, . is between 
Partial Canonical Correlations 
Lag Conelat ionl Coirelation2 DF Chi-Sqiiare Pr > ChiSq 
1 ~ 0.17349 0.04512 — 4 13.59 — 0.0087 
2 ~~0.06168 0.00587 4~ 1.62 0.8051 
3 ~~0.12815 一 0.02714 4 7.22 0.1245 
4 —0.08460 “ 0.04303 4 3.78 0.4361 
5 0.10920 0.01719 — 4 ~~ 5.12 ~ 0.2752 
6 —0.08095 0.03360 4 ^21 0.5232 
7 ~~0.1G233 - 0.08749 4 14.18 0.0067 
8 0.06210 “ 0.02833 “ 4 1.94 0.7472 
9 —0.07282 - 0.05228 4 3.34 0.5034 
10 —0.05789 “ 0.01444 4 1.47 0.8313 
11 0.04108 0.02034 “ 4 0.87 0.9291 
12 0.09557 0.00600 4 3.78 0_4369 
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Table 9: Tests for nonlinearity(p = 1) 
~d~ C{cl) 
丁 3.06 
The critical value for the test is Xo.95,6 二 12.59，m = 103 




"3 26.84 “ 
"4 24.40 _ 
T " ~ 23.50 
T " — 21.23 
~7 23.56 “ 
The critical value for the test is Xo . 9 5 , 3 0 二 43.77，m == 103 
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Now, let us consider the Canada interest rates. Figure 5 is the graph 
of the threshold value (zt) of Canada against time. The value of Zt is also 
always negative throughout the time frame, but the pattern is not same as 
the one in Germany and France. In year 2001, there was a rapid drop in 
the value of Zt. At the beginning of year 2001，Zt was around zero. But Zt 
dropped to -0.9 at the beginning of year 2002. According to the dataset, 
the short term interest rates of Canada, dropped while the long term interest 
rates kept, close to C%. It results in a decrease in the value of Zt. After year 
2001, the long term interest rates dropped. Combine with the fact that the 
short term interest rates rose in year 2004. The value of Zt increases after 
year 2004. 
The partial aiitoregression matrices of the observed vector time series are 
shown ill Table 11 and it shows the matrix is only significant when I = 3. 
The second table shows the Chi-square statistics drops significantly after I = 
3. And we have a conclusion that p = 3 should be used as the value for the 
C{d) test for Canada interest rates. We perform the C{d) test with p = 3 
and m = 80 for the Canada interest rates. The result is shown in Table 12. 
The linear hypothesis is rejected. The test statistics suggest that the value 
of the delay parameter d should be 1 or 2. Using p = 3, d = 1 and 2，and 
k = 2 and 3. We select the threshold value by minimizing the AIC values. 
Table 13 shows the selected threshold values under different combinations of 
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Figure 5: Three-week moving average of spread in logged Canada interest 
rates 
(p, d, k). The minimum AIC is -6389.57 when p = 3, A: 二 3, d 二 1，’尸i = 
-0.6384 and 户2 二 -0.2534. We then allow different AR orders for different 
regimes in this model. With the miiiimmn AIC value 二 -6400.84, the best 
model selected is (3’ 1, 2) BTAR model. 
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Table 11: Indicator matrices for the PAM(Canada interest rate) 
Schematic Representation of Partial Autoregression 
"Triable/Lag I 1 I 2 I 3 I 4 I 5 | 6 I 7 I 8 I 9 I 10 I 11 I 12 
y i ^____二__^__•• +• ••__^__^__^ ^ _ _ ^ 
一 1/2 I •• I •• I •• I •• I •• I +• I •- I •• I •• I •• •• ~ 
+ is > 2*std error, - is < -2*stcl error, . is )etween 
Partial Canonical Correlations 
Lag Correlationl Coirelcition2 DF Chi-Sqiiare Pr > ChiSq 
1 ‘ 0.14613 — 0.04960~~ 4 10.07 0.0392 
2 - 0.06282 — 0.04253— 4 2.43 ——0.6574 
3 “ 0.20194 0.02783— 4 17.49 —0.0015 
4 - 0.04647 0.02140 "“ 4 1.10 0.8944 
5 “ 0.06076 — 0.04064 4 2.24 —0.6920 
G “ 0.19592 — 0.09721 ~1 19.99 —0.0005 
7 “ 0.11272 “ 0.08736 4 8.48 —0.0755 
8 ‘ 0.03538 — 0.00029 4 — 0.52 — 0.9715 
9 “ 0.08968 - 0.01381 ~1 3.42 0.4906 
10 “ 0.07058 0.02543 2.33 —0.6753 
11 “ 0.04818 — 0.02565~~ 4 1.23 —0.8731 
12 0.19347 0.08(339 4 18.50 0.0010 
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Table 12: Tests for nonlinearity 
丁 C{d) 
~T 54.55 
T " 48.40 
"3 45.96 
The critical value for the test is Xo.95,14 = 23.68, m = 80 
Table 13: Selection of k,p, d and threshold values 
k p d f.i ,产2 AIC 
"2 3 — 1 -0.3401 ~ ~ -6365.82" 
~2 ~3~ 2 -0.3526 -6365.90 
"3 3 1 ~0.6384 -0.2534 -6389.57— 
3 I 3 I 2 -0.6488 -0.2534 -6382.02— 
Table 14: Estimation results 
The cstiiiiatc^d coofficiciits 
(a) The first regime (A: = l,p\ = 3 ) 
“La,g(j) 0 I 1 I 2 I 3 
/ 0.01 A / -0.47 1.65 \ ( 0 . 4 5 - 1 . 3 2 \ ( 0.01 0.25 \ 
y 0.00 j -0.23 0.65 J ( -0.06 一 0 . 1 0 J ( 0.03 0.24 ) 
(b) The second regime(A: = 2,^2 = 1) 
T a g ( j ) I 0 I 1 I 2 
f 0.00 A ( 0.11 - 0 . 1 0 、 
0.00 J 0.00 -0 .11 ； 
(c) The third regime (A： = 3, ps = 2) 
~Lag(j) 10 11 I I 
/ 0.00 \ f 0 . 0 0 0 . 0 6 \ f -0.08 0.38 \ 
V 0.00 J ( 0.01 —0.04 J ( -0.13 0.15 J 
The overall model AIC is -6400.84 
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Japan has a very different pa.ttcni of interest rtitcs compared with the 
other 6 countries. Its short-term interest rate keep lower than 1% most of 
the time. Figure 6 shows the threshold value (zt) of Japan against time. The 
value of Zt is always negative and all smaller than -1 throughout the time 
frame. In year 1999, and year 2001 to 2005, the value of Zt remained in a very 
low level. The main reason for that is due to the short term interest rates. In 
1999, the short term interest rates was in a low level (0.2%), compared with 
0.5% ill 1998 and 2000. The short term interest rates in Japan also dropped 
from 0.5% in year 2000 to 0.1% in year 2001. The short term interest rates 
kept ill this level until year 2006, it rose to around 0.5%. 
The partial autoregression matrices of the observed vector time series are 
shown in Table 15. The matrices shown and the Chi-square value indicates 
that we should use p = 10 for the C{d) test, as the Chi-square statistics drops 
significantly after / = 10. 
We perform the C{d) test with p = 10 and m = 100 for the Japan interest 
rates. The result is shown in Table 16. The linear hypothesis is not rejected. 
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Figure 6: Three-week moving average of spread in logged Japan interest rates 
56 
Table 15: Indicator matrices for the PAM (Japan interest rate) 
Schematic Representation of Partial Aiitoregression 
Variable/Lag I 1 I 2 I 3 I 4 I 5 I 6 I 7 I 8 I 9 I 10 I 11 I 12 
y\ ^__^__^__^__•• •+ ••__^__•• +- •• ^ 
1)2 I .• I •• I ..丨.• I .. I --丨.•丨..I 丨.•丨•• 
+ is > 2*sld error, - is < -2*std error, . is between 
Partial Canonical Correlations 
Lag Correlationl Correlation2 DF Chi-Square Pr > ChiSq 
1 0.07326 0.03784 — 4 2.88 ~~0.5788 
2 — 0.10311 0.04657 — 4 5.40 ~~0.2485 
~~3 0.05719 0.02467 " X " 1.63 0.80^ 
4 — 0.06123 0.00402 — 4 1.58 0.8121 
~ 5 0.08135 0.02293 — 4 2.99 ~~0.5590 
"~6 0.11987 0.01213 6.07 0.1942 
0.06742 0.05737 ~T~ 3.27 ~~0.5141 
~ 8 0.11848 0.04972 4 6.87 0.1430 
~ 9 0.09440 0.03105 4 4.10 0.3928 
10 0.15941 0.05043 4 11.57 ""”"“0.0208 
‘ 11 0.07871 ~~0.00721 4 2.58 — 0.6304~~ 
12 0.13320 0.08645 4 10.39 0.0344 
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Table 16: Tests for nonlinearity 
丁 C⑷ 
~1 28.26 
" T 28.31 
~3 28.59 
"4 28.96 
T " 27.50 





The critical value for the test, is Xo.95,42 = 58.12，m = 100 
The graph of threshold value ⑷ of Italy against the time is shown in 
Figure 7. The value of Zf is always negative throughout this time period. 
Actually it has a same pattern with France and Germany except the data in 
1998 and the early 1999. 
The resulting indicator matrices for the PAM are given in Table 17. The 
Clii-sqiiare statistics drops significantly after I = 1 and I = 7, indicates that 
we perform the C{d) test by using p = 1 and p = 7. The value of m is 100 for 
the Italy interest rates. The result is shown in Table 18 and 19. The linear 
hypothesis are not rejected for both cases. 
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Figure 7: Three-week moving average of spread in logged Italy interest rates 
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Table 17: Indicator matrices for the PAM (Italy interest rate) 
Schematic Representation of Partial Autoregression 
Variable/Lag 1 I 2 I 3 | 4 I 5 I 6 I 7 I 8 I 9 I 10 I 11 I 12 
y\ " “ “ ~ ~ “ ~ ~ ~ 
"2 •• I .. I .. I .. I ..丨..I . .丨..丨 . . I .. I .. I .. 
+ is > 2*stcl error, - is < -2*std error, . is between 
Partial Canonical Correlations 
Lag Correlation 1 Coi relat ioii2 DF Clii-Sqiuii.e Pr > ChiSq 
1 0.18671 “ 0.04070 4 15.45 0.0039 
2 — 0.06499 0.01436 4 1.87 0.7598 
3 — 0.13390 — 0.01946~~ 4 — 7.71 _ 0.1029 
0.09903 0.04074 4 4.82 —~0.3067 
0.10765 0.(32583 — 4 5.14 ~"“0.2737 
~G 0.08549 0.03717 T~ 3.63 0.4581 
~ 0.16895 0.09152 15.40 0.0039 
8 — 0.06222 0.03332 — 4 2.07 ~0 . 7224 
0.07358 0.04823 — 4 3.21 0.5230 
10 0.04928 0.00644 ~ T ~ 1.02 0.9063 
11 - 0.04586 0.02261~~ 4 — 1.08 0.8975 “ 
12 0.09766 0.01736 4 4.05 0.3988 
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Table 18: Tests for nonlinearity(p = 1 ) ‘ 
T C(d) 
" l 3.11 ~ 
The critical value for the test is Xo.95,6 = 12.59, m = 100 
Table 19: Tests for nonlinearity(2； 二 7) 
1 cy) 
一 1 29.03 




6 24.42 — 
7 23.27 — 
The critical value for the test is Xo . 9 5 , 3 0 = 43.77，rn = 100 
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The final G7 country is United States. The threshold values against the 
time are plotted in Figure 8. The value of Zt is always negative throughout 
this time period. Similar to the result in Canada, the value of Zt dropped 
in year 2001 and rose in year 2004. The short term interest rates dropped 
from 7% in 2000 to 1% in 2003. Compared with short term rates, long term 
interest rates dropped relatively smaller during the above period. After year 
2003, the short term interest rates rose and was close to the long term rates 
ill 2006, which results an increaije in the threshold value. 
The resulting indicator matrices for the PAM are given in Table 20. The 
Chi-sqmire statistics drops significantly after I = 4. indicates that we should 
use p = 4 for the C{d) test. We perform the C{d) test with p = 4 and rn = 
140 for the United States interest rates. The result is shown in Table 21. The 
linear hypothesis is rejected. With the computed test statistics, the value oi 
delay paraineter d is chosen to be 1. Using p = 4, d = 1 and 2，and k = 2 
and 3. We select t he threshold value by minimizing the AIC values. Table 22 
shows the selected threshold values under different combinations of (p, d, k). 
The minimum AIC is -6445.72 when p = 4’ A: 二 3’ d = 1, h == -0.5043 and 
7-2 = -0.1790. We then define the model by allowing different AR orders for 
different regimes. The boat model selectod by taking the minimmn value of 
AIC is (4’ 1’ 2)BTAR model. The minimum AIC value is -6461.13. 
62 
0-1 United States 
.1 1 广 
\ / 
-1 .1 « 
V 
-1.5 
1/5/1998 1 3 / 9 / 1 9 9 9 25/1/2001 9/6/2002 22/10/2003 5/3/2005 18/7/2006 
DATE 
Figure 8: Three-week moving average of spread in logged United States 
interest rates 
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Table 20: Indicator matrices for the PAM (United States interest rate) 
Schematic Representation of Partial Aiitoregression 
Variable/Lag I 1 I 2 I 3 I 4 I 5 I 6 7 I 8 1 9 I 10 I 11 I 12 
Ih ^__ +• +-
，^ 2 • • ” • I - • • • • I " • • *" • • “ “ • • • • 
+ is > 2*stcl error, - is < -2*std error, . is between 
Partial Canonical Correlations 
Lag Correlatioiil Corielatioii2 DF Chi-Sqmii,e Pr > ChiSq 
1 — 0.09197 “ 0.03308 4.04 ~0.4005 
2 0.08089 “ 0.01750 — 4 2.89 ~~0.5763 
3 0.11152 “ 0.01342 4 5.31 ~0.2568 
4 — 0.16856 0.01542 — 4 12.03 —0.0171 
5 — 0.14295 “ 0.00595 4 8.58 —0.0726 
G 0.13856 0.04712 4 8.95 ~~0.0623 
7 0.16338 “ 0.11640 ~ 4 16.78 ~~0.0021 
8 一 0.06269 0.04282 ~ 4 2.40 —0.6630 
9 0.10450 “ 0.01280 F " 4.60 —0.3309 
10 — 0.14084 - 0.01588 ~T~ 8.32 —0.0806 
11 — 0.09342 0.02613 ~ 4 3.89 —0.4216 
12 0.12680 0.05711 4 7.97 0.0928 
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—4 32.98 — 
The critical value for the test is Xo.95,18 = 28.87, m 二 140 
Table 22: Selection of d and threshold values 
T p d 7-1 h AIC 
~2 4 — 1 ""-0.4289 -6430.0F 
~2 4 — 2 "-0.4357 -6432.99" 
~：3 4 — 1 " - 0 . 5 0 4 3 - 6 4 4 5 . 7 2 " 
—3 I 4 I 2 -0.5036 -0.1822 -6442.4^ 
Table 23: Estimation results 
The estimated coefficients 0 
(a) The first reginie(A' = l ,pi 二 4) 
Lag(j) 0 I 1 2 I 3 
f 0.00 \ f 0.14 -0.30 \ f -0 . 040 . 00 \ f -0.07 0.21 \ 
、0.00 j 0.05 -0.05 J 一0.01 -0.08 J —0.04 0.20 J 
Lag(i) 4 
( 0 . 0 5 0 . 0 5 \ 
I, -0.08 0.12 J 
(b) The second regime(/j = 2,p2 = 1) 
"Lag(j) 0 I 1 I — 
f 0.00 \ f 0.07 -0.18 \ 
� 0 . 0 0 J 0.00 -0 .08 J 
(c) The third regime (A: 二 3, ps = 2) 
LagQ) 0 1 I 2 I 
/ 0.00 \ f 0 . 250 .02 \ f 0.26 -0.03 \ 
、0.00 J 0.15 -0.04 J 0.02 0.01 J 
The overall model AIC is -6400.84 
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Chapter 4 Conclusion 
We have adopted a BTAR model approach for analyzing G7 countries 
interest rates. For France, Germany, Italy, Japan, United Kingdom and 
United States, 1-year IR SWAP middle rates are used as short-term interest 
rates and 20-year IR SWAP middle rates are used as long-term interest rates. 
While for Canada, 1-year IR SWAP middle rates are still used to represent 
short-term interest rates. However 10-year IR SWAP middle rates are used as 
long-term interest rates as 2()-year IR SWAP middle rates are not available. 
The threshold variable is the 3-week moving "average spread" in the logged 
interest rates. It is an index which shows the different status of the economy 
in certain country. Our empirical results show that in three G7 countries, 
Canada, United Kingdom and United States, threshold-type nonlinearity 
exists in the trend of interest rates 
The specification of the number of regimes in the model is the most dif-
ficult problem for model building (Tsay, 1998). In some cases, the number 
of regimes (A：) can be obtained by past experience. The computational com-
plexity and the data also restrict the choice of k to a small number. In our 
application, we restrict the number of regimes to 2 or 3. 
In analyzing the interest rates in United Kingdom, a (3, 2, 1) three-
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regime BTAR model is fitted. Regime 1 represents an economic expansion 
period with the short-term interest rates much lower than long-term interest 
rates. The autoregressive order is largest {pi = 3) in this regime, which 
means that the short-term interest rates and long-term interest rates have 
longer interaction memory. In regime 2, which represents moderate or stable 
economy, with the short-term interest rates lower than long-term interest 
rates with a moderate level, the autoregressive order decreases (p2 = 2). The 
interest, rates series is said to have moderate interaction memory. In regime 
3, which represents economic slowdown or recession, with the short-term 
interest rate slight ly lower than (or even higher than) the loiig-tenii interest 
rates, the autoregressive order is the minimum (ps = 1). The interaction 
memory in the interest rates series is very short. 
For United States, the interest rates series follow a (4，1, 2) three-regime 
BTAR model. The autoregressive order is largest (pi = 4) in the first 
regime, which means that the short-term interest rates and long-term in-
terest rates have longer interaction memory during economic expansion pe-
riods. Ill regime 2, the autoregressive order in this model is minimum (p2 
= 1 ) . It indicates that the interaction memory in the interest rates series is 
very short when the economy is under moderate and stable status. In regime 
3，the autoregressive order (ps = 2) means that the interaction memory is at 
a moderate level during economic slowdown or recession. 
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For the interest rates in Canada, a (3, 1，2) three-regime BTAR model is 
fitted. In regime 1, the aiitoregressive order is largest {pi = 3), the interaction 
memory of the interest rates series is longest during economic expansion. In 
regime 2，the aiitoregressive order in this model is minimum (p2 = 1), the 
interaction memory in the interest growth rate process has a much shorter 
memory during moderate or stable economy. In regime 3, the aiitoregressive 
Older = 2) means that the interaction memory is at a moderate level 
during economic slowdown or recession, with a longer memory compared 
with that during moderate economy, but a, shorter memory compared to 
that chiriiig economic expansions. 
All three BTAR models mentioned above have three regimes. It is likely 
to conclude that the economic periods should be classified into three status: 
Economic expansion, moderate economy and economic recession. The int.er-
cst rate models arc (liffcrciit in the three diffciciit economic eiiviroiiinciits. 
In Tables 24, 25 and 26, we find that the aiitoregressive order of all 
the three interest rates models are longest in regime 1. It indicates that in 
every country, once the threshold-type nonlinearity exists in the interest rates 
model, the interaction memory for the interest rates series will be the longest 
during economic expansion. However the interaction memory shortens as 
the economy starts to decline in United Kingdom, which differs from those 
in the United States and Canada. In the United States and Canada, the 
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Table 24: Least Squares Estimates and Their t Ratios for U.K. Interest Rate Data 
Regime 1 Regime 2 Regime 3 
yit y^ yn y2t yu y2t 
0 . 0 0 4 3 0 . 0 0 1 8 - 0 . 0 0 0 9 - 0 . 0 0 1 1 - 0 . 0 0 2 3 -0.0001 
t (1.16) (0.72) (-0.5G) (-1.00) (-2.09) (-0.08) 
yi.t-i 0.0048 0.0256 0.1590 -0.0739 0.0552 0.2731 
t (0.03) (0.22) (1.G9) (-1.11) (0.74) (2.88) 
YI,T_2 -0.2090 -0.2087 0.0198 0.1565 
t ’ （ - 1 . 2 7 ) ( - 1 . 8 5 ) ( 0 . 2 2 ) ( 2 . 4 2 ) 
yi.t-3 0.0128 0.0277 
t (0.08) (0.25) 
Y2.T.-I -0.1630 -0.1922 -0.1235 -0.0382 0.0563 -0.2054 
t (-0.70) (-1.20) (-0.91) (-0.40) (0.97) (-2.78) 
!/2.F.-2 -0.0824 0.0494 -0.0218 -0.1237 
t. (-0.35) (0.31) (-0.18) (-1.43) 
?/2./.-:j 0.2494 0.2383 
t (1.10) (1.54) 
t 0.0007 0.{)()()3 n.noo4 o.ooo'i 0.0002 0.0001 
().()003 0.0004 0.0002 0.()0()2 0.0001 0.0003 
interaction memory is the shortest when the economy is at moderate level. 
During economic recession, the interaction memory increases. The difference 
between the results in United Kingdom and the result in United States and 
Canada may be due to different monetary policies in United Kingdom, the 
United States and Canada. 
Table 26 also indicates that during economic expansion, the term struc-
ture of the interest rates in Canada depends heavily on the historical interest 
rates data, especially the short-term interest rates. In the other two coun-
tries, there is no significant differences between the least square estimates of 
<I> oil the short-tenn and the long-term interest rates. 
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Table 24: Least Squares Estimates and Their t Ratios for U.K. Interest Rate Data 
Reg ime 1 Reg ime 2 Reg ime 3 
^ y^ yn vn ？m y2t 
" 0 ! ? -0.0008 -0.0010 -0.0003 - 0 . 0 0 0 9 0 . 0 0 0 4 0 . 0 0 0 9 
t (-0.18) (-0.53) (-0.10) (-0.35) (0.40) (0.75) 
YUT-I 0.1414 0.0510 0.0749 -0.0027 0.2476 0.1482 
t (1.34) (1.10) (0.49) ( - 0 . 0 2 ) (2.66) (1.34) 
yi’t-2 -0.0391 -0.0090 ().259G 0.0196 
t (-0.37) (-0.19) (2.78) (0.18) 
!/i,t_3 -0.0G61 -0.0373 
t (-0.G2) (-0.80) 
yi,t-.i 0 . 0 5 1 2 - 0 . 0 8 4 4 
t (0.48) (-1.81) 
y-i.t-i -0.3025 -0.0493 -0.1766 -0.0848 0.0215 -0.0378 
t (-1.27) (-0.47) (-0.94) (-0.54) (0.27) (-0.39) 
112.1-2 -0.0022 0.0827 -0.0259 0.0070 
t (-0.01) (-0.79) (2.78) (0.07) 
Y2.T-6 0.2078 0.2004 
t (0.87) (1.92) 
！j2.,.-.i 0.0487 0.1161 
t (0.20) (1.10) 
t 0.0033 o . n n i n o.ono6 0 . 0 0 0 3 0.0002 0.0001 
0.0010 O.OOOG 0.0003 0.0004 0.0001 0.0003 
Table 27 shows the autoregressive orders, delay parameters and the thresh-
old values for the interest rates series in United Kingdom, United States and 
Canada. The delay parameters in all the three models are the same {d = 1). 
As weekly interest rates are used in this paper, a three-week moving-average 
"spread" of logged interest rates one week ago {zt-\) are the threshold vari-
ables. It is an indicator for switching the model to different regimes. 
The threshold values in table 27 contains information about the term 
structure of interest rates. The value of 7、in all the three interest rate mod-
els are negative, which implies that the short-term interest rates are lower 
70 
Table 24: Least Squares Estimates and Their t Ratios for U.K. Interest Rate Data 
Reg ime 1 Reg ime 2 Reg ime 3 
yu ^ yu y^ yn y2t 
0 . 0 0 8 3 ~ 0 . 0 0 3 3 - 0 . 0 0 4 1 ~ - 0 . 0 0 3 3 0 . 0 0 0 6 0 . 0 0 1 4 
t (1.57) (1.50) (-1.46) (-1.94) (0.38) (1.00) 
i/ i , t-i -0.4686 -0.2303 0.112G 0.0018 0.0036 0.0087 
t ’ （-3.21) (-3.75) (1.2G) (0.03) (0.04) (0.12) 
？/I,T_2 0.4281 0.1241 -0.0755 -0.1308 
t ’ (2.93) (2.02) (-0.85) (-1.75) 
yi.t-3 0.4459 -0.0588 
t (3.47) (-1.09) 
V2’t-\ 1.6460 0 . 6 4 9 2 -0.0964 -0.1082 0.0582 -0.0379 
t ’ (4.96) (4.65) (-0.62) (-1.17) (0.54) (-0.41) 
Y2.T-2 -0.5537 -0.2539 0.3828 0.1498 
t (-1.59) (-1.79) (3.52) (1.64) 
yo.t-.i -1.31G2 -0.1013 
t O.OU15 0.0004 U.UU14 0.0U05 U.U005 0.0003 
().()()().丨 0.()()03 0.0005 Q.0()U5 0.0003 0.0003 
than long-term interest rates in regime 1 (economic expansion). However the 
value of 7.1 ill United Kingdom is much larger than those in United States and 
Canada. Besides, the value of r) in United Kingdom is positive (0.007778) 
while the value of r) in United States and Canada are still negative. The 
economy in United Kingdom is considered to be worse than United States 
and Canada from 6 May 1998 to 21 June 2006. The plot of threshold values 
against time shows the same results. Figure 2 shows that the spread assumed 
positive values in about half of the time period in United Kingdom but figure 
5 and figure 8 show that nearly all the spreads in Canada and United States 
are negative. In addition to that, the threshold value of United Kingdom 
is larger than that in Canada and United States at any different time. As 
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Table 27: Values of pi, d and r for U.K., U.S. and Canada Interest Rate Data 
Pi ？2 P'S d 7.1 1-2 
" ILK； 
3 2 1 1 -0.194511 0.007778 
ITS. 
4 1 2 1 -0.504275 -0.178987 
Canada 
3 1 2 1 -0.638384 -0.2533G6 
positive spread indicates a weak economy, it shows that United Kingdom 
econoiiiy is weaker than those of the United States and Canada. The dif-
feieiice in the economies may be the reason to explain the differences in the 
shape of t he interest rate model. 
Now, let us focus on the plot of threshold values against time. We divide 
the plots of Canada, U.S. and U.K. with their corresponding threshold pa-
ranieteis Vi and r\. For Canada, early 2002 and year 2004 represent the time 
of economic expansion, while 1998-2001 and year 2006 represent the time of 
economic recession, and the rest of the period the economy was relatively 
stable. 
For the United States, year 2002 to year 2004 are the times of economic 
expansion. In 1998-2000 and 2005-2006, United States underwent economic 
recession while the economy was moderate for the rest of time. 
The economy in United Kingdom was strong in year 2003. In 1999, 
late 2000-2002，2004-2006, the economy in U.K. was moderate. Economc 
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recession happened in year 1998 and early 2000. 
For all the seven countries, the threshold values drop significantly from 
year 2001. The short term interest rates dropped sharply from 12/9/2001. 
Obivously it is affected by the “911 Terrorist Attack". Another interesting 
pattern can be found after year 2004, all the G7 countries, except Japan, the 
threshold values rose. The peak of the economic cycles was passed and the 
global economy started to slow down. 
Threshold aiitoregressive models are better models to describe the term 
.structure of interest rates series in United Kingdom, United States and 
Canada. However, there is no evidence to conclude that threshold-type non-
linearity exists ill the other four G7 countries: Japan, France, Germany and 
Italy. One of t he reasons is that the monetary policies in these countries are 
different. For example, in Japan, the short-term interest rates maintain at a 
very low level after 1998. The interest rates series in Japan cannot be used 
to explain the economy in Japan. So threshold aiitoregressive model is not 
applicable for Japan interest rates series. 
The interest rates series in France, Germany and Italy are very similar. 
Both the short-term interest rates and the long-term interest rates are the 
same for the above three countries after 21 April 1999. As the economy in 
these countries should not be same all the time, the interest rates series will 
never be the indicator of the status of the economy. The 3 week-average 
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"spread" is not a good proxy for the status of the economy anymore. A 
non-representative threshold variable may cause the problem of fitting the 
data to an appropriate model. 
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