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In this article, we study Golay polynomial pairs, a notion arising in various fields 
such as optics, engineering, combinatorics, and Fourier analysis. o 1991 Academic 
Press, Inc. 
Let A, B E Z[z] be polynomials. We say that A, B form a dual pair if 
they satisfy the identity 
A(z) A(z-‘) + B(z) . B(z-‘) = c E Z 
in the Laurent polynomial ring Z[z, z-l]. We say that the dual pair (A, B) 
is a Golay pair if, moreover, A = Y&+ziz’ and B = Cfzi=,biz’ have all 
their coefficients a,, . . . , ad, 6,, . . _ , b, equal to + 1. 
Note that the constant c is then equal to 2(d + l), where d = de&A) 
= deg(B) is the common degree. The integer d + 1 will be called the 
length of the Golay pair. 
A less compact but perhaps more familiar definition of Golay pairs uses 
the notion of correlation coefficients. For a real polynomial A = C$=,,U~Z’, 
the kth correlation ck of A is defined by 
d-k 
CkW = c uiui+k, 
i=O 
for k = 0, 1, . . . , d. 
Then, a pair of polynomials (A, B) is dual if and only if 
ck(A) + cI;(B) = 0 
for k = l,..., d. Golay polynomial pairs thus correspond exactly to the 
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complementary series (or complementary sequences) considered by Golay 
in [G2]. 
The simplest non-constant Golay pair is 
R(z) = 1 +z, S(z) = 1 - z, 
which is of length 2. There are other basic Golay pairs of length 10 and 26. 
As is well known (see [T2]), there is a product which turns the set of all 
Golay pairs into a (non-commutative) monoid. This product is compatible 
with the length, that is, the length of a product of Golay pairs is the 
product of the lengths of the factors. 
As an example, the successive powers (R, SY, IZ = 1,2,. . . , of the 
above pair (I?, S) give the well known Rudin-Shapiro polynomials of 
degree 2” - 1, a notion arising in Fourier analysis. 
From the above, it follows that the arbitrary products 2”10b26” of 2, 10, 
and 26 all arise as lengths of Golay pairs. No other lengths have been 
discovered for the past 30 years. The only known general restriction on 
Golay pair lengths is that they admit no divisor congruent to 3mod4 
[EKS]. Section 1 includes a very short and elementary new proof of this 
result. 
Golay polynomial pairs were first invented by Golay around 1949, while 
investigating some concrete problems in optics. Amazingly, Golay ad- 
vanced the state of infrared spectrometry of his time by materializing a 
Golay pair of length 80 in a simple but very ingenious optical device [G21. 
Since then, Golay pairs have found applications in various engineering 
fields. 
But Golay pairs are of great mathematical interest as well. On the one 
hand, they play a role in various fields, such as combinatorics, where they 
are linked with Hadamard matrices and Fourier analysis. On the other 
hand, the problem of completing the construction of the monoid of all 
Golay pairs is a very challenging one. 
Our purpose in this article is to make some initial steps towards the goal 
of classifying all Golay polynomial pairs. We base our study on the notion 
of “gap structure,” as was introduced in [KSVI and which will be worked 
out in detail in Section 2. 
With every Golay pair (A, B) of degree d, we associate two new dual 
pairs 
(P(z),Q(z)) = ($4(z) +B(z)),+z~(~(z-~) -B(z-I))), 
(u(z),v(z)) = (#‘(z) + Q(z))~~~~-~(f’(z) - Q(z))), 
E = f 1, s some positive integer, which we call “penultimate” and “ante- 
penultimate” polynomial pairs, respectively. 
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These pairs are dual pairs, but some of their coefficients may be 0, and 
no longer all equal to f 1 as in the original pair. 
The positioning of the vanishing coefficients of P is the “gap structure” 
and their number, denoted by g, is the “gap number.” This number can be 
viewed as a measure of the complexity of the pair (A, B) and it plays a 
crucial role in our approach. 
Our main result is a complete classification of Golay pairs for which the 
associated gap number g is equal to 1 or 2. 
In particular, we find that Golay pairs with g = 1 occur exactly at 
lengths 10 and 26, while Golay pairs with g = 2 occur at lengths 8, 10, 20, 
26, and 52. All these pairs were already known, but our method actually 
reconstructs them, thereby fully revealing their underlying structure in the 
process. 
We review the classification problem with some new remarks on the 
monoid of Golay pairs in Section 1. In Section 2, we study the gap 
structures of penultimate and antepenultimate pairs. In Sections 3, 4, 5, 
and 6 we classify the cases g = 1 and g = 2, and derive some further 
non-existence theorems. In the last section, Section 7, we present a 
method for effective computer search of Golay pairs, and report on our 
computer experiments. 
1. THE MONOID OF GOLAY PAIRS 
We start with an utterly simple, and of course well known lemma which 
will be used repeatedly. 
LEMMA (1.1). Let ul,. . . , uzk be a binary sequence, i.e., ui = k 1 for 
i = l,..., 2 k. Then, the congruence 
u1 + u2 + ... +u,, = Omod4 
is equivalent to 
u, . IL2 . . . . . UZk = (-1)“. 
Proofi If r of the uj’s are equal to - 1, and thus 2k - r of them equal 
+l, then 
zuj = -r + (2k - r) = 2(k - r), 
i=l 
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Now, the congruence 2(k - r) = 0 mod 4 is equivalent to k = r mod 2, 
and thus is also equivalent to 
We shall say that u1 * u2 . . * . * uzk = (- ljk is the multiplicative equa- 
tion associated with the additive equation 
u1 + *‘* ++k = 0 (or u1 + u2 + *** +uzk = Omod4). 
As a corollary, we obtain 
SYMMETRY LEMMA (1.2). Let A = CtzOaizi, B = CfCObizi be a Golay 
pair, i.e., ai = fl, bi = fl for i = O,...,d and A(z’1 + 
B(z)B(z-‘) = 2(d + 1). Assume that d > 0. Then, for all i = 0,. . . , d, we 
have 
aibi + a,-,bd-, = 0. 
Note that this implies that d must be odd (except for the constant pair 
(1, 11, where d = 0). Indeed, d = 2m > 0 would imply a,b, + ad-,bd-, 
= 2a,,,b, = 0, contradicting a,, b, = f 1. 
Proof of the symmetry lemma. Let .zi = a,b, for i = 0, 1, . . . , d. Thus, 
ei = f 1, and the claim (1.2) is equivalent to 
Edei = -Ei for all i = 0, 1, . . . , d. 
By Lemma (1.0, the equations on correlations 
d-k 
Ck( A) + Ck(B) = c (aiai+k + bibi+k) = 0, 
i=o 
for k = 1,. . . , d imply the multiplicative equations 
d-k 
tco aiai+kbibi+k = ( - l)d-k+l, 
and, with our notation ai = aibi, this gives 
E. * . . . . Ed-k . Ek * &k+* . * * * * Ed = ( - qd-k+‘. 
For k = d, we obtain 
&(J * Ed = -1 
as desired. 
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If 1 5 k 5 d - 1, assuming by induction that edwj = -Ed forj = k + 1, 
. . . , d, we obtain 
( -l)d-kEd-,E, = ( - l)d-k+l, 
or 
Edek’Ek= -1 fork = l,...,d - 1, 
and the symmetry lemma is proved. 
It will be convenient to introduce the following notations: 
Let d = 2h + 1 be the degree of the Golay pair A = Cf++zizi, B = 
C~zobizi. We set E = &, pi,. . . , eh), where as above ~~ = a,&. By the 
symmetry lemma, E~+~+ 1 = -E~-~ for i = 0,. . . , h. 
Set also pi = aiadei for i = 0,. . . , d and again p = &,, pr,. . . , ph). 
Finally, (Y = (a,, . . . , ah). 
Note that the triple (E, CL, a) of binary sequences uniquely determines 
the Golay pair (A, B). 
From a given Golay pair (A, B) we can derive new ones by “obvious” 
transformations uch as changing the signs of A and/or B, interchanging 
A and B, etc. It is convenient to select normalized representatives among 
these transforms as follows. We say that the Golay pair (A, B), with 
positive degree d, is weakly normalized if 
a, = b, = +l, ad = -b, = +l, 
and we denote by I’ the set consisting of Cl,11 together with all weakly 
normalized Golay pairs 
( 1 + a,z + . . . +a,-,~~-’ + zd, 1 + b,z + * * * +b,-,zd-’ - z”). 
We can do somewhat better on normalizations if d 2 3 by observing 
that if (A, B) is a weakly normalized Golay pair as above, then we must 
have 
ad-1 + b,-, + a, - b, = 0. 
(This equation says that the Cd - 11th correlations add up to zero.) 
Now, if &I = a,b, = -1, then adPi + b,-, = 2b,, and therefore 
ad-1 = bdpl = b, = -a,. Thus, replacing A by A*, where A*(z) = 
zdA(z-‘), the coefficients a, and adpI will be interchanged, and we reach 
a new situation (A’, B’), where a; = b;, i.e., E; = + 1. Note moreover, that 
this does not destroy our previous normalization a0 = ad = + 1. 
Thus we may impose the condition a, = b, C&r = + 1). It turns out that 
the right convention is a, = b, = - 1. It can be achieved by changing z 
into -z in both polynomials, if necessary, and interchanging A and B. 
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Using the above transformations, we arrive thus at one or the other of 
the following (strongly) normalized forms for Golay polynomial pairs: 
A = 1 - i! + a222 + *** +a,-,Y-2 + zd-l + Zd, 
B = 1 - 2 + b,Z2 + *** +bdP2Zd-2 - zd-l - Zd, 
(1.3) 
or 
A = 1 - 2 + a222 + .** +a,-,zd-2 - zd-l + Zd, 
B = 1 - z + b2z2 + ... +b,-,~~-~ + zd-’ - zd. 
(l-4) 
Note that these two types are distinguished by the value of pl. We have 
pi = - 1 for type (1.3) and pi = + 1 for type (1.4). 
Every weakly normalized Golay pair can be brought to one (and only 
one) of the above two normalized forms, (1.3) or (1.41, by successive 
applications of the transformations ri, TV, and u: 
where AT(z) = zdAi(z-‘), i = 1,2, with d = deg(Ai), and A;(z) = 
(- l>d/I;(-z) A’,(z) = A?(-z) 
We will denote by G the ‘set of Golay pairs consisting of (1, 11, 
(R, S) = (1 + z, 1 - z) and the (strongly) normalized pairs (of both types 
(1.3) and (1.4)). 
We let G, denote the subset of type (1.3) normalized pairs together with 
the pair (R, S) of length 2. The subset of type (1.4) normalized pairs in G 
will be denoted by G,. 
As was shown by R. Turyn in [T2], the set I of all Golay pairs can be 
endowed with a monoid structure. Each of the subsets r’ (weakly normal- 
ized pairs), G,, G, and G = G, u G, is then a submonoid of r. 
The operation (multiplication) is defined as follows: If (A,, A,), (B,, B,) 
are Golay pairs of lengths a, b, respectively, then a new Golay pair 
(C,, C,) = (A,, A2) x (B,, B2) can be defined by the matrix formula 
i 
Cl(Z) C,(z) = 1. 
I i 
Al(Z) A2(Z) 
-C,*(z) CT(z) 2 -G(z) AT(z) I 
.(; 4). ( Bl(4 B2W), 
-B;( za) B,*( z”) 
where again A*(z) = z d”g(A)A(z-‘) and a = 1(A) = degL4) + 1. 
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It is straightforward to verify that the defining formula makes sense and 
that (C,, C,) thus defined is indeed a Golay pair of length c = a * b. 
Note, for instance, that the condition 
C,( z)C,(z-‘) + C*(z)C*(z-1) = 2c 
can be verified by computing determinants on both sides of the defining 
matrix equation. 
The product of Golay pairs is associative, non-commutative, and the 
pair (1,l) is the unit element. 
Since the matrices in the product formula are invertible in Q(z), or even 
in Q[ z, z- ‘I, it follows that the product of Golay pairs satisfies cancella- 
tion: If A X B = A’ X B (or B X A = B X A’), then A = A’. 
Note that 
and indeed, each of the subsets I’, G,, G, and G = G, U G, is preserved 
by the product. This is the reason for our conventions (R, S) E G, and 
(I* = b, = - 1 in a normalized pair. 
In fact, an easy calculation shows that if A = (A,, A,) E Gi, i = 1 or 2, 
is of length 2 2, and if B = (B,, B2) E I’ is an arbitrary weakly normal- 
ized pair, then A x B E Gi. 
Since the length of C = A x B is the product of the lengths of A 
and B, 
l(C) = I(A) . f(B), 
the map 1: I + N is a monoid homomorphism into the multiplicative 
monoid of positive integers. 
Note that 1(G) = l(I). Our knowledge on l(I) is extremely meager. It is 
known that 
(1) U’) contains 2, 10, and 26 (a result due to M. Golay; see [G2, 
G31). 
(2) All the odd prime divisors of the integers in l(I) are of the form 
p = 4k + 1 (see [EKS]). 
We have now a considerably simpler proof of this based on the follow- 
ing lemma. 
LEMMA (1.5). Let f, g E F&z] be non-zero polynomials, where F,, is the 
finite field with p elements, p an odd prime. Suppose that f and g satisfy the 
identity 
f(z)f(z-‘) + g(z)g(z-‘) = 0. 
Then p = 1 mod 4. 
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Proof. We may assume by dividing f and/or g by an appropriate 
power of z that f and g have a non-vanishing constant term. Then 
dedf I= degk). 
Let h be a greatest common divisor of f and g: 
f=h.q, g=h-$7 
with cp, I,$ relatively prime polynomials. 
The hypothesis f(z>f(z-‘) + g(z)g(z-‘) = 0 implies p(z>cp(z-‘> + 
$(z)+(z-‘1 = 0. Note that deg(qo) = deg($). With s denoting this com- 
mon degree, we have 
‘p(z) * z”cp( z-l) + i)(z) . z”$( z-l) = 0. 
Since rp and I/J are relatively prime, the polynomial z’t)(z-‘) must be a 
constant multiple of cp(z). Hence, for some c E lF:, we have 
z”JI( z-l) = c . Ip( z) and zsqo(z-‘) = --c. l)(z). 
It follows that 
c* . q(z) = c .z”$(z-‘) = -q(z), 
and therefore, c* = - 1 in Ff. This means that p = 1 mod 4. 
We obtain statement (2) above by applying this lemma to the pair (f, g) 
obtained by reduction mod p of a Golay pair (A, B), where p is an odd 
prime divisor of the length 1(A) = 1(B). 
We now study the behaviour of the E, p-sequences under the product of 
Golay pairs. 
LEMMA (1.6). Let A = (A,, A2) and B = (B,, B,) be two Golay pairs, 
and let C = (C,, C,) be their product (no normalization required). For 
i = 0,l ,**.7 c - 1, where c = length(C), we write 
i=a.k+j, withOJj<a, 
specifying the Euclidean division of i by a = l(A). Then, 
q(C) = Q(B), 
Pi(C) = &j(A) . Fj(A) . &k(B)* 
Proof. Observe that the Euclidean division of d, - i by Q is 
d, -i = u * (d, - k) + (dA -j). 
Here, d, = deg(C) = I(C) - 1, and similarly, dA = deg(A), d, = deg(B). 
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The formulae for ~~(0 and pi(C) then follow by direct calculation from 
the matrix formula defining the product. 
We conclude this section with some remarks on the involutions u, TV, r2 
and the prime elements in I and G. 
Recall that we have defined u, or, r2 by 
It is easily verified that u permutes the set G, and, similarly, TV, T* each 
map G, to itself. Of course, these involutions do not preserve the 
products. They are merely set-theoretic involutions. 
We leave to the reader to check that the fixed point set of (+ on G, 
consists exactly of the Golay pairs which are divisible on the left by the 
pair (R, S) = (1 + z, 1 - z). In particular, the powers of (R, S), which we 
propose to call the Rudin-Shapiro pairs, are all fixed by u. Also, the 
(E, PI-sequence of a Golay pair in G, is left unchanged by the action of u. 
In contrast, both ri and TV have the following effect on (E, pL)-sequences. 
LEMMA (1.7). Let A E r. Then, 
for Y = 1,2. 
The proof is immediate from the definitions. 
We call an element of r (resp. I”, or G) a prime element if it is not a 
product of two Golay pairs in r (resp. I’, or G) of strictly positive degree. 
By Lemma (1.6) above, a decomposable element C E I will have an 
&-sequence which is constant in stretches of some fixed length a: 
& = y(, .” 70 y1 “* 71 72 ..’ 72 ‘.’ y,, *‘* yh . 
( 
v-v v 
1 
length a length a length a 
This gives a handy criterion for primality and as an application of these 
remarks, we prove 
PROPOSITION (1.8). The monoid r contains infinitely many prime ele- 
ments all belonging to G,. 
In particular, the monoids I and G are not finitely generated. 
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Proof of Proposition (1.8). We start with the well known Golay pair 
(K,, K2) E G, of length 10, where 
K, = 1 - z - z2 - z3 + z4 - z5 + z6 - z7 - z8 + 29, 
K, = 1 - z - z2 - z3 - z4 - z5 - z6 + z7 + z8 - z9, 
which we will derive again below in Section 2. 
Let n be an arbitrary positive integer and let K” be the pair obtained 
by n-fold product of K = (K,, K,) with itself. 
Let P,,+ = 7°K” be the pairs obtained from K” by applying 7”) 
v = 1,2. We claim that all P,, y are prime elements in I, and a fortiori 
in G. 
Indeed, by Lemma (1.6) above, we have 
q(K”) = E~(K~-‘), 
CL~( K”) = Ej( K)Fj( K)Ek( K”-l) 7 
where i = 10 * k + j with 0 s j < 10 is the Euclidean division of i by 10. 
In order to simplify notations, let &i = E~(T,(K’% 
The above formulae give us 
Ei = Ei( Kn)pi( K”) = &j( K)/.L~( K), 
using Lemma (1.7). Thus, with d = 10” - 1, we have 
(& I),“‘, Ed) = (l,l,l, -l,l, -l,l, -1, -1, -1, *** ), 
where the explicitly written sequence of length 10 is repeated lo”-’ times. 
Now, suppose that P,,” = 7,(Kn) was a product A X B of Golay pairs 
with positive degrees. Let a = 1(A) 2 2. We would have 
ci = q,(B) fori=a.k+j,Osj<a. 
In particular, ei = E,,(B) for 0 5 i < a. Since a0 = + 1 and a3 = - 1, it 
follows that a 6 3. This leaves us with a = 2 as the only possibility. 
But then, we should have E* = Ed = EJB). However, .F~ = + 1, .53 = - 1, 
a contradiction. 
Therefore, P,, y = 7,(Kn) is a prime element for all n = 1,2, . . . , in the 
monoid of all Golay pairs. 
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We now exhibit the complete list of Golay pairs in G, and G, up to 
length 10, as can still be established without computer. Besides (1,l) and 
(I?, S) = (1 + z, 1 - z) E G,, in lengths 1 and 2, we have: 
In length 4, G, contains only the one element CR, Sj2, 
(R,S)2= (1 -z +z2+z3,1 -z-z’-z”). 
G, is empty in length 4. 
In fength 8, G, contains the four elements, 
A(a, b) = (1 - z - uz2 - bz3 + uz4 - bz5 + z6 + z7, 
1 - z - bz2 - az3 - bz4 + uz’ - z6 - z’) 
for a, b = + 1. Here, A(1, 1) = (R, S)3 is decomposable in G,. The other 
three elements Al, - l), A( - 1, l), and A( - 1, - 1) are prime in G. But 
all &a, b) are decomposable in r’: 
A(a, b) = (1 + z, 1 - z) X (1 - az + az2 + z3, 1 - bz - bz2 - z’). 
G, contains 
(1 - z - z2 - z3 + z4 + z5 - z6 + 27, 
1 - z _ z2 _ z3 _ z4 _ z5 + z6 - z7) 
which is prime in G but is equal to 
(1+z-z2+z3,1 -z-z’-z”) x(1 +z,1-z) 
in r’. 
This individual is the special case a = b = 1 of the species consisting of 
the four pairs: 
B(a, b) = (1 - z - uz2 - az3 + uz4 + az5 - z6 + z7, 
1 - z - bz2 - bz3 - bz4 - bz’ + z6 - z7), 
where a, b = k 1, and whose other members B(1, - 11, B(- 1, 11, and 
B( - 1, - 1) are all prime in r’. 
Note, however, with horror, that 
B(-1,-l) = (1 -z+z2+z3,1 +z+z2-23) x (1 -z,l +z), 
a decomposition in the monoid of Golay pairs (without any normalization 
required). 
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The other two, namely B( - 1, 1) and B(1, - 11, are absolute primes, i.e., 
still primes in the monoid of all Golay pairs. 
In length 10, G, contains the pair L = CL,, L2) E G, and L’ = aL, 
L, = 1 - 2 - z* + z3 - z4 + z5 + z6 + 2’ + z8 + t9 
L, = 1 - z + z* - .z3 - z4 - z5 + z6 + z’ - z8 - 29, 
and 
L; = 1 - z - 2* + z3 + z4 - z5 + z6 + z’ + z8 + z9 
Lf* = 1 - 2 + z* - z3 + z4 + .z5 + z6 + z’ - z8 - z9. 
G, contains the four pairs K = (K,, K2), T~K, 7*K, and T,~*K, 
where 
K, = 1 - z - z* - z3 + z4 - t5 + z6 - z’ - z8 + t9, 
K, = 1 - z - z* - z3 - z4 - z5 - z6 + z’ + z8 - z9. 
Of course, all these pairs are prime in the strongest sense. 
2. PENULTIMATE AND ANTEPENULTIMATE POLYNOMIALS 
Let (A, B) be a Golay polynomial pair of degree d, and assume that 
(A,B) is normalized: A = C~~,,U~Z’, B = Cfzobizi, with a, = b, = +l, 
a d= -b,= +l,anda,=b,= -1. 
LEMMA (2.1). Define P = +(A + B) and Q by the formulu Q(z) 
= :zd(A(z-‘) - B(z-‘1). Then, (P, Q) is a dual polynomial pair with 
coefficients f 1 or 0, and 
P=Qmod2. 
Proof This is an easy corollary of the symmetry lemma. The coefficient 
of zi in P is i<ui + bi) = $zJl + EJ The coefficient of zi in Q is equal 
to the coefficient of zdei in $4 - B) and is therefore equal to +((ld-i - 
bdJ = $rd+(l - cd+) = iad-i(l + EJ Hence, P = Q mod 2. 
The identity P(z)P(z-‘> + Q<z)Q(z-‘> = d + 1 results immediately 
from A(zM(z-‘1 + B(z)B(z-‘1 = 2(d + 1). 
Our next lemma will describe P mod 2 more precisely. 
By the above lemma, deg P = deg Q. Let 6 = deg P = deg Q. Clearly, 
S < d = deg A = deg B. 
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Let m be the smallest index i such that ~~+r = - 1. Hence, co = &1 
= *** =& m = +l and ~,+r = - 1. By our normalization, m g 1. 
LEMMA (2.2). We haue 
degP=6=mmod2. 
Set deg P = m + 2g, and define the set 
Jc {1,...,2g) 
to be the subset of indices j E (1, . . . , 2g) for which the coeficient of P-Q in 
P is # 0 (and therefore is AI 1). Then, J has the properties 
(1) 1 @ J, 2g E J, 
(2) x E J if and onfy if 2g - x + 1 @ J, 
(3) Card J = g. 
Proof. By definition, ~a = E~ = * * . = E, = + 1 and ~,+i = - 1. 
Thus, by the symmetry lemma, 
&d-m-l = +1, &d-m = ... = Ed-1 = Ed = -1. 
It follows that deg P = d - m - 1, and deg P - m = 0 mod 2. 
Set 2g = deg P - m = 2(h - m), with d = 2h + 1. Having defined J 
as above, it is clear that 1 P J and that 2g E J. 
Suppose x E J. Then, E,+, = + 1. By the symmetry lemma, &&m-x = 
- 1, i.e., ~,+~~--*+i = - 1. This means 2g - x + 1 G J. Conversely, x G J 
implies 2g - x + 1 E J. 
DEFINITION (2.3). A pair (P, Q) of dual polynomials, i.e., such that 
P(z) P( t-‘) + Q( z)Q( z-l) = const. 
will be called a penultimate polynomial pair with g gaps if 
(1) the coefficients of P and Q are t- 1 or 0, and both constant terms 
are equal to + 1, 
(2) P = Q mod 2, 
(3) writing P = C~&pizi + CiEJp,,,+j~mii, where p,,, . . . , p,,, and 
P m+j for j E J are all equal to * 1, the set J thus defined satisfies 
PP(a) J c (1,. . . ,2g} 
PP(b) 1 E J, 2g E J, 
PP(c) for x E (1,. . . , 2g), x E J if and only if 2g - x + 1 E J. 
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We have just seen that if (A, B) is a weakly normalized Golay polyno- 
mial pair, then P(z) = i(A(z) + B(z)) and Q(z) = ~zdL4(zP1) - 
B(z-I)), where d = deg(A) = deg(B), form a penultimate pair. 
The number of gaps is related to 6 = deg P by 
g = ;<s - m), 
where m = max{i(Pj # 0 for all 0 5 j 5 i). 
Conversely, if (P, Q) is a penultimate polynomial pair with m and g as 
in the definition, then, setting 
Q*(z) = z 2m+2g+1Q( z-l), 
we recover a Golay pair (A, B) by the formulae 
A=P+Q*, B=P-Q*. 
DEFINITION (2.4). If P, Q is a penultimate pair with p0 = q0 = + 1, set 
U = +(P + Q), V(z) = $P,z-“(P(z) - Q(Z)), 
where s = min{ilp.i = piqi = - 1). We call (U, VI an antepenultimate poly- 
nomial pair. 
It is no longer true in general that U = V mod 2, and it seems much 
more difficult to characterize U, V mod 2 than P, Q mod 2. 
We go some steps in the direction of describing antepenultimate pairs in 
the remainder of this section. We first give an example. 
The dual pair 
U=l-z-z2, v=1+z2 
can be viewed as the antepenultimate pair associated with any of the four 
choices 
(1 - z - z2 + pz3 + pz5, 1 - z - z2 - pz3 - pz5), 
(1 - z - z2 +pz4 +pz6, 1 - z - z2 -pz4 - pz6), 
each with the two possible choices of p = - 1 or + 1, which are both 
compatible with the equations 
m+g+1=5, m + 2g = 6, m 2 2, 
and the normalizations. 
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The first choice, with p = - 1, leads to the Golay pair K = (K,, K2), 
where 
K, = 1 - 2 - .z2 - .z3 + z4 - z5 + z6 - 2’ - .z* + 29, 
K, = 1 - z - z2 - z3 - z4 - =5 - z6 + z7 + z8 - z9, 
which we met at the end of Section 1. 
The second choice, still with p = - 1, is easily recognized to lead to 
T~K. The other choices (g = 2, 6 = 6, p = + 1) and (g = 1, 6 = 5, 
p = + 1) lead to r2K and r1r2K, respectively. 
The pairs in G, curiously arise from the antepenultimate pairs 
u = 1 + 26, I/ = 1 + z3 - 26, 
u = 1 + 26, v = 1 - z3 - 26, 
respectively. Here, m = 1, g = 3, 6 = 7, ps = + 1 is the only possible 
choice compatible with the normalizations. 
We now come back to antepenultimate pairs in general. Let P = 
E~&pizi + CjE,pm+j~m+j, Q = E~!“=oqizi + CjEJqm+jzm+i be two 
penultimate polynomials with g gaps, i.e., pi, qi = -t 1 for i = 0,. . . , m 
and i - m E J, where J c { 1, . . . ,2g} satisfies 
(1) 1 P J, 2g E J, 
(2) x E J if and only if 2g - x + 1 E J for all x E { 1, . . . ,2g}. 
Moreover, of course, P(z)P(z-‘1 + Q<z)Q(z-‘1 = 2(m + g + 1). 
Note that if (A, B) is the Golay pair from which (P, Q) arises and we 
set ~~ = aiudwi as in Section 1, where d = deg A = deg B, then 
pi = $(l + Ei)Ui, qi = +<1 + &i)Czdei 
as we have seen in the proof of Lemma (2.1) above. Thus, 
We propose to investigate the outlook of the p-sequence. 
The general case seems quite complicated. We can achieve a complete 
treatment only in the one gap and in the two gaps cases, i.e., g = 1,2. This 
will be carried through in Sections 4, 5. The case g = 0 is uninteresting: 
The pair (P, Q> is then itself a Golay pair and, returning to the original 
pair (A, B), we see that 
(A, B) = (Q*, P) x (1 + z, 1 - z), 
where, as usual, Q*(z) = z deg(Q)Q(z-l). Hence, g = 0 simply corresponds 
to right divisibility by the pair (1 + z, 1 - z). 
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In the sequel, we tacitly assume that g 2 1, and derive now some 
properties of the p-sequence which will be used in Sections 3, 4, and 5. 
Let I = .Z - 1 = {i E (1,. . . , 2g)li + 1 E J}, and let D = I A J = Z U .I 
- Z n .Z be the symmetric difference of I and J. 
PROPOSITION (2.5). For all integers k such that 2g 5 k 5 m - 2g, we 
have 
where E = D n (1,. . . , g - 11, and, as above, D = (J - 1)~ J. 
If m is large, compared to 4g, the equations in (2.5) tend to produce 
periodicity for the p-sequence in the range 0,. . . , m as is clear in the case 
E = 0, where (2.5) simply says that pui+4g = pi for i = 0,. . . , m - 4g. 
We will illustrate this for g = 1, an obvious case where E = 0 in 
Section 4. For g = 2 and E = (l}, the period jumps to 12 (instead of the 
simple 4g = 8). This case will be handled in Section 5. 
Proof of (2.5). Let s = min J, so that 2 5 s s g + 1, and let k be an 
integer such that 2g 5 k s m + s. 
We express that the coefficient of zk + zdk in P(z>P(z-‘> + 
Q(z)Q(z-‘) is zero. The equation reads 
m-k 
C (PiPitk + 4iqitk) + C (Pm+j-kPm+j + qmtj-kqmtj) = 0, (2.6) 
i=O jGJ 
where the first sum is 0 for k 2 m + 1. (We need k 5 m + s to ensure 
that m + j - k 2 0 for j E J. Note also that j E .Z implies m + j - k 5 m, 
since j $ 2g I k.) 
The multiplicative equation associated with (2.6) is 
m-k 
,G pipi+k np,+j-kp,+j = ( -l)gtmax’o~m-ktl’, 
jEJ 
recalling that Card J = g. 
If 2g 5 k 5 m + s - 1, we can write the same relation for k + 1 
instead of k and multiply side by side the resulting equations. This yields 
after cancellations 
n -pm-kpk if2gsksm 
jeJ 
pnztj-kpmtj-k-l = 1 ifm+lsksm+s-1. 
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Z=J- 1 = {i e{1,...,2g)li + 1 EJ}, 
D=zAJ=zuJ-znJ, 
the above formula can be written 
x$L,-k+x = { ;pm-kpk jff2mg:;;;; m + s _ I (2.7) - - 
Indeed, the term ZAP -k+x appears exactly once in the product 
if and only if either x E Z and x E J or x 4 Z and x E .Z, i.e., exactly if 
x E: D. 
Now, for 2g $ k 5 m - 2g, one can interchange k and m - k in 
formula (2.7), and therefore 
pm-k = -pk * xcDpk+x if2gsksm-2g. P-8) 
Let k’ = m - k + X. Then, for x E D, and 2g s k 5 m - 2g, one has 
2g s k’ I m and, applying (2.7) to k’ = k - m + X, we obtain 
putting together (2.7), (2.8), and (2.9), one obtains 
and, after regrouping, 
where IDI = Card D. 
Now, observe that 
IDI = II u JI - II n JI = 2111 - 211 n JI = 0 mod2. 
Further, g and 2g belong to D. For 2g, this is obvious. For g, note that 
if g E .Z, then g + 1 = 2g - g + 1 E J and vice versa. Hence, in any case 
gED=ZaJ. 
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Moreover, the condition x E .I if and only if 2g - x + 1 @ .I translates 
for D into the following statement: 
D = D, u {g, 2g}, where D, has the property x E Da 
if and only if 2g - x E D,. 
It follows that 
Plugging this information into Eq. (2.10) we obtain 
pk+2gll.k-2g = n pk--x+y. (2.11) 
x,yeDa 
We can still simplify the right-hand side. For this purpose, let T: 
D, X D, --) D, x D, be the symmetry T(x, y) = (2g - y, 2g - x) and 
observe that T preserves the difference --x + y. The set D, X D, is 
partitioned into 
D, X D, = Fix(T) U (Union of non-trivial T-orbits), 
where Fix(T) is the set of pairs in D, X D, which are left fixed by T. 
The union of the non-trivial T-orbits does not contribute anything to the 
right-hand side of (2.10) since the corresponding p’s have the same index 
and p: = 1 for all j. Therefore, 
ll.k+2g * pk-2g = r-I pk-x+y* 
x, y~Fix(T) 
Since (x, y) E Fix(T) if and only if y = 2g - x and x # g (recall that 
x, y E D,), we have 
where E = D n (1,. . . , g - 1) for 2g s k s m - 2g, proving Proposition 
(2.5). 
Note that, at least for m 2 2g, the /A~+~‘s for j E J are easily expressed 
in terms of the pi’s with 0 5 i 5 m. Namely, /.L,,,+~~ = - 1, and for any 
k E J the equation 
cm+k(p) + ‘G+k(Q) = o 
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for the correlations yields the multiplicative condition 
(-1)““’ = II pj-k ’ jIYIkPm+jT 
jEJk 
(2.12) 
where Jk = (j E Jlk j j}. As a consequence, we have 
PROPOSITION (2.13). Assume that m 2 2g - s, where s = min J and 
g = Card J. Then, 
p,+k = - n pj-k ’ n pj-k’? 
jEJk jEJk. 
for all k E J, where Jk = {j E Jlk 5 j} and k’ is the immediate successor of 
k in J. 
The proof is by descending induction on k E J, using, of course, (2.12). 
We will derive more relations between the pi’s in some special cases in 
Sections 3, 4, 5, 6 and again take up the general case for computer search 
in Section 7. 
Remark 1. If the penultimate pair (P, Q) comes from the Golay pair 
(A, B), i.e., P = +(A + B), Q = +(A* - B*), then for j E J and with our 
notation pi = a,a,+ introduced in Section 1, we have 
P m+j = pd-m-j = pm+(2g-j+l), 
since d = 2m + 2g + 1. 
Therefore, the set of indices for the p’s considered above, viz. 
IO, . . . , m) u t “J, corresponds precisely to the set (0,. . . , h} of indices for 
the p-sequence of Section 1. (Here, t” denotes the translation by m, i.e., 
t”(x) = m + x.) 
Remark 2. Note also that (for a given g) the gap structure can 
equivalently be characterized and tabulated by any one of the following 
sets: 
(1) J c (1,. . . ,2g} satisfying 1 @ J, 2g E J, and x E J if and only if 
2g-x+lEJ, 
(2) N = N(E) = {i E [O, h]lei = -l), where g = h - min N + 1, or 
(3) E c (1,. . . , g - 1). 
It is clear that J and N determine each other uniquely. Indeed, let 
m = h - g, so that m + 1 = min ZV, and let again t”’ denote the transla- 
tion by m. Then, in the interval of integers [m + 1, h], the subsets N and 
[m + 1, h] n (t”J) are disjoint and their union is [m + 1, h]. Moreover, 
the subset [m + 1, h] n (t”J) determines J. 
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For the bijection with the subsets E c 11,. . . , g - 11, recall that E was 
defined as D n (1,. . . , g - l}, where D = (J - 1)~ J. Moreover, we saw 
that D = D, u (g,2g}, with D, = E u {xl2g - x E E). Hence, the sets 
E and D determine each other. 
To establish the bijection between the sets D and J, one can, for 
instance, associate with a set X c (1,. . . , 2g} its characteristic polynomial 
fx(t) = CiEXfi E IF,[t] and observe that f,(t) = (1 + t> *f,(t), where 
I = (iii + 1 EJ). 
There are of course 2g-’ of each of the sets J, N with the given 
g = h - min N + 1, or E c 11,. . . , g - l}. In the subsequent sections 3 to 
5, we take E as our basic data. For computer search in Section 7, however, 
the choice of N = N(E) seems more convenient. 
3. THE CASE E = 0 
If for a given Golay pair (A, B), the set E as defined in Section 2 is 
empty, then the corresponding penultimate pair (P = $(A + B), 
Q = :(A* - B*)) has the form 
P = E pi2 + i pm+g+jZm+g+j, 
i=O j=l 
Q = E qizi + 5 qm+g+jzm+g+j, 
i=o j=l 
where pi, qi, P~+*+~, qm+g+j = +l and, of course, P(z>P(z-‘) + 
Q(z)Q(z-‘1 = 2(m + g + 1). 
In this case, one can write quite explicitly the equations which must be 
satisfied between the elements pLi = piqi, i = 0,. . . , m and ~,,,+~+j =
Pm+g+jqm+g+j for j = 13 - -. 7 g, and solve them in some cases. 
These equations are the multiplicative forms of the equations c,(P) + 
c,(Q) = 0 for k = 1, . . . , deg P = deg Q expressing the identity 
P(z)P(z-‘) + Q(z)Q(z-‘1 = 2(m + g + 1). 
We have already obtained the equations for k = m + g + i, i = 1,. . . , g 
in Proposition (2.13). In the case E = 0 they reduce to 
Pm+g+i = -Pg-i for i = l,...,g. (3.1) 
The remaining equations have a different form depending on the size of m 
relative to g. 
We will restrict ourselves to the case m 2 4g - 1 for simplicity and 
because we are primarily interested in the cases g = 1 or 2, where the 
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missing cases can easily be controlled. Note that the case m 5 g can be 
disposed of from the outset with the remark that if m I g, then the 
“compressed” polynomials P’ = C&piz’ + Cig_lpm+g+j~m+i and Q’ = 
CycC)qiZi + Cjg_lqm+g+jZmti would again form a dual pair, and hence a 
Golay pair of strictly shorter length than the original (A, B). This follows 
by examining which cancellations are possible in P(z)P(z-‘) + 
Q<z)Q(z-‘) under the hypothesis m 5 g. 
Assuming m 2 4g - 1, the equations for the p’s resulting from c,(P) 
+ cJQ> = 0 depend on the range for the index k = 1,. . . , m + g as 
follows. 
For k = m + g - i with i = 0,. . . , g - 1, the correlations ck give the 
equations 
rUg+i = Pi for i = 0, 1, . . . , g - 1. (3.2) 
Here, we need 2g 5 m, although this is not apparent in the formulae. We 
leave the simple computational details to the reader. 
From the kth correlations with 2g s k 5 m, we obtain, after replacing 
k bym-k, 
lm-k = -pk * pkig ’ pk+2g fork = O,...,m - 2g. (3.3) 
For 1 5 i 5 g - 1, the equations for the ith correlations give 
Pm-i = CLg-i-l for i = l,...,g - 1, 
whereas for g + 1 5 k 5 2g, we obtain 
Wm-g-i = Pgfi * Pm-i . CLm+g+i+l 
with k = g + i. 
(3.4) 
Using the above equation together with 
Pg+i = Pi, Pm-i = rUg-i-1, and ~.,+~+i+l = mpg-i-1 
for i = l,..., g - 1, as provided by Eqs. (3.21, (3.41, and (3.1), respec- 
tively, we obtain the equations 
Pm-g-i = -Pi for i = 1 ,...,g - 1. (3.5) 
Also, Eqs. (3.3) with k = 2g + i and k = 3g + i for i = 1,. . . , g - 1, 
give 
Pm-2g-i = -Pi fori= l,...,g- 1, (3.6) 
Pm-3g-i = pg-i-l for i = l,...,g - 1. (3.7) 
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Equations (3.3) also yield 
P2g+i = -Pg-i-1 fori=l,...,g-1, (3.8) 
P3g+i = -Pg-i-l for i = l,...,g - 1 (3.9) 
and, finally, 
pg= 1, cLzg = ( -l)m+gPg-lY cL3g = -Pg.-l, 
(3.10) 
Pm = -cLzg, /Am-, = /.L.,-zg = ( -l)m+g, CL,-3g = Pg-1. 
This, together with the periodicity 
P4g+i = Pi forOsism-4g (3.11) 
(which was, of course, actually derived from equations of type (3.3)), are 
all the multiplicative equations for the 11% derived from the vanishing of 
the correlation sums for P and Q. 
These equations impose strong restrictions on the class of m modulo 4g. 
Namely, 
LEMMA (3.12). The existence of a penultimate pair (P, Q> with E = 0 
and m 2 4g - 1 implies the following restrictions on g and m. Zf g is even, 
then m must be odd. Zf g is odd, then the congruence class of m mod 4g ir 
either 2n with 0 5 n 5 g - 1, or m = 3g mod4g. 
Proof. Equations (3.5) show that m f g + 2i mod 4g for any i = 
1 . . > g - 1. (Indeed, m E g + 2i mod4g would imply p,-,+ = 
ll’,,,i-g-i = pi.) 
Similarly, from Eqs. (3.6), one obtains m $ 2g + 2i mod4g, again for 
any i = 1,. . . , g - 1. 
Equations (3.4), together with (3.9), give prnPi = --~l.~~+~ for i = 
1 ,***, g-l;andhencemf3g+2imod4gfori=l,...,g-1. 
Observe also that m f g mod 4g, because, if we assume by impossible 
that m = g mod 4g, then we would have 
1 = j.Lg = /.Lm = --/Jzg = -pg-] 
(by Eqs. (3.10)), and then Eqs. (3.4) would yield in turn 
Pg-i-1 = Pm-i = Pg-i for i = l,...,g - 1, 
implying pgei-i = - 1 for all i = 1, . . . , g - 1 by induction on i. How- 
ever, for i = g - 1, we have pg-i-l = pu, = + 1. A contradiction proving 
that, in fact, m Z g mod 4g. 
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It is easily seen that the conditions stated in the lemma are a reformula- 
tion of the above. We will use this lemma and the above equations in the 
next two paragraphs in order to treat completely the cases g = 1 and 
g = 2. 
4. CLASSIFICATION FOR g = 1 
If g = 1, the set E introduced in Section 2 is empty by force and the 
formulae from Section 3 tell us that the only possibilities for m are m = 0 
or 3mod4. 
The case m = 0 mod 4 leads to the values 
PO = 1, Pl = 1, cLz= -1, p,= -1, 
Pi+4 = Pi for i = 0,. . . , m - 4. 
Furthermore, 
r(L,+z = -1. 
Thus, the antepenultimate polynomials U, V have the form 
k-l 
u = c (u/i + xiz4i+l) + UkZ4k, 
i=o 
k-l 
I/* = c (UiP + y$i+l) + Uk2k, 
i=O 
for m = 4k. (Here ui, xi, ui, yi = _+ 1.1 
It is easily seen that such polynomials can never be a dual pair. One way 
is to observe that c,,(U) + c&v) = 0 implies &,UOUkUk = - 1. On the 
other hand, the equation c,(U) + c,(V) = 0 gives, in multiplicative form 
and the equation c,(U) + c,(V) = 0 yields 
I.41 * . . UkXO **I Xkpl * Ul -* * Vk mya -* * Yk-1 = (-qk, 
hence &,UOUkUk = + 1, a contradiction. 
However, polynomial pairs of a similar form will occur again in a couple 
of instances in Section 5. We give a unified and perhaps more conceptual 
proof in the form of the following lemma. 
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DEFINITION (4.1). If h = a,?” + am+lzm+l + .a* +a,,,+,zmtS, with 
s 2 0, is a Laurent polynomial with a, Z 0 and am+s + 0, we call s the 
span of h. Note that span(h * h’) = span(h) + spari( and if h E Z[z] is 
an actual polynomial, then span(h) = deg(h) is equivalent to h(O) # 0. 
LEMMA (4.2). Let fO, fI, g,, g, E Q[z] be polynomials such that fO, g, 
have non-vanishing constant terms. Suppose that U(z) = f&z41 + zfI(z4>, 
and V(z) = g,(z4) + zgI(z4) form a dual polynomial pair, i.e., 
U( z)U( z-l) + V( z)V( z-l) = c E Q. 
Then, span(f,,) = span(f,) = span(g,) = spari and des(fi> = deg(g,). 
Applying this lemma with f,, = C~=gUiZi, fI = Cfldxiz’, g, = llfzouizi, 
g, = Cf$yiz’ h s ows that the above antepenultimate pair U, I/ cannot be 
dual polynomials. 
Proof of Lemma (4.2). The equation U(z)U(z-‘) + V(z)V(zP1) = c 
splits into two equations 
fo(z)fo(z-‘) +fl(z)fl(z-l) + gcl(zMz-‘) + &~zMz-‘) = C? 
(4.3) 
f1(z)fcl(z-‘) + gl(z)grJ(z-‘1 = 07 (4.4) 
obtained by equating the terms with like powers of z on both sides of 
U(z)U(z-‘) + v(z)v(z-l> = c. 
At this point, note that multiplying fI and g, by the same power of z 
would not invalidate U(z)U(z-‘> + V(z>V(z-‘> = c. Hence, in general, 
span( f 1) # deg( f 1), and we cannot hope to prove that f0 and f 1 have the 
same degree. This is why the conclusion of the lemma has to be stated in 
terms of span rather than degree. 
Coming back to the proof of the lemma, the second equation (4.4) above 
implies that deg(f,) = deg(g,) by looking at the highest power of z in 
fJz>fJz-‘> and g,(z)g,(z-‘). Here, we have used the hypothesis that 
f,,,g, have non-vanishing constant terms. 
Let h, be a greatest common divisor of fl and g,, and write 
fl =f;h,, g, = s;h,, 
with f;, g; relatively prime polynomials. 
We may assume deg(fJ 2 deg(g,). Then Eq. (4.41, multiplied by zd, 
where d = deg(fJ, gives 
fo(z-‘) = -z-dho(z)g;(z>, g,(z-‘) = z-dho(z)f;(z), 
for some polynomial h,(z) E Q[z]. 
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The first of these equations shows that h, and g’, have non-vanishing 
constant terms (comparing the coefficients of zpd on both sides), and thus 
deg(h,) = span@,), deg(g;) = span(g;). 
Plugging this information into (4.3), we obtain 
(h)(Z)h&-l) + ~,(z)~,(z-‘))(f;(z)f;(z-‘) + g;(z)g;(z-l)) = c. 
It follows that 
h,( z)h,( 2-l) + h,( z)h,( 2-l) = .zn’ * c’, 
f;(z)f;(z-‘) +g;(z)g;(z-‘) = zn” *cn, 
(4.5) 
for some n’, n” E Z and c’, C” E Q. 
Of course, this implies .’ = n” = 0. (Changing z to z-l yields z”’ * c’ 
=z m-n, . c’.) Then, necessarily, 
span(&J = span(h), 
wn( f;) = wn( s’l) . (4.6) 
It is now easy to finish the proof of Lemma (4.2). Indeed, 
wn( fo) = wn( ho) + wn( d) 
= span( h,) + span( f[) 
= spa4 fl > I
Similarly, 
Furthermore, 
wn( 8,) = wan( ho) + wn( fi> 
= span( hi) + span( g;) 
= spa4 a>. 
span(h) = wn(f;) + wan(h,) 
= span( g;) + span( hi) 
= wn(g,). 
Now, spari = span(g,) implies deg(fJ = deg(g,), and therefore 
deg(g;) = deg(f;). It follows that 
deg(fl) = de&f;) + deg(hA 
= dw(&) + de&h,) 
= dw(g,), 
as claimed. 
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We now come back to the classification of Golay pairs with g = 1. The 
case m = 3 mod 4 leads to antepenultimate polynomials U, I/ of the form 
+ wiz4i+2)) 
i=O 
k 
v = c tiZ4’ + fZ4k+2, 
i=O 
for m = 4k + 3. Here, the situation is more interesting. 
LEMMA (4.7). Zf the polynomials 
+ wiz4i+2), 
i=O 
k 
with ui, ui, wi, ti, t = f 1 form a dual pair, i.e., 
U(z)U(f') + v(z)v(z-l) = 4(k + 1) + 1, 
then k = 0 or 2. 
Note that this settles a question raised in [KSV, Section 5.51. This 
question has also been considered by C. H. Yang in [Y2]. We explain the 
connection with Yang’s point of view at the end of this paragraph. 
If k = 0, we have the possible antepenultimate pair 
U=l-z-22, 
I/= 1 +z2, 
which leads to the pair K = (K,, K2) E G, already mentioned in Sections 
1 and 2. 
For k = 2, there is the antepenultimate pair 
,y = 1 - z + z2 - z4 - z5 + z6 - z* - z9 - zl”, 
I/= 1 -z4+z8+zi0, 
which is unique (with this gap structure) up to change of signs ( f U, k V) 
and change of variable z + -z. 
This pair corresponds to the penultimate pair (P = U + z3V, Q = U - 
z3V) with one gap, m = 11 and degree 6 = 13, and it leads to a Golay 
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pair M E G, of degree 25 (length 26), M = (Ml, M2) with 
Ml = P + z12Q* = P + z~~Q(z-I) 
= u + zw - z221/( 2-l) + z237( z-l), 
M2 = P - .z12Q* 
= u + z3v + 222v( 2-l) - PU( z-l), 
which was first discovered by Marcel J. E. Golay [G4], and rediscovered 
several times thereafter. See, e.g., [J]. 
The above Iemma states that, in the one gap case, there is nothing else. 
We recapitulate this result in the following theorem. 
THEOREM (4.8). Let A = (A,, A,) be a normalized Golay pair whose 
penultimate polynomials have one gap, i.e., g = 1. Then, A = K of length 
10, or A = M of length 26 as defined above. 
Proof of Lemma (4.7). By obvious normalizations, we may assume that 
z.+, = to = + 1 and u0 = - 1. The correlations c~~+~, cdk+r, cak, cdk-r yield 
respectively 
(1) Wk + t = 0, 
(2) Vk - Wk = 0, 
(3) uk - vk + w,jwk + t, = 0, 
(4) -uk + WOvk = 0. 
Solving equations in (0, (21, and (4) for wk, vk, and uk and substituting 
in (3), we obtain 
(1 - 2w,)t + t, = 0. 
This is compatible with t, = k 1 only if wa = + 1 and then we have 
U k = -t, V k= -t, wk = -t, t, = t. 
We now write successively the multiplicative equations corresponding to 
k-j 
c4j+l(u) + c4j+l(v) = C C”ivi+j + viwi+j) = O9 
i=O 
and 
k-j 
c4j-l(u) + c4j-1(V) = C (viUi+j + wiVi+j) = 0, 
i=O 
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k-j 
FJ”ivi ’ j 
vrwr = ( -l)k-i+l, and 
for j = 0,. . . , k. 
Restricting j to the interval of integers [0, k - 11, and multiplying the 
equations for j and j + 1 side by side, one finds 
uk-jvk-jvjwj = -1, 
vk~jwk~jujwj = -1 (4.9) 
for j = O,...,k - 1. 
This gives 
UjWk-j = -Vk-jWj = Uk-jUj, 
and, using the second equation (4.9) again, but with j’ = k - j, i.e., 
ujwjuk-jwk-j = - 1, one obtains 
ujwk-j = uk-jvj = -wjwk-j. 
Cancelling out wk-j, this gives 
wj = -uj, 
wj = vj, 
both for j = 1,. . . , k - 1, using (4.9) once more. 
We now exploit the equation 
(4.10) 
k-j-l 
Cdj+z(U) + C,j+,(V) = C (UiWi+j + WiUi+j+l) + uk-jwk + tk-jf = 0, 
i=O 
for j = 0,. . . , k, which in multiplicative form gives 
k-j-l k-l 
lQ ‘iwi. z,Ur+~Wr ’ uk-jwk * tk-jt = ( -l)k-‘+‘. 
Substituting w0 = ua = 1, wk = uk = -1, and wi = -ui for i = 
1 , . . . , k - 1, we obtain, after simplification, 
t * tkwj = ( -l)k-‘+‘Uk-jwj 
for j = 0,. . . , k. 
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If j = 0, we obtain 
t.t,= (-1) k+lUkWg = ( -l)k+l . (-t), 
and, therefore, t, = (- #‘. 
Note that this implies t = (- l>k, since t, = t, and uk = vk = wk = 
-t = (-l)k+‘. 
If 1 5 j 5 k - 1, then wi = -uj and we obtain 
tk-j = (- l)Lk-jUj, 
for j = 1, . . . . k - 1. 
(4.11) 
We also still have available the relations 
k-j k-j 
Cdj( U) + CJj( V) = c ( uiui+j + viv;+j + wiwi+j) + c titi+j = 0, 
i=O i=O 
for j = 1,. . . , k. 
In multiplicative form, this gives 
Since U~LJ~W~ = - 1, ukukwk = uk = (- l)k+‘, we obtain 
k-j k-l k-j k-l 
FIT”i’ Ilure iQfi* lIJtr= +ly 
r=j 
or, equivalently, 
k-i k-i 
By the relations (4.11), this gives 
k-j 
LrJ (-lliti = 1y 
for j = 1,. . . , k - 1. 
For j = k - 1, we obtain t, = (- l)‘, and then, by descending induction 
on j, 
ti = ( - l)i (4.12) 
for i = 0, 1, . . . , k - 1, k, recalling that t, = + 1, and t, = (- lIk. 
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Substituting in (4.10, this gives 
Ukpj = ( - l)kj forj= l,...,k- 1, (4.13) 
and therefore 
Ilk-j = ( -l)kUj forj=O,l,..., k-1,k. (4.14) 
(Note that (4.13) is definitely false for j = 0 or k.) 
We now introduce the notations 
f(z) = Z-(2k+l) k 
i2”iz4i7 g( 2) = z-2ki&viz4i, 
and verify that the above relations (4.10), (4.12), and (4.13) amount to the 
statements 
Z-(*k+l)U(t) =f(z) + (-l)k+lf(Z-l) +&Y(z), 
V(t) = ; (-l)‘z4’ + (-l)kzdk+? 
(4.15) 
i=O 
Moreover, (4.14) implies 
g(z-‘) = ( -l)kg(z). (4.16) 
We will show now that U(z)U(z-‘> + V(z>V(z-‘) = 4k + 5 implies 
k 5 2. The remaining case, k = 1, is then easily eliminated. 
We have 
and 
U(z)U(z-‘) = (-l)k+‘(f(Z)2 +f(z-I)*) 
+ Tf(z)f(f’) + g(z)&-‘>9 
V(z)V(z-‘) = k + 2 + 5 ( -1)‘(z4’+’ + z-(~‘+~)) 
i=o 
+ i$, (-l)‘(k - i + 1)(z4’ + zd4’). 
Observe that all monomials in 2f(z>f(z-‘> + g(z>g(z-‘1 have an expo- 
nent divisible by 4. Similarly, all monomials in f(zj2 + f(z-‘j2 have an 
exponent congruent to 2mod4. It follows that the identity U(z)U(z-‘> + 
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V(z)V(z-‘> = 4k + 5 implies 
( - qk”(f( z)” + f( z-1)‘) + i ( - l)i( .z4i+2 + z-@i+2)) = 0, (4.17) 
i=O 
Lf(4fW’) + g(z)dz-‘) 
+ i$l(-l)i(k - i + 1)(z4’ + z-~~) = 3(k + 1). (4.18) 
Set 
k-l 
u = c (-l)‘U,, 
i=o 
and let 5 be a primitive eighth root of unity. 
Then, f(S) = (u - 1)l-(2k+1) and g(l) = -(u + l>l-2k, since Vi = 
-ui for i = l,..., k - 1 by (4.10). Hence, 
2f(l)f(!r’) + g(l)g(K-‘) = 3u2 - 2u + 3, 
and u being an integer, we have 
mw(5-‘) + d4%(5-‘) L 3. 
Therefore, Eq. (4.18) implies 
3(k + 1) 2 3 + 6 (-l)‘(k - i + 1) . 2( -1)’ 
i=l 
2 3 + 2 i (k - i + 1) = 3 + k(k + 1). 
i=l 
This is equivalent to k _I 2. 
Note that (4.17) is definitely needed to eliminate the case k = 1. If 
k = 1, then f(t) = ze3(1 + z4) and 
f(z)’ +f(z-I)* = 3(z2 + z-2) + (2” + z-y 
# -(z” + z-2) + (z” + z-6). 
This completes the proof of Lemma (4.7). 
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We will now explain a construction proposed by C. H. Yang [Y2], and 
see what Theorem (4.8) implies about it. Suppose we have three polynomi- 
als 
k-l 
E(Z) = C eiz2i + z2k-1, 
i=O 
k-l 
F(z) = c fiZ2( 
i=O 
2k-1 
G(z) = c gizi, 
i=O 
all of whose coefficients e,, fi, gi for i = 0,. . . , k - 1 are equal to k 1, and 
such that 
E(z),+-‘) + F(z)F(z-‘) + G(z)G(z-‘) = c E Z. 
(Of course, c = (k + 1) + k + 2k = 4k + 1.) Such a triple (E, F, G) is an 
instance of a more general notion called “near normal sequences.” See 
[Y2, Y3]. 
Suppose, furthermore, that F(z) is symmetric and G(z) antisymmetric. 
Define successively 
C,(t) = G(z2) + zF(z2) 
C,(z) = Q2), 
B,(z) = C,(z) + z3C,(z), 
4( 2) = C,( z> - z3C,( z), 
Al(Z) = B,(z) + t4kB;(Z), 
A2(Z) = B,(z) - Z4kB2*(Z). 
Then, according to C. H. Yang, (A,, A2) is a Golay pair of length 
8k + 2. The pairs (K,, K,) of length 10 and CM,, M,) of length 26 can be 
obtained in this way, with k = 1 and k = 3, respectively. 
We will now show that a Golay pair (A,, AZ) obtained by Yang’s 
construction must have g = 1, where g, as in Section 2, is the gap number 
of the associated penultimate pair (P, Q). 
Indeed, observe that by construction, the penultimate pair (P, Q) asso- 
ciated with (A,, A2) above, is simply (B,, B,). 
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Let us now compute B, and B, modulo 2: 
B,(z) = G( z”) + zF( z2) + z3E( z2) 
!I 
4k-1 
z c zj + Zig+’ mod 2. 
j=O 
Similarly, 
B2(z) = G(z2) + zF(z2) - .z3E(z2) = B,(z) mod2. 
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Thus, we see that B,, B, are polynomials with exactly one gap. By 
Theorem (4.8) above, we conclude that C. H. Yang’s construction will not 
produce new Golay pairs. 
5. CLASSIFICATION FOR g = 2 
If g = 2, there are two possibilities for the set E c 11,. . . , g - 1). 
Either E = 0 or E = {I}. We start with the case E = 0 and will prove: 
THEOREM (5.1). Zf A is a normalized Golay pair with g = 2 and E = 0, 
then either A has length 8, and there are four possibilities: A = A(1, - 1) or 
A = A( - 1,l) in G,, or A = B(1, - l>, or B( - 1, 1) in G, as dejined in 
Section 1, or else A = (R, S) X K, or A = (R, S) X M, where K, M E G, 
are the Golay pairs of length 10 and 26 respectively defined in Section 2. 
Proofi If m < 4g - 1 = 7, then only m = 1,2,5 give acceptable de- 
grees d = 2(m + g) + 1 for the pair A. It is easy to eliminate the case 
m = 5. For m = 1,2 look up the lists in Section 1. We assume now that 
m 2 7. 
By the results of Section 2, viz. Lemma (3.12), m must be odd, and the 
only possible classes for m mod4g, i.e., mod 8, are m = 1, 3, 5, and 
7 mod 8. 
The formulae in Section 3 yield the values 
po= 1, p2 = 1, P3 = EL’, CL4 = -P1, 115 = -1, 
,4j= --ply p7= -1, pm-7 = 1, pm-6 = pl, 
pm-5 = --PI, pm-4 = -1, pm-3 = -CL13 pm-2 = -1, 
pm-1 = 1, Pm = IJl. 
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Taking into account the periodicity pi+* = pi, we see that if m = 3, 5, 
or 7 mod 8, the only solution to these equations is 
pi = (- l)i 
in the interval i = 0,. . . , m. 
This solution still exists for m = 1 mod 8, but for m = 8n + 1, we have 
the additional possibility 
We first examine the solution pi = (- 1)‘. In this case, the antepenulti- 
mate polynomial pair is of the form 
u = 2 PiZ2’ + p,,+2Z@‘+2), 
i=O 
m’ 
I/ = c qiz2’ + q,,+2Z2(m’+2), 
i=O 
where m’ = $(rn - 1). 
Hence, there exist penultimate polynomials with one gap (P’, Q’> such 
that 
u = P’(22), V= Q’(z’). 
Let (A’, B’) be the corresponding Golay pair, i.e., 
(A’J’) = (P’(z) + zd’Q’(z-l), P’(z) - zd’Q’(z-l)), 
where d’ = deg A’ = deg B’ = 2(m’ + 1) + 1 = 2m’ + 3. 
By Theorem (4.8), the pair (A’, B’) is either K of Iength 10 or M of 
length 26. 
The Golay pair (A, B) corresponding to the antepenultimate pair (U, V> 
is 
A( 2) = U(z) - zV( 2) + ZdU( z-1) + zd-‘V( z-l), 
B(z) = U(z) - zV( z) - ZdU( z-‘) - zd-‘V( z-l). 
On the other hand, (R, S) X (A’, B’) is the pair 
(A’( 22) + zB’*( z2), B’( z”) - A’*( z’)), 
and since d = 2d’ + 1, we find (A, B) = (R, S) X (A’, B’) as desired. 
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We now examine the more difficult case where m = 1 mod 8 and pi = 
+ 1. Then, U and V have the form 
k-l 
u = c (ugiz*i + u8i+lz*~+1 + u8i+2z8i+2 + u8i+3z8i+3) 
i=o 
+ U8kZ 8k + U*k+lZ*k+l, 
k-l 
v = c ( ugiz*i + u8i+lz*i+1 + u8i+2z8i+2 + u8i+3z8i+3) 
i=O 
+ 08kZ 8k + U8k+lZ8k+1. 
Let yi = uiui, whenever defined, i.e., i = 0, 1, 2, or 3 mod 8 and 0 5 i s 
8k + 1. An easy calculation with the multiplicative equations arising from 
c8j+.5(u) + c8j+5(v) = c8j+f5(u) + 'Sj+6(') 
= '8j+7C") + c8j+7(v) = O 
gives, in succession, 
YB(k-j)+3 = -YSj 
Y8(k-j)+2 = -YSj+l 
Ys(k-j)+l = -YSj 
for j = 1,. . . , k. 
Hence, all yi are expressible in terms of ysj, for j = 0,. . . , k. Of course, 
ysk+i = - 1. Moreover, the equations 
'*j+3(') + '*j+3(') = O 
for j = 0,. . . , k - 1, when written in multiplicative form yield 
ysj= +1 forj= l,...,k. 
It follows that yi = (- l)‘, and therefore the pair (U’ = i<U + V), 
v’ = iz-‘(U - V)) is a dual pair of the form 
U’(z) =fo(z8) + Z2fl(Z8), 
V’(z) = g,(z8) + z2g1(z8), 
and, descending one more step, we obtain a dual pair 
.,,(z) = fo( z”) + Zfl(Z4), 
v”(z) = g,(z4) + zg1(z4), 
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where f,, and fi are easily seen to be of span (and degree) k and k - 1, 
respectively. Lemma (4.2) says that no such dual pair exists. 
Hence, the case g = 2, E = 0, and m = 1 mod 8 with CL, = + 1 is 
actually impossible. The proof of Theorem (5.1) is now complete. 
It remains to study the case where E = (l}, still with g = 2. The result 
is as follows. 
THEOREM (5.2). The only normalized Golay pairs with g = 2 and E = { 1) 
are rlK and r2 K of length 10. 
Here, the notation is as in Section 1, where K E G, and the involutions 
rr, r2 were introduced. 
Proof. By Proposition (23, we have 
pk+&k-4 = Fk+2pk-2, 
for 4 s k 5 m - 4. Writing three successive such equations for k + 4, 
k + 6, and k + 8, we obtain 
pk = kk+12 for 0 5 k 5 m - 12. 
Of course, this set of equations is simply void if m < 12. 
We must determine the possibilities for ~a,. . . , pi1 if m 1 12, or 
PO, *. ., Pm if m I 11. The calculation is somewhat monotonous and 
results in the following tables 
PO = 1, IL1 = 1, 113 = 112, /.L4 = ( - qm+‘, 
CL5 = 1, p,j = (-l)“, I-+= -1, CL8 = (+7-+ 
P9 = -CL27 CL10 = -1, 111 = -1. P-3) 
Pm = ( -l)m, pm-1 = (-q? Pm-2 = 1, km-3 = -lJ2, 
pm-4 = ( - qm+lp2, Ku,-, = -1, EL,,-6 = +I, 
/AL,-7 = ( -qm+l, pm-8 = ( -l)m, Pm-9 = w2* (5.4) 
These tables are established by writing the multiplicative forms of the 
equations 
ck: ck(p) + C,(Q) = 0, 
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where (P, Q) is the penultimate pair which, in the case at hand, has the 
form 
P( 2) = 5 p$ + pm+2Zm+2 + Pm+4Zm+4, 
i=O 
Q(z) = f qizi + qm+2zm+2 + qm+4zm+4, 
i=O 
with pi, qi for i = 0,. . . , m and P,,,+~, qm+2, P,,,+~, qm+4 all equal to f 1. 
Recall our notation pi = pjqj, whenever non-zero. 
First, the equations c,+~, c,+~, c,+~, and c,+~ yield 
CL,+4 = -13 rul?l+z = -112, 
as we actually already know from Lemma (2.19, and 
I-L1 = +l, p3 = p2. 
Then, we write the multiplicative form of the equation ck, successively 
for 
k=l,m,2,m-1,3,m-2 ,..., i+l,m-i ,..., m-8,10, 
in that order. At each step, ci+r determines pm-i and c,,-~ provides the 
value of pi+4. 
Now, the tables show that the only admissible values of m are 
m = 3,7,orllmod12, with p2 = -1, 
m = 2 mod 12, with p2 = +l. (5.5) 
For instance, m = 0 mod 12 is incompatible with pm-r = (- 1)“’ and 
Pll = - 1. The case m = 1 mod 12 is ruled out by p,,, = (- 1)” and 
pL1 = 1. Simil ar y, 1 m = 4mod 12 would contradict p,,, = (- 1)” and p4 = 
(-- lP+‘. The assumption m = 5 mod 12 would contradict pm = (- l)“, 
p5 = 1, etc. 
Note that only P~,P~-~,P,,-~ are used in this argument, but 
CL,-3,.**, pm-9 are needed to calculate p7, p8, p9, CLAN, pll. 
The reader may find that some savings on calculations is perhaps gained 
by using the notation and terminology which will be introduced in Section 
7. At this point, the benefit is still negligible. 
The above tables (5.3) and (5.4) are written for m 2 12, but the 
calculations show that if m < 12, the values of pi given by (5.3) and (5.4) 
are still valid for 0 5 i s m, and therefore do suffice to establish (5.5). 
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Which values of m in (5.5) can actually arise from a Golay pair? We first 
examine the case 
m = 3,7, or 11 mod 12, with pz = -1. 
For these values of m, the table of pi’s reads 
i=o 1 2 345 6 7 8 9 10 11 mod12 
/Ai= 1 -1 -1 1 1 -1 -1 1 1 -1 -1 
and, of course, P,,,+~ = 1, P,,,+~ = -1. 
If m < 11, simply truncate this table at i = m. 
It follows that the corresponding antepenultimate pair, i.e., U = #’ + 
Q>, l/(z) = PJ-“$ (P(z) - Q(Z)>, h w ere s = min{iIpi = - 11, has the 
form 
U(z) = i (u4iz4i + uqi+1z4i+1) 4k+5 + U4k+5Z 7 
i=o 
V(z) = i (u4iz4i + U4k+lZ4i+1) 4k+5 + *4k+Sz 9 
i=O 
where m = 4k + 3. 
We recognize that U and V are of the form 
U(z) =fo(z4) + zf1(z4), V( z> = g,( z”) + zg1(z4), 
with span(f,) = span(f,) - 1. 
Such polynomials cannot form a dual pair under the legislation of 
Lemma (4.2). There remains the possibility 
m = 2mod12, with pZ = +l. 
We then have the table of values of pi’s, 
i=O 1 2 3 4 5 6 7 8 9 10 11 mod12 
pi=1 1 1 1 -1 1 1 -1 1 -1 -1 -1 
for 0 5 i 5 m, and pL,+2 = -1, j~~+~ = -1. 
If m = 2, the length 2(m + g + 1) of the original Golay pair is 10. 
Going over the list in Section 1, one finds that T~K and T~K are the two 
Golay pairs satisfying the requirements. 
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If m 2 14, the antepenultimate polynomials, reduced mod 2 look like 
k-l 
U(z) = c zl*j( 1 + z + z* + z3 + z5 + z6 + z”) 
i=O 
+ z12k + z12k+l + z12k+2, 
k-l 
V(z) = c z12i(l + z3 + z5 + z6 + z’) 
i=O 
+ z12k + z12k+2? 
with m = 12k + 2. 
For typographical reasons, we do not write U and V in full, but as usual, 
will denote by ui (resp. vi) the coefficient of zi in U (resp. V), whenever 
non-zero, i.e., ui, ui = It 1. 
It turns out that such a polynomial pair is never a dual pair for k 2 1. To 
see this, consider first the equations 
c12k+2(u) + ‘12k+2(‘) = ‘12k+2 + ‘12k+2 = O, (5.6) 
C12k+l(U) + ‘12k+dV) = ‘12k+l + *lU12k+2 = O, (5.7) 
c12k(u) + c12k(v) = ‘12k + ‘lU12k+l + U2U12k+2 + v12k = O, (5*8) 
using ua = v. = 1. (We also have u1 = - 1 by our normalizations, but this 
is irrelevant.) 
Now, the multiplicative form of the equations 
c*(U) + c*(V) = Cd(U) + c‘$( V) = 0 
give, after simplification, 
and, therefore, using (5.6), 
v12k = (-1)“. 
The multiplicative form of 
(5.9) 
4 u) + c6( v) = 0 
gives us 
(-1)” = U2U12k+2U12kv12k 
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and, therefore, 
using (5.9). 
U2U12k+2U12k = +l, 
The product of the multiplicative forms of the equations 
(5.10) 
Cl(U) + Cl(V) = es(U) + cg( V) = 0 
gives 
-l=uu u 1 12k 12k+lU12k+2U12k* (5.11) 
NOW, observe that Eq. (5.8) above, which, in view of (5.10) can be 
rewritten 
implies 
2u12k + ul”12k+1 + O12k = O, 
u1”12k+l = U12k = -U12k* 
(5.12) 
(Recall that U12kp uly U12k+17 U12k can only take the values k 1.) Therefore, 
(5.11) becomes 
U1U12k+lU12k+2 = +l. 
However, this does not match Eq. (5.7). This contradiction finishes the 
proof of Theorem (5.2). 
6. AN EXAMPLE OF SEARCH WITH PRESCRIBED ~-SEQUENCE 
In this section we show that 
U=l-z-22, V=1+z2 
is the only example of an antepenultimate pair, where one of the polyno- 
mials U, I/ has no gap and the other does. This situation corresponds to a 
p-sequence of the form 
pi= +1 for0 si 5s - 1, 
pi= -1 for s s i s h 
for some s s h. 
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PROPOSITION (6.1). Let (U, V) be an antepenultimate pair, where 
u = 1 + U,,? + *** +u,-*zs-2 + U,-tzs-’ 
with ui = +l for i = 1,. .., s - 1 and V is some polynomial with coefi- 
cients equal to 0 or f 1 and V(O) = 1. Suppose that at least one coeficient 
of V (in degrees < s - 1) is zero. Then 
U=l-z-22, v = 1 + z2. 
Antepenultimate means, as in Section 2, that 
(P(z) = u(z) + P#V(Z), Q(z) = U(z) -P@‘(Z)) 
is a penultimate pair for some pS = * 1, i.e., 
P(z) = 5 PiZi + c pm+jZm+j, 
i=O jE/ 
withpi,pm+j= +lfori=O,l,...,mand jEJ. 
The set J c (1,. . . ,2g} satisfies 
(1) 1 E J, 2g E J, 
(2) x E J if and only if 2g - x + 1 P J for all x E (1,. . . ,2g), 
and, of course, 
P(z)P(z-l) + Q(z)Q(z-‘) = 2(m +g + 1). 
Observe that we must have m = s + t, where t is defined by t = max{ilzj 
has non-vanishing coefficient in V for all j 5 i). Moreover, m + 2g = 
2s - 1; therefore, 2g = s - t - 1. Hence, our assumption t < s - 1 im- 
plies g 1 1. 
As it turns out, it will suffice now to reduce all polynomials mod 2. 
Define f(z) E F2[z] by 
zf(2) = i 2 + c zj. 
i=l jcJ 
The symmetry property of the set J translates to the identity 
Z2g--lf(Z--l) =f(z). 
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Moreover, the equality 
P(z) = Ezi + ztm+j= U+z”Vmod2 
i=o jd 
gives, after a short calculation, 
g+r 
V(z) = c zi + .z’+‘f( z) mod 2. 
i=O 
Of course, U(z) = Cf:iz’ mod 2 by assumption. 
We now express that (U, I4 is a dual pair mod 2, i.e., 
U(z)U(z-‘) + V(z)V(z-‘) = c E F,. 
Because (1 + z)U(z) = 1 + zS and (1 + z)VCz) = 1 + z~+~+’ + 
z’+Yl + z>f( > ‘t i z , 1 s convenient o set h(z) = (1 + z)f(z) and to calculate 
z”-‘(1 + z2)c. One obtains, using s = 2g + t + 1, 
zZg+r(l + z’)c = (1 + zg)(l + zSg+2t+2) 
+(1+ z 2(g+r+1))h( z) + z’+‘h( z)‘. (6.2) 
Because of the identity ~~~-lf(z-l) = f(z), and f(O) = 1 (since 1 @ J), 
the polynomial h(t) = (1 + z>f(z) has the form 
h(z) = 1 + C]Z + - *. +c,-,zg-’ + cgqzg+l + *. . +c,z2g-’ + 228, 
(6.3) 
where the coefficient of zg is zero. 
We now compute in the quotient ring ff2[z]/(z2~+‘> and obtain from 
(6.2) 
h(z) = 1 + z’+lh( z)~ + zg + czagff mod z2g+1. 
It follows by squaring that 
h(z)’ = 1 + z I’+%” + z2g mod z2g+1, 
h( z)4 = 1 + 2 qr+‘%( z)” mod z2g+1, 
(6.4) 
(6.5) 
and generally 
h( z)2r = 1 + Z2r(~+l)h( z)2’+1 mod Z2g+l (6.6) 
for r 2 2. 
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Plugging (6.5) into (6.4), we obtain 
h(z) = 1 + .zf+l + z~(‘+~%( z)” + zg + czzg+’ mod z2g+1, 
and, by induction on r, using (6.6), we obtain 
h(z) = h &24-1Xt+l) + Z(2’+‘-1Xf+l)~( +2’+’ 
q=o 
+zg + czzg+( mod ,~~~+r, for all r 2 0. (6.7) 
Now, let N be the positive integer defined by the inequalities 
(2N - 1)(t + 1) s 2g < (2N+’ - l)(t + 1). 
Then 
h(z) = 2 z(24-1x~+l) + zg + CZ%+t mod z2g+1e 
q=o 
The coefficient of zg in h(z) is zero. Hence, we must have 
g = (2’ - l)(t + 1) 
for some r, 1 I r 5 N. 
The inequalities 
(2’ - 1)(t + 1) = g < 2g = (2’+’ - 2)(t + 1) < (2’+’ - l)(t + 1) 
show that r = N. Hence, 
N-l 
h(z) = c z(24-1x~+l) + cz2g+’ mod =2g+l. 
q=o 
Since the coefficient of .z2g in h(z) is 1, we must have c = 1 and t = 0. 
Moreover, the resulting expression for h(z), 
N-l 
h(z) = c &G-1) + z2g 
q=o 
has the required form (6.3) only if N = 1. This implies 
g = (2N - l)(t + 1) = 1. 
Thus, s - 1 = 2g + t = 2. 
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However, U = 1 - t - z2, V = 1 + z2 is the only antepenultimate pair 
in degree 2. This completes the proof of (6.1). 
7. COMPUTER RESULTS 
Here we present a method for searching for Golay pairs by computer, 
together with some applications. The results of our computations are of 
two kinds. 
First, we conclude that there are no Golay pairs of length 34, 50, or 58, 
as was already known [J, A]. However, we provide certain interesting 
details which are not, to our knowledge, available in the literature. 
Second, for lengths 1 # 2” * 10b * 26’ up to 200, there are no Golay 
pairs with less than 12 gaps (except perhaps 0 gaps) for the associated 
penultimate pair. The significance of this result will be discussed below. 
For an exhaustive search of Golay pairs of a given length 1, our method 
requires testing 21/2-2 cases. This improves upon a similar method, due to 
T. Andres [A], by a factor of 2. The starting point is the following couple 
of results. 
LEMMA (7.1). Let A = C~=+zizi, B = CtzObizi be a Goluy pair of 
length d + 1, and denote as usual ci = aibi, pi = uiud-i for all i. Then 
c aiai+k = 0 for&k = l,...,d, (7.1.1) 
iElk 
where Jk = (0 5 i 5 [i(d - k - l>llai = E~+~, pi = P~+~}. 
(Here [$(d - k - l)] is the integral part of :(d - k - 11.) 
Proof. By hypothesis, we have 
d-k 
c (‘i’i+k + bibi+k) = ’ for k = l,...,d. 
i=O 
Using bi = eiui, this gives 
d-k 
iFoUiUi+k(l + &i&i+k) = 0 fork = l,...,d. (7.2) 
Ifkisoddandj=$(d-k),then j=d-k-jandsol+ajEj+k=O 
by the symmetry lemma (1.2). 
Otherwise, for general k and j > i(d - k), we have i := d - k - j 5 
[i(d - k - l)], and ujuj+k = aiai+kpipi+ko 
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Thus, grouping together the terms corresponding to j and d - k - j in 
(7.2), we obtain 
(d-k- O/2 
c aiai+k(l + &i”i+/c)(l + PiPi+k) = O (7.3) 
i=O 
for k = 1,. . . , d. 
Now, the factor (1 + ~~.s~+~Xl + JA~J.L~+~) can take only the values 4 or 
0, according as i belongs to Jk or not, in the range 0, 1, . . . , [i(d - k - l)]. 
Thus Ci~,kuiui+k = 0, as claimed. 
PROPOSITION (7.4). Let A = C~couizi, B = Cid,,biz’ be a Goluypuir us 
in Lemma (7.1). Then we have 
ig pipi+k = (- l)card(fk) fork = 1,. . . , d, (7.4.1) 
k 
where Z, = (0 5 i 5 [$(d - k - 011~~ = sifk), and 
ig uiui+k = (- l)card(Jk)‘2 fork = 1,. . . , d, (7.4.2) 
k 
where us before, Jk = (0 5 i 5 [i(d - k - l)]lai = &i+k,pi = ,u~+~}. 
Proof: By Lemma (7.1) we have CiEJkuiui+k = 0, and thus card(J,) 
must be even. The multiplicative form of this equation is plainly (7.4.2). 
Now by definition of I, and Jk, we have 
iG pipi+k = ( - qcard(‘Nd = ( _ qcard(k)+card(Jd 
k 
= ( _ qcard(h), 
which is exactly (7.4.1). 
Remark. We have been using equations like (7.4.1) and (7.4.2) 
throughout the paper, though in other forms. Indeed, Eqs. (7.4.1) express 
in multiplicative form the vanishing of all the correlation coefficients of 
the penultimate pair (P, Q> associated with the Golay pair (A, B). Equa- 
tions (7.4.2) do the same with respect to the antepenultimate pair (U, V). 
While not immediately apparent, Eqs. (7.4.1) impose stringent con- 
straints on the e-sequence of a Golay pair. This is the basis of our method, 
as we shall see below. 
From now on, we will fix an odd positive integer d, and let h := 
Cd - U/2. 
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Notation. Given a binary sequence x = (x0,. . . , x,> of length d + 1, 
let 
Zk( x) := {O I i I [(d - k - 1)/2] Ixi = x~+~}, 
for k = 1,. . . , d. 
DEFINITION. A binary sequence E = (eO, . . . , ed) is admissible if it is 
antisymmetric (that is, .sdei = -si for all i), and if the following system of 
equations 
x’ = 1 for i = O,...,d 
Xd-j = xi for i = 0,. . . , d 
iG~i~i+k = (-l)card(‘k) 
(7.6) 
fork = l,...,d 
k 
(where Zk = Zk(c)) admits at least one solution ZL = (z+ . . . , pLd). 
The first two sets of equations force the solutions, if any, to be 
symmetric binary sequences. If Z.L is a solution of (7.6), we will also say that 
the pair (E, Z.L) is admissible. 
Note that system (7.6) is an abstract version of Eqs. (7.4.1). Thus the 
pair (a, Z,L) arising from a Golay pair is admissible, by Proposition (7.4). 
LEMMA (7.7). Let E = (eO,. . .,ed), p = (po,. . . ,pd) be two binary 
sequences, with E antisymmetric. Let Jk = Zk(&) n I&). Then (E, pu) is 
admissible if and only if card(Jk) is even, for k = 1,. . . , d. 
Proof By definition of Jk, we have 
for k = 1,. . . , d. Thus, card(J,) even for all k is equivalent to 
ni E IkPiPi+k = (- l)card(lk) for all k. This in turn is equivalent to admissi- 
bility of (E, ~1. 
DEFINITION. A pair of sequences E = (Ed,. . . , cd), Z..L = &,, . . . , Z.L~) is
superadmissible, if it is admissible, and if the system of equations, 
y’ = 1 for i = O,...,d 
Yd-j = PjYi for i = O,...,d 
i$ yiyj+k = ( - l)card(Jk)‘2 
(7.8) 
k 
for k = 1,. . . , d, 
where Jk = I,&&) n Z&L), admits at least one solution a = (a,,, . . . , ad). 
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In this case we say that the triple (E, Z.L, a) is superadmissible. We will 
also say that E is superadmissible, if for some ZA the pair (E, ~1 is. Note 
that the triple (E, Z.L, a) arising from a Golay pair is superadmissible, by 
Proposition (7.4). 
Digression. It might be of interest to know “how far” the pair (A, B) 
determined by a superadmissible triple (E, p, a) is from being a Golay pair. 
Here is an answer. 
PROPOSITION (7.9). Suppose the triple ((co, . . . , Ed), (pO, . . , , pd), 
(U O,. . . , a,)) is superadmissible. Let A(z) = C~zOaiz’, B(z) = Etcobizi, 
where bi = uiei for all i. Then (A, B) is a Goluy pair modulo 16; that is, 
A(z)A(z-‘) + B(z)b(z-‘) = 2(d + 1) in 2/162[z, z-l]. 
Proof Let ck = C~$U~U~+~  bibi+k (k = 1,. . . , d). The same calcu- 
lation (which only requires E to be antisymmetric and Z.L to be symmetric) 
as in Lemma (7.1) shows that ck = 4 . CieJkuiui+k (k = 1,. . . , d), where 
as above, Jk = I,&) n Z&j. By hypothesis of superadmissibility and by 
Lemma (7.71, card(J,) is even and ni,/~UiUi+k = (-l)card(Jk)‘2. Lemma 
(1.1) implies then that CiEJ,uiui+k = Omod 4. Thus, ck = Omod 16, as 
desired. 
Let us now return to our main theme. It is not difficult to write a 
computer program which can decide the admissibility and superadmissibil- 
ity of a given antisymmetric sequence E, simply by putting the systems (7.6) 
and (7.8) into triangular form. This task only involves computations in the 
multiplicative group { -t lid+ ‘, or equivalently, in the vector space lFf+’ 
over the field with two elements [F,. 
Our method, then, works as follows. For an exhaustive search of Golay 
pairs of length d + 1, first find all antisymmetric sequences E = (E,,, . . . , Ed) 
which are admissible. Second, for each admissible E, find all p’s for which 
(E, ZA) is superadmissible. Third, for each such pair (E, ~1, find all u’s for 
which the triple (E, ZA, a) is superadmissible. All these searches can be 
achieved with the usual techniques of linear algebra for solving linear 
systems of equations, such as the Gauss algorithm. Finally, check whether 
the correlations of the pair (A, B) obtained from (E, Z.L, a) vanish. 
The first step, namely finding all admissible E’S, is the bulk of the 
computation. Since an antisymmetric sequence (E,,, . . . , Ed) is determined 
by its first half (E,,, . . . , ~~1, and since we may suppose E,, = &l = 1 by 
normalization (see Section 11, the number of sequences to be tested is 
2h-’ = 2(d-3)/2 = 2’12-2, as claimed. 
Remarks. It follows immediately from Eqs. (7.6) that if the pair (E, ZA) 
is admissible, so is the pair (E, -PI. Thus, we may and will from now on 
suppose that cl0 = 1. 
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If d = 1 mod 4, experimental evidence suggests that if E is admissible, 
there is a unique Z.L (up to sign) for which the pair (E, Z.L) is admissible; we 
do not know how to prove this, and it no longer holds in general if 
d = 3mod4. 
Another remark is that admissible E’S always occur in pairs, as shown by 
the next lemma. 
LEMMA (7.10). Zf (E, p) is admissible, then so is (E/J, /A), where EF is the 
sequence defined by (EP)~ = eipi. 
Proof. We must prove that, under the hypothesis, 
n pipCLi+k = ( - l)card(lk(E’L)) for all k = 1,. . . , d. 
id&d 
By definition, 
Zk( E/L) = (0 < i < [(d - k - 1)/z] IeiCLi = ei+kPi+k}. 
Thus Z&p) = [I&) n Z,&)]LI [Z&Y> n Z;(&l, where X’ means the set- 
complement of X in (0, 1,. . . ,[(d - k - 1)/2]1. Since ~iCLi+k = 1 for 
i E Z,(p), we have 
n pipi+k = n pipi+k 
iEI&d I:(E)nI&d 
= (-1) cardug&)nr&L)) 
card(I~(&&) 
=(-I> , 
the last equality being due to the fact that card(Z,(s) n Zk(p)) is even by 
admissibility of (E, Z,L) and Lemma (7.7). 
Notation. If x = (x,, . . . , x,) is a symmetric or an antisymmetric bi- 
nary sequence, we denote N(x) := IO I i I h = (d - 1)/21xi = - 1). 
DEFINITION. The gap number g of a given antisymmetric sequence 
E = (q), . . . ) Ed) is g = h - m, where m = min N(E) - 1. 
Of course, if E arises from a Golay pair (A, B), then g as defined above 
is exactly the number of gaps of the associated penultimate pair (P, Q), as 
throughout the paper. 
Observe that if (E, Z.L) is admissible, then the gap numbers of E and EZ.L 
are always distinct. This follows easily from the inequality min N(p) < 
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min N(E), which we now prove. On the one hand, we have E,, = &I = * . . 
=& m = 1, where m = min N(E) - 1. On the other hand, consider the set 
Zdem-l(E) = (0 I i I [(m + 2)/21(&i = Ei+d-m-1 = -&,+1-i}. 
Then clearly Zdd-m-l(~) = {O), which yields the equation p&m-1 = -pa 
from system (7.6). Thus ZL,,,+~ = - 1, which gives the desired inequality. 
The following table shows the number of admissible and superadmissi- 
ble pairs (E, p) by gap number g, in degrees 33, 49 and 57. We consider 
only those pairs for which so = &i = p0 = 1. Also, among (E, ,u) and 
(EP, p), only the pair which minimizes the gap number g is taken into 
account. We will denote by “adm” the number of admissible such pairs, 
and by “superadm” the number of superadmissible ones. Blank spaces 
indicate 0. 
We gratefully acknowledge help from Gerhard Wanner and Daniel 
Coray for implementing in FORTRAN the necessary programs, first on an 
APOLLO workstation (for d = 33 and 49), and then on an IBM 3090 (for 
d = 57) (see Table I). 
Next, we give the complete list of superadmissible pairs (E, p) in degrees 
33, 49, and 57. The same conventions as above apply: Ed = &i = CL,, = 1, 
and among (E, p) and (EP, p), only the pair which minimizes g is given 
(see Table II). 
A quick look at Tables I and II shows that in degrees 33, 49, and 57, 
superadmissible pairs (E, p) occur either with a rather small gap number 
(g I 5), or with g maximal, that is, g = h - 1. 
The superadmissible pair with g = h - 1 can easily be described, in 
general, and will occur for every d = 1 mod 8. More precisely, it is given by 
N(E) = (0 si I hli = 2,3mod4} 
N(p) = (0 I i I h/i = 1,2mod4} U {h}. 
However, one can prove, by arguments similar to those used in previous 
paragraphs, that this exceptional pair never yields an actual Golay pair, 
except for d = 9. 
The other pairs in Table II do not yield any Golay pair either, as can be 
checked by direct (and tedious) computations. Thus, there are no Golay 
pairs of degree 33, 49, or 57. 
The computer search for Golay pairs in degree 67 was completed by 
M. James [Jam], who concluded at non-existence. He reportedly used a 
version of Andres algorithm. (We have not had a chance to see his work 
yet.) 
The remaining cases in doubt below 100 are the degrees 73 and 81. No 
one yet has undertaken a complete search in these degrees, while degrees 
above 100 remain out of reach at the moment. 
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Here we have adopted a different strategy: we scanned all degrees up to 
200, but limited the search to the cases where the gap number g is small. 
This seems a reasonable thing do to (at least if d = 1 mod 41, since all 
superadmissible pairs in degree 33, 49, and 57 occur with g I 5, besides a 
well-controlled exception with g = h - 1. 
Specifically, we chose the bound 1 I g I 11, and considered all degrees 
d such that 
(1) 73 I d I 199, 
(2) d + 1 has no factor congruent to 3 mod 4, 
(3) d + 1 is not a product of 2, 10 and 26. 
Table III lists all superadmissible pairs (E, CL) of degree and gap number 
in the range specified above. The table is divided into three cases, 
according to the divisibility of d + 1 by 2,4, or 8, because of differences in 
experimental behavior. 
None of the pairs listed in Table III yields an actual Golay pair. In the 
case d + 1 = 2mod 4, this can be checked by direct (though tedious) 
computations. For d + 1 = 0 mod 4, sometimes quite elaborate arguments 
(but similar to those used in previous paragraphs) were needed to discard 
the candidate pairs. 
Table III was established using a Toshiba T1600 portable computer with 
programs written in muLISP. 
By Proposition (7.9), all (E, p) pairs of sequences described in Tables II 
and III give rise to Golay polynomial pairs modulo 16. 
TABLE I 
Number of Admissible and Superadmissible Pairs (E, ~1, by Gap Number 
d = 33 (h = 16) 
g 1 2 3 4 6 10 13 15 
Adm 11221 12 1 
Superadm 1 1 1 1 1 
d = 49 (h = 24) 
g 1 3 5 6 9 14 1.5 17 18 21 22 23 
Adm 11111 12 2 11 11 
Superadm 1 1 
d = 57 (h = 28) 
&! 1 2 4 5 7 12 13 14 16 17 18 19 20 21 22 24 25 
Adm 11221 2 3 14 3 12 11 2 12 
Superadm 1 1 2 
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Superadmissible Pairs in Degrees 33,49, and 57 
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(1) 
(2) 
(3) 
(4) 
(5) 
(1) 
(2) 
(1) 
(2) 
(3) 
(4) 
(5) 
d = 33 (h = 16) 
g=l 
N(E) = (16) 
N(g) = (3,7,11,15,16) 
g=2 
N(E) = (15) 
N(g) = (4,7,9,10,11,15,16~ 
g=3 
N(e) = (14,161 
NC/L) = (2,3,4,5,7,9,13,14) 
g=4 
N(e) = (13,151 
N&CL) = {2,3,4,5,8,10,13,14~ 
g = 1.5 
N(E) = {2,3,6,7,10,11,14,15~ 
N(p) = {1,2,5,6,9,10,13,14,16) 
d = 49 (h = 24) 
g=l 
N(E) = (24) 
N&CL) = {3,7,11,15,19,23,24) 
g = 23 
N(E) = {2,3,6,7,10,11,14,15,18,19,22,23~ 
N(p) = {1,2,5,6,9,10,13,14,17,18,2L 22,241 
d = 57 (h = 28) 
g=l 
N(E) = {28) 
N&) = {3,7,11,15,19,23,27,28) 
g=2 
N(E) = (27) 
N(p) = (4,7,9,10,11,16,19,21,22,23,27,28} 
g=s 
N(E) = (24,25,28) 
N(p) = (1,3,4,7,10,12,13,15,17,18,21,23,24,27~ 
g=5 
N(E) = (24,25,27} 
N(p) = (10,12,13,14,16,20,21,22,24,25,26,27,28) 
g = 27 
N(E) = {2,3,6,7,10,11,14,15,18,19,22,23,26,27) 
N(p) = (1,2,5,6,9,10,13,14,17,18,21,22,25,26,28) 
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TABLE III 
Superadmissible Pairs (E, ~1 of Degree 73 I d 5 199 
and Gap Number 1 I g I 11 
(1) 
(2) 
(1) 
(2) 
(3) 
(1) 
(2) 
(3) 
(1) 
(2) 
Casel.d+1=2mod4 
d = 73 01 = 36) 
g=l 
N(E) = {36) 
N(p) = (3,7,11,15,19,23,27,31,35,36) 
g=3 
N(E) = (34,35,36) 
N(/L) = (1,4,8,9,11,13,16,20,21,23,25,28,32,33,34,36~ 
d = 81 (h = 40) 
g=l 
N(E) = (40) 
N+) = (3,7,11,15,19,23,27,31,35,39,401 
g=2 
N(E) = (391 
N(/.L) = (4,7,9,10,11,16,19,21,22,23,28,31,33,34,35,39,40) 
g=7 
N(E) = (34,381 
N(/.L) = (7,12,13,14,15,16,18,19,20,22,24,27,30,31,32,34, 
35,37,38) 
d = 105 01 = 52) 
g=l 
N(E) = (52) 
N(/.L) = (3,7,11,15,19,23,27,31,35,39,43,47,51,52) 
g=2 
N(E) = (51) 
N(p) = (4,7,9,10,11,16,19,21,22,23,28,31,33,34,35,40, 
43,45,46,47,51,52) 
g=5 
N(E) = (48,49,52) 
N&CL) = (1,3,4,7,10,12,13,15,17,18,21,23,25,27,28,31, 
34,36,37,39,41,42,45,47,48,51) 
d = 121 (h = 60) 
g=l 
N(E) = (60) 
N(p) = (3,7,11,15,19,23,27,31,35,39,43,47,51,55,59, 
60) 
g=3 
N(E) = (58,59,60) 
N(/.L) = (1,4,8,9,11,13,16,20,21,23,25,28,32,33,35,37, 
40,44,45,47,49,52,56,57,58,60) 
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(1) 
(2) 
(3) 
(4) 
(5) 
(1) 
(1) 
(2) 
(1) 
(2) 
d = 129 (h = 64) 
g=l 
N(E) = (64) 
N(p) = {3,7,11,15,19,23,27,31,35,39,43,47,51,55,59, 
63,641 
g=2 
N(E) = {63) 
N(/.i) = {4,7,9,10,11,16,19,21,22,23,28,31,33,34,35, 
40,43,45,46,47,52,55,57,58,59,63,64) 
g=7 
N(E) = (58,59,62,63) 
N(/,t) = (1,3,5,8,9,11,13,14,15,17,18,19,21,24,25,27, 
29,31,33,35,37,40,41,43,45,47,49,50,51,53,56,57, 
58,61,62) 
g=8 
N(E) = {57,59,61,63} 
N(p) = [2,3,6,7,8,9, 12,13,16, l&20,21,26,27,30,31, 
33,36,38,39,40,41,44,45,48,50,51,54,57,58,61,62) 
g= 11 
N(F) = {54,55,58,591 
N(p) = {l, 3,5,7,9, 12,13,15,17,20,21,22,23,25,26,27, 
29,31,33,35,37,38,39,41,42,44,45,47,49,52,53,54,57, 
58,61,63) 
d = 145 (h = 72) 
g=l 
N(E) = {72) 
N(p) = {3,7,11,15,. ,59,63,67,71,72) 
d = 169 (h = 84) 
g=l 
N(E) = {84) 
N(p) = (3,7,11,15, ,71,75,79,83,84) 
g=7 
N(e) = {78,79,80,81,82,83,84) 
N(p) = (1,3,5,8,10, 12, 16,18,20,21,23,25,27,29,31,33, 
36,38,40,44,46,48,49,51,53,55,57,59,61,64,66,68,72, 
74, 76,77,78,80,82,84) 
d = 177 (h = 88) 
g=l 
N(e) = (881 
N(p) = {3,7,11,15,. . ,75,79,83,87,88) 
g=2 
N(E) = (87) 
N(p) = {4,7,9,10,11,16,19,21,22,23,28,31,33,34,35, 
40,43,45,46,47,52,55,57,58,59,64,67,69,70,71,76,79, 
81,82,83,87,88} 
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(1) 
(2) 
(3) 
(4) 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(1) 
(2) 
d = 193Uz = 96) 
g=l 
N(E) = (96) 
N(p) = {3,7,11,15,. . . ,83,87,91,95,96) 
g=5 
N(E) = {92,93) 
N(p) = (1,3,6,7,11,13,14,15,17,18,19,23,26,27,29, 
31,33,35,38,39,43,45,46,47,49,50,51,55,58,59,61,63, 
65,67,70,71,75,77,78,79,81,82,83,87,90,91,92,95) 
g=9 
N(E) = {88,89,92,93} 
N(p) = {1,3,5,7,10,11,13,15,19,23,26,27,30,31,33, 
34,35,39,41,42,43,45,46,47,49,50,51,53,54,55,59, 
61,62,63,66,67,70,71,75,79,81,83,86,87,88,91,92, 
951 
g = 11 
N(E) = {86,87,94,95) 
N(p) = (1,3,5,7,9,12,13,16,17,19,21,22,24,25,26, 
27,29,30,32,33,34,36,37,39,41,43,45,46,47,49,50,51, 
53,55,57,60,61,62,64,65,66,67,69,70,72,73,74,75,77, 
80,81,84,85,86,89,91,93,941 
Case2.d+1=4mod8 
d = 115 UI = 57) 
g=2 
N(E) = (56,571 
N&a) = (1,3,5,. . ,53,55,57) 
g=4 
N(E) = {54,55) 
N(E/L) = {1,3,5,. ,53,55,571 
g=8 
N(i) = {50,51,54,55,56,57) 
N(E/L) = {1,3,5,. ,53,55,57) 
g=8 
N(E) = {50,51,52,53,56,57) 
N(q.4 = {1,3,5,. ,53,55,57) 
g = 10 
N(E) = (48,49,50,51,56,57) 
N(q) = (1,3,5,. . ,53,55,57) 
g = 10 
N(E) = {48,49,50,51,54,55) 
N(E/.~ = {1,3,5,. ,53,55,57) 
d = 147 (h = 73) 
g=2 
N(E) = {72,73) 
N(B/.L) = (1,3,5,. ,69,71,73) 
g=6 
N(E) = {68,69,70,71,72,73) 
Nb/.d = {l, 3,5,. ,69,71,73) 
(3) 
(4) 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
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Case2.d+ 1 =4mod8 
g=6 
N(E) = (68,69,70,71) 
NC&/d = (1,3,5,. . ,69,71,73) 
g = 10 
N(E) = (64,65,68,69,72,73) 
NC&/d = (1,3,5,. . > 69,71,73) 
d = 163 (h = 81) 
g=2 
N(E) = (80,811 
N(q.d = (1,3,5,. ,77,79,81) 
g=4 
N(E) = (78,791 
N(qd = {l, 3,5,. . ,77,79,81) 
g=6 
N(E) = (76,77,80,81) 
Nbjd = (1,3,5,. ,77,79,81) 
g=8 
N(E) = (74,75,80,81) 
N(qd = (1,3,5,. ,77,79,81) 
g= 10 
N(E) = (72,73,74,75,76,77,78,79,80,81) 
NC+) = (1,3,5,. . . ,77,79,81) 
g= 11 
N(E) = (71,73,74,76,77,78,80) 
N&L) = (11,12,13,17,20,21,25,28,31,33,35,37,39,42, 
44,46,48,50,53,56,60,61,64,68,69,70) 
g= 11 
N(E) = (71,72,73,78, SO} 
N&CL) = (11,13,14,15,18,19,22,23,26,31,33,35,37,39, 
42,44,46,48,50,55,58,59,62,63,66,67,68,70) 
Case3,d+l=Omod8 
The only case is d = 135. Here, given E superadmissible, there is 
usually more than one p for which the pair (E, ~1 is superadmissible. 
(1) 
d = 135 (h = 67) 
g=2 
N(E) = (66,671 
1 if k = 0,2mod8 
CL1 if k = 1,3 
&kpk = 
-PI if k = 4,6 
-1 if k = 5,7 
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Case3,d+l=Omod8 
The only case is d = 135. Here, given E superadmissible, there is 
usually more than one p for which the pair (E, PL) is superadmissible. 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
(8) 
(9) 
(10) 
(11) 
g=3 
N(E) = (65,671 
i 
1 ifk=O,lmod8 
CL2 if k = 2,3 
Ekpk = -p2 if k = 4,5 
-1 if k = 6,7 
g=4 
N(E) = (64,65,66,67) 
1 
1 if k = Omod4 
PI ifk=l 
&kFk = 
-PI ifk=2 
-1 ifk=3 
g=4 
N(E) = (64,661 
.sp.: same as case (2) 
g=4 
N(E) = {64,65} 
up: same as case (1) 
g=8 
N(E) = (60,61,62,63,64,65,66,67) 
ep: same as case (3) 
g=8 
N(E) = (60,61,62,63) 
y.. sye as case (3) 
N(E) = (58,59,64,65,66,67) 
NC&p) = {l, 3,5,. . ,63,65,67) 
g = 10 
N(F) = (58,59,62,63,66,67) 
q.b: same as case (1) 
g = 10 
N(E) = (58,59,62,63,64,65} 
up: same as case (1) 
g = 10 
N(E) = (58,59,60,61,64,65) 
(11.1) N&J = (10, 11,16,17,18,19,26,27,30,31,36,37, 
40,41,48,49,50,X, 56,57) 
(11.2) NC&/d = {l, 3,5,. . . ,63,65,67) 
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Case3.d+ 1 =Omod8 
The only case is d = 135. Here, given E superadmissible, there is 
usually more than one /* for which the pair (E, ~1 is superadmissible. 
(12) 
(13) 
(14) 
g = 10 
N(e) = (58,601 
N&L) = {2,3,6,7,11,15,19,23,44,48,52,56,60,61,64,65} 
g= 11 
N(E) = (57,59,61,63,65,67) 
up: same as case (2) 
g= 11 
N(E) = (57,59,61,63,64,66) 
up: same as case (2) 
[Al 
[ASI 
[EKSI 
[JAM] 
iFI 
[Gil 
[G21 
[G31 
[G41 
[Jl 
ml 
WV1 
ISI 
[CCTI 
[TLI 
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