We consider a generalized version of the correlation clustering problem, defined as follows. Given a complete graph G whose edges are labeled with + or −, we wish to partition the graph into clusters while trying to avoid errors: + edges between clusters or − edges within clusters. Classically, one seeks to minimize the total number of such errors. We introduce a new framework that allows the objective to be a more general function of the number of errors at each vertex (for example, we may wish to minimize the number of errors at the worst vertex) and provides a rounding algorithm which converts "fractional clusterings" into discrete clusterings while causing only a constant-factor blowup in the number of errors at each vertex. This rounding algorithm yields constant-factor approximation algorithms for the discrete problem under a wide variety of objective functions.
I. INTRODUCTION
C ORRELATION clustering is a clustering model first introduced by Bansal et al. [5] , [6] . The basic form of the model is as follows. We are given a collection of objects and, for some pairs of objects, we are given a judgment of whether the objects are similar or dissimilar. This information is represented as a labeled graph, with edges labeled + or − according to whether the endpoints are similar or dissimilar. Our goal is to cluster the graph so that + edges tend to be within clusters and − edges tend to go across clusters. The number of clusters is not specified in advance; determining the optimal number of clusters is instead part of the optimization problem.
Given a solution clustering, an error is a + edge whose endpoints lie in different clusters or a − edge whose endpoints lie in the same cluster. In the original formulation of the correlation clustering, the goal is to minimize the total number of errors; this formulation of the optimization problem is called MINDISAGREE. Finding an exact optimal solution is NP-hard even when the input graph is complete [5] , [6] . Furthermore, if the input graph is allowed to be arbitrary, the best known approximation ratio is O(log n), obtained by Charikar et al. [10] , [11] and Demaine et al. [15] . Assuming the Unique Games Conjecture of Khot [18] , no constantfactor approximation for MINDISAGREE on arbitrary graphs is possible; this follows from the results of [12] and [24] concerning the minimum multicut problem and the connection between correlation clustering and minimum multicut described in [10] , [11] , and [15] .
Since theoretical barriers appear to preclude constant-factor approximations on arbitrary graphs, much research has focused on special graph classes such as complete graphs and complete bipartite graphs, which are the graph classes we consider here. Ailon et al. [2] , [3] gave a very simple randomized 3-approximation algorithm for MINDISAGREE on complete graphs. This algorithm was derandomized by van Zuylen and Williamson [27] , and a parallel version of the algorithm was studied by Pan et al. [22] . More recently, a 2.06-approximation algorithm was announced by Chawla et al. [13] . Similar results have been obtained for complete bipartite graphs. The first constant approximation algorithm for correlation clustering on complete bipartite graphs was described by Amit [4] , who gave an 11-approximation algorithm. This ratio was improved by Ailon et al. [1] , who obtained a 4-approximation algorithm. Chawla et al. [13] announced a 3-approximation algorithm for correlation clustering on complete k-partite graphs, for arbitrary k, which includes the complete bipartite case. Bipartite clustering has also been studied, outside the correlationclustering context, by Lim et al. [21] .
We depart from the classical correlation-clustering literature by considering a broader class of objective functions. The technical details of this class can be found in Section II, but here we give a brief description. For a given clustering C of a labeled graph G, we define an error vector err(C), indexed by the vertices of G, where the entry err(C) v corresponding to each vertex v is the number of misclassified edges incident to v. The objective functions considered are defined in terms of this error vector.
Classically, one wishes to minimize the total number of errors in G, which is equivalent to minimizing the 1 -norm of err(C). In contrast, the rounding algorithm given in this paper (based on an algorithm of Charikar et al. [10] , [11] ), together with standard convex programming techniques, allows us to find clusterings which approximately minimize the p -norm of err(C), for any p ≥ 1. (In fact, we allow for a broader class of objective functions than just the p -norms; the details can be found in Section II.)
The main point is that the "local guarantees" on error growth obtained in Section III are sufficient to guarantee that the rounding algorithm can convert an approximately-optimal "fractional clustering" for any of these objective functions into a discrete clustering with only a constant-factor growth in the cost of the solution. The local guarantees allow the rounding algorithm to be agnostic of the particular objective function being used, as the objective function only needs to be used for finding the initial fractional solution.
One particular objective function that we use as a representative example is the minimax objective function, leading to an optimization problem that we refer to as minmax correlation clustering. In minimax clustering, rather than seeking to minimize the total number of errors, we instead seek to minimize the number of errors at the worst-off vertex in the clustering. Put more formally, using the language defined above, we wish to find a clustering C that minimizes max v err(C) v .
Minimax clustering, like classical correlation clustering, is NP-hard on complete graphs, as we prove in Appendix C. To design approximation algorithms for minimax clustering, it is necessary to bound the growth of errors locally at each vertex when we round from a fractional clustering to a discrete clustering; this introduces new difficulties in the design and analysis of relaxation and rounding algorithm. These new technical difficulties cause the algorithm of [2] and [3] to fail in the minimax context, and there is no obvious way to adapt that algorithm to this new context; this phenomenon is explored further in Appendix A.
Minimax correlation clustering on graphs is relevant in detecting communities, such as gene, social network, or voter communities, in which no antagonists are allowed [14] , [20] , [25] . Here, an antagonist refers to an entity that has properties inconsistent with a large number of members of the community. Alternatively, one may view the minimax constraint as enabling individual vertex quality control within the clusters, which is relevant in biclustering applications such as collaborative filtering for recommender systems, where minimum quality recommendations have to be ensured for each user in a given category. As an illustrative example, one may view a complete bipartite graph as a preference model in which nodes on the left represent viewers and nodes on the right represent movies. A positive edge between a viewer and a movie indicates that the viewer likes the movie, while a negative edge indicates that the viewer does not like or has not seen the movie. We may be interested in finding communities of viewers for the purpose of providing them with joint recommendations. Using a minimax objective function here allows us to provide a uniform quality of recommendations, as we seek to minimize the number of errors for the user who suffers the most errors. Other examples of the use of the minimax clustering paradigm include multifeature classification and reconciliation [28] as well as our recent work in cancer bioinformatics, where the goal is to identify cancer driver gene communities [17] .
A minimax objective function for a graph partitioning problem different from correlation clustering was previously studied by Bansal et al. [7] . In that paper, the problem under consideration was to split a graph into k roughly-equal-sized parts, minimizing the total number of edges leaving any part. Thus, the minimum in [7] is being taken over the parts of the solution, rather than minimizing over vertices as we do here.
Another idea slightly similar to minimax clustering has previously appeared in the literature on fixed-parameter tractability of the CLUSTER EDITING problem, which is an equivalent formulation of correlation clustering. In particular, Komusiewicz and Uhlmann [19] proved that the following problem is fixed-parameter tractable for the combined parameter (d, t):
(d, t)-Constrained-Cluster Editing Input: A labeled complete graph G, a function τ : V (G) → {0, . . . , t}, and nonnegative integers d and k. Question: Does G admit a clustering into at most d clusters with at most k errors such that every vertex v is incident to at most τ (v) errors? (Here, we have translated their original formulation into the language of correlation clustering.) Komusiewicz and Uhlmann also obtained several NP-hardness results related to this formulation of the problem. While their work involves a notion of local errors for correlation clustering, their results are primarily focused on fixed-parameter tractability, rather than approximation algorithms, and are therefore largely orthogonal to the results of this paper.
The contributions of this paper are organized as follows. In Section II, we introduce and formally express our framework for the generalized version of correlation clustering, which includes both classical clustering and minimax clustering as special cases. In Section III, we give a rounding algorithm which allows the development of constantfactor approximation algorithms for the generalized clustering problem. In Section IV, we give a version of this rounding algorithm for complete bipartite graphs. In Appendix A, we discuss minimax clustering in more detail, and show that algorithms similar to the Ailon-Charikar-Newman algorithm fail in the minimax context. In Appendix B we discuss the approximation properties of the MAXAGREE formulation of minimax clustering, where the objective is to maximize the number of correct edges, rather than minimize the number of incorrect edges, at the worst vertex. In Appendix C and Appendix D we prove that the minimax correlation clustering problem is NP-hard on complete graphs and complete bipartite graphs, respectively. Appendix E contains technical details for various proofs.
Following the publication of the conference version of this work [23] and while this version was under peer review, the results in this paper were built upon by Charikar et al. [9] , who (among other results) obtained a 7-approximation algorithm for the f -Correlation Clustering problem, under the same assumptions we use in Section II. The algorithm presented in [9] is a streamlined version of the algorithm presented in this paper.
II. FRAMEWORK AND FORMAL DEFINITIONS
In this section, we formally set up the framework we will use for our broad class of correlation-clustering objective functions.
Definition 1: Let G be an edge-labeled graph. A discrete clustering (or just a clustering) of G is a partition of V (G).
If x is a fractional clustering, we can view x uv as a "distance" between u and v (more precisely, a bounded semimetric of u and v without the identity of indiscernibles property); the constraints x v z ≤ x vw + x wz are therefore referred to as triangle inequality constraints. We also adopt the convention that x uu = 0 for all u, and sometimes use the more succinct notation x e for a generic edge e.
In the special case where all coordinates of x are 0 or 1, the triangle inequality constraints guarantee that the relation defined by u ∼ v iff x uv = 0 is an equivalence relation. Such a vector x can therefore naturally be viewed as a discrete clustering, where the clusters are the equivalence classes under ∼. By viewing a discrete clustering as a fractional clustering with integer coordinates, we see that fractional clusterings are a continuous relaxation of discrete clusterings, which justifies the name. This gives a natural notion of the total weight of errors at a given vertex.
Definition 2: Let G be an edge-labeled complete graph, and let x be a fractional clustering of G. The error vector of x with respect to G, written err(x), is a real vector indexed by V (G) whose coordinates are defined by
Here, we used N + (V ) and N − (v) to denote the "positive" and "negative" neighborhoods of the vertex v, i.e., the set of neighbors of v connected through + (positive) and − (negative) labeled edges, respectively. If C is a clustering of G and x C is the natural associated fractional clustering, we define err(C) as err(x C ).
We are now prepared to formally state the optimization problem we wish to solve. Let R n ≥0 denote the set of vectors in R n with all coordinates nonnegative. Our problem is parameterized by a function f :
Objective: Minimize f (err(C)).
In order to approximate f -correlation clustering, we introduce a relaxed version of the problem.
Fractional f -Correlation Clustering Input: A labeled graph G. Output: A fractional clustering x of G.
Objective: Minimize f (err(x)). If f is convex on R n ≥0 , then using standard techniques from convex optimization [8] , the fractional f -correlation clustering problem can be approximately solved in polynomial time, as the composite function f • err is convex and the constraints defining a fractional clustering are linear inequalities in the variables x e . When G is a complete graph, we then employ a rounding algorithm based on the algorithm of Charikar et al. [10] , [11] to transform the fractional clustering into a discrete clustering. Under rather modest conditions on f , we are able to obtain a constant-factor bound on the error growth, that is, we can produce a clustering C such that f (err(C)) ≤ c f (err(x)), where c is a constant not depending on f or x. In particular, we require the following assumptions on f .
Assumption A: We assume that f : R n ≥0 → R has the following properties.
(1) f (cy) ≤ c f (y) for all c ≥ 0 and all y ∈ R n ≥0 , and
. This is the property we prove for our rounding algorithms.
We will slightly abuse terminology by referring to the constant c as an approximation ratio for the rounding algorithm; this notation is motivated by the fact that when f is linear, the fractional f -correlation clustering problem can be solved exactly in polynomial time, and applying a rounding algorithm with constant c to the fractional solution yields a c-approximation algorithm to the (discrete) f -correlation clustering problem. In contrast, when f is nonlinear, we may only be able to obtain a (1+)-approximation for the fractional f -Correlation Clustering problem, in which case applying the rounding algorithm yields a c(1 + )-approximation algorithm for the discrete problem.
A natural class of convex objective functions obeying Assumption A is the class of p -norms. For all p ≥ 1, the p -norm on R n is defined by
As p grows larger, the p -norm puts more emphasis on the coordinates with larger absolute value. This justifies the definition of the ∞ -norm as
Classical correlation clustering is the case of
Our emphasis on convex f is due to the fact that convex programming techniques allow the fractional f -correlation clustering problem to be approximately solved in polynomial time when f is convex. However, the correctness of our rounding algorithm does not depend on the convexity of f , only on the properties listed in Assumption A. If f is nonconvex and obeys Assumption A, and we produce a "good" fractional clustering x by some means, then our algorithm still produces a discrete clustering C with f (err(C)) ≤ c f (err(x)).
III. A ROUNDING ALGORITHM FOR COMPLETE GRAPHS
We now describe a rounding algorithm to transform an arbitrary fractional clustering x of a labeled complete graph G into a clustering C such that err Our rounding algorithm is based on the algorithm of Charikar et al. [10] , [11] and is shown in Algorithm 1. The main difference between Algorithm 1 and the algorithm of [10] and [11] is the new strategy of choosing a pivot vertex that maximizes T * u ; in [10] and [11] , the pivot vertex is chosen arbitrarily. Furthermore, the algorithm of [10] and [11] always uses α = 1/2 as a cutoff for forming "candidate clusters," while we express α as a parameter which we later choose in order to optimize the approximation ratio.
Under the classical objective function, an optimal fractional clustering is the solution to a linear program, which motivates the following notation for the more general case.
Definition 3: If uv is an edge of a labeled graph G, we define the LP-cost of uv relative to a fractional clustering x to be x uv if uv ∈ E + , and 1 − x uv if uv ∈ E − . Likewise, the cluster-cost of an edge uv is 1 if uv is an error in the clustering produced by Algorithm 1, and 0 otherwise.
We will frequently use the following observation (a consequence of the triangle inequality) without explicit justification.
Observation 4: Let x be a fractional clustering of a graph G, and let w, z ∈ V (G). For any vertex u, we have
Theorem 5: Let G be a labeled complete graph, let α and γ be parameters with 0 < γ < α < 1/2, and let x be any fractional clustering of G. If C is the clustering produced by Algorithm 1 with the given input, then for all v ∈ V (G) we have err(C) v ≤ c err(x) v , where c is a constant depending only on α and γ .
Proof: In order to keep the exposition focused on the main technical innovations, the parts of the proof that are technically nontrivial but follow earlier work may be found in Appendix E.
Let k 1 , k 2 , k 3 be constants to be determined, with 1/2 < k 1 < 1 and 0 < 2k 2 ≤ k 3 < 1/2. Also assume that k 1 α > γ and that k 2 α ≤ 1 − 2α.
To prove the approximation ratio, we consider the clustercosts incurred as each cluster is output, splitting into cases according to the type of cluster. In our analysis, as the algorithm runs, we will mark certain vertices as "safe," representing the fact that some possible future clustering costs have been paid for in advance. Initially, no vertex is marked as safe.
First we pay for the new cluster cost incurred at u. For each edge uv with v ∈ T , we have x uv ≤ α and so 1 − x uv ≥ 1 − α ≥ x uv . Thus, the total LP cost of edges uv with v ∈ T is at least v∈T x uv , which is at least α |T | /2 since {u} is output as a Type 1 cluster. Thus, charging each edge uv with v ∈ T a total of 2/α times its LP-cost pays for the clustercost of any positive edges from u to T . On the other hand, if uv is a positive edge with v ∈ S − T , then since v / ∈ T , we have x uv ≥ α. Hence, the LP-cost of uv is at least α, and charging 1/α times the LP-cost of uv pays for the cluster-cost of this edge. Now let v ∈ X; we must pay for the new cluster cost at v. If x uv ≥ k 2 α, then the edge uv already incurs LP cost at least k 2 α, so the new cost at v is only 1/(k 2 α) times the LP-cost of the edge uv. So assume x uv < k 2 α. In this case, we say that u is a bad pivot for v. When u is a bad pivot for v, the LP-cost of the edge x uv may be too small for us to pay for its cluster-cost by charging against the LP-cost; instead, we will pay for the cluster-cost of x uv by charging against the LP-cost of other edges incident to v.
First suppose that v is not safe (as is initially the case). We will make a single charge to the edges incident to v that is large enough to pay for both the edge uv and for all possible future bad pivots, and then we will mark v as safe to indicate that we have done this. The basic idea is that if v has many possible bad pivots, then since x uv is "small," all of these possible bad pivots are also close to u, thus included in T u . Since w∈T u x uw ≥ α |T u | /2, there is a large set B ⊆ T u of vertices that are "moderately far" from u, and therefore moderately far from v. The number of these vertices grows with the number of bad pivots, so charging all the edges vz for z ∈ B is sufficient to pay for all bad pivots.
We now make this argument rigorous. Let P v be the set of potential bad pivots for v, defined by
On the other hand, since {u} is output as a Type 1 cluster, we have z∈T
Combining these inequalities, canceling α and rearranging, we obtain:
On the other hand, for z ∈ B we also have 1 −
independent of whether vz is positive or negative. It is easy to check that since α < 1/2 and k 3 < 1, this minimum is always achieved by (k 3 − k 2 )α. Therefore, we can pay for the (possible) Type-1-cluster cost of all edges v p for p ∈ P v by charging each edge vz with z ∈ B a total of
times its LP-cost. We make all these charges when the cluster {u} is created and put them in a "bank account" to pay for later Type-1-cluster costs for v. Then we mark v as safe. The total charge in the bank account is at least |P v |, which is enough to pay for all bad pivots for v.
We have just described the case where u is a bad pivot and v is not safe. On the other hand, if u is a bad pivot and v is safe, then v already has a bank account large enough to pay for all its bad pivots, and we simply charge 1 to the account to pay for the edge uv.
Case 2: A Type 2 cluster {u} ∪ T is output. The negative edges within {u} ∪ T are easy to pay for: if vw if a negative edge inside {u} ∪ T , then we have 1 − x vw ≥ 1 − x uv − x uw ≥ 1 − 2α, so we can pay for each of these edges by charging a factor of 1 1−2α times its LP-cost. Thus, we consider edges joining {u} ∪ T with S − ({u} ∪ T ). We call these edges cross-edges for their endpoints. A standard argument (see Appendix E) shows that for z ∈ S − ({u} ∪ T ), the total cluster-cost of the cross-edges for z is at most max{1/(1 −2α), 2/α} times the LP-cost of those edges, so the vertices outside {u} ∪ T can be dealt with easily.
However, we also must bound the cluster-cost at vertices inside {u} ∪ T . This is where we use the maximality of T * u . Let w ∈ {u} ∪ T . First consider the positive cross-edges wz such that x wz ≥ γ . Any such edge has cluster-cost 1 and already has LP-cost at least γ , so charging 1/γ times the LP-cost to such an edge pays for its cluster cost. Now let X = {z ∈ S − ({u} ∪ T ) : x wz < γ }; we still must pay for the edges wz with z ∈ X.
If x uw ≤ k 1 α, which includes the case u = w, then for all z ∈ X, we have
Hence, for any positive edge wz with z ∈ X, the LP-cost of wz is at least (1 − k 1 )α, and so the cluster cost of the edge wz is at most 1/((1−k 1 )α) times the LP cost. Charging this factor to each cross-edge pays for the cluster-cost of each cross-edge.
Now suppose
In this case, it is possible that w may have many positive neighbors z ∈ X for which x wz is quite small, so we cannot necessarily pay for the cluster-cost of the edges joining w and X by using their LP-cost. Instead, we charge their cluster-cost to the LP-cost of edges within T .
Observe that X ⊆ T * w , and hence T * w ≥ |X|. By the maximality of T * u , this implies that T * u ≥ |X|. Now for any v ∈ T * u , we have the following bounds:
Since α < 1/2 and k 1 ≤ 1, we have k 1 α ≤ α < 1 − α, so these lower bounds imply that each edge wv with v ∈ T * u has LP-cost at least k 1 α − γ , independent of whether wv is a positive or negative edge. Thus, the total LP cost of edges
Since the total cluster-cost of edges joining w and X is at most |X| and since T * u ≥ |X|, we can pay for these edges by charging each edge wv with v ∈ T * u a factor of 1 k 1 α−γ times its LP-cost.
Having paid for all cluster-costs, we now look at the total charge accrued at each vertex. Fix any vertex v and an edge vw incident to v. We bound the total amount charged to vw by v in terms of the LP-cost of vw. There are three distinct possibilities for the edge vw: either vw ended inside a cluster, or v was clustered before w, or w was clustered before v.
Case 1: vw ended within a cluster. In this case, v may have made the following charges:
α times the LP-cost, to pay for a "bank account" for v, • A charge of 1 1−2α times the LP-cost, to pay for vw itself if vw is a negative edge, • A charge of 1 k 1 α−γ times the LP-cost, to pay for positive edges leaving the v-cluster. Thus, in this case the total cost charged to vw by v is at most c 1 times the LP-cost of vw, where
Case 2: v was clustered before w. In this case, v may have made the following charges: 
Output each remaining vertex of V 2 ∩ S as a singleton cluster.
γ times the LP-cost, to pay for vw if v was output in a Type 2 cluster. Note that k 1 > 1/2 implies that
α , so we may disregard the case where v is output as a Type 1 cluster. Thus, in this case the total cost charged to vw by v is at most c 2 times the LP-cost of vw, where
Case 3: w was clustered before v. In this case, v may have made the following charges:
• A charge of at most 1 (1−2k 3 )(k 3 −k 2 )α times the LP-cost, to pay for a "bank account" for v, • A charge of at most 1 k 2 α times the LP-cost, to pay for the cluster-cost of vw if vw is a positive edge and w was output as a Type 1 cluster, • A charge of at most
times the LP-cost, to pay for vw if w was output in a Type 2 cluster. Clearly vw cannot receive both the second and third types of charge. Furthermore, since k 2 ≤ 1/4, we have 1
k 2 α is the largest charge that vw could receive from either the second or third type of charge. Thus, in this case the total cost charged to vw by v is at most c 3 times the LP-cost, where
Thus, the approximation ratio of the algorithm is at most max{c 1 , c 2 , c 3 }. We wish to choose the various parameters to make this ratio as small as possible, subject to the various assumptions on the parameters required for the correctness of the proof. It seems difficult to obtain an exact solution to this optimization problem. Solving the problem numerically, we obtained the following values for the parameters:
These parameters yield an approximation ratio of roughly 48.
Remark: As is apparent from the proof of the theorem, the general strategy for obtaining the constant-factor error bound for Algorithm 1 is similar to that of [10] and [11] . Each time a cluster is output, we pay for the cluster-cost of the errors incurred by "charging" the cost of these errors to the LP-costs of the fractional clustering. The main difference between the outlined proof and the proof of [10] and [11] is that we must pay for errors locally: for each vertex v, we must pay for all clustering errors incident to v by charging to the LP cost incident to v. In particular, every clustering error must now be paid for at each of its endpoints, while in [10] and [11] , it was enough to pay for each clustering error at one of its endpoints. For edges which cross between a cluster and its complement, this requires a different analysis at each endpoint, a difficulty which was not present in [10] and [11] . Our proof emphasized the solutions to these new technical problems.
IV. A ROUNDING ALGORITHM FOR ONE-SIDED BICLUSTERING
In this section, we consider a version of the f -Correlation Clustering problem on complete bipartite graphs. Let G be a complete bipartite graph with edges labeled + and −, and let V 1 and V 2 be its partite sets. We will obtain a rounding algorithm that transforms any fractional clustering x into a discrete clustering C such that err(C) v ≤ c err(x) v for all v ∈ V 1 . Our algorithm is shown in Algorithm 2.
Our algorithm does not guarantee any upper bound on err(C) v for v ∈ V 2 : as the algorithm treats the sides V 1 and V 2 asymmetrically, it is difficult to control the per-vertex error at V 2 . Nevertheless, an error guarantee for the vertices in V 1 suffices for some applications. Our approach is motivated by applications in recommender systems, where vertices in V 1 correspond to users, while vertices in V 2 correspond to objects to be ranked. In this context, quality of service conditions only need to be imposed for users, and not for objects.
Theorem 6: Let G be a labeled complete bipartite graph with partite sets V 1 and V 2 , let α, γ be parameters as described in Algorithm 2, and let x be any fractional clustering of G. If C is the clustering produced by Algorithm 2 with the given input, then for all v ∈ V 1 we have err(C) v ≤ c err(x) v , where c is a constant depending only on α and γ .
We note that the proof of Theorem 6 is actually simpler than the proof of Theorem 5, because the focus on errors only at V 1 eliminates the need for the "bad pivots" argument used in Theorem 5. This also leads to a smaller value of c in Theorem 6 than we were able to obtain in Theorem 5.
Proof: As before, we make charges to pay for the new cluster costs at each vertex of V 1 as each cluster is output, splitting into cases according to the type of cluster. Let k 1 be a constant to be determined, with k 1 α > γ and k 1 ≤ 1.
Case 1: A Type 1 cluster {u} is output. In this case, the only cluster costs incurred are the positive edges incident to u, all of which have their other endpoint in V 2 . The averaging argument used in Case 1 of Section III shows that charging every edge incident to u a factor of 2/α times its LP cost pays for the cluster cost of all such edges.
Case 2: A Type 2 cluster {u} ∪ T is output. Negative edges within the cluster are easy to pay for: if w 1 w 2 is a negative edge within the cluster, with w i ∈ V i , then we have
so we can pay for the cluster-cost of such an edge by charging it a factor of 1/(1 − 2α) times its LP-cost.
We still must pay for positive edges joining the cluster with the rest of S; we call such edges cross-edges. Each such edge must be paid for at its endpoint in V 1 .
If z ∈ V 1 is a vertex outside the cluster, then a standard argument (see Appendix E) shows that the cross-edges for z can be paid for by charging each such edge a factor of max{1/(1 − 2α), 2/α)} times its LP cost. Now let w ∈ V 1 be a vertex inside the cluster. We must pay for the cross-edges incident to w using the LP-cost of the edges incident to w. First consider the positive edges from w to vertices z outside the cluster such that x wz ≥ γ . Any such edge has cluster-cost 1 and LP-cost at least γ , so charging each such edge a factor of 1/γ times its LP-cost pays for its cluster cost. Let X = {z ∈ (S ∩ V 2 ) − T : x wz < γ }; we must pay for the edges wz with z ∈ X. Note that x uz > α for all z ∈ X, since z ∈ X implies z / ∈ T . If x uw ≤ k 1 α, then for all z ∈ X, we have
Hence, for any positive cross-edge wz with z ∈ X, the LP-cost of wz is at least (1 − k 1 )α, and so we can pay for the cluster-cost of wz by charging wz a factor of 1 (1−k 1 )α times its LP-cost.
Now suppose x uw > k 1 α. As before, we pay for the crossedges by charging the edges inside the cluster. Observe that T * w ≥ |X|. Since u was chosen to maximize T * u , this implies that T * u ≥ |X|. For any v ∈ T * u , we have
On the other hand, for any v ∈ T * u we also have
Since k 1 ≤ 1, it follows that the edge wv has LP-cost at least k 1 α − γ independent of whether wv is positive or negative. Thus, the total LP cost of edges joining w to T * u is at least (k 1 α − γ ) T * u . Since the total cluster-cost of the cross-edges joining w and X is at most |X| and since T * u ≥ |X|, we can pay for the cross-edges by charging each edge wv with v ∈ T * u a factor of 1 k 1 α−γ times its LP-cost. Having paid for all cluster-costs, we now look at the total charge accrued at each vertex. Fix a vertex v ∈ V 1 and an edge vw incident to v. We bound the total amount charged to vw by v in terms of the LP-cost of vw. There are three distinct possibilities for the edge vw: either vw ended inside a cluster, or v was clustered before w, or w was clustered before v.
• A charge of at most 1 1−2α times the LP cost, to pay for vw itself if vw is a negative edge, • A charge of 1 k 1 α−γ times the LP-cost, to pay for positive edges leaving the v-cluster. Thus, in this case the total cost charged to vw by v is at most c 1 times the LP-cost of vw, where
Case 2: v was clustered before w. In this case, v may have made the following charges:
• A charge of 2/α times the LP cost, to pay for vw if v was output as a singleton, • A charge of max{ 1
(1−k 1 )α , 1 γ } times the LP cost, to pay for vw if v was output in a nonsingleton cluster, Since v makes at most one of the charges above, the total cost charged to vw by v is at most c 2 times the LP-cost of vw, where
• A charge of at most max{ 1 1−2α , 2 α } times the LP cost, to pay for cross-edges at v if w is output in a nonsingleton cluster. (Note that in Case 3, w cannot have been output as a singleton, since w ∈ V 2 and no vertex in V 2 is output as a singleton until all vertices in V 1 have already been clustered.)
Thus, in this case the total cost charged to vw by v is at most c 3 times the LP-cost of vw, where
The approximation ratio is max{c 1 , c 2 , c 3 }. Numerically, we obtain an approximation ratio of at most 10 by taking the following parameter values:
Output the cluster T . Let S = S − T . end while
APPENDIX A MINIMAX CLUSTERING AND THE FAILURE OF PURE-PIVOTING ALGORITHMS
In this appendix, we consider minimax clustering, which is the special case of f -correlation clustering where f (y) = max v∈V (G) y v . Thus, in minimax clustering, we seek to minimize the number of errors at the worst vertex in the clustering. Equivalently, we are trying to minimize the ∞ -norm of the error vector, in contrast to classical correlation clustering, where we are trying to minimize the 1 -norm.
Minimax clustering is a representative example of the difficulties which arise in moving from classical correlation clustering to the more general f -correlation clustering problem. We will show that some techniques which work well for the classical correlation clustering problem break down in the minimax context.
Ailon et al. [2] , [3] gave a simple randomized 3-approximation algorithm for classical correlation clustering on complete graphs. Their algorithm is shown in Algorithm 3. Notably, Algorithm 3 avoids the need to solve a linear program, which makes the algorithm amenable to parallelization [22] .
Since our rounding clustering in Section III is based on the Charikar-Guruswami-Wirth algorithm with a modified pivoting rule, it is natural to ask whether a similar modification to the Ailon-Charikar-Newman algorithm also yields a constantfactor approximation algorithm for minimax clustering while avoiding the need for linear programming.
Unfortunately, it seems that there are severe obstacles to modifying the Ailon-Charikar-Newman algorithm in this manner. For any positive integer t, let M t be a graph on 2t vertices consisting of t pairwise disjoint edges, and let G t be the labeling of the complete graph on 2t vertices K 2t in which the edges of M t are labeled − and all other edges are labeled +.
Clearly, if all vertices of G t are placed in the same cluster (the "giant clustering"), then there is only 1 error at each vertex of G t . We show that all other clusterings of G t have many more errors at some vertex.
Lemma 7: If C is a clustering of G t with more than 1 cluster, then some vertex of G t has at least t − 1 errors in C.
Proof: Let X be the smallest cluster in C. Since C has at least 2 clusters, we have |X| ≤ t. For any v ∈ X, there is at most one w / ∈ X such that vw is a negative edge. Hence, each v ∈ X has at least t − 1 incident errors. By Lemma 7, any constant-factor randomized algorithm for minimax clustering must return the giant clustering for G t with probability 1 − O(1/t). On the other hand, if we modify Algorithm 3 by changing the rule for choosing the pivot vertex v, the resulting algorithm still cannot produce the giant clustering. It is difficult to see how Algorithm 3 could sensibly be modified in order to return the giant clustering for G t with high enough probability.
We now consider the behavior of Algorithm 1 on the graph G t . While the minimax objective function is not linear in the variables x uv , we can still model the f -fractional correlation clustering problem using the linear program L shown in Figure 1 . Since the algorithm presented in Section III yields a constant-factor approximation algorithm for minimax clustering, and since every clustering of G t other than the giant clustering has t − 1 errors at some vertex, it is necessary that our rounding algorithm, applied to an optimal solution of L, returns the giant clustering for all sufficiently large t. This follows immediately from the following result.
Proposition 8: Let L be the linear program shown in Figure 1 , as formulated for G t . If t ≥ 3, then the unique optimal solution to L has x uv = 0 for all uv ∈ E(G).
Proof: 1 First observe that if x uv = 0 for all uv ∈ E(G), then we can take M = 1. We claim that 1 is the optimum objective value and that, in any optimal solution, x uv = 0 for every negative edge uv.
Let x be any feasible solution. If uv is a negative edge with x uv = ≥ 0, then for every w ∈ V (G t ) − {u, v}, the triangle inequality yields x uw + x vw ≥ x uv = . Since all edges x uw and x vw for w ∈ V (G t ) − {u, v} are positive edges, we have
where the last inequality follows from t ≥ 3. Hence, either err(x) u ≥ 1 + or err(x) v ≥ 1 + . In particular, since err(x) u ≥ 1, there is no feasible solution with M < 1. Furthermore, in an optimal solution, x uv = 0 for all negative edges uv. Now suppose that x is an optimal solution, so that M = 1 and x uv = 0 for all negative edges uv. Let uv be any positive edge. Letting uz be the negative edge incident to u, we have
so that M = 1 forces x uv = 0. Thus, the solution with x uv = 0 for all uv ∈ E(G) is the unique optimal solution.
APPENDIX B MAXAGREE FOR CLASSICAL AND MINIMAX CLUSTERING
In this paper, we have mainly focused on studying the MINDISAGREE formulation of f -correlation clustering, where we seek to minimize an objective function related to the clustering errors in a candidate solution, and where a c-approximation algorithm is an algorithm whose total error weight is at most c times the optimal weight.
An alternative formulation to MINDISAGREE is MAXAGREE, where we instead seek to maximize some function related to the edges that are not errors. In classical correlation clustering, this means that we want to maximize the number of edges which are correct. In minimax clustering, we wish to maximize the number of correct edges at the vertex with the fewest correct edges. In both cases, an optimal solution to MINDISAGREE is also an optimal solution to MAXAGREE, but their approximation properties differ.
In the classical case, there is a trivial 2-approximation algorithm for MAXAGREE on arbitrary graphs: we can simply choose the better of clustering with all vertices in separate clusters and the clustering with all vertices in the same cluster. All negative edges are correct in the first clustering and all positive edges are correct in the second clustering, so taking the better of the two yields a clustering with at least half the edges correct, which is clearly at least half the value of an optimal clustering. Less trivially, Bansal et al. [5] , [6] gave a PTAS for MAXAGREE, so that any approximation ratio greater than 1 is achievable. In contrast, the best approximation ratio known for MINDISAGREE on arbitrary graphs has a ratio of log n.
It is natural to ask whether some algorithm can also be found to approximate MAXAGREE in the minimax context. The trivial 2-approximation algorithm no longer works, since if G both has vertices of high positive degree and high negative degree, then each of the "extreme" clusterings will cause a large number of errors at some vertex. We have not been able to find any constant-factor approximation algorithm for the MAXAGREE formulation of minimax clustering, even with the additional assumption that G is a labeled complete graph.
We now construct a graph which seems to be a good example of the difficulties in designing an algorithm for this problem. For any n, let G n be the complete graph on n + 1 vertices, and fix some vertex u * ∈ V (G n ). All edges incident to u * are labeled +, while all other edges are labeled −. Thus, u * has positive degree n, while all other vertices have positive degree 1.
It is clear that only one type of integer clustering could be optimal: cluster u * with some number t of the remaining vertices, and cluster all other vertices as singletons. This yields t correct edges at u * , n − t + 1 correct edges at each vertex clustered with u * , and n − 1 correct edges at each singleton vertex. Thus, the optimal clustering has (n + 1)/2 correct edges at its worst vertex.
The following result demonstrates why algorithms based on LP rounding are likely to have trouble finding a good clustering of G n under the MAXAGREE objective. We reuse the LP formulation of MINDISAGREE shown in Figure 1 ; this is valid because when we seek an exact solution, minimizing M in Figure 1 is equivalent to maximizing (n − 1) − M, the weight of the correct edges at the worst vertex.
Proposition 9: Let L be the linear program shown in Figure 1 , as formulated for G n . If n ≥ 2, then the unique optimal solution to L has x u * v = 1/3 for all v = u * and x vw = 2/3 for all vw ∈ E(G n − u * ).
Proof: In the proposed solution, we have M = n/3. To show that this solution is optimal and unique, let x be any feasible solution for which M ≤ n/3; we will show that x is equal to the optimal solution.
Let v be a vertex minimizing
so summing over all such w, we see that
Since w∈S [1 − x vw ] = err(x) v − x u * v and likewise for u * , this implies that
Since, by assumption, x u * v ≤ 1/3, this implies that
Thus, either u * or v has total error at least n/3, implying M ≥ 1/3. If x is optimal, then equality must hold in (1) and (2) , which forces x u * v = 1/3, which (by the minimality of x u * v ) forces x u * w = 1/3 for all w ∈ V (G n ) − u * if we are to have err(x) u * ≤ n/3. Now the triangle inequality demands that x wz ≤ 2/3 for all w, z ∈ V (G n ) − u * , so that optimality forces all x wz = 2/3. Hence, the proposed solution is the unique optimal solution.
Thus, the only optimal solution to the natural LP rounding is highly symmetric, but the natural symmetric clusterings of G n -into either all singletons or into one giant cluster -both have at most 1 correct edge at the worst vertex, which is far short of the optimum value of n/2 correct edges. We note that this does not pose a problem for the MINDISAGREE formulation: in a c-approximation for MINDISAGREE, we only promise that the generated clustering has at most cn/2 errors at its worst vertex, and if c > 2, then any clustering at all meets this guarantee.
APPENDIX C NP-COMPLETENESS OF MINIMAX CLUSTERING ON COMPLETE GRAPHS
To show that minimax clustering is NP-hard on complete graphs, we use a reduction from the Partition-into-Triangles problem, originally stated in [16] and attributed to Schaefer.
Partition into Triangles Input: A graph G with |V (G)| = 3t for some integer t. Question: Is there a partition of V (G) into t sets S 1 , . . . , S t such that each set V i induces a triangle in G? Specifically, we reduce from the 4-regular case:
Theorem 10 (van Rooij et al. [26] ): Partition into Triangles on 4-regular graphs is NP-complete.
(Although this is not explicitly stated in [26] , it follows immediately from two of their results: that the problem is NP-hard on graphs of maximum degree at most 4, and that every partition-into-triangles instance with maximum degree at most 4 can be transformed in polynomial time into an equivalent 4-regular instance.)
Our NP-completeness proof mimics the proof given by Bansal, Blum, and Chawla for the classical correlation clustering problem. Let G be a 4-regular graph on n vertices, where n ≥ 4. We define a labeled complete graph H and a positive integer K such that H admits a clustering with at most K errors at each vertex if and only if G admits a partition into triangles. Let K = 3 n−1 2 − 1 +2. We define H as follows. • The vertex set of H will consist of three disjoint sets V 1 , V 2 , and V 3 . Say that a clustering of H is good if it has at most K errors at each vertex.
Lemma 11: If C is a good clustering of H , and X is a cluster of C containing a vertex of V 1 , then |X ∩ V 1 | = 3 and all edges contained in X ∩ V 1 are positive.
Proof: Take any v ∈ X ∩ V 1 . Observe that v has exactly 3 n−1 2 positive neighbors in V 2 . If X contains no vertices of N + (v)∩V 2 , this implies that C has at least 3 n−1 2 errors at the vertex v, which exceeds K . Hence, X contains some vertex Q(S) )|, and let c = |X ∩ V 3 |. We obtain a lower bound on the number of errors at v in terms of these quantities:
• The vertex v has exactly 4 positive neighbors in V 1 .
As |S| = 3 and v ∈ S, the set S ∩ X contains at most 2 of these positive neighbors. The remaining 2 positive neighbors must lie in V 1 − S, so that v has at least 2 − a positive V 1 -neighbors which lie outside X.
• There are exactly n−1 2 sets S ⊆ V 1 such that v ∈ S, and so there are exactly 3 n−1 2 vertices w ∈ V 2 such that w is a positive neighbor of v. Since only 3 of these vertices are contained in Q(S), we see v has at least 3 n−1 2 − 1 −b positive V 2 -neighbors which lie outside X. • Every edge between v and a vertex of V 3 is negative, so v has at least c negative V 3 -neighbors which are inside X. In total, this gives the lower bound
Furthermore, if equality holds, then all edges incident to v and some vertex in X ∩ (V 1 ∪ V 2 ) are positive, since the only errors from negative edges included in this bound on err(C) v are the errors from negative edges to V 3 . Also, if equality holds, then S ⊆ X ∩ V 1 , since otherwise there are fewer than 2 positive neighbors of v contained in S ∩ X, yielding more than 2 − a positive V 1 -neighbors outside X. Similarly, we can obtain a lower bound on the number of errors at w:
• The vertex w has a negative edge to each vertex of V 1 −S, so w has at least a negative V 1 -neighbors which are inside X. • The vertex w has a negative edge to each vertex of V 2 except for the vertices of Q(S), so w has at least b negative V 2 -neighbors which are inside X. • The vertex w has a positive edge to each of the K vertices of Q(w), so w has at least K − c positive V 3 -neighbors which lie outside X. In total,
Since err(H ) w ≤ K , Inequality (4) implies that a + b ≤ c.
Combining this with Inequality (3) and the assumption that
so equality holds throughout (5) , and thus also throughout (3). As observed earlier, this implies that all edges in X ∩(V 1 ∪ V 2 ) incident to v are positive, and S ⊆ X ∩ V 1 .
Since this holds for arbitrary v ∈ X ∩ V 1 , this implies that all edges in X ∩ V 1 are positive, and that X ∩ V 1 ⊆ S. Since we already have S ⊆ X ∩ V 1 , this implies X ∩ V 1 = S, hence |S ∩ V 1 | = 3, as desired.
Corollary 12: The graph H has a good clustering if and only if G has a partition into triangles.
Proof: First suppose that S 1 , . . . , S t is a partition of G into triangles. Cluster H as follows: for i ∈ [t], let X i = S i ∪Q(S i ). Also, for each 3-set S ⊆ V (G), let Y S be the set defined by
Let C be the clustering consisting of all sets X i together with all the sets Y S . We claim that this is a good clustering of H . Clearly each vertex has been assigned to some cluster X i or Y S , so it remains to show that each vertex has at most K errors. Let v be a vertex and let Z be the cluster containing it. We proceed according to the type of vertex: 
then there are no errors at v. Hence we may assume that Y S = R(S). In this case, the only errors at v are the edges from v to the vertices in Q(S), and there are exactly 3 such errors. Since n ≥ 4, we have K ≥ 3, so there are at most K errors at v. Thus, if G has a partition into triangles then H has a good clustering.
Now suppose that C is a good clustering of H . Let X 1 , . . . , X p be the clusters of C that intersect V 1 , and let S i = X i ∩ V 1 . By Lemma 11, for each i we have |S i | = 3 and all edges inside S i are positive edges. Thus, S 1 , . . . , S p is a partition of G into triangles (and, in particular, p = t = n/3).
APPENDIX D NP-COMPLETENESS ON COMPLETE BIPARTITE GRAPHS
In this section, we show that "one-sided" minimax clustering on complete bipartite graphs is NP-hard. This complements the approximation algorithm given in Section IV for the same problem. Our proof is similar to the proof of Amit [4] which shows that biclustering with the classical objective function is NP-hard, but requires significant modifications to accomodate the new objective function. The proof uses a reduction from the 3-cover problem, which is wellknown to be NP-complete [16] .
3-Cover
Input: A ground set U = {u 1 , . . . , u 3n } and a family of subsets S = {S 1 , . . . , S p } with each |S i | = 3. Question: Is there a subfamily S ⊆ S such that each u i lies in exactly one element of S ?
Given an instance of 3-cover, we construct an instance of the following problem:
One-Sided t-perfect Biclustering Input: A labeled complete bipartite graph G with partite sets V 1 , V 2 and a tolerance t v ∈ Z + for each v ∈ V 1 . Question: Does G have a clustering such that each vertex v ∈ V 1 has at most t v incident edges that are errors?
At first glance, this problem is more general than our definition of minimax clustering on complete bipartite graphs, because it allows for different error bounds at different vertices. Thus, we first reduce t-perfect biclustering to one-sided minimax clustering, then we reduce 3-cover to t-perfect biclustering.
For any k ≥ 1, let n = 4k +1, and define a labeled complete bipartite graph H k with partite sets V 1 and V 2 as follows:
where indices are taken modulo n, and let all other edges from x i to V 2 be positive.
Lemma 13: For any k ≥ 1, the unique optimal one-sided minimax clustering of H k consists of exactly one cluster containing all vertices of H k .
Proof: The proposed clustering has exactly k errors at each vertex of V 1 , so any optimal clustering has at most k errors at each vertex of V 1 . Let C be an optimal clustering of H k .
First we claim that H k all vertices of V 1 lie in the same cluster of C. Let v and w be two distinct vertices of V 1 . Since N + (v) = 3k + 1 and there are at most k errors at v, we see that v must be clustered with at least 2k + 1 of its positive neighbors in V 2 . Similarly, w must be clustered with at least 2k + 1 vertices in V 2 . Since 2k + 1 > 1 2 |V 2 |, this implies that some vertex of V 2 is clustered with both v and w, so that v and w are in the same cluster. As v, w were arbitrary, all vertices of V 1 are clustered together.
Now let X be the cluster of C containing all vertices of V 1 . We claim that X also contains all vertices of V 2 . For each j ∈ {1, . . . , n}, define θ j = 0 if y j ∈ X and θ j = 1 if y j / ∈ X. Since each vertex of V 1 has at most k errors, we see that
for all v ∈ V 1 . Since each vertex of V 1 has exactly k negative edges to V 2 , this rearranges to
for all v ∈ V 1 . Now, adding up all of these inequalities, we see that each variable θ j appears positively (n − k) times and appears negatively k times, so we obtain the inequality
As n > 2k, we have n j =1 θ j ≤ 0, so that θ j = 0 for all j . Hence V 2 ⊆ X, so that X = V (H k ) as desired. Now, given an instance G of t-perfect biclustering, we can transform it to an instance of minimax clustering as follows. Let k = max{v ∈ V 1 }t v ; we may assume that k ≤ |V 2 | since vertices with a higher tolerance can simply be clustered as singletons with no issue. For each v ∈ V 1 , we let H (v) be a new copy of H k (vertex-disjoint from G and from any other copies of H k ), giving the vertex v exactly k − t v positive neighbors in V 2 ∩ H (v) and making all other edges between H (v) and the rest of the graph negative. Let G be the resulting labeled complete bipartite graph. Observe that G can be constructed from G in polynomial time.
Lemma 14:
The graph G has a clustering with at most k errors at each vertex if and only if G has a clustering with at most t v errors at each v ∈ V 1 .
Proof: First suppose that C is a clustering of G with at most t v errors at each v ∈ V 1 . We expand C to a clustering C of G as follows: for each v ∈ V 1 ∩ G, we place all vertices of H (v) into a single cluster which contains no other vertices.
Since, for w ∈ H (v) ∩ V 1 , all positive edges incident to w lie within H (v), we can easily check that all vertices of V 1 −G have exactly k incident errors. Furthermore, each vertex v ∈ V 1 ∩G gains exactly k−t v new incident errors in C relative to C, since there are k − t v positive edges from v to H (v) that get cut, and all other edges from v to V (G ) − V (G) are negative. Hence, since v had at most t v errors in C, it follows that v has at most k errors in C . Hence, every vertex of V 1 has at most k errors in C . Now suppose that G has a clustering C in which every vertex of V 1 has at most k errors. We claim that for each v ∈ V (G), the vertex set of H (v) is a cluster of C . Let w ∈ V 1 ∩ H (v) and let X be the cluster containing w. Since all positive edges incident to w are contained in H (v), Lemma 13 immediately implies that H (v) ⊆ X and that
, then z has at most k positive neighbors in V 2 ∩ H (v), and therefore has at least 3k + 1 negative neighbors in V 2 ∩ H (v); this is impossible since z has at most k errors. Thus, X = H (v).
Thus, we can obtain a clustering C of G by deleting all the H (v)-clusters from C . We claim that C has at most t v errors at each vertex v ∈ V 1 . This holds because v has k − t v positive edges to V 2 ∩ H (v), and these edges are necessarily errors in C ; if also v has more than t v errors in C, then it would have more than k errors in total.
By Lemma 14, in order to show that one-sided minimax clustering is NP-hard, it suffices to show that t-perfect biclustering is NP-hard. We complete the proof by reducing 3-cover to t-perfect biclustering.
Given a nontrivial instance of 3-cover (that is, an instance with n, p ≥ 1), we construct an instance of t-perfect biclustering as follows. For each u i ∈ U , construct a pair of vertices x i ∈ V 1 , y i ∈ V 2 . Call these vertices ground vertices. Each edge x i y j is positive if u i = u j or if u i and u j lie in some common triplet of S, and negative otherwise.
For each S i ∈ S, we create a vertex x(S i ) ∈ V 1 and m vertices y
Call these vertices triplet vertices, and let
All edges x(S i )y k (S i ) for a fixed i are positive, and all edges x(S i )y k (S ) for i = are negative. For u i ∈ U , if u i ∈ S j , then the edges x i y k (S j ) and y i x(S j ) are positive, and otherwise these edges are negative.
Finally, let Z = {z 1 , . . . , z 3n } be new V 2 -vertices, and for each z i ∈ Z , add positive edges to all ground-vertices in V 1 and negative edges to all triplet-vertices in V 1 . Call these vertices dummy vertices.
Next we determine the tolerances t v . For S i ∈ S, let t x(S i ) = 3. For u i ∈ U , the corresponding tolerances are computed more intricately. Let d(u i ) be the number of triplets S j ∈ S containing u i and let c(u i ) be the number of u j ∈ U − {u i } such that u j and u i lie in some common triplet S j . We define
It is clear that G and t can be constructed in polynomial time.
Lemma 15: Suppose that G has a t-perfect clustering C. For any S i , S j ∈ S with i = j , the vertices x(S i ) and x(S j ) lie in different clusters.
Proof: Suppose that x(S i ) and x(S j ) lie in the same cluster X. Since t x(S i ) = 3, we see that X contains at least m − 3 vertices from y 1 (S i ), . . . , y m (S i ). Since x(S j ) has negative edges to all these vertices, it follows that x(S j ) has at least m − 3 incident errors. Since m − 3 > 3 = t x(S j ) , this contradicts the fact that C is t-perfect. Lemma 16: Suppose that G has a t-perfect clustering C. For any u j ∈ U , there is a unique S i ∈ S such that x j is clustered with x(S i ). Furthermore, this S i has the following properties: 1) u j ∈ S i , and 2) x j is clustered with each vertex y such that u ∈ S i . Proof: First we prove the existence of a unique S i such that x j is clustered with x(S i ), then we show that S i has the desired properties.
If y k (S i ) is a triplet V 2 -vertex not clustered with x(S i ), call y k (S i ) a rogue vertex. It is immediate from the definition of t that in a t-perfect clustering, each B i contains at most 3 rogue vertices.
To prove that x j is clustered with some x(S i ), it suffices to show that x j is clustered with some triplet V 2 -vertex that is not a rogue vertex. Since each B i contains at most 3 rogue vertices, there are at most 3 p rogue vertices in total, where p = |S|. If all triplet vertices clustered with x j are rogue vertices, then since x j has md(u j ) positive edges to triplet vertices, it follows that x j has at least md(u j ) − 3 p incident errors. Now we have
where the last inequality follows from m ≥ 6n + 3 p. Thus, there are more than t x j errors at x j , contradicting the assumption that C is t-perfect. Thus, x j is clustered with some x(S i ). Uniqueness of S i follows immediately from Lemma 15. To see that u j ∈ S i , suppose that u j / ∈ S i . Then x j is clustered with at most 3 triplet-vertices that are its positive neighbors, and therefore has at least md(u j )−3 incident errors. Since md(u j ) − 3 > t x j , this contradicts the assumption that C is t-perfect.
Next we prove (2) .
Since t x(S i ) = 3, the cluster containing x j contains at most 3 vertices from B. Thus, there are at least |B| − 3 errors from x to the vertices of B, where
Thus, for C to be t-perfect, it is necessary that all errors incident to x j are edges from x to B. In particular, x j is clustered with all vertices in N + (x j ) ∩ N + (x(S i )), so that x j is clustered with all y such that y ∈ S i . Corollary 17: G has a t-perfect clustering if and only if S has a 3-cover.
Proof: Given any t-perfect clustering, let S be the family of triplets S i such that some vertex of B i is clustered with some V 1 -ground-vertex x j . Lemma 16 immediately implies that these triplets cover all of u. Furthemore, Lemma 16 implies that these triplets are pairwise disjoint: if S 1 and S 2 are triplets of S that both contain u j , then Lemma 16 would force each x(S 1 ) and x(S 2 ) to both be clustered with y j and hence to be clustered together, which contradicts Lemma 15. Hence, S is a 3-cover.
Conversely, let S be a 3-cover in S. We define a clustering of G. Since S is a 3-cover, we have S = n. Let Z S 1 , . . . , Z S n be a partition of Z into n disjoint sets of size 3, indexed by the sets of S . Now for each S i ∈ S, define a cluster X i by
Since S is a 3-cover, the clusters X i are pairwise disjoint and cover the vertices of G. We claim that this clustering is t-perfect. If x(S i ) is a triplet vertex corresponding to some S i / ∈ S , then x(S i ) has exactly 3 incident errors, namely its edges to the ground-vertices y j with u j ∈ S i . On the other hand, if x(S i ) is a triplet vertex corresponding to some S i ∈ S , then x(S i ) again has exactly 3 incident errors, namely its edges to the dummy-vertices in Z S i . If x j (or y j ) is a ground vertex, then x j has m(d(u j ) − 1) incident errors which are positive edges to triplet-vertices, c(u j ) − 2 incident errors which are positive edges to groundvertices, and |Z |−3 incident errors which are positive edges to dummy-vertices. This is a total of exactly t x j incident errors. Hence the clustering is t-perfect.
APPENDIX E TECHNICAL DETAILS
Lemma 18: Suppose a Type 2 cluster {u} ∪ T has just been output in Algorithm 1. For any z ∈ S − ({u} ∪ T ), the total cluster-cost of the cross-edges (as defined in the proof of Theorem 5, Case 2) for z is at most max{1/(1 − 2α), 2/α} times the total LP-cost of the cross-edges for z.
Proof: This is essentially the same proof given by Charikar et al. [10] , [11] ; we repeat it here to keep the paper self-contained. If x uz ≥ 1−α, then for each w ∈ {u}∪T , we have
If there are p positive cross-edges, this implies that the total LP-cost of the cross-edges for z is at least (1 − 2α) p. Since the total cluster-cost of the cross-edges for z is p, the claim holds.
Now consider x uz ∈ (α, 1 − α). Let P = N + (z) ∩ ({u} ∪ T ) and let Q = N − (z) ∩ ({u} ∪ T ); the total cluster-cost of the cross-edges for z is just |P|. We have the following lower bound on the total LP-cost of the cross-edges for z: . This lower bound is linear in x uz , so we study its behavior at the endpoints of (α, 1 − α). When x uz = α, the lower bound rearranges as follows:
When x uz = 1 − α, the lower bound rearranges as follows:
In both cases, we used the assumption α < 1/2, which implies 1 − 3α 2 ≥ α 2 . It follows that charging 2 α times the LP-cost of each cross-edge yields enough charge to pay for the clustercost of all cross-edges.
Lemma 19: Suppose that a Type 2 cluster C has just been output in Algorithm 2. For any vertex z ∈ V 1 − C, the total cluster-cost of the cross-edges for z is at most max{1/(1 − 2α), 2/α} times the total LP-cost of the cross-edges for z.
Proof: We essentially repeat the proof of Lemma 18. If x uz ≥ 1 − α, then for each w ∈ {u} ∪ T , we have
Now consider x uz ∈ (α, 1 − α). Let P = N + (z) ∩ ({u} ∪ T ) and let Q = N − (z) ∩ ({u} ∪ T ); the total cluster-cost of the cross-edges for z is just |P|. Note that P ∪ Q = V 2 ∩ T . We have the following lower bound on the total LP-cost of the cross-edges for z:
where in the last line we used the inequality w∈V 2 ∩T x uw ≤ α 2 |V 2 ∩ T |, where V 2 ∩ T = P ∪ Q. This lower bound is linear in x uz , so we study its behavior at the endpoints of (α, 1 − α). When x uz = α, the lower bound rearranges as follows:
(1 − α) |P| + α |Q| − α 2 (|P| + |Q|)
In both cases, we used the assumption α < 1/2. It follows that when x uz ∈ (α, 1 − α), charging 2/α times the LP-cost of each cross-edge yields enough charge to pay for the clustercost of all cross-edges. 
