Computational identification of promoters is notoriously difficult as human genes often have unique promoter sequences that provide regulation of transcription and interaction with transcription initiation complex. While there are many attempts to develop computational promoter identification methods, we have no reliable tool to analyze long genomic sequences. In this work we further develop our deep learning approach that was relatively successful to discriminate short promoter and non-promoter sequences. Instead of focusing on the classification accuracy, in this work we predict the exact positions of the TSS inside the genomic sequences testing every possible location. We studied human promoters to find effective regions for discrimination and built corresponding deep learning models. These models use adaptively constructed negative set which iteratively improves the models discriminative ability. The developed promoter identification models significantly outperform the previously developed promoter prediction programs by considerably reducing the number of false positive predictions. The best model we have built has recall 0.76, precision 0.77 and MCC 0.76, while the next best tool FPROM achieved precision 0.48 and MCC 0.60 for the recall of 0.75. Our method is available at http://www.cbrc.kaust.edu.sa/PromID/.
Introduction
The high fidelity of the RNA polymerase II (pol II) transcription system is necessary for precise spatiotemporal regulation of endogenous protein expression and essential to proper development and homeostasis in eukaryotes.
Among the key cis-regulatory modules for RNA pol II-mediated transcription is the core promoter, which is typically situated within a DNA segment spanning from -40 bp to +40 bp relative to the transcription start site (TSS) at position +1 [1, 2, 3] . This stretch of DNA serves as a platform on which RNA pol II and a number of auxiliary factors assemble into the transcription machinery, which is capable of integrating a range of intrinsic and extrinsic signals, to ultimately determine the proper initiation of transcription [1, 4, 5, 6, 7, 8, 9, 10] . Thus, the characterization of the structure-function relation of the core promoter is crucial to unraveling the complex molecular control mechanisms underlying not just the constitutive basal expression but also the regulated expression in the RNA pol II transcription system.
Decades of in vitro research has identified a number of functional sequence motifs for the RNA pol II core promoter [5, 8, 10, 11] . Among such functional core promoter elements, perhaps, the most well-known is the TATA box, which was, in the past, thought to be universally present in RNA pol II core promoters [10] . However, the advent in genome-wide TSS detections based on high-throughput sequencing revealed that the core promoter structure is highly diverse and complex, and there are no universal core promoter elements [1, 8, 9, 10, 12, 13] . Indeed, recent estimates showed that only about 17% of eukaryotic core promoters contain the TATA box [14] . More surprisingly, genome-wide structural analysis found that many core promoters do not possess any of the known core promoter elements. Such structural heterogeneity permits the core promoter to expand its functional repertories so as to serve as gene-and cell-type-specific transcription regulator that responds to a range of conditions; however, because of this large diversity, the design principle of the core promoter still remains largely elusive [8, 10, 13, 15] .
The structure of the human promoter is notoriously complex and diverse. One explanation for this is that such complex and diverse structures must be "designed" to properly control expression of ∼25,000 protein coding genes based on interactions with only ∼1,850 transcription factors in the human genome [16] . Another explanation comes from a molecular evolution study which discovered substantially accelerated rates of evolution in primate promoters compared with other mammalian promoters [17] . This rapid primate promoter evolution was found to be comparable to the neutral substitution rate, suggesting that primate promoters have weak selective constraints, and this suggestion can also explain highly complex and diverse structures in the human promoter. In any case, a better understanding of the structure-function relation of the human promoter has particularly important implications as some genetic variants in such noncoding regions are associated with rare Mendelian diseases [18, 19] . Furthermore, some cancer cells are associated with somatic mutations in promoter regions [20, 21] . In order to gain insights into what types of genetic variations can cause aberrant expression leading to human diseases, it is crucial to accurately predict the locations of human promoters and to understand their structural patterns.
Here, we introduce PromID, a novel machine learning-based approach for the prediction of human RNA pol II core promoters. Taking advantage of big promoter collection with experimentally validated TSSs [22] generated by modern high-throughput techniques, PromID builds a deep learning model using sequence data as its input. To avoid bias based on prior knowledge about promoter loci (e.g, sequences with known core promoter elements and high density of CpG dinucleotides) PromID does not use predefined features; but rather it attempts to discover sequence features and learn salient patterns of the human promoter solely from the training set. This is important especially in the prediction of human promoters since the structural features of many promoters are still unknown [8, 16] . We previously developed a similar convolutional neural network-based algorithm for the prediction of core promoter locations in several model organisms [23] . While this method was able to outperform previously developed promoter prediction methods [23] , its false positive rate was not adequate enough to ensure the accurate detection of promoters on long genomic sequences. PromID was developed to chiefly alleviate this limitation and to focus more on the promoter prediction on longer sequences. Specifically, to reduce the false positive rate, we designed PromID to adaptively and iteratively train the predictor by changing the distribution of samples in the training set based on false-positive errors it made in the previous iteration. By increasing the weight of difficult non-promoter sequences in the training set, we can force the predictor to learn promoter patterns to rule out such sequences. To evaluate the performance of PromID, we compared our neural network model with publicly available tools for the human promoter prediction task. We found that the PromID outperformed the other predictors and achieved much smaller error-per-1000-bp rate than the others. Our results demonstrate the usefulness of PromID for the human promoter prediction on long genomic sequences and suggest its potential value as a tool to gain insights into the design principle for the human core promoters.
MATERIALS AND METHODS

Datasets
Our models are trained using human promoter sequences extracted from the EPDnew database [22] . The EPD database is an annotated non-redundant collection of eukaryotic POL II promoters, for which the transcription start site has been determined experimentally. The authors of the EPDnew database have demonstrated its higher quality over the ENSEMBL-derived [24] human promoter set [25] .
In this study we downloaded 16455 genomic sequences (from -5000 bp to +5000 bp, where +1 is a TSS position) containing human promoters from the EPD database. We used 90% of the sequences for training and 10% for testing. Positive and negative sets were extracted from the training set. A promoter region of a given size around the known TSS is considered to be a positive sequence. A negative sequence is the one outside the promoter region which does not contain a known TSS. Initially, the negative set had the same size as the positive one and consisted of randomly picked negative sequences.
Deep neural network model
To classify promoters from non-promoters deep neural networks were used. The data is read in the fasta format and then transformed using one hot encoding. This encoding uses a vector of size 4 to represent each nucleotide.
A is encoded as (1 0 0 0), T is encoded as (0 1 0 0), G is encoded as (0 0 1 0), and C is encoded as (0 0 0 1). For each input nucleotide sequence, the one-hot encoding would produce an L by 4 matrix, where L is the length of analyzed sequence window. Our architecture consists of several Convolutional Neural Networks (CNN) layers which are in parallel ( Figure 1 ). This means that they all have access to the original input. The filter lengths are different for each layer and they are able to represent different promoter elements. We also have a special layer with filter length just one which is able to capture GC content of the sequence which is known to be higher in a promoter region [26] . This layer is the only one followed by average pooling while all others use maximum pooling since we only care about the count of G and C nucleotides, not their positions inside a promoter. The CNN layers are concatenated, flat-tened and fed into a softmax layer. We do not have a fully connected dense layer as we noticed it actually reduces the predictive power of our model.
The softmax layer has two neurons which represent an input sequence being promoter (p p ) or non-promoter (p np ). The final score produced by our model is calculated as follows:
This score has values in the range from 0 to 1 and is our approximation of probability that an input is a promoter. We use three methods to improve the generalization capability of our model. The first method is weight decay, which effectively limits the number of free parameters in the model to avoid overfitting. The deep neural network model is likely to reproduce the noise by using extreme weights. Introducing weight decay makes it possible to regularize the cost function by penalizing large weights. The second method is dropout [27] . The main idea of this technique is to randomly set some nodes of neural network to zero during training to prevent co-dependency amongst each other. The third method is batch normalization [28] . This approach extends the idea of normalization by making it a part of the model architecture. It reduces overfitting because it has a regularization effect similar to dropout. Also, we can use higher learning rates because batch normalization makes sure that there is no activation that is too high or too low.
Our model uses the Adam optimization algorithm to train the weights [29] , which is an improved version of stochastic gradient descent. The method computes individual adaptive learning rates for different parameters from estimates of first and second moments of the gradients. Adam realizes the benefits of both AdaGrad and RMSProp. We use TensorFlow [30] as the framework to construct the deep neural network. The training was performed on a workstation with two 980 GTX GPUs and took on average 3 hours.
Classification procedure
We train the model using positive and negative set which consists of relatively short sequences with a fixed length. As our model accepts sequences of certain length as input we apply a sliding window approach to analyze long genomic sequences. This window is moved across the sequence and at each position the subsequence is fed into our model. The model gives us a score from 0 to 1 that represents the likelihood that a subsequence is a promoter region. If we plot these promoter scores, we will receive a scoring landscape of our model, see Figure 2 .
If the value of the score of a sliding window is above the threshold it is predicted as a start of a promoter region. In practice, we construct two deep learning models -one is for identification of promoter sequences with the TATA box and one for promoters without it. We use the TATA box weight matrix [31] to distinguish sequences with the TATA box and without one. Promoters can be predicted much more accurately if they have the TATA box, that is why we firstly apply the model trained specifically for the promoters with the TATA box (TATA+ model). Next, we apply the model trained with the promoter sequences without the TATA box (TATAmodel). We account the second model predictions that are not too close to the first model predictions, the prediction are required to be at least 1000 bp apart. We combine their output to make the final decision about promoter region position. TSS is then considered to be at a certain position inside the promoter region. For example, if our sliding window has length 600 bp and the positive set was extracted from -200 bp to +400 bp, then the TSS will be located at position 201 inside the predicted promoter region.
Negative set construction
When constructing the prediction model to classify promoters we need to choose what sequences to use for non-promoters. This problem is very important because it affects what features our model will use to separate the two classes. For example, suppose we choose random DNA sequences which we are sure are not promoters for the negative set. In this case, a very small number of them will have TATA motif at the specific position. Then the neural network model will just use this one feature to achieve almost perfect separation between the two classes. When applying such a model to real world data, the sensitivity will be high however there will be a lot of false positives. Any sequence with a TATA motif at the specific position will most likely be classified as a promoter. Simply increasing the negative set size is not an effective solution as well, because firstly our data becomes unbalanced and secondly, there will be a big chance that neural networks will be stuck at some local minimum as in the case considered above. There are not many sequences in the negative set that will have a good scoring TATA motif at the specific position, which makes our network likely to derive its recognition model heavily based on this single discriminating feature.
To resolve these issues we propose an iterative approach described below. Firstly, we choose a negative set randomly. Then we repeat the following steps:
1. We train a model with the current negative set. This procedure is repeated until there are only a few false positives found processing the training set in step 2. These steps are illustrated in Figure  3 . Such a procedure constructs a difficult negative set which helps to force our neural network to learn deeper and less obvious features to recognize a promoter sequence.
Selecting length and location of input
We need to chose what part of a promoter region to feed into our model for training. In our previous work on promoter identification we used region from -200 bp to +50 bp to extract promoter features. Since multiple transcription start points [22, 32] often significantly enlarge potential gene promoter regions, in this work we decided to create a promoter model using a much wider region from -1000 bp to +500 bp and then apply our random substitution procedure to study the location of sequence elements affecting the promoter prediction performance and potentially narrow the region down. The random substitution procedure works as follows. We have a window of size 100 which we move along each sequence with step size 100. At each position we replace the nucleotides with random 100 nucleotides and calculate new promoter score for the modified sequence. The difference between the original score and the new one is recorded and reported for each position ( Figure 4 ).
We noticed that the region from -200 bp to +400 bp has the most significant effect on the score predicted by our model and this is why it was used to train our final model.
Performance measures
In order to evaluate our method and to objectively compare predictions by our models and the other promoter identification methods, we measured performance using Recall, Precision, and Correlation Coefficient (CC):
If we predict a promoter with the TSS which is closer to the known TSS than the allowed margin for error (500 bp) then this prediction is counted as a TP. If there is no prediction in the area from -500 bp to +500 bp of the known TSS then we count this case as a FN. Any prediction outside the region from -500 bp to +500 bp of some TSS is counted as a FP. The same rule is applied for performance evaluation of all the tested promoter prediction programs. Also, we used two accuracy measures that are useful to evaluate the performance of promoter prediction tools when analyzing long genomic sequences: the average prediction error per correctly predicted TSS (FP/TP) and the average prediction error per 1000 bp.
RESULTS
Comparison on predictive performance
The performance of different models on the EPD data testing set is shown in Table 1 . We compared the effect of using different lengths of the sequence window and using one model versus using two models -one for TATA box promoters and one for promoters without it. We can see from this table that reducing the input sequence length from 1500 bp to 600 bp has no negative effect on the predictive performance, instead there is an improvement in MCC from 0.740 to 0.757. However, reducing further to 250 bp reduces MCC considerably to 0.704. This motivated us to select the -200 bp to +400 bp region for feature extraction in our method. As expected, using two models improves how well we can predict promoters with the TATA box since we have a dedicated model for these sequences. We can see improvement in recall for promoters with the TATA box for all model lengths. However, since in the EPD data set the number of the TATA box promoters is rather small (about 12%) the total performance slightly decreases because the TATA+ model introduces extra false positives in non-promoter genomic sequences. We also noticed that simply applying the TATA+ and TATA-models sequentially to the sub-sequence is slightly better compared to using the weight matrix to distinguish the promoters. Even though the results were a little bit worse, we still kept an option in our tool to use the weight matrix if desired by the user.
Using two models might be useful when the user of PromID studies mostly promoters with the TATA box or in the future cases where we can add promoter specific features to the set of analyzed promoter characteristics. Moreover, true positive predictions by the TATA+ model are very close to the true TSS with the difference in position being often less then 5 bp. However, if the user wants to minimize false positives he can use one model version which is also two times faster.
We also compared our method to all the promoter identification tools we could obtain. A number of promoter prediction methods have been proposed. TSSW [33] uses a linear discriminant function combining a TATA box score, triplet preferences around the TSS, hexamer preferences and potential transcription factor binding sites. It has shown good results in a review paper by Fickett [34] . FPROM was created by extending the TSSW program feature set which resulted in significant improvement over TSSW and other promoter recognition software [35] . Promoter2.0 [36] extracted promoter elements from DNA sequences and used ANN to distinguish promoters from non-promoters based on these features. DragonGSF [37] also used ANN as a part of its design and considered GC content and the concept of CpG islands for promoter recognition.
Our previous promoter recognition software, PromCNN achieved good classification performance in discriminating between short promoter and non-promoter sequences [38] . Very recently PromCNN was outperformed by [39] improving accuracy by about 7%. However, as in [38] , they focused on the classification performance of short sequences, instead of promoter identification given a long genomic sequence. The latter is a much more difficult problem to tackle because of the high risk of having a large number of false positives. We could not compare our new method to theirs because they did not provide a web server or a tool that would accept long genomic sequences as an input.
Some of the tools we came across are not available anymore. There are also tools that require extra information besides sequence data as an input. Thus here we compared our method with the following methods: PromCNN, TSSW, FPROM, Promoter 2.0. The results are shown in Table  2 . We noticed that all these programs have high recall and mostly very low precision. Thus we tried to modify their parameters if possible to reduce the number of false positives. This was beneficial to FPROM by increasing its MCC from 0.446 to 0.598 and to PromCNN for which MCC was increased by 0.174.
Regardless of the parameters tested, PromID significantly outperforms the competitors that were tested which showed relatively good performance in previously published papers [34, 40] . For example, PromID using the model trained on the [-200 +400] region has precision and MCC higher than the best competing tool, FPROM, by 0.291 and 0.164 for the similar recall of 0.749. Figure 5 shows an example of the predictions made by the different promoter prediction programs on the sequence containing the promoter of the UBE3D 1 gene. We can see that PromID makes much less false positive predictions while still successfully finding the true TSS. 
Analyzing the learned model
It is well-known that the models trained by neural networks are hard to interpret. We tried to overcome this limitation by visualizing the trained convolutional filters. The maximum filter length we use is 15 which is the length of the TATA box weight matrix. Thus we decided to find the most important 15-mers identified by our model. We found the top 1000 most influential 15-mers and grouped them into three groups using k-means clustering algorithm. The sequence logo for these three groups is shown in Figure  6 . The top three most important motifs were CCCAGGACCATGTCT, GC-TAGGTTGTTATGT, GTTCCCGGCCGGTGC, which all contain GC rich subsequences that are well known characteristics of eukaryotic promoters [26] . To see the contributions of different nucleotides on different positions we computed so called feature saliency of all the sites in our testing set which is shown in Figure 7 . At each position of the promoter region we replace a nucleotide with a new one for all the promoters and compute a new score. The rows represent different nucleotides which are used for replacement and columns show different positions inside the promoter region. If the new score on average increases it is represented by a red color. Score decrease is shown using a blue color. We can see that the largest effect on the score comes from the initiator region which has the most conserved motif in our data set (see Figure 8 ). For the TSS position (+1), the most preferred nucleotides are A and G. If a promoter has an initiator then A is the most frequent nucleotide at position +1, otherwise it is G. This explains why A and G are red at position +1 in Figure 7 . Changing nucleotides in region -30 bp to -23 bp from the original ones to G or C reduces the score considerably. We know that a promoter region has more G and C nucleotides however the mentioned region has the TATA box that is why setting nucleotides to G or C has a negative effect on the score in this particular region. We also noticed two interesting trends. The most preferred nucleotide by our model before -100 bp is C. However, after position +300 bp the score is clearly affected the most by the G nucleotide.
Discussion
As we have shown before, promoters with the TATA box can be predicted with a very small positional error; often the predicted TSS is exactly at the position of the true TSS. This is the result of strong TATA box fixating position of the promoter region. However, it is not the case for promoters without the TATA box for which the predicted positions have a normal distribution around the true TSS. For about 15% of sequences in our testing set, predicted TSSs are farther than 100 bp from a true TSS. This problem can be partially explained by occurrence of multiple TSSs in non-TATA promoters. Such promoters generate alternative gene isoforms that have tissue or time specific expression. Many of such TSSs are not annotated in the promoter databases. It was shown in [10] that promoters have focused, dispersed, and mixed transcription. In dispersed transcription, there are many weak TSSs located at the region from -50 bp to +50 bp. This fact might be confusing for our deep learning model which results in a wider peak for a promoter (Figure 2 ).
CONCLUSION
While previously developed promoter prediction methods can relatively accurately classify promoter and non-promoter sequences, they fail to provide a good prediction when applied to study long genomic sequences. Due to potentially huge amount of tested locations they all have very low precision and generate a lot of false positives (often much more than the number of real promoters), that is limiting their usage in genome-scale studies.
In this work we have proposed a novel training technique to overcome this issue. We used iterative training that focuses on instances that were misclassified by previous iterations and builds our deep learning model that is able to eliminate the huge number of false positives. We analyzed different promoter regions to use as input for feature extraction and chose optimal input location for our tool. Evaluation of our program performance and comparing it to the available promoter prediction tools demonstrated that PromID significantly outperforms other promoter finding programs.
Many genes have non-coding exons and gene-finders can not provide the actual gene start and promoter position. Therefore programs for accurate computational identification of promoters are important for revealing the gene structure and studying gene regulation. This work is a step towards this goal while we understand that this topic is open for further investigations on structure and functioning promoter regions.
