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When amorphous materials are compressed their structures are expected to change in response to
densification. In some cases, the changes in amorphous structure can be discontinuous and they
can even have the character of first-order phase transitions. This is a phenomenon referred to as
polyamorphism. Most evidence for polyamorphic transitions between low and high density
liquids or analogous transformations between amorphous forms of the same substance to date has
been indirect and based on the changes in thermodynamic and other structure-related properties
with pressure. Recent studies using advanced X-ray and neutron scattering methods combined
with molecular dynamics simulations are now revealing the details of structural changes in
polyamorphic systems as a function of pressure. Various ‘‘two state’’ or ‘‘two species’’ models are
used to understand the anomalous densification behaviour of liquids with melting curve maxima
or regions of negative melting slope. Thermodynamic analysis of the two state model leads to the
possibility of low- to high-density liquid transitions caused by differences in bulk thermodynamic
properties between different amorphous forms and on the degree of cooperativity between
low- and high-density structural configurations. The potential occurrence of first-order transitions
between supercooled liquids is identified as a critical-like phenomenon. In this tutorial review we
discuss the background to polyamorphism, incorporating the experimental observations,
simulation studies and the two-state models. We also describe work carried on several systems
that are considered to be polyamorphic.
Introduction
There have been many investigations of pressure-induced
phase transitions and the associated structural changes. These
investigations have revolutionised solid state chemistry and
physics, geology and materials science, and are now being
extended into biochemistry and biology. The studies have been
enabled by dramatic advances in techniques in crystallography
carried out in situ under high pressure conditions, both at
X-ray synchrotrons and neutron scattering facilities and using
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laboratory X-ray sources. High-pressure crystallography is
carried out to megabar pressures in the diamond anvil cell
(DAC) and in specially-designed large volume devices such as
the Paris–Edinburgh toroidal apparatus. These new techniques
and apparatus have also resulted in renewed interest in
studying the structural changes in amorphous solids and
liquids at high pressure. This is partly driven by the need to
understand recently-described phenomena such as polya-
morphism and pressure-induced amorphisation. The experi-
mental studies are combined with advanced computational
techniques to gain a new understanding of the properties and
structural chemistry of the amorphous state.
Structural studies of liquids and amorphous solids at
high pressure
Liquid and amorphous structure
To begin with we should consider what is meant by the
‘‘structure’’ of amorphous solids and liquids, and we briefly
describe the techniques that are used to obtain this informa-
tion. Unlike crystalline solids, neither of these ‘‘disordered’’
states of matter possess the property of long-range periodi-
city.1–3 Because of the translational symmetry in crystals,
diffraction data are conveniently analysed using reciprocal
space methods to determine the individual atomic positions.
Various descriptions of the crystal structure are then expressed
in terms of individual bond distances and coordination
polyhedra. The absence of long-range order in amorphous
solids and liquids means that sharp diffraction peaks do not
occur. However, X-ray and neutron scattering studies and
molecular dynamics (MD) simulations reveal structural
correlations that deviate from that of a completely random
arrangement of atoms, indicating the presence of some degree
of local order. At the simplest level (Fig. 1), in which the
system can reasonably be described in terms of the packing of
atomistic hard spheres, local ordering (short range order –
SRO) is imposed by packing requirements. A chosen atom
effectively orders the nearest-neighbour atoms as they can only
approach to approximately the same atom–atom separation
(around an atomic diameter). As a result, the nearest-
neighbour separations observed for systems in both the liquid
and glassy states are generally comparable to those observed
for the corresponding crystals. Furthermore, this packing
allows for the definition of local coordination polyhedra,
analogous to those obtained from the study of the crystalline
polymorphs. In many systems longer-ranged structural corre-
lations may be usefully considered in terms of how these
polyhedra inter-link4 (Fig. 2). The structure of typical glass-
forming systems, such as SiO2, ZnCl2, GeSe2 and SiSe2, for
example, can be understood in terms of linked MX4
tetrahedra. SiO2 may be considered as dominated by corner-
linked units, whilst SiSe2 is dominated by edge-sharing units.
Both ZnCl2 and GeSe2 are ‘‘intermediate’’ with structures
which can be considered as a mixture of corner- and edge-
sharing units. The linkages formed by these units leads to the
disordered states having order beyond the SRO imposed by
the nearest-neighbour packing considerations. Such intermedi-
ate-range order (IRO) is observed directly in diffraction
experiments as a ‘‘prepeak’’ or first-sharp diffraction peak
(FSDP)5,6 in the total scattering function and corresponds to
density fluctuations on a 0.5–1.0 nm length-scale. In these
systems the polyhedra link together (by a combination of
corners and edges) to form complex units (chains, rings…). As
shown in Fig. 2, the structure factors can be effectively
decomposed into structural ranges. The FSDP effectively
describes the inter-polyhedral linkages (IRO)4,7–9 whilst the
long-range oscillations correspond to the nearest-neighbour
(tetrahedral) packing correlations. Above the system melting
point the liquid structure can be considered as evolving via the
continual breaking and formation of the metal–anion bonds.
On average, however, the system may retain order (density
fluctuations) on the intermediate length-scale in an analogous
fashion to the retention of averaged SRO. The sharpness of the
FSDP indicates correlation lengths which may extend out to
5 nm.5,6 Furthermore, the presence of such IRO has been
shown to have significant ramifications for glass formation
Fig. 1 Atomic configurations for a typical Lennard-Jones liquid of
diameter s showing the first and second coordination shell.3,121 The
pair distribution function shows peaks corresponding to the first and
second coordination shells.
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from the cooled liquid state. The relaxation dynamics on the
intermediate-ranged length-scale appear to slow dramatically
compared with that associated with the short-range order.10 As
the liquid is cooled, therefore, the long-time (a) relaxation
becomes dominated by density fluctuations on the intermedi-
ate-range length-scale.
A clear distinction exists between crystalline and amorphous
structural data obtained from diffraction experiments. For
crystalline samples, sharp (Bragg) features are observed whose
origin lies in the presence of long range periodicity. For
amorphous samples structural features are significantly broader
reflecting the inherent structural disorder.1–3 The disordered
atomic environments also lead to broadening in the bands
obtained by NMR, IR, Raman, X-ray, etc., spectroscopy.
Another important difference lies in the interpretation of
amorphous and crystal structure data. For the crystal, unit cell
models can be used to represent both the local and long-range
structures, with the (ideal) infinite crystal lattices generated by
the periodic replication of these (relatively simple) structural
units. In reality the crystals contain defects and have surfaces,
both of which are not accounted for by replicating an ideal unit
cell. However, for low defect concentrations, these periodic
methods are appropriate for the treatment of the experimental
data. Only for massively disordered crystals or finite nanopar-
ticles do the reciprocal space assumptions begin to break down.
On the other hand, for amorphous solids and liquids, the
long-range order is not present. Analysis of the structural
correlations present in diffraction data (i.e., the scattering
function S(Q)) by Fourier transformation yields sets of spatially
averaged inter-atomic distances, usually shown as the radial
distribution function (g(r)), or in terms of pair correlation
functions (P(r)). These give the probability of finding another
atom at a distance r from each central atom, averaged over the
entire sample and over time, and they are used to deduce average
bond distances, angles, and coordination polyhedra within the
glass or liquid. However, unlike the interpretation of crystal
structure data, there is no longer any expected correspondence
between local and long-range structures. The local structure
obtained is averaged both over time and over the sample. For
example, therefore, if there were different atom coordination
environments in equilibrium in a given sample, then the observed
rdf would be a weighted mean of contributions from these
different environments. For systems which contain atoms of
more than one chemical identity, then partial rdfs, gab(r), may be
defined which give the probability of finding an atom b at a
distance r from atom a. These functions contain additional
information. Coordination numbers may be obtained by
integrating the first peak (although, for liquids in particular,
this may be difficult as there will be atom diffusion between
shells). In addition, if the partial rdfs are available, then the
geometries of the local coordination polyhedra may be surmised.
Liquids, supercooled liquids and glasses
Liquids, like amorphous materials also lack the internal order
that characterises crystals and can continually relax on an
observable timescale in response to temperature or pressure.
Liquids are distinguished from amorphous materials such as
glasses on the basis of this relaxation process. When a liquid is
cooled below the crystallisation temperature the ability for the
structure to relax to an equilibrium configuration in this super-
cooled regime is lost as the structural relaxation time
increases.1–3,11–13 Eventually, a glass can be formed distin-
guished by a glass transition temperature. Glasses are not in
thermodynamic equilibrium but reflect the partial relaxation
of structural configurations in the super-cooled liquid, they are
therefore metastable and reflect neither snapshots of the stable
liquid nor disordered forms of chemically equivalent crystal-
line phases.
Amorphous solids can be formed through a variety of routes,
not just formation by super-cooling stable liquids. These include
chemical vapour deposition onto cold substrates and pressure
induced amorphisation,14,15 a process that can be viewed as
metastable melting. The structures of amorphous materials can
change with pressure and different structures can be produced
by different routes;16 such structural changes are reflected in the
macroscopic properties of amorphous phases such as their
volume and enthalpy and in some cases, the changes in structure
are abrupt and occur over a narrow interval of pressure or
temperature. Amorphous solids should be regarded as being
inherently ‘‘polyamorphic’’, there can be differences in short-
and intermediate range order for amorphous solids produced at
different pressures and temperatures.17,18
A useful generalised structural description of the amorphous
state is that of the ‘‘configurational landscape’’,19 that can be
Fig. 2 Comparison of several tetrahedral glasses and amorphous
materials, scaled by the first peak in g(r), denoted r1. The three
structural ranges are denoted (I) tetrahedral unit, (II) connectivity and
(III) first sharp diffraction peak (FSDP).4
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depicted as a multi-dimensional plot of the potential energy
developed for a particular local and long-range arrangement of
atoms and bonds (i.e., a ‘‘configuration’’) (Fig. 3). The
resulting concept is often displayed as two- or three-dimen-
sional plot of energy (E) vs. the generalised configurational
coordinate(s), f. A crystal corresponds to a single point in f
(i.e., to one particular arrangement of the atoms and bonding),
with a very low energy. The remainder of the peaks and valleys
in E(f) constitute the ‘‘landscape’’ of amorphous configura-
tions. The density of potential wells in E(f), or the number of
possible alternate possibilities for the SRO/IRO, determines
the configurational entropy (Sconf(T)). In a liquid or super-
cooled liquid, all of the individual potential wells are occupied
according to Boltzmann statistics: the amorphous system is in
a state of internal thermal equilibrium. As the temperature is
decreased, barriers in E(f) begin to poke as mountains and
ridges above the sea of thermal excitation, and valleys and
potential wells become isolated from each other: the system
has fallen out of internal thermal equilibrium and has become
‘‘non-ergodic’’ in that time- and space-averages of thermo-
dynamic properties are no longer equivalent. The temperature-
cooling rate range over which this occurs is termed the ‘‘glass
transformation range’’. An even more useful description has
been recently developed, in which a ‘‘branching tree’’ approach
is used to describe the configurational energy minima and the
barriers between them.19
Crystalline phases exhibit polymorphic transitions as a
function of pressure and temperature, where different packing
schemes are stabilised under different density–entropy condi-
tions. The P–T range of the phase transitions are determined
by the relative energetics of the two structural arrangements.
The first-order vs. 2nd- or higher-order nature of such
thermodynamic transitions is determined by the lack or
presence of connectivity between the minimia in the E(f)
landscape, and the transformation kinetics are fixed by the
effective barrier heights and transformation pathways between
the two phases. In the case of amorphous materials, high
energy barriers can develop between different regions of the
available configurational energy landscape, resulting in the
possibility of first-order like phase transitions between
amorphous states with different SRO/IRO structural types
and thermodynamic properties, that are analogous to the
crystal–crystal transitions. Such behaviour is termed ‘‘poly-
amorphism’’. Because the number, type and relative potential
energy depths and barrier heights between and among various
amorphous configurations varies as a function of pressure, it is
expected that polyamorphic transitions are likely to be
encountered as the full range of pressure–temperature space
is explored.20
The terminology used to describe changes in structure
between amorphous solids is misleading. It is incorrect for
example to describe a glass as a metastable phase. A phase is
strictly a macroscopically homogeneous equilibrium stable
state and an amorphous solid cannot be described unambigu-
ously as a thermodynamic phase. The evolution of metastable
states should be viewed within a definite timescale in a
‘‘configurational space’’, and so phase transitions should
therefore not be possible between different amorphous and
non-ergodic phases.1,12,19,21–23 There are no thermodynamic
restrictions on the transition between liquids or liquid crystals
and the overturn of the P–T melting curves in systems such as
SiO2, Se, S and P are regarded as evidence for potential first
order transitions between different liquid phases.18,24–26 The
order parameters for these transitions are density and entropy,
as in liquid–gas transitions and in a similar way, lines of
transitions between high- (HDL) and low- density (LDL)
liquids are terminated by critical points.
High pressure liquid behaviour and LDL–HDL
transitions
Abrupt changes in macroscopic properties
Liquid structures can change when compressed. The changes
in liquid and amorphous materials structure can be determined
by direct measurements of the averaged structure by neutron
or X-ray diffraction and through measurement of structure-
related properties such as electrical and thermodynamic
properties. Transitions between high and low-density liquids
have been observed in the stable liquid regime for liquid
phosphorus.25,27,28 In systems where LDL–HDL transitions
have been suggested however, the transition occurs below the
stable melting curve.20 This means that transitions between
different structured liquids can only be observed if the liquids
are super cooled sufficiently. Candidate polyamorphic systems
are identified through study of their melting relations as a
function of the pressure. It is generally expected that the slopes
of melting curves, dTm/dP should be positive as indicated by
the Clausius–Clapeyron relation:
dTm
dP
~
DVm
DSm
~
Vliquid{Vcrystal
Sliquid{Scrystal
(1)
Liquids are less ordered than the corresponding crystal, so
that DSm is always positive. Melting is usually associated with
an increase in volume (positive DVm). However, many simple
systems show a negative melting slope and there can be one or
more maxima in the melting curves. Perhaps the best known
Fig. 3 A schematic simple energy landscape. The panel on the left has
many local energy minima (with a corresponding high entropy) whilst
the right-hand landscape is relatively smooth (low entropy). Above the
melting point all energy minima are energetically accessible. Below the
glass transition temperature movement between local energy minima is
kinetically controlled.
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compound with a negative initial melting slope is H2O (from
the ice Ih phase),29 as discussed below. Cs, Ba, Eu, Pu, Si and
Ge also have negative dTm/dP slopes to the melting curve.
30 Si
and Ge are of additional interest in that a maximum to the
melting curve is expected at negative pressure. Direct analogy
with gaseous and liquid systems indicates that the density is the
state variable believed responsible for liquid–liquid and
amorphous–amorphous transitions. The accompanying struc-
tural changes are expected to be changes in short-range (i.e.
coordination number) or intermediate range length-scale
(topology). In such cases fluctuations in density might be
anticipated in the (high temperature) stable liquid, reflecting
the presence of more than one polyamorphic form below the
liquid freezing point.
In amorphous solids changes in structure are complicated
because of the metastable and non-ergodic nature of these
materials. Transitions between different forms require that the
energetic barriers to transition between metastable forms
should be lower than those for transition between stable
phases. The existence of transitions in glasses is widely
supported by experimental studies but lack the characteristic
requirement for first order transitions, that is, a zero transition
width. Experimental evidence indicates the transition width
can be non-zero with unusual kinetics.
High pressure studies of liquid and amorphous structure are
therefore crucial in identifying systems that may be candidates
for liquid–liquid and amorphous–amorphous transitions. Such
transitions may involve changes in volume, enthalpy and
entropy (DV, DH and DS) and, if volume changes are small,
the transitions can be intercepted at relatively low pressures or
even under ambient pressure conditions. In situ observation of
polyamorphic changes is difficult, involving high temperature,
if the stable liquids are to be observed. Furthermore, super-
cooling and quenching high pressure liquids to a glass is also
experimentally difficult and the high pressure amorphous
phases may not be recoverable. Extensive studies using toroid-
type pressure cells, which can generate pressures to 0.3–13 GPa
and temperatures of up to 2000 K, have suggested the
occurrence of phase transitions in elemental liquids such as
Se, S, Te, I2 and P,
24,31 as well as in As2Se3, As2S3 and
Mg3Bi2.
32 These liquids show abrupt changes in the electrical
conductivity of the stable liquids analogous to those associated
with insulator–semiconductor-metal transitions in crystalline
solids. These changes are associated with volumetric changes,
DV/V y 0.5% and viscosity changes, inferred from the
quenching behaviour of melts under pressure.27,33 In liquid
selenium, for example the electrical conductivity of the liquid
increases by two orders of magnitude at pressures of approxi-
mately 4GPa within a transition width of 0.3 GPa.27,33
Changes in the properties of liquid sulfur are reported at 8
and 12 GPa. At 8 GPa there is a change in volume while at
12 GPa there is an increase in electrical conductivity of
1–2 orders of magnitude, consistent with a change from a
semiconductor to metallic liquid. In both selenium and sulfur
the location of the changes in electrical properties depend on
the rate of change of pressure and temperature, this hysteresis
resulting in apparent regions of coexistence of different liquid
states. Like selenium, liquid phosphorus shows an increase in
electrical conductivity consistent with a semiconductor to
metal transition, accompanied by a decrease in liquid viscosity.
These transformations are coincident with a volume change of
DV/V of 40%.25,28,34 The abrupt transformation in phosphorus
may result from the same mechanism that causes bonding
changes in equivalent crystalline polymorphs. As such density
ordering is suggested as a mechanism for a transition between
different phosphorus liquids. Direct observation of such a
transition in phosphorus has been reported by Katayama.25,28
The work by Brazhkin27 and others has shown that the
abrupt transition in electrical conductivity and boundaries
between semiconductor and metallic liquids are associated
with changes in the slope of the melting curves, dP/dT. This
means that in the stable liquids the changes in electronic
properties correspond to changes in density. The transitions
between liquids can occur over 0.3 to 0.5 GPa, but can be more
abrupt, for example over a range of 0.01 GPa for phosphorus.
The boundaries in these transition regions show negative
Clapeyron (dP/dT) slopes which means that the entropy of the
denser, metallic liquids is higher. A possibility is therefore
raised that stable liquids can undergo transitions from one
stable liquid phase to another with density and entropy as the
order parameters. The mechanisms for such transitions are
elusive (electrical conductivity measurements are not a direct
probe of the liquid structure) and there may be fluctuating
micro- and nano-scale domains as well as regions of
coexistence of the high- and low-density liquids. As such the
apparent transition between one liquid and another occurs
over an interval of pressure and can be interpreted as critical-
like fluctuations, a critical-like point occurring at lower
temperature in the supercooled liquid regime. In the case of
liquid phosphorus however, X-ray scattering and radiography
describe a liquid–liquid transition between low-density (LDL)
and high-density (HDL) stable liquid phases at y1 GPa and
y1000 K.
High pressure experimental techniques
The study of liquid and amorphous material behaviour under
conditions of high pressure is a highly interdisciplinary field.
The changes in physical properties with pressure are of interest
to inorganic and organic chemists, mineralogists and solid state
physicists. Interest in this field of study, following the pioneering
work of Bridgman, has increasingly developed following the
observed changes in physical properties and behaviour of the
materials under pressure.35 Studies of crystal structure have
been performed in situ up to pressures of 1–2 Mbar, and the
results used to interpret changes in properties such as electrical
conductivity and magnetism, and to establish the phase
equilibrium between different crystalline phases. There have
been fewer studies of liquids and amorphous solids, and the
interpretation of the results is less direct.
In situ studies of materials at high pressure involve two
approaches. Optical and spectroscopic experiments can be
carried out with high pressure cells made using materials such
as silica glass, sapphire and diamond. These are so-called
‘‘windowed’’ experiments where the windowed material is
ideally transparent to optical and infrared radiation and is also
resistant to the high pressures and temperatures required for
in situ study. Of most importance is the diamond anvil cell
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(DAC). In the DAC the sample is placed between the flattened
tips of two gem quality single crystal diamonds and contained
within a hole drilled in a gasket (usually made of metal). The
sample chamber is brought to high pressure by applying
mechanical force to the diamonds. High temperatures can be
generated by resistance heating or laser heating. Diamond is
transparent to radiation over a wide range of the electro-
magnetic spectrum, and various optical spectroscopy experi-
ments to probe crystal and glass structures at high pressures in
the DAC have been carried out. Substantial X-ray transmis-
sion occurs above 112 keV, so that X-ray diffraction and
amorphous scattering experiments can be most readily carried
out at X-ray synchrotron radiation sources. However the
sample chamber and the sample size are generally very small
(on the order of 50–200 mm in diameter), depending upon the
pressure range to be investigated, and substantial thermal
gradients can exist. Several studies of amorphous solids,
including glasses, have been carried out using synchrotron
X-ray scattering methods; however, in situ studies of liquid
structure under combined high-P,T conditions are generally
difficult to achieve.
An alternative experimental approach is the use of ‘‘large
volume’’ presses equipped with multi- or toroidal type anvils.
These are not transparent to visible, infrared or ultraviolet
radiation, and so optical spectroscopy experiments are not
permitted. In addition, the sample assemblies absorb X-rays.
In some configurations, using low absorbing sample containers
or pressure-transmitting assemblies, in situ diffraction data can
be obtained. A major advantage of the multi-anvil or toroidal
anvil pressure devices for liquid studies is that sample volumes
are much larger than in the DAC, and the thermal regime is
much more easily controlled. In addition, simultaneous in situ
measurements of physical properties such as electrical con-
ductivity and liquid viscosity can be made. However, certain
special requirements must be met if liquid and amorphous
structures are to be measured. One type of toroidal cell has
been used extensively in high pressure research by Russian
groups and also by groups from Paris and Edinburgh, in a cell
that was specially designed for neutron crystallography.36,37
This design utilises low- or null scattering gasket material and
allows diffraction data of low scattering materials such as
liquids and glasses to be obtained to high values of the
scattering vector (Q).
Neutron and X-ray diffraction studies of liquids and amorphous
solids
Liquids and amorphous materials show changes in structure
and associated bulk macroscopic properties as a function of
composition, pressure and temperature. Neutron and X-ray
diffraction experiments offer the opportunity of investigating
the microscopic structure of stable and metastable liquids and
also amorphous materials.8,9 Neutrons may be sensitive to
light elements, particularly hydrogen, and so aqueous solu-
tions and ice structures can also be studied. Neutron scattering
can provide a direct measure of nuclear arrangements over a
wide range of length scales. Thermal and high energy neutrons
are highly penetrating and a powerful bulk probe, which can
provide high resolution information at the atomic level which
is needed for the study of liquid structures. With the
development of third generation synchrotron sources, there
has recently been huge progress in producing instrumentation
for using highly penetrating X-rays of y100 keV38 for the
study of liquid and glass structure. These high energy X-rays
act as a bulk probe and cover a wide Q-range, up to 25 A˚21,
comparable to that of neutron instruments at spallation
sources. Neutron and high energy X-ray diffraction can be
viewed as complementary techniques and are particularly
useful for studying oxide or hydrogenous systems, as, while
neutron scattering lengths vary erratically across the periodic
table, X-ray form factors vary as a function of atomic number.
Other spectroscopic techniques such as Extended X-ray
Absorption Fine Structure (EXAFS)39 are also element
specific and act as a local structural probe, EXAFS is
restricted however to high Q values although is sensitive to
low concentrations of the element being studied, and the
results can be very effectively combined with diffraction
techniques.40 Generally one of the goals of the study of liquid
and glass structures is an attempt to link the bulk macroscopic
properties to the microscopic structure.41
Raman spectroscopy can be used to probe the vibrational
structure of liquid and glassy systems. These spectra may
show specific structure in the form of distinct bands at
specific frequencies. These modes may then be assigned to
normal modes of vibration of the local coordination
complex.42
High pressure neutron diffraction studies are carried out
using the Paris–Edinburgh type press.37,43 Pressure is usually
generated by two opposed toroidal anvils, made of tungsten
carbide or sintered diamond, that deform a metal gasket
(usually TiZr). Incident neutrons can be directed down the
compression axis with scattered neutrons or X-rays detected in
the plane of the gasket. The anvils themselves can be coated
with boron nitride to act as collimators in this latter
configuration although there can still be contributions from
the anvils, which are often hard to subtract because the anvils
deform when compressed. Since the anvils close on compres-
sion, typically from 1.6 mm to 0.8 mm at 5 GPa for a TiZr
gasket, the scattered signal decreases significantly with
increasing pressure. Several notable studies have been com-
pleted including studies of amorphous ices and GeO2.
44,45
More recently studies have been completed on Mg-silicate
glasses and vitreous B2O3.
A historically important model for understanding glass
structure is the continuous random network (CRN) in which a
random structure is generated by systematically linking the
appropriate short-range structural units.6,46,47 However,
diffraction studies indicate that the glass structures are more
ordered than the CRN models would suggest.48 As a result,
although modified random network models form a good basis
for interpreting diffraction data, full interpretation is difficult
without additional input. It is common, therefore, to combine
neutron results with other data such as X-ray, spectroscopy,
NMR and thermodynamic property data. Diffraction model-
ling techniques such as Reverse Monte Carlo49 and Empirical
Potential Structure Refinement50 (EPSR) have been developed
in recent years to fit model structures of glasses and liquid
diffraction data, in an attempt to provide an analogy to the
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modelling crystalline powder patterns with Rietveld refinement
methods.
Simulation studies of liquids, glasses and amorphous
solids
The computer simulation of liquids and amorphous solids has
a long history.51 In atomistic models the system properties are
decomposed into terms which depend on the atom coordinates
{Ri}. As a result, the internal energy, U({Ri}), may be calcu-
lated and used to obtain the forces acting on each atom. These
forces can then be used within a Newtonian mechanics scheme
to generate atom positions and velocities as a function of time
(molecular dynamics). MD simulations can be performed
within a number of ensembles. At the simplest level the total
system energy is a conserved variable (NVE ensemble). More
usefully for promoting direct contact with experimental
investigations, constant temperature (NVT ensemble) can be
maintained via the application of thermostats, in which the
temperature is maintained in the simulation cell via energy
transfer with a connected heat bath. Analogous techniques can
be applied to allow for constant pressure simulations (NPT
ensemble) in which barostats control the simulation cell
volume in order to maintain the required pressure.
At the simplest level U({Ri}) may be approximated as a sum
of purely pair-wise additive energy expressions,
U Rif gð Þ~
P
i,j
Uij rij
 
, where rij is the separation between atoms
i and j. Potentials obtained using these approximations are termed
effective pair potentials (EPP) as they may implicitly incorporate
many-body effects (in contrast with true pair potentials which
account only for the interaction of a pair of atoms). The para-
meters which control the EPPs can be obtained by reference to
experimental observations (thermodynamics, diffraction patterns,
mechanical properties). However, a relative lack of experimental
information may hinder the extraction of unambiguous parameter
sets, with the result that individual parameters may lose their
physical meaning. A consequence of this loss of meaning may be a
reduction in the transferability of the potential model between state
points, compositions or even different materials.
In theory, therefore, simulation methodologies are ideal in
order to make direct contact with experimental investigations.
Thermodynamic properties, which may depend on both the
atom positions and velocities, can be calculated as these are
known unambiguously. Free energy calculations, however, are
more problematic as the system entropy is not purely a
function of position and velocity. In these cases approxima-
tions may be sought in order to calculate the vibrational
contribution to the entropy, or entropy differences may be
calculated by reference to a known ideal system (thermo-
dynamic integration). Direct contact may be made with
(neutron or X-ray) diffraction experiments. The atomic
structure factors, S(k), can be calculated from the known
atomic coordinates (S(k) = ,A*(k).A(k)., where A(k) is the
Fourier component). Furthermore, for mixtures of atoms
the partial structure factors, Sab(k), may be obtained allowing
the total structure factors to be constructed. In order to
generate the corresponding X-ray function the coherent
neutron scattering lengths are replaced by the (k-dependent)
form factor functions. As a result, the functions obtained from
the simulation studies contrast with those obtained experi-
mentally. In the simulation studies the partial functions are
obtained with relative ease from a knowledge of the atomic
coordinates but must be combined (with a knowledge of the
appropriate neutron scattering lengths or X-ray form factors)
to give the total scattering functions (which allows for direct
comparison with single scattering experiments). For experi-
mental studies the partial structure factor information is
relatively difficult to obtain. Isotopic substitution and neutron
diffraction can yield such information but even these
techniques are limited to systems for which stable isotopes
with significantly different neutron scattering lengths are
available. Partial structure factor information may also be
extracted by exploiting isomorphous materials.8
In order to study liquid state and, in particular, glassy
systems the simulation time- and length- scales available must
be maximised. Pseudo-bulk environments are generated by
periodically replicating a central cell (and hence removing the
surfaces and creating a pseudo-crystalline system with a large
unit cell). However, the central simulation cell must be large
enough to accommodate the structural correlations inherent in
the system of interest (which may be significant in systems
which have significant structural ordering beyond that
imposed by the short-range packing effects). The available
simulation time-scales are controlled by the requirement to
accurately integrate the Newtonian equations of motion in
order to track atomic trajectories. This requirement effectively
limits the usable integration time-step (the real time increment
from a single MD step) to around 10215s. As a result,
therefore, atomistic simulations are limited to time-scales of
the order of nanoseconds. Electronic structure methods, in
which the electron density is explicitly accounted for and hence
which offer a potentially greater level of accuracy, generally
require a significantly greater computational effort and, as a
result, the affordable length- and time-scales are typically
shorter. The issue of accessible time-scales becomes even more
significant when considering simulation methodologies to
probe the supercooled state. Under experimental conditions
glasses may be formed from the liquid state by rapid cooling.
However, the maximum accessible cooling rates are still of the
order of 1010Ks21. For simulations, however, even the slowest
accessible cooling rates are orders of magnitude faster. As a
result, direct comparison between the glassy states accessed by
both experimental and computational techniques, remains
difficult. An alternative strategy, employed for example to
access the glassy state for silicon, is to modify the potential
model in order to access glassy structures. Luedtke and
Landman, for example, utilise a modified Stillinger–Weber
potential to enforce a larger number of tetrahedra observed in
the glassy state of silicon.52 The unmodified Stillinger–Weber
potential is unable to access these states from the supercooled
liquid on the simulation time-scales.
An alternative to attempting to access the low temperature
glass structures themselves is to identify signatures of
polyamoprhic behaviour in the liquid state. Both mixtures of
Al2O3/Y2O3
53 and liquid Si54 show significant density fluctua-
tions above their respective melting points indicative of the
presence of low and high density structural units.
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The thermodynamic case for LDL–HDL transitions
Pressure-induced amorphisation
Liquid–liquid phase transitions that occur at constant
composition represent a minimisation of the free energy in
response to the pressure or temperature. There are density and
entropy differences between the amorphous forms and, in the
case of stable or metastable (supercooled) liquids, the
polyamorphic transitions constitute true thermodynamic
transformations of the first order between systems that are in
internal thermal equilibrium. For polyamorphism within
glasses and other non-ergodic amorphous states, the transfor-
mations recorded as a function of the applied pressure or
temperature appear as changes in the structure or properties
over a narrow interval of pressure and temperature. For
example, polyamorphism is reported to occur in SiO2 and
GeO2 glasses.
15,18,26,44,45 Such changes in the glassy or non-
ergodic amorphous state might indicate the presence of a
liquid–liquid transition in the supercooled regime.
For systems with a negative Clausius–Clapeyron relation,
the negative melting slopes of materials under pressure have
important implications for the behaviour of low pressure
crystalline polymorphs. Metastable extensions of the melting
curves can be intercepted and an amorphous material
produced irreversibly. This is pressure-induced amorphisation.
This was reported by Mishima for H2O, when ice Ih was
compressed and the ‘‘melting line’’ crossed.29 The amorphous
H2O produced by pressure-induced amorphisation is a
structurally distinct form of amorphous ice (termed high
density amorphous ice; HDA), with a higher density than the
amorphous forms of ice produced, for example, by condensa-
tion from vapour (low density amorphous ice; LDA). In more
complicated phase diagrams, such as SiO2, the melting curves
do not necessarily become negative but show incipient maxima
in the melting curve that are intercepted by polymorphic
crystal–crystal transitions. The high pressure crystalline phase
may have a different dTm/dP curve and intercept at a triple
point. If the melting curve for the lower pressure crystalline
polymorphs is extrapolated then these too can form metastable
melting curves which are intercepted and pressure-induced
amorphisation can occur.
Pressure-induced amorphisation55 can be considered in
terms of metastable melting. In stable melting, the transforma-
tion between crystalline and liquid phases occurs when the
Gibbs free energies of the two phases are equal. In the
metastable case, melting (amorphisation) will likewise occur
when the Gibbs free energies of the crystal and extrapolated
liquid phase are equal. A solid amorphous material results
with thermodynamic properties such as volume, enthalpy and
entropy that can be mapped onto a non-crystalline state that is
in a state of metastable thermodynamic equilibrium.
Metastable melting is used to suggest a mechanism for
pressure induced amorphisation. As low pressure, low density
crystalline phases are compressed equilibrium structural
changes include changes in short range order such as changes
in coordination number. Potential energy barriers must be
overcome for the low density crystalline phase to transform to
the stable high density crystalline states. If there is sufficient
thermal energy to overcome barriers to intermediate
metastable states then amorphous forms can be produced.
These intermediate states will not be crystalline and there may
be several intermediate states separated by low potential
energy barriers, each accessed by thermal motion. This series
of related amorphous states or energy landscape is similar to
that produced by quenching a supercooled liquid to a glass; the
exact structural configuration is a reflection of the relaxation
history, i.e. thermally activated jumps between closely related
metastable, non-crystalline states.
One of the most important results from the study of pressure
induced amorphisation of simple crystalline substances is
that the amorphous forms produced have macroscopic
thermodynamic properties that are different from amorphous
materials produced at lower pressure (DV, DH and DS). This is
the origin of the term polyamorphism; different amorphous
forms of the same substance can be produced by different
pressure–temperature routes. From thermodynamic argu-
ments, the Gibbs free energy of these amorphous forms
will have a different pressure and temperature dependence
and there may be a transition between the amorphous forms of
the same material. This may be continuous or discontinuous
and may be indicative of a first-order transition between
liquids in the supercooled regime. The close relation between
pressure induced amorphisation and changes in the structure
of amorphous states implies, in a one-component system,
that there are differences in density in the liquid. The
presence of two species and differences in density and
entropy between them can be used to construct two-state
models for phase transitions that are analogous to liquid–gas
transitions.
Two state models
Two state models were developed from the late 1950’s onwards
to explain the unexpectedly complex melting curves observed
at high pressure for substances such as Rb, Cs, Te, Ba and
Eu.30,56 These systems display maxima in their melting curves
which may be attributed to the presence of different local
environments in the liquid state. Since there is a change in
dTm/dP slope and potential to extrapolate the metastable
extension of the melting curve to low temperatures there is an
immediate connection between this type of model and
pressure-induced amorphisation. In Fig. 4a, the phase
diagram of H2O is shown schematically, together with
the reported stability fields of two amorphous forms of ice,
LDA and HDA, as can be seen, the metastable extension of
the ice Ih melting curve can be intercepted when ice Ih is
compressed at low temperature. The amorphous form of ice
produced is HDA and is formed beyond the spinodal limit to
LDA.29,57,58
The entropy of a liquid is greater than that of equivalent
solid phases. This means that changes in dTm/dP slope reflect a
change in density through the Clausius–Clapeyron relation. In
a one component system, the increased density of the liquid is
assumed to reflect the presence of a high density liquid species.
High and low density species exist in the stable liquid,
according to the two-state model and the relative proportion
of each varies as a function of pressure and temperature. In the
original versions of the two state model, developed by
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Rapaport,30,56 the high and low-density melt species were
assumed to be domains with local packing (short-range order)
similar to those in high- and low-pressure crystal polymorphs.
The increase in liquid density, evidenced by the overturn in
melting curve, is a reflection of the increased abundance of the
high-density species.
The arbitrary high- and low-density species in the two-state
model are treated as thermodynamic components. The
equilibrium fraction of each species is a function of pressure
and temperature and reflects the minimisation of free energy.
Rapaport applied the regular solution mixing model of
Guggenheim59 to the liquid, for a low density species (A)
and a high density species (B) the equilibrium molar free
energy for the liquid is defined by.
G = XAGA + XBGB (2)
With XA and XB the mole fractions of the low- and high-
density species. The partial molar free energy of each species is
defined in terms of the specific volume contribution:
GA = G
0
A + V
0
A(P 2 P0) + RTln(XA) + W(1 2 XA)
2GB
= G0B + V
0
B(P 2 P0) + RTln(XB) + W(1 2 XB)
2 (3)
Here G0A and G
0
B are the standard state molar free energies
associated with the low- and high-density liquid species. The
standard state molar volumes are V0A and V
0
B respectively. The
standard state pressure is P0 and the absolute temperature is T.
R the universal gas constant. W is the regular solution
interaction parameter. The total molar free energy of the
liquid is:
G = XA(HA 2 TSA) + (1 2 XA)(HB 2 TSB) +
P[XAVA + (1 2 XA)VB] + RT[XAlnXA +
(1 2 XA)ln(1 2 XA)] + XA(1 2 XA)W
(4)
The regular solution interaction parameter W will be non-
zero if there is a mixing contribution to the excess enthalpy of
the liquid. This parameter is the key to interpreting liquid–
liquid transitions in terms of the two-state model. In
Rapaport’s model a non-zero value of W can be thought of
as reflecting the direct interface energy between two structural
species, or more generally as a contribution from the
cooperativity of bonding arrangements if anomalous changes
in bonding or coordination occur as a function of density.
One consequence of the non-ideal interaction parameters is
that a second critical point (in addition to that terminating the
liquid–gas boiling curve, and as shown in Fig. 4a) can be
defined according to.
Tc~
W
2R
(5)
The consequence of this formalism is seen when the
temperature is decreased. The equilibrium concentration of
each species will vary as a function of pressure and
temperature. At high temperatures, in the stable liquid, the
change in species abundance is a smoothly varying function of
pressure and at higher pressures a single phase liquid with an
increased abundance of the high-density species is stable. This
single phase liquid is stable at temperatures above the second
critical point, but in the supercooled regime it is possible for
sub-critical behaviour to be encountered. This can be
illustrated by considering the minimisation of free energy.
Fig. 4b shows the behaviour of the liquid free energy as a
function of pressure from the modified two-state model of
Ponyatovsky.60 These functions show a series of minima with
the minima associated with an excess of the HDA state
becoming more favourable as the pressure is increased. As a
result, as the pressure is increased, there will be a gradual
increase in the abundance of the high density species as the
higher pressure liquid will have an increased density and,
because of the differences in entropy and enthalpy between
different species, different thermodynamic properties. At lower
temperatures the variation in abundance of the high density
species is less smooth. This would be the regime of ‘‘critical
like’’ fluctuations observed by Brazhkin and co-workers.27
At lower temperatures still a transition between two
Fig. 4 a. Phase diagram for water showing the negative dTm/dP curve
for ice Ih. Superimposed on this diagram is the critical point and line of
LDA–HDA transitions calculated form the two state model of
Ponyatovsky and others.60 The two spinoidal lines represent the
stability limits of the two amorphous forms of ice. The arrow indicates
an isothermal compression of LDA (the corresponding changes in
Gibbs free energy are shown in Fig. 4b). b. Gibbs free energy
calculated from the two state model of Ponyatovsky60 showing the
stable fraction of the low- and high-density amorphous forms as a
function of mole fraction of the HAD component. The curves
displayed from top to bottom represent the effect of increasing the
pressure. The pressure trajectory is that shown in Fig. 3a
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(super-cooled) liquids occurs (Fig. 3b). There are two spinodal
lines defined in the subcritical region, these mark the extreme
limits of stability of the two species. Transitions between
liquids dominated by high and low-density species can occur in
the supercooled region, above the calorimetric glass transition.
If low pressure glasses or amorphous materials are compressed
then an amorphous form with lower free energy could be
accessed provided there was a relaxation process (thermally
activated jumps) allowing these more stable structural config-
urations to be achieved. This would be equivalent to a glass
quenched from the supercooled high pressure liquid. The two-
state models described above have been used with success in
describing the stability fields of different amorphous forms of
water.61 In addition these types of model can be used to
describe the anomalous thermodynamic properties of water,
including anomalous contributions to volume and heat
capacity.60–62
There are apparently anomalous thermodynamic properties
in polyamorphic systems; these include excess contributions to
thermal expansion, isothermal compressibility and the specific
heat capacity. The anomalous contributions to volume in H2O,
based on the differences in macroscopic thermodynamic
properties and the non ideal mixing model,60–62 result in the
characteristic density maximum in H2O. These excess con-
tributions also change with pressure and reflect the increasing
stability of the high-density species as the system is com-
pressed. There are also anomalous contributions to the
temperature-dependence of heat capacity. Changes in heat
capacity as a function of pressure, implied by the increase in
the abundance of the high density liquid species indicate that
the rheological properties of the liquid will change as a
function of pressure. This is a change in the liquid fragility.
Changes in liquid fragility with pressure
The concept of liquid fragility was introduced by
Angell,11,12,22,63 building on earlier work by Uhlmann.64
Liquid fragility is a measure of departure from Arrhennius
Law viscosity–temperature behaviour. A fragility plot (Fig. 5)
is produced when the viscosity–temperature relations for
different liquids are scaled against the calorimetric glass
transitions (Tg). SiO2 is typically used to define the ‘‘strong’’
Arrhennian limit. More ‘‘fragile’’ liquids show increasing
degrees of curvature in their viscosity when scaled to Tg.
Fragile liquids therefore show non-linear increases in viscosity
in the supercooled liquid regime. The relationship between the
thermodynamic properties of a liquid and the viscosity is
considered to be a reflection of the contribution of configura-
tional entropy. This is the basis of the Adam–Gibbs model of
viscosity1 and is seen in the jump in heat capacity (DCP) at
the glass transition temperature. A large change in heat
capacity corresponds to a fragile liquid and indicates a strong
temperature-dependence of liquid structure. The entropy
differences between the liquid species in the two-state
models should, therefore, correspond to differences in the
rheological properties of the liquids. Liquids dominated by the
high density species will be more fragile. Since the higher
density species will be stable at greater pressures then higher
pressure liquids will be more fragile and will have increased
configurational entropy. However, the exact structural
changes though are unclear and has led to Angell and
others21,65 to develop versions of the two state model that
are not based on specific liquid species but on the degree of
excitation of the liquid structure (bond-breaking).
In the two state model formulated by Rapaport30,56 and
applied to systems with negative dTm/dP slopes such as Cs, the
two different liquid species have structures that are similar to
the high- and low-pressure crystalline polymorphs. Such
implied structural changes may be applicable to simple
elemental substances but one of the surprising things about
systems with reported polyamorphic behaviour is that they are
not restricted to simple systems but include systems that are
structurally complex such as H2O,
57,66 BeF2, triphenylpho-
sphite (TPP),67–69 GeO2,
44,45 SiO2
26,70 and Y2O3–Al2O3.
71
Structural studies indicate that, for example in the clearly
demonstrable case of a liquid–liquid transition in super-cooled
Y2O3–Al2O3,
72–74 the changes in structure are mid- and not
short-range (coordination number) order, even though there
are difference in short-range order in crystalline polymorphs in
these systems. Angell’s version of the two-state model
emphasises the configurational change and departure from
‘‘ideal configuration’’ rather than the presence of specific
structural species. Tanaka75,76 has also used the two-state
model as the basis for explaining polyamorphic trends again
based on departure from ideal configurations, although in this
case the two-state model is based on the competition between
density-ordering and bond-ordering (directional, strong cova-
lent bonds). These modified two state models have identical
Fig. 5 The liquid fragility. The viscosity and hence relaxation
behaviour of several glass forming liquids is plotted as a function of
temperature scaled to the glass transition (Tg). Strong network forming
liquids have an Arrehnius viscosity–temperature relation while fragile
liquids show dramatic changes in viscosity as a function of
temperature. The fragility of liquids is also reflected in the jump in
heat capacity at the glass transition, i.e. the configurational entropy.
(Reproduced with permission from Ref. 122. Copyright 2001 Nature
Publishing Group.)
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formulism to the version of Rapaport. Critical-like behaviour
and transition between low- and high-density liquids is a
reflection of the non-ideal mixing or clustering of the high- and
low-density components, referred to as cooperativity.
The bond-ordering model is developed in terms of ‘‘excita-
tion’’ from a ground state, but the excitation is not the usual
one of electronic origin. The degree of excitation from the
ground state is defined as a build up of strain as a function of
increased restriction on the packing arrangements of the
amorphous structure and is temperature dependent. The bond-
excitation takes the form of broken bonds and these bonding
rearrangements are cooperative such that the defects, like
molecules in classic non-ideal solutions, will cluster. The two-
state model of Rapaport30,56 provides the formalism to
calculate a temperature-dependent excitation profile, the state
of excitation replacing the fraction of the high-density species.
The entropy in excess of the fixed structure (Sconf) that results
from these configurational excitations can be plotted as a
function of temperature (Fig. 6a). The excitation profiles
depends strongly on the non-ideal interaction parameter W,
that is, the cooperativtity or tendency of the configurational
excitations to cluster. At high values of W there is a
discontinuity in the excitation profile corresponding to a
transition between supercooled liquids that are different in
defect content. Such defects are difficult to evaluate in liquid or
amorphous states but Angell notes that the same phenomen-
ology can be applied to fluorite-type crystalline lattices. In
crystalline PbF2, a simulation study
21 shows that at low
temperatures the population of vacancies and interstitial
defects is small but increases dramatically at a critical
temperature producing a high temperature (superionic) struc-
ture with a liquid-like conductivity. In related compounds the
transition is first order and the identified defects are observed
to cluster.
Fig. 6 a. The changing configurational entropy for a simple two-state model using bond-excitation phenomenology.21 The non-ideal mixing
parameter (W J mol21) determines the steepness of the excitation profile. In the ideal case (W = 0) the change in configurational entropy is smooth
and the liquid is fragile. With increased W the configurational profile becomes steeper and eventually discontinuous. The discontinuous change
would result in a discontinuous change in liquid rheology (fragility). b. The viscosity of the two liquid forms of Y2O3–Al2O3 close to the
composition of YAG (Y3Al5O12). The stable high density liquid (HDL) is fragile and the viscosity temperature plot can be calculated based on
existing high temperature concentric cylinder viscosity data and the calorimetric glass transition. Differences in the relaxation behaviour of the glass
formed from the low-density liquid and other calorimetry data101 can be used to establish the viscosity curve of the LDL. Note the jump in viscosity
at the LDL–HDL transition.
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The Adam–Gibbs equation for structural relaxation time, an
equation that provides a formal link between the temperature-
dependence of liquid structure and its viscosity, can be used to
determine the fragility of liquids with varying degrees of
excitation. The relaxation time t is written as a function of a
term including the activation energy (C), a constant related to
the vibrational frequency of the amorphous network (t0) and
the configurational entropy Sconf.
t~t0 exp
C
TSconf
 
(6)
The excess entropy is used to demonstrate the changes in
liquid fragility as a function of cooperativity. The transport
properties, viscosity and diffusion show increasingly non-
Arrhenius behaviour as the degree of cooperativity increases.
Ultimately, where there is a suggested phase transition, there is
a discontinuity in the liquid rheology corresponding to a
fragile to strong liquid transition in the supercooled liquid
regime. This is demonstrated for the candidate polyamorphic
system Y2O3–Al2O3 (Fig. 6b). Angell has noted that systems
that favour open tetrahedral network structures such as SiO2,
BeF2, H2O and Si
63,77 can show sufficiently anomalous
behaviour in their fragility (as determined via computer
simulation) to indicate potential for polyamorphic transition.
These tetrahedral liquids may all be considered as candidates
for cooperative bond-excitation.
In the version of the two-state model by Tanaka75,76 the role
of strong tetrahedral bonding is further underscored. Tanaka
draws a distinction between a view of the liquid state driven by
density ordering and a local orientational order. This is based
on observations that even in simple liquids spherical molecules
favour tetrahedral configurations. Liquids demonstrating the
formation of dominant local tetrahedral networks due to
strong covalent or hydrogen bonding include SiO2, H2O and
glycerol. Such liquids have two competing symmetries, one
which maximises density and one that maximises the quality of
local bonds. Density ordering is consistent with crystalline
symmetry but local orientational order is not. Local orienta-
tional order can play an important role in stabilizing the
supercooled liquid and can result in formation of a glass. The
locally favoured structures accompany a decrease in local
density; and stability depends on temperature and pressure.
The version of the liquid two-state model favoured by
Tanaka75,76 therefore envisages a series of well-defined local
structures that are energetically more favourable that normal
liquid structures. The proportion of these local structures
depends on pressure and temperature and there is the
possibility of cooperative effects that can lead to gas–liquid
like critical behaviour. In this version, Tanaka uses the concept
of local orientational order to explain vitrification, the
appearance of critical-like fluctuations in supercooled liquids
and also phase separation of supercooled liquids (liquid–liquid
transition). Crystallisation requires the destruction of locally-
favoured structures because their symmetry is not compatible
with crystalline symmetry, this means that there are energetic
barriers that have to be overcome in order to form crystalline
nuclei, if the liquid is cooling then kinetics may prevent these
barriers being overcome and this supercooled state stabilised.
Critical-like behaviour can be accessed if the liquid is cooled
sufficiently and crystallisation avoided and anomalous light
scattering or similar phenomena observed reflecting the
instability in bond fluctuations.
Although these two versions of the two-state liquid models
are very simplified and are based on the differences in
macroscopic thermodynamic properties of amorphous forms
of the same substance and phase equilibria, they serve to
indicate some of the expected behaviour that may occur if
polyamorphism is encountered. Specific, crystal-like clusters
are avoided and the models require cooperative rearrangement
of amorphous networks. The stability of amorphous networks
is strongly dependent on temperature and pressure. Increasing
pressure will favour increased density and density-ordering
and so liquid fragility and cooperative clustering; possibly
leading to liquid–liquid transition may be expected at
moderate pressure.
Candidate polyamorphic systems
The two-state models, while avoiding the exact mechanism, do
predict certain type of behaviour. These behaviours should be
observed in candidate polyamorphic systems. To summarise,
candidate polyamorphic systems will have some or all of the
following properties; overturn of the melting curve or a
negative dTm/dP slope, non-ideal mixing such that these slopes
are no described simple by the ideal mixing of two ‘‘species’’ of
different volume (coperativity), pressure-induced amorphisa-
tion, a variety of structural motifs in the amorphous or liquid
state, different amorphous forms produced by different
synthesis routes with measurable thermodynamic differences
between them, changes in macroscopic properties such as
viscosity and electrical conductivity with pressure and rich
phase diagrams with numerous crystalline polymorphs. We
will now review some of the classic candidate polyamorphic
systems and summarise the evidence supporting transitions
between amorphous forms and metastable liquid phases as
well as discussing some of the more controversial aspects of
this type of liquid behaviour.
Amorphous forms of H2O
As is well-known, ice will float on water over a range of
temperatures. This is reflected in the phase diagram of water
where the increase in density on melting is seen as a negative
dTm/dP slope to the melting curve of ice Ih. Liquid water has a
maximum in its density at 277 K (4 uC) at atmospheric
pressure. When ice Ih is compressed at low temperature, it was
found by Mishima in 198429 that an amorphous form was
recovered. This pressure-induced amorphisation occurs when
the metastable extension of the ice Ih melting curve is
intercepted and results from a mechanical instability in the
lattice and collapse to a metastable amorphous form.
Amorphous ice can also be produced by alternative routes.
When water vapour is deposited on a cooled plate an
amorphous form can be produced which has a glass transition
temperature at 130 K. When heated above this glass transition
temperature a high viscosity supercooled liquid is produced.
Amorphous ice produced in this way is referred to as low
density amorphous ice (LDA) and differs in density from the
high density form (HDA) produced by pressure-induced
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amorphisation by 20%.29,57,58 When heated, samples of
recovered HDA will transform to lower density LDA.
Similarly, when LDA is compressed at 177 K it will transform
to HDA over a narrow interval in pressure. Transformation to
HDA occurs at 3.2 kbar on compression and HDA transforms
back to LDA at 0.5 kbar.57,66,78 Differential scanning
calorimetry experiments on HDA at atmospheric pressure58
show a glass transition and in the relaxed, supercooled regime
an exothermic signature of a transition to the more stable
LDA phase. These data are used in two-state models in
combination with volumetric data from the phase diagram to
indicate the presence of a second critical point and stable liquid
structures that resemble the low and high pressure amorphous
forms, i.e. HDL and LDL.
The structure of liquid water has been extensively studied by
both neutron and X-ray diffraction.79,80 At room pressure and
temperature water has been shown to have a network-like
structure, with each hydrogen atom coordinated by four
oxygen atoms.81 It is therefore one of the tetrahedral liquids
discussed by Angell.82 Neutron diffraction studies of water at
pressures of up to 4 kbar have been performed.83 For H2O the
total rdf can be considered as comprised of the weighted sum
of three partial rdf contributions; gOO(r), gHH(r) and gOH(r).
The diffraction data at high pressure show a dramatic change
in gOO(r). At ambient pressure gOO(r) has two prominent peaks
corresponding to the nearest-neighbour O–O distance (at
2.5 A˚) and a second peak at 4.5 A˚. As pressure is applied the
second peak moves to shorter distances and eventually
becomes a shoulder to the first peak. The corresponding
changes in both gHH(r), and gOH(r), with pressure are less
pronounced. The diffraction data and models of the liquid
structure, based on empirical structural refinement,50,83,84
suggest that, as liquid water is compressed, the open
hydrogen-bonded structure collapses to a configuration with
non-tetrahedral bond angles. Such a collapse does not prove
unequivocally the existence of a liquid–liquid transition but
there would be a relationship expected between high pressure
forms of water and the HDA form were a two-state or similar
model involving a second critical point to be applicable.
The HDA form of ice can be produced in sufficiently large
quantities to allow its structure and vibrational properties to
be studied. The mechanism of formation, collapse of the ice Ih
lattice, would suggest that it may be an amorphous metastable
state related to the underlying stable crystal structure, in this
case ice XII. As noted by Klug,85 there are similarities in the
gOO(r) of HDA and ice XII. Vibrational properties determined
by Raman Spectroscopy and inelastic neutron spectroscopy
are strong functions of O–H bond length and provide further
insight into the nature of the amorphous HDA form. HDA ice
has an excess in the vibrational density states. Infrared and
incoherent inelastic neutron scattering techniques and lattice
dynamics suggests and origin of this excess in low frequency
vibrational modes from several sources including damped
acoustic modes, interacting soft harmonic oscillators and quasi
localised vibrations. This excess in the vibrational density of
states is absent in LDA. These low frequency modes are the
origin of the excess in entropy responsible for the increased
fragility, i.e. the HDA amorphous form is consistent with a
more fragile glass-forming liquid.
A comparative study of LDA and HDA, using neutron
diffraction with isotopic substitution and combined with
empirical potential structural refinement (EPSR)86 has been
used to ascertain the differences in the pair-distribution
function of the two forms. Both forms of amorphous ice are
fully hydrogen-bonded tetrahedral networks. The structure of
HDA resembles that of liquid water at high pressure87 while
LDA is similar to ice Ih.80 The pair distribution functions for
the two forms differ most notably because of the presence of
an interstitial water molecule in the HDA form, which lies just
beyond the first O–O coordination shell. The presence of this
molecule results in HDA being less ordered than LDA. The
diffraction data and resulting pair-correlation functions show
limited change in the O–H and H–H partial contributions,
with a sharpening of the main peaks as LDA is transformed to
the HDA form. In contrast there are distinct changes in the
gOO(r). The O–O coordination number for the LDA form is
3.7 comparable to the value for low pressure water (4.3). In the
HDA form the O–O coordination number is increased to 5.0
and suggests an additional water molecule present in the first
neighbour shell. Spatial density functions, obtained from
EPSR models of the diffraction data suggest that, on
compression, the second neighbour shell of water molecules
collapses and water molecules can become interstitial. Finney
and others88 suggest that gOO(r) for the HDA form resembles
that of water, but that gOO(r) for LDA and ice Ih have sharper
second neighbour O–O peaks. The HDA data cannot be fitted
to a crystalline model realistically. The role of interstitial water
molecules is apparently to secure the HDA structure and
allows this form to be recovered. Interstitial molecules increase
in abundance as water is compressed and, in this regard, the
HDA form of ice may be regarded as being related to the high
pressure form of liquid water. The potential relationship
between liquid and amorphous forms is however further
complicated by the report of an additional amorphous form of
ice.
When the LDA form of ice is compressed to form HDA at
77 K, an additional form can be produced and recovered by
isobarically heating the HDA to 140 K. This form has a higher
density and is termed very high density amorphous ice
(VHDA).88,89 Diffraction data for VHDA show significant
differences in the gOO(r) when compared to that of HDA and
LDA. The most obvious changes are increasing intensity in the
second neighbour O–O region between 3.1 and 3.4 A˚, this is a
minimum in gOO(r) for HDA. In the VHDA form, there is a
peak that appears as a shoulder to the first O–O peak. This is
distinct from the second neighbour peak in HDA which occurs
at a greater radial distance and is separated by a minimum
between 3.1 and 3.4 A˚, indicative of more directional bonding.
The VHDA form may, therefore, be viewed as having more
disorder in the second neighbour shell. Both HDA and VHDA
forms have interstitial molecules which act as, in Finney’s
terms, a lynch pin securing the amorphous structure and
inhibiting relaxation back to an LDA form. It is postulated
that VHDA is more representative of the high pressure liquid
and has more interstitial molecules present. What it is not clear
is how the HDA and VHDA forms are related and whether
there is a sharp transition between them. Some authors90,91
suggest that the VHDA form is more stable form and that
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HDA is an intermediate phase. If this was the case then any
two-state or similar model would have a second critical point
that should be based on the thermodynamic differences
between the LDA and VHDA forms.
The change in structure during the transformation between
HDA and LDA forms of ice has been studied in situ by
neutron diffraction with isotopic substitution. Far from
clarifying the nature of this polyamorphic change, however,
different studies suggest two alternative transition mechan-
isms; continuous and discontinuous. In a study by Klotz and
others92 diffraction data show a shift in the position of the
principal peak in the structure factor as samples are
compressed from 0 to 0.7 GPa and on to 2.2 GPa. The
Fourier transform of these data show changes in gOO(r) with
the second neighbour peak moving to shorter radial distance.
The highest pressure data resembles that of the VHDA form
confirming the close relationship between the two forms and
indicating that the mechanism of formation of the high density
amorphous forms is the collapse of the second neighbour shell
and formation of an interpenetrating network of water
molecules. The three diffraction data sets indicate three
different structures and a potential transition from LDA to
VHDA by an intermediate HDA form.92
The presence of intermediate forms of amorphous ice has
been suggested by Tulk and others.93 In the region of
transition, diffraction studies using both neutrons and high
energy X-rays show changes in the position and shape of the
first peak in the diffraction pattern (Fig. 5). In addition the
relaxation to these intermediate amorphous forms has been
monitored by annealing HDA at different temperatures. The
formation of intermediate structures over the completed
transition from HDA to LDA has been shown by Guthrie
and others.4,94 The change from HDA to LDA represents a
shift in the first peak in the structure factor from 2.1 to 1.7 A˚21
and there are similar dramatic changes in the real space
transform of these data, i.e. the gOO(r) (Fig. 7). The changes in
O–O correlation in the 2.75 to 4.5 A˚ range are seen as the
depletion of the interstitial oxygen in the 3.6 A˚ region. This is
seen as the shoulder to the first O–O peak becoming more
distinct and moving to a greater radial distance through the
transition from HDA to LDA.
A study of the transition from LDA to HDA at 130 K and
0.3 GPa has, by contrast, been interpreted as a first order
transition.95 The neutron data in this study has been
interpreted as a linear combination of the HDA and LDA
components. This study suggests the nucleation and growth of
the HDA phase in a matrix of the LDA assuming crystal-like
behavior and using an arbitrary shift parameter to model the
shift in the first diffraction peak. This does not account for the
dramatic changes in intermediate-range order demonstrated by
Guthrie and others94 (Fig. 7).
The current debate on LDA–HDA transition focuses mainly
on the presence of the second critical point that is suggested by
two-state and similar models. The data of Tulk, Guthrie and
others argues against its presence since the transition is
continuous. From versions of the two-state models currently
favoured by Angell, Tanaka and others,21,75 however, a second
critical point does not have to be present, the liquid or
supercooled liquid needs only to show strong cooperativity. If
the non-ideal mixing parameter (W) in the bond-excitation
version of the two-state model is zero then configurational
entropy changes with temperature will be smooth and
continuous and a fragile liquid will result provided that the
entropy change associated with bond-breaking is high. If W is
non-zero the configurational entropy profile becomes increas-
ingly steep, but continuous. It is possible to produce profiles
for large values of W where the values of configurational
entropy will change rapidly over a narrow temperature region
but without the need for a discontinuous, first-order transition
or a second critical point (Fig. 4b). These intermediate states
would have different relaxational properties and fragilities but
would be highly cooperative systems. Without recourse to
complicated interpretations it can be seen that the behavior of
amorphous forms of ice can be interpreted in these terms.
Amorphous silicon
Crystalline silicon has a semi-conducting tetrahedrally-coordi-
nated diamond-structured polymorph that is stable at low
pressure. At high pressure the tetrahedral structure collapses
and a metallic phase with octahedral coordination of silicon is
stable, the b-Sn phase.54,96 The melting curve of the low
pressure polymorph has a negative dTm/dP slope which
indicates an increase in liquid density on melting and suggests
that silicon might be a candidate polyamorphic system.
Amorphous forms of silicon can be made at atmospheric
pressure by chemical vapour deposition and similar synthesis
techniques. The amorphous forms are semi-conducting and
have a tetrahedral structure, while the liquid at atmospheric
pressure is metallic. The low pressure amorphous forms are
not, therefore, quenched representatives of the low pressure
liquid and may suggest that there is more than one form of
Fig. 7 Oxygen–oxygen partial differential distribution function for
amorphous ice.4 The diffraction data (X-ray) is shown at the top while
the results from a molecular dynamics simulation are shown at the
bottom. The collapse of the second shell (at around 3.6 A˚) can be
clearly observed as the density increases and the interstitial molecules
are pushed into the first O–O shell.
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amorphous silicon and a possible transition between different
phases.
At high pressures the liquids have a coordination number
greater than four, and this liquid cannot normally be quenched
to a glass. One consequence of the negative dTm/dP slope is the
potential for pressure-induced amorphisation. When porous
nanophase diamond-structure silicon (p) is compressed an
amorphous phase can be produced. In the demonstration of
pressure-induced amorphisation, Raman spectra and X-ray
diffraction data were collected as p-silicon was compressed in a
DAC.96 The diamond structure is shown by a strong (111)
reflection which is present up to pressures of 7–8 Gpa. The
structure is completely amorphous at 12 GPa. Raman spectra
collected simultaneously show a red luminescence that shifts to
increasingly longer wavelengths with pressure. At high
pressures, coincident with the amorphisation of the sample,
this band disappears and is replaced by a weak broad feature
between 200 and 400 cm21. The high pressure Raman
spectrum is different from that of amorphous phases produced
at ambient pressure but does resemble that of b-Sn. As a result
the high density amorphous form of Si is tentatively assigned
an HDA form.
On decompression the Raman spectrum of the amorphous
form changes. The HDA Raman signal persists until 10 GPa at
which point a broad amorphous band at 470 cm21 appears, a
signal characteristic of the low pressure amorphous form i.e.
an LDA form.
Based on the available thermodynamic and computer
simulation data,54,97 a two-state model can be constructed
for Si. This predicts an amorphous–amorphous transition in
the pressure range where the Raman signal changes. An
interesting feature of this simple model is that the position of
the second critical point occurs at a negative pressure (under
tension) and means that if the liquid stable at atmospheric
pressure is supercooled then it will intercept a liquid–liquid
transition in the supercooled regime and an LDA form would
result different in structure and electronic properties from the
low pressure liquid.
As noted from the Raman study, the optical properties of
the amorphous forms of silicon change on compression. At
high pressure the reflectivity of the HDA form is greater than
the metallic gaskets used in the diamond anvil cell and suggests
that the HDA form is metallic. Electrical resistance measure-
ments also change dramatically in the vicinity of the proposed
HDA–LDA transition.54,97 The two-state model predicts a
transformation between LDL and HDL supercooled liquids at
approximately 1060 K. This temperature is coincident with the
‘‘unusual’’ melting transition reported when amorphous (LD)
silicon is heated to the crystalline melting temperature.
Molecular dynamic simulations using the Stillinger–Weber
potential98 have been used to explore this region in tempera-
ture. Above the proposed LDL–HDL transition region, the
equilibrated volumes in the simulation show fluctuations
consistent with thermal fluctuations. Closer to the transition
however, the fluctuations in volume are much greater and the
magnitude consistent with the density differences between the
LDL and HDL liquids. There are changes in mean coordina-
tion number associated with these fluctuations, the higher
density fluctuations showing a greater proportion of 5- and-6
coordinated silicon. These simulations suggest critical-like
fluctuations in the supercooled regime (Fig. 8). The vibrational
properties calculated from the simulations show distinct low-
and high-frequency peaks associated with stretching and
bending of tetrahedral silicon in the LDA network. The
HDA spectrum has a broad feature associated with an increase
in 5- and 6-fold domains and is consistent with the increased
fragility of the HDL supercooled liquid. This indicates that the
behaviour of supercooled liquid silicon is consistent with a
strong to fragile liquid transition accompanying the LDL–
HDL transition, increased low frequency modes contribute to
the increased configurational entropy of the HDL liquid.
Liquid phosphorus
Liquid forms of phosphorus have complicated structures.
Metallization in the liquid state has been reported at pressures
of between 0.7 and 1.2 GPa, at which point the electrical
conductivity is observed to increase.25,27 Grain size differences
in recovered samples are taken to indicate that there are
rheology changes in this region too. The crystalline phase
diagram for phosphorus is rich. White phosphorus, which has
a low melting point (44 uC) is tetrahedral consisting of P4
molecules. Red phosphorus has a polymeric structure with a
correspondingly higher melting point (.600 uC). Black
phosphorus has a layered structure and consists of three-
coordinated atoms. The melting curve of black phosphorus
shows a maximum at 1 GPa. This is the region where electrical
conductivity is seen to change and is the point at which the
liquid density is greater than that of the crystalline phase.
X-ray diffraction studies of the liquid performed at high
pressures between 0.77 and 1.38 GPa show a dramatic and
sudden change in structure.28 At pressures of 0.77 and
Fig. 8 Results of molecular dynamics simulations of supercooled
liquid silicon. Constant pressure runs carried out at 1125 K and 1100 K
show contrasting fluctuations in volume. At 1125 K the equilibrated
volumes show normal fluctuations (A) as a function of time (in
nanoseconds) but as the HDL–LDL transition is approached the
system shows large random fluctuations in volume between low (red)
and high (green) density configurations (B). The calculated Raman
Spectra (C) for the 1100 K simulation fluctuate between a two-peaked
structure (LDL) and a single broad maximum (HDL), v is frequency.
When the supercooled LDL (red) liquid is compressed (D), the Raman
spectra show a transition from the two-peaked LDL configuration to
the single broad peak of HDL at high pressure (blue) consistent with
the existence of an LDL–HDL transition.
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0.98 GPa the structure factor shows a prominent first peak at
1.4 A˚21. At pressures of 1 GPa this first peak is reduced in
intensity and a new maximum is developed at 2.45 A˚21. The
Fourier transform of these data shows, at low pressures, peak
centred on 2.2 A˚, corresponding to the P–P distance in P4
molecules.25,28,34 The intensities of the next-nearest neighbour
P–P peaks are low and the low pressure liquid structure is
interpreted as comprising an open tetrahedral framework. At
pressures greater than 1 GPa, the P–P peak shifts to a greater
radial distance and there is an appearance of pronounced next-
nearest peak at 3.5 A˚. This peak is interpreted as being
characteristic of an increasingly polymeric liquid. The two
different liquids have different densities, estimated from the
pdfs as 2.0 g cm23 and 2.8 g cm23 for the low and high density
liquids respectively.
Following the initial observation, subsequent X-ray diffrac-
tion studies have concentrated on characterizing the changes in
liquid structure at higher temperatures,99 effectively mapping
the suggested LDL–HDL transition curve as a function of
pressure and temperature. The in situ data show that the lowest
pressure and highest temperature at which there is a transition
between the two liquids occurs at 0.3 GPa and 2200 uC. The
transition between the low density molecular form and the
high density polymeric form is also seen as changes in the first
peak in the diffraction pattern. A similar trend is observed in
computer simulations which also predict a change in electrical
conductivity.100 The transition between the two liquids would
be expected to terminate in a critical point. What is surprising
about liquid phosphorus is that the transition emerges into the
stable liquid fields and no critical point or critical-like
fluctuations have been reported. Radiography data from
Katayama25,34 clearly demonstrate the nucleation and growth
of one liquid in the matrix of another as predicted by two-state
and similar models. The occurrence in the stable liquid field is
unusual but can be thought of as consistent with Tanaka’s
two-state model,75 that is, if a system shows strong directional
bonding that acts in competition with density-driven ordering
then the melting temperature based on density-ordering (close
packing) may be much higher than the experimental melting
curve. If this situation were applicable to liquid phosphorus
then the LDL–HDL transition is in effect in the regime below
the density ordered melting curve because of the strong
directional bonds. A second critical point in this interpretation
could again occur at slightly negative pressure. More recently
it has been noted that the transition between the LDL and
HDL forms of liquid phosphorus occurs above the critical
point for the white form of P, which melts at 44 uC;99 i.e., the
‘‘liquid’’ produced in the decompression experiments is a
molecular tetrahedral fluid and the transition is actually
between LDL and polymeric HDL fluid phases.
Y2O3–Al2O3 liquids
Y2O3–Al2O3 liquids, with compositions close to that of YAG
(Y3Al5O12 garnet) provide a type example of a polyamorphic
system, in which a density-driven liquid–liquid phase transi-
tion was observed to occur directly.71 In some respects,
however, Y2O3–Al2O3 liquids provide unusual candidates for
polyamorphism. The liquids are structurally complex and have
a range of coordination environments around the metal and
oxygen atoms. When supercooled Y2O3–Al2O3 liquids will
nucleate and grow a second liquid phase and both liquids can
be quenched to glasses that are compositionally identical but
with different thermal and mechanical properties (Fig. 9a).
Because the transition from the stable HDL to a supercooled
LDL in Y2O3–Al2O3 occurs at room pressure sufficient
quantities of glass can be produced of both amorphous forms
for diffraction and calorimetric studies.
The HDL and equivalent glass (HDA) is characteristic of a
fragile glass forming liquid. When single phase HDA is heated
through the glass transition in a Differential Scanning
Calorimeter (DSC) an exothermic signature is seen in the
supercooled regime that is interpreted as the transition from
Fig. 9 a. Plane polarised light image of the two amorphous forms of
Y2O3–Al2O3 glass quenched from the supercooled liquid regime. b.
Differential scanning calorimetry (DSC) signal for a single phase glass
(HDA) quenched from a 24% Y2O3–76% Al2O3 liquid. The glass
transition for the HDL liquid is identified and followed by two
exothermic peaks, one of which (1275 K) is the transition between the
supercooled HDL and a LDA glass. When the sample is reheated the
HDL glass transition is absent and the LDL glass transition (at 1300 K)
is the only exothermic feature present.
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supercooled HDL to a more stable LDA form. Crystallisation
also occurs in this region but is kinetically inhibited. This
exothermic signature is similar to that reported by Whalley
and others58 when HDA ice is heated above its glass transition.
The LDA form of Y2O3–Al2O3 has a glass transition
temperature at a higher temperature and shows characteristic
features of a strong liquid. Calorimetry101 studies have
established the entropy differences between different amor-
phous forms and a two-state model can be used to confirm the
location of the LDL–HDL transition on the basis of these data
(Fig. 9b).
Neutron and X-ray diffraction studies of single and
composite Y2O3–Al2O3 glass samples have been carried
out.74,102 These data show that there is little change in
the short-range order on transition, coordination numbers of
Al–O and Y–O remaining unchanged as the LDL–HDL
transition is crossed. There are, however, changes in the mid-
range (metal–metal correlation) order. The neutron and X-ray
data sets can be combined to eliminate specific partial
structure factors and to identify the structural contribution
of the LDA form to the total diffraction pattern. Eliminating
the O–O correlations from the total pair-correlation function
helps clarify the positions of the yttrium–yttrium, yttrium–
aluminium and yttrium–aluminium correlations (Fig. 10). The
single phase HDA samples have peaks at 3.25 and 3.62 A˚ in
the total pdfs. The Al–Al correlation contributes primarily to
the peak at 3.25 A˚, while the Y–Y and Y–Al distances are
reflected in the peak at 3.62 A˚. The total X-ray pdf for the two
phase LDA–HDA glass does not correspond to the same
distribution of Y–Y, Y–Al and Al–Al distances. The results
from Reverse Monte Carlo fits to diffraction data and
polarizable ion molecular dynamics (PIMD) simulations on
the same base compositions72,103 provide important insight
into the short and mid-range order changes in Y2O3–Al2O3
aluminate liquids. The main structural differences and the
mechanism for the polyamorphic transition are seen in changes
in connectivity and arrangement of the Al–O and Y–O
polyhedra that form the glass structure. The characteristic
distances, Al–Al, Y–Al and Y–Y, for different polyhedral
arrangements can be used to estimate the relative proportions
of different polyhedral configurations. For the single phase
high-density Y–Al glass sample the two peak at 3.25 and 3.62 A˚
reflect 70% of the Y–O polyhedra occur within edge-shared
environments, whereas y70% of the AlO4 tetrahedra engage
in corner-sharing with the Y–O units. The total pdf derived
from X-ray studies of the two phase glass, does not give rise to
the same distribution of polyhedra and it appears that there is
an increased contribution from edge-shared Y–O and Al–O
polyhedra in the LDA form. The proposed structural
configurations are shown in Fig. 10.
Transitions in the strong amorphous networks GeO2
GeO2 and SiO2 are classic network-forming glasses with
corner-shared tetrahedral networks and ‘‘strong’’ behaviour.
GeO2 glasses, when compressed, are believed to show an
amorphous–amorphous transition from a glass with an open
network structure based on corner-linked tetrahedra, at low
pressure, to a glass structure dominated by GeO6 octahedral
units at higher pressure. This conclusion is based on XAS
measurements that show a change in Ge–O distance consistent
with the analogous tetrahedral–octahedral change in crystal
phases and Raman spectroscopy data using a diamond anvil
cell. In situ neutron diffraction studies of GeO2 (combined with
high energy X-ray diffraction studies and molecular dynamics
simulations) have been used to investigate the nature of the
change in short- and intermediate-range order44,104 It has also
been suggested that vitreous GeO2 may undergo a first order
amorphous–amorphous transition.15 As GeO2 glass is com-
pressed the height and position of the first peak in the structure
factor changes and indicating a decrease in intermediate range
order44,104 through the shrinkage and collapse of the open
network structures (Fig. 11). Prior to a coordination change
there are changes in the O–O correlations as oxygen atoms
move closer to central germanium atoms. Between 6 and
10 GPa the nearest neighbor coordination number increases
and a mixture of 4, 5 and 6 coordinate germanium-centered
polyhedra co-exist. This is again an intermediate state and not
simply a mixture of 4 and 6 coordinate Ge. As the pressure is
increased to above 15 GPa a high pressure octahedral glass
forms, which is not recoverable. This network comprises of a
mixture of edge- and face-shared GeO6 octahedral units.
Fig. 10 Total pair correlation function for HD and LD glasses
quenched from Y2O3–Al2O3 liquids. This data is the Fourier transform
of a weighted difference S(Q) using both neutron and high-energy
X-ray diffraction data. The differences in the Al–O and Y–O peaks
reflect differences in composition but the main changes seen on
transition are the changes in Y–Al and Y–Y correlations, the
intermediate range order and an inferred clustering of Y–O polyhedra
in the HD-form. Removal of the HDA contribution to the composite
diffraction pattern and reverse Monte Carlo (RMC) modelling
provides two possible configurations for the HD- and LD amorphous
forms.
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Non-oxide glasses: GeSe2
Network glasses of AX2 stoichiometry exhibit a variety of
structures, depending on constituent atoms and the character
of bonding. Short-range order is reflected in well-defined
structural units such as AX4 tetrahedra, which are linked to
form networks and rings with varying members.6,47,105 GeSe2
is considered an archetypal network-forming glass.47,105,106
Unlike AX2 oxides glasses such as GeO2 and SiO2, however,
GeSe2 has a considerable number of homo-nuclear bonds and
consequently, there are a greater variety of different packing
arrangements that can be made in response to changes in
pressure. This is reflected in the amplitude of the first sharp
diffraction peak (FSDP) in the diffraction pattern.4,107
The structure of GeSe2 has been extensively studies by
neutron diffraction with isotopic substitution107 and by
ab initio computer simulation.108 The basic structural unit is
the Ge(Se1/2)4 tetrahedron and the diffraction data imply a
large number of different arrangements of these polyhedra.
The ambient pressure glass structure comprises both edge- and
corner-shared tetrahedral arranged in a open framework with
a non-uniform arrangement of Ge and Se atoms in which
chemical order is broken by homo-nuclear (homopolar) bonds.
The structure of GeSe2 liquids has been shown to change as
a function of both temperature and pressure.109,110 In situ
studies of liquid GeSe2 under pressure
109 show changes in the
intermediate range order as evidenced by changes in the FSDP
and these are interpreted as a change from a two-dimensional
network to three dimensional fluid. This has led to the
suggestion that GeSe2 may show a first-order liquid–liquid
transition under the application of pressure. There are
additional characteristics of the GeSe2 system that suggest
polyamorphism. There is an increase in density on melting
indicating a negative dT/dP slope to the melting curve and the
different amorphous structures that can be produced mimic
the structures of crystal polymorphs. In addition there are
changes in electrical properties as the pressure is increased. The
low pressure semi-conducting form transforms to a metallic
amorphous form at 9 GPa. Recent in situ studies of
amorphous GeSe2 using high energy X-rays and a diamond
anvil cell111 show changes in structure as samples are
compressed. These changes are seen as a decrease in the
intensity of the first sharp diffraction peak, which also shifts in
position from 1.01 to 1.23 A˚21 and an increase (by a factor of
1.46) in the intensity of the principal peak in the X-ray S(Q).
The response to pressure, an increase in density, is accom-
plished by changes in both intermediate- and short-range
order. The changes in GeSe2 are qualitatively similar to those
in GeO2. For GeSe2 the changes in intermediate range order
are a conversion from edge- to corner-shared Ge(Se1/2)4
tetrahedra up to pressures of 3 GPa. Above 3 GPa the
response to pressure is an increase in coordination number
from a mean Ge coordination number of 3.98 at ambient
pressure, increasing from 4.15 to 4.52 between 3.9 and 9.3 GPa.
The mechanisms differ in detail between GeO2 and GeSe2,
with the intermediate range order changes in GeO2 reflecting
the greater ionicity in the oxide glass. Tetrahedral GeO4 units
can only be corner shared and intermediate order changes
reflect a decrease in void space which becomes accompanied by
short-range changes increasing the coordination number from
4 to 5 through intermediate 5-coordinate polyhedra.111 In
GeSe2, because of the homo-nuclear bonding the connections
between structural units is very different and density can
increase by a change from edge- to corner-shared tetrahedral
units. The in situ study is consistent with Raman spectroscopy
data112 where the ratio of edge- to corner-shared tetrahedral
Fig. 11 The measured neutron diffraction signal from germania at high pressure showing the disappearance of the FSDP (collapse of cages in the
network) and rise of the second connectivity peak just prior to the start of formation of GeO5 units at 6 GPa.
44,104
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units reduces from 34% at ambient pressure to 20% at
3 GPa.113 This change is apparently continuous and the
reported disappearance of the FSDP does not correlate with
an amorphous–amorphous transition. Densification appar-
ently occurs by stabilizing a series of intermediate structures
and does not occur over a narrow pressure range, although in
the relaxed liquid the change in structure occurs between
4.1 and 5.1 GPa.114 It has been further suggested4 that the
changes in intermediate range order are similar for other
tetrahedral systems (Fig. 2). A comparison of the peaks in the
structure factor and mean inter-atomic spacing as a function of
pressure show similar trends towards a limit, which is the dense
packing of random spheres. This would favour an increase in
disorder as pressure increases.
Tri-phenyl phosphite (TPP)
A surprising candidate for polyamorphic transition is the
aromatic fragile glass-forming liquid tri-phenyl phosphate,
P(OC6H5)3 or TPP.
67,69,115 The structure of this liquid is more
complicated than the elemental or more conventional glass
forming systems described above. When TPP is cooled below
its melting point at 295 K it forms a glass at a transition
temperature of y205 K. This amorphous state has all the
characteristics associated with fragile glass-formers. If the
supercooled liquid is, however, annealed at temperatures of
210 to 223 K a new, apparently amorphous, form is observed
to nucleate and grow. This amorphous form of TPP is termed
the ‘‘glacial phase’’ and while it is generally accepted that there
are now Bragg peaks, its structure is debatable. The glass
phase is described as being nanophase, defect ordered or
mixtures of nano- and micro-crystallites. However some
authors believe that the glacial form is an LDL-liquid that
nucleates and grows in the matrix of the supercooled HDL
fragile liquid.67 Recent studies have demonstrated distinct
calorimetric signatures for the transition between HDL and
LDL in TPP.116,117 Furthermore Tanaka and others have
demonstrated visually the nucleation and growth of the LDL
(glacial) form in a matrix of HDL TPP when supercooled.75
This is similar to the textures produced when Y2O3–Al2O3
liquids are supercooled. Furthermore, the calorimetric study of
TPP yields data that is qualitatively similar to that of both
YAG and HDA ice.116,117 When the HDL glass of TPP (HDA)
is heated to its glass transition and into the supercooled
relaxed fluid an exothermic signature is apparent at 225 K
whilst, at a temperature of 240 K, the sample crystallizes and,
between 225 and 240 K, the sample is identified as the glacial
form. Overall, therefore, there is a transition from supercooled
HDL to a more stable LDA form, avoiding crystallization
(which is kinetically inhibited). The glass transition of the
glacial form occurs at 220 K and is much broader than that of
the HDA form of TPP. This is consistent with a decrease in
fragility (the relaxation time changes less rapidly with
temperature in stronger liquids and the glass transition
temperature would be higher).116 When the LDA glass
transition is crossed TPP will crystallize from the supercooled
LDL at 240 K. Small angle scattering data in the vicinity of the
LDL–HDL transition show an increase in small angle signal
and this is taken as an indication that the glacial phase is a
poorly crystallized phase with an unusually large unit cell, this
SAXS data could however also reflect critical like fluctuations
(on an 80 A˚) scale characteristic of the nucleation and growth
of the LDL phase.118
Mechanisms for polyamorphism
In the examples given above, there has only been limited
discussion of the interactions on an atomic scale that are
responsible for the polyamorphic behaviour. Most discussion
has been restricted to the structural signatures and bulk
thermodynamic properties that are used to construct two-state
or similar models. Trends that are seen in polyamorphic
systems follow those identified by Angell.82 These are, that
candidate liquids are tetrahedral or characterised by strong
directional bonding, and that the transition form one liquid to
another involves a change in configurational entropy and
consequently liquid fragility.
Many of the candidate systems, such as H2O and silicon,
have been the subject of computer simulation studies. Indeed,
many candidates have been identified on the basis of
anomalous properties identified in these studies. Much of the
discussion of liquid–liquid transitions has been based on the
changes that occur in water. Water, as is well known,
demonstrates a density maximum at 4 uC. In the supercooled
region the extrapolated anomalies in thermal expansion,
isothermal compressibility and specific heat capacity all
become infinite at 245 uC. Simulations must account for this
apparent singularity at 245 uC as well as the presence of the
two amorphous forms of ice and equivalent liquids (HDL and
LDL).90
A first order transition between LDL and HDL was
hypothesised based on computer simulation of water using
the ST2 potential119 and a second critical point proposed in the
supercooled region. If the LDL–HDL transition line is
extrapolated above the critical point the analytical extension
can be drawn and this represents a line of apparent
singularities. On approach to this singularity thermodynamic
properties diverge but ultimately remain infinite. A possible
explanation of this type of behaviour is to consider inter-
atomic potentials with more than one minimum.
In their crudest form these type of double-well potential
describe static heterogeneities in supercooled liquids.90 There
are LDL and HDL configurations. The double well potentials
have minima that correspond to these configurations, a deeper
LDL minimum with a low entropy and high volume (low
density) and a shallower HDL minimum with higher entropy,
lower volume. The shifting balances between the two minima
will presumably depend on pressure and temperature and the
cooling history will ultimately determine which configuration
is adopted. Computer simulations that have explored the
nature of static heterogeneities using a variety of different
potentials have reported fluctuations between heterogeneities
of well-defined volume.
One particularly useful form of potential used in this type of
simulation is the soft-core potential. These favour two distinct
types of particle–particle separation and can result in transi-
tions between the two configurations, i.e. transition between
liquids of difference density. Core-softened potentials can have
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two forms: a shoulder which in which the hard-core regions
shows a region of negative curvature or a step and ramp
potential in which the hard-core is ‘‘softened’’ by a linear
slope. Ramp potentials or families of ramp potentials can be
used to model the separation of LDL and HDL phases.120 The
potentials, or families of potentials, have a minimum radial
distance and depth of well tuned to a constant value of the
second virial coefficient. Monte Carlo simulations using these
potentials have been used to explore regions of LDL–HDL
coexistence and associated thermodynamic anomalies and
density maxima.120 In these studies, it has been found that in
the stable LDL field the number of nearest neighbour located
at the potential minimum are greater. In the HDL field there
are a greater number of neighbours at the hard core distance,
even though this is energetically more expensive. As tempera-
tures are lowered through the LDL fields density maxima are
encountered, this is where there is the maximum number of
neighbours of the hard core distance value (the closest
approach). Altering the ramp potential for different values of
minimum distance and well depth shifts the location of the
LDL–HDL transition to lower temperature and pressures and
the transition can be rendered metastable with respect to the
hexagonal and cubic-close packed crystalline phases. Density
maxima obtained in this way extend into the stable fluid
region.
The use of realistic potentials in modelling LDL–HDL
transitions is effective shorthand for a description of the
so-called energy or configurational landscape. The termi-
nology associated with energy landscapes can be used to
describe, conceptually, the onset of polyamorphism. As has
been noted by Angell and others,21,63,82 there is a close link
between polyamorphism and liquid fragility, or configura-
tional entropy. Fragile liquids will have a complex energy
landscape, that is the potential energy surface will have a large
number of configurational minima which can be explored by
temperature activated processes. On cooling these configura-
tions can be trapped in local minima and the liquid will
become non-ergodic. The final structure will depend on
cooling process and the thermally activate process is structural
relaxation. This means that the fictive temperature of a
glassy phase is a configurational minimum in this energy
landscape. Strong liquids in contrast have few minima in their
energy landscapes, which are not necessarily those of the
crystal (i.e. strong directional bonding) and glasses will form
more readily. The LDL–HDL transition can be described in
configurational landscape terms. The LDL and HDL config-
urations are viewed as different minima in the potential energy
surface, as suggested by PIMD and ramp potential simulation.
Under certain conditions (supercooling) configurations can
fluctuate between minima as seen in the Si and Y2O3–Al2O3
simulations. The exact nature of the energy landscape will
change with pressure. The gap or barrier between different
minima in the energy landscape (termed a density gap) will
change as will the depth of minima reflecting the stabilisation
under pressure of increased density configurations. Critical
behaviour would be the tunnelling through the density gap
by first order transition, but continuous changes can be
accommodated if intermediate minima become stable under
pressure.
Future directions
The structures of chemically complex liquids and glasses can
be studied in detail if the partial structure factors can be
determined either by neutron and X-ray diffraction techniques.
The pair distribution function is the starting point for
interpreting amorphous structure and diffraction data used
in combination with computer simulation and spectroscopy
provide a means for interpreting the short- and intermediate-
range structure, reproduced in the S(Q) or G(r), that is
characteristic of polyamorphism. Developments in the specia-
lised sample environments for use in combination with neutron
diffraction mean that the change in liquid or glass structure
with pressure and temperature can now be ascertained.
Although few studies on the changes in amorphous structure
with pressure have been made, they generally show large
changes in both intermediate and short range order. The
nature of these changes remains controversial with regard to
polyamorphism and the high pressure liquid regime is as yet
largely unexplored. As sample environments become devel-
oped there are opportunities to probe extremes of temperature
and pressure offered by the advent of new neutron and X-ray
sources and instruments. The Spallation Neutron Source
(SNS) being developed at Oak Ridge national Laboratory
(US) and the new second target station at ISIS, Rutherford
Laboratory (UK) for example, will offer high neutron fluxes
and there is the opportunity to examine small samples such as
those contained in high pressure cells. Disordered and
isotopically-substituted materials such as 11B2O3 (Fig. 12),
can be examined and structural changes determined.
Summary
In conclusion then, density- or entropy-driven liquid–liquid
phase transitions occurring at constant composition could be a
quite general aspect of liquid and occur in a variety of systems.
Fig. 12 Preliminary results from an in situ neutron diffraction study
for 11B2O3. The ambient pressure data shows boron atoms coordinated
by three oxygen atoms as pressure is increased the B–O coordination
number increases to four, with corresponding shifts in the O–O
correlation. There are only three pressure points reported in this
experiment. Open questions remain. Do for example the increase in B–O
coordination occur smoothly or is the change a discontinuous jump?
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In some systems, the behaviour observed constitutes changes
in physical properties in the liquid regime rather than a true
liquid–liquid phase transition, or occurs in the non-ergodic
glassy regime. The existence of such large property changes
points to the existence of a density-driven transition at some
lower temperature that may be experimentally inaccessible
with current techniques. No single criterion is identified as
being characteristic of polyamorphic transitions. There are
several indications in overall liquid behaviour that make some
liquids candidates for LDL–HDL transitions. These include;
low pressure liquids dominated by open tetrahedral frame-
works or structures with strong directional bonds, maxima in
the dTm/dP curves, including for example GeSe2,
6,47,107 and
the possibility of pressure induced amorphisation, increasing
liquid fragility with pressure and cooperative behaviour. These
would be seen as non ideal behaviour and anomalous
thermodynamic properties such as density maxima, changes
in electrical properties with pressure and critical-like fluctua-
tions. Structural changes are most likely to involve medium
rather than short range order6,47,107 and transitions between
amorphous forms can be continuous.
The existence of such L–L phase transitions driven by
density (pressure) and entropy (temperature) differences
between the two liquid phases constitutes a new field for
exploration in the physical chemistry of the liquid state. For
each system in which the phenomenon is described, a major
challenge will be understanding the differences in liquid
structural configurations that distinguish the two phases, and
the factors responsible for the energetic barrier occurring
between the contrasting ‘‘energy landscapes’’.
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