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Abstract
On the bosonic Fock space, a family of Bogoliubov transformations corresponding to a strongly
continuous one-parameter group of symplectic maps (R(t))t∈R is considered. Under suitable assump-
tions on the generator A of this group, which guarantee that the induced representations of CCR are
unitarily equivalent for all time t, it is known that the unitary operator Unat(t) which implement this
transformation gives a projective unitary representation of R(t). Under rather general assumptions
on the generator A, we prove that the corresponding Bogoliubov transformations can be implemented
by a one-parameter group U(t) of unitary operators. The generator of U(t) will be called a Bogoli-
ubov Hamiltonian. We will introduce two kinds of Bogoliubov Hamiltonians (type I and II) and give
conditions so that they are well defined.
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Institute as a Senior Research Fellow.
1 Introduction
Given a real symplectic space Y (with a symplectic form σ) and a complex Hilbert space H, a
representation of the Canonical Commutation Relations (CCR) over Y in H is a map Y ∋ y 7→ W (y) ∈
U(H) (the unitary operators on H) such that
W (y)W (y′) = e−
i
2σ(y,y
′)W (y + y′), ∀y, y′ ∈ Y. (1.1)
These representations arise naturally in the study of bosonic systems (e.g. a free Bose field).
For any symplectic map R on Y (i.e. σ(Ry,Ry′) = σ(y, y′) for all y, y′), the map
Y ∋ y 7→WR(y) :=W (Ry)
is also a representation of CCR. The tranformation of W (y) into WR(y) is often called the Bogoliubov
transformation. The question is whether these two representations (W and WR) are unitarily equivalent,
i.e. is there a unitary operator U on H such that for all y in Y, UW (y)U−1 =WR(y).
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In our paper we consider the so-called Fock representation, i.e. the Hilbert space H is a bosonic
Fock space Γs(h) and the operators W (y) are the usual Weyl operators. In this case the symplectic
spaces is Y := {(f, f¯), f ∈ h}, where f 7→ f¯ is a conjugation (i.e. an antilinear involution) on the
Hilbert space h. The symplectic form on Y will be the imaginary part of the scalar product on h (i.e.
σ((f, f¯), (g, g¯)) = Im〈f |g〉).
Consider a real symplectic map R on Y. One can write it as a 2 × 2 matrix, R =
(
P Q¯
Q P¯
)
,
where P and Q are bounded operators on h which satisfy some conditions (see (3.1)). We also introduce
J =
(
i 0
0 −i
)
. Finally, let W (f) denote the Weyl operators on the bosonic Fock space Γs(h). In that
setting, the question of unitarily equivalence has been solved by Shale [Sh]: the representations of W
and WR are unitarily equivalent if and only if the operator [R, J ] is a Hilbert-Schmidt operator on h⊕ h,
which is equivalent to say that the operator Q is Hilbert-Schmidt on h. Moreover, if this condition holds,
then the operator, which we will call the natural Bogoliubov implementer,
Unat := det(1−K∗K)1/4e− 12a∗(K)Γ((P−1)∗)e− 12a(L),
with K = QP−1 and L = −P−1Q¯, extends to a unitary operator on Γs(h) and satisfies [IH, Ru1, Ru2]:
∀f ∈ h, WR(f) = UnatW (f)U∗nat. Here, a(L) and a∗(K) denote the “quadratic” annihilation and creation
operators associated to the Hilbert-Schmidt operators K and L via the natural identification between
Hilbert-Schmidt operators on h and vectors in h⊗ h (Section 2.2).
Suppose (R(t))t∈R is a group of symplectic maps such that, for all t, [R(t), J ] is Hilbert-Schmidt. We
can then define the operators Unat(t) for all t. In general (Unat(t))t∈R will not be a one-parameter group
as well. Since (R(t))t∈R is a one-parameter group and the Weyl representation W is irreducible we know
that
Unat(t)Unat(s) = e
iρ(t,s)Unat(t+ s).
Clearly, for any θ(t) ∈ R, U(t) := eiθ(t)Unat(t) also intertwines W and WR(t). A suitable choice of the
phase θ(t) may give rise to a strongly continuous unitary group U(t). When such a unitary group exists,
R(t) will be called unitarily implementable and its selfadjoint generator H a Bogoliubov Hamiltonian.
Note that the irreducibility of W guarantees that all the Bogoliubov Hamiltonians associated to a given
symplectic group are equal up to a constant.
There are at least two natural choices for this constant, corresponding to two distinguished classes of
Bogoliubov Hamiltonians, which we call type I and type II. The type I Bogoliubov Hamiltonian is such
that its expectation value on the Fock vacuum vanishes. The type II Bogoliubov Hamiltonian is such that
its infimum is zero. We will see that such choices are not always possible, i.e. one of these distinguished
Bogoliubov Hamiltonians (or both) may not exist, even if R(t) is unitarily implementable.
Let A = i
(
h −v
v¯ −h¯
)
denote the generator of the symplectic group R(t). R(t) is symplectic for all t
if and only if h is selfadjoint and v∗ = v¯. We will see that, at least formally, the Bogoliubov Hamiltonians
associated to R(t) are given by
H := dΓ(h) +
1
2
(a∗(v) + a(v)) + c. (1.2)
Here c is a constant, which may be infinite – this means that one may have to perform an approrpriate
renormalization (see Section 4 for a concrete example).
It is easy to see that the constant cI corresponding to the type I Bogoliubov Hamiltonian is zero. The
constant cII (at least in the case where h is finite dimensional) is given by
cII = −1
4
Tr
[(
h¯2 − v¯v h¯v¯ − v¯h
hv − vh¯ h2 − vv¯
)1/2
−
(
h¯ 0
0 h
)]
.
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The unitary group generated by the type I Hamiltonian can be written explicitly:
UI(t) := e
itHI = det(P¯ (t)eith¯)−1/2e−
1
2a
∗(K(t))Γ((P−1(t))∗)e−
1
2a(L(t)). (1.3)
In our paper we give conditions on the generator A of R(t) guaranteeing so that R(t) is unitarily
implementable and conditions which ensure that Bogoliubov Hamiltonians of type I, resp. type II, are
well defined.
We prove that, if for all t the operator
v(t) :=
∫ t
0
eiτhveiτh¯dτ (1.4)
is Hilbert-Schmidt such that its Hilbert-Schmidt norm is locally integrable and continuous at t = 0, then
R(t) is unitarily implementable.
To guarantee the existence of type I, we need some additional assumption on A, namely: the operator
v¯v(t) is trace class, and its trace norm is locally integrable and continuous at t = 0. Under this condition,
we prove that the operators U(t) defined by (1.3) with c = 0 form a strongly continuous unitary group.
Note that this does note require v to be Hilbert-Schmidt and allows to give a meaning to the formal
operator (1.2) in a more general situation. On the other hand, if v is Hilbert-Schmidt, then the above
assumptions are satisfied and hence the Bogoliubov Hamiltonian of type I exists. Moreover, we then
prove that the a priori formal expression (1.2) indeed defines an essentially selfadjoint operator.
The selfadjointness of H is not obvious, and to our knowledge there is no (rigorous) proof of it. We
would like to emphasize the fact that v is naturally associated to an element of Γ2s (h) and not Γ
1
s (h) = h,
so that the “perturbation” a∗(v)+a(v) has really to be thought as an operator quadratic, and not linear,
in a and a∗.
In order to study Bogoliubov Hamiltonians of type II, one needs to compute the infimum of operators
H of the form (1.2). In particular, the Bogoliuobov Hamiltonian of type II is well defined if and only if
R(t) has bounded from below Bogoliubov Hamiltonians.
If h has finite dimension, we will prove that H is bounded from below (and compute its infimum) if
and only if, for all f ∈ h,
〈f |hf〉+ 〈f¯ |h¯f¯〉+ 〈f |vf¯〉+ 〈f¯ |v¯f〉 ≥ 0.
When h is positive, we also give a condition under which the “perturbation” a∗(v)+ a(v) is relatively
bounded with respect to dΓ(h), and we give an upper bound on this relative bound. We thus get another
class of symplectic groups for which both type I and type II Bogoliubov Hamiltonians exist.
Finally, we study completely the simple (non trivial) following situation: h = L2(N) and the operators
h and v are both diagonal with respect to the canonical basis of L2(N), i.e. h =
∑
hn|en〉〈en| and v =∑
vn|en〉〈en|.We prove that R(t) is unitarily implementable if and only if
∑ |vn|2
1+h2
n
< +∞. Then we prove
that the Bogoliubov Hamiltonian of type I, resp. type II, is well defined if and only if
∑ |vn|2
1+|hn| < +∞,
resp.
∑
|hn|≤1
|vn|2
|hn| < +∞. In particular one can see that all kinds of situation can occur: neither type I
nor type II exist, type I exists but not type II, etc.
We end this introduction with a few comments on the related results which exist in the litterature.
In [Be], under the same conditions on v(t) (see (1.4) and below), it is proved that the operators UI(t) are
well defined, and that they form a one-parameter group of unitary operators whose generator is given
by (1.2) provided the latter makes sense as an essentially selfadjoint operator. The author also proves
this essential selfadjointness when v is Hilbert-Schmidt. However, the proofs at some places are not quite
complete (the proof of essential selfadjointness for instance is not completely rigorous). Similar results
are also obtained in [Ne] but the author considers only the case where v is Hilbert-Schmidt and partially
relies on the results of [Be], such as for the essential selfadjointness of Bogoliubov Hamiltonians.
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More recently, in [IH] the authors have also considered the question of finding a unitary group eitH
which intertwines W and WR(t) but only for norm continuous symplectic groups.
Finally, we would like to mention that similar “quadratic operators” as (1.2) have been studied in
e.g. [A, AY]. However, the authors use the field operator φ(f) = a(f) + a∗(f) instead of the annihila-
tion/creation operators. Namely, if Γ2s (h) ∋ v =
∑
λnen ⊗ en where (en)n is an orthonormal basis of h
and λn are positive numbers, then the operator
∑
λnφ(en)φ(en) is considered, while we use operators
of the form
∑
λna
∗(en)a∗(en). In particular, the use of the field operators in the previous sum leads to
quadratic expressions which are not normal ordered. Therefore, in order to make them well defined, one
has to impose that v is actually trace class.
2 Fock spaces and representation of the CCR
2.1 Generalities on the Fock space
Let h be a Hilbert space. We denote by Γs(h) the bosonic Fock space over the one-particle space h,
Γs(h) :=
∞⊕
n=0
Γns (h),
where Γns (h) := ⊗ns h denotes the symmetric n−fold tensor product of h with the convention ⊗0sh = C.
Ω := (1, 0, · · · ) will denote the vacuum vector and
Γfins (h) := {Ψ = (Ψ(0), · · · ,Ψ(n), · · · ) ∈ Γs(h) | Ψ(n) = 0 for all but a finite number of n},
the finite particle space. Note that Γfins (h) is dense in Γs(h).
For any f ∈ h, a(f) and a∗(f) denote the usual annihilation/creation operators on Γs(h). They satisfy
[a(f1), a(f2)] = [a
∗(f1), a∗(f2)] = 0, [a(f1), a∗(f2)] = 〈f1|f2〉. (2.1)
We also denote denote by φ(f) := 1√
2
(a(f) + a∗(f)) the field operators and by W (f) := eiφ(f) the Weyl
operators. The Weyl operators are unitary and satisfy the following version of the CCR:
W (f)W (g) = e−
i
2 Im〈f |g〉W (f + g). (2.2)
If h is an operator on h, dΓ(h) will denote the second quantization of h :
dΓ(h)⌈⊗ns h:=
n∑
j=1
1⊗ · · · ⊗ 1︸ ︷︷ ︸
j−1
⊗h⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
n−j
.
The operator N := dΓ(1) is the number operator. The following estimates are well known and sometimes
called Nτ−estimates [Ar, BFS, DJ, GJ].
Proposition 2.1. Let h be a positive selfadjoint operator on h, and f ∈ h. Then, for all Ψ ∈ Dom(dΓ(h)1/2),
‖a(f)Ψ‖ ≤ ‖h−1/2f‖‖dΓ(h)1/2Ψ‖,
‖a∗(f)Ψ‖ ≤ ‖h−1/2f‖‖(1 + dΓ(h))1/2Ψ‖.
Finally, if q is a bounded operator on h, we define Γ(q) : Γs(h)→ Γs(h) by Γ(q)⌈⊗ns H:= q ⊗ · · · ⊗ q.
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2.2 Quadratic annihilation and creation operators
Let v ∈ Γ2s (h). We define the annihilation and creation operators associated to v as follows:
a∗(v)Ψ :=
√
n+ 2
√
n+ 1v ⊗s Ψ, Ψ ∈ Γns (h),
a(v)Ψ :=
√
n+ 2
√
n+ 1
(〈v| ⊗ 1⊗n)Ψ, Ψ ∈ Γn+2s (h),
where 〈v| ⊗ 1⊗n : Γn+2s (h) ∋ f1 ⊗ · · · ⊗ fn+2 7→ 〈v|f1 ⊗ f2〉f3 ⊗ · · · ⊗ fn+2 ∈ Γns (h). These operators are
well defined on Γfins (h) and can be extended to Dom(N).
Proposition 2.2. Let Ψ ∈ Γfins (h), then
(i) ‖a(v)Ψ‖ ≤ ‖v‖‖NΨ‖, (2.3)
(ii) ‖a∗(v)Ψ‖ ≤ ‖v‖‖(N + 2)1/2(N + 1)1/2Ψ‖. (2.4)
This result will be a particular case of Propositions 3.23 and 3.24 (Section 3.8).
Note also that if we write v =
∑
λn φn ⊗ ψn, where (φn)n∈N, (ψn)n∈N are two orthonormal bases of
h and (λn)n∈N is a sequence of positive numbers (with
∑
λ2n = ‖v‖2Γs(h) < +∞), then we have
a(v) =
∑
λna(φn)a(ψn), a
∗(v) =
∑
λna
∗(φn)a∗(ψn), (2.5)
where on the right-hand side a and a∗ denote the usual annihilation/creation operators.
Before going further, we would like to make the link between elements of the 2-particle space and
real symmetric Hilbert-Schmidt operators on h, which will play an important role in the sequel. Let
us fix a conjugation f 7→ f¯ on h. We denote by B2(h) the set of all Hilbert-Schmidt operators and by
B2s (h) the set of real symmetric (i.e. v¯ = v
∗) Hilbert-Schmidt operators. It is well known that h⊗ h and
B2(h) are isomorphic (the map T : h ⊗ h ∋ φ ⊗ ψ 7→ |φ〉〈ψ¯| ∈ B2(h) extends by linearity and defines an
isometry). It is easy to see that T (Γ2s (h)) = B
2
s (h). We will thus make no difference between a symmetric
Hilbert-Schmidt operator and the corresponding element of Γ2s (h).
Using (2.1), one then easily gets the following commutation relations:
Proposition 2.3. For all v, v′ ∈ Γ2s (h), f ∈ h and h selfadjoint operator on h,
[a∗(v), a(f)] = −2a∗(vf¯), [a(v), a∗(f)] = 2a(vf¯), (2.6)
[a(v), a∗(v′)] = 4dΓ(v′v∗) + 2Tr(v∗v′). (2.7)
[dΓ(h), a∗(v)] = a∗(hv + vh¯), [dΓ(h), a(v)] = −a(hv + vh¯) (2.8)
To end this section, we would like to introduce the exponential of the operators a(v) and a∗(v), which
will be used to define the unitary operators Unat (Section 3.1).
Proposition 2.4. Let v ∈ B2s (h).
1) For all Ψ ∈ Γfins (h), there exists s− limn→+∞
n∑
k=0
1
k!
(
1
2
a(v)
)k
Ψ =: e
1
2a(v)Ψ, and e
1
2a(v)Ψ ∈ Γfins (h).
2) If ‖v‖B(h) < 1, then for all Ψ ∈ Γfins (h), there exists s− limn→+∞
n∑
k=0
1
k!
(
1
2
a∗(v)
)k
Ψ =: e
1
2a
∗(v)Ψ.
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Proof. The proof of 1) is obvious since the right-hand side reduces to a finite sum. Now, part 2) follows
from the fact that the function
f(z) :=
∞∑
n=0
(
1
2nn!
)2
‖a∗(v)nΩ‖2zn
converges for all |z| < 1‖v‖2
B(h)
(see [Ru2]). Indeed, it is sufficient to prove the proposition for vectors of
the form Ψ = a∗(f1) · · · a∗(fm)Ω, where f1, · · · fm ∈ h. Now, we have, for all n ∈ N,
‖
n∑
k=0
1
k!
(
1
2
a∗(v)
)k
Ψ‖2 =
n∑
k=0
‖ 1
k!
(
1
2
a∗(v)
)k
Ψ‖2
≤ ‖f1‖2 · · · ‖fm‖2
n∑
k=0
(
1
2kk!
)2
(2k +m+ 1)(2k +m) · · · (2k + 1)‖a∗(v)kΩ‖2
≤ ‖f1‖2 · · · ‖fm‖2
+∞∑
k=0
(2k +m+ 1)!
(2k)!
(
1
2kk!
)2
‖a∗(v)kΩ‖2 =: Cm‖Ψ‖2 < +∞.
✷
Finally, we have the following
Proposition 2.5. Let (vl)l∈N be a sequence in Γ2s (h) such that ‖vl‖B(h) < 1 for all l ∈ N and liml→∞ ‖vl‖ =
0. Then the operators e
1
2a
∗(vl) strongly converge to the identity on Γfins (h).
Proof. The result follows by the same computation as in the proof of the previous proposition. Indeed,
let Ψ = a∗(f1) · · · a∗(fm)Ω, then for all n ∈ N, and using (2.4),
‖
n∑
k=0
1
k!
(
1
2
a∗(vl)
)k
Ψ−Ψ‖2 ≤ ‖f1‖2 · · · ‖fm‖2
+∞∑
k=1
(2k +m+ 1)!
(2k)!
(
1
2kk!
)2
‖a∗(vl)kΩ‖2 ≤ Cm‖vl‖‖Ψ‖2,
where Cm < +∞. Hence ‖e 12a∗(vl)Ψ−Ψ‖ ≤ Cm‖vl‖‖Ψ‖2 and the result follows. ✷
2.3 Fock representations of CCR
In this paper we are interested in Fock representations of CCR, i.e. H = Γs(h) where h is a given
complex Hilbert space. From now on, we assume that the real symplectic space Y is of the form Y =
{(f, f¯) ∈ h ⊕ h|f ∈ h} and that the symplectic form σ((f, f¯ ), (g, g¯)) = Im〈f |g〉, where 〈·|·〉 denotes the
scalar product in h.
We consider the map Y ∋ (f, f¯) 7→ W (f) ∈ U(Γs(h)) where W (f) is the Weyl operator defined in
Section 2.1. Using (2.2), we can see that this map is a representation of CCR. Moreover, it is well known
that this representation is regular and irreducible [BR].
Finally, we define the following operator on Y : J =
(
i 0
0 −i
)
. This operator is an antiinvolution
(J2 = −1) which preserves the symplectic form σ.
3 Bogoliubov transformations and Bogoliubov Hamiltonians
3.1 Bogoliubov implementer
A bounded real map R on Y = {(f, f¯)|f ∈ h} will be written as R =
(
P Q¯
Q P¯
)
, where P and Q
are bounded linear maps on h, and P¯ f := P f¯ (and similarly for Q¯). It is easy to see that a map R is
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symplectic if and only if RJR∗ = R∗JR = J which is equivalent to{
P ∗P −Q∗Q = 1, PP ∗ −QQ∗ = 1,
P¯ ∗Q − Q¯∗P = 0, QP ∗ − PQ∗ = 0. (3.1)
In particular, if R is symplectic, then P ∗P ≥ 1 and therefore P is invertible.
The following natural identification will be sometimes useful
I : h ∋ f 7→ (f, f¯) ∈ Y. (3.2)
Given a symplectic map R, we define WR(f) := W (I
−1R(f, f¯)). The map (f, f¯) 7→ WR(f) is also a
representation of CCR over Y in Γs(h).
Definition 3.1. A symplectic map R is called unitarily implementable if and only if there exists a
unitary operator U on Γs(h) such that UW (f)U
−1 =WR(f), ∀f ∈ h. If it exists, U is called a Bogoliubov
implementer of R.
Assumption 3.A. (Shale condition): Q ∈ B2(h) (⇔ [R, J ] ∈ B2(h⊕ h)).
We define the operators K and L as follows
K := QP−1, L := −P−1Q¯. (3.3)
The following result is well known (see [Be, Ru1, Ru2, Sh]).
Theorem 3.2. R is unitarily implementable if and only if the Shale condition is satisfied. If it is
satisfied, then
(i) the operators K and L belong to B2s (h) and ‖K‖ < 1,
(ii) the operator
Unat := det(1−K∗K)1/4e− 12a∗(K)Γ((P−1)∗)e− 12a(L) (3.4)
is well defined on Γfins (h), extends to a unitary operator on Γs(h), and implements R.
We call Unat the natural Bogoliubov implementer of R. Since the Weyl representation is irreducible, if R
is unitarily implementable, then the Bogoliubov implementer is unique up to a phase factor. Unat has the
particular feature that its expectation value on the vacuum is positive: 〈Ω|UnatΩ〉 = det(1−K∗K)1/4 > 0.
3.2 Bogoliubov dynamics and Bogoliubov Hamiltonians
Suppose t 7→ R(t) =
(
P (t) Q¯(t)
Q(t) P¯ (t)
)
is a strongly continuous one parameter group of symplectic
maps. We denote by K(t) and L(t) the operators defined in (3.3) associated to R(t).
Definition 3.3. A one parameter symplectic group R(t) is called unitarily implementable if and only if
there exists a strongly continuous unitary group U(t) such that, for all t, U(t) is a Bogoliubov implementer
of R(t). If R(t) is unitarily implementable, we call a Bogoliubov dynamics implementing R(t) the unitary
group U(t) and a Bogoliubov Hamiltonian (associated to R(t)) its selfadjoint generator.
Since the Bogoliubov implementer of a symplectic map R is unique up to a phase, if R(t) is unitarily
implementable, then there exists c(t) ∈ C, |c(t)| = 1, such that U(t) = c(t)Unat(t), and where Unat(t) is
the natural Bogoliubov implementer of R(t). c(t) will be called the natural cocycle for U(t).
One can actually prove that R(t) is unitarily implementable under very weak assumptions.
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Theorem 3.4. Suppose R(t) is a strongly continuous one-parameter symplectic group. Then R(t) is
unitarily implementable if and only if the Shale condition is satisfied for all time t and limt→0 ‖K(t)‖2 = 0.
Proof. Suppose R(t) is unitarily implementable. Using Theorem 3.2, we immediately get that the Shale
condition is satisfied for all t. It remains to prove that ‖K(t)‖2 → 0 as t goes to zero. Let U(t) be a
strongly continuous unitary group implementing R(t) and let
αt : B(Γs(h)) ∋ B 7→ U(t)BU(t)∗ ∈ B(Γs(h)).
Clearly αt is a weak∗ continuous one parameter group of ∗−automorphisms, and αt(B) = Unat(t)BUnat(t)∗
since we have U(t) = c(t)Unat(t) where c(t) is the natural cocycle for U(t). Therefore the map
R ∋ t 7→ Tr(|Ω〉〈Ω|αt(|Ω〉〈Ω|)) = det(1−K(t)∗K(t))1/2
is continuous. Since ‖K(t)‖ < 1, det(1 −K(t)∗K(t)) = eTr(log(1−K(t)∗K(t))). Moreover K(0) = 0, so
lim
t→0
Tr(log(1−K(t)∗K(t))) = 0,
from which the result follows using
‖K(t)‖22 = Tr(K(t)∗K(t)) ≤ |Tr(log(1−K(t)∗K(t)))|.
Suppose now that Shale condition is satisfied for all t. Hence, for all t, we can construct Unat(t) the
natural implementer associated to R(t). Let us define the map
αt : B(Γs(h)) ∋ B 7→ Unat(t)BUnat(t)∗ ∈ B(Γs(h)).
Obviously, for all t, αt is a weak∗ continuous ∗−automorphism of B(Γs(h)). Moreover, for all t, s ∈ R,
αt(αs(W (f))) = αt+s(W (f)) =WR(t+s)(f), ∀f ∈ h.
Since the ∗−algebra generated by the Weyl operators is weak∗ dense in B(Γs(h)), this proves that αt
forms a one-parameter group of ∗−automorphisms of B(Γs(h)).
In order to prove that it can be implemented by a selfadjoint operator H , it remains to show that
this one parameter group is weak∗ continuous with respect to t ([BR], Ex 3.2.35). Moreover, using the
group property it suffices to prove that it is weak∗ continuous at t = 0. For that purpose, we shall prove
that t 7→ Unat(t) is strongly continuous at t = 0.
The map t 7→ K(t) is continuous at t = 0 in the Hilbert-Schmidt norm by assumption (recall that
K(0) = 0). This together with Proposition 2.5 proves that t 7→ Unat(t)Ω is continuous at t = 0.
Now, for any f ∈ h one has Unat(t)W (f)Ω =WR(t)(f)Unat(t)Ω. Hence
‖Unat(t)W (f)Ω−W (f)Ω‖ ≤ ‖WR(t)(f)(Unat(t)Ω− Ω)‖+ ‖(WR(t)(f)−W (f))Ω‖
≤ ‖Unat(t)Ω− Ω‖+ ‖(WR(t)(f)−W (f))Ω‖.
The first term of the second line goes to zero as t goes to zero, and the second one as well since t 7→ R(t)
is strongly continuous and
lim
n→+∞ ‖fn − f‖ = 0 =⇒ s− limn→+∞W (fn) =W (f).
Thus, we have proven that Unat(t) is strongly continuous at t = 0 on Span{W (f)Ω, f ∈ h}. Since this
subspace is dense in Γs(h) and the Unat(t) are unitary, this ends the proof. ✷
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3.3 Generator of unitarily implementable symplectic groups
In this section, we look for conditions on the generator A of R(t) which make it unitarily imple-
mentable. The basic assumption on the generator A will be the following.
Assumption 3.B. A can be written as A = i
(
h −v
v¯ −h¯
)
, where h is a selfadjoint operator with domain
Dom(h), v is a bounded operator such that v∗ = v¯, and Dom(A) = Dom(h)⊕Dom(h¯).
Proposition 3.5. Suppose A satisfies Assumption 3.B, then A generates a strongly continuous one-
parameter group (R(t))t∈R of symplectic maps.
Proof. h is selfadjoint, therefore the operator A0 := i
(
h 0
0 −h¯
)
generates a one-parameter group
of unitary maps R0(t) = e
tA0 . Moreover, one can see that R0(t) is symplectic. Let us also write
V := i
(
0 −v
v¯ 0
)
. Then A = A0+V where A0 is the generator of a strongly continuous one-parameter
group and V is a bounded operator. Hence, A generates a one parameter strongly continuous group R(t).
Since R(t) and J leave Dom(A) invariant, for all f ∈ Dom(A), t 7→ R(t)JR(t)∗f is differentiable, and
d
dt
R(t)JR(t)∗f = R(t)(JA∗ +AJ)R(t)f.
But, using h∗ = h and v∗ = v¯, one gets (JA∗+AJ)f = 0 for all f ∈ Dom(A). Hence, R(t)JR(t)∗ = J on
Dom(A). Since they are both bounded operators and Dom(A) is dense, this proves that R(t)JR(t)∗ = J
on h⊕ h. We prove similarly that R(t)∗JR(t) = J, so that R(t) is symplectic. ✷
From now on, we will always assume that Assumption 3.B is satisfied. Let us define
v(t) :=
∫ t
0
eiτhveiτh¯dτ. (3.5)
Assumption 3.C. For all t, v(t) ∈ B2(h), the function t 7→ ‖v(t)‖2 is locally integrable on R and
continuous at t = 0.
This assumption was already used in [Be].
Theorem 3.6. Suppose A satisfies Assumption 3.C. Then R(t) is unitarily implementable.
Proof. We define V (t) := R0(t)V R0(−t) and R˜(t) := R(t)R0(−t). Since V is bounded, we have
R˜(t) = 1 +
∫ t
0
R˜(τ)V (τ)dτ. (3.6)
We introduce the following sequence of bounded operators
R˜0(t) = 1, R˜n+1(t) =
∫ t
0
R˜n(τ)V (τ)dτ.
In particular we have
R˜1(t) =
∫ t
0
V (τ)dτ = i
(
0 −v(t)
v(t) 0
)
.
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Hence, R˜1(t) is Hilbert-Schmidt and ‖R˜1(t)‖2 =
√
2‖v(t)‖2. Then, using ‖V (τ)‖ = 2‖v‖ for all τ, we get
‖R˜n+1(t)‖2 ≤ 2‖v‖
∫ t
0
‖R˜n(τ)‖2dτ
≤ (2‖v‖)n
∫ t
0
(t− τ)n−1
(n− 1)!
√
2‖v(τ)‖2dτ, ∀n ≥ 1.
Moreover, we have R˜(t)− 1 =∑n≥1 R˜n(t), hence
‖R˜(t)− 1‖2 ≤
√
2‖v(t)‖2 + 2
√
2‖v‖
∫ t
0
e2(t−τ)‖v‖‖v(τ)‖2dτ < +∞. (3.7)
Since R(t)R0(−t)−1 is Hilbert-Schmidt, so is R(t)−R0(t). Now, Q0(t) = 0 hence Q(t) is Hilbert-Schmidt.
It remains to prove that limt→0 ‖K(t)‖2 = 0. Using (3.7) and the continuity of ‖v(t)‖2 at t = 0, we
get limt→0 ‖R˜(t)− 1‖2 = 0. Thus we have limt→0 ‖Q¯(t)eith¯‖2 = 0. Finally, by definition of K(t) we have
‖K(t)‖2 = ‖Q(t)P (t)−1‖2 ≤ ‖Q¯(t)eith¯‖2‖e−ith¯P (t)−1‖ ≤ ‖Q¯(t)eith¯‖2. ✷
3.4 Bogoliubov dynamics of type I
As mentioned in the introduction, there are natural choices for the Bogoliubov dynamics implementing
R(t), one of them being type I. However, it is not always possible to define it and one has to impose
some additional assumption on R(t). We will denote by B1(h) the set of trace class operators on h and
by ‖ · ‖1 the trace norm.
Definition 3.7. Let t 7→ R(t) be a unitarily implementable symplectic group, with generator A. We say
that it is type I if and only if, for all t ∈ R, P (t)e−ith − 1 ∈ B1(h) and limt→0 ‖P (t)e−ith − 1‖1 = 0.
Theorem 3.8. Suppose R(t) is a type I symplectic group. Then, the operators
UI(t) := det(P¯ (t)e
ith¯)−1/2e−
1
2a
∗(K(t))Γ((P (t)−1)∗)e−
1
2a(L(t)) (3.8)
form a Bogoliubov dynamics implementing R(t). Their natural cocycle is given by
cI(t) = det(P¯ (t)e
ith¯)−1/2det(1−K(t)∗K(t))−1/4. (3.9)
Definition 3.9. The operator HI =
1
i
d
dtUI(t)⌈t=0 is called a Bogoliubov Hamiltonian of type I.
In the proof of Theorem 3.8, we will make use of the following lemmas.
Lemma 3.10. Let B be a bounded operator and V a unitary operator such that BV − 1 is trace class.
Then V B − 1 is trace class and det(BV ) = det(V B).
Lemma 3.11. Let K, L ∈ B2(h) such that K¯ = K∗, L¯ = L∗ and ‖K‖ < 1, ‖L‖ < 1. Then
〈e− 12a∗(L)Ω|e− 12a∗(K)Ω〉 = det(1− L∗K)−1/2.
Proof. Since K is Hilbert-Schmidt and K¯ = K∗, there exist an orthonormal basis of h, (fn)n, and a
sequence λn such that K =
∑
λn|fn〉〈f¯n|. Similarly, we can write L =
∑
µm|gm〉〈g¯m|. Therefore, we have
〈e− 12a∗(L)Ω|e− 12a∗(K)Ω〉 =
∏
m,n
〈e− 12µma∗(gm)2Ω|e− 12λna∗(fn)2Ω〉
=
∏
m,n
∑
j
(
−1
2
)2j
µ¯jmλ
j
n(2j)!
(j!)2
〈gm|fn〉2j
=
∏
m,n
(1− µ¯mλn〈gm|fn〉2)−1/2.
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Now, it suffices to see that L∗K =
∑
m,n
µ¯mλn〈gm|fn〉|g¯m〉〈f¯n|. ✷
Proof of Theorem 3.8 Since Unat(t) is unitary and UI(t) = cI(t)Unat(t), to prove that UI(t) is a
Bogoliubov implementer, it suffices to show that |cI(t)| = 1. Using (3.1), we have 1 − K(t)∗K(t) =
(P (t)P (t)∗)−1. Now
|det(P¯ (t)eith¯)−1/2| =
∣∣∣det(P¯ (t)eith¯)det((P¯ (t)eith¯)∗)∣∣∣−1/4 = ∣∣∣det(P¯ (t)eith¯)det(e−ith¯ ¯P (t)∗)∣∣∣−1/4
= |det(P (t)P (t)∗)|−1/4.
We now prove that the operators UI(t) form a one-parameter group. As for Unat(t), for all s and t there
exists α(t, s) ∈ R such that UI(t)UI(s) = eiα(t,s)UI(t+ s). Using Lemmas 3.10 and 3.11 we have
〈Ω|UI(t)UI(s)Ω〉 = det(P¯ (t)eith¯)−1/2det(P¯ (s)eish¯)−1/2〈e− 12a∗(L(t))Ω|e− 12a∗(K(s))Ω〉
= det(P¯ (t)eith¯)−1/2det(P¯ (s)eish¯)−1/2det(1 − L(t)∗K(s))−1/2
=
(
det(eith¯P¯ (t))det(1 + P¯ (t)−1Q(t)Q¯(s)P¯ (s)−1)det(P¯ (s)eish¯)
)−1/2
= det(eith¯(P¯ (t)P¯ (s) +Q(t)Q¯(s))eish¯)−1/2
= det(P¯ (t+ s)ei(t+s)h¯)−1/2 = 〈Ω|UI(t+ s)Ω〉.
Therefore eiα(t,s) = 1 and UI(t) is a one-parameter group.
Finally we have to prove that UI(t) is strongly continuous. Using the group property together with
the same argument as in Theorem 3.4, it suffices to prove that t 7→ UI(t)Ω is continuous at t = 0. Now,
t 7→ K(t) is continuous in the Hilbert-Schmidt norm since R(t) is unitarily implementable (Theorem
3.4), and, by assumption, t 7→ P (t)e−ith is continuous in the trace norm at t = 0, thus so is the map
t 7→ det(P (t)e−ith), which ends the proof. ✷
3.5 Generator of type I Bogoliubov dynamics
We would like in this section to give some sufficient conditions on the generator A of a symplectic
group R(t) so that it is of type I.
Assumption 3.D. For all t, the operator v¯v(t) is trace class and the function t 7→ ‖v¯v(t)‖1 is locally
integrable on R and continuous at t = 0.
This condition was also used in [Be].
Assumption 3.E. v is a Hilbert-Schmidt operator on h.
Theorem 3.12. (i) If Assumptions 3.C and 3.D are satisfied, then R(t) is of type I.
(ii) If Assumption 3.E is satisfied, then R(t) is of type I and we have
UI(t) = e
i
2Tr(
∫
t
0
Q(s)vP¯ (s)−1ds)e−
1
2a
∗(K(t))Γ((P (t)−1)∗)e−
1
2a(L(t)), (3.10)
cI(t) = e
i
2Re(Tr(
∫
t
0
Q(s)vP¯ (s)−1ds)). (3.11)
Proof. We will use the notation introduced in the proof of Theorem 3.6. Let
V :=
{
R =
(
A B
C D
)
∈ B(h⊕ h) |A,D ∈ B1(h), B, C ∈ B2(h)
}
,
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with ‖R‖V := ‖A‖1 + ‖D‖1 + ‖B‖2 + ‖C‖2. Note that if R and R′ are in V , then so is RR′.
(i) Suppose Assumption 3.D is satisfied. We have R˜1(t) ∈ V . Then,
R˜2(t) =
∫ t
0
R˜1(τ)V (τ)dτ =
( ∫ t
0 v(τ)e
−iτh¯v¯e−iτhdτ 0
0
∫ t
0 v(τ)e
iτhveiτh¯dτ
)
.
Using Assumption 3.D, one has
‖
∫ t
0
v(τ)e−iτh¯v¯e−iτhdτ‖1 ≤
∫ t
0
‖v¯v(τ)‖1dτ =: ρ(t) < +∞
Therefore R˜2(t) is trace class and ‖R˜2(t)‖1 ≤ 2ρ(t). In the same way as in the proof of Theorem 3.6, we
have that R˜(t)−1− R˜1(t) is trace class, and hence is in V . Thus so is R˜(t)−1. In particular, P (t)e−ith−1
is trace class.
Finally, the continuity of ‖v¯v(t)‖1 at t = 0 implies the one of ‖P (t)e−ith − 1‖1 in a similar way as in
Theorem 3.6.
(ii) Suppose now that Assumption 3.E is satisfied. First note that it implies Assumptions 3.C and
3.D, so that R(t) is of type I. According to the definition of UI(t), we have to prove that, for all t,
det(P¯ (t)eith¯) = e−i
∫
t
0
Tr(Q(s)vP¯ (s)−1)ds. (3.12)
For all t, V (t) ∈ V , and, using (3.6), we have as an identity in V
R˜(t)− 1 =
∫ t
0
V (τ)dτ +
∫ t
0
(R˜(τ)− 1)V (τ)dτ.
We have V (t) = i
(
0 −eithveith¯
e−ith¯v¯e−ith 0
)
. It is clear that t 7→ eithveith¯ is continuous in the weak
operator topology, and therefore in the weak sense in B2(h) considered as a Hilbert space (i.e. for all
K ∈ B2(h), t 7→ Tr(Keithveith¯) is continuous). Moreover, since eith is unitary, we have ‖eithveith¯‖2 = ‖v‖2.
But in a Hilbert space, a function which takes values on a sphere and which is weakly continuous is actually
norm continuous. Hence eithveith¯ is continuous in the Hilbert-Schmidt norm. So V (t) is continuous in V
and thus R(t)R0(−t) − 1 is differentiable in V . In particular, P¯ (t)eith¯ − 1 is differentiable in the trace
class topology. Hence, det(P¯ (t)eith¯) is differentiable and
d
dt
det(P¯ (t)eith¯) = Tr
(
d
dt
(P¯ (t)eith¯)× (P¯ (t)eith¯)−1
)
× det(P¯ (t)eith¯)
= −iTr(Q(t)vP¯ (t)−1)× det(P¯ (t)eith¯),
which proves (3.12), and where we used (3.6) in the second line.
The proof of (3.11) follows from (3.9), (3.12) and the fact that det(1−K(t)∗K(t)) is positive. ✷
3.6 Essential selfadjointness of type I Bogoliubov Hamiltonians
Formally, it is easy to see that the Bogoliubov Hamiltonian of type I is given by (1.2) with c = 0. We
can make this precise when v is Hilbert-Schmidt.
Theorem 3.13. Suppose Assumption 3.E is satisfied, then the operator HI = dΓ(h) +
1
2 (a
∗(v) + a(v))
is essentially selfadjoint on D := Γfins (h) ∩Dom(dΓ(h)) and eitHI = UI(t).
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Note that, since Γfins (h) ⊂ Dom(a∗(v) + a(v)), the operator H is therefore essentially selfadjoint on
Dom(dΓ(h)) ∩Dom(a∗(v) + a(v)). The strategy of the proof for the essential selfadjointness comes from
[Be] and goes back to Carleman [Ca]. However, as we mentioned in the introduction, the proof in [Be] is
not completely rigorous. In the case where h is bounded, a similar result has also been proven in [IH].
Note also that Ω ∈ D(HI) and that HI has the particular feature that 〈Ω|HIΩ〉 = 0.
Recall that L(t) = −P (t)−1Q¯(t). When v is Hilbert-Schmidt, the operator vL¯(t) is trace class and
Tr(Q(s)vP¯ (s)−1) = −Tr(vL¯(s)). Therefore,
cI(t) = e
− i2Re(
∫
t
0
Tr(vL¯(s))ds). (3.13)
Lemma 3.14. Suppose Assumption 3.E is satisfied. Then the map t 7→ L(t) is differentiable in the
Hilbert-Schmidt topology.
Proof. In the same way as in Theorem 3.6, we can prove that R0(−t)R(t) − 1 is differentiable in
V . Hence, e−ithP (t) − 1 is differentiable in the trace class norm, thus e−ithP (t) is norm differentiable
and hence so is P (t)−1eith. Moreover e−ithQ¯(t) is differentiable in the Hilbert-Schmidt norm, so that
L(t) = −P (t)−1Q¯(t) = −(e−ithP (t))−1e−ithQ¯(t) is differentiable in the Hilbert-Schmidt norm. ✷
Lemma 3.15. Suppose Assumption 3.E is satisfied, then 〈Ω|Unat(t)Ω〉 is continuously differentiable.
Proof. Using (3.9) and (3.11) we have 〈Ω|Unat(t)Ω〉 = e 12 Im(
∫
t
0
Tr(vL¯(s))ds). The differentiability then
follows from Lemma 3.14. ✷
Proof of Theorem 3.13 We first prove that HI is essentially selfadjoint on D. For that purpose, we
consider the symmetric operatorH defined as HI on the domain D and we prove that for all z ∈ C, z /∈ R,
Ker(H∗ − z) = {0}.
We denote by Pn the orthogonal projection onto Γ
n
s (h). In particular, for any vector Ψ, PnΨ ∈ Γfins (h).
We also define, for all ǫ ∈ R,
Ψǫ := (1− iǫdΓ(h))−1Ψ.
For any ǫ 6= 0, Ψǫ ∈ Dom(dΓ(h)) and limǫ→0Ψǫ = Ψ. Moreover, since the operator dΓ(h) leaves the
subspace Γns (h) invariant, we have PnΨǫ = (PnΨ)ǫ ∈ D for all n and ǫ 6= 0.
Let us now fix z /∈ R and let Φ ∈ Ker(H∗ − z). For all n we have
z‖PnΦ‖2 = z〈PnΦ|Φ〉 = lim
ǫ→0
z〈PnΦǫ|Φ〉 = lim
ǫ→0
〈PnΦǫ|H∗Φ〉 = lim
ǫ→0
〈HPnΦǫ|Φ〉,
where in the last equality we have used the fact that PnΦǫ ∈ D. Similarly, we have z¯‖PnΦ‖2 =
limǫ→0〈Φ|HPnΦ−ǫ〉. Therefore,
2iImz‖PnΦ‖2 = lim
ǫ→0
(〈dΓ(h)PnΦǫ|Φ〉 − 〈Φ|dΓ(h)PnΦ−ǫ〉+ 1
2
〈(a(v) + a∗(v))PnΦǫ|Φ〉
−1
2
〈Φ|(a(v) + a∗(v))PnΦ−ǫ〉).
Since Pn commutes with dΓ(h), the two first terms of the right hand side cancel. Moreover, the operator
(a(v) + a∗(v))Pn is bounded. So finally we get, with the convention P−1 = P−2 = 0,
4iImz‖PnΦ‖2 = 〈(a(v) + a∗(v))PnΦ|Φ〉 − 〈Φ|(a(v) + a∗(v))PnΦ〉
= 〈a(v)PnΦ|Pn−2Φ〉+ 〈a∗(v)PnΦ|Pn+2Φ〉 − 〈a(v)Pn+2Φ|PnΦ〉 − 〈a∗(v)Pn−2Φ|PnΦ〉.
We now sum the previous identity for 0 ≤ n ≤ N, which gives
4iImz
N∑
n=0
‖PnΦ‖2 = 〈a∗(v)PNΦ|PN+2Φ〉+ 〈a∗(v)PN−1Φ|PN+1Φ〉 − 〈a(v)PN+2Φ|PNΦ〉
−〈a(v)PN+1Φ|PN−1Φ〉.
13
Therefore, for all N ∈ N, and using Proposition 2.2, we have
4|Imz|
N∑
n=0
‖PnΦ‖2 ≤ ‖v‖2 (2(N + 2)‖PNΦ‖‖PN+2Φ‖+ 2(N + 1)‖PN−1Φ‖‖PN+1Φ‖)
≤ (N + 2)‖v‖2
(‖PN−1Φ‖2 + ‖PNΦ‖2 + ‖PN+1Φ‖2 + ‖PN+2Φ‖2) .
Suppose Φ 6= 0. Hence there exists N0 such that
∑N0
n=0 ‖PnΦ‖2 = C > 0, and for all N ≥ N0,∑N
n=0 ‖PnΦ‖2 ≥ C. So we have, for all N ≥ N0,
4|Imz|C
N + 2
≤ ‖v‖2
N+2∑
j=N−1
‖PjΦ‖2.
If now we sum over N this inequality, the right hand side converges (and is less that 4‖v‖2‖Φ‖2), while
the left hand side diverges. Hence Φ = 0 and HI is essentially selfadjoint on D.
It remains to prove that eitHI = UI(t). For that purpose, we prove that e
itHI is a Bogoliubov dynamics
implementing R(t) (first provided h is bounded and then for a general h) so that it equals UI(t) up to a
phase factor. And then we prove that this phase is 1.
Given two operators B and C, let ad0BC := C and ad
k
BC := [B, ad
k−1
B C]. Recall also that φ(f) stand
for the field operators on Γs(h).
Suppose h, and hence A, is bounded. Then, for all f ∈ h, and in the sense of quadratic forms on
Γfins (h),
adkiHIφ(f) = φ(I
−1Ak(f, f¯)), (3.14)
where I was defined in (3.2). Indeed, as quadratic forms on Γfins (h), we have
[iHI , a(f)] = i[dΓ(h), a(f)] +
i
2
[a∗(v), a(f)] = a(ihf) + a∗(−ivf¯).
In the same way, one proves that [iHI , a
∗(f)] = a∗(ihf) + a(−ivf¯). Hence, one has [iHI , φ(f)] =
φ(I−1A(f, f¯)), and since A is bounded (3.14) follows easily.
Let now Φ,Ψ ∈ Γfins (h). For z ∈ C, we define
F1(z) := 〈Φ, eizHIφ(f)Ψ〉 and F2(z) := 〈φ(I−1ezA(f, f¯))Φ, eizHIΨ〉.
Using Proposition 2.2, it is easy to see that Φ and Ψ are analytic for HI . Since moreover A is bounded,
this proves that F1 and F2 are analytic functions in some neighborhood of 0. Moreover it is well known
that BnC =
∑n
k=0
(
n
k
)
adkBC B
n−k. Thus, for all n we have
dnF1(z)
dzn
⌈z=0= 〈Φ, (iHI)nφ(f)Ψ〉 =
n∑
k=0
(
n
k
)
〈Φ, adkiHIφ(f) (iHI)n−kΨ〉
=
n∑
k=0
(
n
k
)
〈Φ, φ(I−1Ak(f, f¯))(iHI)n−kΨ〉
=
dnF2(z)
dzn
⌈z=0,
where we have used (3.14) in the second line. Therefore, for all z in some neighborhood of 0, F1(z) = F2(z),
which implies that
eitHIφ(f)e−itHIΦ = φ(I−1etA(f, f¯))Φ,
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and hence
eitHIW (f)e−itHIΦ =WR(t)(f)Φ,
for all Φ ∈ Γfins (h), and all t ∈ R by the group property. Since Γfins (h) is dense in Γs(h), this proves that
eitHI intertwines W and WR(t) when h is bounded.
We consider now the general case. Let us write A = A0+V as in the proof of Proposition 3.5. Both A0
and V are generators of a one-parameter group of symplectic maps. Moreover, V is bounded, therefore
we can apply the first part of the proof and, for all t ∈ R, we have
e
i
2 t(a
∗(v)+a(v))W (f)e−
i
2 t(a
∗(v)+a(v)) =W (I−1etV (f, f¯)).
But, since h is selfadjoint, it is well known (see e.g. [DG]) that
eitdΓ(h)W (f)e−itdΓ(h) =W (eithf) =W (I−1etA0(f, f¯)).
Thus, using the Trotter product formula,
eitHI = s− lim
n→∞
(
e
itdΓ(h)
n e
it(a∗(v)+a(v))
2n
)n
= s− lim
n→∞
(
e
it(a∗(v)+a(v))
2n e
itdΓ(h)
n
)n
.
In the same way, we have R(t) = s− limn→∞
(
e
tA0
n e
tV
n
)n
. Hence,
eitHIW (f)e−itHI = s− lim
n→∞
(
e
itdΓ(h)
n e
it(a∗(v)+a(v))
2n
)n
W (f)
(
e
−it(a∗(v)+a(v))
2n e
−itdΓ(h)
n
)n
= s− lim
n→∞W
(
I−1
(
e
tA0
n e
tV
n
)n
(f, f¯)
)
=WR(t)(f).
This proves that eitHI is a Bogoliubov dynamics implementing R(t). And hence eitHI and UI(t) are equal
up to a phase factor. In order to prove that this phase is one, we will show that they have the same
natural cocycle. By (3.13), we know that
UI(t) = e
− i2Re(
∫
t
0
Tr(vL¯(s))ds)Unat(t).
Let now ρ(t) ∈ R be such that Unat(t) = eiρ(t)eitHI . Note that Ω ∈ D, hence,
eiρ(t) =
〈Ω|Unat(t)Ω〉
〈Ω|eitHIΩ〉
is continuously differentiable by Lemma 3.15. Moreover, for all t, 〈Ω|Unat(t)Ω〉 ∈ R, thus
d
dt
〈Ω|Unat(t)Ω〉 = iρ′(t)〈Ω|Unat(t)Ω〉+ 〈Unat(t)∗Ω|iHIΩ〉 ∈ R,
and hence
ρ′(t)〈Ω|Unat(t)Ω〉 = −Im〈Unat(t)∗Ω|iHIΩ〉 = −1
2
Im〈Unat(t)∗Ω|ia∗(v)Ω〉. (3.15)
Therefore
ρ′(t) = −Im 〈Unat(t)
∗Ω|ia∗(v)Ω〉
2〈Ω|Unat(t)Ω〉 = −
1
2
Im〈e− 12a∗(L(t))Ω|ia∗(v)Ω〉 = 1
4
Im〈a∗(L(t))Ω|ia∗(v)Ω〉.
Now, using (2.7), we have
〈Ω|[a(L(t)), a∗(v)]Ω〉 = 2Tr(L(t)∗v).
But L(t)∗ = L¯(t), therefore
ρ(t) =
1
2
∫ t
0
ReTr(vL¯(s))ds, (3.16)
and
eitHI = e−
i
2Re(
∫
t
0
Tr(vL¯(s))ds)Unat(t). ✷
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3.7 Infimum of Bogoliubov Hamiltonians
In this section, we introduce another (natural) distinguished class of Bogoliubov Hamiltonians, those
whose infimum is zero.
Definition 3.16. A unitarily implementable symplectic group is of type II if and only if it has a bounded
from below Bogoliubov Hamiltonian (and hence all its Bogoliubov Hamiltonians are bounded from below).
Definition 3.17. If R(t) is a symplectic group of type II, we define the Bogoliubov Hamiltonian of type
II to be the unique associated Bogoliubov Hamiltonian whose infimum of spectrum is 0. We denote it by
HII . The corresponding Bogoliubov unitary group is denoted UII(t) = e
itHII .
We denote by Y# the dual space of Y.
Definition 3.18. The classical symbol associated to a one parameter symplectic group R(t) = exp t
(
ih −iv
iv¯ −ih¯
)
is the bilinear symmetric form defined on Y# as
Y# × Y# ∋ ((f¯ , f), (g¯, g)) 7→ 1
2
(〈f |hg〉+ 〈f¯ |h¯g¯〉+ 〈f |vg¯〉+ 〈f¯ |v¯g〉).
Theorem 3.19. Suppose h is finite dimensional. Then every symplectic group with a positive classical
symbol is both of type I and II. Moreover, the Bogoliubov Hamiltonians HI and HII satisfy
HII = HI − 1
4
Tr
[(
h¯2 − v¯v h¯v¯ − v¯h
hv − vh¯ h2 − vv¯
)1/2
−
(
h¯ 0
0 h
)]
. (3.17)
Proof. The operator v is Hilbert-Schmidt (we are in finite dimension), hence by Theorem 3.13 R(t) is
of type I and HI = dΓ(h) +
1
2 (a(v) + a
∗(v)).
Let d denote the (complex) dimension of h, hence Y is a real symplectic space of dimension 2d. We
define, on Y#, the operator
β(h, v) :=
1
2
(
v h
h¯ v¯
)
.
The operator β(h, v) is real symmetric and hence induces a real quadratic form on Y#
Y# ∋ (f¯ , f) 7→ 〈(f, f¯)|β(h, v)(f¯ , f)〉,
which is nothing else but the classical symbol of R(t). Its Weyl quantization, denoted Op(β), is then
Op(β) = dΓ(h) +
1
2
a∗(v) +
1
2
a(v) +
1
2
Tr(h). (3.18)
We also denote
σ =
(
0 i
−i 0
)
.
The map Y × Y ∋ (y, y′) 7→ 12 〈y¯|σy′〉 = σ(y, y′) is the symplectic form on Y introduced in Section 2.3.
Since β is positive real symmetric and σ is real antisymmetric, we can diagonalize them simultaneously,
i.e. there is a basis (y1, · · · , y2d) of Y and positive real numbers λ1, · · · , λ2d such that
βy¯j = λjyj , (3.19)
σy2j−1 = y¯2j , σy2j = −y¯2j−1, (3.20)
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where, if y = (f, f¯), y¯ = (f¯ , f). Let fk ∈ h be such that yk = (fk, f¯k), and let hk = |fk〉〈fk| and
vk = |fk〉〈f¯k|. Finally, we denote βk = β(hk, vk). One then gets, using (3.19), β(h, v) =
2d∑
j=1
λjβj . Hence
Op(β(h, v)) =
2d∑
j=1
λjOp(βj),
with
Op(βj) = dΓ(|fj〉〈fj |) + 1
2
(a(fj ⊗ fj) + a∗(fj ⊗ fj)) + 1
2
= φ(fj)
2,
and where φ(f) denotes the field operators (Section 2.1), so that
Op(β(h, v)) =
d∑
j=1
(λ2j−1φ(f2j−1)2 + λ2jφ(f2j)2). (3.21)
Now, since (y1, · · · , y2d) diagonalizes σ, we have
σ(y2j , y2k) = σ(y2j−1, y2k−1) = 0, and σ(y2j , y2k−1) = δjk.
And hence, [φ(f2j−1), φ(f2j)] = i for all j ∈ {1, . . . , d} while the other field operators commute. Therefore,
by (3.21), and the properties of the harmonic oscillator,
inf Op(β(h, v)) =
d∑
j=1
√
λ2j−1λ2j .
On the other hand, using (3.19)-(3.20), one gets
−(σβ)2y¯2j−1 = λ2j−1λ2j y¯2j−1, −(σβ)2y¯2j = λ2j−1λ2j y¯2j .
Therefore we have
inf Op(β(h, v)) =
d∑
j=1
√
λ2j−1λ2j =
1
2
Tr
√
−(σβ)2.
Finally, a simple computation gives −(σβ)2 = 14
(
h¯2 − v¯v h¯v¯ − v¯h
hv − vh¯ h2 − vv¯
)
, from which (3.17) follows since
HI = Op(β(h, v)) − 12Tr(h). ✷
3.8 Relative boundedness of quadratic annihilation and creation operators
In this section, we consider a∗(v) + a(v) as a perturbation of dΓ(h) and derive a condition so that it
is relatively bounded with respect to it.
Theorem 3.20. If h is a positive selfadjoint operator on h and v ∈ Dom(h−1/2⊗h−1/2)∩Dom(h−1/2⊗
1 + 1⊗ h−1/2), then a(v) + a∗(v) is dΓ(h) bounded with relative bound less than 2‖(h−1/2 ⊗ h−1/2)v‖.
Using the Kato-Rellich Theorem ([RS2], Theorem X.39), one then immediately gets
Corollary 3.21. Under the same assumption, if moreover ‖(h−1/2 ⊗ h−1/2)v‖ < 1 then the Bogoliubov
Hamiltonian H := dΓ(h) + 12 (a(v) + a
∗(v)) is selfadjoint on Dom(dΓ(h)) and bounded from below. In
particular, the associated symplectic group R(t) is both of type I and type II.
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The above condition should not be so surprising. Indeed, it closely resembles the condition one can
find for the Van-Hove and the Pauli-Fierz Hamiltonians (see e.g. [De, DJ]), where a perturbation linear
in the annihilation and creation operators is involved.
Lemma 3.22. Suppose that v ∈ Dom(h−1/2⊗h−1/2). Then, there exist orthonormal bases of h (ξn)n, (χn)n
and positive numbers µn such that (h
−1/2 ⊗ h−1/2)v =∑n µn ξn ⊗ χn. Moreover, for all Ψ ∈ Γfins (h),
a(v)Ψ =
∑
n
µna(h
1/2ξn)a(h
1/2χn)Ψ.
Proof. It follows from (2.5) and the fact that v =
∑
µn h
1/2ξn ⊗ h1/2χn. ✷
We now prove bounds on a(v) and a∗(v) which generalise the ones obtained in Proposition 2.2, and
which are in the spirit of the Nτ−estimate of Proposition 2.1.
Proposition 3.23. Suppose v ∈ Dom(h−1/2 ⊗ h−1/2). Then for all Ψ ∈ Dom(dΓ(h)),
‖a(v)Ψ‖ ≤ ‖(h−1/2 ⊗ h−1/2)v‖‖dΓ(h)Ψ‖.
Proof. Using Lemma 3.22, we have
‖a(v)Ψ‖2 = ‖
∑
n
µna(h
1/2ξn)a(h
1/2χn)Ψ‖2 ≤
∑
n
µ2n
∑
n
‖a(h1/2ξn)a(h1/2χn)Ψ‖2.
Hence, using
∑
n µ
2
n = ‖(h−1/2 ⊗ h−1/2)v‖2 and Proposition 2.1, we get
‖a(v)Ψ‖2 ≤ ‖(h−1/2 ⊗ h−1/2)v‖2
∑
n
〈a(h1/2χn)Ψ|dΓ(h)a(h1/2χn)Ψ〉
= ‖(h−1/2 ⊗ h−1/2)v‖2
∑
n
(
〈a(h1/2χn)Ψ|a(h1/2χn)dΓ(h)Ψ〉 − 〈a(h1/2χn)Ψ|a(h3/2χn)Ψ〉
)
= ‖(h−1/2 ⊗ h−1/2)v‖2 (‖dΓ(h)Ψ‖2 − 〈Ψ|dΓ(h2)Ψ〉) ,
where in the last line we used the following identities∑
a∗(h1/2χn)a(h1/2χn) = dΓ(h), and
∑
a∗(h1/2χn)a(h3/2χn) = dΓ(h2). ✷
Proposition 3.24. Suppose v ∈ Dom(h−1/2⊗h−1/2)∩Dom(h−1/2⊗1+1⊗h−1/2). For any ǫ > 0, there
exists Cǫ > 0, such that for all Ψ ∈ Dom(dΓ(h)),
‖a∗(v)Ψ‖2 ≤
(
‖(h−1/2 ⊗ h−1/2)v‖2 + ǫ
)
‖dΓ(h)Ψ‖2 + Cǫ‖Ψ‖2.
In order to prove this estimate, we will need the following lemma which follows directly from (2.7).
Lemma 3.25. Let v ∈ Γ2s (h), then for all Ψ ∈ Dom(N),
‖a∗(v)Ψ‖2 = ‖a(v)Ψ‖2 + 4〈Ψ|dΓ(vv∗)Ψ〉+ 2‖v‖2‖Ψ‖2.
Proof of Proposition 3.24 Using Proposition 3.23 and Lemma 3.25, it suffices to show that
〈Ψ, dΓ(vv∗)Ψ〉 ≤ ǫ‖dΓ(h)Ψ‖2 + C′ǫ‖Ψ‖2
for some C′ǫ. One can write vv∗ = h1/2(h−1/2v)(h−1/2v)∗h1/2. Now, h−1/2v is bounded. It is actually
Hilbert-Schmidt since v ∈ Dom(h−1/2 ⊗ 1 + 1⊗ h−1/2). Thus vv∗ ≤ ‖h−1/2v‖2 h, and so
〈Ψ|dΓ(vv∗)Ψ〉 ≤ ‖h−1/2v‖2‖dΓ(h)1/2Ψ‖2,
which ends the proof. ✷
Proof of Theorem 3.20 It follows directly from Propositions 3.23 and 3.24. ✷
18
4 A concrete example: the diagonal case
The case where the one particle space h is finite dimensional is completely understood: all symplectic
groups are of type I and we have a necessary and sufficient condition on its generator to determine wether
it is of type II or not (Section 3.7). In this section we consider the simplest “infinite dimensional” case.
Namely, h := L2(N) with its canonical basis (en)n∈N and h and v are both diagonal, i.e.
h :=
∑
n
hn|en〉〈en|, v :=
∑
n
vn|en〉〈en|, (4.1)
and where the hn are real numbers so that h is selfadjoint. Our goal is to describe, in this simple situation,
what are the one parameter symplectic groups R(t) which are unitarily implementable, which are those
of type I, and those of type II. In the case where R(t) is not of type I, we will also achieve the “phase
renormalization” we have mentioned in the introduction. More precisely, we will prove the following
Theorem 4.1. Consider on L2(N) the operators h and v defined by (4.1).
(i) R(t) defines a strongly continuous one parameter group of symplectic maps if and only if v is h-
bounded with relative bound strictly less than one, i.e. there exists a ∈ [0, 1[ and b ≥ 0 such that for
all n ∈ N, |vn| ≤ a|hn|+ b.
(ii) R(t) is unitarily implementable if and only if
∑ |vn|2
1+h2
n
< +∞. If it is unitarily implementable, the
operators
Uren(t) := e
iTr( 12Re
∫
t
0
QτvP¯
−1
τ
dτ+Λrent)Unat(t),
where Λren =
∑
|hn|>1
|vn|2
4hn
|en〉〈en|, form a Bogoliubov dynamics implementing R(t).
(iii) A unitarily implementable symplectic group R(t) is of type I if and only if
∑ |vn|2
1+|hn| < +∞.
(iv) A unitarily implementable symplectic group R(t) is of type II if and only if hn ≥ |vn| for all n and∑
|hn|≤1
|vn|2
|hn| < +∞.
Suppose now that (O1, · · · , OM ) is a partition of N, then we have h = h1 ⊕ · · · ⊕ hM where hj =
Span{en, n ∈ Oj}. But, since h and v are both diagonal they leave the hj invariant, and we can split the
problem with respect to the above decomposition of h, i.e. the symplectic group R(t) can be written as
R(t) = R1(t)⊕· · ·⊕RM (t) where for all j = 1, · · · ,M Rj(t) is a symplectic group on Yj = {(f, f¯), f ∈ hj},
and we can consider separately the M so obtained reduced problems. It is then easy to see that R(t)
is unitarily implementable if and only the Rj(t) are all unitarily implementable, and that the same
statement holds for the type I (resp. type II) character of R(t). For that reason, as a first step we will
consider the case of a single degree of freedom, i.e. the case h = C.
4.1 Bogoliubov transformations of a single degree of freedom
Let h = C and A = i
(
h −v
v¯ −h¯
)
, where h ∈ R and v ∈ C. One can compute explicitly the operators
P (t) and Q(t) :
• if |h| < |v|
P (t) = cosh(t
√
|v|2 − h2) + ih sinh(t
√|v|2 − h2)√|v|2 − h2 and Q(t) = iv¯ sinh(t
√|v|2 − h2)√|v|2 − h2 , (4.2)
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• if |h| = |v|
P (t) = 1 + ith and Q(t) = itv¯, (4.3)
• if |h| > |v|
P (t) = cos(t
√
h2 − |v|2) + ih sin(t
√
h2 − |v|2)√
h2 − |v|2 and Q(t) = iv¯
sin(t
√
h2 − |v|2)√
h2 − |v|2 . (4.4)
From Theorem 3.19 we know that R(t) is always of type I with HI = dΓ(h)+
1
2 (a
∗(v) + a(v)). Moreover,
it is of type II if and only if its classical symbol is positive i.e. ∀z ∈ C,Re(h|z|2 + vz2) ≥ 0, which is
equivalent to h ≥ |v|. The Bogoliubov Hamiltonian of type II then writes, according to (3.17),
HII = HI − 1
2
(
√
h2 − |v|2 − h). (4.5)
4.2 Proof of Theorem 4.1
We now turn back to the general situation (4.1). In view of (4.2)-(4.3)-(4.4), we consider the following
partition of N := N< ∪ N= ∪ N>, where N< := {n ∈ N, |hn| < |vn|}, N= := {n ∈ N, |hn| = |vn|} and
N> := {n ∈ N, |hn| > |vn|} and split the analysis with respect to this partition. It will also be convenient
to split again the case |h| > |v| in two cases, namely |hn|2 − |vn|2 ≤ 12 and |hn|2 − |vn|2 > 12 (the choice
of the value 12 is purely arbitrary and could be replaced by any strictly positive number).
4.2.1 The case |h| < |v|
Throughout this section we assume that, for all n, |hn| < |vn|.
Proposition 4.2. (i) R(t) defines a strongly continuous symplectic group if and only if v is bounded.
(ii) R(t) is unitarily implementable if and only if v is Hilbert-Schmidt.
(iii) All unitary implementable symplectic groups are of type I.
(iv) A unitarily implementable symplectic group is never of type II.
Proof. (i) If the operator v is bounded then the result follows from Proposition 3.5. Suppose now that
R(t) defines a strongly continuous group. Then there exist two constants M and ω strictly positive such
that, for all t, ‖R(t)‖ ≤ Meω|t|. Then, using (4.2), one easily gets that the operators √|v|2 − h2 and
v√
|v|2−h2 have to be bounded which implies that v is bounded.
(ii) Once again the sufficient condition follows from the general theory (Theorem 3.6). Suppose now
that R(t) is unitarily implementable. Then, by Theorem 3.4, Q(t) is Hilbert-Schmidt for all t, i.e.
∑∣∣∣∣∣|vn|2 sinh
2(t
√|vn|2 − h2n)
|vn|2 − h2n
∣∣∣∣∣
2
<∞.
The result follows immediately since for all x, sinh2(x) ≥ x2.
(iii) This follows from Theorem 3.12 (ii).
(iv) Since |hn| < |vn|, the result follows from the properties of “one degree of freedom” case. ✷
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4.2.2 The case |h| = |v|
We suppose in this section that for all n, |hn| = |vn|. This situation is very close to the previous one.
Proposition 4.3. (i) R(t) defines a strongly continuous symplectic group if and only if v is bounded.
(ii) R(t) is unitarily implementable if and only if v is Hilbert-Schmidt.
(iii) All unitarily implementable symplectic groups are of type I.
(iv) A unitarily implementable symplectic group is of type II if and only if h ≥ 0 and is trace class. If
it is of type II then HII = HI +
Tr(h)
2 .
Proof. The proofs of (i)-(ii)-(iii) are the same as in the previous section. It remains to prove (iv). Since
v is Hilbert-Schmidt, we know that R(t) is of type I with Bogoliubov Hamiltonian HI given by (1.2) with
c = 0. Thus R(t) is of type II if and only if HI is bounded from below.
First assume that h is positive and trace class. Formally, HI is given by HI =
∑
nHn, where
Hn = dΓ(hn|en〉〈en|) + 12a∗(vn|en〉〈en|) + 12a(vn|en〉〈en|). Note that the Hn commute with one another.
We shall prove that H(N) :=
∑
n≤N Hn converges to HI in the strong resolvent sense when N goes to
infinity. If this holds, we have then ([RS1], Theorem VIII.24)
infHI ≥ lim
N→∞
infH(N).
On the other hand, H(N) is bounded from below for all N (Section 4.1) and
infH(N) = −1
2
N∑
n=0
hn − (h2n − |vn|2)1/2 = −
1
2
N∑
n=0
hn. (4.6)
Since h is positive and trace class this proves that HI is bounded from below and
infHI ≥ −Tr(h)
2
. (4.7)
Since H(N) is selfadjoint for all N (Section 3.6), to prove that H(N) converges to HI in the strong
resolvent sense it suffices to prove the strong convergence of the unitary groups, i.e. UN (t) := e
itH(N)
converges strongly to UI(t) for all t, which is equivalent to prove that U˜N (t) := UN (t)
−1UI(t) strongly
converges to the identity. Moreover it is clearly sufficient to prove strong convergence on the dense set
Γfins (Cc(N)) where Cc(N) denotes the set of sequences which have compact support (since Cc(N) is not a
Hilbert space, Γfins (Cc(N)) denotes here, with an abuse of notation, the algebraic Fock space over Cc(N)).
Let
h(N) :=
∑
n>N
hn|en〉〈en| and v(N) :=
∑
n>N
vn|en〉〈en|.
We also denote by R(t, N) the corresponding symplectic group and similarly for P (t, N) . . . One then
easily gets
U˜N (t) = e
− i2Tr(
∫
t
0
Q(s,N)v(N)P¯ (s,N)−1)e−
1
2a
∗(K(t,N))Γ((P (t, N)−1)∗)e−
1
2a(L(t,N)).
Since
∫ t
0
Q(s)vP¯ (s)−1ds is trace class by Theorem 3.12, we have
lim
N→+∞
e
1
2Tr(
∫
t
0
Q(s,N)v(N)P¯−1(s,N)ds) = 1. (4.8)
Moreover, let Φ ∈ Γfins (Cc(N)), then for N large enough one has
Γ((P (t, N)−1)∗)e−
1
2a(L(t,N))Φ = Φ. (4.9)
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Finally, since K(t) is Hilbert-Schmidt, the sequence of operators K(t, N) goes to zero in the Hilbert-
Schmidt norm. This together with Proposition 2.5 proves that
lim
N→+∞
e−
1
2a
∗(K(t,N))Φ = Φ. (4.10)
The strong convergence of U˜N(t) to the identity on Γ
fin
s (Cc(N)) follows from (4.8)-(4.9)-(4.10).
We now suppose that HI is bounded from below. Let hN := Span{en, n = 0, · · ·N}. Γs(h) is
isomorphic to Γs(hN )⊗ Γs(h⊥N ) and via this identification, and with a slight abuse of notation, we have
H(N) = H(N)⊗ 1 and HI = H(N)⊗ 1 + 1⊗ (HI −H(N)) (4.11)
where HI −H(N) acts on Γs(h⊥N ) and is defined as HI but with h⌈h⊥
N
and v⌈h⊥
N
instead of h and v.
The positivity of the classical symbol of H(N) then writes
∀(z0, · · · , zN ) ∈ CN+1,
N∑
n=0
Re(hn|zn|2 + vnz2n) ≥ 0.
In particular this implies that the hn are positive. It remains to prove that h is trace class.
Let ǫ > 0, there exists ΨN ∈ D(H(N)) ⊂ Γs(hN ) such that 〈ΨN , H(N)ΨN 〉 ≤ infH(N) + ǫ =
− 12
∑N
n=0 hn + ǫ. Let now ΦN := ΨN ⊗ Ω⊥N where Ω⊥N denotes the vacuum of Γs(h⊥N ). Using (4.11), it is
then easy to see that ΦN ∈ D(HI) and
〈ΦN , HIΦN 〉 ≤ −1
2
N∑
n=0
hn + ǫ.
Since the above inequality holds for all N and ǫ > 0, and since HI is bounded from below, this proves
that h is trace class and that
infHI ≤ −Tr(h)
2
. (4.12)
Finally, (4.7) and (4.12) prove that HII = HI +
Tr(h)
2 . ✷
Note that if h is positive but is not trace class, we have an example of a unitarily implementable
group R(t) which has a positive classical symbol but which is not type II.
4.2.3 The case 0 < |h|2 − |v|2 ≤ 12
In this section we now assume that for all n, 0 < |hn|2 − |vn|2 ≤ 12 .
Proposition 4.4. (i) R(t) defines a strongly continuous group if and only if v is bounded.
(ii) R(t) is unitarily implementable if and only if v is Hilbert-Schmidt.
(iii) All unitarily implementable symplectic groups are of type I.
(iv) A unitarily implementable symplectic group is of type II if and only if h ≥ 0 and |v|2h−1 is trace
class.
Proof. (i) If v is bounded the result follows once again from Proposition 3.5.
Suppose now that R(t) is a strongly continuous group. A densely defined closed operator A is the
generator of strongly continuous group if and only if [Da] there exists M ≥ 1 and ω ≥ 0 such that
• ]−∞,−ω[∪ ]ω,+∞[⊂ ρ(A), where ρ(A) denotes the resolvent set of A,
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• For all λ ∈]−∞,−ω[∪]ω,+∞[ and all m ∈ N, ‖(A− λ)−m‖ ≤ M(|λ|−ω)m .
It is easy to see that the operator A = i
(
h −v
v¯ −h¯
)
is closed and densely defined. Let us denote
An := i
(
hn −vn
v¯n −h¯n
)
∈M2(C). Since |hn| > |vn|, An−λ is invertible for any λ ∈ R, and ‖(An−λ)−1‖ =
√
λ2+|hn|2+|vn|2
λ2+|hn|2−|vn|2 . A necessary condition so that A generates a strongly continuous group is thus
sup
n∈N
√
λ2 + |hn|2 + |vn|2
λ2 + |hn|2 − |vn|2 ≤
M
|λ| − ω , (4.13)
for some M ≥ 1, ω ≥ 0 and for any |λ| > ω. The boundedness of v follows directly from (4.13) and the
fact that |hn|2 − |vn|2 ≤ 12 .
(ii) The sufficient condition follows once again from the general theory (Theorem 3.6). Suppose now
that R(t) is unitarily implementable. In particular Q(t) has to be Hilbert-Schmidt for all t, i.e. ∀t ∈ R,
∑∣∣∣∣∣|vn|2 sin
2(t
√
h2n − |vn|2)
h2n − |vn|2
∣∣∣∣∣ < +∞. (4.14)
Take t = π. Since 0 < h2n − |vn|2 ≤ 12 , one has, for all n, sin2(π
√
h2n − |vn|2) ≥ 2(h2n − |vn|2). Inserting
this in (4.14) proves that v is Hilbert-Schmidt.
(iii) Once again the result follows from Theorem 3.12.
(iv) The proof is the same as for the case |hn| = |vn| and using the fact that
∑
(hn −
√
h2n − |vn|2) <
+∞⇔∑ |vn|2|hn| < +∞. ✷
4.2.4 The case |h|2 − |v|2 > 12
Finally, in this section we assume that for all n, |hn|2 − |vn|2 > 12 .
Proposition 4.5. (i) R(t) defines a strongly continuous group if and only if |v|√|h|2−|v|2 is bounded.
(ii) R(t) is unitarily implementable if and only if |v|√|h|2−|v|2 is Hilbert-Schmidt.
(iii) A unitarily implementable symplectic group is of type I if and only if |v|2h−1 is trace class.
(iv) A unitarily implementable symplectic group is of type II if and only if h ≥ 0.
Proof. (i) Suppose |v|√|h|2−|v|2 is bounded. Thus v is h-bounded with relative bound strictly less than
one. Writing, as in Section 3.3, A = A0 + V we get that V is A0 bounded with relative bound strictly
less than one. Since A0 generates a strongly continuous group (A0 is antiselfadjoint) this proves that A
generates a strongly continuous group [Da].
Suppose now that A generates a strongly continuous group. Using the same argument as in the
previous section (see (4.13)), there are constants M ≥ 1 and ω ≥ 0 such that for all λ > ω, and all n,
1√
2(
√
λ2 + h2n − |vn|)
≤
√
λ2 + |hn|2 + |vn|2
λ2 + |hn|2 − |vn|2 ≤
M
λ− ω ,
which one can rewrite as
λ2(2M2 − 1)− 2λ(
√
2M |vn| − ω) + 2M2h2n − (
√
2M |vn| − ω)2 ≥ 0, ∀λ ≥ ω.
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The result follows easily from the above inequality and the assumption |hn|2 − |vn|2 > 12 .
(ii) Suppose |v|√|h|2−|v|2 is Hilbert-Schmidt. Therefore so is vh
−1, and hence, using the fact that v and
h commute, Assumption 3.C is satisfied, so that R(t) is unitarily implementable by Theorem 3.6.
Suppose now that R(t) is unitarily implementable. Hence the map t 7→ Tr(log(1 − K(t)∗K(t))) is
continuous (see the proof of Theorem 3.4) and thus locally integrable. Using (4.4) we get∫ T
0
Tr(log(1−K(t)∗K(t)))dt = −
∫ T
0
∑
n
log
(
1 +
|vn|2
h2n − |vn|2
sin2(t
√
h2n − |vn|2)
)
dt,
Then, using (i), we know that the sequence |vn|
2
h2
n
−|vn|2 is bounded. Hence there exists C > 0 such that
for all n ∈ N and t ∈ R,
log
(
1 +
|vn|2
h2n − |vn|2
sin2(t
√
h2n − |vn|2)
)
≥ C |vn|
2
h2n − |vn|2
sin2(t
√
h2n − |vn|2),
and hence
∑∫ T
0
|vn|2
h2n − |vn|2
sin2(t
√
h2n − |vn|2)dt =
∑ |vn|2
h2n − |vn|2
(
T
2
− sin(2T
√
h2n − |vn|2)
4
√
h2n − |vn|2
)
< +∞, for allT.
Using
√
h2n − |vn|2 > 12 and choosing T large enough, we get
∑ |vn|2
h2
n
−|vn|2 < +∞.
(iii) If |v|2h−1 is trace class, then Assumption 3.D is satisfied so R(t) is of type I. Suppose now that
R(t) is of type I. Then by definition, P (t)e−ith − 1 is trace class for all t. Using (3.6) and the fact that
all the operators involved here commute one gets P (t)e−ith = ei
∫
t
0
Q¯(s)v¯P (s)−1ds. Therefore we have, for
all t, ∑
n
∣∣∣∣
∫ t
0
Q¯n(s)v¯nPn(s)
−1ds
∣∣∣∣ < +∞. (4.15)
Using (4.4) we get
Q¯n(s)v¯nPn(s)
−1 = −hn|vn|2 sin
2(s
√
h2n − |vn|2)
h2n − |vn|2 cos2(s
√
h2n − |vn|2)
(4.16)
−i|vn|2
√
h2n − |vn|2
sin(s
√
h2n − |vn|2) cos(s
√
h2n − |vn|2)
h2n − |vn|2 cos2(s
√
h2n − |vn|2)
,
so that, in particular,
∑∣∣∣∣∣hn|vn|2
∫ t
0
sin2(s
√
h2n − |vn|2)
h2n − |vn|2 cos2(s
√
h2n − |vn|2)
ds
∣∣∣∣∣ < +∞. (4.17)
The above integral can be explicitly computed and one gets
hn|vn|2
∫ t
0
sin2(s
√
h2n − |vn|2)
h2n − |vn|2 cos2(s
√
h2n − |vn|2)
ds (4.18)
= thn
(
1−
√
1− |v
2
n|
h2n
)
+
hn
|hn|
[
rn(t)
√
h2n − |vn|2 − arccotan
(√
1− |v
2
n|
h2n
cotan(rn(t)
√
h2n − |vn|2)
)]
,
where r = t− π√
h2
n
−|vn|2
E(
t
√
h2
n
−|vn|2
π ) ∈ [0, π√h2
n
−|vn|2
[ and where E denotes the entire part.
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To prove (iii) it suffices to prove that for all t ∈ R,
∑∣∣∣∣∣rn(t)√h2n − |vn|2 − arccotan
(√
1− |v
2
n|
h2n
cotan(rn(t)
√
h2n − |vn|2)
)∣∣∣∣∣ < +∞. (4.19)
Indeed, if (4.19) holds, then one has
∑∣∣∣hn (1−√1− |v2n|h2
n
)∣∣∣ < +∞, from which the result follows directly
using |hn|2 > |vn|2 + 12 ≥ 12 .
Now, it is not difficult to show that for all r ∈ [0, π√
h2
n
−|vn|2
[ one has
∣∣∣∣∣r√h2n − |vn|2 − arccotan
(√
1− |v
2
n|
h2n
cotan(r
√
h2n − |vn|2)
)∣∣∣∣∣ ≤ π2 − 2 arctan
((
1− |vn|
2
h2n
)1/4)
.
Since R(t) is unitarily implementable,
∑ |vn|2
h2
n
−|vn|2 < +∞ and hence
∑ |vn|2
h2
n
< +∞. Equation (4.19)
follows from this and the above majoration.
(iv) We use the notation introduced in the proof of Proposition 4.3. Using (4.16)-(4.18)-(4.19), one
can see that for all t
Uren(t) := e
i
2
∑
n
(
Re
∫
t
0
Qn(τ)vnP¯n(τ)
−1dτ+thn
(
1−
√
1− |vn|2
h2
n
))
Unat(t) (4.20)
is a well defined Bogoliubov implementer of R(t).
In the same way as in the proof of Theorem 3.8, to prove that it forms a one paremeter unitary group,
it suffices to prove that
〈Ω|Uren(t)Uren(s)Ω〉 = 〈Ω|Uren(t+ s)Ω〉. (4.21)
Since the operators h and v are both diagonal with respect to the basis (en)n, so are the operators
P (t), Q(t),K(t), L(t). Hence one can write both the left and right hand side of (4.21) as a product over
n. It therefore suffices to show that, for all n,
exp
(
1
2
∫ t1
0
Qn(s)vnP¯n(s)
−1ds+ iλnt1
)
exp
(
1
2
∫ t2
0
Qn(s)vnP¯n(s)
−1ds+ iλnt2
)
×det(1− L∗n(t1)Kn(t2))−1/2
= exp
(
1
2
∫ t1+t2
0
Qn(s)vnP¯n(s)
−1ds+ iλn(t1 + t2)
)
,
where λn = hn
(
1−
√
1− h2n|vn|2
)
. This follows from Theorem 3.12 applied to the generator
(
ihn −ivn
iv¯n −ihn
)
considered on the space R2. Hence R(t) is of type II if and only if the generator Hren of Uren(t) is bounded
from below.
Suppose h is positive. Let
HII,n := Hn − infHn = Hn + 1
2
hn
(
1−
√
1− |vn|
2
h2n
)
and HII(N) :=
N∑
n=0
HII,n.
For any N , HII(N) is selfadjoint and infHII(N) = 0. Moreover, using the same argument as in the
proof of Proposition 4.3, we prove that HII(N) converges to Hren in the strong resolvent sense so that
infHren ≥ lim
N→∞
infHII(N) = 0. ✷
25
4.2.5 Putting all together
It is easy to see that in each of the four situations the necessary and sufficient conditions which appear
in Theorem 4.1 are equivalent to the corresponding conditions used in the various propositions. The only
points which are not immediate are the definition of the operator Λren in (ii) and of the series which
appears in (iv).
The obvious definition of Λren would be to replace the sum over {n | |hn| > 1} by the same sum
but over {n | |hn|2 > |vn|2 + 12}, and similarly for the series in (iv). To prove that these definitions are
equivalent, we have to prove that
∑
n∈N
|vn|2
|hn| < +∞ where
N = N1 ∪ N2 := {n | 1 < |hn|2 ≤ |vn|2 + 1
2
} ∪ {n | |vn|2 + 1
2
< |hn|2 ≤ 1}.
Since R(t) is unitarily implementable,we have
∑
N
|vn|2
1+|hn|2 < +∞. Using this, it is then clear that∑
n∈N2
|vn|2
|hn| < +∞. On the other hand, if n ∈ N1, one easily gets that
|vn|2
1+|hn|2 ≥ 14 . The implementability
of R(t) thus gives that N1 is actually a finite set. ✷
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