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I. MODELLING OF THE KINETIC 
AND REGULATORY BEHAVIOUR 
OF ENZYMES

Symp. Biol. Hung. 18, pp. 11— 30 (1974)
STATISTICAL PROBLEMS OF KINETIC MODEL BUILDING 
L. ENDRÉNYI
Department of Pharmacology and Department of Preventive Medicine 
and Biostatistics, University of Toronto, Toronto M5S 1A8,
Canada
ROLE AND LIMITATIONS OF STATISTICS IN MODEL BUILDING
Statistical methods are utilized with increasing frequency for the 
evaluation of quantitative data. They are, of course, often very useful. 
Indeed, one aim of this brief review is to call attention to their 
applicability. At the same time, thoughtless application of any useful 
technique or method can lead to misinterpretations, exercises in futility 
and dangerous misunderstandings. Therefore, it may be worthwhile to delimit 
the place of statistical procedures in kinetic and in general, in 
quantitative investigations.
Certainly, it is pointless to ask for the statistical evaluation of 
data when the conclusions are obvious anyway. Thus, the presence or 
absence of "statistical significances" can be meaningless when 
phenomena are clearly observed. After all, the use of statistics in the 
biological sciences is only a fairly recent custom, and many very 
valuable observations have been made and conclusions reached without 
resorting to such "sophisticated" procedures.
Thus it may not be useful to apply statistical methods for the 
evaluation of data which are practically error-free or involve only very 
small errors. Similarly, statistics can be of little help in the presence 
of very scattered, poor observations. Artificial manipulation or 
"massaging" of such data can only mislead an unwary investigator.
Statistical methods are applied most fruitfully with moderately 
scattered data. They can be used very effectively and efficiently 
indeed in the vast range of studies admitting this condition.
Substantial information can frequently be extracted which would be 
inaccessible to other methods.
Nevertheless, like any technique, statistical analysis of 
experimental data has its limitations and will not provide an 
all-embracing solution, a panacea to all kinetic modelling problems. 
Consequently, it is a dangerous practice (seen with increasing frequency in 
the literature) to rely for analysis solely on numerical, statistical 
solutions and computer printouts. These methods should not be used 
blindly but with great deal of common sense, ideally in conjunction with 
traditional procedures, including linearizations and replots which 
frequently provide at least guidance for the interpretation of the 
observations. The continuous interplay between statistical computations 
and graphical evaluations is very strongly recommended.
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STRATEGY OF MODEL BUILDING
A scientific investigation is performed presumably in order to learn 
about a biological, chemical, physical, etc. phenomenon. Certainly, at 
the conclusion of the study, and possibly at its commencement, assumptions, 
hypotheses are made which characterize the phenomenon. As a result, a 
biological, chemical, physical, etc. model is visualized.
HYPOTHESIS
BIOLOGICAL MODEL
OBSERVATIONS
MATHEMATICAL MODEL
EXPERIMENT
Fig. 1. General strategy of model building.
For the purpose of quantitative studies, this model can be 
described in mathematical terms. The resulting expressions, the 
mathematical models, can characterize simply straight-line, linear 
relationships or they can be much more complicated, such as a system of 
differential equations.
The hypothesis of a mathematical model should be justified and 
characterized on the basis of observations. Usually experiments are 
designed, performed and analyzed for this purpose. Therefore, the 
experiment and its analysis have two main purposes: First, the validity 
of the mathematical model must be evaluated, for example, by testing the 
linearity of a supposedly straight-line relationship. Adoption of a 
mathematical model implies also conclusions about the validity of the 
biological model, since computations based on the observations at least do 
not argue against it.
Once a model is tentatively accepted, interest centers on the 
evaluation of its constants. Actually in practice, the computations 
involving model identification and parameter estimation are usually 
pursued simultaneously. In principle, however, these two processes should 
be carefully distinguished not only in order to clarify the principal 
purpose of the investigation (a very important requirement, not always 
considered), but also because the efficient experimental design for 
estimations and for validity tests may not be the same (Hill, Hunter and 
Wiehern, 1968).
The repeated cycle between model hypothesis and experimentation, in­
cluding the design and analysis of the latter, is a basic characteristic of 
scientific investigations (Box and Hunter, 1962). It is illustrated in 
Fig. 1.
As an illustrative example, the Briggs-Haldane model for 
simple enzymic reactions will be considered:
12
E + S ES E + P
The corresponding mathematical model, the Michaelis-Menten equation, 
describes the relationship between the reaction velocity (v) and the 
substrate concentration (c):
v VcК + m c
The expression characterizes a rectangular hyperbola with two constants: 
The maximal velocity (V) and the so-called Michaelis constant (K^).
In order to characterize a particular enzymic system, an investigator 
performs an experiment with N observations. The observed reaction 
velocities,
vi
Vci
К + m
i = 1,2,...,N,
are not free of experimental errors (e^) which are superimposed on the 
unknown true velocities, so that
v . = v + e .i 1
As will be described later, the model can be analyzed by several 
methods. These include the various well-known linearizations of the 
hyperbola which can be utilized to test the validity of the mathematical, 
and therefore of the biological model (the Michaelis-Menten equation 
and Briggs-Haldane mechanism, respectively). This approach (which is, as 
will be seen, not necessarily the best one) relies on the evaluation of the 
actually observed linearity of the transformed observation.
The linearizations and the corresponding plots can be utilized also for 
the estimation of the two parameters. This is a customary procedure but, as 
will be seen, certainly not a recommended one.
PURPOSES OF MODEL BUILDING
Investigations into the characteristics of models (i.e., model building 
studies) are pursued for two main reasons. The first driving force is man's 
quest for knowledge, his search for insight into manifestations of nature. 
Therefore, he wishes to establish the features of various phenomena, to 
describe the mechanisms of processes, including those of chemical 
reactions, and to evaluate the magnitude of natural constants, including 
those of equilibrium and rate constants.
The second principal motivation for developing models lies in their 
utilization. For example, they can be applied for interpolation, and to 
some extent even for extrapolation and, therefore, for prediction.
But merely for prediction we do not necessarily require models 
based on natural, e.g. biological foundations. In principle, 
superficial but appropriately descriptive and sufficiently accurate 
characterizations would be quite satisfactory. Thus, we can distinguish 
two kinds of models: Those fundamentally relying on natural principles, 
including those based on mechanisms of processes (mechanistic or 
deterministic models), and those in which such foundations are more 
tenous or perhaps even entirely absent. Such empirical models may simply 
involve, in part or entirely, past experience concerning the properties and 
behaviour of the investigated system.
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The mathematical form of a mechanistic model reflects, of course, 
features of the underlying natural models. An example is the already 
mentioned Michaelis-Menten equation. In contrast, empirical models may be 
described by very simple expressions, such as polynomials which may contain 
coefficients having no physical meaning at all.
The methodology of statistical analysis of the experiment, in 
particular that of parameter estimation, follows the division between the 
two model types. As will be indicated in greater detail later, parameter 
estimation must be performed with much greater care when insight into a 
model is desired than with the interest of the investigator restricted 
merely to the prediction of responses.
FACTORS AFFECTING MODEL IDENTIFICATION AND PARAMETER ESTIMATION
Quite naturally all investigators want to obtain information as 
reliably and as efficiently about the studied models as possible. It is, 
therefore, necessary to consider the main factors influencing the 
effectiveness of model validity tests and of parameter estimation. These 
include
i) the properties of the experimental error;
ii) the experimental design; and
iii) the method of evaluation.
The development and evaluation of models is assisted very 
substantially if the investigator pays thorough attention to these factors. 
In order to emphasize this important point, the recommended considerations 
and actions are summarized in Table 1. They will be analyzed now in some 
detail.
Table 1.
Investigators' approach to factors influencing the 
effectiveness of model building
Factor Action expected of 
investigator
Experimental error
Constant absolute error? 
Constant relative error?
Recognizes characteristics
Experimental design
Number of observations 
Range of observations 
Scaling of observations
Carefully chooses optimum
Method of analysis
Nonlinear regression 
Weighting?
Linear transformations, 
graphs
Selects principal method 
Uses combination
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CHARACTERISTICS OF THE EXPERIMENTAL ERROR
It is assumed in most model building procedures, including those 
based on the methods of least squares, that the experimental errors are 
present only in the dependent but not in the independent variables, that they 
are random and have constant variance, independently of the magnitudes of the 
variables and that, for the evaluation of statistical significance tests 
and confidence limits, they follow the normal, Gaussian distribution.
Failure of one or more of these assumptions can lead to inadequate and 
misleading results.
Deviations from the assumption of normally distributed errors Are 
rather difficult to detect. For example, plots of the estimated errors (the 
residuals, to be discussed later) in cumulative normal grids require a large 
number of observations (Daniel and Wood, 1971). Fortunately, results of 
analyses are believed to be quite robust against moderate divergences from 
normality.
The assumption of randomness implies that the various observations and 
their errors are independent of each other, with no correlations among 
them. This is often reasonably correct in the case of binding or steady- 
state rate equations. However, as illustrated in Fig. 2, correlations
NO AUTOCORRELATION POSITIVE AUTOCORRELATION
Fig. 2. Illustration of autocorrelated observations for concentration 
measurements of an accumulating product with time.
between consecutive time-dependent observations can be very high. The 
consequences of such autocorrelations (which are estimated by the 
corresponding observed serial correlations; Kendall and Stuart, 1966) are 
generally small (Suranyi, 1973) and therefore neglected. Still, it is 
worth pointing out that apparent serial correlations can be brought about by 
unusual, outlying data points. Therefore, detection of outliers is aided 
by the analysis of error correlations (Reich, 1974).
Among the characteristics of experimental errors, the assumption of 
their constant variance is particularly important since divergences from 
its validity have very strong effects on the outcome of model identification 
tests and parameter estimations. Fortunately, as we shall see later, 
deviations from this condition can be fairly conveniently evaluated and 
corrections can be made for these.
Very frequently, the absolute magnitude of the experimental error tends 
not to remain the same in the whole range of the investigation 
(corresponding to the assumption of constant error variance) but increases 
proportionately with the value of the response (the reaction velocity in 
kinetic studies). Actually, in this case, the ratio of the error to the 
response, i.e. the relative error, i.e. the coefficient of variation remains
15
constant, which is a very usual condition.
Therefore, it is important that the investigator should make a 
serious effort to recognize the trend in the error behaviour (cf. Table 1). 
In particular, he should evaluate whether the absolute or the relative
Table 2.
Principal types of error behaviour
Absolute error
°i
Relative error
V vi
Constant Decreases with v
Increases with v Constant
v^: Reaction velocity predicted at i-th 
observation.
a^: Expected standard deviation of i-th
observation.
error remains constant in his experiment (Table 2). Residual plots, which 
will be described later, can be applied to advantage for this purpose.
EXPERIMENTAL DESIGN
The design of the experiments has very strong influence on the 
effectiveness of model identification (Box and Hill, 1967) and parameter 
estimation (Box and Lucas, 1959). Therefore, whenever possible, the 
investigator should select the most efficient design for the task 
(cf. Table 1). In particular, the components of the design should be 
considered, including
i) the number of observations (N);
ii) the range of the measurements; and
iii) the arrangement or spacing of the independent variable.
Increasing the number of observations improves, of course, the 
effectiveness of all aspects of model building (when correctly executed, 
see later). The final number will be the result of a compromise between 
the desired excellence of the results and the increasing expense in time, 
effort and funds.
The effect of the observational range on the outcome of the model 
building may be more surprising since efficiency can frequently be 
improved not by expanding but, on the contrary, by restricting the range of 
experimentation. For example, in hyperbolic kinetic or binding studies, 
with constant absolute observational errors, the effectiveness of parameter 
estimation is improved when the measurements are restricted to relative 
velocities not lower than 0.2 or to fractional bindings not lower than 0.4 
(Endrényi and Kwong, 1972).
This is illustrated in Fig. 3. With constant absolute error, both the 
precision and the bias of the parameters improve when the range of the 
observations is restricted at the lower end. In contrast, with constant 
relative errors such confinement would be ruinous since, under this error 
condition, the precision and accuracy of the estimated parameters improve 
by widening the range of observations.
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Fig. 3. Effect of experimental design on the precision and accuracy of 
kinetic parameters which are estimated by nonlinear regression.
Each point represents the averaged result of 100 computer 
simulated experiments with N=5 observations, with the concentrations 
uniformly spaced, and true parameters V = 1.0 and Кщ = 1.0.
Either constant absolute error of = 0.10 or constant relative 
error of = 0.20 v^ was assumed in the experiments. In the 
latter case the parameters were evaluated by weighted nonlinear 
least-squares calculations.
The open circles show estimates of V, the dark triangles refer 
to those of Кд,.
The lower half of the diagram provides a measure of the bias 
(deviation from the true value of unity) in the average value of 
the estimated parameters. The upper half illustrates MSE, the 
mean square parameter error averaging the variances of the 
estimated parameters, which is a measure of their precision 
(reproducibility).
The smallest and largest relative velocities, vi and V5, are 
indicated on the bottom and at the top of the diagram, respectively.
Such considerable contrasts between effective experimental designs 
emphasize again the great importance of the necessity for recognizing the 
error behaviour of the observations.
Restricting the range of observations does not agree with the usual 
conduct of the investigations. For the explanation we have to return to 
the already stressed two main purposes of mechanistic model building:
Model identification and parameter estimation. The desirability, under 
certain conditions, of restricting the range of measurements has been 
concluded for the efficient evaluation of the two parameters. This has
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implied that we have been reasonably certain of the applicability of the 
Michaelis-Menten equation. If, however, the appropriateness of the model is 
to some extent in question then readings have to be obtained also at lower 
concentrations in order to evaluate, for instance, the absence of 
sigmoidicity. Ideally again a compromise should be reached in which some 
observations aim at demonstrating the applicability of the hyperbolic model 
while the remaining ones evaluate the parameters in the most efficient way 
using the most effective design for this purpose.
METHOD OF ANALYSIS
By far the most frequently technique of statistical model building 
is the method of least squares since, as we shall see later, it has many 
favourable properties.
Initially, an arbitrary set of values is selected for the model 
parameters. From these, on the basis of the model, responses (reaction 
velocities) are calculated which are compared with the observed responses. 
The basis of the comparison is the so-called sum of squares (SS) which is 
the sum of the squared differences between the observations (v^) and the 
corresponding values predicted from these models (v^),
ss =
By selecting new values for the parameters, the predicted responses and, 
therefore, the sum of squares can be recalculated. As the best values, 
those parameters will be chosen which yield the smallest of all possible 
sum of squares. These estimated, least-squares parameters are designated by 
a "hat" mark over them.
In the example of the Michaelis-Menten equation, the two parameters,
V and Ид,, can be systematically varied to obtain their least-squares values, 
$ and ÍCjjj, corresponding to the minimum sum of squares,
VCf
SS = E(Vl - ------- )2
As mentioned above, corrections can be made if changes in the error 
variance are recognized. In this case, the sum of squares is weighted 
before minimization,
SSw “ rwi(vi - vi)2
with weights (w^) inversely proportional to the variance of the error,
If, for example, the relative error of observations is constant 
throughout the range of experimentation then the standard deviation is 
proportional to the response (which is estimated by the predicted response),
ai
oc Vi
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and the weight is inversely proportional to the square of the predicted 
response,
w a 1/v2
Therefore, the minimized sum of squares is now
ssw - S(V± - v±)2 / 02
It must be emphasized concerning the selection of weights that they 
should be based on a scheme of error behaviour (e.g., constant absolute or 
constant relative errors) involving the entire set of observations since 
this gives reasonable confidence in their validity. The weights should not 
rely merely on replicate readings obtained at a given experimental condition 
(at a given set of independent variables; Ottaway, 1973) since their 
reliability would be very limited. The reason for this, in statistical 
language, is that they would be based on very few degrees of freedom.
The calculations, based on the method of least squares are quite 
straightforward if the model is linear in all of its parameters since, 
in this case, the parameters and the corresponding minimum sum of squares 
can be computed from explicit formulas. If, however, the model is not 
linear with respect to all of its parameters, then the sum of squares must 
be minimized by iterative calculations. Naturally, such nonlinear 
regression analyses are facilitated by the use of computers.
The Michaelis-Menten model is linear in one of its parameters, V, 
but not linear with respect to the other, К . Thus, its analysis should 
involve nonlinear regression computations (Wilkinson, 1961; Cleland, 1963, 
1967; Bliss and James, 1966).
Traditionally, evaluations of the Michaelis-Menten equation have been 
based on one of its linear transformations. These have been used both for 
model identification and parameter estimation. Their analysis can be 
purely graphical or again the method of leastj Squares may be applied. 
Consequently, as will be discussed, there is a selection among the 
analytical methods (which is in fact much wider). Therefore, the 
investigator can and should choose the best, most effective procedure among 
these (cf. Table 1). An even more preferable approach, especially in studies 
of complex systems, utilizes more than a single procedure. Without 
exception, each of these has limitations. Reliance on only a computational 
or solely on a graphical method can be very dangerous. Consequently, 
mutual confirmation of the conclusions and quantitative results by a 
variety of methods is very desirable. This procedure is strongly 
recommended and urged.
PROBLEMS OF NONLINEAR REGRESSION COMPUTATIONS
To recapitulate, in nonlinear regression analysis the model 
parameter values are varied until they yield the smallest sum of squares 
value. Therefore, we are searching for an absolute minimum 
on a surface of sum of squares plotted against the appropriate parameter 
values (Fig. 4).
Several computational schemes have been devised which explore the 
surface, seeking its minimum. The task of such optimization routines is 
easy when the surface itself is smooth with nearly ellipsoidal sections 
indicating almost linear characteristics (Fig. 4a). At other times, however, 
the surface is bent, elongated, "banana-shaped" (Fig. 4b). The search for
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Fig. 4. Sum of squares surfaces. The sum of squares (SS) is plotted 
against the corresponding parameter values (6^ and 0£).
Projections of the surfaces (corresponding to their sections) 
are shown in the plane of the parameters. This contains also the 
parameter combination indicated by + which yields the minimum SS.
(a) Surface with almost elliptical sections and, therefore, 
with nearly linear characteristics. (b) Elongated, bent, strongly 
nonlinear surface. (c) Surface with a local and an absolute 
minimum.
its minimum is much more difficult, often frustrating. Still other 
surfaces have more than one minimum (Fig 4c). Their exploration may falsely 
stop at a local minimum instead of going on to the true absolute minimum.
There are many general and very useful computer programs and packages 
attempting to remedy these difficulties (for example, Cornish-Bowden and 
Koshland, 1970; Atkins, 1971; Reich et al., 1972, for kinetic purposes).
All # of them can conveniently be used for most model building 
problems. However, none of the routines can solve all difficult 
situations and none can claim to provide the all-round best procedure.
The problem of multiple minima was already mentioned. As a result, 
the user is never quite certain of reaching the smallest sum of squares, 
the absolute minimum. This problem of uniqueness can be overcome by 
starting the exploration of the surface at several points, that is, by 
assuming initially several different sets of parameters. They should yield 
repeatedly the same final set of constants.
It should be emphasized that the assumed error behaviour with the 
corresponding weights determines the shape of the sum of squares surface. 
Consequently, the minimum and the least-squares parameters are fixed by
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supposing, for example, the condition of constant absolute or constant 
relative error but they do not involve the assumption of any kind of error 
distribution.
RESIDUAL PLOTS, TEST OF ERROR BEHAVIOUR
After reaching the minimum, the various assumptions made earlier must 
be tested. Very important among these is the hypothesis of random errors 
having constant variance which is evaluated most frequently by the very 
useful residual plots. These contrast (weighted) residuals with the 
various independent variables, with the observed or the predicted response 
or with the time sequence of the observations (Draper and Smith, 1966; 
Daniel and Wood, 1971, pp. 27-32). Systematic deviations, nonrandom trends 
indicate the inadequacy of the assumed model.
The weighted residuals are (Box and Hill, 1974)
» w^ (observed response - predicted response)
= J V  (v^ - v^)
for reaction velocities.
For example, if a hyperbola is fitted to kinetic data which actually 
characterize a system with positive deviations from hyperbolic behaviour 
(for instance, a system described by a sigmoidal rate curve) then systematic
Fig. 5. Residual plots demonstrating the inadequateness of an assumed model, 
(a) Hyperbolic rate curve fitted to observations involving a 
nonhyperbolic kinetic system. (b) Residuals plotted against the 
independent variable or (c) against the observations show 
systematic trends, i.e., deviations from randomness.
trends are noted in the observed residual plot (Fig. 5). Advantages of the 
plot include its being illustrative and very sensitive. This is useful 
since, for example, positive nonhyperbolicities are not necessarily indicated 
by the appearance of sigmoidicity (Ainsworth, 1968; Endrényi, Chan and
21
Weng, 1971).
Residual plots can be applied not only in order to aid model 
identification, but also to characterize the observational error and, in 
particular, to distinguish between the two main types of error behaviour.
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Fig. 6. Residual plots testing the behaviour of the experimental error.
The two rate curve plots illustrate the two main types of 
error behaviour: constant absolute error or constant relative 
error. If a rate equation is fitted to the data by assuming the 
former error condition then the residuals conforming with the error 
behaviour show randomness in a horizontal band. Conflict with the 
true error behaviour is revealed by a widening belt. Similarly, 
randomness is indicated when the curve-fitting based on the 
assumption of constant relative errors corresponds to the true 
error properties, while a narrowing error band suggests 
disagreement with the error hypothesis.
As illustrated in Fig. 6, a given set of observations can be fitted 
successfully by least-squares curves based on the assumption constant 
absolute and then by constant relative error. The assumption corresponding 
to the true error behaviour yields a plot in which the residuals with the 
appropriate weights are randomly placed in a horizontal band. In contrast, 
by using weights not corresponding to the true error behaviour, 
characteristically non-random plots are obtained. For instance, assuming in 
the computations constant relative errors when, in fact, the absolute 
magnitude of the errors tends to remain constant, the band of residuals 
narrows. The reverse situation is indicated by exactly the opposite 
pattern: If a system is actually characterized by constant relative errors 
but the data are fitted by assuming constant absolute errors, then the 
residuals are in a wedge-shaped, widening zone.
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Various formal schemes have been proposed for the evaluation of error 
behaviour. These include the use of transformations (Box and Cox, 1964), 
the regression of the absolute value of the residuals (e) against the 
response (Glejser, 1969), and an F-test comparing the sum of the 
squares of the last residuals in an ordered sequence against the sum of the 
squares of the initial residuals (Goldfeld and Quandt, 1965),
, 2 . 2 
(eN + eN-l + - .) / (ej + e2 +...)
Kwong (1972) compared these methods and concluded that the F-test was most 
powerful. He recommended that the first and last m points of the sequence 
should be included in the test where m is the integer part of (N+3)/4 .
For example, with N=10 observations, m = Int(13/4) = 3 , and
_ / 2 j 2 2-. / / 2 , 2 . 2.
F = (e10 + e9 + e8 1 (el + e2 + e3)
The performance of the test has not been compared with those of the 
residual plots. Their use is very strongly recommended both for model 
identification and for the evaluation of error behaviour.
MODEL IDENTIFICATION
We return now to the main tasks of model building: Model identification 
and parameter estimation for the characterization of mechanistic models and 
for prediction.
Some approaches have already been mentioned which are useful for the 
identification of models. They included the application of residual plots 
which could indicate incompatibility with the assumed model.
Serial correlations were noted to indicate disagreement with some of the 
assumptions made or to suggest the presence of outliers.
Some other useful criteria have been summarized by Bartfai and 
Mannervik (1972). These include the success of nonlinear regression 
computations and examination of the estimated parameter values. Slowness or 
failure of the computer routine to converge, from several initial points, to 
a minimum raises suspicion about the validity of the model. Similarly, 
doubts are caused by unreasonable values of the estimated parameters or by 
their relatively large standard errors. (It has occasionally been suggested 
that negative parameter estimates, which could not characterize kinetic or 
equilibrium constants, would be restricted simply by constraining the range 
of accessible values. It is firmly believed that this approach would 
merely evade but not solve the problem. As we shall now see, negative 
estimates of constants actually call attention at their dispensability.) 
Convergence problems, unreasonable parameter values or large errors are often 
manifestations of the same problem: The presence of redundant parameters. 
Eliminating these from the model will frequently cure the anomalies 
(Box and Jenkins, 1970; Reich and Zinke, 1974). Redundance is indicated 
also when the information matrix has very small eigenvalues.
The variance of the observational errors estimated from the minimum sum 
of squares provides further evidence of the adequacy of the model. If an 
independent measure of the errors is available, for instance, from replicate 
observations, then the two estimates can be compared. Substantial, 
"significant" difference between the two estimates suggests a deficiency of 
the investigated model.
If an independent error estimate is not available then the use of the 
sum of squares is restricted to comparing the plausibility of the various 
alternative models. The sums of squares yielded by the different models
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can be contrasted and the expression giving rise to the smallest value 
accepted as most likely to be correct. The procedure has been described for 
rate equations by Pettersson and Pettersson (1970) and applied by 
Bártfai et al. (1973) and Augustinsson et al. (1974). It is worth 
emphasizing again that assumption of the appropriate error behaviour is 
critical in all statistical modelling calculations.
Occasionally high values of multiple correlation coefficients are 
presented to demonstrate the acceptability of a model. This is quite 
meaningless for a number of reasons. For one, it is quite possible to 
have a curve fitting, in general, very well to the data points and still 
yielding non-random residuals.
As mentioned earlier, several approaches are available to many 
modelling problems. Returning for illustration to the example of the 
Michaelis-Menten equation, its identification may involve not only 
statistical but, in fact more usually, graphical procedures. These 
evaluate the presence or absence of linearity in one of the transformed 
plots of the hyperbola. However, comparison of the various methods 
(Moosavi and Endrényi, 1974) indicates that, when least-squares 
methods are used for analysis, decisions based on (weighted) nonlinear 
regression are much more powerful than the analysis of the transformation. 
However, purely graphical evaluations should not be dismissed. Non- 
hyperbolicities are quite sensitively detected by the Eadie-Hofstee 
(or by the equivalent Scatchard) plot. The most frequently used 
Lineweaver-Burk plot is inferior because of its extreme insensitivity 
(Moosavi and Endrényi, 1974).
PARAMETER ESTIMATION FOR PREDICTION
The main and often unstated aim of many investigations is to 
characterize sufficiently a system in order to enable the satisfactorily 
accurate interpolation and prediction of its responses. Certainly, this 
seems to be the case in various branches of kinetics. Many chemical 
kinetic data find application in the practice of chemical engineers 
designing reactors and other plant units; drug kinetic observations and 
constants are used primarily for the characterization and prediction of 
drug responses under various conditions; enzyme kinetic results are utilized 
for predicting features of metabolic regulatory systems.
If prediction of responses is recognized as the primary purpose 
of an investigation then the requirements for the design, execution and 
analysis of the experiments become different, generally less stringent. This 
is illustrated (Fig. 7) again on the example of hyperbolic kinetic 
experiments described by the Michaelis-Menten equation. If prediction 
is required only in the low concentration, first-order region (as is 
frequently the case, for example, in pharmacokinetic applications) then the 
observations may also be restricted to this range. However, such an 
experimental design does not permit evaluation of the maximal velocity,
V, and therefore the Michaelis-Menten constant, К , can be 
estimated also with only great uncertainty. The 2iagram illustrates two 
pairs of parameters which describe the linear portion equally well. This 
indicates that one parameter is actually redundant. The linear part of the 
rate curve can indeed be characterized by a single constant, the ratio of
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VFig. 7. Use of unsatisfactorily estimated parameters for prediction.
Response prediction is required only in the approximately 
linear range of the hyperbola and, therefore, observations are 
restricted to this range. From these, the maximum velocity (V) 
and, therefore, the Michaelis constant (1^) can be evaluated only 
very imprecisely. Consequently, the two pairs of constants,
(V .Kjj ) and (V .Kjn ), are plausible but uncertain estimates.
Still, both pairs provide good prediction in the desired region.
One parameter, V/Km , is sufficient to characterize the rate 
curve in its linear range, while one constant is redundant. 
Consequently, redundant parameters can be applied for response 
prediction. However, they should not be utilized for mechanistic 
modelling.
Thus, it is quite appropriate (even if not too elegant) to use a model 
containing redundant parameters for purposes of prediction. After all, 
we are not really interested now in the constants or their errors.
They merely serve as a means for the main purpose of the investigation, 
prediction. This is in sharp contrast with the study of mechanistic 
models: We wish to know their parameters with high precision. Consequently, 
redundant constants will be excluded from deterministic models.
ESTIMATION OF MECHANISTIC MODEL PARAMETERS
As just indicated, evaluation of mechanistic models requires the 
inclusion of the smallest possible number of interpretable parameters.
This principle of parsimony (Tukey, 1961) means that the mathematical 
representation of an otherwise plausible model would have to be simplified. 
For example, it may not be possible to evaluate some constants of 
mechanistically interpretable higher-degree rate equations and, therefore, 
these may have to be represented by the less complex, more superficial Hill 
equation (Hurst, 1974; Reich and Zinke, 1974). The situation may arise 
simply because of the given true magnitude of the natural model constants.
For instance, stepwise equilibrium constants and most cumulative formation 
constants of the Adair equation, which characterizes most binding systems, 
cannot be evaluated in the presence of strong positive cooperativities 
(Endrényi and Kwong, 1973).
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Several methods are frequently available for the assessment of 
model constants. Again, they include not only statistical but also often 
very useful graphical procedures. The relative merits of these procedures 
have been evaluated only in a few instances. For example, various 
approaches estimating the two Michaelis-Menten parameters have been 
compared in computer simulations (Dowd and Riggs, 1965; Colquhoun, 1969; 
Endrényi and Kwong, 1972). As illustrated in Table 3 for two specific 
experimental designs, the precision (reproducibility) and accuracy 
(correctness) of parameters obtained by nonlinear regression and from the 
various linear transformations were noted. Quite consistently, the 
customarily and still most usually used double reciprocal Lineweaver-Burk 
plot yielded extremely poor results.
Among the linear plots derived from the hyperbolic expression, the 
reverse of the Hanes plot, the contrast of c against c/v , gave the best 
results when the absolute experimental error was constant. This plot 
excelled also with constant relative errors but only with harmonic and, to 
some extent, with geometric spacing (Endrényi and Kwong, 1972). The 
parameters obtained by this linearization have frequently more favourable 
properties than those based on (weighted) nonlinear regression.
Nevertheless, nonlinear least-squares analysis has advantageous features 
which recommend its use with asymptotically large samples: The estimated 
parameters are efficient (have the smallest possible variance), consistent 
(essentially, unbiased) and normally distributed (Hartley and Booker, 1965; 
Jennrich, 1969; Malinvaud, 1970). For practical purposes it is probably 
more important that the optimality of these parameter estimates does not 
deteriorate badly at small sample sizes (Endrényi and Kwong, 1972).
This means also that the parameters obtained by (weighted) nonlinear 
regression are comparatively robust, that is, while they may not give the 
best possible results, they will never give very poor, misleading or 
imprecise answers either. This feature strongly suggests the use of the 
(weighted) nonlinear least-squares method.
Some alternative procedures evaluating the Michaelis-Menten parameters 
have been described recently. They include the separate estimation of the 
two parameters on the basis of paired observations (Miguel Merino, 1974; 
Fajszi and Endrényi, 1974), and an ingenious graphical procedure determining 
the constants in parameter space and using nonparametric methods for their 
assessment (Eisenthal and Cornish-Bowden, 1974).
The evaluation of model constants requires ascertaining not only the • 
magnitudes of the parameters but also their errors. Unfortunately, this 
principle is not always followed. At any rate, even the separately 
expressed parameter errors contain incomplete and somewhat misleading 
information. For illustration, Fig. 8b shows the separate 99% confidence 
limits of the two Michaelis-Menten parameters evaluated in an experiment. 
Confidence limits estimated jointly for the two constants are also 
displayed in the diagram. The separate limits contain an extensive range of 
parameter combinations which are excluded by the joint limits. On the other 
hand, some further admissible pairs of constants would not be considered 
by the separate limits.
The joint limits are slanted upwards thereby indicating that the two 
parameters are correlated in the positive direction. This is reasonable 
since together with a larger V value we would expect to determine also a 
larger value.
26
Table 3.
Accuracy and precision of Michaelis-Menten parameters 
estimated by various methods
Method of 
estimation
y X
V
Mean
G e о m 
RMS^(a) b) (c)defghij
e t r i c
Кm
Mean RMS
A r 
V
Mean
i t h 
RMS
m e t i
Кm
Mean
c
RMS
Constant absolute 
error
(d) 1/V 1/c 287.1 *(c) 535.0 * 76.8 Л 28.2 *
(e) V v/c 85.2 23.6 71.6 49.3 98.5 20.6 101.3 55.7
(f) c/v c 108.6 28.4 132.3 85.2 108.9 26.9 136.8 95.8
1/c 1/v 101.8 * 95.6 * 96.0 * 92.0 *
(g) v/c V 95.6 * 72.3 * 218.0 * 487.1 *
(h) c c/v 96.3 20.0 98.2 60.8 97.0 19.7 97.2 69.7
(i) V c 104.9 23.8 115.6 71.0 107.9 30.2 128.9 108.7
Constant relative 
error
(d) 1/v 1/c 106.0 * 117.0 * 109.6 * 137.5 *
(e) V v/c 92.7 21.5 85.7 40.9 96.6 20.5 93.8 49.6
(f) c/v c 106.1 22.6 120.0 64.1 103.0 28.3 117.6 98.4
1/c 1/v 139.3 * 177.2 * 97.5 * 95.7 *
(g) v/c V 124.5 299.0 151.5 504.9 126.4 * 171.7 *
(h) c c/v 96.9 17.9 95.6 51.3 88.5 20.4 70.0 71.8
(i) V c 109.4 26.5 124.9 82.8 110.3 37.0 132.6 130.3
(j) v(w) c 103.6 29.3 109.4 58.4 105.9 24.6 117.0 60.4
(a) 750 computer simulated experiments were performed with 5 observations 
spaced, between relative velocities of 0.20 and 0\80, either in a 
geometric or in arithmetic progression of concentrations. The true 
values of the two parameters were assumed to be 100. With constant 
absolute errors, the standard deviation a = 10, with constant relative 
errors о^= 0.20v^ .
(b) RMS: Root mean square of the estimated parameter, the square root of 
the average observed parameter variance.
(c) * indicates RMS > 1000.
(d) Lineweaver, H. and Burk, D. (1934). J. Am. Chem. Soc. 56, 658.
(e) Eadie, G.S. (1942). J. Biol. Chem. 146, 85; Hofstee, B.H.J. (1952). 
Science 116, 329.
(f) Hanes, C.S. (1932). Biochem. J. 26^ 1406.
(g) Scatchard, G. (1949). Ann. N.Y. Acad. Sei. 51, 660.
(h) Endrényi and Kwong (1972).
(i) Nonlinear regression.
(j) Weighted nonlinear regression.
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Fig. 8. Separate and joint parameter confidence limits.
Approximate 90 and 99% confidence limits (a=0.10 and 0.01, 
respectively) to a given set of hyperbolic kinetic observations 
based (a) on elliptical contours (linear approximation), and 
(b) on sum-of-squares contours. The latter are nearly elliptical. 
The second diagram includes also the 99% limits estimated 
separately for the two parameters. They include a large range of 
parameter pairs which is excluded by the joint limits.
(c) The approximately elliptical shape of the sum-of-squares 
contours is distorted further away from the minimum which is 
indicated by a + sign. (d) Contours in the inadmissible region of
negative К values, m
The joint confidence limits actually represent a given, constant value 
of the sum of squares. Consequently, as comparison of Figs. 8b and 8c 
indicates, the elliptical shape of the sum-of-squares contours (projected 
sections of the sum-of-squares surface) are gradually distorted with in­
creasing distance from the minimum. This can be seen further in Fig. 8d 
which shows contours at negative К values.
In spite of their usefulness, confidence and sum-of-squares contours 
have scarcely been applied until now.
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SUMMARY
1. An investigator must know very clearly the primary purpose of 
his/her investigation. In particular, it should be realized whether the 
observations aim mainly at the future prediction 'of the responses 
(empirical models) or at gaining insight into natural phenomena, including 
mechanisms of processes (mechanistic or deterministic models).
2. The effective design and analysis of experiments depend on their
purposes: (a) prediction, (b) identification of mechanistic models, or
(c) evaluation of their parameters. Response prediction does not 
necessarily require precisely estimated parameters and it may rely on 
redundant constants.
3. Features and procedures of model building are illustrated on the 
example of the hyperbolic Michaelis-Menten equation which characterizes the 
Briggs-Haldane mechanism of simple enzymic reactions.
4. Designing the experiments in accordance with their primary purpose 
assists their evaluation and can substantially improve the reliability of 
the conclusions. For instance, provided that the absolute observational 
error tends to remain constant throughout the range of experimentation, the 
precision and accuracy of the estimated Michaelis-Menten equation improve 
by restricting the range of observations to relative velocities exceeding 
at least the 0.2.
5. Analysis by the method of least squares requires that the error 
behaviour (for instance, constant absolute or constant relative error) be 
known or at least assumed. The experimental design and the conclusions 
reached by the analysis can be vastly different depending on the actual 
and assumed error structure. Assumptions about the distribution of errors 
are required only for the calculation of confidence limits and statistical 
significance tests.
6. Residual plots are very useful for testing the validity of an 
assumed model and for evaluating the error behaviour.
7. Especially in more complex systems, graphical and statistical 
procedures frequently supplement each other. Each method has its 
limitations. Therefore, conclusions concerning model validity and parameter 
values should be reached by the joint application of several procedures.
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R E G U L A T O R Y  P R O P E R T I E S  OF D I S S O C I A T I N G  AND
A S S O C I A T I N G  E N Z Y M E  S Y S T E M S  
B . I . K u r g a n o v
I n s t i t u t e  for V i t a m i n  R e s e a r c h ,  M o s c o w ,  U S S R
I N T R O D U C T I O N
All a l l o s t e r i c  e n z y m e s  p o s s e s s  a s u b u n i t  s t r u c t u r e .  At c e r ­
t a i n  c o n d i t i o n s  t h e y  r e v e a l  the p o s s i b i l i t y  to d i s s o c i a t e  
into i n d i v i d u a l  s u b u n i t s  w h i c h  are u s u a l l y  e n z y m a t i c a l l y  
i n a c t i v e .  On the o t h e r  hand, the m o l e c u l e s  of a l l o s t e r i c  
e n z y m e s  o f t e n  c o n t a i n  the a d d i t i o n a l  a s s o c i a t i o n  s i t e s  w h o s e  
s a t u r a t i o n  o c c u r s  at a s s o c i a t i o n  of p r o t e i n  m o l e c u l e s .  The 
t y p i c a l  s i t u a t i o n  is t hat the s i m i l a r  a s s o c i a t i o n  is a c c o m ­
p a n i e d  by d i m i n u t i o n  of s p e c i f i c  e n z y m e  a c t i v i t y  o w i n g  to 
s t e r i c  s c r e e n i n g  of a c t i v e  site s .
The d i s p l a c e m e n t  of e q u i l i b r i u m  b e t w e e n  o l i g o m e r i c  e n z y ­
me f o r m s  u n d e r  the i n f l u e n c e  of m e t a b o l i t e s  is one of the 
a l l o s t e r i c  m e c h a n i s m s  of e n z y m e  r e g u l a t i o n  in v i v o  ( D a t t a  
et a l . ,196^-; K u r g a n o v , 1 9 6 7 ,1968; N i c h o l  et a l . ,196?; Frieden, 
1 9 6 7 ,1 9 6 8 ; B o n s i g n o r e  et a l . ,1 9 6 8 ; L e J o h n  et a l . ,1 9 6 9 ; C o n -  
s t a n t i n i d e s  and D e a l , 19^ 9 ;  S t a n c e l  a n d  D e a l , 1 9 6 9 ) «  It is 
w o r t h  n o t i n g  t h a t  the r e g u l a t o r y  c h a r a c t e r i s t i c s  of p o l y m e ­
r i s i n g  a l l o s t e r i c  e n z y m e  s y s t e m s  (the s h a p e  of the d e p e n d e n ­
c e s  of e n z y m a t i c  r e a c t i o n  r a t e  on c o n c e n t r a t i o n  of s u b s t r a t e
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or a l l o s t e r i c  e f f e c t o r ,  the c h a r a c t e r  of c o m b i n e d  a c t i o n  of 
a l l o s t e r i c  l i g a n d s  on e n z y m a t i c  'activity and so on) d e p e n d s  on 
e n z y m e  c o n c e n t r a t i o n .
The k i n e t i c  a p p r o a c h e s  to a n a l y s i s  of k i n e t i c  b e h a v i o u r  
of d i s s o c i a t i n g  a n d  a s s o c i a t i n g  a l l o s t e r i c  e n z y m e  s y s t e m s  
w e r e  e l a b o r a t e d  by K u r g a n o v  ( 1 9 6 7 , 1 9 6 8 ) .  T h e s e  a p p r o a c h e s  
a l l o w  to p r o v e  the e x i s t e n c e  of a l l o s t e r i c  i n t e r a c t i o n s  m e d i ­
a t e d  by the d i s p l a c e m e n t  of e q u i l i b r i u m  b e t w e e n  o l i g o m e r i c  
e n z y m e  f o r m s  u n d e r  the i n f l u e n c e  of s u b s t r a t e s  and a l l o s t e r i c  
e f f e c t o r s  and i s o l a t e  a l l o s t e r i c  i n t e r a c t i o n s  in i n d i v i d u a l  
o l i g o m e r i c  f o r m s .  The s e p a r a t i o n  of s uch two t y p e s  of a l l o s ­
t e r i c  i n t e r a c t i o n s  b e c o m e s  p o s s i b l e  if one a n a l y s e s  the set 
of the d e p e n d e n c e s  of s p e c i f i c  e n z y m e  a c t i v i t y  on e n z y m e  c o n ­
c e n t r a t i o n s  o b t a i n e d  at v a r i o u s  f i x e d  c o n c e n t r a t i o n s  of s u b ­
s t r a t e  a n d  a l l o s t e r i c  e f f e c t o r s .
T a k i n g  into a c c o u n t  the g r e a t  i m p o r t a n c e  of the d e p e n d e n ­
c e s  of s p e c i f i c  e n z y m e  a c t i v i t y  (i.e. i n i t i a l  v e l o c i t y  of 
e n z y m a t i c  r e a c t i o n  d i v i d e d  by e n z y m e  c o n c e n t r a t i o n )  on c o n ­
c e n t r a t i o n  of e n z y m e  at a n a l y s i s  of k i n e t i c  b e h a v i o u r  of 
d i s s o c i a t i n g  a n d  a s s o c i a t i n g  a l l o s t e r i c  e n z y m e  s y s t e m s ,  I 
d e c i d e d  to d e v o t e  my r e p o r t  to the d i s c u s s i o n  of the c h a r a c ­
t e r  of s p e c i f i c  e n z y m e  a c t i v i t y  v e r s u s  e n z y m e  c o n c e n t r a t i o n  
p l o t s  for p o l y m e r i s i n g  e n z y m e  s y s t e m s  of d i f f e r e n t  t y p e s .
A S S O C I A T I N G  E N Z Y M E  S Y S T E M S  OF T H E  T Y P E  M O N O M E R  5=± N - M E R
T h e  d e p e n d e n c e  of s p e c i f i c  e n z y m e  a c t i v i t y  on e n z y m e  c o n c e n ­
t r a t i o n  is d e t e r m i n e d  by thr e e  p a r a m e t e r s  for the a s s o c i a ­
t i n g  e n z y m e  s y s t e m s  of the type m o n o m e r N - m e r .  T h e s e
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p a r a m e t e r s  are the s p e c i f i c  e n z y m e  a c t i v i t y  of m o n o m e r ,  a^, 
the s p e c i f i c  e n z y m e  a c t i v i t y  of N - m e r ,  a^, and the a s s o c i a ­
t i o n  c o n s t a n t  for the e q u i l i b r i u m  m o n o m e r  N - m e r , K jj (KN = 
[N-mer] / [monomer}*1) • If the e q u i l i b r i u m  b e t w e e n  m o n o m e r  and 
N - m e r  is r a p i d  in c o m p a r i s o n  w i t h  the o v e r - a l l  e n z y m a t i c  
p r o c e s s ,  the a s s o c i a t i o n  c o n s t a n t  K N is the a p p a r e n t  c o n s t a n t  
w h i c h  d e p e n d s  on c o n c e n t r a t i o n s  of a l l o s t e r i c  l i g a n d s .  S p e c i ­
fic e n z y m e  a c t i v i t y  a n d  t o t a l  e n z y m e  c o n c e n t r a t i o n  c a l c u l a ­
ted o n  m o n o m e r  are c o n n e c t e d  by the f o l l o w i n g  r e l a t i o n s h i p  
in the c a s e  of s y s t e m  m o n o m e r  î î K - m e r  ( K u r g a n o v ,1973):
(al“aN)N~1(al"a) ” NKn W o (a~aN)N = ° (1)
I n  F i g.1 the d e p e n d e n c e s  of r e l a t i v e  s p e c i f i c  e n z y m e  a c t i ­
v i t y  on d i m e n s i o n l e s s  e n z y m e  c o n c e n t r a t i o n  N--^/Kn [e ] o are 
r e p r e s e n t e d  in l o g a r i t h m i c  c o o r d i n a t e s  for d i s s o c i a t i n g  and 
a s s o c i a t i n g  e n z y m e  s y s t e m s  of the type i n a c t i v e  m o n o m e r  g~*~ 
a c t i v e  t e t r a m e r  (a) and a c t i v e  m o n o m e r  i n a c t i v e  t e t r a m e r  
(b). S i m i l a r  s t a n d a r d  p l o t s  may be s u p e r p o s e d  o n  e x p e r i m e n ­
tal d a t a  r e p r e s e n t e d  in l o g a r i t h m i c  c o o r d i n a t e s .  T h i s  p r o c e ­
d u r e  e n a b l e s  to e s t i m a t e  a s s o c i a t i o n  c o n s t a n t  and the s p e c i ­
fic e n z y m e  a c t i v i t i e s  of o l i g o m e r i c  f o r m s  for the e n z y m e  
s y s t e m s  of the t y p e  m o n o m e r N - m e r  w h e r e  one of the o l i g o ­
m e r i c  e n z y m e  f o r m s  is c a t a l y t i c a l l y  i n a c t i v e .
A S S O C I A T I N G  E N Z Y M E  S Y S T E M S  OF THE T Y P E  M O N O M E R  D I M E R  ^
T E T R A M E R
The c a s e s  h a v e  b e e n  d i s c u s s e d  w h e n  o n l y  one of the o l i g o m e ­
ric f o r m s  is e n z y m a t i c a l l y  a c t i v e .
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a) i n a c t i v e  m o n o m e r  i n a c t i v e  d i m e r  a c t i v e  t e t r a a e r  
S p e c i f i c  e n z y m e  a c t i v i t y  a n d  t o t a l  m o l a r  e n z y m e  c o n c e n t r a ­
t i o n  c a l c u l a t e d  on m o n o m e r  are c o n n e c t e d  by the f o l l o w i n g  
r e l a t i o n s h i p  ( K u r g a n o v , 1 9 7 3 ) :
w h e r e  a^ is the s p e c i f i c  e n z y m e  a c t i v i t y  of t e t r a m e r ,  K^ and 
Kg are a s s o c i a t i o n  c o n s t a n t s  f o r  the e q u i l i b r i a  m o n o m e r  
d i m e r  a n d  d i m e r  5=? t e t r a m e r  r e s p e c t i v e l y .  S p e c i f i c  e n z y m e  
a c t i v i t y  i n c r e a s e s  w i t h  i n c r e a s i n g  e n z y m e  c o n c e n t r a t i o n .  The
1°к{ч/^М0} l o g f ^ M o }
F i g .1• The a s s o c i a t i n g  e n z y m e  s y s t e m  of the type
m o n o m e r ^  t e t r a m e r  (N=/0 .
The d e p e n d e n c e s  of r e l a t i v e  s p e c i f i c  e n z y m e  a c t i v i t y  (a/ a ^ 
a n d  a/a^ r e s p e c t i v e l y )  on d i m e n s i o n l e s s  e n z y m e  c o n c e n t r a t i o n  
v í ;  с и  0 for e n z y m e  s y s t e m s  of the t y p e s  i n a c t i v e  m o n o m e r
a c t i v e  t e t r a m e r  (a) a n d  a c t i v e  monomer i n a c t i v e  t e t ­
r a m e r  (b). a^ a n d  a^ are the s p e c i f i c  e n z y m e  a c t i v i t i e s  of 
m o n o m e r  and t e t r a m e r  r e s p e c t i v e l y .
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are s i g m o i d a l  a n d  s i g m o i d i c i t y  i n c r e a s e sp l o t s  of a vs [E]o 
w i t h  d e c r e a s i n g  v a l u e  of K 1 /Kg r a t i o  ( F i g . 2),
b) i n a c t i v e  m o n o m e r  a c t i v e  d i m e r  i n a c t i v e  t e t r a m e r
w h e r e  a^ is the s p e c i f i c  e n z y m e  a c t i v i t y  of d i m e r .  S p e c i f i c  
e n z y m e  a c t i v i t y  p a s s e s  t h r o u g h  a m a x i m u m  w i t h  i n c r e a s i n g  
e n z y m e  c o n c e n t r a t i o n  ( F i g . 3 ) »
c) a c t i v e  m o n o m e r  i n a c t i v e  d i m e r  i n a c t i v e  t e t r a m e r
( 1 - a / a . , ) 2 - 2 K 1 [s]o ( a / a^ 2 - 4 К 2 К2 [l]*( а / &1 ) 4 = 0 (4)
w h e r e  a^ is the s p e c i f i c  e n z y m e  a c t i v i t y  of m o n o m e r .  S p e c i ­
fic e n z y m e  a c t i v i t y  d e c r e a s e s  w i t h  i n c r e a s i n g  e n z y m e  c o n c e n ­
t r a t i o n .  At K ^ / K g  < 0 . 0 4 3 4 3  the p l o t s  of a vs [e ]q are 
s i g m o i d a l  ( F i g . 4 ) .
A S S O C I A T I N G  E N Z Y M E  S Y S T E M S  W I T H  L I N E A R  I N D E F I N I T E  TYPE  
OF A S S O C I A T I O N
L e t  us d i s c u s s  the a s s o c i a t i n g  e n z y m e  s y s t e m s  of the t y p e s  
M i î M ^ M j ï î . . .  (I) a n d  2 M = ^ D  ^  I>2 ZZ ^ r .  . . (II). In 
the s y s t e m s  of the f i r s t  t y p e  m o n o m e r  (M) has two a s s o c i a ­
t i o n  s i t e s  a n d  is a b l e  to f o r m  p o l y m e r  h a v i n g  i n d e f i n i t e  
l e n g t h .  In the s y s t e m s  of the s e c o n d  t y p e  d i m e r  (D) w h i c h  is 
in e q u i l i b r i u m  w i t h  m o n o m e r  f o r m s  l i n e a r  a s s o c i a t e s  D^.
M o d e l  la
M o n o m e r  has two a s s o c i a t i o n  s i t e s  w h i c h  are o v e r l a p p e d  w i t h  
a c t i v e  s i t e s  in s u c h  a m a n n e r  t h a t  h a l f  of t o t a l  n u m b e r  of
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1 .0
F i g . 2. A s s o c i a t i n g  e n z y m e  s y s t e m  
of the type i n a c t i v e  m o n o m e r  
i n a c t i v e  d i m e r  i n a c t i v e  tet- 
r a m e r .
The d e p e n d e n c e s  of r e l a t i v e  s p e ­
c i f i c  e n z y m e  a c t i v i t y  a / a ^  on 
d i m e n s i o n l e ss e n z y m e  c o n c e n t r a ­
t i o n  \ j K ^Kg Is 10 c a l c u l a t e d  Ь У 
m e a n s  of E q . ( 2 ) at v a r i o u s  
v a l u e s  of d s K ^ / K g .
F i g . 3 .  A s s o c i a t i n g  
e n z y m e  s y s t e m  of the 
type i n a c t i v e  m o n o m e r  
;— - a c t i v e  d i m e r  7—  
i n a c t i v e  t e t r a m e r .
The d e p e n d e n c e s  of r e ­
l a t i v e  s p e c i f i c  e n z y m e  
a c t i v i t y  a / a 2 on d i ­
m e n s i o n l e s s  e n z y m e  
3 Г 2c o n c e n t r a t i o n  gi
x [e ] o c a l c u l a t e d  by 
m e a n s  of Eq.( 3 )  at 
v a r i o u s  v a l u e s  of 
o t ^ / K g .
F i g . 4-. A s s o c i a t i n g  e n z y m e  s y s t e m  
of the type a c t i v e  m o n o m e r  
i n a c t i v e  d i m e r  7-»-i n a c t i v e  t e t ­
r a m e r .
The d e p e n d e n c e s  of r e l a t i v e  s p e ­
c i f i c  e n z y m e  a c t i v i t y  a / a 1 on d i ­
m e n s i o n l e s s  e n z y m e  c o n c e n t r a t i o n  
■ y K ^ K g [ E ] o c a l c u l a t e d  by m e a n s  
of E q . ( 4 )  at v a r i o u s  v a l u e s  of 
ot = K1/Kg.
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a c t i v e  s i t e s  of the m o n o m e r  is s t e r i c a l l y  s c r e e n e d  in e a c h  of 
two c o n t a c t s  of m o n o m e r  w i t h  its n e i g h b o u r s «  In this m o d e l
a s s o c i a t e  a n d  m o n o m e r  M have the s ame n u m b e r  of a c t i v e  
s i t e s  a c c e s s i b l e  to s u b s t r a t e «  Let us a s s u m e  t h a t  a c t i v e  
s i ^ e s  a c c e s s i b l e  to s u b s t r a t e  in e a c h  of o l i g o m e r i c  f o r m s  are 
i d e n t i c a l  a n d  i n d e p e n d e n t  a n d  the a s s o c i a t i o n  c o n s t a n t s  for 
e a c h  a s s o c i a t i o n  s tep ( K í = [ m í ] / [ m ] [h í_ 1 ]) are i d e n t i c a l  
(the s e  c o n s t a n t s  are d e s i g n a t e d  by K) . Let a^ be the s p e c i f i c  
e n z y m e  a c t i v i t y  of f ree m o n o m e r *  The s p e c i f i c  e n z y m e  a c t i v i t y  
c a l c u l a t e d  on m o n o m e r  for a s s o c i a t e  w ill be e q u a l  to a^/i.
For a s s o c i a t i n g  e n z y m e  s y s t e m  u n d e r  d i s c u s s i o n  the d e p e n ­
d e n c e s  of s p e c i f i c  e n z y m e  a c t i v i t y  o n  t o tal m o l a r  e n z y m e  c o n ­
c e n t r a t i o n  c a l c u l a t e d  on m o n o m e r  has s i m p l e  f o r m  ( K u r g a n o v ,
197*0 :
2 a,
1 ♦ p * * *  [■],
(5)
I n  a c c o r d a n c e  w i t h  this e x p r e s s i o n  s p e c i f i c  e n z y m e  a c t i v i t y  
d e c r e a s e s  w i t h  i n c r e a s i n g  e n z y m e  c o n c e n t r a t i o n  a n d  b e c o m e s  
p r o p o r t i o n a l  to [В]” at r e l a t i v e l y  h i g h  v a l u e s  of [e ] q 
( F i g . 5).
T h e  m o d e l  of l i n e a r l y  a s s o c i a t i n g  e n z y m e  s y s t e m  w i t h  
s t e r i c  s c r e e n i n g  of a c t i v e  s i t e s  was u s e d  by K e m p f l e  et al. 
( 1 9 7 2 7  for d e s c r i p t i o n  of the d e p e n d e n c e  of r a t e  of g l u t a ­
m a t e  o x i d a t i o n  c a t a l y z e d  by b e e f  l i v e r  g l u t a m a t e  d e h y d r o g e ­
n a s e  on e n z y m e  c o n c e n t r a t i o n  ( F i g « 6 ). U s i n g  the d a t a  of the 
w o r k  of E i s e n b e r g  and T o m k i n s  (1 9 6 8 ) K e m p f l e  and c o - w o r k e r s  
d r e w  the c o n c l u s i o n  t hat the s p e c i f i c  a c t i v i t y  c a l c u l a t e d  on
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l o g K  O ] o
F i g . 5 • M o d e l  l a  ( a s s o c i a t i n g  
e n z y m e  s y s t e m  of the t ype 
M w i t h
s t e r i c  s c r e e n i n g  of e q u i v a ­
l e n t  and i n d e p e n d e n t  a c t i v e  
s i t e s  in the c o u r s e  of a s s o ­
c i a t i o n )  .
The d e p e n d e n c e s  of r e l a t i v e  
s p e c i f i c  e n z y m e  a c t i v i t y ,  
a / a ^ , o n  d i m e n s i o n l e s s  e n z y m e  
c o n c e n t r a t i o n  K [ B ] 0 c a l c u l a ­
t e d  by m e a n s  of E q . ( 5 ) *
F i g . 6. The d e p e n d e n c e  of r a te, v, of g l u t a m a t e  o x i d a t i o n  
c a t a l y z e d  by b e e f  l i v e r  g l u t a m a t e  d e h y d r o g e n a s e  on e n z y m e  
c o n c e n t r a t i o n  (a) ( K e m p f l e  et a l . ,1972) a n d  the p l o t  of s p e ­
c i f i c  e n z y m e  a c t i v i t y ,  a, o n  e n z y m e  c o n c e n t r a t i o n  c o n s t r u c t e d  
by us in l o g a r i t h m i c  c o o r d i n a t e s  (b).
S o l i d  l i n e s  for b o t h  F i g u r e s  are c a l c u l a t e d  by m e a n s  of Eq. 
(5) at a . = 4 3 0  m o l e s  of N A D H  p e r  m i n  p e r  m o l e  of e n z y m e  a n d  
К = 5 x 1 0 ®  M“ \  The d i m e n s i o n  of v is m o l e s  o f  N A D H  p e r  l i ­
t e r  p e r  m i n  a n d  d i m e n s i o n  of a is m o l e s  of N A D H  p e r  m i n  p e r  
m o l e  o f  e n z y m e .  T h e  m o l e c u l a r  w e i g h t  of the e n z y m e  is a c c e p ­
t e d  tobe e q u a l  to 3 1 2 0 0 0 .  0.1 M  p h o s p h a t e  b u f f e r ,  p H  7 , 6 .
0.1 m M  KDT A ,  1 0 -2 M  L - g l u t a m a t e ,  1 0 -3 M N A D .  2 5 ° C .
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o l i g o m e r i c  f o r m  r e m a i m s  c o n s t a n t  in the c o u r s e  of a s s o c i a ­
t i o n *  T a k i n g  into a c c o u n t  that the a s s o c i a t i o n  c o n s t a n t s  for 
i n d i v i d u a l  s t eps of a s s o c i a t i o n  of b e e f  l i v e r  g l u t a m a t e  d e h y d ­
r o g e n a s e  are i d e n t i c a l  ( D e s s e n  and Pantaloni,19i>9; C h u n  a n d  
K i m , 1 9 6 9 ;  C h u n  et a l . ,1 9 6 9 ; R e i s l e r  et a l . ,1970; M a r k a u  et 
a l . ,1971), we c a n  e x p e c t  the v a l i d i t y  of E q . ( 5 ) ,  if one a s s u ­
mes, of c o u r s e ,  t h a t  a c t i v e  s i tes a c c e s s i b l e  to s u b s t r a t e  in 
e a c h  o l i g o m e r i c  f o r m  are i d e n t i c a l  a n d  i n d e p e n d e n t .  The u p p e r  
F i g u r e  r e p r e s e n t s  the d e p e n d e n c e  of v e l o c i t y  of e n z y m a t i c  
r e a c t i o n  c a t a l y z e d  by g l u t a m a t e  d e h y d r o g e n a s e  on e n z y m e  c o n ­
c e n t r a t i o n  o b t a i n e d  by K e m p f l e  and c o - w o r k e r s  ( 1 9 7 2 ) .  In 
l o w e r  F i g u r e  the d e p e n d e n c e  of s p e c i f i c  enz y m e  a c t i v i t y  of 
g l u t a m a t e  d e h y d r o g e n a s e  on e n z y m e  c o n c e n t r a t i o n  c o n s t r u c t e d  
by us in l o g a r i t h m i c  c o o r d i n a t e s  is s h o w n .  The s o l i d  c u r v e  is 
t h e o r e t i c a l  one. It is s e e n  t h a t  the e x p e r i m e n t a l  d a t a  m a y  be 
s a t i s f a c t o r i l y  d e s c r i b e d  at the f o l l o w i n g  v a l u e s  of p a r a m e ­
t e r s :  the s p e c i f i c  e n z y m e  a c t i v i t y  of f ree " m o n o m e r "  ( w ith  
m o l e c u l a r  w e i g h t  312 0 0 0 )  is e q u a l  to 4 3 0  m o l e s  of N A D H  p e r  
m i n u t e  p e r  m o l e  of " m o n o m e r "  and the a s s o c i a t i o n  c o n s t a n t  is 
e q u a l  to 5 * 1 0 ^  M - 1 .
M o d e l  lb
The type of a c t i v e  s i t e s  s c r e e n i n g  is the s ame as one in the 
M o d e l  la but it is a s s u m e d  t hat a c t i v e  s i t e s  are i n t e r a c t i n g  
a n d  the c h a r a c t e r  of a c t i v e  s i t e s  i n t e r a c t i o n  in f r e e  m o n o m e r  
a n d  in a s s o c i a t e  is d i f f e r e n t .  In t h i s  m o d e l  two p a r a m e t e r s  
a r e  n e c e s s a r y  for c h a r a c t e r i z a t i o n  of e n z y m e  a c t i v i t y  of 
o l i g o m e r i c  forms, n a m e l y  a^ (the s p e c i f i c  e n z y m e  a c t i v i t y  of
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f ree m o n o m e r )  a n d  a,, (a,,/i is the s p e c i f i c  e n z y m e  a c t i v i t y  
of a s s o c i a t e  c a l c u l a t e d  on m o n o m e r ) .
The d e p e n d e n c e  of s p e c i f i c  e n z y m e  a c t i v i t y  on e n z y m e  c o n ­
c e n t r a t i o n  for the M o d e l  lb has the f o l l o w i n g  form:
4 2(/l+4K [e ]o - 1)
a = a 1 ------ ----------- —  ♦ a 2 ------  1 ' -------  (6 )
(1 + P + 4 k [e ]o )2 (1 + У 1 + 4 к [е ]о )2
At a2/ a 1 > 2  the d e p e n d e n c e  of s p e c i f i c  e n z y m e  a c t i v i t y  on 
e n z y m e  c o n c e n t r a t i o n  p a s s e s  t h r o u g h  a m a x i m u m  w i t h  i n c r e a s i n g  
e n z y m e  c o n c e n t r a t i o n  ( F i g . 7). It is w o r t h  n o t i n g  that the 
s l o p e s  of the l i n e a r  a s y m p t o t e s  at s u f f i c i e n t l y  h i g h  e n z y m e  
c o n c e n t r a t i o n s  are e q u a l  to - 0 .5«
M o d e l  Ic
L e t  us a s s u m e  t h a t  at c o m p l e t e  s a t u r a t i o n  of a s s o c i a t i o n  
s i t e s  of m o n o m e r  not all o f  the a c t i v e  s i t e s  b u t  m of t h e m  
are s t e r i c a l l y  s c r e e n e d  (m < n ) .  The n u m b e r  of a c t i v e  s i t e s  in 
a s s o c i a t e  M^ is e q u a l  to [ i n - ( i - 1 ) m ] .  If a c t i v e  s i tes are 
i d e n t i c a l  and i n d e p e n d e n t  and if c a t a l y t i c e f f i c i e n c i e s  of 
a c t i v e  s i t e s  a c c e s s i b l e  to s u b s t r a t e  in l i n e a r  a s s o c i a t e  M^, 
o n  the one hand, and in f ree m o n o m e r ,  on the o t h e r  hand, are 
i d e n t i c a l ,  the d e p e n d e n c e  of s p e c i f i c  e n z y m e  a c t i v i t y  on 
e n z y m e  c o n c e n t r a t i o n  h a s  the f o l l o w i n g  form:
The p l o t s  of l o g e  vs l o g [ E ] Q h a v e  p l a t e a u  in the r e g i o n s  
o f  r e l a t i v e l y  l o w  a n d  r e l a t i v e l y  h i g h  e n z y m e  c o n c e n t r a t i o n s
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r e s p e c t i v e l y .  The s l o p e  of t a n g e n t  in the i n f l e c t i o n  p o i n t  is 
e q u a l  to - O . 0 6 7 » - 0 . 1 1 1  a n d  - 0 . 1 6 8  at m / n = 1/ 3 , 1 / 2  a n d  2 / 3  
r e s p e c t i v e l y  ( F i g . 8 ).
M o d e l  H a
The a c t i v e  d i m e r  w h i c h  is in e q u i l i b r i u m  w i t h  i n a c t i v e  m o n o ­
m e r  is a ble to f o r m  l i n e a r  a s s o c i a t e s  h a v i n g  i n d e f i n i t e  
l e n g t h .  Let 1Ц be the a p p a r e n t  a s s o c i a t i o n  c o n s t a n t  for the 
e q u i l i b r i u m  m o n o m e r  d i m e r  a n d  Kg be the a p p a r e n t  a s s o c i a ­
t i o n  c o n s t a n t  for the e q u i l i b r i u m  D + . It is a s s u ­
m e d  t h a t  a c t i v e  s i t e s  in d i m e r  are i d e n t i c a l  a n d  i n d e p e n d e n t  
a n d  t h a t  a s s o c i a t i o n  of d i m e r s  d o e s  not r e s u l t  in s t e r i c 
s c r e e n i n g  of a c t i v e  s i t e s .  S u c h  m o d e l  was s u g g e s t e d  by H o f e r  
(1 9 7 1 ) for a s s o c i a t i o n  of p h o s p h o f r u c t o k i n a s e  f r o m  r a b b i t  
s k e l e t a l  m u s c l e s .
For the M o d e l  l i a  s p e c i f i c  e n z y m e  a c t i v i t y  a n d  t o t a l  m o ­
lar e n z y m e  c o n c e n t r a t i o n  are c o n n e c t e d  by the f o l l o w i n g  r e l a ­
t i o n s h i p :
« \ / .г»г.кг[1]0 -  a2
i ------ ---  ------------- ------------  = 0 (8)
a 2 K 2 [ B ] 0 \/гаК1 [ Е ] о
w h e r e  a2 is the s p e c i f i c  e n z y m e  a c t i v i t y  of d i m e r .  The sha p e  
of the d e p e n d e n c e  of s p e c i f i c  e n z y m e  a c t i v i t y  o n  e n z y m e  c o n ­
c e n t r a t i o n  is d e t e r m i n e d  by the r a t i o  of a s s o c i a t i o n  c o n ­
s t a n t s .  In F i g . 9 the t h e o r e t i c a l  d e p e n d e n c e s  of r e l a t i v e  s p e ­
c i f i c  e n z y m e  a c t i v i t y ,  a / a 2 , o n  d i m e n s i o n l e s s  e n z y m e  c o n c e n ­
t r a t i o n  •^ i/ K ^ K 2 [e ]o  are r e p r e s e n t e d  at v a r i o u s  v a l u e s  of K^/Kg 
r a t i o .  W h e n  this r a t i o  is l ess t h a n  0 . 0 8  t h ese d e p e n d e n c e s
41
F i g . 7» M o d e l  lb ( a s s o ­
c i a t i n g  e n z y m e  s y s t e m  of 
the t ype M 7 * Mg 7 *  7 ~* . ..
w i t h  s t e r i c  s c r e e n i n g  of 
i n t e r a c t i n g  a c t i v e  s i t e s  
in the c o u r s e  of a s s o c i a ­
tio n )  .
The d e p e n d e n c e s  of r e l a t i v e  
s p e c i f i c  e n z y m e  a c t i v i t y ,  
a / a ^ , on d i m e n s i o n l e £ s  e n ­
z yme c o n c e n t r a t i o n ,  K [ e ]o> 
c a l c u l a t e d  by m e a n s  of Eq. 
(6 ) at v a r i o u s  v a l u e s  of
P  = V « i  •
F i g . 8 . M o d e l  Ic 
( a s s o c i a t i n g  e n z y m e  
s y s t e m  of the type M ^  
M g ~r*~ M,y>- ... w i t h  s t e ­
ric s c r e e n i n g  of m of 
n i n d e p e n d e n t  a n d  e q u i ­
v a l e n t  a c t i v e  s i t e s  in 
the c o u r s e  of a s s o c i a ­
t i o n .  The d e p e n d e n c e s  
of r e l a t i v e  s p e c i f i c  
e n z y m e  a c t i v i t y  a/a^ 
on d i m e n s i o n l e s s  e n z y m e  
c o n c e n t r a t i o n  K [ E ] o 
c a l c u l a t e d  by m e a n s  of 
E q . ( 7 ) at v a r i o u s  
v a l u e s  of m/n.
b e c o m e  s i g m o i d a l
M o d e l  lib
It is a s s u m e d  t h a t  a c t i v e  d i m e r  has two a s s o c i a t i o n  s i t e s  
w h i c h  a r e  o v e r l a p p e d  w i t h  a c t i v e  s i t e s  in s u c h  a m a n n e r  t h a t  
h a l f  o f t h e t o t a l n u m b e r  of a c t i v e  s i t e s  of d i m e r  is s t e r i c a l l y  
s c r e e n e d  in e a c h  of two c o n t a c t s  of d i m e r  by its n e i g h ­
b o u r s *  If a c t i v e  s i t e s  a c c e s s i b l e  to s u b s t r a t e  in f ree d i m e r  
a n d  a s s o c i a t e s  are i d e n t i c a l  a n d  i n d e p e n d e n t ,  the f o l l o ­
w i n g  r e l a t i o n s h i p  c o n n e c t s  a a n d  L E "1Q ï
S p e c i f i c  e n z y m e  a c t i v i t y  p a s s e s  t h r o u g h  a m a x i m u m  w i t h  i n c r e ­
a s i n g  e n z y m e  c o n c e n t r a t i o n  ( F i g . 10). The s l o p e  of a s y m p t o t e s  
in l o g a r i t h m i c  c o o r d i n a t e s  is e q u a l  to 1 at [e ] 0 — ► 0 and 
- 0 . 5  at [e ]o —  oo .
In c o n c l u s i o n ,  I s h o u l d  l ike to e m p h a s i z e  t hat the 
r e l i a b l e  a n a l y s i s  of the d e p e n d e n c e s  of s p e c i f i c  e n z y m e  a c t i ­
v i t y  o n  e n z y m e  c o n c e n t r a t i o n  is p o s s i b l e  o n l y  w h e n  a s s o c i a ­
t i o n  o f  the e n z y m e  is s t u d i e d  i n d e p e n d e n t l y  u s i n g  p h y s i c a l  
m e t h o d s .
S U M M A R Y
T h e  s h a p e  of d e p e n d e n c e s  o f  s p e c i f i c  e n z y m e  a c t i v i t y  on e n ­
z y m e  c o n c e n t r a t i o n  has b e e n  a n a l y s e d  for a s s o c i a t i n g  e n z y m e  
s y s t e m s  of the t y p e s  m o n o m e r ^ N - m e r ,  m o n o m e r  ^  d i m e r  ^ t e t -  
r a m e r  a n d  for a s s o c i a t i n g  e n z y m e  s y s t e m s  w i t h  l i n e a r  i n d e f i ­
n i t e  t y p e  of a s s o c i a t i o n .
1 (9)
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F i g . 9» M o d e l  lia ( a s s o ­
c i a t i n g  e n z y m e  s y s t e m  of 
the type 2 M  7-* D 7 -  D g 7—  
D-jTl!;... w h e r e  M is i n a c ­
t i v e  a n d  s p e c i f i c  e n z y m e  
a c t i v i t y  of D d oes not 
c h a n g e  in the c o u r s e  of 
a s s o c  i a t i o n ) •
_____  The d e p e n d e n c e s  of r e l a -
t i v e  s p e c i f i c  a c t i v i t y ,
_____ a/a_, on d i m e n s i o n l e s s
e n z y m e  c o n c e n t r a t i o n  ^ K , jK 2 [e ] c a l c u l a t e d  by m e a n s  of r e l a ­
t i o n s h i p  (8 ) at v a r i o u s  v a l u e s  of Ы-=К^/К^.
F i g . 1 0 .  M o d e l  l i b  ( a s s o c i a t i n g  e n z y m e  s y s t e m  2 M n 7 D  7~ * T " * ~  
D, 7 ~»-... w h e r e  M is i n a c t i v e  a n d  a s s o c i a t i o n  of D Is a c c o m ­
p a n i e d  by s t e r i c  s c r e e n i n g  of a c t i v e  s i t e s ) .
The d e p e n d e n c e s  of r e l a t i v e  s p e c ific a c t i v i t y  a / a „  on d i m e n -
3 / 2—  ^s i o n l e s s  e n z y m e  c o n c e n t r a t i o n  \/I,jK2 [E]o c a l c u l a t e d  by 
m e a n s  of r e l a t i o n s h i p  (9 ) at v a r i o u s  v a l u e s  of ot = K /j/K2 .
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PROBLEMS OF TWO-SUBSTRATE ENZYME KINETICS 
THE CONCEPT OF ENZYME MEMORY
Jacques Ricard
Laboratoire de Physiologie Cellulaire Végétale Associé au 
C.N.R.S. Université d'Aix-Marseille, Centre de Luminy, 
13288 Marseille Cedex 2. France.
One of the classical problems of multi-substrate enzyme kinetics 
is to determine whether there is an order in the addition of the substrates 
and the release of the products during an enzyme reaction [l-7]. This 
matter has been recently revived by the emergence of a new concept : 
that of enzyme memory [8,9]. The aim of this lecture is to discuss this 
problem in connection with a possible regulatory behavior of some monomeric 
enzymes.
In Figure 1 are presented two possible reaction schemes for subs­
trate binding on a two-substrate monomeric enzyme. If the enzyme binds 
the substrates in an obligatory order, the reaction model is said to be
ordered. One substrate (A for instance) will be the first to be bound and 
the other one (B) will be second.
If the free enzyme can bind the substrates in either order, the 
reaction mechanism is defined as a random one. In the reaction schemes of 
Figure 1 we take into account only the binding of the substrates. All the 
steps following the addition of substrates (transformation of substrates 
into products, release of the products) have been expressed by an apparent 
rate constant k*.
Obviously, an ordered mechanism can be considered as a limiting
case of a random mechanism, and one may wonder whether the term "ordered 
mechanism" has any physical significance for a given real enzyme. Here , 
this term will be used in its operational meaning. Since most, if not all, 
ordered mechanisms are in fact random mechanisms considerably shifted
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towards one reaction path, the term "ordered mechanism" will be used to 
indicate a mechanism in which one reaction path only can be experimentally 
detected. When both reaction paths are experimentally detectable a mecha­
nism will be defined as random.
At this stage of the lecture it is of interest to speculate 
about the possible structural significance of the concept of ordered mecha­
nism. The fact that the free enzyme molecule cannot bind the second 
substrate to any appreciable extent suggests that the binding of the first 
substrate molecule induces a conformational change that allows the binding 
of the second substrate. Ordered binding of substrates and ordered release 
of products are thus likely to be associated with sequential conformation 
changes of the enzyme molecule. But these sequential conformation changes 
might in turn generate "memory" phenomena. If the enzyme "recalls" for a 
while the conformation stabilized by the last product after its desorption, 
then the free enzyme will appear under two different conformation states, 
giving rise to deviations from classical Michaelian behavior. This point 
will be discussed at length in this paper.
I - KINETIC METHODS OF DISCRIMINATING BETWEEN ORDERED AND RANDOM MECHANISMS
There are several kinetic methods that allow one to decide 
whether a reaction mechanism is ordered or random : the analysis of 
product inhibition [6,7], the evaluation of isotope exchange [l0-12] and 
the use of alternative substrates [l3,14] . Only the last method will be 
discussed in the present lecture.
Let. us suppose that the ordered mechanism of Figure 1 is in 
initial steady-state conditions, whereas the random mechanism of the 
same Figure is in a pseudo-equilibrium state. Both mechanisms then give 
rise to the same type of rate equation that can be written as
Ф Ф Ф
Фп + Л  + ^  + _ ^ L
0 [А] [в] [A] [B]
where the Ф are groupings of rate constants (the so-called Dalziel
ceff icients) , M q the total enzyme concentration and v the initial steady-
state or pseudo-equilibrium rate. Thus the kinetic schemes of Figure 1 are
(1) M l
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indistinguishable on the basis of a classical kinetic study. They are 
defined as homeomorphic.
The principle of the alternative substrates method rests on the 
kinetic analysis of the transformation of a substrate in the presence of 
an analogue of that substrate, which is taken as a competitive inhibitor 
of the reaction. If, for instance, A is the substrate and A' the alternati­
ve substrate, the method will use rate determination of the disappearance 
of A in the presence of A'. This can usually be achieved by the use of a 
coupled assay. Models of Figure 1 in the presence of an alternative subs­
trate of A, A', can be written as shown in Figure 2. For the ordered 
model of Figure 2, the reciprocal rate equation describing the transfor­
mation of A in the presence of A' can be written as
V V ФАВ [A-] 1 Ф ф + AB
[A] [в] [A] [B] ' [A] ' A [в]
фо Ф'/ф> ♦
"i * w
where v is the initial steady-state rate of reaction for А,Ф and Ф’ 
the kinetic coefficients of the substrate and the alternative substrate, 
respectively.The explicit formulation of these kinetic coefficients is
Ф0 = —
k* k*’
ф л 1 ф :, 1A = —  A' = —  
k, k!
(3) Ф„ =
k_2 +k
k V
к' + к
« в -  -2
k*'k’
ф к (k+k ) 
AB = ------- -—
к jk^k
ф, k ^oTtkl)
A' В = — ------ —
к; к'к*-
If the random mechanism of Figure 2 is in pseudo-equilibrium 
state, the reciprocal rate equation (the reciprocal rate of transformation 
of A in the presence of A 1) is
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(4)
V
4 ФАВ
[A-]
\ r  ♦ Фв
[A] [ B ] [A] [B] [A] Í 0  [ в ]
Ф
Ф
AB т—  
А' В
where the Ф and Ф' are still the kinetic coefficients of the substrate 
and the alternative substrate respectively. They are expressed as
k*
Ф0 - - L
k*'
ФА 1 Ф It IA = —  A’ - ---
к к. к 'к;4 4
(5) В =
к* К.
%  = 1
к*'К^
AB
к*К,К2
Ф' 1V b » — -
k*’KJK^
A compulsory order model with В' as alternative substrate, is 
presented in Figure 3. The reciprocal rate equation is now
V
Ф0 ч Ч
Ф
■ АВ ♦ М  1[»• .
[A ] И й [в] [ В ]  '> 0 М
ФВ
The Ф and Ф' are still the kinetic coefficients of the substrate and the 
alternative substrate. Their expression is similar to that already given 
(expressions 3).
Inspection of equations (2), (4), and (6) indicates , at least 
in theory, a possibility of discriminating among ordered and random mecha­
nisms. From equation (2) (with A' being the alternative substrate) it is 
obvious that the reciprocal plots should be linear with regard to the 
first substrate A but curvilinear with respect to the second substrate B. 
Some possible shapes of the reciprocal plots obtained by computer simula­
tion are presented in Figure 4. If, on the other hand, the alternative 
substrate is B', an analogue of the second substrate B, or if the mechanism
is random, the reciprocal plots are always linear.
Although very simple at first sight, the direct use of rate 
equations (2), (4), and (6) can give rise to misleading interpretations
50
because a non-linear rate equation can, under certain conditions, generate 
linear or quasi-linear plots with regard to 1 / [ в ] .  Expression (2) is the 
equation of a hyperbola that has an oblique asymptote
W o ФФ + A + Фь , фAB + М
V 0 M [В] [А] [В] [А]
Í ФАВ Фв . ф ф'V b ^ ФАВ Ф0 ФАВ Ф1’ ФВ
Ч в М ф'.А'В ф»А'В Ф'2,А'В
vertical asymptote
1 ф»А 1 В
[в] ф»V
Equation (2) can generate straight plots [e]q /v against 1 / И  in two 
cases : first, when the hyperbola is degenerate, and second when a large 
part of the hyperbola asymptotically approaches its oblique asymptote. It 
can be shown after some algebra that there are two degeneracy conditions 
of the hyperbola
Ф'A ' В
(1 1 )
AB
If either the first or the second degeneracy condition holds, equation (2) 
becomes
(1 2)
V
Фь + ФАВ [А'] \ф * ФДВ
[А] [в] [А] [В] ' [А] i А [В]
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or
(13) Wo = ф. AB
[А] [В] [А] [В] [А] )
ф: ) ф
ф:0 +
В/ AB
[В] А'В
If both degeneracy conditions simultaneously hold, then rate equations (12) 
and (13) become identical.
(14)
The reciprocal plot approaches the oblique asymptote when
La]
Ф' , Ф'? »A' A'В
ф' ф' - ф' ф'
А' В О A' В фа ф;-в - фав ф;-
Obviously, a sufficient, but by no means necessary, condition is that
(15)
[A']
M*i2.
ф' - Ф' 
В 0 A'В AB = О
Each of the degeneracy conditions fulfills identity (15). Some linear 
plots obtained from an ordered model involving an alternative substrate 
A' of the first substrate (A) are presented in Figure 4.
When the two reaction routes involving, respectively, the 
substrate and the alternative substrate are independent, as occurs 
with the ordered model of Figure 2, there is no obligatory relation between 
the Ф (the kinetic coefficients of the substrate) and the Ф' (the kinetic 
coefficients of the alternative substrate). If a relation between these 
coefficients holds, it is purely fortuitous. The second degeneracy condi­
tion (11) is an example of such a fortuitous relation. But if the alterna­
tive substrate is B' or if the mechanism is random, then the two reaction 
routes are not independent but have a step in common. The occurence of 
this common step gives rise to obligatory relations between the Ф and 
the Ф'. These obligatory relations are termed constraint conditions. For 
a compulsory order model with an alternative substrate of the second subs­
trate (model of Figure 3), there are two constraint conditions
06) Ф! = фд A A V
Ф
Ф
AB
В
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and for a random model such as that of Figure 2, only one constraint con­
dition
(17) A'В Ф'V
AB
Ф.
has to be fulfilled.
The above theoretical developments make it possible, in most 
cases, to choose a kinetic scheme. This screening necessitates the inde­
pendent evaluation of the kinetic coefficients Ф and Ф' pertaining to the 
substrate and to the alternative substrate; then the use of the above equa­
tions allows the choosing of a model. The screeming can also be done in a 
systematic way by using diagnostic rules [l4].
To give an example, we will apply these rules to the transfer 
reaction catalyzed by yeast hexokinase. It has been stated by different 
research groups that the primary Lineweaver-Burk plots are compatible 
with the initial rate equation
(18) Mo = Ф0 ♦ MA
Ф.H.MA
[h] [ma] [h] [ma]
where H is the hexose (glucose, fructose, or mannose), MA the chelate 
2-MgATP , and Ф the kinetic coefficients pertaining to glucose, fructose, or
mannose phosphorylation and determined from pH-stat experiments. The values
obtained are given in Table 1 . Since Ф... (Glc) ф Ф„. (Fru) andMA MA
Ф 2_(Glc) ф Ф^д (Man), a compulsory order mechanism with MgATP as
the first substrate can be ruled out. For a random model, constraint con­
dition (8) should hold for any alternative substrate. Now, it is seen 
from Table 1 that
(19)
ФH.MA
ФH
(Glc) ф
ФH.MA
ФH
(Man)
Therefore, the constraint condition is not fulfilled with glucose or 
mannose. A random model is thus incompatible with the results of Table 1. 
The only way to interpret the above data is to consider that the binding
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of the substrates on the hexokinase is ordered with glucose being bound 
first. This is in agreement with a previous interpretation [_15,1 б] .
An additional possibility of checking a given model is to plot 
the reciprocal of the specific rate measured experimentally in the 
presence of the alternative substrate, and, independently, to calculate 
that reciprocal rate by means of a given rate equation such as (2), (4), 
or (6). Such a calculation necessitates the independent evaluation of the 
kinetic coefficients Ф and Ф' for the substrate and for the alternative 
substrate,respectively. Obviously, if the points obtained experimentally 
lie on the theoretical plot, this can be taken as an additional argument 
in favor of the proposed reaction scheme. Results of Figure 5 clearly show
that the predictions of an ordered binding of substrates on yeast hexokina­
se correspond exactly to the reaction-rate measurements in the presence of
an alternative substrate, either fructose or mannose.Notice in Figure 5,
that an ordered mechanism with an alternative substrate (fructose or 
mannose) of the first substrate (glucose) generates linear primary plots. 
This is caused, in each of the above cases, by the occurence of a degenera­
cy condition. With fructose as an alternative substrate, the degeneracy 
condition is
Ф Ф
(20) (Glc) = -----  (Fru)
Ф Ф,H H
and with mannose
Ф Ф
(21) (Man) - H.MA . -----  (Man)
ф„ Ф0 H
We think that the alternative substrate method is one of the most power­
ful tools for elucidating reaction sequences.
II - ENZYME MEMORY
From a kinetic point of view, the regulatory behavior of an 
enzyme usually appears as a departure from classical Michaelian behavior. 
The most frequent deviations are an upward("positive cooperativity') or
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a downward ("negative cooperativity") curvature of the reciprocal plots. 
These deviations are usually considered as the immediate consequence of 
subunit interactions [l7-20]. Moreover, it is obvious that the random 
binding of substrates on a rigid-or nearly rigid-monomeric enzyme can, 
also in theory, generate deviations from Michaelian behavior. However, to 
:he best of our knowledge, these deviations have never been found for any 
real enzyme. This is probably due to the frequent occurrence of asymptotic 
or degeneracy conditions [7,21,22,14] similar to those already discussed. 
But it is also possible to explain departure from Michaelis-Menten behavior 
of one-site enzymes by the occurrence of conformational transitions between 
enzyme forms. Thus far, two types of models have been proposed a priori 
to explain non-Michaelian behavior of one-substrate monomeric enzymes.
The first model |23] assumes the existence of a pre-equilibrium
between two enzyme forms that both bind the substrate without further 
conformational change as shown in Figure 6. If the conformational transi­
tions are slow with respect to the other steps, this system will generate
non-linear reciprocal plots [23]. A more complete scheme including the 
enzyme-product complexes has also been proposed [24,25]but its basic 
features are the same.
The second model that was put forward [26] to explain non-Michae­
lian kinetics of one-substrate enzymes, assumes the existence of a 
"memory" in the enzyme.Thatis the protein molecule, after catalysis, is 
released in the conformation stabilized by the substrate (Figure 6). It 
is now our aim to discuss at length the kinetic and the thermodynamic bases 
of this enzyme memory, and to show that this concept applies to a real 
enzyme : wheat germ hexokinase L I.
A ~ Ibé_S2S5í°SÍ£ái_£láSSÍ£Í22
An enzyme exhibiting memory phenomena is defined as a mnemonical 
enzyme. If one looks at the Rabin scheme in Figure 6, one notes that 
this scheme has to be modified for two reasons :
- since the enzyme is considered to recall for a while the 
conformation stabilized by the last ligand, it is obvious that this
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ligand is a product and that the enzyme-product(s) complex(es) has(have) 
to be inserted in the reaction scheme;
- an additional difficulty of the Rabin scheme is that it viola­
tes the principle of microscopic reversibility. Thus, the free enzyme 
interconversion has to be considered as reversible. But then this reversi­
bility raises the difficult question of whether the departure from 
Michaelian behavior is due to enzyme memory or rather to a shift of the 
pre-equilibrium between the two free enzyme conformations as represented in 
the Frieden [23], or in the Ainslie et al [24] schemes (Figure 6). The 
discussion of this problem will now be the focus of our interest.
One of the basic ideas of this lecture is to consider that the 
non-Michaelian behavior of some monomeric enzymfs rests on a special type 
of conformational transition, which we call the mnemonical transition. 
Three requirements have to be fulfilled to produce such a transition :
- the free enzyme exists in two conformational states (the 
circle and the rhombus of Figure 7) in equilibrium;
- the collision of a ligand L with either of these enzyme forms 
induces a new conformation (the square of Figure 7) which is required for 
proper ligand binding;
- another ligand M can be bound competitively, at the same site
on one form only (the rhombus of Figure 7) without any further conformation 
change.
Thus, the scheme of Figure 6 combines induced-fit phenomena 
(steps 2 and 3) with the existence of a pre-equilibrium shifted by the 
binding of a ligand (steps 1 and 4). Now, if this mnemonical transition 
is inserted into an ordered reaction scheme, in such a way that L is the 
first substrate and M the last product, one gets a generalization of the 
Rabin scheme that takes into account the two above remarks. For instance, 
if the mnemonical transition is a component of an ordered two-substrate, 
two-product mechanism, one has the situation depicted in Figure 8.
It is of interest now to go back to the molecular basis of devia­
tions from Michaelis kinetics exhibited by a mnemonical enzyme. For a poly­
meric enzyme, departure from linear reciprocal plots is usually considered
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as the consequence of quaternary constraints and active-site interactions 
For a one-sited mnemonical enzyme the non-Michaelian behavior appears as 
a consequence of a cooperation between two different conformation states 
of the same protein in the overall reaction process. It is obvious that, 
as for cooperativity between sites, the cooperation between conformation 
states of the enzyme can be positive or negative. This point will be 
discussed later on.
В - Mnemonical_two^substrate_1_two-product_enzymes
In the absence of any product, the reciprocal reaction rate of 
the model of Figure 9 can be written in either of the two following forms
Mo
(22)
(а ,+а2 [в]) — j + (3, +ß9 [в]) - ^  +  (Y ,+Y ,M )
[A]Z 1 K2 W '1 '2'
« М  7 1-  +e[B] 
[A]
Mo V BlM  +Y,[A]2 J -2-2 n 2M 2
« М  + е[АГ [в] 6[a]+ ф Г
The coefficients a,3,Y,i,£ are groupings of rate constants and are 
defined in Table 2. The reciprocal plots are linear with respect to 
1 / [в] , but not with-regard to 1 / [a] . An example of this type of behavior,
simulated by computer, is shown in Figure 9. It is to be noted that the 
linear plots do not intersect at the same point. The secondary plots
derived from the analysis of the straight lines of Figure 9 exhibit an 
interesting property. Although the intercepts i are not a linear function 
of 1/ [a] , the slopes 0 give a straight line when replotted against 1/ [a] . 
As a matter of fact one has
(23) 1 = i b
+ ß, [À]
6 -L- +
[A]
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(23) ö
a 1 +
Pjő - a
[A]
Again this situationcan be illustrated by computer simulation (Figure 10).
An interesting point is to determine whether the first reciprocal 
rate equation (22) can predict inhibition by excess substrate when 
[e] q /v  is plotted against 1/[a]. If the expression of the first derivative 
(with respect to 1/ [a ] ) is evaluated, one sees that all the terms of the 
numerator are positive. Thus, the reciprocal rate equation cannot exhibit 
any extreme and the mnemonical transition cannot give rise to substrate 
inhibition. The second derivative (with respect to 1/ [a]) of the same 
rate equation can be written, after some rearrangement, as
(24)
г Л ^ к ^ к ^ - к , )
(б +e )'
Depending on the respective values of kg and kj, the reciprocal plots are 
linear , concave up or down. This is exemplified by the computer outputs 
of Figure 11. Since the reciprocal plots cannot exhibit any extreme it is 
possible to express the extent of cooperation between the two enzyme 
forms by the numerical value of the second derivative when 1/ [a] approaches 
zero. This extent of cooperation Г is shown to be
2k
(25) Г = — f - i k g - k , )
k.k,,
If [e]Q is expressed in seconds, the extent of cooperation Г is expressed 
in sM^. A point of cardinal importance is that the expression of Г rests 
on three rate constants only, thus the concentration of the second substrat 
В does not effect the cooperation of the two enzyme forms. However, one may 
wonder whether the products modify the curvature of the plots. In the 
presence of product P, again all the terras in the numerator of the first 
derivative (with respect to 1/[a}) of the new reciprocal-rate equation 
are positive, and the expression of Г is, still equation (25). In the pre­
sence of the second product Q, one gets a new reciprocal-rate equation ha-
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ving a first derivative with only positive terms in the numerator. But 
now the extent of cooperation is dependent upon the concentration 
of Q; one has
(26) 2kГ “ ~ ~ T  {(k6 - V  - k |K4 ^ }k, k.
where is the dissociation constant (k_^/k^) of the product Q from the 
enzyme surface. Obviously, if
(27) k6 > k, (1+k J q] )
the cooperation in the presence of Q is positive, and if
(28) k6 < k, (1+K4 [Q] )
the cooperation is negative. If, in the absence of any product, the 
cooperation was negative, the product Q strengthens that cooperation. If 
the cooperation was positive, in the absence of Q, the product Q lowers, 
or even reverses, the cooperation.This interesting property is exemplified 
in Figures 12 and 13.
C - Thermodynamic_aspects_of_enzyme_memory
The expression of the extent of cooperation is unchanged whatever
the number of substrates and products, and can be written for any mnemoni- 
cal transition in its most general form as
(29)
2k_T
w
<ч - V
The significance of the three rate constants k^ ,, k^, k^ is to be found in 
the general scheme of Figure 7. In that form, it is obvious that the 
concavity of the reciprocal plots, that is, the extent of cooperation 
between enzyme forms (the circle and the rhombus), is independent of the 
equilibrium constant between these enzyme forms, but is the consequence 
of enzyme memory. As a general rule the substrates , and all but the last 
product, do not affect the cooperation. In the presence of the last pro-
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duct M (Figure 7), and regardless of the number of substrates and products 
the extent of cooperation becomes
2kr’T(30) Г 2 (к'-кь (1+Kh  [m ])}
where is the dissociation constant of the enzyme-M complex. Г is thus a 
linear function of the concentration of M.
Since the sign of the cooperation rests on the respective values 
(in the absence of M) of only two rate constants, k^ and k^, it is of
interest to discuss briefly the thermodynamic grounds of cooperation 
for mnemonical enzymes. The free energy of activation associated with 
the two rate constants and k^ can be split into two components :
- an ideal binding component, AGf , that is, the free energy ofD
activation for binding without taking into account the conformation change
energy of activation for conformational change apart from binding effects. 
Neither of these thermodynamic contributions can have a negative value and 
one gets
- an ideal transconformation, AG^ or AG^, , that is, the free
(31)
By comparing the two equations, it is obvious that if
(32)
then
(33)
Conversely, if
(34)
60
then
(35) AG*, > AG*
Obviously, the positivity or negativity of the cooperation between the 
two conformation states rests on the respective values of the free energies 
of activation of the two transconformation processes as shown in Figure 14.
D- Whgat_germ_hexokinase_L_I_as_a_mnemonical_enzyme
Four isohexokinases have been isolated from wheat germ and 
obtained ina homogeneous state [27]. Two of them (L I and L II) have a 
molecular weight of 50,000, the two others (H I and H II) a molecular 
weight of 110,000. Both L I and L II are made up of only one polypeptide 
chain.
It can be shown, by equilibrium dialysis experiments, that L I
binds [U C] glucose, but not ['4c] MgATP^ . This result is similar to that
previously obtained with yeast hexokinase [28-3l]. It suggests that the
binding of substrates is essentially ordered [l5,1 б], glucose being bound
first. Both the Klotz and Scatchard plots show the existence of one binding
site for glucose per enzyme molecule. In addition, these plots are linear
(Figure 15). However, if the Lineweaver-Burk plots are linear with regard 2-  . .to MgATP , they exhibit a downward curvature with regard to glucose
(Figure 16). If the slopes of the primary plots II of Figure 16, are 
replotted against the reciprocal of glucose, one has a straight line, but
if the intercepts are replotted against 1/[glucose] one gets a curve 
(Figure 17). This is exactly what is expected with a mnemonical model.
The effects of the products, glucose-6-phosphate and MgADP , on the 
primary reciprocal plots expressed with respect to glucose are presented
in Figure 18. Obviously .these effects are very different. Glucose-6-
. 2- phosphate increases the concavity of the plots, whereas MgATP does not.
This can be more clearly seen by estimating the Г values of the plots,
. 2and plotting these values (expressed in sM ) against either glucose-6- 
phosphate or MgADP concentrations (Figure 19). The extent of cooperation 
Г increases linearly with glucose-6-phosphate concentration, whereas it 
is independent of MgADP concentration. The whole set of above results 
clearly allows one to conclude that wheat germ hexokinase L I is a
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mnemonical enzyme, that glucose is the first substrate, and glucose-6-phos- 
phate the last product. The simplest scheme consistent with these conclu­
sions is presented in Figure 20. Other kinetic results, which are not 
presented here, demonstrate that a random model is incompatible with the
available data.
Since conformational equilibria involved in the mnemonical tran­
sition are considered to be the explanation of the departure from 
Michaelian behavior, shifting or altering these equilibria by slight concen­
trations of denaturating agents would modify or even suppress the concavity 
of the primary plots. This is what is obtained when urea or sodium dodecyl-
sulfate (SDS) are used (Figure 21). The linearization of the Lineweaver- 
Burk plots ("desensitization") by urea and SDS is clearly in accord with
the existence of the conformational transitions required for enzyme memory.
E “ Ç§2_£he_roB2!D2Bi£âI_££2Dsition_be_considered_as_a_deyice_for 
the regulátion_of_metabolic processes ?
Obviously, an enzyme can be defined as regulatory when it 
effectively regulates a metabolic pathway through conformational 
transitions. It is not yet possible to decide whether a mnemonical mono­
meric enzyme, such as hexokinase L I, is regulatory or not, because of 
the lack of physiological studies on the relevant metabolic pathways 
(in this case, glycolysis in the wheat germ). However, a conclusion that 
can be drawn from this study is that enzyme memory represents a possible 
device for the regulation of metabolic processes. Since the mnemonical 
transition can give rise either to an upward or downward curvature of 
the reciprocal plots, the "advantages" of enzyme memory are similar to 
those exhibited by allosteric enzymes (sharp response of the enzyme 
for a narrow range of substrate concentration) or by enzymes exhibiting 
negative cooperativity (comparatively high reaction rate for very low subs­
trate concentration). However, the mnemonical enzymes exhibit a unique 
property : that of having their "regulatory behavior" modulated by the 
last product of the reaction sequence. This property implies that, 
compared with a Michaelian enzyme, the mnemonical enzyme can be more 
weakly inhibited by the product at low substrate concentration than at 
high substrate concentration . Since many enzymes in the cell catalyze
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the transformation of a substrate in the presence of the corresponding 
product the mnemonical transition is a device that can represent an "advan­
tage" evolved for the control of a metabolic chain.
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Table 1
The kinetic coefficients pertaining to glucose, fructose and mannose phos­
phorylation determined from pH-stat experiments.
The values given in this table are least-square estimations of the 
kinetic coefficients with their standard errors.For yeast hexokinase, the 
screening among two-substrate models is partly based on the following facts: 
(a)the values of Фмд, for glucose and fructose or glucose and mannose, are 
significantly different; (b) the values of Фн.МА^Н ^or glucose and mannose 
are significantly different.
Substr.H фо ФH ФMA фH.MA V $o «к.МА/ФН
ms mM.ms mM.ms mM^. ms mM mM
Glucose
Fructose
Mannose
1 .305*0. 10 
0.395*0.05 
1.705*0.10
0.205*0.03 
0.685*0.09 
0.165*0.01
0.305*0.04 
0.145*0.02 
0. 185*0.02
0 .1005*0.020 
0.3245*0.035
0.01 65*0.002
0.385*0.07 
0.3 65*0.10
0.105*0.02
0.505*0.12 
0.475*0. 10
0. 105*0.02
Table 2
Explicit formulation of the kinetic parameter of equation (22).
Kinetic
parameter
Equation
ai =  к 4 ( к к 3 +  к - 2к 3 +  к ' к - 2) (£ - i  +  к - 6) 
( к 5 4- к _ 5)
«2 =  kk2k3kt ( к 5 +  4 . 5)
«3 =  4 '4 _ 24_з (45 +  4 _ 5) (к +  4 „ 6)
a4 =  4 - 44 _ 5 (4_, +  4 - 6) ( к к 3 +  4 '4_2 +  к . 2к 3)
a 5 =  к к 2к 3к  ~4,к _5
/?. =  к х  (к к 3 -I- к _ 2к 3 +  к ' к - 2)
{ к \ к $  +  к \ к - в  +  к - . \ к ь +  к - 5к 6 )
ß 2 =  к 2 ( k t k 5 +  к . 3к 6 )
(к к 4 4- к ' к ±  +  ^3 ^ 4  "Е к к ъ )  "Е к к хк 2к 3к ^
ß, =  4 '4 _ 24 _ 3 (4_ ,46 +  4 ,45 +  4 _ 546 +  4 ,4 - 6)
ß « =  424 .з  ( к  +  к ' )  (4 ,45 +  4 _ 546)
ß> =  4 ,4 _ 44 „ 6 (4 '4_г +  4 -2 *з  +  **з )
ßb =  к к хк 2к 3к ^ л
Ух =  к хк 4к 6 ( к ' к _2 +  к - 2к 3 +  к к 3)
Уг =  к хк 2к 6 ( к 3к А +  к ' k t  +  к к А +  к к 3)
У з =  k ' k i k . 2k . 3k 6
У 4 =  4 ,4 24 _ 346 (4 +  к ' )
S =  kk2k3ki(kIk3 +  4 _ 546)
£ =  44,42434446
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Ordered
ig. 1. Ordered and random mechanisms for a two-substrate enzyme
Fig. 2. Ordered and random mechanisms with an alternative substrate of A.
Fig. 3. Ordered mechanism with an alternative substrate of B.
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Fig. 4. Theoretical plots for an ordered model with an alternative substra­
te (A') of the first substrate (A).
Plots C, E, F correspond to degeneracy or asymptotic conditions.
The numerical values of kinetic coefficients can be found elsewhe­
re [14].
Fig. 5. Reciprocal plots of glucose phosphorylation in the presence of an 
alternative substrate.
(A) Alternative substrate is fructose; (B) alternative substrate is 
mannose. The plots are theoretical. They have been computed with 
rate equation (2) and the values of the kinetic coefficients Ф 
and Ф'. Points are experimental. Dotted lines correspond to the en­
veloppe of expected error.
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о о □
Fig. 6. Rabin and Frieden schemes of conformational transitions for a one- 
substrate enzyme.
Fig. 7. The mnemonical transition.
Fig. 8. The mnemonical transition for a two-substrate, two-product monomeric 
enzyme.
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Fig. 9. Some possible shapes (computer outputs) of the reciprocal plots for 
a two-substrate, two-product mnemonical enzyme.
The numerical values of the rate constants and substrate concentra­
tion are to be found elsewhere [вЗ.
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Fig. 10. Secondary plots (computer outputs) for a two-substrate, two-pro 
duct mnemonical enzyme.
The values of the rate constants are given elsewhere [8].
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Fig. 11. Cooperation of a two-substrate, two-product mnemonical enzyme.
(1) Michaelian behavior, (2) positive cooperation, (3) negative 
cooperation. The values of the rate constants can be found else­
where [8j .
Fig. 12. Reversal of cooperation by the last product (computer outputs).
(1) no product, (2), (3), (4) increasing concentrations of Q. The
values of the rate constants and the concentrations of the pro­
duct can be found elsewhere [8] .
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Fig. 13. Effect of the last product on the extent of cooperation (computer 
outputs).
*
o  -
A g ^
-  □
о  -
А д *
'  □
-dg* >  ^ 9 t Negative cooperation
-d g f <  ^ g * Positive cooperation
^ g  *  =  ^ 9 т Michaelian behaviour
Fig. 14. Thermodynamic grounds of cooperation for mnemonical enzymes.
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Fig. 15. Binding of L,4c] glucose on wheat hexokinase L I. 
A Klotz plot, В Scatchard plot.
Fig. 16. Primary plots of glucose phosphorylation by wheat germ hexokinase
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. . 2- A Curves 1-5 are obtained for decreasing concentrations of MgATP .
В Plots 1-7 are obtained for decreasing concentrations of glucose.
Experimental conditions can be found elsewhere [9].
Fig. 17. Replot of intercepts and slopes of Fig. 16 against the reciprocal 
of glucose concentration.
See ref [9] .
Fig. 18. Inhibitory effect of reaction products on the reciprocal reaction 
rate plotted against the reciprocal of glucose concentration.
(A) Inhibitory effect of glucose-6-phosphate. Curve (1) no glucose- 
6-phosphate, curves (2)—(5) increasing concentrations of glucose- 
6-phosphate.
2-  2-(B) Inhibitory effect of MgATP . Curve (1) no MgATP , curves (2)- 
(5) increasing concentrations of MgATP^'.
Experimental conditions can be found in ref [9].
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Fig. 19. Effect of products on the extent of cooperation.
(A) Effect of glucose-6-phosphate.
(B) Effect of MgATP2-.
Fig. 20. The mnemonical model for wheat germ hexokinase L I.
2-G, MA, MA', G' represent glucose, MgATP , MgADP and glucose-6- 
phosphate.
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Fig. 21. Desensitization of wheat hexokinase L X.
(A) Primary plots exhibiting the curvature.
(B) Suppression of curvature by urea (*) or SDS (•). 
Experimental conditions can be found in ref [9].
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Szeged, Hungary
1. Introduction
The use of specific modifiers can provide a lot of use­
ful information about the active and regulatory sites of an 
enzyme, about the binding of the substrate to the enzyme. The 
simultaneous use of two inhibitors has been proved to be an 
even more powerful tool in elucidating the interaction not 
only between the substrate and the enzyme, but also between 
the substrate and the modifiers, and between the modifiers 
themselves. This method can demonstrate the possible steric 
changes in the enzyme during the binding of the substrate, and 
can help in mapping and localization of the binding groups.
These, and several other, advantages of the double inhi­
bition studies were recognized some twenty years ago, and a 
number of such studies were performed with the use of purely 
competitive and purely noncompetitive inhibitors (Slater and 
Bonner, 1952; Loewe, 1957; Yagi and Ozawa, 196o; Yonetani and 
Theorell, 1964; Mares-Guia and Shaw, 1965; Berezin and Marti­
nék, 1967; Berezin et al., 1967a,b; Silonova et al., 1969; 
Reynolds et al., 197o; Wermuth and Brodbeck, 1973; Semenza and 
Balthazar, 1974). Various methods were elaborated to decide 
whether there is a full competition between the two inhibitors 
or not (Loewe, 1957; Yagi and Ozawa, 196o; Yonetani and Theo­
rell, 1964; Semenza and Balthazar, 1974). For the case of two 
purely competitive inhibitors the measure of competition bet­
ween the inhibitors is given by an interaction constant, which
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can be determined from the experiments (Yonetani and Theorell, 
1964 ).
The aim of this paper is to generalize these methods to 
the case of other types of pure inhibitors (uncompetitive and 
mixed type), and also to partial inhibitors. More concretely, 
methods are presented for the determination of the parameters 
which do not occur in experiments with a single inhibitor, 
namely, the dissociation constants of the complexes containing 
both inhibitors - and hence the interaction constants of the 
two inhibitors in these complexes -, and also the rate cons­
tant of product formation from the E S I x ^  complex, if it exists
As a first step, we want to decide whether ther is a 
full competition between the inhibitors, i.e. whether the in­
teraction constants equal infinity or have a finite value.
The second step will be the determination of the exact 
value of the interaction constants.
2. Independence of the inhibitors, or synergism/antagonism
When two modifiers act simultaneously on an enzyme reac­
tion, the summary effect can equal the sum of the effects of 
the individual modifiers - in this case we say that the modi­
fiers act independently. In other cases one modifier can 
strengthen or weaken the effect of the other. This is called 
synergism and antagonism, respectively. Such cases are often 
met in drug interactions (Loewe, 1957), and in the regulation 
of metabolic pathways (Atkinson, 1966; Stadtman, 197o).
These questions will not dealt in this paper with. It is, 
however, necessary to underline that the independence or in­
terdependence of the action of two inhibitors must not be 
mixed with the value of the interaction constants. The inter­
action constant characterizes only the change of affinity of 
an inhibitor towards the enzyme or the enzyme-substrate comp­
lex, in the presence of a second inhibitor. On the other hand, 
synergism or antagonism is related to the change of the rate 
of product formation.
Another argument against the equivalency of these noti­
ons is the following. The interaction constants are constants,
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characterizing the two inhibitors, while the effect of the in­
hibitors on the reaction rate depends on the concentration of 
the ligands. Thus, in some cases between the same two inhibi­
tors we can find synergism at one substrate concentration and 
antagonism at other (Fajszi and Keleti, 1975).
Third, it was shown (Keleti and Fajszi, 1971) that for 
the independence of two inhibitors it is necessary but not suf­
ficient their independent binding to E and ES. In addition one 
of the inhibitors must be noncompetitive with the substrate, 
and, besides this, one of the inhibitors must be pure inhibi­
tor or they must independently influence the rate of product 
formation from the ESI i I 2 complex.
3. Terminology
In the subsequent, we will speak everywhere about inhi­
bitors, but the same reasoning applies to any modifier whose 
action is described by analoguous equations.
We deal only with single-substrate enzymes, which follow 
the Michaelis-Menten equation. For every inhibitor, the enzyme 
is supposed to have a single binding site.
An inhibitor is called pure, when the ESI complex is not 
formed, or it is inactive. In the case of a partial inhibitor 
this complex is active. In the plot of 1/v versus the concent­
ration of the inhibitor (at fixed substrate concentration) a 
pure inhibitor yields a straight line, while a partial one 
yields a hyperbola.
A  competitive inhibitor influences the affinity of the 
enzyme towards the substrate, and not the rate of the break­
down of the ES complex. A noncompetitive inhibitor influences 
the rate of breakdown, and not the affinity. An inhibitor of 
the mixed type influences both the rate and the affinity. A 
special type is the uncompetitive inhibitor, which can not be 
bound by the free enzyme, only by the ES complex.
4. General mechanism of double inhibitions
In the general case, if two inhibitors interact with an 
enzyme, the following complexes can be formed (assuming that
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all complexes contain the enzyme, i.e. complexes I 1I2 , SIj,
SI2 , or SIiI2 are not formed): ES, EIj , EI2 , ESIj, ESI2 , E I j ^ ,  
ESIjI2, where E is the enzyme, S the substrate, Ij and I2 are 
the inhibitors. In the general case, product (P) will be formed 
from complexes ES, ESIj, ESI 2 and E S I i ^ .  The general mechanism 
in graphical form is shown in Fig. 1.
Fig.l. Scheme of the general mechanism of 
double inhibitions
The vertices of the scheme correspond to the dif­
ferent complexes and to the free enzyme, as indicated.
An edge between two vertices represents a reversible e- 
lementary step, the equilibrium constant of which is 
also indicated.
Broken lines show the elementary steps where the 
substrate and one of the inhibitors may interact; double 
lines, where the inhibitors interact on the free enzyme; 
and dotted lines, where the two inhibitors interact on 
the enzyme-substrate complex.
Circled symbols indicate complexes from which the 
product is formed.
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The equilibrium constants of the reversible elementary 
steps are expressed as dissociation constants. In the indices 
of K's 0 corresponds to the substrate, 1 to Ix , and 2 to I2 . 
From the complex dissociates the ligand, corresponding to the 
last digit in the index of the dissociation constant. E.g.,
K 20 = [ESI2 ] ' K ° 2 [ESI2 ] '
Product is formed in the following reactions (assumed irrever­
sible), with the rate constants at the right:
A. ES ------ *- E + P , к = V_ / [E ]_
rESHlj) ]
B. ESI 1 —
C. ESI 2 —
D. ESIXI2
Eli + P ,
E I 2 + P ,
El ! I 2 + P ,
"m 'm' ' T 
ki = Vj/[E]T
k 2 = v 2 /c e :t
k 3 = V 3 /[E]_
where Vm , V x , V 2 , V 3 are the maximum velocities of reactions 
А, В, C, D, respectively, and ^E^T is the total enzyme con­
centration :
[E]T =CE]+[ES]+[EI1]+[EI2 ]+[ESI1]+[ESI2 ]+[EI1 I2 ]+[ESl!I2] , 
The initial rate of the formation of product is
v 12 = km [ES] + kiüESIi] + k 2[ESI2] + k 3[ESIxI2] =
= (V [ESI + Vi[ESI!] + V 2[ESI2] + V 3[ESl!l2])/CE]
In the special cases some of the complexes may not exist, 
and/or some substrate-containing complexes are inactive (i.e. 
k x, k 2 or k 3 equal 0). According to these restrictions the 
rate equation becomes simpler. This simplification will be 
used in the estimation of the interaction constants.
5. Interaction constants of the two inhibitors
In the general mechanism the following equalities hold 
between the dissociation constants:
KoKoiKo12=KoKo2Ko2 1=KiK1oKoi2=KX Kx 2K120=K2K2OK0 2i=K2K2iKi20. 
Hence we may derive the following relations (among others): 
KXK12 = K2K21 and K01K012 = Ko2K q21 <
i.e.
К Кг 1 2  = тт2-2 = a - the interaction constant of the two К 2 К х
inhibitors on the free enzyme,
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and
^£-L2. = 21 = g the interaction constant of the two in-
K 02 K oi
hibitors on the enzyme-substrate complex’.
Thus, a and ß express the effect of the binding of one 
inhibitor to the enzyme and the enzyme-substrate complex, res­
pectively, on the binding of the other inhibitor to these comp­
lexes. Their meaning is summarized in Table 1.
Table 1. The meaning of interaction constants
Value of inter­
action constant Binding of one inhibitor
a=l or ß=l
a=oo or ß=°°
l<a<°° or l<ß<°° 
0 <a<l or 0 < ß<l
is independent of the binding 
of the other
excludes the binding of the 
other (full competition 
between the inhibitors) 
hinders the binding of the other 
facilitates the binding of the 
other
In all cases a refers to the interaction of the inhibi­
tors on the free enzyme, and ß to that on the ES complex. Of 
course, a makes sense only if complexes Eli and EI 2 exist. Si­
milarly, ß has meaning only if complexes ESIi and ESI 2 exist.
6 . The rapid equilibrium rate equations
When rapid equilibrium conditions prevail, i.e. the ele­
mentary step/s/ of product formation is I are I rate limiting, 
the concentration of different complexes can be expressed as 
follows :
[E S ] = f f ,  [EIl] = § ^ ,  [EI2 ] = | ^ ,
[ESl1 ] = K q k Jj ' CESl2 ] = Ko Ko 2 '
[ E l j b ]  = f-^ -2- or ^ 1 2± 2 or ^y 2y 2 , according to whether2^^ -21 CXi\il\2
only the EIlf only the EI2, or both these complexes exist,
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Table 2. Differentiation of cases I., II. and III.
case plot of l/v 12 against
ii at fixed i 2 .and s i 2 at fixed i x and s
I. straight line straight line
II. straight line hyperbola
III. hyperbola hyperbola
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respectively.
fesi!i2 ] = —  or k* I î xÀ 2—  or ' ' accordingK()KoiK Ol2 KoKoîKo21 P K o k 0 1 k 02
to whether only the ESIj, only the ESI2 , or both these comp­
lexes exist, respectively.
Here e, s, ii and i 2 is the concentration of E, S, Ij 
and I2, respectively.
The initial rate of the formation of product is, in re­
ciprocal form:
I. ) When both Ii and I2 are pure inhibitors:
1  =  b i n  i l _  +  Î 2 —  +  _ Í 1 Í 2_ _ _ _ _ _ ) +  ü a i 1 +  i i  +  i i  +  1 l i ? ) }  ^
V 12 Ki K 2 ^Kq i K q 2 s K i K 2 aKiK2
II. ) When Ii is pure and I2 partial inhibitor:
1 _ (1+ K^7 + K^7 + ёк^7к77) + sJL(1+ + к^~ + a K 1K ?) (2)
Vl2 ’ Vm + ^xn K q 2
III. ) When both Ix and I2 are partial inhibitors:
(1+ ii_ + i2_ +  ÍiÍ2_) + Hû.(i+ Ii + íi + ÍiÍ2_)1 = K ni K n? BKn1 Kg ? s Ki К 2 т аКтК,' (3)
Vl2 v + + V2Í2- + V j T ^ —m А К 01 ^K02 3 ßK0 iK02
These equations were written up with the use of a and ß. If 
some of them has no sense, then instead of a K xK 2 one has to 
put KiKi2 or K 2K 2 1 , whichever has meaning, and instead of 
ßKoiK()2 : K 0 1K 012 or ^ 0 2^ 0 2 1 *
When Ii is a pure inhibitor, it is natural to assume, 
that the ESIXI2 complex (if exists) is inactive, i.e. кз= о. 
If, however, product can be formed also from this complex, 
then the rate equation will be of type III., with V ^ O  (and, 
perhaps, V 2=0). Cases I., II. and III. can easily be separated 
on the basis of plots of l/v 12 against i x or i 2 (Table 2).
7. Full competition between the inhibitors
The first question we want to decide is whether there is 
a full competition between the inhibitors. Full competition 
means that the binding of one inhibitor to E or ES excludes the 
binding of the other, i.e. nor E I i I2 , neither ES I i I2 exist. In 
the case of full competition between the inhibitors a and/or ß 
(whichever has meaning) equal infinity. When nor a neither ß 
has meaning, i.e. when Ii is purely competitive (Koi=°°) and I2 
is uncompetitive (K2=°°), then one expects that none of the com­
plexes containing both inhibitors exists. This case will also 
be referred to as full competition in contrast with the case 
when Elila exists in spite of the uncompetitive type of I2 .
This may occur if Ii contains the groups which make possible 
for I 2 to bind to the ES complex, e.g. I x is a structural ana­
logue of the corresponding part of the substrate, and thus I2 
behaves, in relation to Eli, as a non-uncompetitive effector.
To decide whether there is a full competition between the 
inhibitors, several methods were proposed. (Their formal treat­
ment see in the Appendix).
7.1. The isobolograms of Loewe(1957)
Isobols are equi-effective combinations of active substan­
ces plotted on graphs whose coordinates are the concentrations 
of the substances. In our case the coordinates are ii and i2 , 
and the isobols correspond to combinations of the inhibitors 
yielding (at fixed substrate concentration) a constant V i 2 (or 
V 1 2 / v 0 ) value. (v<) = the initial rate in the absence of the 
inhibitors) .
Although this method was used only for the analysis of 
two purely competitive inhibitors, in fact it can be used for 
any combination of pure or partial inhibitors.
When nor EliI2 , neither ESI i I 2 exist, the isobols are 
straight lines.
In case I. the straight lines, corresponding to different 
values of v J2, are parallel, as shown in Fig. 2.
In case II. the straight lines have a common intercept, 
with negative incoordinate (Fig. 3.).
In case III. all the above isobol patterns can occur,
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even with V j 2 growing in the direction, opposite to that 
shown by the arrows. One more possibility is shown in Fig. 4.
Fig. 2. Isobologram, indicating full competition 
in case I.
The different straight lines correspond to 
different V 12 values. The arrow shows the direc­
tion of increasing v 12.
(Such pattern can occur also in case III.)
When at least one of the El!l2 and E S l ! ^  complexes 
exists, the isobols are hyperbolae, in some cases with a stra­
ight line among them. So this case can easily be distinguished 
from the case of full competition.
7.2. Method of Yagi and Ozawa(196o)
It can be used only for case I. Plotting 1 /v j 2 (cr 
v 0 /v 1 2 ) against the concentration of one of the inhibitors 
(e.g., ij) at fixed Í 2 /Í1 ratio, and fixed substrate concent­
ration, we obtain a straight line, when nor E I * ^ ,  neither 
ESI 1 I2 exist, and a second order curve in other cases.
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Fig. 3. Isobolograms, indicating full competition in case II. 
a.) If I2 inhibits at the given substrate concentration
b . ) If I2 activates at the given substrate concentration
The different straight lines correspond to different v 12 
values. The arrows show the direction of increasing v 12. 
(Such patterns can occur also in case III.)
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Fig. 4. Additional isobologram, indicating full 
competition in case III.
The different straight lines correspond to 
different v 12 values.
7.3. Method of Yonetani and Theorell(1964)
(see also Semenza and Balthazar, 1974).
This method is designated also for case I. only. If we 
plot l/v 12 (or vo/v12) versus ii at constant i 2 and s, the re­
sult will be a straight line. Repeating this for different va­
lues of i 2 , at the same fixed s, we obtain a family of stra­
ight lines. The lines are parallel if nor E I i I2 neither ESI 1I2 
exist, while in the other cases they have a common intercept, 
which, in many cases, can be used for the exact determination 
of a and ß. (See 9.1. ).
7.4. Extension of the method of Hunter and Downs(1945) to 
the case of two inhibitors
This is also a generally applicable method, not only for
pure inhibitors. It requires the plotting of ii . V j^ —  versusv 0- v 12
i x at constant s, and fixed i2 /ij ratio. The result will dif­
fer in cases I., II. and III. The plot yields:
in case I.: a constant, when there is a full competition
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between the inhibitors, and hyperbola in other cases;
in case II.; a straight-line, not constant, if there is 
a full competition, and hyperbola or constant otherwise;
in case III.: a straight line, not constant, when there 
is a full competition between the inhibitors. Else the result 
may be a curve, or a constant, or even a straight line. A 
straight line, however, can occur for at most two specific va­
lues of i 2 /ii- When plotting is performed for other ratios, 
the result will be no more a straight line.
7.5. Generalized method of We b b (1963)
Very similar situation occurs by the use of the plot of 
Vo/(v0- v 12) versus 1/ij at fixed i 2 /ij, and constant s.
This method, however, seems less sensitive in the detec­
tion of full competition, than the previous one.
7.6. Immediate method for case I.
For case I. there is an immediate method of deciding 
whether both E I jI2 and E S I 1I2 are absent. When this is the
C S S e ' _ L _  + i _  = I .  + i_V 12 V 0 Vi V2
(Here vj is the initial rate in the presence of I* only, while 
v 2 is that in the presence of I2 only).
8 . Determination of the interaction constants
When some of the EIiI 2 and ESIiI2 complexes exists, then 
the interaction constants can provide information about the 
binding groups on the enzyme molecule, about the binding of 
the substrate, etc. (See in details in Keleti and Fajszi,1971) 
This question was rosen (and solved) for two purely com­
petitive inhibitors by Yonetani and Theorell(1964). For other 
combinations of inhibitors the problem was investigated by 
Keleti and Fajszi(1971). For the case of two pure inhibitors 
a and/or 0 can relatively easily be determined exactly. When 
one or both of the inhibitors inhibits only partially, this is 
a harder task. In many cases it seems enough to decide whether 
the binding of one inhibitor is independent from, hinders, or 
facilitates the binding of the other (i.e. the interaction
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constant is equal to, greater than, or less than unity, res­
pectively ) .
We shall treat cases I., II. and III. separately. Mathe­
matical derivation of the following results is also given in 
the Appendix.
9. Case I.: Two pure inhibitors
9.1. Method of Yonetani and Theorell(1964)
l/v 12 vs. ij at different values of i 2 and fixed s (cal­
led plot A) gives a series of straight lines which are parallel 
when nor E I jI2 neither E S I jI2 exist, and have a common inter­
cept if at least one of these complexes exists. The situation 
is quite analoguous in the plot of l/vj2 vs. i2 at different 
ij's and fixed s (called plot B).
Generally,the coordinates of the common intercept depend, 
in a nonlinear manner, on s. The exceptions, when the x-coordi- 
nate of the common intercept is constant, independently of s, 
are summarized in Table 3.
Table 3. Constant common intercepts in the plots 
of Yonetani and Theorell
inhibition 
type of 
II I2
E I i I 2 E S I 1I2
x-coordinate of the 
common intercept in 
plot A plot В
C C + - - a Ki - a K 2
c NC + - - a K 2
c U + - - Ki 2
NC U - + -SKoi
U U - + - е к 0 1 -ßK 02
NC NC for a=ß + + - a Ki - a K 2
Inhibition types : C = purely competitive, NC = purely
noncompetitive, U = purely uncompetitive. An empty place 
in the table means that a and/or ß can not be determined 
immediately from the coordinates of the common intercept.
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For other combinations of inhibitors secondary plots 
(see 9.2.), or other methods (e.g., 9.3.) are to be used.
9.1.1.
When both 1 1 aid I2 are purely noncompetitive inhibitors, 
let us denote the coordinates of the common intercept by
[ x A ' * A ] in plot A, and by (xB ,yB ) in plot B. (In fact, Уд ■
Then
Ki
У А У в  1
• V ^  - - U  - I11 + J-(l - - )s a (4)
whence a and ß can be obtained, plotting уд /хд or Ув /*в 
against 1 /s.
9.2. Determination of a and 8 from secondary plots
In the plot of l/v 12 vs. 1/s let a be the intercept on 
the ordinate, and b the slope of the straight line, i.e.
1 / V J 2 = a + b. (1/s).
a vs. ij at constant i 2 is linear. For different i 2 va­
lues the straight lines are parallel, if E S I iI2 does not exist 
(ß has no meaning, or ß=°°). They have a common intercept with
■J _ О
coordinates (-ßK0 i,— г— -) , if ß<” . From the ordinate of this
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common intercept one can decide whether the binding of one in­
hibitor to the ES complex hinders or facilitates the binding 
of the other: A positive ordinate corresponds to 0<ß<l, while 
a negative ordinate to ß>l. Moreover, this common intercept is 
on a fixed straight line, determined by the parameters of Ii 
alone (see Fig. 5).
If ß has no meaning, but the ES I i I2 complex exists, the 
coordinates of the common intercept are (-Kg2 i ,1/Vm ), when 
Koi=°°, and (0,1/Vm ), when Ko2=~. In this case Kg 12 can be de­
termined from the plot of a vs. i 2 at different ii's.
b vs. ii for different i 2 's are parallel, if E I iI2 does 
not exist. Else they have a common intercept, whose coordinates
are (-ctKi, —  ( 1-a ) ), if a<~. This common intercept is also on a 
m
fixed straight line (see Fig. 6 ).
In the exceptional cases, when a has no meaning, but 
E I 1I2 exists, the common intercept is: (~K2 i, Kg/V^), when
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Fig. 5. Fixed straight line for the determination 
of @ from secondary plot
Fig. 6 . Fixed straight line for the determination 
of a from secondary plot
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K 1=oo, and (О, K o/vm )' if Кг=". In this latter case K 12 can be 
determined from the plot of b vs. Í 2 at different ij's.
9.3. Immediate method
-Д:— (— —^  - —  - —  + — ) vs. —  is a straight line with iii2 v 12 v 2 V! v 0 s
К 1 1 1slope -- , and intercept on the ordinate 77— ‘ — ^—  •
m a K iK 2 vm PK 01K 02
lo. Case II.; One pure and one partial inhibitor
10.1. Saturation by the partial inhibitor (i->->•■” )
Let v(fat2/ be the initial velocity when saturated by 
the partial inhibitor I2 . Then 1 /v{2 1 vs. 1/s at different
ij's gives straight lines, which are parallel, when E I 1I2 does 
not exist. Else, from l/v^sat2  ^ = a + b . { 1/s), b vs. ij is a 
straight line which intercepts the abscissa at - а К ^ , when а 
has meaning; at - K 2 1 , when Ki=»; and at 0, when Кг=“ . In the 
latter case K 12 can be determined from the slope of b vs. ii, 
equal to K 0KO2 /V2K 1K 1 2 •
a is constant, when E S I 1I2 does not exist. Else a  vs. i; 
intercepts the abscissa at -ßK0 i, if ß has meaning; and at
-K 0 2 1 » if K 0 1=“ .
Another possibility is plotting l/v(fat2  ^ vs. i x at dif­
ferent fixed values of s. The straight lines will be parallel,
with slope —  , if EIjl2 does not exist. Else they have aV 2 pKo1
common intercept with coordinates (-aKj; ^ - ( 1  - ) .
10.2. Without saturation 
Ю.2.1.
■Д( — —  -  — ) vs. — gives a straight line: = a  + b  Д  .M  V 12 ^2 S S
1. If it is constant, independently of s and i 2 (i.e. 
a=const, b = 0 ), then Kf= », E I 1I2 does not exist, and ß=Vra/V2 .
2. If there are different constants for different i2 's
(i.e. b =О, а ф const), then Ki=», E I 1I2 does not exist, and the
plot of a l ( a - a ç ) )  vs. I/Í2 intercepts the abscissa at -l/ßKg2 *
(Here a o ~ the intercept on the ordinate at Í 2=0 , i.e. that of
the straight line t — (^— - ^— ) vs. ^  ).
1 1 V j  V q  s
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3. If b ф О, then let a denotes the intercept on the ab­
scissa of the original straight line (i.e. a =-a/b). If o = o 0 , 
then aK2=3K02, and a and 3 can be obtained from the plot of 
a/(a-ag) against l/i2 . If о varies with i2 , then l/(c-c0 ) vs. 
l/i2 intercepts the abscissa at - 1 /aK2 , while o / ( a - o 0 ) vs. 
r/i2 intercepts the abscissa at -1/3K q 2 . 
lo.2 .2 ■
— vs. — at different ij's and fixed i 2 are parallel,
v l 2 s
if Ki=°° and El JI2 does not exist. Else they have a common in­
tercept, whose x-coordinate equals the above a.
11. Case III.: Two partial inhibitors
The saturation of the enzyme with one or both inhibitors 
is proposed.The analysis can be performed in the following 
sequence:
1. If l/vffat2/ vs. ij and l/v(fat1/ vs. i 2 both are 
straight lines, then E S I j ^  does not exist (ß=°°), or it is in­
active ( V 3= 0  ). l/v(fa t 2  ^ vs. 1 /s is also a straight line: 
l/v ifat2  ^ = a + b . ( 1/s). When 3=°°, a is constant. When 3^ °> ,
V з=0, then a vs. i 3 intercepts the abscissa at - 6K 0 i. In both 
cases b vs. i 3 intercepts the abscissa at -aKj.
2. When 3<°° and V 3>0, then let us denote by a the inter­
cept on the abscissacf the plot of l/v(fat2  ^ vs. 1/s. If a 
changes with i 3, then the abscissa-intercept of l/(e-c0 ) vs. 
l/ix equals -1/oiKj, while that of c/(c-c0 ) vs. 1/ij equals 
-1/ßKoi- The remaining parameter, V 3, can be determined accor­
ding to §3 or §4.
If o = o 0 , then oK 1=3K01. Then one can use quite analo- 
guously the abscissa-intercept of l/v(fat1  ^ vs. 1 /s, which de­
pends on i2 unless aK2- ßK02.
In th_s latter case let a be the ordinate-intercept 
of l/v(fat2/ vs. 1/s. a does not change with i lf if V 2= V 3 . In 
this case we use the ordinate-intercept of l/vi2 ' vs. 1 /s, 
in function of i2 . It seems quite improbable that for any two 
effectors V 3=V 2= V 3, and aKj=3Koi and aK2=3K02, at the same 
time.
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3. If the ordinate-intercept of l/v(fat2  ^ vs. 1/s, a, de­
pends on ij, then l / { a - a 0 ) vs. 1 /ii intercepts the abscissa at 
- (V3 /V2 )(l/ßK0 !),vhile a /(a-a0 ) vs. 1/ii intercepts the abscis­
sa at -1/gKoi, whence both V 3 and g can be determined.
4. When the enzyme is saturated by both inhibitors,
1 _ + Kn•BKnlKn?,
/satl, 2 / V 3 ' s aKxK2
V 1 2
and hence V 3canbe determined as the ordinate-intercept in plot­
ting this against 1 /s.
12. Conclusions
In the analysis of the effect of two simultaneously app­
lied inhibitors (generally: modifiers) the following sequence 
of actions can be recommended.
1. From the analysis of the uninhibited reaction one ob­
tains V and K n •m u
2. Analysing the two inhibitors separately, V 3 , Ki and 
K 0 1 , and V 2 , K 2 and Ko2 can be obtained, and the type of the 
two inhibitors cleared up.
3. By the simultaneous application of both inhibitors 
one checks if case I., II. or III. is encountered. For this 
purpose a few series of experiments are needed, in which i 3 
and s are fixed, while i 2 varies. In another few series i 2 and 
s are fixed, while ij varies. (See 6 .).
4. In the following step one decides if there is a full 
competition between the inhibitors. For this purpose in case I. 
when one of the inhibitors is purely competitive, or purely un­
competitive, thenethod of Yonetani and Theorell can be recom­
mended, using the same series of experiments and the same plots 
as in step 3. (See 7.3. ).
5. For other combinations of the inhibitors (and even for 
those in step 4) the method of Loewe can be used (see 7.1.).
In cases I. and II. from the straight lines of l/v12 vs. ij 
(plot of step 3) the (ij,i2 ) pairs, yielding the same vi 2 va­
lue, can be easily obtained.
6 . In case III. the plots of step 3 yield hyperbolae, 
whence the determination of the (ij,i2 ) pairs would be impre-
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cise. Thus it is better to plot l/v 12 v s • 1/s at different fi­
xed (i1 ,i2 ) pairs, this yielding straight lines. This requires, 
however, a tot of experimental work, since the concentration of 
all three ligands are to be varied (in contrast with the pre- 
ceeding steps, where s could be kept constant).
7. Therefore, it seems better to use in case III. the 
extension of the method of Hunter and Downs (see 7.4.). It can 
be performed on the same set of data as in step 3, if the con­
centrations cf Ij and I2 are properly chosen. For sake of a 
sure decision it is better, however, to repeat this step for 
at least two different substrate concentrations.
8. In c a s e cf full competition the analysis is over. If 
some of the EIiI2 and E S I jI2 complexes exist,the exact value 
of a and/or ß can be determined by the methods of 9., lo. 
and 1 1 .
In case I., if possible, method of Yonetani and Theo- 
rell is to be used, since it requires no other experiments as 
those performed in step 3.
In case П. the saturation with the partial inhibitor 
seems to require less new experiments, since only two concent­
rations have to be varied.
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APPENDIX
Let us denote l/v12 by w. Beside this, let us introduce 
the following rotations :
-, , Kn 1 1 Kn » 1 - 1 , Kn . 1
a - 1 + ^ ' b' - i v r * ^ K 7 ' b ! ' i t 7 * ^ K l '  
b - 8 K ^ I  + ï ^ ï kTkT • a - v„ ■ e> -
«2 *  V 2 /K0 2 , f - eKo^ sj -
Obviously, a, bj, b 2 and d are positive, while c, ex, e 2 and f 
are positive o r æ r o ,
Using this notation, the initial velocity can be expres­
sed as follows:
without inhibitors : Vg = ^  ; d + e i
in the presence of one inhibitor: v. = . (j=l,2 ) ;
J : i
where е ^ = 0  corresponds to a pure inhibitor, while e ^ > 0  to a 
partial one;
in the presence of both inhibitors:
V,, = d +eIil + e2i2.± fij-iz (5)
12 a +biij + b 2 i 2 + ciii2
w h ere full competition between the two inhibitors is expressed 
by c=0, and in this case necessarily also f=0. (Generally, е^=0 
involves also f=0 ).
For pure inhibitors Vj<v0 . The same is true for most of 
the partial inhibitors. There are, however, some types of par­
tial inhibitors,vhich inhibit at certain concentrations of the 
substrate, and activate at others (Frieden, 1964). If one of 
the inhibitors is of such a type, then the substrate concent­
ration for the measurements has to be chosen so that v  ^ ф v 0 . 
v..<v0 is equivalent to d + e_.i_. d
a + b . i . < a 'D D
whence da + ae^i^ < ad + b^di^
ae . i . < db . i .ID D D
ae^ < dbj .
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1. Isobolograms (Loewe, 1957)
The equation of isobols is obtained by expressing from 
Eqs.(l)-(3) - or, which is the same, Eq.(5) - ij as a function 
of i 2 , at fixed s.
Case I., c=0: i, = —  a — ^-i 21 bl bi 2
The isobols are parallel straight lines, with slope jj2- , and
with ordinate-intercept a , decreasing, as w decreases, i.e.
as v 12 increases.
Case I., c>0: ij = > ~ V 2
1 b 2 + ci2
The isobols are hyperbolae with asymptotes i 1s-b2 /c and 
i 2 = “bi/c.
Case II., c=0: i l = + ^ e2~b 2ibl b!
- straight lines, both the slope and the ordinate intercept of 
which decreases as v 22 increases. These straight lines inter­
cept at the point with coordinates
,o b?d - ae 2 .o d 11 ’ b,e2 ^  ' 12 - - il •
i 2 is always negative. i° is positive, if v 2 <v0 , while it is 
negative, if v 2 >v0 .
Case II., c> 0 : ij = 1^ 1  + (we2-b2 ).i2 ' 1 bj + ci 2
The isobols are hyperbolae, with asymptotes ij = (we2-b2 )/c 
and i 2 = -bj/c, the former changing with v 12. If b j e ^ d c ,  then
among these hyperbolae there is also a straight line, parallel
• ■ . .. • * b ] bo — acwith the abscissa: l •. = r—1— ‘---- -r—  .1 b ie2 - cd
Case III., c=0: the isobols are determined by the follo­
wing relationship:
0 = (wd-a) + ijfwej-bi) + i 2 (we2-b2 )
0 = (wd-a) + ijejfw-^-L) + i2e 2 (w-^2-)e j e 2
If b, /e, = b 2 /e 2 , then w ф bi /ei , and w - -^L = w - ,1 1  z z 1 1  ej e 2 , whence
. w d - a  _ e_2_ .
1 b 1 - we j e 1 ‘12
The isobols are parallel straight lines with slope -e2 /ej.
If bj/ej f b 2 /e2 , then the isobols are straight lines with a
common intercept .o _ dbi - aeт .о _ db? - ae2
11 b2e1-b1e2 ' 12 - bie2“b2ei
If V q >v 1 and v 0 >v2 , then the nxpierators both in i? and i 2 are 
positive, while the denominators are equal with opposite signs. 
Therefore one of the coordinates of the common intercept is 
positive, and the other negative. The same situation occurs if 
V о <v1 and vo<v2 .
If one of the modifiers acts (at the given substrate 
concentration) as an inhibitor, and the other as an activator, 
then both coordinates of the common intercept are negative. 
E.g., if vj>vo>v2 , then dbi-aej <0<db2-ae2 , from where
1. e. bie 2 <b2ej, whence i° = negative/positive < 0 , and
i? = positive/negative < 0 .
Cdse III., c>0: / ч \ , / u \j• _ (wd-a) + (we?-b?) i?
1 (e 2-wb2 ) + (c-wf)i 2
- hyperbolae, possibly with a straight line (parallel with one 
of the coordinate axes) among them.
2. Method of Yaqi and Ozawa(196o)
If s = constant and i2 /ii = x = constant, then in case I.
-i- = § + bl+bzx.i + cx ? . v 12 d d 1 d 1
3. Method of Yonetani and Theorell(1964)
In case I. . , . . . ,1 _  3. Hh D? 1 ? . D 1 +  C Í  9
v 12 " d 11 d
If c=0, then, in plot A, l/v12 vs. ij at different fixed va­
lues of i2 are parallel straight lines with slope bj/d.
If c>0, the straight lines have a common intercept with coor­
dinates , , . .
v  _  _  S i  V  =  i f a  -  b l ^XA c ' УА d  a  C
Similarly, in the plot of l/v12 versus i 2 at different fixed 
concentrations ii (plot B), if c>0, the straight lines have a 
common intercept ^
XB = ‘ ^  ' УВ = yA •
Returning to the original notations,
1 . Кц.1_
x _____ ÎSZ2__S K2___XA 1 7 Kn. 1
SK01K02 S aKxK2
x D can be expressed quite similarly, with index 1 instead of 2 ,D
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and inversely.
V = v = ^ - { n + Кд.) - _KüJ___s_JÍL........jk2___s K? ‘УА УВ V S ' 1 Kn • 1 ^
m ек01к02 S aKx к2
If Ij is purely competitive, then K 0 i=” . If I2 is not of
uncompetitive type, then K n .1
s K,
XB = "  Kn- 1 = “ a K 2 -
s aKjK2
If I2 is of uncompetitive type, and the E I 1I2 complex exists,
but not the ESIi 1 2, then c = p—  , whence xD = - Ki2 •SJ\^i\j2 b
Similarly, if the E S I iI2 complex exists, but not E I iI2 , then
c = -— ~---  , and X = - K021.
K 02K 0 2 1 A
If I2 is purely uncompetitive, and Ii is not competitive, 
then K2=°>, El!l2does not exist, and хд = - 6K 0 i.
If both Ii aid I2 are noncompetitive, then K 0 i=Ki and 
K 0 2=K2 . So
1 + S11 1 ~ + s1 ' ~ 1 * К
A K l *l К ц -I' УА V 1 Kfl.,1 (1 s 1 *
ß S a m ß s а
Division of уд by хд yields immediately Eq. (4).
If a=ß, then хд reduces to -aKi.
4. Generalizednethod of Hunter and Downs(1945)
Let i 2 /ii = x = const and s = const, у = i,.--- y-1-2--
2 1  1 V 0 -  V 12
is to be calculated, and plotted against ii.
Case I.: _ _________ a_________
y (b 1 + b 2x) + iicx
For с = О у is constant, while for c>0 у declines to zero as 
il tends to infinity.
Case II.: _ __________ad + Í!e?ax__________
y {bid + x(b2d - e 2a)} + iicdx
For c = 0 : a straight line {with positive slope, if v 2 <v q ).
For с > О : a hyperbola or a constant.
2Case III.: _ _______ ad + ^ a j e i  + e 2x) + iTafx________
У {(bid - a e i )+ x(b2d - ae2 )}+ ii x (cd-af)
For с = О у vs. ii is a straight line (with positive slope, if
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vi<vo and V 2 <vo). For c>0 the plot generally does not yield a 
straight line. However, if f=0 and cd 2 > ei(bid - aej), then 
there exists a single x value, at which y is constant. If f>0, 
then y vs. ii yields a scraight line, namely
_ ______________ ad______________  af
У ~ (bid - aej) + x(b2d - ae2) 11'cd - af '
in that very specific case when
а ( е 1 + e2x) = Tb7 d~'~ "ae i") f x ( b 2d - ae2 )‘x(cd ' af) +
+ xaf (bid - aei) + x(b?d - ae?) x(cd - af)
This is a second-degree equation in x, so this relationship 
may prove true for at most two values of x. If the plotting is 
performed for several i2 /ii ratios, the cases c= 0  and c > 0 can 
be clearly distinguished. (Plotting at several fixed s's ser­
ves equally well for this distinction).
5. Generalized method of Webb(1963)
--- ^ ---- is to be plotted against l/ilf at constant
v 0 -  v 12
i 2 /ii ratio and fixed s. Since --- ^ ---  = 1 + ---V|]-2——  ,2 , 1  Vo - V 12 v 0 - V i2
this plot yields a straight line in the same cases when the 
generalized Hunter-Downs method does.
6 . Immediate method for case I .
1 1_  _ 1_  + 1__ _ a + Ьт i 1 + b?i? t c i ■] i 2 _ a + b 2i 2
V 12 v 2 Vi vq d d
a + biii a c . . 
d ^  + d -  d - 1 ! 12 *
If c=0, this expression equals zero. If c>0, then, with our
original notations c _ 1_  , 1 Кц 1 >
d ’ SK0 1K 0 2 s 'aKj K 2
Therefore both a  and ß  can be determined from the plot of c/d 
versus 1 /s.
7. Determination of a and S from secondary plots in case I.
_i_ = i — (1 + il__ + i-2—  + — 1 ■*•2__ ) + 2. 2 d.n + 2-1- + i 2- + ^ 1 ^ 2— )V 12 Vm l± Koi к 02 + ßK0 1 K 0 2 ' + s *Vm Ki K 2 aKiK2 '
l/v12 vs. 1 /s, at fixed ij and i2 , is a straight line, with
ordinate intercept 1 ,, . ii . i? iii2 ,
a = — (1 + — + Tf—  + дх1 t— )m Kqi k°2 рк01к02
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and with slope , _ Кд,. , jj. + i 2. , ±j_L2_ i
b  ~  S 11 K x K 2 + aK,K2
8 . Case II.: saturation with the partial inhibitor
--1 1 + i 1.. ) + I КдКд ? + —íj )v /sat2/ V 2 * 1 BK0 1 ; s' V 2 'lK 2 aKj K 2
This equation is analoguous to the expression of initial velo­
city in the presence of a pure inhibitor, therefore all meth­
ods, generally applied for the analysis of a pure inhibitor, 
can be used here.
In the plot of l/v{fat2/ vs. 1/s the ordinate intercept
1S a = ^ - ( 1  + ), and the slope is b = ^  ^  ■)V 2 pk 01 V 2 K 2 аКхКг
The rate expression in function of ij is as follows:
--- I---  = i_(i + Ln. K n? ) + j — (-i__ + üû. K n? \v /sat2/ V 2 v s 'K2 1 1 -V 2 lBK0 i s
9. Case II.: without saturation
^ ( _ i _  - L . )= K 0 1 1 BKn ? J s 'К, 11 aK? = b 1
il v 12 Vi v 2 . — 2.—  *Sm 2 K 02
1 + i 2—  p + __ = _1________ BKn? h = Kfl. gK,
' к °*‘ V + v 2 . ^ _  ' ~ К Г  V + v 2 .42—  'm Ko 2 m 2 K 02
1 ___o _  Vm K °1 K°2 .1_  + 1 .
a ° vm K 01 ' a - a 0 V 2 - Vm /B'(i2 BK02 ;
_____ __ ,i. _ -Ki 1 + BKn, . Ki
0 a/b T, V • j » c o — X V 'K 0K 01 1 + J-? K 0K 0 i
aK 2
___<L_ = _____ i______ ,I_ + _L_,<3 — О о 1 _ 1 i 2 BKg2 f
aK2 BKq 2
--- I-- = _ ______K nKn 1_______ . i '
0 ~ °0 V I i _ 1 ' i 2 “ 2^
U BK0 2 aK2
10. Case III.
— i— ( 1 + —il— ) + i.üû.(x + il— )1 = K n2 BKn 1 s К? Х а К /
I s a t 2 1 1 i,
Vl2 K^7(V2 + V3-bkÍT)
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The same equation in other form:
/ 1 К о 1 \ / 1 Kp 1 \
fsâ t2~ [ V2_ , H Уз
V12 к02 ^1 * SK01K0 2
1 /V i2at^^ vs. ii is a straight line, if —  = 0. In thisPK0 1 K 02
case the slope of l/v(fa t 2  ^ vs. 1 /s is b = ? (l + ) '
and the ordinate intercept is a = ^ - ( 1  + ) .
If V 3 /ßK0 iK02 ^ o, then in the plot of l/v(fat 2  ^ against 
1 /s the abscissa intercept is . ii
O = -  -Ü2.—_ ______ ÊJSûX- ,M Î Î ’ 1 + L l -aKj
and the ordinate intercept is . ii
« = ------ 6*4--- •
V 2 + V 3 -BKÍT
Hence 1 = V ? .екп 1 .1 , Уз .
a - a 0 V 2 - V 3 V 2 ßK0 1 '
___  = V 2 -.BKnl(l + _1__,
a - a о V 2 ~ V 3 ii BKqi
i = КПКП?_____ Д  + _i_) ,
c - co K ,_1_____ L] il “*1K2 BK0 1 «Kj1
_J2___= 1 (1 + _i__)
о - a 0 , 1 _ 1 y il BK01
'aKi BKoi
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KINETIC BASIS OF ENZYME REGULATION.THE TRIPLE-PACED ENZYME-INHIBITOR RELÁCIÓN AND THE INHIBITIONPARADOX.Cs.Fajszi and T.Keleti
Institute of Biophysics,Biological Research Center of the Hungarian Academy of Sciences,Szeged and Enzymology Department, 
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In the past little attention was paid to the 
simultaneous action of more than one modifier.However,it is of 
special interest to study the effect of two or more modifiers 
on the same enzyme,since in the cell,where all or nearby all 
metabolites are present simultaneously this situation can pre­
vail very often.In the most simple case the following possibi­
lities arise:one inhibitor (or activator) and one liberator,or 
two inhibitors (or activators) interact on the same enzyme.In 
both cases we should consider the interaction of three meta­
bolites (in the simplest case of a one-substrate reaction).
1)The liberator action.
First the liberator action should be consi­
dered. The liberator is a substance which may neutralize the 
action of the inhibitor (or activator),i.e. which liberates 
the enzyme from inhibition (or activation),(Keleti 1967).The 
liberator alone is supposed to have no effect on enzymatic 
activity (i.e. it is not an activator or inhibitor).A number 
of different liberators are already known:metabolites ordina­
rily present in the living organisms (e.g. amino acids,ATP, 
specific immunoglobulins,etc.).
The resulting effect of the interaction of 
these metabolites may be very different,as the inhibitor may 
be competitive,non-competitive or uncompetitive with the 
substrate and similarly the liberator may be competitive.non­
competitive and uncompetitive with the inhibitor.Consequently 
their interaction may result in different effects depending
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on the type of inhibition and liberation,on the mutual rela­
tion between the Michaelis and dissociation constants of 
substräte,inhibitor and liberator,on their relative concentra­
tions and on the relative magnitude of maximum velocities in 
the presence and absence of inhibitor and/or liberator.There­
fore the interaction of a substrate,an inhibitor and a libe­
rator may result in either unaffected initial velocity or 
inhibition or activation.
Let us present as an example the case of 
non-competitive liberator and competitive inhibitor.One will 
have competitive inhibition if K g / K g , á  1 ,independent of the 
value of , (where K s = [e ][ s ]/[e s J ,Kg , = [e i l ] £sJ/[ e ILsJ ,and 
E,S,I and L are the enzyme,substrate,inhibitor and liberator, 
respectively).However,if Kg/Kg, 1,one will find competitive
inhibition if 0 =Kg,KL ,/(Kg-Kg,),where K ^ , =
= [e i ] [ l ] / [ e i l ]) ,competitive activation if or,if
m - m  ,the initial velocity will be independent of Cl], 
(Pig.l).
Pig.1.The interaction of a non-competitive liberator and a 
competitive inhibitor on a one-substrate enzyme.
V Ks»> 1 -
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2)The double inhibitions.
Similar peculiar effects can be obtained by- 
analysing the different types of double inhibitions (Keleti 
and Fajszi 1971).Assuming that both inhibitors,independently 
of each other,can be purely or partially competitive or non­
competitive or purely uncompetitive with the substrate,we will 
have 17 different types of interaction.The simultaneous pre­
sence of two inhibitors may result in the simple summation 
of the two individual inhibitions in only special cases. 
Ordinarily,the two inhibitors act either antagonistically or 
synergetically (Keleti and Kajszi 1971).
The two inhibitors act synergetically if 
a( l/v^^-l/v^Vg ) =D 0, antagonistically if D <  0 and there
is the special case of simple summation of their effect if 
D=0 (v0»viiv 2 an<^  vi2 are velocities in the
absence of inhibitors,in the presence of the first,of the 
second and of both inhibitors»respectively and a is a positive 
term,cf.Appendix l).
a)The triple-faced enzyme-inhibitor relation.
We will present here the case of triple­
faced enzyme-inhibitor relation,which means that in a given 
enzyme-substrate-inhibitor system,depending on the substrate 
concentration, the interaction may change from D >0, through 
D=0 to D <■ 0 ("D decreases") or vice versa ("D increases").
It is called characteristic substrate concentration £s qJ, 
where D=0 and below and above which D ^ O .
As an example we present the case of two 
purely competitive inhibitors.If the interaction constant of 
the two inhibitors on the free enzyme o(= oc (cf.Appendix 2),
i.e. the binding of one inhibitor excludes the binding of the 
other,we have D<0,i.e. antagonism. If 0 <Co(<,l,i. e. the 
binding of one inhibitor facilitates the binding of the other 
or o(=l,i.e. the binding of the two inhibitors is independent 
of each other,we will have D>0,i.e. synergy.However,if 
l<V< O o , i . e .  the binding of one inhibitor hinders the 
binding of the other,we will have the case of the triple­
faced enzyme-inhibitor relation,with the characteristic 
substrate concentration -1).Namely,in this case
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if [Sj< K0(<*-1) then D < 0,if [Sj=K0(c<-1) then D=0 and if 
[Sj>K0(o<-l) then D>0, (Pig.2).
Pi g.2.The triple-faced enzyme-inhibitor relation in the case 
of two purely competitive inhibitors.
1 <  < * <  OQ.
Table 1 presents the cases of triple-faced 
enzyme-inhibitor relations and the corresponding characteristic 
substrate concentrations.
b)Synergism and antagonism.
In general,the synergism or antagonism does 
not depend on the substrate concentration (or in the case of 
two partial inhibitors on their concentrations) but on the 
type of inhibition and the interaction constant.These cases 
are summarized in Table 2.
There are certain interactions of inhibitors 
which result in a v ^  greater than v^,i.e. the initial veloci­
ty in the presence of both inhibitors is greater than in the 
presence of only one inhibitor.This extreme of the antagonism 
between the two inhibitors may occur only if at least one of 
the inhibitors is partial inhibitor and also depends on the 
characteristic substrate concentration and the characteristic 
inhibitor concentration [ Ь ы ]  .(Table 5 ) .
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Table 1
Some cases of the triple-faced enzyme-inhibitor relations
Inhibition 
type* of
I1 I2
Necessary conditions r S QJ ь
C C 1< 4 <  o o K0(«*-l) Incr.
C u** K12>Ko2 КоКо2''<К1 2 -Ео2 ) Deer.NC NC « K < 1 ,(3  >  1 K0(l/« - 1 ) / ( 1 - 1 / / S  ) Deer.
* > 1  ,p>< 1 K0(l/o< -l)/(l-l/p ) Incr.
U U 1 <  (i <  PO V ( / 9 - D Deer.
C pc 1 C  о« О Э Д о2/Е 2 > о< Kt^-ljKJCVtKp-o(K, )lncr.
NC pc 0 Co<< 1, K  £>й CO К К ?(l-l/o< )/Kp(1 /^ 3-1)Deer.
i < o c £ e o , o <  1 as above Incr.
NC pNC «<<i, fi>i K0(l/e<-l)/(l-l/yQ ) Deer.
°< >i, ß <  1 as above Incr.
U pC 0 < /> < ! .  V K02</3 KoKo2^1^ Ko2-1^2'>^1-
-1 / ( b ) Incr.
U pC** /9=i,i/K91<(i/Kn1 )(1-
-K2/Ko2) Ko d <K21/Kol)(1‘K2/Ko2)-
- 1] Deer.
The table contains only some selected examples of the possible 
triple-faced enzyme-inhibitor relations,where the expression 
of is relatively simple,
^Inhibition types:S=purely competitive,NC=purely non-compe*titi- 
ve,U=purely uncompetitive,pC=partially competitive,pNC=par- 
tially non-competitive.Pure inhibition means that the comple­
xes containing the inhibitor are completely inactive,in par­
tial inhibitions the complexes containing the inhibitor are 
less active than the enzyme-substrate complex without inhibi­
tor (Dixon and Webb 1964,Keleti and Telegdi 19o6).
**Special case,cf.Keleti and Fajszi (1971).
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Table 2
Some cases o f  synergism or antagonism i n  double i n h i b i t i o n s
Inhibition 
type of
4  *2
Necessary  c o n d i t i p n s I n t e r a c t i o n
C c 0( = OQ B <f 0
0 < ú < á l Б >  0
NC NC 0<o< < 1 , 0 < / & < 1  or  0 < o ( < l , y S = l
or «<=1,0< /3 <  1 Б >  0
<=1,/3=1 Б = 0
£ » > < < > 1 , 0 > | Í > 1  or  CX> >«<>1,  /S=l
or {<.=!, > / 3 > l Б <  0
C NC 0 < o< < 1 Б >  0
oC=l Б = 0
o ° ê ? ^ > i Б < 0
C U i n  a l l  c a s e s Б <  0
C U* K1 2 ^  Ko2 Б > 0
U NC 0 <  fi<l Б > 0
/3=1 Б = 0
K f b ' à . & o Б <  0
U U o < / 3 g i Б >  0
/3 = o o Б <  0
C pc 1 < « < $ О О Д о2/К 2 $ о < Б < 0
0 < o < è  l , K o2/K2 ><K Б >  0
c pNC 0 < е < < 1 Б >  0
о<=1 Б = 0
O O è o O l Б <  0
EC pc 0 < O Í <  1 , 0 < / 3 S  1 or < * = 1 , 0 < / 3 < 1 Б >  0
o6=l, /3=1 Б = 0
l < o t á C X 7 , l é  | 3 £ о о  or оС=1,1< /3£ Б <  0
NC pNC 0 < 4 * <  1 , 0 < / 3 < 1  or 0 < с * <  1,  /3=1
or е(=1 ,0 < / 3 <  1 Б > 0
rtf=1 , /3=1 В = 0
0 0 > * >  1 , 0« > / 3 > 1  or 0 0 >o< >  1 , уз =1
or О<=1,00>(3>1 Б <  0
U pC i S / S S O o ,k 2/k o2 ä /3 Б <.0
0 < / 3 < i , K 2/Ko 2 è/â Б >  0
HO
Table 2 Ccontinued)
Inhibition 
type of
II  I 2
Necessary conditions Interaction
U pc* /3=1,1/Kn1Knp+(1/K?) ( 1/K51-1/Knl )èo
U pNC
or 0 < ( S < 1 , ^ K 2/Ko2 or K21< K  
or fiS K2K21/£o2(K21-Ko1) 
0</i<l
Ol
D >  0 
D >  0
£=1 D = 01 <  /3 ^  O O D <  0
pc pc 0< = p =  O O D <  0
<»<=(3=1 D >  0
pc pNC o<=/J=OOor e(=/3=l,V2< Y3 D <  0
o<= /3= i,v2=v3 D = 0
o< = (3= l,V 2> V 3 D >  0
pNC pNC o<= (S = O O  or KoC = /3< 00,Y-.Y2á ( 1/oC )Y Y3 D <  0
o< = (3 =1
0<aC=ß< l . V ^ â i l / ^  )VmV3
the sign of D equals that of
VlV2-V3Vm
or о<-(3=1ДЛ >?Л D <  0
*i ^ - 1-Tl V V 5 D = 0
The table contains only some selected examples.
Inhibition types,see Table 1.
D>0 means synergy,D< 0 antagonism and D=0 that the effect of 
the two inhibitors is the simple sum of the effect of the 
inhibitors added separately.
*Special case,cf. Keleti and Kajszi (1971).
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Table 3
Cases of double inhibitions where v-^ 2 • _
Inhibition types,see Table 1.
The characteristic concentrations of the inhibitor and the 
substrate,see Table 3 (continued).
The cases summarized in Table 4 of course are also the members 
of this table.
*Special case,cf. Keleti and Kajszi (1971).
112
Inhibition 
type of
II I2
Necessary conditionscase
C
NC
pC
PC
a o < > K 02/K2 [ l ]3  >
ko2/ k2, i < / H c*>
or o<>Ko2/K2,
b ° < / i < 1 f i j  >
&l(o)I
h M l
independent
И
M  <  fSo]
of
ç /*=!,<*> Ko2/K2 [ l j > l?l<oj] independent[sj of
U PC
d •<< Ko2/K2,l</3S 00 [ i j  >  
e K / i ä t O  [ I J >
Í K o J
Pl(0)J
И  >tSo ]independent
CsJ *
of
U PC* f K ß ^ O O  independent
-  1 of и И  > t So]
c pl'TC S.«  >  V T2 tIl ] > l?l(o)] independent [Sj ‘ of
NC pNC Ь P Ä V T2 - * > V T2 § J  > [rl ( o ) ] H < C = o ]
i ß > \ / Y 2 , c ( ^  Vra/V2 [ l i ] > i l ( o ) i | ] Ж 1
1 (3 > V V2 - « < > V V2[Il]> > 1(0)] independent of
U pNC £  (1 > V V2 f i l l  > & « . ) ] independentИ
of
PNC pNC 1 û( = | î = do, y2 > v1 [i J > independent[s] of
Table 3 (continued)
case [ h i  О)] [ h ]
a K-, ( K n ? / K p - l ) / ( l - K n p/o< K ? )
b К-l ( Kn/Cs3 ) ( K n p / K p-1 )/ [( к п / [S] ) ( 1- K n d - K n?/o<K 9 )/(i//3
-ко2 / ы к 2 )-(1/^ - 1 )J - 1 )
£ Ki(K0 2/K 2 - 1 )/(1 -Ko 2/«yK 2 )
d K! ( V f  > ( W V 1 ) / [( k 0/[s J ) ( i- K n ( 1- K n p /ói' K p  )/ ( 1/ß
-k o 2 /°<k 2 )-(i //3-i )] - 1 )
e K oK ol(Ko 2/K 2 "1 )/CSJ (1-1/ Л  )
f
K i (1+ [s 3 / k 0 ) [( vm -v2 )/ ( v 2 -vm / )]
V o l ^ V
-l)(l/[l1 ])+ 
+K o2 /K 2K 2i /(1-1//Û
Я
ъ,А h < V V < 1+V £ s l>/I<T 2- V 0  >+ K o< W *  >/< V i 3
+ (V2 -Vm/c()(Ko/|:s])J -V2 )
1 [< W  >+
+( W *
к V ^ + V C s ^ V V / i V V /3 )
1 Ei < W ' < V h >
c)The inhibition paradox.
The most interesting case of the possible 
interactions of two inhibitors is the inhibition paradox 
when the initial velocity in the presence of two inhibitors 
is higher than without any inhibitor (v 1 2 > v q ).The inhibition 
paradox means that the interaction of two inhibitors results ‘ 
in activation.This effect also depends on the characteristic 
substrate and inhibitor concentrations and can be found in 
the cases of two partial inhibitors.Pig.3 presents the in­
hibition paradox in a special case of two partially compe­
titive inhibitors when and [l2 (o)l are indeP enâen't
of [Sj ,and in the case of two partially non-competitive in­
hibitors when both m l 1  [?2 (o)l are i'unc‘t;ions [XI •
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Two partially competitive 
inhibitors
Two partially non competitive
inhibitors
I 1 (0 )
I1
Fig. 3 .The inhibition parad ox in some special cases of two 
partially competitive or non-competitive inhibitors.
The hatched area represents that concentration range of I^,I2 
and S where the inhibition paradox a.ppears.
Table 4 summarizes the cases of inhibition 
paradox and the corresponding characteristic substrate and 
inhibitor concentrations.
In the case of two partially competitive in­
hibitors the necessary condition e(//3 >  KQ^K 2 /Ki K 2 ie equi­
valent with K Q >  K 1 2 û ,i.e, the dissociation constant of the*
ES complex is higher than the dissociation constant of S from 
the quaternary complex El-^IgS.One can asstime that,probably 
due to steric changes caused in the enzyme by the binding of 
and I2 ,the El^Ig complex is more able to bind S,than the 
free enzyme.The characteristic inhibitor concentrations are 
independent of the substrate concentration.
In the case of one partially competitive,one 
partially non-competitive inhibitor there are 5 different 
possibilities :
1* V Vm»1//0Ko l >  1/e<Kl'since V K2o’the
latter condition means that K Q >• K 1 2 o*The dissociation 
constant of ES complex equals that of S from the E I 2S complex.
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Table 4
Some cases of double inhibitions where v.^ vQ.
Inhibition 
type of 
ix i2
case necessary conditions
PC pc a ^//î>KoiKo2/KiK2
PNC pNC b /S/*< V V T3 < Tm. р ы  -K12o/K0,
И  < [s„l
PC pNC c Ъ < \ ' Р < °<,’У \ > Р  W *  Kl= K12o/K2o
Inhibition types,see Table 1.
The characteristic concentrations of the inhibitors and the 
substrate,see Table 4 (continued).
Table 4 (continued)
[ h e p ] _____________ I h f o i J  £ s o3
a (l/K1-l/Kol)/(l//3KolKo2- (l/K2-l/Ko2)/
-l/<* KXK2) /(1//3 КolKo2-l/<* К,Kp)
£ < W (CspK0)/[s]J/ ( W Г( CsJ+ co<v» P'* -/(!/%) .(l//3 +K0)/LSJrj/ -v3)/(v5-
+(k0/Is-xty/s-V*)] /(i/k2) (1//3 ) ( v3- - V-Vn).(Kp/Lsncv/3
- V *  >
£ РКо Л - ^ 1+ Vm(VtS])’ Ko(\ f l KcV*к0/£sJ)/Ц(к0/[sJ > < v3- • ^ K^oid/Ki- А* К ±-
- \ P K ol/°<Kl)-(Tm-V;)7 -1/Koi)/I(V H -v3)/v3-•(V,-V 0 mdKol/o< Kj) —V )ni7-(V -V, 4 m 3
The characteristic 1-^ concentration depends on N  ,however,
[.1 2 ( о )J in^e? enöent of l * b
2 .V3 > V m , p < 0 0 . ^ / ( 3  =V'm K ol/V 3 K 1 ,i. e. KQ = 
=K2q<  K12q , the dissociation constant of S from the complex 
EI-^IpS is higher tha£ that of S from E I 2S,but the simulta-
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neous binding of 1 ^ and I2 causes such a change in the active 
center of the enzyme that the complex containing the inhibi­
tors catalyzes the transformation of the substrate at a higher 
rate than the free enzyme.Both characteristic inhibitor con­
centrations are the function of the substrate concentration.
3 ,7 3 > V m'/i <  P 0 , o < //3 <  VmK ol/V3K l ,;Ue*
K 1 2 c > K o (V^/Vm ) > K Q .This case is similar to that of 2 .However,
the inhibition paradox manifests itself only if [s]>[s0].
4 *V 3 > V  A <  °°'K 1 2 o/Ko ^  W Thls case is 
similar to 2 .However,the characteristic concentration of
has a minimum and a maximum value if [s] — > 0 ,or £s] — *  ,
respectively and these values depend on the ratio of /Зко ^ 
and o^K-^.The characteristic value of I 2 has a maximum value 
if И - *  0 ,and declines to zero as [Si
5.V3 < V m ,/3< Oo,K 1 2 o/Ko< V 3/Vm .This case is 
similar to however, should be [sj <  £s q] .
Consequently,if we have one partially compe­
titive and one partially non-competitive inhibitor,if V 3 > V m , 
we have always such and t I2 (o)l ,where v 1 2 > v 0 *If
V 3á V m ,to have v 1 2 > v Q should be ß>^ol/o( K 1 =K 1 2 o/K 2 o =
= W K0< V V * 1-
In the case of two partial non-competitive 
inhibitors we have the same 5 possibilities,with similar 
consequences.
These considerations suggest that the special 
problems of the "three-body system" should be taken into 
consideration in enzyme-catalyzed reactions when iri vivo 
modulations of metabolic pathways are investigated.Namely, 
as presented above the simultaneous action of three ligands 
on one enzyme may result in unexpected effects.These effects 
may change in the function of the concentrations of the 
ligands and the liberation or inhibition may turn into acti­
vation. These effec'ts may have role in the kinetic mechanism 
of enzyme regulation.
One of the most effective regulatory mecha­
nisms of metabolic pathways is the oscillation of the con­
centrations of the metabolites.Assuming a linear chain of at 
least three enzymes,where the substrate of the first enzyme
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is an inhibitor or liberator and the product of the third 
enzyme is the inhibitor of the second one,we can obtain 
oscillations in the case of liberator action or if the con­
ditions of inhibition paradox prevail.In the case of triple­
faced enzyme-inhibitor relation,however,one may have only 
damped oscillation.
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Appendix 1
Initial velocity in reciprocal form:
i/v0=Ks/v£s] +1/V
where Kg = £e]£sJ/£esJ ,V=maximum velocity.
Purely competitive inhibition:
1/vi=(Ks/V[sJ)(1+[lJ/KjJ+1/V
where K^= [eJ[iJ/[ei].
Partially competitive inhibition:
W i =( V V tsj ) [ц/  ( Ы )]+( К '/ Т[з J ) Í Cl] / ( Ki+ и  )] +i/v
where K£=[es][iJ/[eIs],K' = £ei]LsJ/[e IS].
Purely non-competitive inhibition:
1 / г ±- ( k s/v [s] ) ( i+ Й / к 1)+( 1/V) ( 1+ [ i J / K j  )
Partially non-competitive inhibition:
1/Yi = t( KI+ И  )/ ( Т» Kj+7" Ы  )] [i+zB/ [ s] ]  
where V’ is the maximum velocity of the breakdown of ES 
complex,V" that of ESI complex.
Purely uncompetitive inhibition:
l / v 1 =Ks / v [ s ]  + ( l / V ) ( l +  ( 1 ] / Ц )
Double inhibition with two pure inhibitors:
l/v12=( 1/ Vm ) ( i+ [i1]/K0l+ [i2]/ko2+ [iJ  [i2 ]/ ß  ко1ко2 ) +
+ (V Vm d l ] / % +  Li 23/K2+ [Ip] il2 3/o( KpK2 )
Double inhibition with one pure and one partial inhibitor:
1/Vi2=[l+[IiJ/Koi+ [I2J/Ko2+[liKI2]/y3KoiKo2+(Ko/fS7)(1+
+ tlpl/KpH- [l2]/K2+ £lj £127/°( KlK2^J^ ^ Vm+^2 ^
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Double inhibition with two partial inhibitors:
l/v12= [1+ CI2]/ïo2+ W  LhVfi KolKo2+( V Î S3 )^ 1+
+ [ i j  /к 1+ ft2 J/k2+ [i^  [i27 / <* KXK2 )] / ( vra+v1f I2J /K0l+ 
^[igJ/Koa+^Iïiî ti27/p ko1ko2)
The meaning of the constants in the double inhibitions,see 
Appendix 2.
1/VoV12“1/vlV2=dwhere v^ and v2 are the v^-s of purely or partially competi­
tive or non-competitive or uncompetitive inhibitions and v-^ 2 
is the double inhibition either with two pure or partial or 
with one pure and one partial inhibitors.In these latter 
cases W K - ^ K - l or K2,K'=Kol or or K2o,V=V’=V
V» =VX or V2.
Since,in the case of two pure inhibitors the 
factor a= t i l t  2J/V^ is always positive,we analyse the sign 
of dV^/^1^j|l2J=D.In the case of one or two partial inhibitors 
the meaning of a is a complex expression,but always positive, 
D,the parameter of interaction between the 
ligands,indicates the synergy or antagonism between the in­
hibitors. D> 0 means synergy,D< 0 antagonism and D=0 a simple 
addition of the effects of the two inhibitors as determined 
separately.
Appendix 2
k 0 = [ e ] [ 5 J / [ e s ] k1=0J[i13/[ei1
k2=[e] [i2]/[ei21 Ko1=Les7 [*iH esiJ
Ko2 = LESJ [?2И Е5121 K10=Le I i7 C ß j /[B S I J
K2o=LEI2l tSJ/CESI2l K12=£EIll
К21вСЕ121 tBIlI2l Kol2 = tESI17{l2]/CESI1I27
Vm=maximum velocity of the breakdown of the complex ES
V-^=maximum velocity of the breakdown of the complex ESI-^
V2=maximum velocity of the breakdown of the complex ESI2
V^ =«iiaximum velocity of the breakdown of the complex ESI-^I2
=K^2/K2=K2i/Ki=intercation constant of the two inhibitors 
on E
ß =:Kol2/Ko2=Ko21//Kol=interaction constant of the two inhibi- 
tors on ES complex.
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0<=1 or /3=1 means that the binding of 1^  is independent of 
X2*
o/=pOor/3 = OOmeans that the binding of 1-^ excludes that of 
I2*
OO or 1 < /3 < c*o means that the binding of 1^  hinders 
that of I2.
0<o(<l or 0 ^ f i  < 1  means that the binding of 1-^ facilitates 
that of I2.
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REGULATION OF KEY ENZYMES: STRATEGY IN REPROGRAMMING OF GENE EXPRESSION
GEORGE WEBER, NOEMI PRAJDA and JIM C. WILLIAMS
Laboratory for Experimental Oncology and Department of Pharmacology 
Indiana University School of Medicine, Indianapolis, Indiana, USA 46202
INTRODUCTION
The biochemical strategy of gene expression is manifested, in a large part 
at least, in the regulation of the activity, amount and isozyme pattern of 
key enzymes. The concept of regulation of the rate and direction of metab­
olism through control of key enzymes was developed in this Laboratory in 
studying hormonal regulation and the clinical and biochemical syndromes in 
metabolic diseases (Weber, 1959, 1963; Weber et al., 1965, 1966, 1971).
The experimental evidence obtained in this Laboratory supported the concept 
that the biochemical pattern in endocrine and nutritional regulation of 
metabolism could be understood in the control of opposing and competing key 
enzymes in antagonistic and competing synthetic and degradative pathways. 
The principles learned in these investigations were also applied to studies 
on the sequential unfolding of the pattern of gene expression that occurs 
in regeneration and in neoplasia (for review see Weber, 1974).
Previous studies pointed out the operational advantage of this concept 
that proposed a pattern of behavior and control mechanisms for the various 
key enzymes, the operation of which was readily subject to experimental 
testing. Thus, this concept provided a set of predictions for the antici­
pated antagonistic behavioral pattern of key enzymes in physiological and 
pathological conditions, such as in hormonal regulation (steroid and in­
sulin action, in diabetes, etc.), in metabolic diseases (Glycogen Storage 
Disease), in differentiation and in neoplasia. A useful insight yielded 
by this approach proved to be the experience that from determining a single 
pair of such antagonistic enzymes, e.g., phosphofructokinase/fructose-1,6- 
diphosphatase, one was able to predict the behavior of other antagonistic 
pairs of key enzymes in carbohydrate metabolism (glucose-6-phosphatase/ 
glucokinase, pyruvate carboxylase/pyruvate kinase) under various conditions 
entailing alterations in homeostatic balance. The experimental and con­
ceptual studies led to the formulation of the general theory of the molec­
ular correlation concept which was first tested in examining the behavior 
of carbohydrate metabolism under various conditions involving reprogramming 
of gene expression (Weber, 1973). The special theory of the molecular 
correlation concept refers to studies on the alterations of gene expression 
in neoplasia (Weber, 1974). Detailed investigations carried out in this 
Laboratory demonstrated that the regulation of the rate and direction of 
opposing pathways of synthesis and degradation through control of antagon­
istic key enzymes was applicable not only to carbohydrate but also to
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Table 1
Pleiotropic action of insulin on hepatic enzymes of different metabolic
pathways
FUNCTIONS INCREASED ENZYMES INDUCED
GtycogeneA-ib Glycogen synthetase
GlyeotyiiÁ Glucokinase (high К isozyme)
Phosphofructokinase
Pyruvate kinase (high isozyme)
Lipogeneiti Citrate cleavage enzyme 
Acetyl CoA carboxylase 
Fatty acid synthetase
SIAOPH production Glucose-6-phosphate dehydrogenase 
6-Phosphogluconate dehydrogenase 
Malate enzyme
Pent оде. phosphate patmiay Transaldolase
Transketolase
Thymidine. incoaporation into ONA DNA polymerase
Thymidine degradation to CO^ Thymidine phosphorylase
FUNCTIONS PECREASEP ENZYMES SUPPRESSED
GLuconeogenebit Glucose-6-phosphatase 
Fructose-1,6-diphosphatase 
Phosphoenolpyruvate carboxykinasé 
Pyruvate carboxylase
Urea cycle Ornithine carbamyltransferase 
Arginine synthetase 
Argininosuccinase
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G L Y C O L Y S I S  K R E B S  C Y C L E
I-------------------------------- 1 I------------ ----------1
Fig. 1. Insulin: integrative action at the hepatic enzyme level.
GK=Glucokinase, PFK=Phosphofructokinase, PK=Pyruvate kinase, HK=Hexokinase, 
G6P DH=Glucose-6-phosphate dehydrogenase, 6-PG DH=6-Phosphogluconate 
dehydrogenase, IDH=Isocitrate dehydrogenase, F-ASE=Fumarase, ME=Malic 
enzyme, AC=Acetyl CoA carboxylase, CS=Citrate synthase, TA=Transaldolase,
TK=Transketolase.
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pyrimidine, DNA, ornithine, and membrane cAMP metabolism (Weber et al., 
1971, 1972, 1973, 1974; Ferdinandus et al., 1971; Williams-Ashman et al., 
1972) .
The purpose of this presentation is to exairçine in more detail the key 
enzyme concept, the selective advantages and economy the key enzymes pro­
vide for the organism and the applicability of these principles to purine 
metabolism and the utilization of UDP.
MATERIALS AND METHODS
The conceptual significance of the role of key enzymes in the regula­
tion of metabolism and in the control of gene expression was outlined else­
where (Weber, 1973). The description of the strains and conditions of 
animals used, the type of tumor and the partial hepatectomy and the prepar­
ation of extract for enzyme assays were cited elsewhere (Weber, 1974). The 
methods for the assays of the various key enzymes and overall metabolic 
pathways were given previously (Weber, 1974; Weber et al., 1965, 1966, 
1971). The discussion of the experimental procedures, the tumor work and 
the expression and evaluation of the enzymatic data are provided elsewhere 
(Weber, 1974).
RESULTS AND DISCUSSION
Pleiotropic Action of Insulin on Hepatic Key Enzymes
It was discovered earlier in this Laboratory that the integrative 
action of insulin at the molecular level in the liver entailed an antagon­
istic action on the biosynthesis of groups of key enzymes opposing each 
other in gluconeogenesis and in glycolysis. Subsequent work pointed out 
that the hepatic action of insulin involved reprogramming of gene expres­
sion and evidence was provided that this process included a shift in the 
isozyme pattern of the key glycolytic enzymes (for review see Weber, 1975) . 
Recently, we obtained extensive evidence by measuring the activity and the 
immunoprecipitable isozyme concentration of PFK that the concentration of 
this enzyme was decreased in low insulin states (starvation, diabetes) and 
high insulin states (refeeding, insulin administration) restored the con­
centration of PFK to normal level (Dunaway § Weber, 1974, 1974a; Weber, 
1975a). The determination of PFK concentration by two independent methods 
strongly supported the conceptual view we proposed for the integrative 
action of insulin at the molecular level. Further investigations in this 
Laboratory and in other Centers revealed that there are also characteristic 
alterations in enzyme activity of the pentose phosphate pathway, glyco- 
genesis, thymidine metabolism and the urea cycle that occur in diabetes and 
insulin returns the activities to normal range. Table 1 and Figure 1 sum­
marize the array of enzymes induced and those suppressed by insulin action.
It was proposed elsewhere that the reprogramming of gene expression 
occurring as a result of insulin administration that restores enzyme activ­
ities to normal range might operate through determining the expression of 
master genes capable of exerting pleiotropic action on groups of function­
ally related key enzymes operating in different metabolic pathways (Weber 
et al., 1974). There are other levels of controls where pleiotropic regu­
lation might be achieved and these alternative possibilities were discussed 
in a recent paper by Weber et al. (1974). The term pleiotropy, as it re­
fers to reprogramming in gene expression through hormonal influences or in
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neoplasia, was also discussed in the same article. The importance of the 
multienzyme alterations is relevant for the present discussion which deals 
with the biochemical strategy of the cell as it is expressed through regu­
lation of key enzymes.
Through the operation of hormonal influences, adaptation in a mammalian 
system has reached the highly advanced integrated state that provides sel­
ective advantages for the system. When experimentally or clinically endo­
crine alterations occur such as in diabetes, marked quantitative and quali­
tative shifts take place in the ratios of key enzymes in different path­
ways. Administration of the hormone that was in short supply, e.g., insul­
in, is capable of restoring the homeostatic balance to normal range. Thus, 
the reprogramming of gene expression in endocrine alterations has a rever­
sible nature and the alterations themselves appear to be not heritable.
The situation is entirely different in neoplasia where the alterations in 
gene expression that occur appear to be irreversible and heritable. In 
the following we will examine the behavior of key enzymes in two areas that 
we have been studying recently: purine and pyrimidine metabolism.
Regulation of Purine Metabolism: Control of Glutamine PRPP Amidotransfer­
ase Activity
The opposing pathways of synthesis and degradation of IMP are shown in 
Figure 2. In this Figure we emphasize that the origin of the de novo syn­
thesis of IMP starts at the product of the pentose phosphate pathways, 
ribose-5-phosphate. Previous work from this Laboratory emphasized this 
strategic link between carbohydrate and purine metabolism accomplished by 
PRPP synthetase that converts ribose-5-phosphate into PRPP (Weber et al.,
1974) . These studies resulted in the discovery that PRPP synthetase was 
increased in the rapidly growing tumors (Heinrich et al., 1974); thus, the 
reaction involved in the de novo synthesis of PRPP was increased, leading 
to a heightened potential for IMP production. With the discovery of the 
increased PRPP synthetase activity it became of immediate interest to el­
ucidate the behavior of the enzyme that utilizes PRPP into the de novo 
purine biosynthesis: glutamine PRPP amidotransferase, amidophosphoribosyl- 
transferase, EC 2.4.2.14, (amidotransferase) .
The comparison of the kinetic behavior of the liver and hepatoma 
amidotransferase and the development of an assay system applicable tq kin­
etic conditions of rat liver and hepatomas was published recently from 
this Laboratory (Katunuma and Weber, 1974; Weber et al., 1975). An anal­
ysis of the molecular properties of amidotransferase from normal rat liver 
and fron rapidly growing hepatomas is of interest in evaluating the role 
of this key enzyme in metabolic regulation.
Figure 3 indicates that the affinity of the normal liver amidotrans­
ferase to PRPP yields a sigmoid curve, whereas the hepatoma enzyme exhib­
its -Michaelis-Menten kinetics. These results indicate that the liver en­
zyme had very low activity at a PRPP concentration of less than 1 mM, but 
in the same substrate range the hepatoma amidotransferase activity was 
high. Thus, the tumor enzyme was more readily saturated by PRPP at the 
low level that may occur in the tissues (Weber et al., 1975; Prajda et al.,
1975) .
The biological significance to the neoplastic transformation is also 
determined by the responsiveness of the tumor enzyme to physiological reg­
ulatory signals. Earlier work by Katunuma and Weber showed that the am­
idotransferase in the rapidly growing hepatoma was much less sensitive to 
the action of the physiological inhibitor, AMP (1974).
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Fig. 2. Metabolic imbalance in purine biosynthesis in rapidly growing hep­
atomas. PRPP synthetase was increased in rapidly growing hepatomas 
and amidotransferase was elevated in all hepatomas; the catabolic 
enzymes, 5'-nucleotidase and xanthine oxidase, were decreased in 
rapidly growing hepatomas. The resulting metabolic imbalance fav­
ors purine biosynthesis and should prevent recycling of metabol­
ites into the catabolic pathway.
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Fig. 3. Comparison of the affinity of amidotransferase to PRPP in liver and hepatoma 3924A.
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Extensive studies carried out recently in this Laboratory demonstrated 
that amidotransferase activity was increased in all the hepatomas irre­
spective of their growth rate or degree of differentiation (Fig. 3) (Kat- 
unuma 6 Weber, 1974; Weber et al., 1975; Weber § Prajda, 1975). Current 
work of Prajda et al. (1975a) showed that the amidotransferase activity 
was also increased in kidney tumors.
Biological Significance and Selective Advantage Achieved Through Repro­
gramming of Gene Expression as Manifested in Activity and Molecular 
Properties of Amidotransferase
As shown in Figure 4 all hepatomas contain more amidotransferase activ­
ity than the liver; thus the cancer cells should have an increased capac­
ity for purine biosynthesis through the de novo pathway. This enhanced 
potential is further increased by the higher affinity of the hepatoma en­
zyme to the substrate PRPP and thus the tumor enzyme is more readily sat­
urated by the substrate. Furthermore, the hepatoma amidotransferase is 
less sensitive to feedback regulation as manifested by the decreased sen­
sitivity to AMP. Thus, in the hepatoma there is more amidotransferase 
activity, the enzyme can operate at lower PRPP concentrations and may well 
be deinhibited at physiological AMP levels. These alterations in amido­
transferase activity and molecular properties reveal reprogramming of gene 
expression that should confer selective biological advantages to neoplas­
tic cells. As the increase in amidotransferase activity is present in all 
hepatomas, irrespective of their growth rates and malignancy, the repro­
gramming of gene expression manifested in the ubiquitous rise in this en­
zyme activity appears to be linked with the neoplastic transformation it­
self (Katunuma S Weber, 1974; Prajda et al., 1975, 1975a; Weber et al., 
1975; Weber 5 Prajda, 1975).
Effect of Regeneration on Hepatic Amidotransferase Activity
The regenerating liver is a useful model in the analysis of the pro­
cesses of the reprogramming of gene expression and the informational flow 
in the mammalian cell. To examine the linkage of amidotransferase to in­
duced proliferative response the activity of this enzyme was studied at 
different intervals after partial hepatectomy and the results were compared 
with those obtained in sham operated control animals. The results in 
Figure 5 show that the specific activity of amidotransferase rose after 
partial hepatectomy and it was significantly increased at 24, 48 and 72 
hours after operation. The peak increase of 164% was observed at 48 hours 
after partial hepatectomy. The enzyme activity returned to normal at 96 
hours. This experiment indicates that amidotransferase activity, and prob­
ably its synthesis and degradation, are linked with cellular proliferation. 
However, the alterations in the neoplastic liver are distinguished from 
those in the regenerating liver, because in the partially hepatectomized 
animals amidotransferase exhibits sigmoid kinetics towards PRPP whereas, 
as outlined above in the hepatomas, the enzyme showed hyperbolic kinetics.
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Fig. 4. Increased amidotransferase activity in hepatomas of
different growth rates. The protein concentration of the 
supemate, in which the enzyme activity was measured, is 
also shown for comparison.
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Fig. 5. Effect of liver regeneration on specific activity of amidotrans- 
ferase. Activity was measured in umoles per hr/mg protein and 
expressed as percentages of the sham-operated controls
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Integrated Pattern of Alterations in Key Enzyme Activities in Neoplasia 
in Carbohydrate and Purine Metabolism
The reprogramming of gene expression in neoplasia is manifested in an 
integrated imbalance in the activities of key enzymes in opposing and com­
peting pathways of glycolysis, gluconeogenesis, pentose phosphate metabol­
ism, and in purine synthesis and catabolism. The activities of the key 
enzymes of glycolysis are increased whereas the opposing key enzymes for 
gluconeogenesis are decreased in parallel with the growth rate of the 
hepatomas. In contrast, the activities of the key enzymes for pentose 
phosphate pathways, G-6-P dehydrogenase and transaldolase (Weber et al., 
1974) and the key enzyme of purine de novo synthesis, the amidotransferase, 
are increased in all the hepatomas examined (Katunuma § Weber, 1974).
Thus, in liver neoplasia there are key enzymes that characterize the 
degrees of expression of neoplastic transformation (the key glycolytic and 
gluconeogenic enzymes) and there are other enzymes that are discriminants 
for the neoplastic transformation per se (glucose-6-phosphate dehydrogen­
ase, transaldolase, amidotransferase). The integrated pattern of the key 
enzymes of carbohydrate and purine metabolism and their behavior in hepa­
tomas are summarized in Figure 6.
The experimental results indicate that there is an increased potential 
for glycolysis and a decreased potential for recycling. There is a height­
ened capacity for the biosynthesis of pentose phosphates and for de novo 
purine biosynthesis. In contrast, the degradative potential for IMP de­
clines. This alteration in the reprogramming of gene expression should 
confer selective advantages to cancer cells. The integrated pattern re­
vealed in our studies points out the applicability of the molecular cor­
relation concept and the key enzyme concept to purine metabolism (Weber, 
1974; Weber et al., 1975) .
Studies on Reprogramming of Gene Expression as Manifested in Enzymes 
Involved in UDP Utilization
Previous work showed that there is an increased potential for pyrimi­
dine biosynthesis and a decreased capacity for degradation of the pyrimi­
dines in the hepatomas (Ferdinandus et al., 1971). This metabolic imbal­
ance was manifested in the increased activities of the key enzymes of UDP 
biosynthesis, aspartate transcarbamylase and dihydroorotase (Sweeney et 
al., 1974) and in the decrease in the activity of the rate-limiting enzyme 
of pyrimidine catabolism, dihydrouracil dehydrogenase (Queener et al.,
1971). UDP is at an important metabolic crossroad and its utilization is 
dependent on ribonucleotide reductase that routes it into de novo DNA bio­
synthesis and UDP kinase that channels it into RNA biosynthesis and poten­
tially this reaction could also contribute to the de novo DNA biosynthesis 
as shown in Figure 7. The studies of Elford et al. (1970) demonstrated 
that ribonucleoside reductase (EC 1.17.4.1) was increased in parallel with 
the growth rate of the hepatomas .
The molecular correlation concept predicts that in the neoplastic cells 
reprogramming of gene expression is likely to occur where enzymes antagon­
ize each other either by opposing each other's direction of action or by 
their competition for the same substrate. To test the applicability of 
this concept to UDP metabolism we have carried out a systematic investiga­
tion of the behavior of UDP kinase (nucleoside diphosphate kinase; ATP-.UDP
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fested in rapidly growing hepatomas.
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Fig. 8. Increased UDP kinase specific activity in hepatomas of different 
growth rates. The protein concentration of the supernate, in 
which the enzyme activity was measured, is also shown for compar­
ison (Williams et al., 1975).
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phosphotransferase (ЕС 2.7.4.6). Kinetic studies were conducted to ensure 
proportionality of UDP kinase activity with amount of enzyme added under 
optimum kinetic conditions for rat liver and hepatomas. The details of 
our assay method were described recently by Williams et al. (1975). The 
UDP kinase specific activity was expressed in umoles of substrate metabol­
ized per mg protein per hour. The kinetic characteristics of UDP kinase 
activity from crude enzyme preparations of rat liver and hepatomas were 
similar (Williams et al., 1975). The UDP kinase specific activity was 
markedly increased in all liver neoplasms irrespective of tumor growth 
rate or degree of differentiation (Figure 8). Current studies also showed 
that UDP kinase activity was increased in 2 primary human hepatomas as 
compared to the histologically normal samples from the human host liver as 
controls.
Our demonstration that UDP kinase activity was increased in all hepa­
tomas, irrespective of the degree of tumor malignancy, suggests that the 
reprogramming of gene expression in malignant transformation is linked 
with an increase in the expression of this UTP-synthesizing enzyme activ­
ity. In this Laboratory we recently discovered four such transformation- 
linked elevations in enzyme activities, and they all relate to a heighten­
ed potential in the channeling of precursors to strategic biosynthetic 
processes. Thus, the rise in the activities of glucose-6-phosphate dehy­
drogenase and transaldolase should provide an increased capacity for rout­
ing glycolytic intermediates into pentose phosphate biosynthesis (Weber 
et al., 1974). The third alteration discovered in all hepatomas was an 
increased activity of glutamine PRPP amidotransferase which should also 
result in an increased potential for purine and nucleic acid biosynthesis 
(Katunuma 8 Weber, 1974; Weber et al., 1975; Prajda et al., 1975). In 
turn, the increased UDP kinase activities reported here should provide an 
increased potential for production of RNA and for de novo DNA biosynthesis 
(Williams et al., 1975). These elevations in the activities of the key 
enzymes of pentose phosphate biosynthesis, de novo purine production and 
RNA and DNA biosynthesis signal a reprogramming of gene expression that 
should confer selective biological advantages to the neoplastic cells.
Mathematical Model of Altered Metabolic Regulation in Neoplastic Cells
In previous work it was recognized that the lower the activity of an 
enzyme was in the adult resting rat liver, the higher it increased in the 
rapidly growing hepatomas (Weber, 1974). The mathematical expression 
of these experimental observations and the plotting of the results from 
this publication are given in Figure 9. The predicted value for the in­
crease of the activity of nucleosidediphosphate kinase in the rapidly 
growing hepatoma was tested and the values observed fit well into the 
range mathematically predicted by the equation in Figure 9.
The Key Enzyme Concept : Identifying Features of Key Enzymes
It was recognized in this Laboratory that the regulation of the rate 
and direction of opposing pathways of intermediary metabolism is achieved 
by controlling the operation of certain enzymes. These enzymes that 
appear to be playing a key role in metabolic regulation thus were named 
key enzymes (Weber et al., 1965). The key enzyme concept proved to be a 
conceptual breakthrough in the analysis and understanding of the regula­
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tion and behavior of enzyme pattern in endocrine and nutritional conditions. 
The key enzymes were also relevant to our understanding of the unfolding of 
gene expression in differentiation and in the reprogramming of gene ex­
pression that occurs in the neoplastic transformation and in the progres­
sion of the neoplastic state. As a result of experimental and conceptual 
progress in our investigations a number of the features which characterize 
key enzymes were recognized in this Laboratory and representative examples 
are given in Table 2. As our progress in gaining an insight into the 
identifying features of key enzymes develops, it is hoped that a deeper 
understanding will be reached of the properties, regulation and function 
of the key enzymes and the interpretive value of this concept (Weber,
1976) .
CONCLUSION
Metabolic regulation and adaptation in the mammalian system are achiev­
ed through control of the concentration, activity, and isozyme pattern of 
key enzymes that oppose and compete with each other at strategic crossroads 
of intermediary metabolism. Through controlling the antagonistic and com­
peting key enzymes and by adjusting the ratios of the opposing key enzymes 
and isozymes, metabolic regulation achieved an integration of the rate and 
direction of opposing metabolic pathways. This integrative action at the 
molecular level results in the capacity of the mammalian system to adapt 
to endocrine and nutritional circumstances. The ability of the organism 
to regulate the key enzyme systems confers selective advantages to the bio­
logical systems as a whole.
In regeneration, differentiation and neoplasia, the reprogramming of 
gene expression is also targeted through alterations in the concentration, 
activity, molecular properties, and isozyme pattern of key enzymes.
SUMMARY
The regulation of key enzymes was examined in investigating the strat­
egy of reprogramming of gene expression in normal and neoplastic cells.
1. The pleiotropic action of insulin in integrating the activity, 
amount and isozyme pattern of a series of hepatic key enzymes in glycoly­
sis, pentose phosphate pathway, glycogen, lipid, and thymidine metabolism 
was examined.
2. The regulation of purine metabolism was studied in investigating 
the control of the key purine synthesizing enzyme, glutamine PRPP amido- 
transferase. This enzyme was markedly increased in all hepatomas irrespec­
tive of their growth rate and malignancy. The normal liver enzymes showed 
sigmoid kinetics whereas in rapidly growing hepatomas the enzyme had hy­
perbolic kinetics; the sensitivity of this hepatoma enzyme to feedback 
inhibition was decreased. These alterations confer selective advantages
to the hepatoma cells. In the regenerating liver the amidotransferase 
activity increased to 164% of the activity of sham-operated controls; 
however, in the regenerating liver, the molecular properties of the enzyme 
were similar to the normal liver and it showed sigmoid kinetics towards 
the substrate PRPP.
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Table 2
Identification of key enzymes
F E A T U R E S  O F  К.ЕУ E i V Z / M E S  EXAMPLES I N  VARIOUS METABOLIC
AREAS
I .  PLACE IN РАТИШАУ
1. F l u t  in  a n ea c tio n  btqu.mc.il
2. Lcu>t in  a s t a d i o n  bequ em e
3 .  Pathwayb in  th em belvib
4. O p in a it on both  b ideb  0 )J
n e v in b ib h  m a c i io n  poolb
5 .  One-way enzyme oppobid  by
anotken one-way inzym i
I I .  R E G U L A T O R /  P R O P E R T I E S
b . H á ti-L im itin g  in  pathway
7. Pobbibbib n e la t i v e l y  low  
a c t i v i t y  in  t h i  pathway
6. T an g it Oj$ (Jeedback n ig u la tio n
9 .  Fanget o<$ m u ltip le  contnolb
10. E x h ib its  a l lo b te n ic  p n open tiib
11. In te n c o n v m tib te  enzymeb
12. Ibozyme p a tten n  pn ovidib
added a d a p tiv e  ieatuneb
I I I .  BIOLOGICAL ROLE
13. In vo lved  in  ovencoming
thenmodynamic bannienb
14. Govennb one-way neaction b
II/. INTRACELLULAR C O M P A R T M E N T A T I O N
15. L o c a lized  in  p a r t ic u la te
Enaction when o then  enzymeb in  
borne pathway one in  cytoplabm
Pyruvate carboxylase; TdR kinase
Glucose-6-phosphatase; DNA 
polymerase
Glucose-6-phosphatase; adenylate 
cyclase
TdR kinase; dihydrothymine 
dehydrogenase
Phosphofructokinase; fructose- 
1,6-diphosphatase
PEP carboxykinase; ribonucleo­
tide reductase 
Pyruvate carboxylase; DNA 
polymerase
Amidophosphoribosyltransferase; 
TdR kinase
Pyruvate kinase; ribonucleotide 
reductase
Aspartate carbamyltransferase 
Glycogen phosphorylase 
Glucokinase; hexokinase
Four key gluconeogenic enzymes
Glucokinase; ribonucleotide 
reductase
Uricase; glucose-6-phosphatase
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3. An integrated pattern of the alterations in key enzyme activities 
in neoplasia was examined in carbohydrate, pentose phosphate, and purine 
metabolism.
4. Studies were carried out in analyzing the reprogramming of gene 
expression as manifested in enzymes involved in UDP utilization. The re­
sults indicated that UDP kinase activity was increased in all hepatomas 
irrespective of the growth rate and malignancy of the liver tumors. This 
alteration in gene expression confers selective advantages tt the hepatoma 
cells.
5. The identifying features of the key enzymes were outlined and ex­
amples were given for the applicability of the concept to key enzymes in 
various pathways of intermediary metabolism.
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BEGULATION OF METABOLIC PATHWAYS BY COOPEBATIVITY 
AUD C OMPAETMENTATION OF METABOLITES
H. Frunder, A. Horn, G. Cumme,
W. Achilles and E. BublitzInstitute of Physiological Chemistry, 
Friedrich Schiller University, Jena, GDK
INTBODUCTION
In our group, out of the diversity of regulatory mechanisms 
in action in the living cell, we analyzed the importance of 
metal metabolite complexes for metabolic regulation. The 
reasons for this selection are based on the well known fact that most metabolites form complexes with intracellular cations like potassium and magnesium ions. Thus, single meta­bolite pools are not homogeneous entities, but distributed among a heterogeneous mixture of free, protonated and 
complexed species. Furthermore, there are well documented examples (Purich and Fromm, 1972) indicating that different 
species of one metabolite act in opposition even on the same enzyme.Our starting point along the metal complex line should be a theoretical study to determine whether complex formation can be a principal mechanism of control in intact cells, 
where total metal ion concentrations are usually fairly con­
stant while variation in metabolite levels is much wider.
BESULTS
As the first step let us assume one metal ion M and one li­gand L forming a metal ligand complex ML. The total metal 
ion concentration is kept constant at 1 mM and the total ligand concentration varied from zero to 2 mM.
In Fig. 1 we may distinguish two regions. The transition area between them is centered at a total ligand concentration which corresponds approximately to the total metal ion con­centration kept constant at 1 mM. In the left region the to­tal ligand concentration is smaller than the total metal ion concentration, and the free ligand L increases with a rela­tively small slope. In the right region the total ligand concentration surpasses the total metal ion concentration, and therefore, L increases with a slope of nearly one. The behaviour of the free metal ion concentration M is quite opposite. Lastly, the complex ML increases linearly in the 
left region and approaches its saturation value in the right region.
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Pig. 1. Concentrations of free metal ion M, free ligand L 
and of the ML complex as function of the total ligand concen­
tration L. . • The complex formation constant of the ML 
complex isassumed to be 1o5 M“ .^
Fig. 2. Activity (v/V) of a hypothetical enzyme as function 
of the total ligand concentration L. .. M is assumed to act 
as activator, ML as substrate and Lbas non-competitive inhi­bitor. The total metal ion concentration is kept constant at 1 mM. The binding constants (in mM- ') of the different complex species with the enzyme are indicated at the curves 
in the order M, ML and L.
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If the different species act in a different manner upon the same enzyme, then it may be shown that relatively small 
changes of the total ligand concentration in the critical 
area may cause marked changes in enzyme activity, provided 
that there are suitable binding constants for the different complex species with the enzyme (Pig. 2).The enzyme activity is inhibited more or less strongly as 
soon as the total ligand concentration approaches that of the con­stant total metal ion. This behaviour indicates that theo­retically, a weak variation of the total metabolite concen­
tration within a critical area can cause a great velocity 
variation through metal ligand complex formation.This situation led us to the conclusion that an enzyme might be more clearly characterized in terms of single spe­cies concentrations rather than in terms of total metabolite 
concentrations as reported by most authors in the past 
(G. Cumme et al., 1975 a,b).
In order to achieve a simple experimental situation, we vary the concentration of a selected single species, keeping constant as many other species as possible and interpret the measured enzyme activity as a function of the varied species concentration. In doing so, the following principles must be 
taken into account. Prom the complex equilibrium
(B denotes the complex formation constant)
follows: When L is kept constant and ML is varied, then M 
varies proportionally. The constant ratio ML/L can be altered 
by fixing L at another constant level. At constant M, ML and 
L vary proportionally and, if ML is kept constant, the two other species vary inversely.In order to make clear the principles of our evaluation we use the same hypothetical enzyme as characterized in the legend of Pig. 2. Additionally, a second free ligand Lx acts 
as competitive inhibitor against ML. The corresponding rapid 
equilibrium rate equation for this enzyme has the following form:
v/V
1Ц Kg [Uj [ML]
О+ь, [m ; ) (i+k2[mlJ + k3 'lxJ)(i+k4 V ) Eq. (1)
The numerical values chosen for the different K's are in 
mM“1 : K^j = 1 ; K2 = 4o; Kx = 2o; K^ = 2o. The complex
formation constant В = CMLj is 5 mM~^.
X XIn Pig. 3 the test conditions are set up so that M is 
kept constant at different levels and v/V is plotted against 
L. Curve shapes with maxima are obtained because the denomi­nator of the rate equation is of second order, and the numerator of ■c’irst order in L. Fixing constant К atlower levels, the maxima shift to the right, that is to higher concentrations of L.
10 145
The explanation iss The ML term in the second sum of the de­nominator needs higher L concentrations in order to dominate, if M is small. Or in other words, ML substituted by M • L • Б 
becomes smaller at low M. Thus, one needs higher L concentra­
tions before the second sum of the denominator becomes con­
siderably greater than one.
Fig. 5 . v/V plotted against L at different fixed levels of 
M. L* = zero.
Fig. 4. v/V plotted against L at different fixed concentra­
tions of Lx. M = 1 mM = constant.
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Next, we set up the same conditions, namely M is kept con­
stant and L is varied, now however at different constant con­centrations of IIх inhibiting the ehzyme competitively against ML. Fig. 4 shows curve shapes with maxima. The maxima shift to the right when increasing the constant level of Lx, becau­se the ML term of the denominator needs higher L concentra­tions in order to dominate.
In Fig. 5» v/V is plotted against ML at constant levels 
of M. The maxima shift to the right at increasing constant M, since L is now lowered. Or in other words, substituting L in the last sum of the denominator by ML , one sees that
Пthis term dominates later, if the level of M is increased. However, one has to take care not to use very high levels of M. Otherwise, the maxima go far to the right and can 
easily be overlooked if one does not examine the whole range of relevant physiological concentrations.
mM ML
Fig. 5» v/V plotted against ML at different fixed concentra­
tions of M.
In Fig. 6 no maxima are observed, since both numerator and 
denominator are second order in M. However, the fact that 
the order is higher than one leads to a sigmoidicity seen at low concentrations of ML. When using an appropriate scaled double reciprocal plot, which expands the area of very low ML concentrations, we get parabolas (Fig. 7)» much more evident at higher fixed levels of L, that is at a higher 
ratio ML/M. When using an excess of M, which leads to very low levels of L, then the parabolas approach straight lines, 
and interactions of M with the enzyme can be overlooked.
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Fig. 6. v/V plotted against ML at different fixed concentra­
tions of L.
Fig.’7» V/v plotted against 1/ML at different fixed concen­
trations of L.
All these examples demonstrate that the occurrence of differ­ent curve shapes and of shifts of maxima and minima can be used in order to evaluate the effects of different complex 
species cna real enzyme.
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According to this scheme purified pyruvate kinase from human 
erythrocytes was characterized, first varying the different 
ADP species whilst keeping all other species constant, then 
varying the phosphoenolpyruvate and potassium concentrations, and lastly performing competition experiments between the 
ADP and phosphoenolpyruvate species. The rapid equilibrium rate equation, based on about 1 5 oo single determinations of the enzyme activity while varying the different complex species of the substrate side, has the following form (Eq.(2)):
kikgk4k6 [Mg2+] lM g ADp] [p e p ] [k+]
r/v=---------------------------------------------------------
(14- kx [Mg2 +] ) (1 + k7 [Mg2+] + k3 [MgADP ] ) (1 + k2 [kA d p ] + k4 [p EP] + k5 [kP EP] ) (1 + kg [k+ ] )
The binding constants К* - were fitted by the Marquardt 
procedure. Their numerical values with the ranges are listed in Table 1.
Table 1.
Numerical values and ranges for the binding constants of the complex species of the substrate side of pyruvate kinase from
human erythrocytes
For binding ofs Binding constants Bangein mM~/i
K1 Mg2+ on the activator side 6 5 - 2 4K2 KADP on the PEP side 3 1 - 4
b MgADP on the substrate side 2 1 - 5
K4 PEP on the substrate side 1.5 0 . 6 - 2 . 5
K5 KPEP on the PEP side 15 8 - 2 2K+ on the K+-side 0.004 0.002 - 0.006D
K7 Mg2+ on the MgADP side 1.5 1 - 2
The model chosen uses MgADP and non-complexed phosphoenol­pyruvate as substrates and Mg2+ and K+ions as activators.The potassium complexes of phosphoenolpyruvate and ADP act as competitive inhibitors against phosphoenolpyruvate, and Mg2+, beside its action as activator, influences the enzyme activity as competitive inhibitor against the substrate MgADP. Thus, not only one but several complex species of the 
substrate side of pyruvate kinase modulate the enzyme acti­
vity at several binding places. As it can be easily derived from the association constants for the different enzyme complexes, shown in Table 1, the numerical values of the corresponding dissociation constants are very close to the concentrations found in erythrocytes, thus predestinating all species for control.
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Due to interdependences via complex equilibria a change in any species alters the whole complex pattern and the enzyme activity through many simultaneous effects on all binding sides.As to the influence of the products of the pyruvate 
kinase on enzyme activity we have at present only limited data. ATP in micromolar concentrations reduces the enzyme 
activity to about one fourth of the activity in the absence of ATP. However, this inhibition is completely abolished by micromolar concentrations of fructosediphosphate and especially fructose-6-phosphate. That means, the ATP inhi­bition observed in vitro probably has no effect on the enzyme 
activity in intact erythrocytes.With regard to the terms "substrate", "activator" and "inhibitor", these terms cannot always be applied uniquely, when complex forming effectors are involved. Let us consider the following two models:In model 1 K+ acts as activator, phosphoenolpyruvate as substrate and the potassium complex of phosphoenolpyruvate 
as competitive inhibitor against non-complexed phosphoenol­
pyruvate
K+(3) PEPC2) KPEPO)IKPEP(1) PeP(2,> (model 2)
In model 2 the functions all of the three species are interchan­
ged, i.e. the potassium phosphoenolpyruvate complex acts as substrate, phosphoenolpyruvate as competitive inhibitor 
against potassium phosphoenolpyruvate and potassium ions as 
non-competitive inhibitor.The corresponding two rapid equilibrium rate equations (Eqs. (3) and (4)) are as follows:
v1 . K2 • Kj [K+] [PEP]
V = ------------------------------------- for model 1, and
(1+K3 [К+])(1+1Ц [ kpep]  + k2 [ pep])
V2 • [KPEP]
V = ------------------------------------- ,
(1+K3 [к+])(1+к1 [kpep] + Kg [pep] )
and after substitution 
V2- K^  • Б [k+]  [KPEP]
V = ----------  - -------------------  for model 2
(1+K3 [к+])(1+к1 [kpepJ + Kg [pep])
1at physiological phosphoenolpyruvate concentrations
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Both Eqs. differ only in the product of three constants of 
the numerator. Taking Vb| for the Eq. (3) for model 1 and V2 
for the Eq. (4) for model 2, so that the product
V1 • Kg • K5 = V2 • b ,  • B ,
then one obtains equal velocities at equal effector concen­trations for both models. Thus, both models cannot be distin­guished, even by the most painstaking kinetic or binding 
studies. That means that a given mathematical relation be­tween the effector concentrations and the enzyme activity is not uniquely describable in terms of what species acts as substrate, activator or inhibitor.
However, from any of such Eqs. we may deduce the exact 
stoichiometry of the reactive enzyme complex and in advan­
tageous cases the effector competition for the different 
binding sites of the enzyme. Defining an enzyme in terms of stoichiometries and competitions leads despite its missing uniqueness to a unique description of the behaviour of the 
enzyme as a member of a metabolic pathway. And this is the 
main aim of our modelling.An obvious disadvantage of the method used is that the total concentrations which are necessary for each determina­tion of the enzyme activity must be calculated from the prescribed single species concentration, making use of the possibly incomplete pattern of metal ligand complexes and 
their complex formation constants, which are known only within certain ranges of error. ± 0.1 pK unit error of the 
complex formation constant, which holds for many constants, may produce * 10 % error in the concentrations of the non- 
complexed species and ± 20 % error in the concentrations of the complexed species. This points to the urgent need of developing methods for the direct experimental determination of different complex species.On the other hand, the advantages are also evident. The 
method used greatly simplifies the interpretation of veloci­ty changes as consequences of concentration changes, because well defined linear relations exist between the concentra­tions of the varied complex species and because the concen­trations remain constant for the majority of species.
APPLICATION TO ENZYME SEQUENCES
We might proceed from purified enzymes, which can be treated in vitro as one likes, to enzyme sequences in intact cells. Here, further interactions come up in the ensemble of all cell constituents.The most important one to be discussed is the competition 
of all metabolites for the intracellular metal ions, which 
show fairly constant levels of their total concentrations 
while the metabolite levels vary much more. This causes marked changes in the complex pattern.The second main problem we have to envisage in enzyme sequences in intact cells is the possibility of compartmen- tation of metabolites and metal ions within the cell.
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As to magnesium we know from a recent paper (Bomero, 1974)» that about 10 % of the total red cell magnesium is bound to 
the inner surface of the erythrocyte membrane.We also have definite knowledge as to metabolite compartmentation in red cells, especially through the work of Bapoport s group in Berlin (Berger et al., 1973? Gerber 
et al., 1973)« From their data we know that about 40 % of the total 2,3-biphosphoglycerate and 15 % of the total ATP are bound to hemoglobin in oxygenated red cells at normal pH.
With this information at hand we undertook a computer study to investigate the influence of complex formation on the coupling of different enzymes of glycolysis in intact erythrocytes. For this purpose we chose two kinases, about which we have the most reliable and detailed information.The first one selected is red cell hexokinase as a 
prototype of an ATP consuming kinase. Here, kinetic data with regard to magnesium complexes are available (Purich and Fromm, 1972; Gerber et al., 1974). The second kinase is red cell pyruvate kinase as a prototype of an ATP producing ki­nase with kinetic data as shown above.The first step consists of building a simplified model of the substrates and main effectors of noth kinases under 
simulated in vivo conditions. Then, by a computer we calcu­
lated the alterations of the complex pattern induced by 
increasing or decreasing total 2,3-uiphosphoglycerate and ATP-concentrations within a physiologically reasonable range, all other total metabolite concentrations being kept constant.Table 2 gives the metabolite concentrations used in this study. They correspond approximately to the total metabolite 
concentrations and the intracellular conditions found experi­
mentally.
Table 2.
Basic data used for the model study with effectors of bexo- kinase and pyruvate kinase
Intraerythrocytic conditions, i.e. KC1 = 130 mM; NaCl = ЮпОД 
pH 7.2; I = 0.16} oxygenated hemoglobin = 5 mM; 37° C. t
Metabolites Total concentrationsin mM/1 red cell water
ATP 1.7 and 3.0
2,3-biphosphoglycerate 7.0 (varied between
3 . 5 and 14.0)
ADP 0.3
AMP O.O5
phosphoenolpyruvate O.025
MgCl2 2.0 (and 3.0)
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We used two different total magnesium concentrations as indicated in Table 2. In addition, we used a new method for the experimental determination of free magnesium ion concen­trations in "thick" hemolysates (Achilles et al., 1975). These hemolysates were obtained by using Triton X-100 or 
ultra sound to disrupt a cell suspension with a hematocrit 
of > 95 %• They maintained a normal ATP level for at least 
half an hour. The experimental figures on the free magnesium ion concentration in these hemolysates correspond better with the calculated data when using 2 mM total magnesium (Scheidt et al., 1975).Thus, the apparently arbitrary choice of a total magnesium ion concentration of 2 mM (as used in Pig. 8 - 10) 
seems reasonable. This is based, firstly on the fact that 
part of the total magnesium binds to the cell membrane (Eomero, 1974) and, secondly, on omission of some magnesium binding metabolites of the red cell in our simplified model, as characterized in Table 2.We chose 2,5-biphosphoglycerate and ATP changes because they can be correlated with well documented data from the literature on the rate of glycolysis in intact erythrocytes. 
At small 2,J-biphosphoglycerate levels the normal glycolytic rate is doubled. If 2,5-biphosphoglycerate has twice its normal concentration, the glycolytic rate is about 50 % of its normal value. In both cases, the other metaLolite concen­trations show practically no change (Deuticke et al., 1971; Ponce et al., 1971).Por calculations of the changes of the whole complex 
pattern induced by increasing total 2,5-biphosphoglycerate or total ATP we used the complex formation constants and 
the binding constants of 2,5-biphosphoglycerate, MgATP and "ATP" with oxygenated hemoglobin, as shown in Table 5 and 4.
Table 5«
log of the complex formation constants used for the calcu­
lation of the complex pattern under intraerythrocytic condi­tions (those of the protonated species in brackets)
H+ Mg2+ K+ Na+
DPG 8.21 5.87 1.95 1.95(6.65) (7.05) (7.25) (7.27)
ATP 6.95 4.96 1.15 1.18(4.84)
ADP 6.75 5.54 0.74 0.85(5.16)
AMP 6.57 1.70 0.20 0.46
PSP 6.56 2.55 0.65 0.71
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Table 4
log of the binding constants between oxygenated hemoglobin MgATP, ATP and 2,3-biphosphoglycerate ( ATP and 2,3- 
biphosphoglycerate indicating the sum of all other species except the magnesium complexes under intraerythrocytic con­ditions, according to Gerber et al. (1975))
MgATP ATP 2,3-biphosphoglycerate
1.59 2.56 2.4o
Pig. 8 displays the calculatedshifts of three important 
complex species, when total 2,3-biphosphoglycerate is 
increased from 3«5 to 14 mM.
m M
Pig. 8. Changes in the concentration of MgATP, MgADP and Mg2+ induced by increasing total 2,3-biphosphoglycerate, all other total metabolite concentrations (Table 2) being kept constant.
Contrary to intuitive expectations, MgATP, the substrate of hexokinase,remains fairly constant. This is caused first­
ly by the high affinity of ATP to Mg^* and the lower affini­
ty of 2,3-biphosphoglycerate to Mg2+. Secondly, by increasing2,3-biphosphoglycerate, MgATP, initially bound to oxygenated hemoglobin, is released to a certain extent by competition 
with 2,3-biphosphoglycerate. On the other band, MgADP, one substrate of pyruvate kinase, decreases markedly with increasing 2,3-biphosphoglycerate. Lastly, Mg2+, which 
activates both kinases, also falls.
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Here, one should emphasize that the changes observed at the level of a single species are relatively small. However, 
several species act simultaneously on one enzyme and their 
concentrations axe altered coincidently. Thus, one has to 
expect cooperative effects on the enzyme activities by transformation of the signal 2,3-biphosphoglycerate via complex equilibria into many subsignals, capable of altering the enzyme activity considerably although the total concen­trations of the substrates of both kinases remain absolutely constant.
Of course, with hexokinase a direct inhibitory effect of
2,3-biphosphoglycerate has to be taken into account. As to pyruvate kinase, this is not the case. 2,3-biphosphoglycerate inhibition of pyruvate kinase is caused by binding of the activator Mg2+ to 2,3-biphosphoglycerate. Thus, direct inhi- 
Dition of pyruvate kinase was not included in the pyruvate 
kinase effector pattern.
Table 5*
Dissociation constants for the different enzyme complexes of red cell hexokinase (glucose present in saturating amounts)
mM
v + = °-77 (activator)
KMgATP =1.03 (substrate)
ТГ2,3-biphosphoglycerate = 3*44 (competitive inhibitors
Кдтр = 1•oo • against MgATP)
In order to quantitate the effects of the 2,3-biphospho­glycerate induced changes of the complex pattern on the 
activities of hexokinase and pyruvate kinase, the initial velocities were calculated for both kinases with the association and dissociation constants, respectively, for 
the different enzyme complexes as shown in Table 2 and 5 and the calculated complex pattern shown in part in Fig. 9«As is to be expected, the initial velocities of both 
kinases decrease concomitantly as 2,3-biphosphoglycerate increases. The hexokinase decrease is more pronounced than is the pyruvate kinase. The calculated inhibition of both kinases corresponds roughly to the observed inhibition of the glycolytic flux in intact cells with increasing 2,3- 
biphosphoglycerate, the total concentrations of ATP, ADP, 
phosphoenolpyruvate and magnesium remaining constant.Of course, not all interactions that might occur in intact cells are taken into account in our model. But the cooperative behaviour of both kinases in the simplified model, where we compare only the initial velocities under 
the influence of a few effectors, points to the importance
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of a multistep control of both enzymes via complex formation.
Fig. 9. Initial velocities of red cell hexokinase and pyru­vate kinase (arbitrary units) at increasing total 2,3-bi- phosphoglycerate and constant total concentrations of all 
other metabolites.
V
HK 
11 Q2-
M.J' MjADPM, ATP
0.11 21
0.5' 0.1- aas- 1-
n M  A  TP ,e
2+Fig. 10. Changes in concentrations of Mg^, MgADP and MgATP 
induced by increasing total ATP from its normal value of 
1.7 mM to 3 mM. The calculated initial velocity of hexokinase 
(vh k) is also plotted, using the dissociation constants stated in Table 5»
The second example deals with another metabolic situation, 
namely doubling total ATP without changing the other 
metabolite levels. This can easily be achieved by a few 
hours incubation of erythrocytes with adenosin or inosine. Under these conditions there are normal 2,3-biphospho- glycerate levels and also normal overall glycolysis (Eubin- stein et al., 1972).
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Fig. 10 gives the changes of three complex species by 
increasing total ATP above normal.
The level of MgATP increases only slightly, hue firstly 
to the fixed amount of total magnesium, which is 2 mM, and 
secondly due to an increased binding of ATP, not complexed 
with magnesium ions to oxygenated hemoglobin. MgADPand Mg2+ decrease considerably. The steep increase of total ATP with a concomitant slight increase of MgATP alters the hexokinase activity only minimally. This is caused mainly by the decreasing level of free magnesium ions which is inhibiting for the hexokinase. The result of this example corresponds to unaltered glycolysis in intact cells when total ATP rises above normal.
SUMMARY
1. Complex formation has to be taken into account for enzyme 
kinetic measurements with complex forming substrates and effectors. However, an experimentally determined relation between the effector concentrations and the enzyme 
activity cannot be uniquely described in terms of what species acts as substrate, activator or inhibitor. From this relation we may deduce only the stoichiometry of the reactive enzyme complex and the effector competition for the different binding sites of the enzyme. This is sufficient for a unique description of the behaviour of 
an enzyme as a member of a metabolic pathway.
2. Complex formation is in action for a multistep control of enzyme sequences in intact cells. It works as a preset control, which links several enzymes of a sequence to each other by interactions at the metabolite level.
5. Complex formation might also be important for the
integration of different metabolic functions in compart­
mentalized cells. This, however, remains to be elucidated.
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N ea r-E q u ilib riu m  R eactions and the R egulation of Pathw ays
Je n s  G eorg  R eich
Z en tra lin s titu t fü r M olekularbiologie 
B e re ich  M ethodik und T heorie  
B erlin -B uch  (DDR)
I. Introduction
The te rm  "n e a r-eq u ilib riu m  re la tio n "  has been used in se v e ra l p ap e rs  by K rebs 
(re f. 1-3), but a s im ilia r  concept has  been applied in e a r l ie r  w ork a lread y  by o ther 
au tho rs ( r e f .4 -6 ). The b as ic  idea is  sim ple: If the ca ta ly tic  capac ity  of an enzym e 
in the ce ll is  m uch h igher than tha t of the o ther enzym es which re a c t  with com m on 
s u b s tra te s , then it  w ill b r in g  i ts  own rea c tio n  p a r tn e rs  v e ry  c lose  to therm odynam ic 
equ ilib rium .
In the contex t of dehydrogenases, th is  p rin c ip le  has been used v ery  w idely to study 
and in te rp re t  the redox  s ta te  of py rid ine  nucleotides in v ario u s co m p artm en ts  of 
the liv ing  ce ll (re f. 7 .) .  T here  a re  num erous p a p e rs , e sp ec ia lly  in the physio logical 
f ie ld , which m ake use of m etabo lite  ra tio s  fo r  the study of the in te rm e d ia ry  m e ta ­
b o lism .
U sually  the application  ot the idea  is  of technical n a tu re . One u se s  the equ ilib rium  
in o rd e r  to ca lcu la te  one in a cc ess ib le  quantity from  ano ther one which is  m ore  
e a s ily  av a ilab le . A th e o re tic a l tre a tm e n t of the equ ilib rium  p rin c ip le  is  s ti ll  lacking, 
although se v e ra l p ap e rs  (e .g . 8 ,9) prov ide the n e c e s sa ry  ap p a ra tu s . My Dobogokö 
le c tu re  is  intended a s  an outline of a th e o re tic a l tre a tm e n t of the n ea r-e q u ilib riu m  
p rob lem  with the aim  to m ake som e of the ta c it im p lica tions of the usua l a rg u m en ­
ta tion  exp lic it and ava ilab le  fo r  c r i t ic is m .
II. E quilib rium  and C h a ra c te ris tic  T im e of the Single R eaction  
II. 1. E q m U b n u m jm d J le y e r^ ^ H tj, '
The concept as  sh o rtly  outlined in the in troduction  p resu p p o ses the va lid ity  of the 
fo rm a lism  of equ ilib rium  therm odynam ics, in p a r tic u la r  tha t any rea c tio n  is  p r in ­
c ipally  re v e rs ib le  p rov ided  tha t the chem ica l po ten tia l of the re a c ta n t is  re v e rse d , 
and tha t a unique equ ilib rium  e x is ts , a s  defined by the equ ilib rium  m a ss  action  
ra tio . F u rth e rm o re , i t  im p lies  tha t fo r  a rea c tio n  (example)
A + В ^  P + Q (1)
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with actual mass action ratio
p • y
G =  ^ .g ( le tte rs  fo r  concen tra tions) (2)
the velocity  of the enzym e ca ta lyzed  reac tio n  can be w ritten  down as  function of 
the deviation  fro m  eq u ilib rium . In C leland’ s stan d ard  notation (re f. 10):
v 1v 2(AB-PQ/Keq) v >Vl- V 2A , B , P , Q
К
^eq
-  m M /m in
- m M
-  d im ension less
-  m M ^/m in ,
(3)
w here C is  a  k inetic te rm  which depends on the concen tra tion  of the re a c ta n ts  and 
on the ca ta ly tic  m echan ism . To give an exam ple , fo r  a rap id  equ ilib rium  random  bi 
bi m echanism  C rea d s:
C= V К K. + K V A  
2 b ia  b 2
К V В + V AB + K V ,P /K  + К V Q /K  + V PQ /K  
а 2 2 q 1 eq p 1 eq 1 eq (4)
w here the K’ s a re  in  mM .
W ithin the c e ll, the p a ra m e te rs  Keq ,V j and the K’ s m a y b e  co n sid ered  as  ap p ro x i­
m ately  constan t, while the re a c ta n ts  A ,B ,P ,Q  a re  v a r ia b le s . They a re  kept in  the 
sam e concen tra tion  range (m illim olar) and only r a re ly  v a ry  by m ore  than one o rd e r  
of m agnitude under d iffe ren t m etabolic  cond itions. This m eans tha t, if  Ke q is  high 
o r  low enough (say, 107 o r  10-7 ), e ith e r  the second o r  the f i r s t  te rm  (respec tive ly ) 
of the b ra c k e t which stands in  eq . (3) is  neglig ib le (as com pared  to its  com panion). 
Such rea c tio n s  a re  ca lled  q u a s iir re v e rs ib le . It is  w ell known tha t m any key rea c tio n s  
of m etabo lism  a re  of th is  type. They a re  i r re v e r s ib le  b ecau se  the r e v e rs a l  of the 
chem ica l p o ten tia l is  p ra c tic a lly  not p o ss ib le .
A ll o th e r rea c tio n s  m u st in  p ra c tic e  be co n s id ered  as  re v e rs ib le .
T h e ir  ra te  equation has the fu ll fo rm  of eq . (3). Now a rea c tio n  is  sa id  to be 
n ea r-equ ilib rium  if the ac tua l ra tio  G does not d ep a rt too f a r  fro m  the equ ilib rium  
value Keq. F o r se v e ra l re a so n s  the b iochem ica l p rac tic ia n  does not s e t the lim it 
too narro w  and speaks of n e a r-e q u ilib riu m  when G and Keq a re  in the sam e range , 
say
0 .3  < G /K  < 3 .  (5)
eq
II. 2. Rapid and Slow R eactions
A fu rth e r  im plica tion  of the b as ic  concept is  tha t the individual rea c tio n  can be 
c la s s if ie d  a s  rap id  o r  slow . This p resu p p o ses a tim e sc a le  fo r  co m p ariso n . The 
ac tua l range  of the velocity  of a rea c tio n  cannot be taken as  m e a su re , because  in 
the s te a d y -s ta te  a ll rea c tio n s  p ro ceed  with about the sam e net velocity . A tim e 
sc a le  can  be obtained, how ever, when the ra te  with which the rea c tio n  tends to 
equ ilib rium  is  co n s id ered .
To th is  pu rpose the ra te  equation  (3) is  re a rra n g e d . W ithout lo ss  of g en era lity  
one can choose the rea c tio n  d irec tio n  such th a t AB > PQ /K eq . Dividing (3) by
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V 2AB otie has
~D V
G /K eq)
with a d im ension less quantity
D = C /V 2AB ■> 1
(6)
(7)
Equation (6) was derived  fo r a  spec ia l exam ple , bu t i t  can be shown tha t any 
s te a d y -s ta te  ra te  equation can be fo rm ulated  in  the sam e m an n er. The ca ta ly tic  
m echanism  m an ifests  its e lf  in  the fo rm  of the te rm  D. V i  i s  the m axim al capacity  
of the rea c tio n  in  the d irec tio n  of net reac tio n : D can be co n sid ered  as a b rak e  
which red u ces  th is  m a x im a l velocity  to the ac tua l capacity  V i/D . T he b ra c k e t is  
a d riv in g -fo rce  te rm  and depends on the therm odynam ic p ro p e r tie s  of the re a c tio n . 
Thus the ra te  equation c o n s is ts  of th ree  te rm s : k inetic te rm , affin ity  te rm  and 
therm odynam ic te rm  (Vy, D ,b rack e t) .
Now co n s id er the actual situation  with given A ,B ,P ,Q  and the p e rtin en t equ ilib ­
riu m  defined by A ,B ,P ,< 5  whose m a ss  action  ra tio  equals Keq. This unique 
equ ilib rium  can be a tta ined  by a rea c tio n  step  d such that
A = A -  d ; В = В -  d ; P  = P + d ;  Q = Q + d. (8)
In se rtin g  th is  into (6), one ob ta ins, neg lec ting  d in com parison  to A ,B ,P ,Q ,  a f te r  
som e m anipulation
v = V , / D -  (1/A + l / B  + K / Р  + K /Q ) • d,1 eq eq (9)
o r ,  a s  a  c h a ra c te r is tic  tim e
t+ = d /v  = D /V ,/  (1/A + 1/B  + К /Р  + K /Q ).
1 eq eq
(10)
The re a c tio n , if und istu rbed , tends to equ ilib rium  w ithin a tim e of o rd e r  t+(see 
r e f .  8). This tim e is  a  m easure of fa s tn e ss  o r  slow ness of a  re a c tio n .
I t  is  im p o rtan t to no te th a t au tho rs usua lly  co n s id er a  rea c tio n  a s  fa s t  if Vm ax 
is  high enough. Eq. (10) shows th a t th is  is  only p a r t of the tru th . t+ depends a lso  
on D and on the b ra c k e t te rm . The ex p ress io n  looks involved, bu t can  be usually  
sirrp lified  in  the p ra c tic a l c a se . So, fo r  in stan ce , the b ra c k e t is  m ostly  dom inated 
by one of i ts  te rm s , say  1 /A , since one of the p a r tn e rs  is  co n sid erab ly  sm a lle r  
(like NADH fo r cy top lasm ic dehydrogenases ). A lso D is  usua lly  approx im ated  by 
one of i ts  te rm s . If the enzym e is  sa tu ra te d  by its  p a r tn e rs ,  th is  dom inating te rm  
will be unity , o the rw ise  it  w ill be a  quantity  of the fo rm  К /Б . Thus two lim iting  
c a se s  m ay be d istinguished , one with the enzym e sa tu ra ted :
Ä /V  (А-s m a lle s t m etabolite),
the o th e r one w ith  u n sa tu ra ted  enzym e:
(11)
t  -  L /V 1> (12)
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w here L is  an affinity  p a ra m e te r  (either constan t o r  of fo rm  К • A/В ), which can 
be v e ry  high in  the ca se  of low affinity  to the enzym e o r  of ex cess  inhibition by 
su b s tra te . Such c a se s  a re  by no m eans r a r e  (e .g . GAPDH inhibited  by su b stra te  
(re f. 11-13), o r  LDH inhibited  by  abortive  com plex (Kurganov’ s ca lcu lation , 
p e rso n a l com m unication). T h erefo re  a high Vm ax as  the only sign of a  rap id  enzym e 
can lead  a s tra y . One should always investiga te  the kinetic situation  under c e llu la r  
conditions.
III. In te rac tion  of Rapid Enzym e with Slow N eighbours
So f a r  we have tre a te d  the iso la ted  reac tio n  and i ts  tendency tow ards equ ilib ­
r iu m . In the ce ll no rea c tio n  is  iso la ted . This o ffse ts  the equ ilib rium  continuously 
and even d riv es  its  position  away. To study th is  m otion we w ill take a v e ry  sim ple 
m odel exam ple , a  f a s t  dehydrogenase whose su b s tra te  p a rta k es  a t a  slow side 
pathway:
NAD
NADH
L e t us assum e th a t the r a te  equation of the fa s t dehydrogenase has the following 
sim ple form :
w = kx * (NAD) . (S) (I -  G /K eq) (14)
G = (NADH) • (T)/((NAD) • (S)) .
The side flux is  slow , w hich is  equivalent to
к  • NAD • S < 1 . (15)
In the s ta tio n a ry  s ta te  (v -w = 0):
g -  (1 -  G/K ) = 0 (16)
eq
with the s ta tio n a ry  values SÍ, T,NAD, and N A D H  in se rted  into e and G. It follows 
that
G = К (1 -  г  ) , (17)
eq
o r
NADH = s /T  • К (1 -  ? ), (17a>
N A D  eq
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which d em o n stra te s  tha t the co fac to r ra tio  can  be approxim ated by the su b stra te  
ra tio  to accu racy  1 - E w here £ is  the s ta tio n a ry  ra tio  betw een d r if t  flux and 
actual capac ity  of the dehydrogenase . The w ording "ac tu a l"  i s  of im portance , 
because  au th o rs  usually  take the m axim al capacity  as  ind icato r of an equilib rium  
enzym e ( r e f .2 ,6 ). G enerally  the ac tu a l capac ity  is  given by an ex p ress io n  of 
fo rm  V j/D  (see prev ious section ).
И we com pare the accu racy  ex p ressio n  (17) with the p ra c tic a l req u irem en ts  
(eq. (5)), we see tha t a lread y  a m odera te  excess  capacity  (3-5 fold of flux) is  
sufficien t to  es tab lish  n ea r  equ ilib rium  conditions. Thus the po ten tia l ac tiv ity  of a 
candidate fo r  an equ ilib rium  enzym e need not be as tro n o m ica l. This is  of im p o r­
tance fo r  the judgm ent of the m etabolic c h a ra c te r  of se v e ra l enzym es (e. g. m alic  
enzym e (ref. 2)). On the o th e r hand, one m ust have v ery  s tro n g  argum ents to 
re je c t an enzym e a s  candidate if h is  ac tiv ity  is  high a s  com pared  with flux and no 
evident s tro n g  inhibition b rin g s  its  po ten tia l down to the flux value.
IV. T em poral H iera rch y  of C ofactor-C oupled F a s t R eactions
U sually a considerab le  num ber of fa s t and slow reac tio n s  take p a r t  a t the in te r ­
conversion  of a  co facto r p a ir  like NAD-NADH o r  A TP-A  DP. Since the su b s tra te s  
p e rta in  to  d iffe ren t pathw ays, th is  in troduces a  v e ry  c h a ra c te r is tic  tem poral 
o rgan ization . We propose to  study th is with a m odel exam ple:
The following sim plify ing assum ptions a re  assum ed  valid: jj_ su b s tra te  lev e ls  h igher 
than co facto r levels :
A + A ’ s  A <  S .T .T ’ .S ’ (19)о
This holds espec ia lly  in  the general ca se  when a b ig  num ber of enzym es is  connec­
ted  to  the co fac to r p a ir .
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ii) the side fluxes a re  slow and the co fac to r reac tio n s  ra p id , i , e .
kiAoS > vs’ks
к A S’ >  v , ,k  , e tc . fo r a ll m e tab o lite s .
А  О  о  о
(20)
iii) The reac tio n s a re  d esc rib ed  by siiqple ra te  laws:
w = к • A '  S -  к • A ’ • S' s i  2
wT = k3 ’ A ’ T -  k4 • A ’ • T ’
V , = к • S (side drift from  S),Q о
(21a)
(21b)
(21c)
and ex p ress io n s  s im ilia r  to (21 c) fo r  the side d r if t of the r e s t  of m e tab o lite s . 
These considerations lead  to  the sy stem  of equations
dS / dt = Vs -  kS < S -ws
dS’ /d t = vs’ “ ks’- s ’ + ws
d T /d t = VT -  k T - T - wt (22)
d T ’ /d t = vT , -  kT , - T ’ + wT
dA /dt = -  (ws + w T)
A ’ = A - A  ,
whose tre a tm e n t in the given dim ensional fo rm  is  som ew hat inconvenient. T herefo ­
r e  dim ensionless v a r ia b le s  a re  in troduced (G reek le tte rs ) :
r= kst: <r=s- ks/vs; e ’= s ’ * kS’ / v S’
о = t  • ks / v s ; °’=T’-ks/vs (23)
a = A/A ;о K g = k^/k2 ; K T = k3^k4 (equi*' constants)-
The following scaling  fa c to rs  a re  convenient
jx = к  /k ^  (ra tio  of capacity  of dehydrogenases);
= к /  (k^A^) <  1 (fast dehydrogenase, see  (20)); (24)
e = к A /v  <  1 (because of sm all co fac to r concen tra tions). 
2 s о s
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With these  new v a r ia b le s , the sy stem  (22) can be re s ta te d  in  d im ension less fo rm . 
We w rite  down only the equations fo r a and a , s ince  fo r  the o th e r m etabo lites 
they a re  s in i l ia r  in fo rm  as  tha t fo r  a  :
d a /d r 1 1 (1 К
s
+ paiO — /л a - a) 0 ’к
T
(25a)
d'o/dr = 1 — a — ÍLrJt.luL I (25b)
The p ro p e r tie s  of these  equations in  d iffe ren t tim e sc a le s  will now be studied .
IV. 1. F i r s t  T im e Scale: U ltra rap id  E quilib ra tion  of Cofactor 
Introducing the v e ry  sh o r t tim e sca le  т* = т /  6 2 , one has
d a /d r*  = -  a { a + + цО + ц  ——1 К к m
s T
0 ’o'
1Г + ^ 1 Г
s T
(26)
while the o ther v a ria b le s  о, o ’ , 0 , 0 ’ get equations of the fo rm
d n /d r*  = e2 (1 -  <T) -  e2 jaff -  ^ j (27)
which reduce to  a, o,0, and 0 ’ = co n s t, because of the sm all e ’ s .
The fu rth e r  ana ly sis  of equation (26) w ill b e  given in  sum m arized  form :
i) a approaches its  s te ad y -s ta te  value S, a s  defined by d a / d r *  = O, in a  f i r s t -  
o rd e r  re a c tio n .
ii) The r a te  constan t of th is  p ro c e ss  is  a  w eighted sum  of rap id  rea c tio n s
( /и + 1). In a  m etabolic system  with m any rap id  rea c tio n s  i t  would be a v e ry  fa s t 
p ro c e s s .
iii) The co facto r ra tio  ä /  (1 -  a ) l ie s  betw een the eq u ilib ria  K j  0 /  0 ’ and 
K s о /  o '  of the individual re a c tio n s . It would approach one of them  if e ith e r
fx — 0  o r  Ц — ~ .
iv) a is  unique if the co fac to r rea c tio n s  a re  m onotonous in a ; o therw ise  it  m ay 
happen th a t two d iffe ren t s te a d y -s ta te s  of the co fac to r ra tio  a re  p o ss ib le . This could 
e x e r t g re a t influence on the velocity  of the fu rth e r  eq u ilib ra tion . This is  a fu rth e r  
point while anom alies in  the k in e tics  of fa s t enzym es should be ca re fu lly  stud ied .
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IV. 2. Second Tim e Scale: Rapid Exchange betw een M etabolites
Once * has reach ed  a  i t  behaves as  a slow ly d riftin g  s te a d y -s ta te  p a ra m e te r .  
The e sse n tia l m otion is  now on the s ti ll  ra th e r  sh o rt tim e sc a le  t+= t /  e ^ . 
In se rtio n  of 5 in  (25 b) and tra n s itio n  to r+  r e s u l ts  in:
d o /d r +  = —
aO' -
M
a' 0
+ £x (1 - a) (28a)
with
= KS /K T (overall equ ilib rium  of two reac tio n s) (28b)
M = ~ ~ ~  a  t a '  + KT 0 + 0 ’ (kinetic te rm ). (28c)
s^
A nalysis  of these  ex p re ss io n s  rev e a ls :
N eglecting  the sm a ll e i - d r i f t ,  one has the k inetic p a tte rn  of a com bined 
e s se n tia l reac tion
Kfl
a + 0 ’ — ■ ‘ o ’ + 0 (29)
T his m eans tha t the m a te r ia l is  d irec tly  re a rra n g e d  betw een the pathways 
which feed  the m e tab o lite s . T here  is  a  new kinetic  te rm  M which e x p re s se s  the 
ca ta ly tic  function of the co fa c to r . The spec ia l fo rm  of the r e s u l t  (29) depends 
on the s im p le  fo rm  of the o rig in a l re a c tio n s  (eq .21). B ut even if  the co n stitu en t 
re a c tio n s  have the full C leland fo rm  (eq. 3), the sam e r e s u lt  is  obtained only M 
can  no longer be s ta ted  exp lic itly .
IV .3. T h ird  T im e Scale: D rift of M etabolic E qu ilib ria
Once the fa s t  rea c tio n s  which toge ther p e rfo rm  the coopera tive  re a c tio n  (29), 
nam ely  w s  and w t , have a tta ined  th e ir  com bined s te a d y -s ta te , a ll m e tabo lite s 
have n ea r-e q u ilib r iu m  v a lu es , which a re  defined by  d <r/d t  + = 0 and so  on 
fo r  the o th e r m e tab o lite s . The side fluxes (see schem e 18) m ain ta in  a  slow  d r if t  
of the s te a d y -s ta te  of the sy s tem . Only a sudden b u rs t  of incom ing m etabolic  
m a te r ia l (e .g . sudden la c ta te  affluence fro m  g lycolysis) i s  capable to  exc ite  the 
equ ilib rium  such th a t a ll the tim e sc a le s  ju s t analyzed com e once m o re  in to  play.
It should be pointed out th a t on the th ird , slow sca le  the old v a r ia b le s  (m etabo­
lite s )  a r e  no longer independent. The e s se n tia l v a r ia b le s  of the slow  sc a le  becom e
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t r a n sp a re n t a f te r  in troduction  of (S + A ’ + T), (T + T ’ ) and (S + S’ ) into the motion 
equations :
d(S + T  + A ’ )/dt = vg + v T - k s S - k T T (30A)
d(T + T ’ ) /dt = vT + vT , - kT T - kT , T ’ (30b)
d ( S + S ’)/dt = v s + vs> _ k sS " kS’S'’ (30c)
I t is  seen  th a t the m otion i s  slow . The righ t-hand  sides a re  uniquely de term ined  
by the s ta te  of the new v a r ia b le s . The m etabolic in te rp re ta tio n  of these  equations 
is  th a t two of them  (30 b and c) re p re se n t the m otion of c a r r ie r s  (e .g . com m on 
backbone of la c ta te  and py ruvate), while the f i r s t  one concerns the motion of the 
chem ical m a te r ia l a ttached  to  them  (like H2 to  the la c -p y r  sy stem ), in  o th e r  w ords 
of the occupancy of the c a r r i e r s .
Thus on the slow scale  a  sy stem  of c a r r i e r s  and a ttached  m etabolic  equivalents 
(H2 , e n e rg y -r ic h  bonds e tc .)  ap p ears  as the e s se n tia l su b s tru c tu re  of the m etabo­
lic  netw ork . The sy stem  is  connected by fa s t  rea c tio n s  which on a fa s te r  tim e sca le  
e s tab lish  n e a r-e q u ilib riu m  of the p a r tn e rs .  The n ea r-e q u ilib riu m  is  a s ta te  w here 
the deg ree  of occupancy of the c a r r i e r s  is  therm odynam ically  equivalen t (e .g . sam e 
redox  p o ten tia l). This does not m ean th a t the ac tu a l occupancy is  id en tica l. T h e re ­
fo re  g rea tly  d iffe ring  m etabolic  ra tio s  a re  com patib le  with eq u ilib riu m , depending 
on the s tan d ard  po ten tia l of the re sp e c tiv e  re a c tio n s  (see re f .  1 -3 ,7 ) .
V) F a s t R eactions in M etabolic System s
In m etabolic  sy s tem s f a s t  and slow  p ro c e s se s  a re  in te rconnec ted  so th a t a 
c le a r  se p ara tio n  of the tim e lev e ls  is  not p o ssib le  on the b a s is  of the o rig ina l 
b iochem ica l v a r ia b le s  (m etabo lites). Since the de ta iled  technique to p e rfo rm  the 
re q u ire d  tran sfo rm a tio n s  and lim it tra n s itio n s  has been the ob ject of m y pap e r 
a t  the FEB S-M eeting in  B udapest (to be published in  B io sy stem s), I quote only a 
ra th e r  s im ple  exam ple and p ro ceed  w ith se v e ra l sum m ariz in g  s ta tem en ts  on the 
reg u la tio n  of m etabolic pathw ays.
V. 1. ) T ran sfo rm atio n  to E sse n tia l Motion: Adenine N ucleotides
C onsider the follow ing, som ew hat em bryonic m odel of energy  m etabo lism , 
w here the designations u ,v , w ind icate  r a te  equations of (respectively) v e ry  fa s t ,  
f a s t  and slow c h a ra c te r is t ic  tim e (see section  II. 2):
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w here
о
-  r a te  of A T P-consum ption (fast, 10 ^ m in ) 
v2 -  r a te  of A T P -genera tion  (fast, 10 min)_^
u -  r a te  of adenylate k inase (very fa s t,  10 min)
Wg - r a t e  of adenylate syn thesis  from  p re c u rs o r  (slow, 10 min) 
w^ -  ra te  of adenylate decay (slow, 10 m in).
The sy stem  of d iffe ren tia l equations rea d s
da3/d t  = - Vl + v2 + ua -nw3
da2/d t  = v -  v -  2ua + a W 3  (32>
d a , /d t  = u + w -  w,
1 a 3 4
w here the p re c ise  s to ich iom etry  (value of n ATP req u ired  to make one new AM P- 
backbone) depends on the p re c u rs o r  and on the chosen m etabolic pathway.
System  (32) d isp lays the m ix tu re  of velocity  sc a le s  which is  typical fo r m etabolic 
sy s te m s . Introduction  of a new se t of e s se n tia l v a ria b le s
a = a + a + a 3 2 1
(sum of
s = 2 a3 + a 2 (sum of
P = a3 + a2
(sum of
and d iffe ren tia tion  of them  re s u lts  in
d a /d t = w„ -  w , 3 4
(motion
d s /d t  = v2 -  v x -  nw3 (energy
d p /d t = — u^ (energy
adenylate nucleotide)
e n e rg y -r ic h  bonds) (33)
energy  containing nucleotides)
of energy  c a r r i e r s ,  slow)
balance , fast) (34)
d is trib u tio n , v e ry  fast)
with e s sen tia lly  th re e  tim e le v e ls  and one e s se n tia l m otion on each  of them . 
Reduction of the o rd e r  of the sy stem  is  th e re fo re  p ossib le  a f te r  choice of the tim e 
sca le  a t which the b io ch em ist is  in te re s te d  to study h is  phenom ena. F o r in stan ce , 
if  the energy  balance is  to be stud ied , a ll r a te  equations have to be tran sfo rm ed  
into the tim e sc a le  of the v* s :
d a /d t=  e1 (w3 ~ w4)
d s /d t  = v2 " v i  " £i n w 3  (35>
d p /d t = -  v (v. of equal o rd e r) .
e2 a  1
Now the tran s itio n s  — 0 ( i .e .  a= constant) and — 0 (which s e ts  adenylate 
k inase  to equ ilib rium : the tran sfo rm a tio n  is  of the type to which Tikhonov’ s 
th eo rem  can be applied  (see re f .  14,15)) d isp lay  the e s se n tia l m otion of s ,  w here the 
r ig h t-h an d  s id es  depend on a 3>a „ ,a ^  which can  be ca lcu la ted  fro m  the ac tua l s ta te  
of the e s se n tia l v a ria b le  s , and from  the value of the e s se n tia l p a ra m e te rs  a and 
Kg (adenylate k inase).
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V .2) N ear-E q u ilib riu m  R eactions: Sum m ary and Conclusions
1. ) M etabolic System s a re  obviously organ ized  such tha t the m otion can be approxi - 
m ately  c la ss ified  acco rd ing  to logarithm ic  tim e sc a le s . The sc a le  of an individual 
rea c tio n  is  to be understood a s  the tim e in  which it,  if le ft alone, would run  to 
equ ilib rium  (approxim ately).
2 . If a t a specified  tim e leve l a reac tio n  is  fa s t,  i t  w ill keep n e a r-e q u ilib riu m  of 
i ts  p a r tn e rs  w hatever the m etabolic d r if t  will b e . The fa s tn e ss  depends not only on 
Vmax k ut a^so on the k inetic s ta te  of the enzym e which m ust not be neglected  th e re ­
fo re . The equ ilib rium  assum ption , if  so e s tab lish ed , m a y b e  used to ca lcu la te  
concen tra tions o r  concen tra tion  ra tio s  of o therw ise  not m easu rab le  m e tab o lite s .
3 . The accu racy  of the equ ilib rium  assum ption  depends on the tim e sca le  of the 
side flux (slow  drift) and on the ac tua l capac ity  of the enzym e. The la t te r  is  com po­
sed of a k inetic te rm  (V ) and an affin ity  te rm  (D). If the ac cu rac y  req u irem en ts  
a re  m o d era te , the ra tio lâe tw een  the slow and the fa s t re a c tio n s  need not be a s t r o ­
nom ical, a capacity  ex c ess  of 3 to 5 is  sufficien t to m ain ta in  a s ta te  not f a r  fro m  
e q u ilib riu m .
4. W ithin the c e ll, the equ ilib rium  of the fa s t rea c tio n  is  continuously d is tu rbed  
("excited", r e f .  8), and it  is  of im portance to study the tim e co u rse  of equ ilib ra tion . 
F o r  one fa s t  rea c tio n  in the environm ent of slow  ones th is  an a ly sis  has been  outlined 
in section  IV. The p rinc ipa l event is  fa s t equ ilib ra tion  of the rea c tio n  followed by 
slow  d r if t of the equ ilib rium .
5. The m a tte r  becom es m ore  com plicated  when se v e ra l fa s t  re a c tio n s  coopera te  in 
a  m etabolic  knot v ia  com m on su b s tra te s  o r  c o fa c to rs . The fa s t tim e sca le  now 
sp lits  into an u ltra fa s t and a fa s t com ponent. The v ery  rap id  phase co m p rise s  co fac ­
to rs  which a re  involved in  se v e ra l o r  a ll fa s t  r e a c tio n s . They go into a p re e q u ilib r i­
um  whose position  need not be unique if the fa s t re a c tio n s  do not depend m onotonously 
on the co fa c to r . Thus s e v e ra l p re e q u ilib r ia  m ay ex is t.
W hatever the p reeq u ilib riu m , a  fu rth e r  s ti ll  f a s t  phase c o m p rise s  the approach  
to equ ilib rium  of the individual m e tab o lite s . The final n e a r-e q u ilib riu m  of a ll fa s t 
re a c tio n s  is  unique, only the velocity  of the approach  to it  is  dependent on the d iffe­
re n t p ossib le  p re e q u ilib ria  ju s t m entioned.
6. A se t of fa s t  rea c tio n s  im poses a su b se t of n ea r-e q u ilib riu m  re la tio n s  (NER, fo r  
short) am ong the o rig ina l m etabo lite s like NAD, NADH , A T P, L ac , P y r ,  GAP,
FDP e tc . T hese ce ase  to be independent v a r ia b le s  on the slow m etabolic  sc a le . The 
r e a l  s tru c tu re  of the m otion m ust th e re fo re  be ex p re ssed  by new equations in 
e s se n tia l v a r ia b le s  and p a ra m e te rs .  The la t te r  a r e  com binations of the phenom eno­
log ical q u an titie s . The typ ical new v a r ia b le s  in  a  sy stem  w here approxim ate NER 
hold is  the poo l, e ith e r  in  the fo rm  of a c a r r i e r  pool (like AM P, P y r ,  oxaloaceta te  
e tc .)  o r  a s  m etabolic pools of m a te r ia l a ttached  to the c a r r i e r s  (e .g . e n e rg y -r ic h  
bonds o r  H2 -equ iva len ts e t c , ) .  Som etim es the d eg ree  of occupation of c a r r i e r  p laces 
( i .e .  a ra t io  m etabolic pool over c a r r ie r )  m ay be an e sse n tia l v a ria b le  (such as 
en e rg y -c h a rg e  (re f. 16) o r  d eg ree  of reduction  (re f. 17)).
169
I
7. The m otion of the e s se n tia l v a ria b le s  is  d esc rib ed  by a s e t of (slow) differential 
equations (e .g . d s /d t  in  (35)). The m athem atical d ifficulty  is  tha t th e ir  righ t-hand  
s id es  a re  usually  not known as  exp lic it functions of the e s se n tia l v a ria b le s , but r a t ­
h e r  of phenom enological q u an titie s , nam ely the m e tab o lite s . The la t te r  a re  uniquely 
de term in ed  by the fo rm e r  (in a m athem atical sense) through a  se t of lin e a r  re la tio n s 
(definition equations like (33)) and through an additional se t of NER which, how ever,
a re  lin e a r  in  the chem ical po ten tia l of the m etabo lite s ( i .e .  in the log  of th e ir  
concen tra tions).
8. At any change of the m etabolic situation , the su b stru c tu re  of NER becom es r e a r ­
ran g ed  n ea rly  in stan taneously . Since, by way of com m on su b s tra te s  and co fac to rs , 
the fa s t  rea c tio n s  fo rm  a  com plicated  topological network, n ea r-eq u ilib riu m  of 
com bined rea c tio n s  (" su p e r-re ac tio n s" )  i s  e s tab lish ed . We will study an illu s tra tiv e  
exam ple:
1 /2  AMP + (GAP-DOAP-FDP) + P y r  + P = 1 /2  ATP + Lac + (PG S-PEP), (36)
the p a r tn e rs  of which a re  n ear-eq u ilib riu m  when, a s  usually , GAPDH, LDH, PGK 
and adenylate k inase a re  fa s t.
9. Such com bined eq u ilib ria  in troduce a r ig id  sto ich io m etric  linkage into the sy stem  
of m e tab o lite s . One consequence of th is  is  bu ffering  of m e tab o lite s , in  p a r tic u la r  of 
sm all o n es . If in  eq . (36), fo r  in stan ce , AMP is  the sm a lle s t m etabo lite , then an 
a ttem p t to rem ove it  would tu rn  out fu tile , b ecau se  the lo ss  would b e  rep laced  by a 
sm a ll step  from  r ig h t to le ft in  the equ ilib rium .
10. A fu rth e r  cu rious consequence m ight be the p o ssib ility  to ra lly  m etabolic m a te ­
r ia l  w ithout dam aging effec ts  to the m etabolic sy s tem . So in  the sam e exam ple the 
in jection  of la c ta te  (or P j) would have no o ther d ire c t consequence than a sligh t 
in c re a se  (or dec rease ) of AMP to re e s ta b lish  the equ ilib rium . Due to the sto ich iom et­
r ic  linkage th is  sm a ll change would not affect the o ther p a r tn e rs .
11. Of co u rse , to quite d is tan t m etabolic se n so rs  th is  change in a sm all m etabolite  
like  AMP could b e  a  signal to r e a c t  to the sudden affluence. In a rec en tly  subm itted  
pap e r (re f. 17) we have ca lled  th is  the po in ter p ro p e rty  of c e r ta in  sm all m etabo lites 
(like AMP o r  NADH o r  NADP) which tr ig g e rs  co u n te r-m e a su re s  in  the ca se  of im m inent 
d anger.
I t is  seen  tha t d istance effec ts  a r e  not a monopoly of a llo s te r ic  sy s tem s , but ra th e r  
m ay be brought about by equ ilib rium  re la tio n s .
12. As we have pointed out in  deta il in re f .  17, the experim en tal approach to the 
m etabolic  im portance of fa s t rea c tio n s  has to  be d iffe ren t fro m  the usual concept 
which " s tic k s"  too m uch to  the o rig in a l b iochem ical v a r ia b le s . So, fo r  in stan ce , 
adenylate d ea m in a se ’ s function is  quite incom prehensib le if i ts  k ine tics is  always 
m e asu red  with single m etab o lite s  which never occur iso la ted  in  vivo. A tkinson (ref.
18) has shown how the m a tte r  becom es im m edia te ly  tra n sp a re n t when the tru e  v a r i­
ab les a re  v a rie d  (adenylate content and energy  charge).
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13. Thus the NER have consequences which a re  not tr iv ia l and to m y m ind not su ffi­
c ien tly  understood . Since the k inetic  req u irem en ts  fo r  a NER a re  not too re s tr ic t iv e  
(see po in t 3), i t  can be expected  th a t whole pathways m ay co n s is t of them  and that 
im p o rtan t d istance  s ignals a re  clnveyed from  pathway to pathway. To m y m ind these  
fa c ts  re q u ire  som e conceptual re a rra n g e m e n t in  ou r understanding  of the regu la tion  
of pathw ays.
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INTRODUCTION
The approach of this paper to set up a model of a metabolic 
system is guided by the following principles:
1) The interaction with experiments is essential for model 
building, verification and predictions. Idealized models 
which are not confronted with real experiments are suitable 
to disclose generalities of regulation but without assurance 
that they are applicable to the conditions of any real cell.
2 ) The model should involve as few parameters as possible. 
Otherwise, they give little insight in the regulatory struc­
ture of the system. Simplification of models is possible in 
view of two principles of model reduction. Firstly, there 
exist a time hierarchy in metabolic systems.Some variables 
are so slow that they remain almost constant during a speci­
fied time period, other are so fast that they are always in 
a steady state. A powerful method for the reduction of the 
number of the variables is provided by the Tichonov-Theorem 
(Tichonov,1948; Park,1974). Parameter reduction results from 
the fact that the rate laws of the constituent enzymes essen­
tial for the metabolism need not include the details of the 
enzyme mechanisms. It Is, for example, sometimes possible
to use only first order rate constants in the kinetic 
equations of enzymes if the substrate concentrations are
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always small compared to the corresponding half saturation 
constants. Furthermore, reactions which are catalyzed by very 
fast enzymes may be considered to be nearly in equilibrium 
and are fully characterized by their equilibrium constants.
3) It is necessary to consider the system as a whole,not 
parts or single steps. Omission of any of the important in­
teractions or stochiometries leads to discrepancies with the 
experimental data.
The paper gives a mathematical model of the glycolysis of 
erythrocytes. The erythrocyte glycolysis was chosen for the 
modelling since 1. it is uncontaminated by other interfering 
pathways, 2. no intracellular compartments exist and 3. all 
enzyme concentrations are practically constant.
The present model extents a previous one by explicite indu-gsión of synthesis and breakdown of ATP in manner similar to 
the simplified system of Sel'kov (1973). This was done 
although many experimental uncertainties concerning the ATP- 
consuming processes exist. It is hoped that the theoretical 
results of this paper will stimulate further experiments in 
this direction. A second goal of the investigation was the 
detailed analysis of the differences between the conditions 
in vivo and in vitro. Both steady states and time dependent 
processes were analyzed.
Abbreviations
G6P, glucose 6-phosphate; F6P, fructose 6-phosphate; FPg* 
fructose 1,6-bisphosphate; GAP, glyceraldehyde 3-phosphate; 
DHAP, dihydroxyacetone phosphate; triose-P,triose phosphate 
(sum of GAP and DHAP); 1.3 ?2G» 1 »3-bisphosphoglycerate;
3 PG, 3-phosphoglycerate; 2 PG, 2-phosphoglycerate; P-Pyr, 
phosphoenolpyruvate; Pyr, pyruvate; Lac, lactate; 2,3 P2G,
2,3-bisphosphoglycerate.
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1. Confinement of the model
Fig.1 shows the scheme for the glycolytic model. It includes 
both the ATP- producing reactions catalyzed by the phosphogly- 
cerate kinase and pyruvate kinase and the ATP- consuming reac­
tions catalyzed by hexokinase, phosphofructokinase and ATPases 
Since there are several enzymes in red cells which degrade 
ATP (Nakao, 1974) the term "ATPase" refers not only to the 
Na+- K+- ATPase but to the sum of all ATP- consuming reactions 
The system includes furthermore the M D +-NADH- coupling of the 
reactions of glyceraldehyde-P dehydrogenase and lactate de­
hydrogenase. It takes into account several actions of meta­
bolites as inner effectors of enzymes: the G6P- inhibition 
of the hexokinase, the ATP- inhibition and AMP- and ADP- 
activation of the phosphofructokinase and the 2.3 P2G- inhi­
bition of the 2.3 P2G- mutase. A characteristic feature of the 
glycolysis of erythrocytes is the 2.3 P2G- bypass (Rapoport & 
Luebering, 1950,1951).
Fig.1. Scheme of the glycolysis of erythrocytes con­sidered for the modelling
The following assumptions were made for the modelling (for 
Justification see Rapoport et al,1974) :
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a) One group of enzymes is considered to catalyze very fast 
reactions so that an approximate equilibrium between the 
reaction partners is maintained under all conditions. This 
group of enzymes includes the phosphoglucoisomerase, aldo­
lase, triose-P isomerase, glyceraldehyde-P dehydrogenase, 
phosphoglycerate kinase, phosphoglycerate mutase, enolase, 
lactate dehydrogenase and the adenylate kinase.
The following equilibrium relations hold
A fixed ratio of the concentrations of FPg and triose-P 
was assumed in accord with experimental data. Actually, the 
equilibrium assumption for the reactions catalyzed by aldo­
lase and triose-P isomerase should lead to a quadratic re­
lation (Rapoport et al, 1974).
b) The other enzymes are considered to catalyze practically 
irreversible reactions: hexokinase, phosphofructokinase, 
pyruvate kinase, 2.3 P2G- mu'tase» 2.3 PgG- phosphatase 
and ATPase. These enzymes are described by kinetic equa­
tions (Table 1). In most cases descriptive rate laws were 
used which lack a mechanistical basis.
c) The reactions of the hexokinase and phosphofructokinase 
are subsumed as one subsystem with a single response to the 
adenine nucleotides (Rapoport et al,1974).It is assumed 
that G6P and РбР are always in a steady state. This appro­
ximation is justified since the relaxation time of the 
phosphofructokinase is relatively short.The descriptive 
rate law given in Table 1 is the result of 1. the action
„ (2PG) n _ (P-P.yr)qPGM~ Щ )  » qEnol~ (2lG) »
qLDH= 37 *
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Table 1.
Rate laws assumed for the various enzymatic steps of the model
enzyme rate law parameters
of ATP as the substrate of the hexokinase, 2. of the acti­
vating influence of AMP and ADP and the inhibiting effect of 
ATP on the phosphofructokinase, and 3. of the G6P- inhibition 
of the hexokinase.
d) Por the 2.3 P2G- phosphatase two terms are assumed, one 
proportional to its substrate 2.3 P2G and one independent of 
it. This assumption is based on the fact that there are se­
veral enzymes which degrade 2.3 Pr>G (Harkness et al,1970;
Rose et al,1970) one of which, the actual 2.3 P2G-phosphata­
se, probably works at its V (Rose & Liebowitz,1970).ШЭ.Х Qe) Complex formation of some metabolites with Mg and the 
binding of anions to hemoglobin was neglected. Both effects 
have a slight but significant influence on metabolite con­
centrations (Gerber et al,1973; Berger et al, unpublished 
results) .
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hexokinase- V (ATP)phosphofructo- Vyw p w = ----------  V . Кkinase-system HK-PPK Km+(ATP) “ m
pyruvate kinase vpK= kpK(ADP)(P-Pyr) kpK
kP2GM^1,3P2G^
2.3 P2<J«utaae v ^ ,  _ _ _ _ _  ^ O M *
2 k p 2g
2.3 VP Gase= kP Gase 2^*^ P2 kP Gase,Gphosphatase f ^ a e e  г r2Gase
ATPase vATPase= kATPase(ATP) kATPase
f) Two conservation quantities are taken into account: the 
sum of the pyridine nucleotides and that of the adenine 
nucleotides
It is assumed that the processes changing these sums are 
slow compared to all other reactions included in the model.
g) Inorganic phosphate is taken as an outer parameter which 
is controlled by the experimenter.
h) Glucose is assumed to be saturating for the hexokinase.
These assumptions are supported by experimental data with 
the exception of the nonglycolytic ATP- consuming processes 
which are poorly characterized.
The time dependent changes of the concentrations of the 
metabolites are described by a set of ordinary differential 
equations. By consideration of the fluxes which produce and 
remove the metabolites and taking into account the equili­
bria (1) one obtains the following equations of motion
2PP2+triose-P+1.3P2G+3PG+2PG+P-Pyr) = 2ущ(_ррк “
“ vP2GM + vP2Gase+ VPK
-ä-< A TP-AMP- 3PG-2PG-P-Pyr> - ♦
+ 2vpK - vATpaae (5)
2.3P2G ) = vp^GM - vp^Gase (6)
77( Pyr+Lac ) = VPK + Exchange 
Eq. (5) is the result of three differential equations
N = (NAD+ ) + (NADH)
A = (AMP) + (ADP) + (ATP)
(2)
(3)
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d(ATP) _2v + V + v+ - v" + v+ - y - V
dt
a(AMP) _ v+ _ v- 
dt AK AK
T7“( 3PG + 2PG + P-Pyr  ^ = VPGK “ VPGK + vP„Gase “ VPK dt 2
where the + and - signs indicate the forward and backward 
reactions, respectively. Prom these three differential 
equations the slow motion is extracted described by eqn.(5) 
(Tichonov,1948; Park,1974).
Introducing the kinetic equations of Table 1 the right hand 
sides of the Eqs.(4)-(7) become functions of the metabolite 
concentrations and the parameters of the enzymes. The 
differential equations are nonlinear. The metabolite con­
centrations are determined not only by differential equa­
tions (4)-(7) but also by the equilibrium relations (1) and 
by the conservation equations (2) and (3).
2. The in vivo- system of glycolysis
2.1. The steady states
2.1.1. Steady state equations and general features of 
the solutions
The steady state solutions for the metabolites can be ob­
tained by setting the time- derivatives -on the left side of 
the differential equations (4)-(7) equal to zero.
The steady state concentrations of pyruvate and lactate can 
be calculated from Eq. (7) and depend on the term v e x c h a n g e  
which is determined by other tissues of the body. Owing to 
the equilibria at the glyceraldehyde-P dehydrogenase and 
lactate dehydrogenase the concentrations of FP2 and triose-P 
depend also on processes outside of the erythrocytes. On the 
other hand, since the concentrations of pyruvate and lactate 
do not appear in Eqs. (4)—(6) they do not influence the 
steady state levels of the other glycolytic metabolites.
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One may call therefore the metabolic system described by 
Eqs. (4)—(6) the "core" of glycolysis. It is essentially the 
energy metabolism of this pathway.
The steady state equations have now the following form 
2V (ATP) kP„GM^1'3P2G^—  ---------------------  + kp Gase(2.3P2G) + G -Km+(ATP) 1+(2.3P2G)/Kp G r2base 2
2 - kpK(ADP)(P-Pyr) = 0 (8)
kP„GM(1*3P2G)—   -----------kp Gase(2.3P2G) - C = 0 (9)1+(2.3P2G)/Kp^G Грbase
2V (ATP)
- — ------ kp ~ (2.3P?G) - C + 2kpK(ADP) (P-Pyr) -К + (ATP) Ppbase 2 PKm
- кАТРаве< И Г> - О (10)
In these equations the variables are ATP, ADP, 1.3 PpG,
2.3 PpG and P-Pyr. By use of the equilibria (1) P-Pyr can be 
expressed by 1.3 PpG, ATP and ADP. Furthermore, 2.3P2G and
1.3 PpG can be eliminated from Eqs. (8)-(10) yielding an 
equation for ATP and ADP
2Vm (ATP)  ^qEnolqPGMqPGK kPK (ADP)2 ( 2Vm (ATP)
Km+(ATP) kp g m(ATP) Km+(ATP)
« 2V (ATP )
" kATPase(ATP)) (1 + (kPpGaseKPpG) ( K +(ATP) “
- kATPase(ATP) ~ C »  = 0 (11)
Finally,ADP can be expressed as a function of ATP using the
conservation sum for the adenine nucleotides and the equi­
librium of the adenylate kinase
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(ADP) qA K (ATP)
2 ---  ( ---------1 ) -  1 ) (12)qAK (ATP)
4 A
There are several solutions for the Eqs. (11) and (12). One 
with (ATP) equal to zero is trivial. Dividing Eq. (11) by 
(ATP) the resulting expression may be transformed into a 
polynomial in the ATP- concentration the roots of which are 
further solutions. The degree of the polynomial, however, 
is rather high. Another procedure is much simpler. The im­
plicite equation for (ATP) is solved for a parameter (Table 1) 
as a function of the ATP- concentration. This yields for 
example for kATpase and Vm a quadratic or for kp GM a linear 
relation. With their help steady state lines for2the metabo­
lite concentrations can be constructed. The concentrations 
of 2.3P2G, 1.3P2G and P-Pyr can be obtained from the 
solutions for ATP.
Typical steady state curves of the metabolite concentrations 
are given in Figs.2 and 3- All curves have common characteris­
tics. The first feature is that there is only a limited 
range for the parameter values for which steady states exist. 
Beyond a critical value only the trivial steady state exists 
corresponding to zero concentrations of ATP, ADP and the 
phosphoglycerates. There is a sharp change of the steady 
state values at the critical point (bifurcation point). One 
should keep in mind that the time needed for the critical’ 
change cannot be inferred from the curves. The steady state 
space is limited by the permissible values of both variables 
and parameters. The reasons are of complex nature. One is the 
existence of a conservation restriction for the adenine 
nucleotides which confines their variations. Another reason 
is the special structure of the energy system. Thus, the 
following flux equation is easily derived from Eqs. (8)-(10)
If either vAppase is increased (by change of kAppase) or 
VHK-PFK decreased (ЬУ change of e.g. Ущ ) too strongly
vP2GM - 2vHK-PFK~ vATPase (13)
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Pig.2. ATP- level and flux through the 2.3 PpG- bypass as 
functions of the rate constants of the ATPase and 
of the hexokinase- phosphofructokinase- system 
(Figs.2a,b)
The parameter of the 2.3 PpG- mutase (kp GM) was 
varied (numbers in the figure in h-1). Tfie other 
parameter values are those given in Table 2. Unstable 
steady states are indicated by dotted lines.
VP GM^VHK-PFK Sives the share of the total flux
which flows through the 2.3 P0G- bypass. This curve
^ 5 - 1was plotted with kp ^  = 1 . 1  x  10  h . The points A 
indicate the in viv£ state of the system.
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negative values for the bypass- flux arise which are of 
course irrealistic. Therefore, кд^ра8е and are limited in 
their range. A second characteristicum is the existence of 
multiple steady states. Por a given parameter combination 
there exist three steady states, one of which is (ATP) equal 
to zero. The third feature is the occuaence of stable and 
unstable steady states. "Stable" means that the system after 
some arbitrarily small perturbation from the steady state 
will return to it (for definitions and details see appendix). 
Steady states found in vivo must correspond to stable steady 
states of the model. A mere steady state analysis without 
investigation of the stability properties may be quite mis­
leading since it might refer to an unstable state which has 
no correspondence in reality.
2.1.2. The 2.3 bypass acts as an "energy buffer"
The ATP- level is influenced in an opposite manner by the 
ATPase- constant (кдгрра8е) and by the Vm~ value of the 
hexokinase- phosphofructokinase- system (Fig.2). It may be 
seen that the ATP- level falls with increasing кдрраде* 
However, there is a region in the curves where the ATP- con­
centration is relatively constant. This is brought about by 
the 2.3PpG- bypass which acts as an "energy buffer". If the 
ATP- consumption increases the share of the flux through the 
bypass decreases so that more ATP can be produced at the 
phosphoglycerate kinase step. At low fluxes through the by­
pass an increase of the ATPase- constant cannot be compen­
sated by a reduction of the ATP- waste of the bypass and 
therefore the ATP- concentration falls (Fig.2a). Identical
effects are produced by a decrease of the V - value of themhexokinase-phosphofructokinase- system.
The 2.3 PpG- bypass таУ be considered as an example of a 
futile cycle. It may be suggested that futile cycles in 
general may serve as "energy buffers" in cells.
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Table 2 contains the parameter values which give the best 
correspondence between predicted and observed metabolite 
concentrations in the in vivo- steady state. It was used 
for the calculation of aLI curves except where indicated 
otherwise. This parameter set gives the point A in Pig.2 at 
which the glycolysis is expected to work in vivo.
Table 2.
Parameter combination best fitting the in vivo data
The data refer to pH 7.2, 37°C and 1 mM inorganic phosphate. 
Por the equilibrium constants qgnol> qpGM» QpQjç ant^  qAK 
the values 0.18, 2.8, 600 and 0.5, respectively, were used. 
Por Kp g a value of 40^uM was used in approximate aggree- 
ment w£th data given by Rose (1973)
2.1.3. Pitting of the in vivo- model to experimental data
parameter best value for the parameter
metabolite calculatedconcen­tration
(/UM)
measuredconcen­tration
(/uM)
Vm 3170 yuM h-1 ATP 1184 1200
Km 1400 ,uM 
1.92 h-1
0.67/uM“1h"1' S -1 1.1 X 10p h 1
0.1 h-1
110 j\xM h-1
ADP 167 185
kATPase AMP 43 50
kPK 2.3 PpG 4900 4700
kP„GM 1.3 p2g 0.6 0.5k 2KP„Gase 3 PG 52 60
C 2 2 PG 
P-Pyr
flux (yuM h"
10
27
1) 1480
15
26
1350
The best parameter set is in fair agreement with data on the 
isolated enzymatic steps (unpublished results). Furthermore, 
the model describes satisfactorily the changes of metabo­
lites found in pyruvate kinase deficient red cells and the 
species variations among erythrocytes from different animals. 
This shows that the model may represent the in vivo-situation.
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2.1.4. Control properties of the in vivo steady states
2.1.4.1. Control of the levels of the metabolites
The influence of an enzyme E. on the metabolite concentra-Jtion can be expressed by an element of the control
matrix S .. (Heinrich & Rapoport, 1974)**" J
Ъin s. 
s. • = ------- -bln V,J
(14)
A positive value indicates that activation of the enzyme 
leads to an increase of the level of the metabolite while a 
negative value has the opposite meaning. Some rules for the 
calculation of the control matrix are given in the appendix.
In Table 3 some calculated elements of the control matrix at 
the "in vivo- point" are given. The elements of the control 
matrix for the remaining metabolites can be easily calcu­
lated from those given in the table. Por equilibrium enzymes 
the elements are zero. The following qualitative conclusions 
can be drawn from the data of Table 3.
The ATP- concentration is mainly determined by the hexokinase- 
phosphofructokinase- system and by the ATP-consuming pro­
cesses. Other enzymes have little influence on the ATP- le­
vel. The 2.3 concentration is mainly controlled by the
same enzymes. Additionally, the 2.3 phosphatase has a
significant influence, while the 2.3 PpG- mntase has only 
little effect. This is explained in the following manner.
The flux through the bypass is determined by Eq. (13) so 
that it is a strict function of the ATP- level. The 2.3 P2G- 
mutase has an insignificant influence on the ATP- concen­
tration so that its variation will not produce great changes 
of the flux through the bypass. Consequently, the 2.3 P2G- 
concentration will also be little affected. Any change of 
the rate constant of the 2.3 P2G-mutase is counterbalanced 
by a corresponding inverse change of the 1.3 PgG- concen­
tration (see Fig.3). This example demonstrates that the 
whole system must be analyzed rather than parts or even
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single steps. The P-Pyr- level is influenced by all enzymes, 
especially by the hexokinase- phosphofructokinase- system 
and by the ATPases.
Table 3.
Control matrix at the "in vivo- point"
enzyme ATP 2.3 P2G P-Pyr
hexokinase- phosphofructo- kinase-system
0.80 4.88 4.70
ATPase - 0.70 - 3.83 - 3.22
pyruvate
kinase
0.10 - 0.10 - 0.63
2.3 PpG- mutase
- 0.10 0.10 - 0.42
2.3 PpG-phospnatase - 0.10 - 1.05 - 0.43
Fig.3. 2.3 P2G_ and levels as functions of the
rate constants of the 2.3 P2G- mutase
The dotted lines indicate unstable steady states
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2.1.4.2. Flux control
The control strength has been defined as a measure of the 
influence of an enzyme on the overall flux in the following 
way (Heinrich & Rapoport, 1974)
"b ln v t
à ln
JL. (15)
denotes the total flux, v^ the flux through the enzyme E^ .
By use of the procedure given in the appendix the numerical 
values given in Table 4 were calculated for the control 
strengths at the "in vivo- point".
The hexokinase- phosphofructokinase- system which is favoured 
for flux control by its position in the glycolytic chain 
(Heinrich & Rapoport,1974) has a control strength greater 
than unity.Activation of the hexokinase- phosphofructokinase- 
system leads to ATP- increase so that its control strength 
is higher than it would be without feedback. ATPase, 2.3 P2G- 
phosphatase and 2.3 PpG- mu^ase have negative control strengths. 
Activation of these enzymes leads to a decrease in the overall 
flux caused by a diminished ATP- level (see Table 3). The 
enzymes of the bypass have small control strengths owing to 
their small elements in the control matrix. Pyruvate kinase 
has a small positive control strength.
Table 4.
Control strengths of the glycolytic enzymes 
enzyme
hexokinase-phospho- 1.37 fruetokinase-system
ATPase - 0.33
pyruvate kinase 0.04
2.3 ^2^“ mu'*:ase - 0.04
2.3 F2G_ Phosphatase - 0.04
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Pig.4 gives plots of the ATP- concentrations versus the rate 
of the ATP- consuming processes ( i.e. ^дтразех (ATP)) for 
erythrocytes of various species. All curves display a maxi­
mum with respect to the ATPase- rate. This can be explained 
as follows. At high ATP- levels an increase of ^ATpase 
which means an increase of vAppase will cause small changes 
in the ATP- concentration owing to the compensation by the
2.3 bypass (aee section 2.1.2.). If the share of the
bypass has reached low values the decrease of the ATP- con­
centration results in a decreased ATP- synthesis and there­
fore the rate of the ATPase must also decrease.lt is seen 
in Fig.4 that in all species the "in vivo- point" is located 
at the maximum. This is especially surprising as the 
rate constants among the species differ by more than one 
order of magnitude. A similar, but arbitrarily chosen change 
of the rate constant of the 2.3 PgG- mu^ase can lead to 
quite a different position of the working point (dotted 
line in Fig.4). Thus, the location of the "in vivo- point" 
does not seem to be fortuitous but rather the result of an 
evolutionary adaption. The cells of the various species 
differ with respect to the absolute work they can do, but 
they all perform at maximal efficiency, i.e. they do maxi­
mal work at minimal glucose consumption.
The in vivo- point appears to represent a compromise bet­
ween a high ATP- level, i.e. high glycolytic flux and ATP- 
production, on the one hand, and on the other a small share 
of the ATP- wasting 2.3 Р2&- bypass (10 - 20% of the total 
glycolytic flux, see Fig.2a).
2.1.5. Optimality of the location of the in vivo- point
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Pig.4. The ATP- concentration as a function of the rate 
of the nonglycolytic ATP- consuming processes 
(Удтраде^ T°r erythrocytes from various species
The parameter values for the erythrocytes from
man are given in Table 2, those for the other
species are the following (given in the order
rat, rabbit, goat; Jacobasch, 1970) :
V = 6340, 4440, 950 ,uM h~1 ; kw  = 0.36, 1.04, 
m 1 1 / iP- c:0.33 /ulT'h" ; kp qM= 4.95 x 10 , 1.4 x 103,
3.85 x 103 h"1; k| Qage= 0.04, 0.087, 0.047 h-1;
C = 45, 96, 52 /uM2h“1; A = 1020, 1870, 462 /uM;
= 1020, 1870, 462 yuM. All other parameters 
have the same values as given in Table 2. It was 
assumed that in all cells 85% of the total ade­
nine nucleotides are present as ATP. The points 
give the "in vivo- points" for the cells. The 
dotted line gives a simulated situation where the 
parameter kp had a value of 1.1 x 10^ h-1 but 
all other values are identical to those given in 
Table 2.
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2.2. The time- hierarchy of the glycolytic system
For small deviations of the metabolite concentrations 
from their steady state values S° the dynamics of the system 
is determined by linear differential equations. The solutions 
are of the general form
S.(t) = S“ +
m
k=1 c Ak ckAi
*k (16)
where Я , and Ak are the eigenvalues and the eigenvectors, 
respectively, of the Jacobian of the linearized system. The 
coefficients ck depend on the starting conditions of the 
time- dependent process. The reciprocal real parts of the 
eigenvalues have the dimension of a time and characterize 
the slowness of the relaxation process. The eigenvalues are 
complex functions of the kinetic parameters of the enzymes 
so that they usually cannot be attributed to the relaxation 
of isolated single reactions. In Fig.5 the calculated 
eigenvalues of the in vivo equation system (4)—(6) are plot­
ted versus кдтраде' Numerical values for the "in vivo- point" 
are also given in the legend.
Pig.5.
Eigenvalues of the glyco­
lytic system (%) as func­
tions of the rate constant 
of the ATPase
At the in vivo- point the 
eigenvalues have the fol-
_ Лlowing values: A^= -0.068 h , 
\ 2 = - 6.46 h“] > 3=-45.84 h-]
The eigenvalues are real. At the bifurcation point the smal­
lest eigenvalue changes its sign and is therefore respon­
sible for the existence of the unstable branches in the
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steady state curves. The three eigenvalues are of different 
orders of magnitude. This expresses the fact that the glyco­
lysis of erythrocytes exhibits a pronounced time- hierarchy. 
The most important feature is the great difference between 
the two smallest eigenvalues (by a factor of 100 at the "in 
vivo- point").
In Table 5 the characteristic times (Heinrich & Rapoport, 
1974) of the glycolytic enzymes are given. It is seen that 
they vary over almost four orders of magnitude. This is fur­
ther proof for the time- hierarchy of the glycolytic system. 
It is evident that the slowness of the 2.3 P2G- Phosphatase 
is responsible for the slow movement with the relaxation 
time 1/X-j •
Table 5.
Characteristic times of some enzymatic steps 
included in the model at the in vivo- point
The characteristic times (TÍ) were calculated from
the rate laws v(S.) .TÍ is for a one- substrate reac- 
“ 1 1tion (dv/dS) and for a two- substrate reaction 
(à v/dS-] + ^  v/dS2)-1 •
enzyme characteristic time
hexokinase- phospho- 
fructokinase- system 1.5 h
ATPase 0.5 h
pyruvate kinase 28 s
2.3 P2G- mutase 3.9 s
2.3 P2G- phosphatase 10 h
The reciprocal eigenvalues give the relaxation times of the 
eigenstates of the whole system. A comprehensive quantity 
suitable for the characterization of the relaxation of indi­
vidual metabolites is provided by the following expression
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(17)
oo
/  t (S- (t) - S?)dt
m _ ^______ ±_________ ±____
ii _ oo
/ (Si(t) - S°)dt
T^  are called the mean transition times of the metabolites. 
The transition times of isolated enzymatic steps coincide 
with their characteristic times. Transition times may also 
be calculated for experimental conditions with great devia­
tions of the metabolite levels from their steady state values 
In such a case it is advantageous to replace the upper limit 
in the integrálé by the time at which the deviations from the 
steady state values fall below the experimental error.
The applicability of expression (17) is limited by the re­
quirement that the functions S^Ct) - do not change their 
signs during the process. Otherwise, negative weights would 
occur in the integrals. Therefore, this definition is meaning 
less for processes which involve damped oscillations, over­
shoots or undershoots (Heinrich & Rapoport, 1975).
Owing to the great differences between the eigenvalues of the 
linearized system the differential equations (4)-(7) are 
"stiff".Ordinary numerical integration methods, e.g. the 
classical Runge- Kutta- method, require very small step 
sizes which are comparable to the reciprocal value of the 
greatest eigenvalue . An increase of the step size would 
lead to instabilities of the integration procedure. Therefore 
the numerical integration of slow processes with a time con­
stant of about 1 A i  require much computer time. Application 
of the Tichonov- theorem provides a simple method to deal 
with the stiffness of differential equation systems (Ticho­
nov, 1948). The time derivatives of equations which describe 
very fast movements of metabolite pools are set equal to zero
i.e. these pools are considered to be in the steady state. 
Thus, only the differential equations describing slow move­
ments remain for the integration and the other equations 
serve only as an algebraic subsystem which has to be solved 
simultaneously.
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Park has given a simple criterion to discriminate between 
slow and fast variables (Park 1974). It is essentially based 
on a comparison of the net flux vn= v* - v7 and the corres­
ponding outward flux v7 of the pools. If the ratio of these1 — 2quantities is smaller than a given £, (e.g.£,= 10 )
К  - VI <  £. (18)
I Vi
the time derivatives of the corresponding pools can be set 
equal to zero.By use of this criterion the following result 
is obtained for the glycolytic system of erythrocytes.
Under in vivo- conditions Eq. (4) describes a very fast 
movement of the pool
P1 = 1.3P2G + 3PG + 2PG + P-Pyr (19)
After excursion of the metabolites it is nearly in the 
steady state after a few minutes. The pool
P2 = ATP - AMP - 3PG - 2PG - P-Pyr (20)
also approaches the steady state after about half an hour.
By combination of the differential equations (4) and (5) and 
considering the conservation equation for the adenine 
nucleotides the pool
P2 = 2 ATP + ADP +1.3 P2G (21)
is obtained which is also a fast variable of the system.
If one considers longer time periods only the differential 
equation (6) for 2.3 P2G remains for integration.
If for some of the metabolites the criterion (18) is ful­
filled and for others does not the corresponding states are 
called "quasi- steady states" of the metabolic system. 
Another definition of quasi- steady states which is some­
times more advantageous for practical purposes refers to the 
relative changes of the metabolite concentrations under 
transient conditions. Then it is required that in the quasi­
steady state some of the metabolite concentrations show only 
small relative variations with respect to time.
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3. The in vitro- system of glycolysis
The differentiation between in vivo- and in vitro- conditions 
is necessary because of two facts. 1. Under in vitro- condi­
tions one has a closed system in which lactate and pyruvate 
are not exchanged with other tissues and for which the con­
servation restriction holds (Rapoport et al,1974)
T = (NAD+)+(l.3P2G)+(2.3P2G)+(3PG)+(2PG)+(P-Pyr)+(Pyr) (22)
The question is whether approximately time- independent 
states of subsystems may exist within a closed nonequilibrium 
system. 2. A related question is whether relatively time- 
independent metabolite levels can be observed within periods 
of a few hours which are usual for in vitro experiments.
3.1. The differential equations for the closed system
For the closed in vitro system the term for the exchange of 
lactate and pyruvate must be dropped in Eq. (7). In Eq. (4) 
the concentrations of FP2 and triose-P can be expressed by 
the concentrations of P-Pyr, ATP, ADP and lactate
, Q.(P-Pyr)(ATP)(Lac)
— ----------------  + (1.3PpG) + QP (P-Pyr) ) =d (ADP)(Pyr) 2 2
= 2vHK-PFK_ vP2GM+ vP2Gase~ VPK (23)
with
1 + 2/q дn j + V q TIM 1 1Q1 = ------ — ------— ---  , Q2 = 1 + ---- (1 + ----)
qPGKqPGMqEnolq 'GAPDqLDH qEnol qPGM
(24)
By use of the conservation Eqs.(2) and (22) the time deri­
vative of pyruvate can be expressed by P-Pyr, 2.3P2G, 1.3?2G 
and the pyridine nucleotides. Eq. (7) becomes
d(Lac) '-U а<р-ГУг> 1(2.3P2G) d d . J P ^
dt ' VPK+ T T H r T T  iQ2 dt <TE + J Ï '
1+TLtïïjY1 (25}
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where (NAD+)(NADH)
Y, = -------------------  (26)1 (NAD+)(NADH) + (Pyr) N
Differentiation of the left side of Eq. (23) yields after 
some rearrangements
d(1.3P2 G) d(P-Pyr)
—  + (Q2+P1) —  = 2vhk-PFK ~ vP2GM + vP2Gase“
d(ATP) d(2.3P9G)
- vpTf(1+F?) - F.------- F ,-------—  (27)PK 2 3 dt 4 dt
with (ATP)Q1 L
F, = --------- ( (Lac) + (P-Pyr) (Q2 + ------------ ) )
(ADP)(Pyr) 4EnolqPGMqPGK
Q1(P-Pyr)(ATP)(Lac)(1 —Y1)
= — ---------------------—  (28)(ADP)(Pyr)((Lac)+(Pyr)Y1)
d(ADP) (ATP) Q.(P-Pyr) (P-Pyr) LF = ( !------------ ----------- ( (Lac )+ ------------ )
d(ATP) (ADP) (ADP)(Pyr) ^Enol^PGM^PGK
Q1 (P-Pyr) LF. = — !---------
4 (ADP)(Pyr)
(ATP)(1-Y1)( (Lac )+ (Pyr ) )L = ----------1---------------
(ADP)((Lac)+(Pyr)Y1)
Eq, (27) differs from the respective in vivo Eq. (4 ) by the 
occurrence of terms F^  - F^. At pH 7.2 assuming normal 
metabolite levels the terms have the following numerical 
values
F1 = 2.8 ; F2 = 0.033 ; F-3 = 0.21 ; F4 = 0.35
Most of these quantities are not small enough to be neglec­
ted. Their magnitude can be decreased by high levels of pyru­
vate ( Eq. (28)). The differential Eqs. (5) and (6 ) for 
( ATP - AMP - 3PG - 2PG - P-Pyr ) and 2.3 ?2G remain 
unchanged for the in vitro situation.
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Obviously, the in vitro- system has no steady state solution 
in contrast to the in vivo situation since Eq. (25) cannot 
be set equal to zero; lactate increases steadily.
3.2. Existence of quasi- steady states in the closed system 
for all glycolytic metabolites except for lactate, F?2 
and triose-P
The following considerations demonstrate the existence of 
quasi- steady states in vitro. Setting the time derivatives 
in the differential Eq.(27) equal to zero one obtains an 
equation similar to that for the steady state in vivo 
( Eq.  (8)) with the difference that it contains the term P2
2vHK-PFK ~ vP2GM + vP2Gase “ VPK(1+P2) = 0 ('2 Э ')
If F2 were constant a steady state could be expected for the 
adenine nucleotides, phosphoglycerates and for pyruvate (see 
Eqs. (5), (6) and (22)). The constancy of P2 depends on the 
term (Pyr) NY = --------------------  (30)
d (NAD+)(NADH) + (Pyr) N
which is influenced by the concentrations of the pyridine 
nucleotides. By use of the equilibria (1) and the conser­
vation Eq. (2) the following expression is obtained for NAD+
(NAD+) = ________ ___________
1 + (Lac)/((Pyr)qLDH) (3D
Since under in vitro conditions lactate increases steadily 
the concentration of NAD+ decreases and consequently the 
term Y2 cannot be constant. However, if the condition 
NAD+ ^  NADH (or vice versa) is fulfilled the influence of 
the time dependent changes of this system is negligible 
(Y2 tends to unity). For erythrocytes at pH 7.2 (NAD+) is 
always much higher than (NADH)so that F2, and consequently the
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adenine nucleotides, phosphoglycerates, may be approximately 
constant. Pyruvate is also time- independent owing to the 
conservation sum for the oxidized metabolites. The case of 
NAD' «  NADH can only be expected if lactate tends to infinity 
The computer curves shown in Pig, 6 verify these conclusions. 
Metabolites which are not influenced in vivo by the exchange 
of lactate and pyruvate reach constant values in vitro too. 
The accumulation of lactate is accompanied by an increase of 
PP2 and triose-P. This is explained by the NAD+ - NADH- 
coupling of the lactate dehydrogenase and glyceraldehyde-P 
dehydrogenase which leads to the following relation
(1.3P?G) (Lac)(GAP) = -----f---------  (32)
qLDHqGAPD P^yr)
where 1.3P2G and pyruvate are constant with time. Since part 
of the flux from the hexokinase- phosphofructokinase- system 
is used to accumulate FP2 and triose-P, the glucose consump­
tion must be higher than the corresponding lactate formation. 
The quasi- stationary character of the state shown in Fig.6 
is apparent from the slow decrease of NAD+.
Tim e (  h  )
Pig.6. In vitro quasi- steady state behaviour of the gly­
colytic metabolites
A conservation sum of T = 5 mM was assumed. Por Q.
— 2a value of 3.6 x 10 was used.N was set at 50^uM.
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3.3. Constraints by the oxidation equivalents
The differences in the concentrations of the adenine nucleo­
tides and phosphoglycerates in the quasi-steady state from 
those in vivo depend only on the magnitude of the term F2 
( Eq. (29)). At pH 7.2 only small deviations from the in 
vivo conditions are calculated.Por the limiting case of in­
finite pyruvate levels there are no constraints imposed by 
oxidation equivalents and F2, as well as the accumulation 
rate of FP2 and triose-P, tend to zero. Consequently, the 
adenine nucleotides and phosphoglycerates attain the in vivo 
values. Even their time- dependent behaviour is identical 
with that in vivo if the pyruvate level is infinite since 
all terms which may cause deviations (cf. Eq. (28)) become 
vanishingly small.
The restriction by the conservation sum of oxidation equi­
valents becomes more apparent if the hexokinase- phospho- 
fructokinase- system is activated. Whereas in the uncon­
straint in vivo system 2.3 P2G and the other oxidized 
phosphoglycerates would increase greatly, the changes are 
limited in vitro by the amount of oxidation equivalents 
available in the system. The increase of 2.3 PgG is compen­
sated mainly by a decrease of pyruvate. This in turn leads 
to a higher rate of accumulation of FP2 and triose-P.The 
increased flux in the upper part of glycolysis results in a 
more pronounced discrepancy between glucose consumption and 
lactate formation. Under such conditions ATP may even de­
crease despite of a higher glucose consuption.The accumulation 
of FPg and triose-P may be regarded as a futile "cycle" 
which buffers ATP- changes. This is a similar effect as de­
scribed for the 2.3 ?2G- bypass (see section 2.1.2.).
3.4. Quasi- steady states at unrelaxed 2.3 P2G- leve^s
In this section it will be shown that quasi- steady states 
may be observed even if 2.3 P2G is not relaxed.
Fig.7 gives a simulated experiment in which the hexokinase- 
phosphofructokinase- system was activated by a factor of two
198
in the presence of excess of oxidation equivalents (left 
side of Fig.7). P-Pyr changes rapidly and reaches a quasi­
steady state with a half- time of about five minutes. ATP 
does not change much and is also constant after about 0.5 h.
2.3 PgG increases continously after an initial lag phase.
It should be noted that the quasi- steady state levels of 
the metabolites can differ considerably from their values 
in the in vivo steady state. Por instance, the level in the 
quasi- steady state of P-Pyr (left side of Fig.7) is lower 
than the true steady state value by a factor of four.
On the right side of Fig. 7 the inverse experiment was simu­
lated; the hexokinase- phosphofructokinase- system was 
brought back to its original activity. Again P-Pyr changes 
rapidly reaching approximately its initial level within 0.5 
hours. ATP and 2.3 P2G change only insignificantly. The 
figure demonstrates that the increase of 2.3 P2G during the 
period of flux activation cannot be reversed in a comparable 
time interval of restored original conditions.
The quasi- steady state solutions for the levels of the 
adenine nucleotides and phosphoglycerates can be calculated 
assuming specified 2.3 P2G- levels and unlimited amounts of 
oxidation equivalents. The Eqs. (4) and (6) are set equal to 
zero and the 2.3 P2G- concentration is considered as a 
parameter (cf. section 2.2). The resulting quasi- steady 
state curves are shown in Fig.8 for different values of 2.3 
PgG. For comparision the in vivo steady state curve is plot­
ted. The quasi- steady state has only one stable solution. 
The variation of the 2.3 P2G- level influences relatively 
little the ATP- level. Changes of 2.3 PgG as large as 2mM 
affect the ATP- concentration to less than 5%* Therefore, 
the metabolite concentrations remain relatively constant 
during the quasi- steady state period even for large changes 
in2.3 P2G. The comparision of the curves in Fig*8 shows that 
ATP is more constant in the quasi- steady state than it is 
in the in vivo- steady state. This means that the glycolytic 
system can tolerate ATP- overconsumption for a short time 
better than it can do for longer periods of time.
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Pig.7. Time dependent behaviour of glycolytic metabo­
lites after activation of the hexokinase-phospho- 
fructokinase- system (left side) and after 
restOMient of the original conditions (right side)
Pig.8. Quasi- steady state concentrations of ATP as a 
function of the rate constant of the ATPase
The 2.3 level was varied as indicated
(numbers in mM).The in vivo- steady state curve 
for ATP is given for comparison . It intersects 
the quasi- steady state curve corresponding to 
the steady state level of 2.3 (4*9 mM) at
the in vivo- point A.
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Two mechanisms are responsible for the ATP-constancy in 
quasi- steady states. One is the effect of "energy buffering" 
discussed in section 2.1.2. for transitions between in vivo 
steady states. A second mechanism is the formation of ATP 
in the reaction of the pyruvate kinase at the expense of
2.3 P2 G. While in the true steady state formation and degra­
dation of 2.3 ^ 2 ^ are &lways equal, in the quasi- steady state 
more 2.3 íb degraded than formed. The second mechanism 
is responsible for the flatter curve of ATP in quasi- steady 
states as compared to in vivo steady states.
The control properties of the quasi- steady states at unre­
laxed 2.3 ^2^“ levels correspond to those of our previous 
model (Rapoport et al, 1974). The flux control in the quasi­
steady state is exerted almost entirely by the hexokinase- 
phosphofructokinase- system. The explanation is that ATP 
is practically uninfluenced by the activities of the enzymes 
so that no significant feedback to the first enzyme exists.
3.5. Modelling of blood preservation conditions
This section gives an example which shows that the model 
may describe time dependent processes.
At this stage of analysis only the simplest conditions of 
blood preservation could be dealt with, i.e. lowering of pH 
and temperature. Por the modelling it was assumed that the 
restriction by oxidation equivalents can be neglected owing 
to the pyruvate production from 2.3 ? 2 ^ i-n the course of 
storage. Breakdown of adenine nucleotides via AMP- degra­
dation was taken into account. The following rate law was 
assumed
dA
-  - - kAMP(AMP> (33)
Resynthesis of adenine nucleotides can be neglected (Nakao, 
1974). The stiffness of the differential equations poses 
difficulties owing to the long periods of time that have to
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Pig.9. Time dependent changes of some glycolytic
metabolites under blood storage conditions at 
25°C and 4°C
The cells were incubated in ACD- medium. The 
points represent experimental values. Closed 
symbols correspond to 25°C, open symbols to 
4°C ( | , 0 ATP, , 2.3 P2G). The following
parameter values were used at 25°C :
V = 1080/uM h"1, К = 1400/uM, кдтр =0.8 h“1, 
4 к -  0.34/им-’ь-1 , Ï ■ ,000 г ' ! Г 0а!е.
= 31OyuM h , К = 200/uM, Kp G = 40^uMT
be considered. The integration was performed essentially by 
the method proposed by Park (1974) using the differential 
Eqs. (4)-(7) and (33). When the right hand side of Eq. (4 ) 
approached zero it was excluded from the integration and 
served only as an algebraic subsystem. The same procedure 
was followed for Eq. (5). Thus, only two differential 
equations remained ( Eqs. (7) and (33)) which resulted in a 
large economy of computer time.
Pig.9 gives representative computer curves and experimental 
points for both 25°C (Bartel et al,1972) and 4°c (Stigge,
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unpublished data). Por the 2.3 P2G- Phosphatase the rate law 
assumed was slightly modified (cf. Table 1)
v = kP2Gase(2,3 P2G)
P2Gase K + (2>3 p G) (34)
Obviously, the model describes the experimental observations 
with the only possible exception of the sum of the adenine 
nucleotides for which no data were available. The lowering 
of the temperature below 37°G causes a general proportional 
slowing down of all enzymatic steps. In keeping with this 
conclusion, the form of the curves did not differ between 
25°C and 4°C. The parameter values given in the legend to 
Pig.9 were obtained from the standard set of Table 2 by use 
of a temperature coefficient of about two. In addition to 
temperature, pH and possibly other factors also exert effects 
which necessitated additional parameter changes, the most 
important of which were an inhibition of the hexokinase- 
phosphofructokinase- system and of the 2.3 PgG- mutase 
(Jacobasch & Raderecht, 1967; Rose, 1973). The most interes­
ting feature of Fig. 9 is the behaviour of ATP which increases 
initially, remains constant for a certain period of time and 
decreases steadily thereafter. The constancy of ATP at a high 
level is produced mainly by the 2.3 P2G-degradation which 
yields ATP at the pyruvate kinase reaction.
Variation of the kinetic parameters of the enzymes showed 
that the most important factors responsible for a constant 
ATP- level over long periods are a) the difference between 
the rate constants of ATP- production and -consumption and 
b) the inhibition of the 2.3 ?2G- mu't;ase reaction.
4.Discttssion
The analysis of this model shows that only four essential 
variables are sufficient tó Characterize the glycolytic 
system of erythrocytes. Prom the standpoint of methodical 
convenience these may be ATP, 2.3 ?2G, 3 PG and lactate.Of 
course, there may be substitutions, such as AMP or ADP for
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ATP, P-Pyr, 2PG and 1.3 P2 G for 3PG or the flux for lactate. 
Compared with the previous proposal (Rapoport et al, 1974)
G6P is omitted since it is only of importance for the eluci­
dation of the interrelations between the hexokinase and 
phosphofructokinase.
The aggreement of theory and experiment indicates that the 
most important interactions between metabolites and enzymes 
are included in the model.
The model reconfirms the previous conclusions that in the 
steady state the equilibrium enzymes phosphoglycerate kinase 
and glyceraldehyde-P dehydrogenase have no influence on either 
flux or metabolites of glycolysis while pyruvate kinase 
which does affect some intermediates has little influence 
on the flux. This is in contrast to various intuitiveassump- 
tions (Reinauer & Bruns, 1964; Minakami, 1 9 6 8). It should 
be emphasized that the role of an enzyme under steady state 
conditions must be distinguished from that in a transient 
process. Enzymes with high control strengths need not control 
in a transient process and vice versa. This is illustrated by 
the fact that the 2.3 PgG- P*10SPiia'ta3e which has only a 
small control strength exerts a strong influence on transient 
processes.
So far the role of the ATP- consuming processes in regulating 
the glycolysis has been largely neglected both in theoretical 
and experimental work. Prom the present study it emerges, 
however, that ATP- consuming processes are of great impor­
tance .
Some principles of the regulation of the important metabo­
lite ATP are revealed. ATP is kept approximately constant 
in the cell by three mechanisms. Firstly, the 2.3 P2G- bypass 
acts as an "energy buffer" so that a change in the ATP- con­
sumption is compensated by a variation in the ATP- waste of 
the bypass. Secondly, the metabolite 2.3 P2G acts as an ener­
gy source as it may yield ATP for a certain period of time 
at the pyruvate kinase step in case of ATP- overconsumption.
A third mechanism is observed in vitro, where ATP- changes 
can be buffered by variations in the accumulation rate of
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FPg and triose-P. The first and third mechanism are regulations 
of energy consuming processes while the second one refers to 
an energy producing process.
An unexpected biological regularity has turned up, i.e. that 
the ATP- consumption rate assumes its maximal value at the 
in vivo steady state. This holds for various species inde­
pendent of their values of 2.3 PgG» ATP or glycolytic flux.
It appears as if, given the need for ATP- consumption, the 
whole glycolytic system is composed in such a manner as to 
yield maximal efficiency. This must represent an evolutiona­
ry adaptation which involves the whole set of elements which 
constitute the glycolytic system rather than one single fac­
tor. It appears strange, however, that any activation of the 
ATPases should produce a lowered ATP- consumption unless the 
parameters of the glycolytic enzymes are changed by outer 
effectors, such as H+-, P^- or NH^- ions. Possibly erythro­
cytes are not faced with great changes of their ATP- need.
In this respect erythrocytes are not representative of other 
cells which are geared for great changes in the ATP- need, 
e.g. those of muscle. In these cells glycogenolysis is highly 
sensitive to the breakdown products of ATP, AMP and P^, so 
that a higher response to changes in the ATP- consumption 
exists. A preliminary modelling of such a system indicates 
that the rate of ATP- consumption may vary over a wide range 
(unpublished results). A similar behaviour is shown by the 
erythrocyte system during periods of time in which a quasi­
steady state obtains. An activation of the ATPase may lead 
to an increased ATP- consumption for several hours.The fun­
damental difference shown in this paper between the condi­
tions in vivo and in vitro has been largely neglected before. 
So far there has been no general concept to what extent the 
situation of cells in vitro corresponds to that in vivo and 
how in vitro experiments should be set up to approximate the 
conditions in vivo. Whereas a steady state exists in vivo to 
a high degree of approximation it cannot be realized in vitro. 
Within certain periods of incubation, i.e. between about 0.5 
and 2 hours, a quasi- steady state may be achieved, a con­
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dition which is favourable for both theoretical and experi­
mental analysis. Two kinds of quasi- steady states can be 
observed in vitro. One can be reached during the short in­
cubation periods for all glycolytic metabolites except for 
lactate, FP£ and triose-P at low levels of oxidation equi­
valents. A second type of quasi- steady states which is limi­
ted to adenine nucleotides and phosphoglycerates can be ob­
served, however, at high levels of oxidation equivalents 
during, the short periods of incubation. It is defined by un­
relaxed 2.3 PpG- levels.
The analysis revealed a pronounced time- hierarchy of the 
glycolytic reactions of erythrocytes which, is mainly due to 
the slow 2.3 I>2^- phosphatase- reaction. For the investiga­
tion of the hierarchical structure of a system the eigen­
values seem to be the best representation. The Tichonov- 
theorem offers the key for the simplification of the stiff 
differential equations by allowing one to eliminate fast 
movements.
Time- hierarchies are a general feature in nature. Any theo­
retical or experimental approach requires a confinement of 
the system to be investigated with respect to the time ranges. 
These restrictions determine the experimental methods to be 
applied as well as the structure of the models assumed.For 
the present model the lower boundary of time constitute 
rapid reactions which were not considered explicitly. These 
include three types of processes. Firstly, reactions on the 
level of single enzymes which are usually fast enough to be 
in a steady state in the metabolic time range. Secondly, 
glycolytic reactions near to equilibrium and thirdly, the 
steady state aggregation of some enzymes, i.e. of the hexo- 
kinase and phosphofructokinase. The upper boundary are slow 
processes such as renewal of the adenine or nicotineamide 
moieties. By these boundaries the time range of the model 
analyzed in this paper is set between one minute and 1 -2 days.
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Appendix
1. Stability properties of a system
The time- dependent behaviour of the metabolite concentrations 
is given by a set of ordinary differential equations
dS.
—  - f±( S1t ... ,Sm ; pk) (A 1)
Pk are the parameters of the system. The differential 
equations are in general nonlinear. In the neighbourhood of 
a stationary point ( f^ = 0 ; i =» 1,2,...,m ) the functions 
f^ can be expanded in Taylor series. Neglecting terms higher 
than first order the following linear system of differential 
equations is obtained
d iflS±) 
dt
withASi= S^(t) - S?. S? are the metabolite concentrations 
at the stationary point. 1 ^  is the Jacobian of the system.
The system is stable if the eigenvalues of the Jacobian 
have all negative real parts (see e.g. Willems, 1973), other­
wise it is unstable. The eigenvalues are the roots of the 
characteristic polynomial
det (1±1 - £ \ x) = 0  (A3)
S   ^is the Kronecker symbol ( 1 if i = 1 and zero
otherwise). The constant term of the polynomial is equal to 
the determinant of 1^. The roots can either be calcula­
ted explicitly for a given stationary point or the signs of 
the real parts can be checked by application of the Routh- 
Hurwitz- criterion (e.g. Willems, 1973).
In general-, for a given parameter combination more than one 
set of metabolite concentrations fulfills the conditions 
f^= 0, i.e. there exist multiple steady states. In that 
case a plot of a metabolite concentration versus a parameter
? h  iA  si (A 2)
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of the system displays several branches. Two of these bran­
ches may have a common bifurcation point. At such points the 
system of equations f^= 0 has no unique solution.According 
to a fundamental theorem of implicite functions the determinant 
of the Jacobian and consequently at least one eigenvalue be­
comes zero at the bifurcation point. In general, one of the 
eigenvalues will change its sign so that at least one of the 
two branches will be unstable.
2. Relations between the Jacobian, the control matrix and 
the effector strengths
The functions f^  are connected with the fluxes v^  producing 
and removing the metabolite in the following manner
fi w.ij j (A4 )
w.. is the stochiometric matrix of the system (Park,1974).
The Jacobian can be rewritten as
*4V din V.___ 0 V i Г—  Ű
ii;L = Z ’ wiiSk и Wii vi si ч ------- (A 5)11 j J ÖS-. j 3 1 din S,
or
h i wij vj SI xjl (A 6)
The elements of the matrix Х д  give the sensitivities of the
fluxes V.  to changes of the metabolite concentrations; they Jare the effector strengths (Heinrich & Rapoport, 1974).
An important relation is deduced if one analyzes the change 
of a steady state to a new one under the influence of an en­
zyme E^. If differential changes are considered a Taylor ex­
pansion can be used neglecting terms higher than first order
fi (v-r+dv ) = f± (v ) + Ц  — ± - dSi + r— i- dv = 0 (A 7) 
Г j ^ S .  3 b v r Г
( f±(vr) = 0 )
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One obtains
or
у  efi
j ' d s .  b v T * r
5 T i  3s±
j J9 v r dvr
Since
b In S-j S j 
Ь In v r v r
(A 8) 
(A 9)
(A10)
Eq. (A 9) gives a relation between the control matrix and the 
Jacobian of the system. The elements of the control matrix 
can be calculated by inversion of the Jacobian. At the bi­
furcation point the determinant of I.. is zero so that the
terms S. tend to infinity.J ^
3. Control of steady states
Eq. (A 8) can be used to calculate the control matrix and the 
control strengths. Rearrangement of the equation gives
vil
b ln V-, b  In Sj b In V-,
1 ^  In S, b  In V 1 11 1 Э In VrJ i г
0  ( A 1 1  )
or by use of the abbreviations for the effector strengths
(X-, ■ ) and control matrix elements (S. )-L J J
2 Г  I V l  X i . S d r  + Z T  wi i vi  ^ i r  = ' °  (A12)
The fluxes and the effector strengths can be calculated from 
the steady state equations and the rate laws of the isolated 
enzymes, respectively. The matrix w ^  is known from the 
stochiometric structure of the system. Thus, the elements of 
the control matrix S. may be obtained by solving the n x mJ X’equations of type (A12). If the control matrix is known the 
control strengths of the enzymes can be obtained by use of 
the equation
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The sum over j contains all fluxes which contribute to the 
total flux.
The calculation of the control strengths may be simplified 
by application of the following fundamental theorems.
a) The sum of the control strengths is equal to unity
This summation theorem expresses the fact that a simul­
taneous activation or inhibition of all enzymes by the 
same factor leads to an equal response in the total flux 
and does not change the metabolite concentrations, 
b) Kacser & Burns (1973) proved a theorem which connects 
the control strengths with the effector strengths of the 
metabolites
The theorem follows from the consideration that diffe­
rential changes in the concentration of a metabolite 
can be compensated by variations of the kinetic parame­
ters of the enzymes which are influenced by this metabo­
lite so that the flux remains unaltered.
For metabolic systems in which the number of enzymes exceeds 
the number of metabolites only by one (e.g. linear enzymatic 
chains) theorems a) and b) suffice for the calculation of 
the control strengths. In case of branches in the system the 
number of enzymes can exceed that of the metabolites by more 
than one and the control strengths of at least (n - (m+1)) 
enzymes must be calculated by means of Eqs. (A12) and (A13). 
The remaining control strengths can be obtained by the 
theorems a) and b).
(A14)
= 0 ( k= 1, ... ,m ) (A15)
i
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KINETIC MODELLING OF DIFFERENTIATION IN 
THE CELLULAR SLIME MOLD
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Boston,  Ma. USA
INTRODUCTION
I would l ike to begin by making some general  o b se rva t io ns  about the 
na tu re  of  d i f f e r e n t i a t i o n .  For purposes of  i l l u s t r a t i o n ,  co n s id e r  eye 
pigment accumulat ion  in the f ly .  A v a r i e t y  of  t ime sc a le s  a re  r ep resen ted  
(Fig.  1). Evo lu t ion  is measured in y ea r s ,  the l i f e  cyc le  in days ,  and
ADULT FLY ADULT FLY
P R IM IT IV E  
FLY —
EVOLUTION (YEARS)
FUTURE
FLY
TIME
Fig.  1. The sequence of event s  p receeding  eye pigment accumulat ion in the 
f ly .
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the se q u e n t i a l  event s  irnnediately preceed ing pigment s y n th e s i s  in hours .  
Does the a c t i v a t i o n  of  the gene ind i ca te d  ' c a u s e '  d i f f e r e n t i a t i o n ?  I f  
i t  occurs  c l os e  in time to pigment accumulat ion ,  most people would say 
i t  does ' cause* d i f f e r e n t i a t i o n .  But what i f  the mRNA is a l r e a d y  in the 
mature egg, and gene a c t i v a t i o n  occurs dur ing  egg matu ra t ion  or  even 
e a r l i e r ,  dur ing  ev o l u t i o n ?  Each event  is only one in an i n e v i t a b l e  
s e r i e s ,  which could be t r aced  back in t ime through the ev o l u t i o n  of  th i s  
system.  To p ick  any one event  and c a l l  i t  a ' c a u s e '  denies  th i s  h i s t o r y  
of  suc ce ss i ve  ev e n t s .  No c e l l u l a r  component has the i n t r i n s i c  a b i l i t y  
to ac t  a l one ;  a l l  components a re  eq u a l l y  e s s e n t i a l  to pigment accumula­
t io n .  No component (gene,  inducer ,  ATP, p recurso r )  is more e s s e n t i a l  or  
impor tant  than the o t h e r s .  Gene a c t i v a t i o n ,  whenever i t  occ urs ,  has no 
more c l a im as ' t h e  b a s i s '  o f  d i f f e r e n t i a t i o n  than p r ec ur so r  a v a i l a b i l i t y — 
less  so,  in f a c t ,  as enzymes a r e  c a t a l y s t s  and u s u a l l y  in g r ea t  excess .  
P re curso r  a v a i l a b i l i t y  l im i t s  the r a t e  of most r e a c t i o n s  in v iv o . Perhaps 
we should put less  emphasis on c o r r e l a t i o n s  a t  the g en e t i c  and enzymatic 
l e v e l ,  and a t tempt  to  d es c r ib e  the r e l a t i o n s h i p s  between the many v a r i ­
ab l es  e s s e n t i a l  to d i f f e r e n t i a t i o n .  Only then can we hope to  learn which 
ones a re  c r i t i c a l  a t  p a r t i c u l a r  po in t s  in t ime.
I would l ik e  to  use Fig.  2 to  d i s c u ss  va r ious  kinds of  r a t e - 1i m i t ing 
event s  which could occur  and a f f e c t  d i f f e r e n t i a t i o n  in th i s  system.  Let 
us say an enzyme of energy metabol ism is impaired and th a t  ATP produc t ion  
is l im i t in g .  This may a f f e c t  the d i s t a n c e  the f l y  can f l y .  However, i f
l \ &
Fig.  2. P o ss ib le  r a t e - 1i m l t ing event s  c o n t r o l l i n g  eye pigment accumulat ion 
dur ing d i f f e r e n t i a t i o n  in the f l y .
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ATP a v a i l a b i l i t y  is in g r ea t  excess  compared to  p r e c u r s o r  2, pigment 
fo rmat ion  w i l l  not  be a f f e c t e d .  With r e sp ec t  to  d i f f e r e n t i a t i o n ,  then,  
the enzyme impaired is v i t a l  and e s s e n t i a l ,  but not  unique or  c r i t i c a l  
( i . e . , ra te-1 imi t i n g ) . I f  ATP a va i l a b i l i t y  j_s l i m i t i n g  fo r  the syn t h e s i s  
of  p r ec ur so r  1 and pigment accumula t ion  is a f f e c t e d ,  the enzyme is 
c r i t i c a l ,  but  not  unique to  d i f f e r e n t i a t i o n .  Now co n s id e r  enzyme 2, 
which is e s s e n t i a l  and unique to  d i f f e r e n t i a t i o n .  I f  t h i s  enzyme is in 
g r e a t  exc es s ,  impa ir ing  i t s  a c t i v i t y  w i l l  not  a f f e c t  pigment s y n t h e s i s ,  
and i t  is  a unique but not  a c r i t i c a l  enzyme. On the o th e r  hand, i f  
enzyme 2 l im i t s  the r a t e  of  p r ec ur so r  1 fo rmat ion ,  i t  i s  c r i t i c a l  to  
d i f f e r e n t i a t i o n .  We s h a l l  now tu rn  to the s u b j e c t  of  the r e s t  of  t h i s  
p r e s e n t a t i o n ,  a mic r ob ia l  model system c a l l e d  the c e l l u l a r  s l ime  mold.
RESULTS AND DISCUSSION
The ca rboh ydra te  metabol ism of Dic tyoste i iurn  discoideum is a very simple 
and convenien t  system fo r  the a n a l y s i s  of  c r i t i c a l  v a r i a b l e s  c o n t r o l l i n g  
a d i f f e r e n t i a t i o n  p r ocess .  The f a c t  t h a t  c y t o d i f f e r e n t i a t i o n  occurs in
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cieâm ' ' ^ e cVc , e  c e * ' u ' a r  s ' ime mold,  0 i c t y o s te 1 iurn d i s c o i -
the absence of c e l l  d i v i s i o n  under s t a r v a t i o n  c o n d i t i o n s ,  a l s o  makes th i s  
system p a r t i c u l a r l y  amenable to  q u a n t i t a t i v e  a n a l y s i s .  As in d ic a t ed  in 
F ig.  3, u n i c e l l u l a r  amoebae s t r eam to g e th e r  to  form m u l t i c e l l u l a r  ag g re ­
g a t e s .  Each ag gr eg a te  then undergoes a t r an s f o r m at io n  (cu lminat ion)  
which r e s u l t s  in the fo rmat ion of  a f r u i t i n g  body or  s o r o ca rp ,  the l a t t e r  
c o n s i s t i n g  of  a spore mass or  so rus  suppor ted  by a ce I Iu l ose -enshea thed  
s t a l k .  The e n t i r e  morphological  t r an s f o r m at io n  is complete w i t h i n  2k hr 
a t  22 C. The major  end p roduc ts  which accumulate a r e  t r e h a lo s e  and 
c e l l u l o s e  (Rosness and Wr ight ,  197^); t o t a l  ca rboh yd ra te  remains c o n s ta n t  
du r i ng  development ,  but  is r ea r ranged between var ious  me tabol i c  pools and 
phases .  Endogenous glycogen is used as the major  source  of  glucose u n i t s  
fo r  the s y n t h e s i s  of  the new end p roduc ts  of d i f f e r e n t i a t i o n  (Table 1).
Table I.
Approximate s a c c h a r id e  compos i t ion  dur ing  d i f f e r e n t i a t i o n *
Carbohydrate Staqe of d i f f e r e n t  i a t  ion
So lub le  glycogen
Aggregat  ion
50
Soroca rp
23
T reha 1 ose 0.2 1 1
«^. -Ce l lulose 0 16
P  -Cel lu lose 0 16
Cel l  wal l  g 1ycogen 0 6
2
Mucopolysacchar ide 0 5
Glycopro te in^ \k -
Glucose 0.2 0
Unknown 35.6 23 .О
*Rosness and Wr ight ,  197^
2
White and Sussman, 1961 
^Ger î sch,  e t  a j . . ,  1969
The r e a c t i o n s  de p ic te d  in Figure к a r e  a l l  e s s e n t i a l  to  d i f f e r e n ­
t i a t i o n  in t h i s  s imple m ic r ob ia l  system.  The accumulat ion  p a t t e r n s  of 
the m e ta b o l i t e s  shown have been measured over  900 minutes  of  d i f f e r e n ­
t i a t i o n  (from a g gr e g a t io n  to  so r oca rp )  and most of  the r e a c t i o n s  have 
been examined both j_n vivo and j_n vi t r o  (Gustaf son and Wright ,  1972; 
K i l l i c k  and Wr igh t ,  197^; Pannbacker ,  1967; Sa rgent  and Wright ,  1971; 
Wr ight ,  1973). This me tabo l i c  network changes over  a pe r iod  of  900 min 
from one s t e ady  s t a t e  ( u n d i f f e r e n t i a t e d )  to  ano the r  ( d i f f e r e n t i a t e d ) ,  
de f i ne d  in terms of the accumulat ion  of  two s p e c i f i c  s a c c h a r i d e s ,  t r e h a ­
lose and c e l l u l o s e .  C o r r e la t e d  wi th  t h i s  process  a re  changes in the 
c o n c e n t r a t i o n  and f l ux  of va r ious  m e ta b o l i t e s  and changes in the a c t i v i ­
t i e s  of  many enzymes. The problem is to  determine which of  these changes
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Fig.  4.  K in e t i c  model of  me tab o l i c  pathways s imu la t ed .  A b b rev ia t io n s :
Pi ,  inorgan ic  phosphate;  PPi ,  ino rganic  pyrophosphate;  UDPG, u r i d i n e  d i -  
phosphoglucose;  UTP, u r i d i n e  t r i p h o s p h a t e ;  GIP, g Iucose -1-phosphate  ; G6P, 
g Iucose - 6 -p hos pha te ;  and ATP, adenos ine t r i p h o s p h a t e .
c o n t r o l  the metabol ism of  d i f f e r e n t i a t i o n  ( i . e . ,  a re  r a t e -1  imi t ing) .at 
p a r t i c u l a r  po in t s  in t ime.  The pr imary aim of  the  p res en t  s im u la t io n  
a n a l y s i s  is to compare the r e l a t i v e  in f luen ce  of th re e  enzymes on the 
accumulat ion  of  t r e h a l o s e  and c e l l u l o s e .  By us ing  k i n e t i c  models,  i t  is 
p o s s i b l e  to s im ula te  the e f f e c t s  of  changing enzyme a c t i v i t i e s  on th i s  
me tabo l i c  network.  The three  enzymes to  be examined c a t a l y z e  the 
fo l lowing  re a c t  io ns , indic a ted  in F ig.  4 .  R2 (glycogen phosphory l a s e ) ,
R4 (UDP-gIucose py r op hos pho ry l ase ) , and R5 ( t r e h a l o se -6 - p h o sphate syn­
t h e t a s e ) .  Although the model s im u la te s  me tab o l i c  changes over  a 900- 
minute per iod  o f  d i f f e r e n t i a t i o n ,  the per iod  between 630 and 9OO minutes  
( cu lm ina t i on  to so roca rp )  w i l l  be the focus o f  a t t e n t i o n ,  as a l l  t hree  
enzymes a re  a c t i v e  du r i ng  th i s  pe r iod .
I n i t i a l l y ,  i . e .  a t  cu l m in a t i o n ,  n ea r ly  a l l  of  the ca rboh yd ra te  
m a t e r i a l  con s i de re d  in the p res en t  model is co n ta in ed  in the so lu b l e  
glycogen pool .  A f t e r  cu l mi n a t io n  t h i s  m a te r i a l  is conver t ed to  t r e h a l o s e  
and c e l l u l o s e ,  f lowing through a network of sma l l ,  r ap id  turnover  pools 
c o n s i s t i n g  o f  g l u c o s e - l - p h o s p h a t e  (GIP),  g lucose -6 -phospha te  (G6P),
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t reha l o s e -6-P (T6P),  and UDP-glucose (UOPG). At the so r o ca rp  s t a g e ,  
approx imate ly  32 mM c e l l u l o s e  and 11 mM t r e h a l o s e  have accumulated ,  and 
the s o lu b l e  glycogen pool has de c l in e d  (Table 1).
We assume (along wi th  a l l  enzymologi s ts )  t h a t  enzyme k i n e t i c  
mechanisms and c o n s ta n t s  apply  to the i n t a c t  c e l l .  We in c o rp or a t e  these 
mechanisms and f lux  va lues  ob ta ine d  wi th  i so tope s t u d i e s  in vivo in to  a 
k i n e t i c  model and t r y  to  mimic the  dynamics of the i n t a c t  c e l l ,  i . e . ,  by 
d e s c r i b i n g  the r a t e s  of  a l l  r e a c t i o n s  in d ic a t ed  in Fig.  k and the changes 
in c o n c e n t r a t i o n  of  m e t a b o l i t e  pools and end product s  dur ing d i f f e r e n t i a ­
t io n .  The use r  of  the program su p p l i e s  the i n i t i a l  m e t a b o l i t e  concen­
t r a t i o n s  (determined e x p e r i m e n t a l l y ) ,  the k i n e t i c  ex p re ss io n s  and 
c o n s t a n t s  for  each r e a c t i o n  shown (determined in v i t ro) . the r a t e s  o f  key 
r e a c t i o n s  (determined wi th  i so topes  in v ivo) , and a c t i v a t i o n  fun c t i on s  fo r  
each enzyme. To d e f in e  an a c t i v a t i o n  f u n c t i o n  c o n s i d e r ,  f o r  example,  an 
i n i t i a l  v e l o c i t y  ex p r e ss io n  wi th  no s i g n i f i c a n t  product  i n h i b i t i o n :
Rate = V » V, [A/(K + A) ]
V is determined in v i v o . A is the s u b s t r a t e  c o n c e n t r a t i o n ,  and К the 
Michae l i s  b ind ing c o n s t a n t .  The l a t t e r  is determined _i_n vi t r o . but Vj, 
or  V , is c a l c u l a t e d  as the unknown. We t h e r e f o r e  c a l l  i t  V , to 
be d i s t i n g u i s h e d  from V as determined j_n vi t r o . V cor responds  
to the amount of  enzyme maxa c t i v i t y  which can change dur ing  d i f f e r ­
e n t i a t i o n ,  so we make i t  a fu n c t io n  of t ime (V ( t ) ) .  This so c a l l e d  
' a c t i v a t i o n  f u n c t i o n '  can be a r b i t r a r i l y  changed by the use r  of  the 
program. In our  s t a nd ar d  model a c t i v a t i o n  func t io ns  a r e  a d j u s te d  so 
t h a t  the ou tpu t  of the program over  the course  of d i f f e r e n t i a t i o n  gives  
m e t a b o l i t e  accumulat ion  p a t t e r n s  and f lu x  va lues  co r r esp on d i ng  to  the 
exper imen ta l  d a t a .  F u r t h e r  d e t a i l s  of  our  k i n e t i c  mode l l ing  approach 
may be found e l sewhere  (Gus taf son and Wr ight ,  1972; Wright ,  1973; Wright 
and Gus ta fson ,  1972; Wr ight ,  a j . . , 1968).
By us ing  t r a j e c t o r i e s  d e p i c t i n g  the c o n c e n t r a t i o n s  o f  t r e h a l o s e  and 
c e l l u l o s e  as a f u nc t i o n  o f  t ime,  i t  is p o s s i b le  to  v i s u a l i z e  the e f f e c t s  
of  v a r i a t i o n s  in enzyme a c t i v a t i o n  f u nc t i o ns  on the outcome of  d i f f e r ­
e n t i a t i o n  ( i . e . ,  s a c c h a r id e  accumul a t ion) (Wright and Park,  1975). This 
r e p r e s e n t a t i o n  d e s c r i b e s  ca rb o hy d ra te  metabol ism f a i r l y  com ple te ly ,  as 
t o t a l  ca r boh ydr a t e  ( l a r g e l y  t r e h a l o s e ,  c e l l u l o s e  and glycogen)  is con­
se rved and the glycogen c o n c e n t r a t i o n  can be c a l c u l a t e d  by the d i f f e r e n c e .  
The term ' speed  of  d i f f e r e n t i a t i o n 1 w i l l  mean the r a t e  of  movement of  the 
ca r b ohy dra te  system along i t s  t r a j e c t o r y  ( l e ng th  of  a t r a j e c t o r y  segment /  
time to  t r a v e l  over  the segment ) .  In F igs .  5-7 P a r t  A d e s c r i b e s  the 
th r e e  a c t i v a t i o n  f u nc t i o ns  used and Par t  В the r e s u l t i n g  e f f e c t  on the 
t r e h a l o s e / c e I  lu lose ba l ance .  The e n c i r c l e d  case  ( I I )  r e p r e s e n t s  the 
s t a nd ar d  model,  g iv i ng  o u tp u t  c o n s i s t e n t  wi th  a l l  the a v a i l a b l e  d a t a .
The d iagonal  l i ne s  i n d i c a t e  equal  t ime per iods  beginning  a t  630 minutes 
( c u lm in a t i o n ) .  In the a n a l y s i s  of  t h i s  me tabo l i c  network,  i t  is  of 
p a r t i c u l a r  importance to bea r  in mind t h a t  t r e h a l o s e  s y n t h e s i s  is a 
b imo le cu la r  r e a c t i o n  and is t h e r e f o r e  a fu nc t i o n  of  the product  of  two 
s u b s t r a t e  c o n c e n t r a t i o n s .  In c o n t r a s t ,  the r a t e  o f  c e l l u l o s e  s y n t h e s i s  
is a f un c t i on  only of  the UDPG c o n c e n t r a t i o n .  Thus,  when the l e ve l s  of 
both UDPG and g lu c o se -6 -P  change,  th e re  r e s u l t s  a g r e a t e r  ( p o s i t i v e  or  
neg a t iv e )  e f f e c t  on the r a t e  o f  t r e h a l o s e  s y n t h e s i s  than on t h a t  of  c e l ­
lu lo s e  s y n t h e s i s .
T re h a l o se -6 -P  S y n t h e t a s e : Al though t h i s  enzyme in f l u en ces  the 
f i n a l  t r e ha  lo se /c e  1 1 u lose balance (Fig.  5 ) ,  i t  does not  a f f e c t  the speed 
o f  d i f f e r e n t i a t i o n .  That i s ,  t r a j e c t o r i e s  a re  of  comparable length  and
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TREHALOSE SYNTHETASE
Fig.  5. T r a j e c t o r i e s  (B) d e p i c t i n g  the c o n c e n t r a t i o n s  of  c e l l u l o s e  and 
t r e h a l o s e  fo r  th r e e  a c t i v a t i o n  func t io ns  (A) of  t r e h a l o s e  s y n t h e t a s e .  
The s t a nda rd  c a se ,  I I ,  is e n c i r c l e d .
Table 2.
UDP-glucose c o n c e n t r a t i o n  (mM) as a fu n c t io n  o f  changes in К ( t )  
f o r  t r e h a l o s e  sy n th e ta se
Л М Е CASE 1 CASE 11 CASE 1
690 .25 • 30 .V *
750 . 22 .26 • 30
810 . 16 • 19 .22
oo ■"J о .06 • 07 •07
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UDPG PYROPHOSPHORYLASE
Fig.  6. T r a j e c t o r i e s  (В) i n d i c a t i n g  the c o n c e n t ra t i o n s  of c e l l u l o s e  and 
t r e h a l o s e  fo r  th r ee  a c t i v a t i o n  funct ions  (A) of UOP-glucose pyrophos-  
pho ry lase .  The s t a nda rd  ca se ,  I I ,  is e n c i r c l e d  (Wright and Park,  19757.
the l ines  con nec t ing  s i m i l a r  time po in t s  on the t r a j e c t o r i e s  r ep re se n t  
equal  glycogen c o n c e n t r a t i o n .  An inc re ase  in К ( t )  for  t r e h a lose -6-P 
s y n th e ta s e  lowers the s t e a d y - s t a t e  level  of  the UDP-glucose pool (Table 
2) and s l i g h t l y  lowers the  hexose phosphate pool s i z e .  The r a t e  of  
t r e h a l o s e  s y n t h e s i s  is inc reased  and t h a t  of c e l l u l o s e  dec reased .  The 
f i n a l  t r e h a l o s e  + c e l l u l o s e  c o n c e n t r a t i o n  is not  a f f e c t e d  by the 
r e l a t i v e  r a t e s  of  s y n t h e s i s  of c e l l u l o s e  and t r e h a l o s e ,  but the t r e h a -  
l o s e / c e 11u lose  r a t i o  is inc reased  by high t r e h a l o s e  sy n th e ta se  a c t i v i t y .
UDP-glucose pyrophosphorvIase : As seen in F ig.  6 changes in the 
a c t i v i t y  of  UDP-glucose pyrophosphory lase do not a f f e c t  the speed along 
the t r a j e c t o r y ,  but do a f f e c t  i t s  d i r e c t i o n  and hence the  f i n a l  t r e h a l o s e /  
c e l l u l o s e  r a t i o .  Decreas ing  th i s  enzyme a c t i v i t y  causes  the hexose phos­
phate pools to inc rease  in s i z e  (Table 3 ) ,  t he reby in c re as in g  the r a t e  
of  t r e h a lo s e  s y n t h e s i s .  This a d d i t i o n a l  d r a i n  on the UDP-glucose pool 
causes  i t  to dec rea se  in s i z e ,  but  to an e x t e n t  le ss  than the amount by
222
Tab le  3.
Glucose - I -P  and UDP-glucose c o n c e n t r a t i o n  (mM) as a fu nc t io n  of  changes in 
V ( t )  for  UDP-glucose pyrophosphory lase '
G l u c o s e - 1 -P^ UDP-g 1 ucose
Time Case 1 Case 11 Case III Case 1 Case 11 Case 111
69O .006 .011 .012 • 34 .28 .25
750 .004 .008 .012 .20 .25 .20
810 .002 .006 .01 1 .20 .20 . 14
870 .0006 .002 .011 .08 . 12 .06
bfrom Wright and Park (1975)
2
Glucose-6-P ■ 6 X glucose-1l-P
GLYCOGEN PHOSPHORYLASE
Fig .  7- T r a j e c t o r i e s  (B) d e p i c t i n g  the c o n c e n t r a t i o n s  of  c e l l u l o s e  and 
t r e h a l o s e  fo r  th re e  a c t i v a t i o n  fu n c t i o ns  (A) of  glycogen phosphorylase .  
The s t and ard  ca se ,  I I ,  is e n c i r c l e d  (Wright and Park,  1975).
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which the hexose phosphate pool i n c re as e s .  Thus,  an inc rea se  in the r a t e  
of  t r e h a l o s e  s y n t h e s i s  is seen,  accompanied by a co r respond i ng  dec rea se  in 
the r a t e  o f  c e l l u l o s e  s y n t h e s i s .  The net  e f f e c t  is t h a t  d ec r ea s in g  the 
enzyme a c t i v i t y  bends the t r a j e c t o r y  toward the t r e h a l o s e  a x i s  and 
i n c re a s i n g  the enzyme a c t i v i t y  bends the t r a j e c t o r y  toward the c e l l u l o s e  
a x i s .  The accumula t ion  of t h i s  enzyme dur ing  d i f f e r e n t i a t i o n  is not  
c r i t i c a l  in c o n t r o l l i n g  the r a t e  of  the  r e a c t i o n  i t  c a t a l y z e s  (Wright and 
Gusta fson ,  1972; Wright ,  e_t a_l_., 1968). However, the p res en t  a n a ly s i s  
sug ge s t s  th a t  the enzyme l e ve l s  achieved by 630 min may play  a subsequent  
ro le  in c o n t r o l l i n g  the  co m pe t i t ion  between the s y n t h e s i s  of  c e l l u l o s e  
and o f  t r e h a l o s e  fo r  common p r e c u rs o r  m a t e r i a l s .
Glycogen ph os ph o ry la se : Changes in the a c t i v i t y  of t h i s  enzyme 
e x e r t  s t r o n g  c o n t r o l  over  both the speed of  d i f f e r e n t i a t i o n  and the 
ce I 1u l o s e / t r e h a  lose r a t i o  (Fig.  7)- Both the g l u c o s e - l - P  and UDP-glucose 
pool l e ve l s  a re  a f f e c t e d  (Table 4 ) .  The h igher  the enzyme a c t i v i t y ,  the 
h ighe r  the s u b s t r a t e  l e ve l s  and the h igh er  the t r e h a l o s e  to c e l l u l o s e  
r a t i o .  That i s ,  the b imolecu la r  r e a c t i o n  is f avored by an enhanced level  
of both p r e c u r s o r s ,  on ly  one of  which is used fo r  c e l l u l o s e  s y n t h e s i s .
The s t r i k i n g  e f f e c t  of  phosphorylase  on the speed of  d i f f e r e n t i a t i o n  
sug ge s t s  th a t  a mutant s t r a i n  of  £ .  discoideum which d i f f e r e n t i a t e s  more 
r a p id l y  than wi ld  type (Sonneborn,  e t  a l . ,  1963) may have abnormally high 
enzyme a c t i v i t y .
P re d i c t i o n s  a r i s i n g  from the ana lys es  p resen ted  here  have r e c e n t l y  
been conf irmed ex p e r im en t a l l y .  Harnes and Ashworth ( I97M s tu d i e d  the 
e f f e c t  of the i n i t i a l  glycogen co n t e n t  in an axenic mutant  o f  £ .  d i s c o i - 
deurn on the subsequent  r a t e  of  glycogen breakdown and end product  accumu­
l a t i o n  dur ing  d i f f e r e n t i a t i o n .  C e l l s  wi th  high glycogen co n t e n t  had 
2 - f o l d  h igher  glycogen phosphorylase a c t i v i t y  and h ighe r  l e ve l s  of 
g lu co se ,  g 1ucose-6 -p h os phate and UDP-glucose.  Fur the rmore ,  the se  c e l l s
Table 4
G lucose - 1-P and UDP-glucose 
in Vv ( t )
c o n c e n t r a t i o n  (mM) as a fun c t i on  of 
for  glycogen ph osphory lase '
changes
Time Case 1 Case il Case III Case 1 Case 11 Case 111
690 .014 .011 .008 • 31 .28 .24
750 .014 .008 .003 .30 • 25 . 14
810 .005 .006 .001 .20 . 12 .09
870 .001 .003 .0004 .08 . 12 .03
' f rom Wright and Park (1975 )
2
Glucose-6-P « 6 X g l u c o s e - l - P
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accumulated abnormal ly high l evel s  of  c e l l u l o s e  and t r e h a l o s e ,  wi th  the 
l a t t e r  being f a r  in exc ess .  This r e s u l t  would be p re d ic te d  from our 
model (Fig.  7) • The c h a r a c t e r i s t i c s  of  the axenic mutant were s imu la t ed ,  
and the s t r i k i n g  comparison between the p re d ic te d  and observed values  
(Wright and Park,  1975) s t r o n g l y  sug ges t s  tha t  the 2 - fo ld  inc re ase  in 
s p e c i f i c  a c t i v i t y  o f  glycogen phosphory lase observed in v i t r o  a l s o  
occurs in v i v o , and t h a t  th i s  change a lone is the c r i t i c a l  v a r i a b l e  
c o n t r o l l i n g  the enhanced accumulat ion  of  m e ta b o l i t e s  and end p roduct s .
In s p i t e  of  the f a c t  t h a t  an in c re ase  in the amount of t r e h a l o s e  occ ur red ,  
no change was seen in the a c t i v i t y  of  t r e h a lo s e -6 -P sy n th e ta se  (Harnes and 
Ashworth,  197^)* Had one been obse rved,  the s im u la t io n  ana lyses  in d i c a t e  
th a t  i t  could not occur  in v iv o . The p r ese n t  and previous  s t u d i e s  
(Wright and Marsha l l ,  1971) have shown t h a t  an inc rease  in the a c t i v i t y  
of  t h i s  enzyme would r e s u l t  in a dec r ease in the amount of  c e l l u l o s e ,  
g lu c o s e -6 -P and UDP-glucose (Fig.  5, Table 2) .  For t h i s  r eason,  i t  was 
p r e d ic te d  t h a t  the in c re as e  in a c t i v i t y  of  t r eh a  1 o s e -6 -P sy n th e ta se  found 
in v i t r o  p r i o r  to  cu lm ina t io n  could not r e f l e c t  inc reased enzyme a c t i v i t y  
in vivo (Sa rgent  and Wr ight ,  1971; Wright and Ma rsha l l ,  1971). Another  
example of  using  k i n e t i c  models to  judge the r e l evance of  in v i t r o  da ta  
to the i n t a c t  c e l l  concerns  t r e h a l a s e  a c t i v i t y .  Although t h i s  enzyme is 
a c t i v e  in e x t r a c t s  p repared in c e l l s  accumulat ing  t r e h a l o s e ,  i t  cannot  
be a c t i v e  in v i v o , as the deg ra d a t io n  of t r e h a l o s e  dur in g  i t s  accumulat ion 
would r e q u i r e  a h igher  r a t e  of s y n t h e s i s  than t h a t  observed in vivo 
(Sa rgent  and Wright ,  1971; Wright and Marsha l l ,  1 9 70-  In the case  of 
UDP-glucose pyrophosphorylase ,  the enzyme l e v e l ,  UDP-glucose,  and the 
r a t e  of  UDP-glucose s y n t h e s i s  a l l  i nc re ase  in p a r a l l e l  p r i o r  to  culmina­
t io n .  However, s im u la t io n  s t u d i e s  i n d ic a t e  th a t  the enhanced enzyme 
l evel  cannot  be p r im a r i l y  r e s p o n s i b le  for  the inc reased r a t e s  o f  e i t h e r  
UDP-glucose s y n t h e s i s  or  UDP-glucose accumulat ion  (Wright and Gus ta fson,  
1972; Wright ,  1973; Wr ight ,  e_t a_h , 1968).
P r e d i c t i o n s  such as these  der ived  from the c o n s t r u c t i o n  and p e r ­
t u r b a t i o n  o f  k i n e t i c  models have now been s u b s t a n t i a t e d  ex pe r im en t a l l y  in 
many ins t anc es  (Marsha l l ,  e_t a_K, 1970; Sargen t  and Wr ight ,  1971; Wright ,
1973 ; Wright  and Gusta fson ,  1972; Wright  and Ma rsha l l ,  197 ' ;  Wr ight ,  e_t 
a I . .  I968) .  Such co n f i rm a t io ns  a r e  most encouraging ,  as they v a l i d a t e  
the use o f  dynamic models in the a n a l y s i s  of  biochemical  d i f f e r e n t i a t i o n  
and s t r o n g l y  sugges t  a c l o se  co rrespondence between model behavior  and 
the behavior  o f  d i f f e r e n t i a t i n g  c e l l s .
SUMMARY
Biochemical  d i f f e r e n t i a t i o n  in the c e l l u l a r  s l ime  mold, D i c tyos te  I i urn 
discoideum is d es c r ib ed .  K ine t i c  models of t h i s  system have been con­
s t r u c t e d ,  us ing  c e l l u l a r  m e t a b o l i t e  l e v e l s ,  r e a c t i o n  r a t e s  determined 
in v i v o , and enzyme k i n e t i c  mechanisms and c o n s ta n t s  determined in vi t r o . 
By p e r tu r b in g  these  models ,  i n s i g h t  has been gained as to  which v a r i a b l e s  
(enzymes,  m e ta b o l i t e  f lux)  a re  most c r i t i c a l  in c o n t r o l l i n g  s p e c i f i c  
r e a c t i o n s  e s s e n t i a l  to d i f f e r e n t i a t i o n .  Model e x p l o r a t i o n  has a l s o  led 
to  s p e c i f i c  p r e d i c t i o n s  which can be t e s t e d  e x p e r im en ta l l y .
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COMPUTER SIMULATION MODELS OP GENE EXPRESSION
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1. Introduction
The analysis of large scale systems in biology by means of 
algorithmic simulation has developed to a fruitful tool to 
get deep insights in the internal machinery of dynamic pro­
cesses. It is possible to study the integrative behaviour of 
complex networks, especially in such cases where the types 
of behavior patterns cannot be forecasted intuitively. Map­
ping real systems by adequate algorithmic models [^general 
method in model building and adapting see Bellmann et. al. 
(1974)] using model parameters with very close relations 
to real system parameters, one gets results about (I) 
laws and principles that govern dynamic behaviour of the 
total system on the basis of coordination and interaction 
of subunits, (II) internal key sites (control variables) 
with big control effects on the over-all output, (III) 
tests of hypotheses about the internal structure (struc- 
turaland functional, elements and their interrelations) of 
the system under investigation. Consequently new experiments 
can be proposed. - In this contribution some algorithmic si­
mulation models, realized about a discrete time axis and de­
scribing the processes of gene expression in molecular terms 
are presented. They are models of genetic information pro­
cessing, that are elaborated in the last years [ see also 
model of transcription process in eucaryotes (Bellmann et.al., 
in press) in procaryotes (Neumann, Kreischer, in press),
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model of translation (Knijnenburg, 1974; Knijnenburg,
Kreischer, in press), overall.model of machinery of protein 
synthesis from transcription until the active protein 
(Böttner, 1975), model for evaluation of breeding
methods applicated to genetic populations (Bellmann, 
Dragawzew,inpress ÏJ Here we give an overlook about transcrip­
tion, translation and global gene expression models.
2. Transcription model in procaryotes
The purpose of the regulation model of transcription in pro­
caryotes is to analyse the effect of different types of re­
gulation mechanism on the rate of mRNA synthesis. By this 
model it is possible to give predictions about the behaviour 
of the system under several experimental conditions, e. g. 
analysis of the influence of positive and negative control 
of the transcription rate in the case of polymerase deficite.
A further aim is to detect sensible control points in order 
to change the total behaviour by artificial influences.
A M A  section is called transcriptional unit if
(I) Ш А  section is transcriptable
(II) Ш А  section owns (a) a defined beginning (regula­
tion sequence). The regulation sequence contains 
two parts: promoter region and operator region.
(b) a defined end (end terminator sequence)
(c) one and only one autonomous promoter region 
(in sense of SZYBALSKI)
The cistron sequence consists of one or several cistrons 
(structural genes). Cistrons or groups of cistrons can be 
separatedfrom each other by means of terminators ignored under 
certain circumstances at the transcription.
The class of transcriptional units of the quantity of all 
organization types of transcriptional units was selected 
based on the constructive principle of the "classical" 
operon. The following definition of the prototype is given:
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( I) transcriptional unit with the constructive principle
(a) regulation sequence consists of one promoter and 
one operator.
(b) cistron sequence isn't interrupted by terminators.
(c) end terminator T
(II) transcription is regulated by
(a) negative control realized by operator-repressor- 
inducer-interaction
(b) positive control realized by promoter-CAP-cAMP- 
polymerase-interaction
(c) concentration of the free Ш А -dependent 
KNA-polymerase.
у М Ь Щ ЬIIj__regulation
sequence
IIII
Ci t f ...........  ^K-1H ------------ 1----- 4 -
______ cistron _____
sequence
C* T , --- 0---0 5  OH*
lend I — ! termi]
\ not or 
1 sequence
Pig. 1 a Abstract-ideal model of all possible organization types of transcriptional units
| repressor]
4 I inducer I 
promoter operator cistron z cistron у  cistron а Г ,
-t-------------- 1-------------- 0-----n 5'DNA
RNA 
poly me 
rase
"--1 CAMP I
tun m RNA
Pig. 1 b The lactose operon
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Furthermore acceptances and assumptions are necessary for an 
exact determination of prototype. They will not be explained. 
The model is æ abstract automaton for description of the 
system I (b). 61^  is a MOORE automaton defined on the proto­
type. Cl is a finite, initial aid indeterminate automatons
ftp = v f u ,  Y, Z, A, , Zc ) , where
X = {г 4  = (im>, IREP, ICAP, LAMP, POL)
Y =Df j ®  ^» » • • • » if number of initiated polymerases
Z = Df 0, 1, . .. .  , i"j" number of initiated polymerases 
on the transcriptional unit
A = { A/ . v ]
ralgorithm for -realization
Í : А ^  c (x X Z„ ) 9 t i next state function
Л : a £ « ^ Y output function
7 £• Z : initial state ОIIоN
[1. if IND abolishes the
IND - concentration of inductor = 4 0,
repressor- effect else
I1, if repressor can form
IREP - concentration of repressor= < a complex with opera­tor
LÛ, else
f1f if ICAP is so high
ICAP - concentration of catabolite_„ 
activation system
' that regulation is possible
0, else
f1, if IAMP is so high
IAMP - concentration 
cyclic AMP
of 3', 5'- = that regulation is possible
.0, else
POL - concentration of free Ш А -dependent RNA-polymerase. 
Concentration is given in percentage. POL = 100 
corresponds to the concentration at which the poly­
merases initiate in such a way that they transcribe 
with a minimal distance. If POL < 100 the probability 
of initiation decreases (W 1 ) and the transcrip-
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tional distance between the polymerases is greater 
than the minimal distance.
The number of initial polymerases was chosen as output Y in 
order to determine the rate of KNA synthesis ("external" 
behaviour of system). Number of initial polymerases on the 
transcriptional unit was chosen as state Z
(I) in order to determine the number of complete synthe­
sized mKNA
(II) in order to learn something about the regulation 
mechanisms ("internal" behaviour of system).
The algorithmic simulation model is based on the following 
fundamental parameters;
( I ) average transcriptional velocity of the polymerase 
( II) length of transcriptional unit and its components
(III) minimal transcriptional distance between two neigh­
borring polimerases reached on optimal system condi­
tions.
These parameters can be determined by comparison of the com­
puter simulated results with the experimental results.
( IV) dependence of the initation probability on the con­
centration of free RNA polymerase.
To that end experimental investigations are not yet available. 
Therefore these facts must be estimated indirectly and solu­
tion space can be given by means of computer simulation. It 
is necessary to test this dependence in the experimental in­
vestigations.
In Fig. 2 the kinetics of approach to the steady-state rate 
of the transcription (experimental results) and the predic­
tions computed by the algorithm are shown.
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°/o hybridized
The kinetics of approach to the steady-state rate of lac 
transcription (Adesnik/Levinthal, Cold Spring Harbor Symp. 
on quant. Biol., Vol. XXXV, 1970)
W
tim e of transcription o f
results from Z У A
[se c ] [se c ] [sec]
experim ents 
(Adisniklievinthal ) ~  90 ~120 ~  150
computer
Simulation 97,34 122,33 19-3,75
Pis» X, The kinetics of lac transcription
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3. An eucaryotic transcription model
In a big lot of in-vitro-experiments always typical patterns 
of distinct m-RNA fractions were found(see Lindigkeit et.al. 
1974.). These fractions are characterized by different mean 
lengths of their molecules in terms of sedimentation coeffi­
cients S (5,7,9,11,13,14,17,19,21,23,24,27,29,34 S . Prom 
these results it is suggested that on parts of the transcrip­
tion units special hypothetical structures (transcription 
blockers) are to be assumed. Because discret sets of m-RNA 
molecules were found we have to conclude that the transcrip­
tion blockers are localized in each transcription unit at 
nearley the same site. The blockers have nearly constant 
distances between each other (about 500 nucleotides). They 
give rise to a temporary or final stop of the travelling RITA 
polymerase. Between two neighbouring blockers the polymerase 
may travel without any restriction. Due to the RNA-synthesis- 
stop at distinct blocker sites RNA-chains with discrete 
lengths occur. The blockers now may be partly removed or in- 
activited by application of ammonium sulfate. This is the 
reason why the RNA-molecules synthetized by the travelling 
polymerase become longer and longer in experiments in which 
salt is applicated. The situation may be illustrated by Fig.
3. A DNA-template (i.e. transcription unit) T^  at time t 
with fully acting blocker structures BQ, B^, ..., В  ^is 
considered. During a first time intervall a salt conditioned 
removal of some blockers (as a random process) may happen.
BQ is removed and the polymerase runs up to B^  where it is 
stopped. Until time t^ further blockers are removed (fur­
ther stochastic events) and now it is possible that the 
polymerase is able to pass through up to B^. At time tn a 
seldom event is shown: all blockers are removed and with 
this it is possible to synthesize an RNA-molecule of full 
length.
Supposing
( I) that the removal of the transcription blockers by
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в И Ж в Е в у  1
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0 □  D □ 0 □ 0 D  • -  S ta te  o f Г, (DNA)
m - RNA chain o f  full lenqth T  a t tim e th ■
ALL BLOCKERS REMOVED
АЛЛА. term ina tor sequence
Fig. 3 Scheme of time dependent elongation of a m-RUA molecule synthesized on a single template
salts is a stochastic process realized on each blocker 
site on each transcriptable template and that a time 
dependent blocker-removal-probability-function BRP^t) 
is given (or is hypotheticly assumed),
( II) that estimates of the localisation sites of the
blockers (expressed in terms of S) are available by 
estimates from experiments,
(III) that a time dependent function L(t) describing the
inactivation (lethality)of polymerase is given (or is 
hypothetical assumed), and
( IV) that a start distribution of polymerase on the tem­
plate is given (or is hypothetical assumed)
it may be possible to simulate the transcription process by 
an adequate algorithmic model in order to test hypotheses, 
to propose new experimental designs and to get information 
about the importance of the system elements in the control 
of the process under investigation. We have to chose para­
meter types 1. internal (microscopic) basis parameters Ih, 
by which the real system is characterized and which there­
fore are to be included in the model. 2. phenomenological, 
external (macroscopic) parameters P^  , need to fit the model 
(i.e. the Ih ) on the real system.
As a first step we have to discretisize T in small sections 
of equal length each representing a S unit (about 250 nu­
cleotides) .
T! “ Ä------ 1------ A------ 1-------------------- 1-------------------------- fr~
a = 70 S is a variable value which designates the maximal 
length of messenger molecules to be expected in the experi­
ments. The time needed by the polymerase to travel from
to A^+-] is called tact and depends on the 1. basis para­
meter В 1s velocity of polymerase (VP), i.e. number of syn­
thesized nucleotides per second (e.g. 30).
The 2. basis parameter В 2 is the blocker-position-parameter
235
X - (x1,..., х±,... хъ), estimated from experiments.
A random binary blocker state variable D^Ct) may be defined
now
D±(t)
0, if polymerase is stopped at the ith 
blocker at time t
1, if polymerase is passing the ith 
bloc il er at time t
The 3. basis parameter В 3 is the blocker-removal-probability 
BRP^(t); it is the probability that D^Ct) - 1. The BRP^t) 
are very important variable fuctions being changed in the 
process of model fitting. Their slope is monoton increasing 
or decreasing or maximum function.
The 4. basis parameter В 4 is the polymerase-start-distribu­
tion G = (C0> C.j,...C^. ..C^), where the C^are relative 
amounts of molecules lieing in front of blockers B^.
The 5. basis parameter В 5 is a non-template-parameter. We 
have to consider the ratio of active polymerase during the 
experiment and we define a further random binary variable: 
state of polymerase at time t:
Z(t)
1, if a polymerase is lethal at time t 
0, if a polymerase is not lethal at time t
P1 represents the time dependent KNA-synthesis-function 
KNA(t): total amount of synthesized RNA.
P2 represents the over-all-chain-length-distribution appro­
priate .
b
p(x) z
P1 and P2 are estimable by appropriate experiments.
In Fig. 4 results concerning P2 of a fitted model in com­
parison with experimental results are demonstrated.
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Fig. 4 Observed time dependent chainlengths in the case of 3 ammonium sulfate concen­trations in comparison with computer results.
4. Model of the infection process of OTA-bacteriophage S
This model was elaborated to investigate the inherent regu­
lation mechanisire in a defined OTA-bacteriophage prototype 
system. We hope that this model may serve as an instrument 
to investigate the regulation of genetic information release 
in the course of ontogenesis, using a very small and well 
known transparent biological system. The process of informa­
tion expression is molecule wise adequate mapped in the 
computer algorithm.
m a tu ra tio n  p ro te in  - 
coa t pro te in
p o lym era se
j+ )  RNA with bounded 
mm aturation protein  ♦-  virion assem bly  
complexes |
virions
N
(~)RNA
or
*(+) R N A  —# —* '£ ) RN A
\  Ж  Ж
)
• н  R N A  and (+) R N A
infection ^  , .
^'Пбгоп LysiS
8  tran sla tion  % replication elements changes
— I repression flu y e s
Fig. 5 The RNA bacteriophage replication cycle
Fig. 5 shows the viral system of a definite prototype of the 
RHA-bacteriophage group. The infection process starts with 
the penetration of the parental OTA plus strand in the bac­
teria used by the host cell ribosomes as a messenger. Thus 
phage specific proteins will be produced by expression of
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its three genes of the RNA(+) strand which are maturation 
protein, coat protein, and polymerase.
The polymerase in connection with cell factors synthesize 
an RNA strand using the parental strand as template. This 
complex is called the "replication form" of the viral RNA 
("RF"). The replication product is double stranded RNA. The 
replicating enzyme consists of four subunits one of which is 
the virus coded polymerase. The same replicating enzyme 
accepts minus RNA strands as template by loosing two host 
cell specific subunits. These complexes where the replicase 
is working at complementary RNA strands is called the "inter­
mediate replication form" ("RI"). Here the replication pro­
duct is plus RNA. The plus strands may again be translated 
or replicated or they can go the unidirectional way of virion 
assembly that begins if maturation protein binds to the nas­
cent RNA plus strands. Virion assembly is the process of 
continued binding of coat protein molecules to the assem­
bling complex concerning one molecule plus RNA, one molecule 
maturation protein and the already bounded coat protein mo­
lecules. The assembly ends if the coat consists of 180 pro­
tein molecules. The viral infection process is terminated 
by the lysis of the bacterial cell membrane loosing lots of 
thousands infections particles into the medium. The mathe­
matical model of this system has the purpose to explain the 
integrative overall behaviour of the viral cycle from the 
contribution of the single molecular mechanism. In this sen­
se we want that the model is an aid to test chemicals to be 
worth for repression of viral genoms. Therefore we are to 
copy the single biochemical mechanism and the system ele­
ments. on the molecular level. Thus we define the system 
state as the totality of the numbers of molecules of all the 
system elements shown in the Fig. 6. The possible relations 
between the system elements are collected in an algorithm.
The different types of this relations in the under part of 
the scheme are to be seen. This form of the definition of 
the system state together with the algorithm is sufficient
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to describe the viral system as an autonomous initial auto­
maton without output.
The initial state zQ is characterized by the factum, that at 
the beginning of the infection process the viral system con­
sists of a single molecule parental phage RNA. A is a stocha­
stic algorithm because it describes a lot of random processes. 
Above all the stochastic relates to the binding processes 
(e.g. the binding of ribosomes to plus ENA). The probabili­
ties assumed are based on the real system. Thus 6” is a 
stochastic automaton because it turns over from a given state 
in an other state with a given probability.
I z T ~ A  ° z0 , T* 0 ,л х — I Тит*} XA  ,
T denotes how many times A must be realized by the auto­max
maton. T___ may be selected arbitrary or T will be found 
by the system itself because the process will be simulated 
until lysis. The set of all possible system states Z cannot 
be found completely because of a lot practical and oecono- 
rnical reasons. That can be understand immediately if one 
know that the system includes a large set of different system 
elements taking the time as a basis which is needed by a 
ribosomes translation of one codon as the length of one tact. 
The state declares in each case the numbers of molecules or 
molecule complexes resp. for all these system elements. A 
state change consists of a change of these numbers. It is 
obvious that there are enormous big number of possibilities 
for one state change. In addition to that several pro­
cesses are stochastic. If there are only few participants 
of the reactions it is not possible to operate with expec­
tation values for random events, e.g. the binding of ribo­
somes to ENA. Therefore the single random event has to be 
simulated as a "yes" or "no" decision with a certain proba­
bility for "yes". This kind of the algorithm leads to a real 
Monte Carlo simulation. Through that the run time charged is 
increased, but not overmuch because the random generators 
work very quickly. The very long run times [up to about
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polymerase
Fig. 6 A concrete cut-out of the program plan:formation of intermediate replication complexes
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6 hours by using a computer with 1 million operations per 
second computer (BESM 6) subunit from the complicated in­
terior logic of the model which concerns the functional re­
lations between the system elements nevertheless. The poly­
merase (i.e.actually the active replication enzyme) is able 
to bind themselves to the З'-end of the minus strand of dou­
ble stranded REA and likewise to the З'-end of a single minus 
REA strand or to the З'-end of the minus strand of an already 
existing intermediate replication form (Fig. 6). Elected re­
sults of simulation experiments with this model have the sub­
sequent form.
numbers of virions plaque forming
from: Nathans, D., e t . a l -,
J- Mol. Biol. ,39( 1969) 
279-292
Fig. 7 The results of the computermodel in comparison 
with the in vivo results
In Fig. 7 a comparison between in vivo and computed curves 
is possible. You see that model supplies equivalent results 
in relation to the results of in vivo measurements.
Stochastic deviations between different runs are not larger 
than that ones of the real object. All stochastic devia­
tions of the results may be attributed to the stochastic of 
the defined phage system (not host system) because all host 
cell influences are assumed as to be constant. The diffe­
rences of the computer results from the in vivo results at
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single points lie within the range of real experiments.
In Fig. 8 the results of two different runs are shown. The 
differences are due to the three parameters: binding proba­
bility of ribosomes to the three binding sites of the three 
cistrons.
numbers P = ^  , Q = y ,  /? = j  numbers P - û -  R-1
pig. 8 Two experiments with different probabilities for ribosome binding
The binding of ribosomeswith P to maturation protein binding sites, 
with Q to coat protein binding sites, with R to polymerase binding sites
was simulated.
5. Model of the realization of the genetic information
The first model: we will speak about a compartment model 
characterized by a set of compartments (pools of molecules) 
and a set of transfer functions by which the molecule con­
centrations in the different compartments are changed during 
the process. In the model the whole process of gene expres­
sion beginning from transcription until the activation of 
the protein is described.
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It was developed a model of the control of the realization of 
the genetic information, using a set of nonlinear difference 
equations. The aim of the study is to inquire the laws and 
principles that govern the dynamic behaviour, the coordina­
tion and interaction of subunits of gene expression. Gene ex­
pression means the total process from transcription to active 
protein.
This work is necessary for a causal understanding of the 
complex epigenetic control systems and a systematic interfe­
rence in the processes of gene expression. By the model it 
may be possible to interpret experimental results. Por in­
stance it is possible to get insight in the site of action 
of a chemical agent, which is under test, analysing the mo­
del and comparing experimental curves with theoretical re­
sults, generated by the model.
The study of the dynamic and function of the gene expression 
requires the decomposition of the epigenetic control system 
in elementary subsystems,which represent single protein syn­
thesis pathways. Then, the processes of differentiation and 
development are conceivable as complex overlapping and co­
ordination of elementary processes of gene expression in 
space and time.
The fundamental subunit, we consider, is the pathway of 
synthesis of a monocistronic m-RNA-molecule until the fin­
ished polypeptide (Fig. 9).
Today it is necessary to consider the following levels of 
gene expression, which may be all sites for regulation:
1. level of KNA-synthesis (transcription)
2. level of transport of ENA from the nucleus to the cyto­plasm
3. level of stabilization of ENA by binding of proteins 
(formation of informosomes)
4. level of the formation of activ translatable polysomes
5. level of translation
6. level of irreversible and reversible protein modifica­
tions
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Fig.9 Formalization of a single protein synthesis pathway
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7. level of activiation and inactiviation of proteins, 
caused by conformational changes
8. level of protein degradation.
Some of this regulation levels probable are not relevant in 
procaryotes, but for the eucaryotics 8 levels are to be taken 
into account. The molecular mechanism of the single processes 
are until now not jet fully explained. Nevertheless it is 
possible to study the dynamic consequences of these processes 
(which are all time-consuming and which partly yield new mem­
ory capacity for the cell (e.g. formation of informosomes) 
for the total process of gene expression. By a respective 
choise of parameters one can for instance turn off special 
subprocesses or modify their behaviour in a rigorous manner, 
to get common knowledges for procaryotic as well as for eu- 
caryotic systems. If there are experimental data on the sys­
tem parameters and the topology of interactions of a special 
system it is possible to inspect special questions of gene 
expression and its influence by effector molecules.
We abstract from the special mechanisms and physico-chemical 
details of the single subprocesses for the purpose of their 
formal characterization, considering only their functional 
properties (Big. 10). The change of numbers of molecules is 
not described on the level of single molecular processes, 
but by transfer functions with suitable parameters. Because 
it is in the nature of the processes of synthesis and degra­
dation, we chose the mathematical formulation in form of 
difference equations, i.e. the time is considered as to be a 
discrete variable. With it we simultaneously take into 
account the high complexity of processes of gene expression 
and obtain a reduction of numerical calculations. For the 
same reason all parameters of synthesis and degradation are 
considered as expected values. In that way all other numbers 
of molecules in the system are expected values too. In prin­
ciple however it is possible to take into consideration 
exactly stochastic effects; Monte Carlo simultation is then 
needed.
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Fig. 10 Scheme of realization of genetic information for 
an unit of transcription
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Fig. 11 shows the system of equations, which follows from 
the analysis of realization of genetic information, which 
corresponds to a polypeptide, taking into consideration all 
idealizations, which are founded on the biological system.
The x-j^ (t) (1 = 0,1,...5) and y^Ct) (m = 0,1,2) are the 
numbers of macromolecules of sort 1 or m, which are included 
at the moment t in the j• unit of gene expression.
The xld(t) are the various sorts of ША, which emerge on the
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(1) xc .(t) = F1d(xAj(t-i1;j). xB .(t-i7 .), xc .(t-i8 .), H.)
(2) x1á(t) = Cj - xo . (t - i2 .)
(3) x2.(t) = x1;j(t) -to1d(t) - x1;J(t) -b2 .
(4) x4 .(t) = b1;j(t) .x1d(t) + b2j
C5) x5 .(t) = [T-Zx5d] x5.(t-1)+x4 .(t-i3j)-b3 .(t)x5 .(t-1)
(6) x3 .(t) = ^  [1-ZXJ  x3j(t-1)+x2;j(t)+b3 .(t)x5 .(t)-cx .
(7) yoJCt) (х3 .(Ь-14 .), xA1.(t-i6 .), H1d)
(8) y1;j(t) = djy. Ct-i5J)
(9) y2d(t) = f-Zjj] y2á(t-1) +y1á(t) - cyá
Xij(t) (1=0,1,...5)X number of RNA-molecules of sort
during the moment t
ymd(t) (m • 0,1,2) : number of protein-molecules of
sort m during the moment t
P1-, Pp. - nontinear functions, describing the processes 
of transcription and translation
X.., Хг,., X . - controlvariables of transcription
A j -Bd CJ
X,•, xÄ1. - controlvariables of translation
i^, ... ±q  ^ - delayconstants
H1j, V  V  b1 У  Ъ2Г ЪЗ У  Zx5i ' zxj’ zyj’ h1j’ dj’ cyj 
- various parameters, specifying the processes
Fig. 11 Model equations for the j unit of gene expression
path from the nucleus to the cytoplasm, the ym^(t) on the 
other hand are the various proteins.
The constants (k = 1,2,...,8) are delay constants, charac­
terising the duration of transport processes and the delay of 
action of the control terms , x ^ , x^(transcription), 
xA1j’ ^(translation). The index j (j « 1,2,..., n) at all 
system variables denotes, that it is possible to consider 
simultaneously n fundamental units of gene expression. With 
that all parameters will be vectors of dimension n, specify­
ing the special properties of every unit of gene expression. 
The units can work independently of each other or there is a 
mutual influence and control at various levels.Just this mutual 
influence is a typical feature of the control of gene expres­
sion of viruses, procaryotes and eucaryotes. In the model the 
topology of interactions is determined by coupling parameters. 
They decide, which system variables (usually the protein pool 
y2) of which inait of gene expression i (i = 1...n) act as 
control variables хд^, xB^, x ^  (for transcription) and хд^  
(for translation) of the unit j»The functions and F2  ^
characterize the control behaviour of the transcription or 
translation processes. They are strong nonlinear functions, 
which occur frequently in biological systems (e.g. the 
Michaelis-Menten or Hill kinetics in enzymology).
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They determine the quality of action of the control variables 
Хд, Xg, :cc, xA1 (e.g. repression or induction). One can see 
the high number of variables in each equation and their 
strong nonlinearity, which represents essential properties 
of the biological system.
The strong nonlinearity excludes an analytical solution of 
the equations. As a numerical solving technique was therefore 
chosen the computer algorithmisation, i.e. the simultaneous 
solution of all model equations with a permanent increasing 
time parameter. Thereby it was possible to construct the mo­
del taking into account all essential biological features, 
without the necessity to have regard for analytical solving 
techniques.
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Fig. 12 Experimental and computed results 
(results of Granner et. al. 1970)
Fig. 12 shows the comparison of an exoerimental measured 
kinetic of the induction of the tyrosin-aminotransferase 
(TAT) in experimental growing rabbit-hepatome cells with a
250
theoretical curve, generated by computer simulation. Within 
the bounds of measurability one finds a good correspondence.
Fig. 13 Effect of variation of different parameters in gene 
expressions different rate of Ш А -synthesis (a) and 
protein degradation (b).
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Pig. 13a shows the influence of the average rate of synthesis 
of m-KNA on the shape of the induction kinetic of the protein 
pool and on the value of the stationary number of molecules 
for a unit of gene expression. The average rate of m-RNA 
synthesis (a^) is rised in steps of 5 molec./3 min ( 3 min 
is the length of a tact) to the final values of 20 molec./3 
min. The rate is constant during a single experiment, i. e. 
it is assumed that there does not exist any control by the 
factors Хд, x-g or Xq . In Fig. 13 b the dependence of the 
kinetic of the protein pool from the half life time of the 
protein is shown. The rate of m-RNA synthesis (a^ = 5 molec./ 
3 min.), the rate of protein synthesis per m-RKA ( 5 molec./
3 min.) and the m-RNA degradation rate (z = 0,159) are con­
stant for all curves. One can detect a qualitative difference 
to Fig. 13a. The curves rise about only at 36 min and are 
first very close to each other. The rise of the molecule 
numbers goes on flater than in the curves of Pig. 13a. 
Therefore one can decide, analyzing the qualitative shape of 
a family of curves, wether a parameter of synthesis or degra­
dation was varied. The model results are transferable to the 
real object too. Analyzing experimental measured curves, it 
is possible to get hints, wether a chemical agent influence 
the synthesis or degradation of a protein. Therefore the 
model can be used to interpret experimental results.
Pig. 14 shows the formalized epigenetic network with re­
pression and activation relations of lambda-proteins in the 
early phase of developing of the lambda phage system. The 
resp. kinetics are shown in Fig. 15.
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Fig. 14 Regulation of repressor synthesis (Cr) in bacteriophage Л.
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Fig. 15 Kinetic of the Д  protein pool during the early phase of developement
A B S T R A C T
Pour models of gene expression are described:
(1) Model of protein synthesis in eucaryotes for causal 
understanding of the complex epigenetic control 
systems with an application to information realiza­
tion of Lambda phage. The model is a homomorphic 
picture of the real processes of gene expression 
(transcription until activation of proenzymes).
(2) Model of transcription regulation in procaryotes 
for analysis of the effects of different types of 
regulation mechanisms on the rate of pre-mRNA syn­
thesis with application to the lac operon of E.coli.
(3) Model for analysis of conformation of nuclear chro­
matin and the transcription process introducing 
template and polymerase parameters.
(4) Model for analysis of regulation mechanism of 
genetic information release in a defined RNA 
bacteriophage system of the type.
All models are discrete ones realized by algorithms
for simulation studies.
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