Introduction
Remote sensing time series information is a key component of spatio-temporal data mining, and has particular theoretical and practical value in the mining of massive and/or complicated multi-source remote sensing data. As a result, the modeling of remote sensing time series has become an important topic of research. At present, most of the widely-used remote sensing image time series data are derived from MODIS, NOAA/AVHRR, SPOT/VEGETATION, Landsat, etc., which play important roles in vegetation growth monitoring (Vancutsem et al., 2009; le Maire et al., 2011a; Fusilli et al., 2013) , land cover classification (Verbeiren et al., 2008; Clark et al., 2010; Broich et al., 2011; Klein et al., 2012) , and surface change monitoring (Verbesselt et al., 2010; Salmon et al., 2011; Li et al., 2012) . In the field of microwave remote sensing, SAR imaging can monitor the Earth's surface, irrespective of sunlight and weather conditions, and has a limited capacity to penetrate certain surface objects. It also benefits from multi-polarization, multi-angle incidence, and multi-modality, affording it a unique advantage in monitoring global change, as well as regional resources and environments. Moreover, the ability of SAR imaging to overcome single-image defects make it well suited to marine observation, disaster monitoring, and a range of military applications.
In general, SAR image time series comprise three components: (a) image-level time series, (b) region-level time series, and (c) pixel-level time series. Compared with the image-level and region-level time series, the pixel-level time series retain more original information and detail of ground objects, allowing for effective extraction of surface features and discovery of rules for changes in ground objects. Unfortunately, due to SAR's slant-range imaging, the radiometric intensity value cannot accurately represent the backscattering coefficients of the ground. Given the large changes in phase and radiation characteristics of an SAR target over time, the usual speckling of SAR images, and the regular changes in SAR imaging mode and incidence angle, the accurate acquisition of feature points can be very difficult, resulting in poor image matching. Thus, high-precision radiometric correction and geometric matching play an essential role in the construction of pixel-level SAR image time series.
Unlike optical images, SAR images are acquired by active sensors, and have different imaging principles. They have variable polarization (HH and VV) and different passes (descending and ascending), which can change the intensity value of the same pixel in two different images. Further, a degree of speckle noise is also inherent in SAR images. Optical images and SAR images have a different appearance, and reveal different characteristics of the imaged area. For these reasons, existing registration algorithms for optical remote sensing images cannot be directly used in the registration of SAR images.
To achieve pixel-level SAR image time series, we propose a locally adaptive image matching technique for the high-precision geometric registration of SAR images. A polynomial is used as the geometric constraint model of master-slave image matching, and its parameters are computed to register the masterslave pairs. By analyzing the spatial distribution of the error of each pair, local areas containing large matching errors are divided based on the local clustering of pairs, and a new polynomial is then used to satisfy the local geometric constraint. This is the basic idea of the proposed locally adaptive matching technique. Binary partitioning is employed in the iterative process to gradually adapt to the local characteristics of the ground objects and achieve high-precision geometric registration. In addition, based on this proposed matching algorithm, we introduce a pixel-level SAR image time series modeling method.
build a relationship between the identifier and the image features extracted from the whole image. For instance, Grings et al. (2010) used 14 ENVISAT ASAR images to build time series of image texture features based on a statistical model relating the backward scattering distribution parameter to biophysics descriptors. Ding and Li (2011) extracted the water line of Lake Dongting from 30 ENVISAT ASAR images, and built a time series of the lake surface area by vectorizing the edge of the water body as it fluctuated over time. Based on the Integral Equation Model (IEM), Van der Velde et al. (2012) used 150 ASAR WS images to derive IEM surface roughness parameters and build a soil moisture time series, thereby monitoring land surface conditions for the central region of the Qinghai-Tibet Plateau. These techniques are all image-based, and they extract information from the whole image as variables corresponding to the image acquisition time. The construction of image-level remote sensing time series generally requires high-precision radiometric correction, though high-precision image matching is not strictly required.
Some researchers have managed to extract evolving regions from a series of images, and explore remote sensing time series at a regional level. The region-level remote sensing time series are based on the entire set of feature values for a group of pixels. Blaes et al. (2005) averaged the backscattering coefficient values on a per-field basis using digitized field boundaries, and built a land time series to identify crop types using three RADARSAT images and 15 ERS images. Heas and Datcu (2005) Moran et al. (2012) used 57 RADARSAT-2 C-band quad-polarized SAR images and a set of polygon fields for different crops to build a time series based on the average pixel values within the polygon fields, thereby monitoring the soil conditions of the crops. A region-level remote sensing time series requires a certain degree of precision in radiometric correction and geometry, but geometric precision at the pixel-level is not usually required.
Pixel-level remote sensing image time series are built between attribute values and time identifiers at the pixel level. Each pixel-level remote sensing time series contains discrete descriptions of values associated with a given pixel over time. These series require more precise radiometric correction and geometry than image-level and region-level time series, specifying a total error of less than 0.5 pixels.
Construction of Pixel-Level Image Time Series
Depending on the sensor type, pixel-level remote sensing time series can be divided into optical time series and SAR time series. Original optical images record the reflected radiation of solar radiometric energy by the Earth's surface, requiring a correlation between temporal, spectral, and spatial information. Compared with SAR image series, pixel-level optical image time series are relatively simple to construct using a variety of industrial products, such as MODIS, NOAA/AVHRR, SPOT/VEGETATION, and others. Due to variations in cloud cover, sensor work states, etc., some remote sensing parameters are inevitably lost in the time-space domain (Hilker et al., 2012) . To decrease or eliminate the influence of these losses on the quality of remote sensing parameters, many researchers have reconstructed time series. Zhang et al. (2008) used the Savitzky-Golay filter to smooth out noise in NDVI time series, and reconstructed a high-quality NDVI time series using a Fourier transformation. le Maire et al. (2011b) filtered the time series of 16-day MODIS vegetation indices by excluding pixels with poor NDVI quality and pixel reliability flags. Stueve et al. (2011) applied the vegetation change tracker algorithm to summer Landsat time series stacks. In terms of industrial products, research has focused on the balance between the quality and temporal resolution of remote sensing time series.
Research on the construction of SAR pixel-level time series can be divided into two categories: (a) phase time series interferograms, and (b) backscattering coefficient-based SAR time series. Phase time series interferograms make use of the amplitude information in SAR images to build a pixel-level time series interferogram, an interferometric SAR (InSAR) technology. Research in this area focuses on the identification of the time series point target (Seleem et al., 2011) and deformation monitoring by the time series interferogram (Lauknes et al., 2010; Hooper et al., 2012) . Most research has targeted the phase information of SAR image data; use of the SAR pixellevel time series backscattering coefficient is quite rare.
Before pixel-level remote sensing time series can be constructed, the problem of high-precision image matching must be solved. Many studies associated with image matching have been reported (Cheng et al., 2008; Cheng et al., 2013; Di and Peng, 2011; Wu et al., 2011; Han et al., 2012) . Some researchers have constructed remote sensing time series based on different matching algorithms and software platforms. Martinez and Le Toan (2007) used 20 GPS ground control points to perform geometric registration on 12 JERS-1 images of 20 m spatial resolution. The registration precision reached 1.2 pixels, and was resampled to a spatial resolution of 25 m to build the pixel-level time series. This resampling resulted in a significant degradation in the spatial resolution. Vicente-Serrano et al. (2008) took orthorectified digital aerial photographs as a reference, and conducted geometric registration on a highquality ETM+ image. Control points were then chosen from the ETM+ image and used for polynomial geometric registration of the other 27 Landsat TM and ETM+ images, thereby reducing the coordinate error to within 15 m (0.5 pixels), before constructing the pixel-level remote sensing time series. Huang et al. (2009) described a streamlined approach for producing Landsat time series consisting of an image selection protocol, high-level preprocessing algorithms, and quality verification procedures. The high-level preprocessing algorithms include updated radiometric calibration and atmospheric correction for calculating the surface reflectance and precision registration, and orthorectification routines for improving geolocation precision. Stellmes et al. (2010) built Landsat TM/ETM+ pixellevel time series by performing semi-automatic geometric correction. They used a 2D cross-correlation approach to retrieve a large number of ground control points, and integrated digital elevation data to account for topography-induced distortions. Li et al. (2012) performed geometric registration on the Landsat TM/ETM+ images using the GeoStar 3.0 image-processing software, achieving registration precision of less than 1 pixel. Whittle et al. (2012) conducted geometric registration on 12 ScanSAR images of 100 m spatial resolution, and filtered the speckle noise through multi-channel filtering so that all images could be compared at the pixel level. Lehmann et al. (2013) described the operational methods used for the generation of National Forest Trend time series using an earth-orbital model and a cross-correlation feature matching technique. All of these approaches have resulted in the successful construction of pixel-level remote sensing time series. However, in all cases, the image matching for the construction of time series has used a simple geometric model to constrain the entire image, and local distortion has been ignored. As a result, few methods can be successfully applied to large and complex regions.
Locally Adaptive Matching Technique
The most widely used software packages for performing high-precision SAR image matching are NEST (Next ESA SAR Toolbox) from the European Space Agency (ESA), GAMMA from GAMMA Remote Sensing Research and Consulting AG, and DORIS from the Delft University of Technology, Netherlands. The major processing steps used by these software packages include the confirmation of master and slave images, selection of Ground Control Points (GCPs), estimation of GCP offset, calculation of moving window coefficients, and affine transformation of the registration polynomial. All packages use the same basic matching principle, based on an automatic registration technique for a moving window, to achieve master and slave image registration in the spatial or frequency domain. Automatic registration involves deleting pairs with large errors and retaining those with small errors. Users can improve the precision of the image matching by setting the root mean square error (RMSE) threshold of the matched pairs and the order of the matching polynomial. However, this method depends on a single polynomial equation to restrain the master and slave images, and cannot adapt to errors caused by local distortion. During the iteration process, although matched pairs with large errors are filtered, areas with large errors still participate in the subsequent interpolation of whole-image matching. As a result, this kind of method, while fulfilling general requirements, faces a serious problem stemming from the difficulty of local area registration.
To address this problem, we propose a locally adaptive matching technique. A polynomial is used as the geometric constraint model of the master-slave image matching, and a least-squares technique is used to estimate the polynomial parameters. The master and slave matching pairs are registered based on the estimated polynomial, after which the error of each matching pair and the total error of the whole image matching are estimated. If the matching error is less than some given threshold, we resample the corrected image and perform image matching. If not, the iteration is repeated. During each iteration, local clustering is carried out on matching pairs with large errors, and several local regions are found, as previously discussed in Section 3; an iterative binary partition for local registration is then performed. Of these local regions, that with the largest area is selected, and then the original image is divided into two new sub-images. The local geometric constraint is then satisfied using the new polynomial. The binary partition method gradually adapts the local features and affects whole and local geometric registration with high precision. Our locally adaptive matching technique is illustrated in Figure 1 .
Local Error Point Clustering
Our locally adaptive matching technique assumes a certain number of preprocessing operations: the reading of all images, creation of the image list, setting the master and slave images, and determination of master-slave GCP pairs. These operations are conducted using the NEST software. The basic processing steps of determining the master-slave GCP pairs are briefly introduced as follows (Sansosti et al., 2006): 1. In the master image, a set of uniformly spaced GCPs are first generated by equidistant sampling. 2. For a given master GCP, find the initial slave GCP using geographical position information of the GCPs. 3. Determine the images surrounding the master and slave GCPs using a user-selected window size. 4. Compute the new slave GCP position by cross-correlating the master and slave images. 5. If the row or column shift of the new slave GCP from the previous position is no less than the user-selected GCP tolerance, and the maximum number of iteration has not been reached, then move the slave image to the new GCP position and return to Step 3. Otherwise, save the new slave GCP and stop.
Those GCPs for which the maximum number of iterations has been reached, or whose final GCP shift is still greater than the tolerance, are eliminated as invalid GCPs. Once the valid master-slave GCP pairs are known, a secondorder polynomial is computed using a least-squares method. This maps the master GCPs onto the slave GCPs. This polynomial can be written as:
where X and Y are the row and column coordinates of the master GCPs, respectively, x and y are the row and column coordinates of the corresponding slave GCPs, and c 0 , c 1 , c 2 , c 3 , c 4 ,
, and d 5 are parameters of the polynomial. The polynomial is then used to transform the slave feature points and calculate the RMSE of each master-slave feature point pair. A threshold for the RMSE is set, and feature points with large errors are subjected to the following procedure.
We use the Getis-Ord formula to conduct cluster analysis on feature point pairs with large errors, and determine the minimum bounding rectangle of these feature points for the subsequent binary partitioning of images. To meet the highprecision requirement of the pixel-level SAR image time series, we set the point pair error threshold to 0.5 pixels. For point pairs with an error larger than 0.5 pixels, we build surface grids above the points, and count the error points in each grid. If the number of grids with more than 30 error point pairs is less than half of the total number, the area of the grid can be enlarged. For the convenience of calculation, all surfaces with zero error point pairs can be eliminated before analysis. 
where x j is the error value of j, w i,j is the spatial weight of factor i, j; n is the total number of factors, and The value of Z is a multiple of the standard deviation of the error points. The higher this value, the closer the error points will be. We select the surface grids with the highest scores, and connect them with those that have scores below the threshold using connectivity analysis. We then determine the minimum bounding rectangle of the final area, and use this as the original local rectangular area for the subsequent binary partition processes.
Iterative Binary Partition for Local Registration
To reduce the influence of errors in the above clustering, we introduce an iterative binary partition method to obtain local regions. During partitioning, a rectangle, rather than a triangle, is applied to each local region. Triangular areas are effective for representing local terrain, and have been used by many researchers in hierarchical image matching. However, use of a rectangle ensures a relatively regular geometric shape, even after multiple hierarchical partitions, whereas the use of triangles may result in complicated geometric shapes in local regions. As shown in Figure 2a after two binary partitions, the shape of region B 2 is irregular and complicated. For such shapes, it is difficult to achieve good geometric constraints using a polynomial equation. Furthermore, these complicated geometric shapes result in irregular boundaries, which increase the technical difficulty of the boundary effect processes (discussed in the next section). Therefore, the use of rectangular shapes greatly reduces the technical requirement of the clustering and boundary effects. Figure 2b illustrates the iterative binary partition mechanism for local registration in the proposed technique. The purpose of partitioning is to adapt the local characteristics of ground objects. For point pairs with errors above the threshold (0.5 pixels), surface grids are built based on them. The clustering method previously introduced in the Local Error Point Clustering Subsection is used to find clusters containing large errors and capture them within a local bounding rectangle. Of these local regions, only that with the largest area is selected. We then expand this original rectangle in the horizontal and vertical directions by a step length (2 percent in this study). If the number of error points increases dramatically (by more than 10 percent of the original feature point number), we continue to expand. If the number increases slowly (by less than 10 percent of the original feature point number), we stop expanding and determine the current size of the local rectangle. The original image is then divided into two parts, Image A (inside the rectangle, Step 2 in Figure 2b ) and Image B (outside the rectangle, Step 2 in Figure 2b) .
We regard Images A and B as two new images and determine the valid master-slave GCP pairs for Images A and B using the GCP selection method previously introduced in the Local Error Point Clustering Subsection. Thus, we use two new polynomials based on Equation 1 as their geometric constraint models, and then perform the clustering process again on point pairs with large errors. We then expand the local rectangle as before, and continue with the binary partitioning, dividing Image A into Image A 1 and Image A 2 (Step 3 in Figure 2b) , and Image B into Image B 1 and Image B 2 . The binary partitioning procedure continues iteratively until the local error is less than the threshold. Finally, image resampling is conducted for each local area.
Boundary Effects
Boundary effects refer to the possible overlap, tearing, and intersection of boundaries of adjacent local regions represented by different polynomial parameters. Such effects may occur during the merging process of divided local regions. The following steps enable us to handle boundary effects.
• Step 1: Extend the local regions to generate overlap regions. We expand the original rectangle by a step length (2 percent in our study) to find the overlapping region.
• Step 2: Identify the common boundaries in the overlap regions. A common boundary refers to a line consisting of pixels that have the minimum difference of the geometric error between Local Region A and Local Region B in the overlapping regions. In Figure 3 , Regions A and B are adjacent local regions. First, points C and D, which represent the intersection points of the region boundaries, can be taken as the start and finish points of the common boundary, respectively. The geometric error of each pixel pair in an overlapping region can be calculated according to the corresponding polynomial equations. We can then find the points (Points M and N) that have the minimum difference of geometric errors between Regions A and B. Finally, we connect points C, D, M, and N to obtain the common boundary.
• Step 3: Determine all common boundaries of two regions according to the method in Step 2. In Figure 3 , the value of each pixel on the left of line CMND is assigned using the corresponding value in Region A. Similarly, the value of each pixel on the right of line CMND is assigned using the corresponding value in Region B. Pixels on the common boundaries are assigned the average of the pixel values of Regions A and B.
Procedure for Constructing Pixel-Level SAR Image Time Series
For very large SAR image stacks, we use the batch-processing feature of NEST to construct the pixel-level time series. This uses a parallel process mode. The main procedures are illustrated in Figure 4 .
Step 1: Data Selection and Preprocessing of SAR Image Dataset The preprocessing of pixel-level SAR image time series includes data selection, creation of image subsets and mosaics, updating of metadata, radiometric correction, topographical correction, speckle filtering, and so on. Using the 90 m resolution digital elevation model from the Shuttle Radar Topography Mission, we can calculate the terrain elevation angle. Radiometrically terrain-corrected backscatter observations are derived using the local incidence angle, as described in the ASAR product handbook (http://envisat.esa.int/handbooks/ asar). To preserve the original information in the SAR image time series, no additional speckle filtering is applied. NEST includes a batch function that can perform modular, scriptdriven preprocessing of the image stack.
Step 2: Geometric Registration We conduct high-precision image registration using our locally adaptive matching technique. Selecting a high-quality image as the master image, we perform relative geometric matching on all other (slave) images. The RMS threshold of the feature point is set as 0.5 pixels.
Step 3: Establishment of the SAR Image Listed Files and Parallel Image Data Reading We create a chronological image list, and divide the SAR image block according to the processors on the CPU. Each processor reads each image in order, and extracts the backscattering coefficient value according to coordinate identification.
Step 4: Elimination of Abnormal Values To retain the original SAR image information, the above process does not include image filtering. Large amounts of speckle noise will therefore leave abnormal values in the resulting time series. We sample the typical ground objects and get their backscattering coefficients for all images. The maximum difference of the same ground objects is calculated, and the largest value is chosen as the threshold. We then extract abnormal values above the threshold, and replace them with the average backscattering coefficients of the other time nodes.
Step 5: Write the Pixel-Level Time Series into the Database in Parallel The time series of each pixel generates a single record that is written in parallel to a conventional database, such as Oracle, Microsoft SQL Server, or PostgreSQL, for further analysis.
Experimental Evaluation Study Area
The study area for our experiments is a region of the Pearl River basin in Xijiang, Guangdong Province, China, defined by the following extents: 112.88° to 113.56° East, and 22.22° to 22.90° north (see Figure 5) . Most of the area is flat, with hills appearing in the southwest and middle subregions. Our focal region borders the South Sea in the south, and covers the major counties of Zhongshan and Jiangmen. The area lies within the subtropical monsoon climate zone. Ten WSM ENVISAT ASAR images taken from 2006 to 2008 were selected as raw data. All images conform to the standard 1B product level, with a spatial resolution of 150 m and single polarization (HH or VV). The total area is about 1000 pixels × 1000 pixels. These and other details are provided in Table 1 .
Geometric Precision
A high-quality image taken on 28 September 2006, was chosen as the master image, and all other (slave) images were geometrically registered. Note that each slave image participates in this operation. To ensure that more valid GCP pairs participate in the polynomial calculation, during the registration, about 200 initial GCPs are uniformly spaced according to the master image, and the error threshold of GCP pairs is set to 0.5 pixels. To evaluate the geometric precision of a pixel-level SAR image time series under this modeling method, we manually selected 20 ground check points. These are typical marker points (four corner points of the image and the crosspoints of rivers, as shown in Figure 6 ). Figure 6 shows the spatial distribution of the checkpoints, including 20 cross points (P1 to P20) for geometric precision (Figure 7 ) and 20 triangle points (Q1 to Q20) for the comparison (Figure 10) . We calculated the mean square error (R) of each point for all the slave images as:
where x -and y -represent the longitude and latitude of the control points in the master image, x i and y i represent the longitude and latitude of the checkpoints in slave image i after registration against the master image, and n is 9. The result R gives the geographical coordinates (in degrees) that must be transformed to pixel coordinates (see Table 2 ). The average error of the 20 points in this algorithm was 0.073 pixels, whereas that given by the NEST software was 0.242 pixels. The spatial distribution and average error range of these 20 points are shown in Figure 7 . Contrasting the results, we can see that NEST produces large errors in some points in the local range. This indicates that the locally adaptive matching algorithm proposed in this paper achieves better geometric registration precision than the NEST software.
Curve Similarity
The backscattering coefficient of water in the SAR images is in the low zone, and is relatively stable. To test the curve similarity of the pixel-level SAR image time series, we hand-selected 20 pixels in different areas of water, as shown in Figure 8 
where r represents the Pearson correlation coefficient of the pixel-level time series, n represents the image number of the pixel-level time series, x i represents the backscattering coefficient value of pixel x at time i, and y i represents the backscattering coefficient value of pixel y at time i.
The results of this analysis show that the Pearson correlation coefficients of the 20 pixels' time series are above 0.85. This means that the series has high similarity, indicating that our locally adaptive matching technique achieves high geometric precision.
Construction Result
Our experiment acquires 10 6 time series curves by performing pixel-level time series modeling on the 1000 pixel × 1000 pixel ENVISAT ASAR images. We selected three types of ground objects (water, cropland, and buildings), and extracted time series from 20 pixels, producing the time series graph shown in Figure 9 . From this graph, we can see that water, cropland, and buildings have certain ranges for their backscattering coefficient values. The same kind of ground objects exhibit differences in backscattering when the polarization and incidence angle are different. There is a strong similarity between pixel-level time series curves of the same ground object, so we can effectively extract the corresponding ground objects using the pixel-level time series curves. It is difficult to clarify the difference when using a single or multi-temporal image. At the same time, we can detect changes in ground cover. In this experiment, the pixel-level time series for water have the strongest similarity, followed by those for buildings and cropland, which show relatively weak similarity. These results stem from the backscattering characteristics of the ground objects, as well as the spatial resolution of the selected images; in other words, the influence of mixed pixels.
To compare the final construction results obtained by the proposed technique, we performed image registration and constructed pixel-level SAR image time series using NEST. We sampled 20 pixels on the boundary of river regions to construct their pixel-level time series (see Figure 10) . The distribution of these sampled points is shown in Figure 6 
Conclusions
This paper proposed a locally adaptive matching algorithm to achieve high-precision geometric registration of SAR images. The technique can be used to construct pixel-level SAR image time series. In a series of experiments, the proposed approach achieved strong geometric precision. Given these results, we believe the following conclusions can be drawn: 1. The proposed locally adaptive matching technique can ensure the high-precision registration of pixel-level SAR image time series, outperforming standard NEST software by a significant margin. 2. Our pixel-level SAR image time series modeling method yields a time series curve that can be used to identify ground object types, and has unique advantages in terms of feature extraction, clustering analysis, and change detection.
Further work will focus on developing techniques and algorithms to use the constructed pixel-level SAR image time series in applications such as information extraction, object detection, and change detection. 
