I. INTRODUCTION
In recent decades, automatic facial expression recognition as a branch of artificial intelligence has gained increasing attention due to its wide application in the fields of human-computer interaction, medical treatment and intelligent robot system [1, 2, 3] . Albert Mehrabian, an American psychologist, indicated that facial expression played the most important role in communication [4] . It is considered to be an immediate and natural way of express emotions and intensions from human beings. Therefore, it is a main modality for information exchange in human's daily life. And many open expression image databases and videos have been built for researchers all over the world to do research. The research in the domains of facial expression recognition, interpretation and animation are generated from it.
Recently, many researchers have proposed and accomplished multiple methods or systems for automatic facial expression recognition, which make significant impacts on its development or analysis. A computer vision system was proposed to observe the facial motion through an optimal estimation flow method coupled with geometric, physical and motion-based dynamic models describing the facial structure [5] . A method for natural facial expression recognition based on the minimum number of Gabor wavelet with PCA by SVMs was proposed [6] . Two methods were proposed for expression recognition in facial image sequences using geometric deformation without the texture information through multiclass SVMs [7] . A method for automatically classification of facial images was proposed based on labeled elastic graph with 2D Gabor wavelet representation by LDA after doing PCA on the labeled graph vectors of the training set of images [8] . Ref. [9] proposed a method of automatic facial expression recognition by spatiotemporal descriptors with SVMs. A fuzzy recognition system was proposed by extracting facial features, like mouth, eyebrows, nose and so on as classification vectors for fuzzy interface system to recognize expression [10] . The different AAM and k-NN were used to recognize expression [11] . Ref. [12] presented a framework on multiple manifolds for expression analysis. ICA was employed on facial expression recognition [13, 14] . PCA coupling with feature selection algorithm was used to recognize expressions [15] . Multiple methods of feature extraction and selection were investigated for automatic facial expression recognition [16] . Gabor feature and Local Binary Pattern were used as feature vectors for expression recognition by SVMs [17] . Hence, the methods were different from facial feature extraction or classifier presented by a large number of researchers.
From the previous studies, there are many methods to extract facial features and recognize expressions, which aim at recognizing facial expression from static images or image sequences captured in the video. Many methods have been applied to recognize expressions on the whole face region in the image. However, some face regions are entirely unrelated to expression production, which can be removed from the region without influences on expressions recognition. Thus, the method in this paper is to extract the effective facial regions to improve recognition accuracy and effect by AAM, and recognize expressions through SVMs according to Gabor features.
The application of Gabor filters followed by SVMs in the field of classification or recognition is one of the leading methods in terms of its performance and generality [18] . In this paper, a simple, convenient and effective recognition method is proposed. Facial regions are extracted by AAM based on FACS after detecting faces through Haar-like cascade classifier. Gabor wavelet transformation is applied to represent facial features in the facial regions. At last, SVMs is used to recognize expressions depending on Gabor feature vectors. In Section 2, the method is presented in detail. Experiments and results analysis are described in Section 3. Finally, conclusions are presented in Section 4.
II. FACIAL EXPRESSION RECOGNITION METHOD

A. The Framework of Our Method
The framework of the proposed method is shown in Fig. 1 . After detecting faces by cascade classifier, the facial regions are segmented, extracted and normalized by AAM. Gabor filters are used to characterize facial features as recognition vectors. SVMs is employed to recognize expression through Gabor features.
B. Facial Regions Extraction
In [19] , it described the problem space for facial expression analysis, which included levels of description, transitions among expressions, distinctions between deliberate and spontaneous expressions, reliability and validity of training and test data, individual differences among subjects in facial features and related characteristics, head orientation and scene complexity, image characteristics, and relation to other non-verbal behavior. The reduction of the influences of condition (like illumination), head orientation, and different size of face regions is very necessary before extracting facial features. AAM was a powerful generative parametric model for non-rigid visual objects. Since proposed by Edwards et al [20] , the method has been widely applied in image modeling, alignment, and facial expression recognition and tracking problems [21, 22] . This model handles lighting change, face pose and occlusion effectively [23] . Therefore, it is used to extract and align facial regions before extracting Gabor features.
The correct detection and precise location of a face in still images, image sequences, or videos is a prerequisite for the following parts of facial expression recognition system from previous researches. The cascade classifier is used to detect origin face, which is based on Haar-like features developed last century. The feature prototypes are scaled independently in vertical and horizontal direction in order to generate a rich, overcomplete set of features [24] . Some of these feature prototypes are shown in Fig. 2 . The cascade classifier constructed by these features is fast and precise for object detection.
After detecting face regions in images, AAM is built which coupled the shape and texture of face images [25] . Its building process is shown in Fig. 3 .
Mathematically, the shape of AAM is defined as the coordinate of n vertices composed of facial regions in the image: Each shape vector includes 68 vertices in shape model used in this paper to construct the facial regions, which are mainly around eyes, eyebrows, nose, and mouth. The regions can be divided into triangular mesh by Delaunay triangulation division according to the landmarks.
The texture model is built by piecewise affine warp to project the original images into the mean shape based on the triangular mesh. The implementation of piecewise affine warp is illustrated as Fig. 4 .
Given the pixel According to the piecewise affine warp, x can be calculated by: (2), (3), (4):
The shape and texture models of AAM are as follows, respectively:
where 0 s is the mean shape, 0 A is the mean texture in the mean shaped patch, 
C. Gabor Wavelet Transformation
After facial regions extraction using AAM, the next step is facial feature extraction to produce feature vectors. Gabor wavelet transformation is applied to obtain facial expression information for recognition. Since Gabor responses own the property similar to the 2D receptive field profiles of the mammalian cortical simple cells in spatial locality and orientation selectivity [27] , they have been applied for local feature representation within a pure computer vision context.
Gabor filter is a Fourier transformation enveloped by Gaussian function, and Gabor wavelet representation makes use of Gabor filter to be the basic wave to extract facial features in different scales and orientations in the face image [28] . The 2D Gabor wavelet transformation is described as follows:
is the location in the image coordinate, and υ μ κ , is defined as: , the image transformed after Gabor filters by the convolution is:
In (8), parameters
, and 2 = f are applied, and scale υ is chosen from 0 to 4, and orientation μ from 0 to 7. So, a feature vector is formed based on facial regions image by forty filters after concatenating each convolution image.
The forty Gabor filters consist of Gabor bank. Then Gabor filters, the number of which is below forty, are called partial Gabor filters in our work. The amplitude of sample images after feature extraction with scale 2 of orientation 1 and 4 are shown in Fig. 7 . It is shown that Gabor filters extract eyes, nose and mouth features on the face which contain the main facial expression information.
D. Facial Expression Recognition Based on SVMs
SVMs, as a linear model for classification proposed by Vapnik et al based on the statistical theory [29] , can be used for classification as a popular machine learning method. It is applied to the fields of classification, regression and objection detection for its simplicity, effectiveness and reliability [30] . Then SVMs is used to recognize facial expression for its advantages that it can solve the problems of small amounts of sample sets learning and overfitting in a better way proved by a large number of researchers after extensive studies.
In the two-class of linear classification, given the training sample set { }
belongs to two classes, indicated by 1 and -1. Then, the data set is written as:
Here is:
Thus, the discriminant function is expressed as:
The goal of SVMs is to seek the optimal decision boundary, which maximizes the distance between the boundary and the nearest data among the two sets. The distance is called margin shown in Fig. 8 
The maximal value is obtained from (12) by computing the minimal value 2 w . In order to solve the optimal value conveniently, the optimal problem subjected to the correct classified condition is described as follows after introducing Lagrange multiplier: it is under the constraint:
In nonlinear separable space, the data can be mapped into linear space by the kernel function to perform linear classification as above shown in Fig. 9 . There are three kinds of kernel functions widely used in SVMs, including polynomial kernel, Gaussian kernel, and sigmoid kernel. In our work, Gaussian kernel is used. The kernel function is expressed as: 
III. EXPERIMENT ON THE METHOD
A. The database Description
The JAFFE and Yale database are used to evaluate and validate the method. The first database, proposed by Japan Advanced Telecommunication Research Institute International, contains 213 facial expression images, which correspond to ten female Japanese, and each person posed seven predefined facial expressions. There are anger, disgust, fear, happiness, neutral, sadness and surprise. AN, DI, FE, HA, NE, SA and SU are used to represent these expressions in the confusion matrices of classification. Each expression of one person has 2 to 4 images. Several experiments to evaluate our method are performed in the following part. Ten-fold cross validation, different group test, and independent subject experiments on JAFFE are carried out for facial features of Gabor bank and partial Gabor filters, respectively. The Yale database contains 165 images of 15 individuals with 60 facial expression images, and each person providing four images with expressions of normal, happiness, sadness and surprise. Since the number of images in Yale database is relatively less, only the independent subject experiment with Gabor bank is performed to evaluate the method, and the average rate is reported.
B. Ten-fold Cross Validation
The data set are partitioned randomly into ten groups, each of which is roughly equal to the number of each subject. Nine groups are used to train SVMs classifiers, while the remaining one is used to test. Each group is used as a testing group in turn. Ten-fold cross validation is done, and the average rate and their confusion matrices of classification are represented. Meanwhile, rates of other methods for facial expression recognition and the proposed method are shown in Tab. 1. The later is better than other methods from the experiment results.
Tab. 2 and Tab. 3 show confusion matrices of classification for R = {1, 3}. Expressions of anger and surprise can be recognized better for R = 3 than R = 1. But for R = 1, happiness is recognized preferably. Neutral and sadness are recognized in the lowest rate for R = {1, 3}. Sadness for R = 1 is apt to be confused with other expressions in varying degrees except surprise.
C. Different Group Test
In this part, four subsets with different number of testing samples are randomly selected from JAFFE database. Each subset is composed of ten groups, and the number of each group is 15, 20, 25 and 30 samples. The rest of samples outside the test group are applied to train. It is called the group test here. The results of features with Gabor bank and partial Gabor filters are shown.
The group recognition rates with Gabor bank used to extract facial features for R = {1, 3} are shown in Tab. 4. The best result is on the first subset with 15 samples for R = 3. The worst result is on the third subset with 25 samples. The highest and lowest rates are 100% and 80% respectively, which appeared on some testing groups of 15 and 20 samples for R = {1, 3}. From the outcomes, the proposed method performs better by contrast with R = 1.
Confusion matrices of recognition rate for R = {1, 3} are summarized in Tab. 5 and Tab. 6. The highest and lowest rates are 96.2% for anger and 82.2% for happiness in R=1, and 99.3% for surprise and 81.5% for happiness in R=3. The error rate of happiness being recognized as neutral is high and almost all expressions are recognized as sadness except surprise. Usually, happiness is represented as eyebrows slightly bent downward, and angulus oris pulled upward as sometimes showing teeth. The smaller amplitude of movements on face feature, the more difficulties of expression recognition there are. Therefore, some images of happiness are extremely similar to neutral. Sadness is described as inner corners of eyes and eyebrows upward with the later wrinkling together, and corners of the mouth pulled downward accompanying trembling sometimes.
There are subtle distinctions between sadness and other expressions, such as disgust, neutral, and happiness. It is hardly to be recognized by human beings from human vision. So it is quite difficult to be classified for machine learning. Expressions of anger, fear and happiness are better distinguished for R = 1 than R = 3, while the rest of four expressions are recognized more effectively for R = 3. The reason is that the AUs with relation to these expressions are concentrated on lower eyelids and regions among two eyebrows, some information of which is removed when extracting facial regions for R = 3.
Average recognition rates of all subset for R = {1, 3} with different partial Gabor features and their average rate are shown in Fig. 10 . These partial features are obtained by Gabor filters with one scale with eight orientations and one orientation with five scales. Horizontal coordinate represents the type of Gabor filters used to extract facial feature. From 1 to 8, they describe Gabor features as five scales with one orientation from 0 to 7. The rest of ordinate values describe features as eight orientations with one scale from 0 to 4.
From the overall results of group test, it can be seen that the rate for R = 3 is higher than for R = 1, which is obvious to correspond with the previous part of this part. Orientation 5 and scale 2 have more impact on expression recognition compared with the rest of Gabor features.
D. Independent Subject Test
In this part, the experiment of independent subject is performed, which uses one subject to test and the rest of subjects to train. The names of ten subjects of JAFFE database are KA, KL, KM, KR, MK, NA, MN, TM, UY, YM, which are represented by the numbers 1 to 10 with the number of 23, 22, 22, 20, 21, 21, 20, 21, 21 and 22, respectively. The number of each subject from Yale database is four, which contains 15 subjects with four expressions, glasses and mustache.
Expression recognition rates based on Gabor bank and texture for R = {1, 3} are shown in Fig. 11 , where GR = {1. 3} represents facial expression recognition using Gabor bank, and TR = {1, 3} is texture features for R = {1, 3} respectively. The best result comes from subject 3 with GR = 3, while the worst one appears on subject 7 for GR = 1. There is little change on subject 7 around mouth, eyes and eyebrows, which shows expression by changing their position and texture in the face. Subtle expression is more difficult to be classified not only by human in the real world but also for pattern classifiers. It is obtained that the recognition rate for GR=3 outperforms 1 except subject 9. The recognition rate using texture features for TR = 1 is higher than 3 except subject 1 and 2. The recognition accuracy on subject 2 for TR = 3 is the highest among texture features. So, feature extraction is a pivotal part in the process of facial expression recognition.
Confusion matrices of classification for R = {1, 3} are shown in Tab. 7 and Tab. 8. The means of AN, DI, FE, HA, NE, SA and SU are same with the above part. The recognition effect of anger and happiness is robust for the same rate of different facial regions. Anger is recognized as three other expressions, containing neutral, sadness and disgust for R = 1, but including the three expressions in addition to fear for R = 3. Happiness are recognized as expressions of fear, sadness, surprise and neutral for R = 1, but it only predicts neutral and surprise for R = 3. The rest of expression recognition rate for R = 3 is higher than R = 1 with the difference from 6.2% for fear to 16.7% for surprise. It indicates that the method proposed here is more effective for independent subject experiment from independent subject test.
The recognition rates of partial Gabor filters are shown in Fig. 12 and Fig. 13 for R = {1, 3}. The mean of horizontal coordinate is the same with the above part. The results show that some of partial Gabor filters perform better than Gabor bank, like on subject 1 in orientation 0 and subject 5 in scale 2 for R = 3. Partial Gabor filters with scale 1 and orientation 7 for R = 1 and scale 0 and orientation 4 for R = 3 have more discriminating information in the light of experiment results than other Gabor filters, which raise useless recognition features.
Independent subject experiment on Yale database is carried out with features of Gabor bank, and the average rate is reported for the small number of samples in this data set. In Tab. 9 and Tab. 10, recognition rates and confusion matrices for R = {1, 3} are shown. In this experiment, the average rate of facial expression recognition for R = 1 is higher than R = 3 with 1.66%. Based on the results, it is noted that the accuracy for expression normal for R = 1 is better than R = 3, while the remaining ones are the same with different error rate. For R = 1, happiness and surprise are only recognized as sadness and normal, respectively. But they are recognized as surprise and sadness severally for R = 3. The highest error rate of normal is 26.67% for R = 3 as expression sadness, and the one of sadness is 40.0% for R = 1 as normal. As the experiment on JAFFE data set, sadness is more difficult to recognize compared with the remaining expressions for the subjects expressing sadness. 
E. Results and Analysis
From all the experiment results, it is shown that the proposed method is effective and available. By comparison the methods of face feature for R= {1, 3}, its computation amount and accuracy are preferential. Overall, the recognition rates of surprise and neutral are much higher. Based on FACS, various AUs combinations raise countless expressions by moving mimetic muscles under the corresponding skin covering the face. Hence, different extractions of facial regions composed of AUs cause different recognition effects.
It illustrates that some features on the basis of test results for partial Gabor filters become noise to disturb facial expression recognition. Importantly, it is to extract effective features and reduce the noise for diverse representation features by selecting features of stronger recognition ability. Facial features are characterized by countless scales and orientations, which are selected by human visual system to understand information conveyed by expressions from different expressers. But Gabor features are only used to describe them in a certain number of scales and orientations for consideration of computation amount and time. Therefore, some subtle facial changes are hardly to be sensed in real-life situation from machine learning. Since some expressions are produced by associated motion of eyes, eyebrows or other parts in the face, directions and amplitudes of their motions are unpredictable.
IV. CONCLUSIONS
In this paper, a novel method of automatic facial expression recognition is proposed using SVMs with Gabor wavelet transformation based on AAM according to FACS. The goal of this approach is to recognize expression effectively and conveniently on effective expression regions to maximum extent by extracting facial regions from the whole image. In addition, facial regions are extracted and normalized to reduce influences of face pose, illumination and different size of face regions by AAM. It is helpful to extract features of key facial parts using Gabor filters for its property of much greater simalarity to human visual system. Finally, SVMs is applied to obtain highly-efficient performance with small sample datasets.
To evaluate and validate this approach, a amount of experiements are done on JAFFE and Yale datasets. Rates and confusion matrices for classification are shown. The rate as high as 100% is obtained using this method. Expressions of happiness and surprise are recognized commendably. The experimetal results indicate that it is more effective and reasonable than the whole face region and other methods for expression recognition. The accuracy and effect are acceptable and satisfied, and it can be applied to human-computer interaction or other aeras of artificial intelligence.
Through deep studies on this method, its feasibility and high performance have been verified and many meaningful factors are found to make recognition effect better. Firstly, it is critical to extract facial expression information by means of Gabor filters with much better discrimant function and enhance its ability to descibe features on the primary regions producing facial expression. Secondly, other methods of expression features extraction for similar and subtle expressions is needed to combine Gabor features in order to boost distinguishable performance. The last one is to extract AUs of expression production presicely from shape and texture for acquiring more accurate expression information and acknowledges. 
