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The objective of this study was to develop and test 
statistically justifiable methods of estimating logging 
residue in cutover areas of northeastern Ontario. Two 
sampling designs and ten sample units were chosen and tested 
using computer simulation in both finite and infinite sample 
frames for six cutovers with merchantable residue. All six 
populations showed clustered spatial distributions. Degrees 
of clumping were strongly related to residue density rather 
than cutover type. Precision of estimating residue volume 
was poorer than that of estimating residue density. 
Measuring butts only on plots or narrow strips resulted in 
poor estimation of residue density because of void sample 
units. Measuring partial logs or using transects achieved 
higher precision of estimation. A circular transect design 
was developed for avoiding biased estimation caused by 
residue orientation. The use of circular transects resulted 
in better estimates than double or triangular transects. 
Systematic sampling using randomly oriented transects is 
unbiased but gave no advantage over simple random sampling. 
Random sampling with poststratification using circular 
transects and simple random sampling measuring partial logs 
on narrow strips are two alternatives to single line transect 
methods. However, none of the above methods could provide 
precise estimates of residue pieces per hectare for cutovers 
with low densities of residue. The reliable minimum estimate 
method could apply to residue inspection in certain low 
density cutovers, but no satisfactory results for cases with 
very low density of residue (less than 17 piecesper hectare) 
occurred. Alternate methods of assessing stumpage aimed at 
eliminating the problem of residue should be investigated. 
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CHAPTER ONE: INTRODUCTION 
THE PROBLEM 
The expansion of the world population is increasing the 
pressure on forests for wood-derived products and forest land 
for agriculture and other uses. Fibre shortages in certain 
markets and fire hazards on cutovers demand better 
utilization of forest products. 
The concept of the merchantable stem has changed over the 
decades (Hakkila,1989). Yesterday's residue has often become 
today's raw material. Traditional forest inventory often 
recognizes only that part of a tree which is useful to forest 
industries (Hakkila,1989). Therefore, to meet the changing 
concept of forest residue, inventory methods have to be 
updated. 
Logging residue consists of unmerchantable tops of stems, 
branches, undersized trees, culls, broken stem parts and 
stumps (Hakkila 1989), and missed merchantable logs. 
Although most residue can be utilized for forest products, 
specific fields of forestry are often only interested in 
particular kinds of residue. For example, a fire manager 
only wants to know how many small combustible pieces of wood 
1 
2 
are left on the ground. Since logging residue can range 
widely depending the quantity of biomass, size and pattern of 
distribution, there should be individual sampling designs 
applicable to the type of information required. 
To determine the degree of utilization on cutovers, the 
Ontario Ministry of Natural Resources (OMNR) has been 
conducting surveys to determine if scaling of residue on 
individual cutovers should be performed and if penalties 
should be levied under Section 26 (Wasteful Practices) of the 
Crown Timber Act (Government of Ontario 1985). Since cutover 
surveys are done at the district level, some problems have 
been encountered on a regional basis with companies who 
complain that different districts apply different utilization 
standards (Anonymous 1991). To alleviate this concern, the 
OMNR has determined that the precision of the survey method 
should be standardized throughout the Northeastern Region. 
The main purpose of a utilization survey, for the OMNR, is to 
determine the number of pieces or volume of merchantable logs 
left on the cutovers after harvest. 
The main methods used in the past for logging residue 
surveys include fixed area plots, line intersect sampling and 
large scale photography (Anonymous 1991). 
A fixed area plot survey is a traditional method for 
forest inventory. It is simple to set up, but does not deal 
easily with logs crossing plot boundaries. The use of fixed 
area plots for residue surveys has proven costly and of 
3 
dubious accuracy (Warren and Olsen 1964). 
The use of large-scale photography for residue surveys 
requires less field work, but needs a large capital 
investment for equipment and skilled people to carry out the 
work (Dendron Resource Surveys Ltd. 1981). 
The line intersect method is up to 70 percent faster than 
plot methods (Bailey 1970) because of the narrow width of 
the plot which leads to reductions in search time (Warren and 
Olsen 1964). This method is suitable for cutovers with many 
small pieces of residues. But, for a cutover with an uneven 
distribution of residue, the method still requires extensive 
field work to achieve high levels of precision (Pickford and 
Hazard 1978). 
Since the pieces of merchantable logs left on the ground 
are mostly due to logger's mistakes, such as timber on the 
edge of designated cut areas or left isolated at the end of 
a day's work when the logger starts a new area the next day 
(Brown 1979), the patterns of the residue distribution vary 
both from cutover to cutover and within individual cutovers. 
Low densities of residue will increase the variation among 
sample plots resulting in low precision of estimation for 
both residue density and volume. Therefore, none of the 
above three methods seems to be suitable for merchantable 
logging residue surveys. 
In 1991, the OMNR applied a "butts only" scale strip plot 
method to survey harvesting residue. With this method only 
4 
those logs whose butt end are located in the strip are 
measured. The butts only method overcomes the problem of 
dealing with logs which cross plot boundaries. Using a long 
narrow strip plot can save search time. Lacking in this 
design were an estimator for precision and expected survey 
costs. 
OBJECTIVES OF THE STUDY 
The objectives of this study are to review the technology 
for conducting logging residue surveys at the small clearcut 
level, to evaluate the relevancy of specific methodologies to 
estimate logging residue classed as infractions of the Crown 
Timber Act, and to develop and test a statistically justifi- 
able method of estimating logging residue in cutover areas of 
northeastern Ontario. Any method found to be acceptable 
statistically should also be practical in application and 
cost effective. 
To fulfil the above objectives, this project compared 
different residue sampling methods in various cutovers. This 
may be done through repeated field sampling, using computer 
simulation on artificial populations or using computer 
simulations on representative real populations (Murchison 
1984). Since field trials are very expensive and time 
consuming, this study used computer simulation methods. In 
order to produce results reflective of conditions to be found 
5 
in northeastern Ontario, the use of real populations was 
desirable. This required data for a set of small, real 
cutover populations. Therefore, to meet the objectives of 
the study, the following work was done: 
(i) Obtaining a set of coordinate data of logging residue 
on various types of cutover sites in northeastern Ontario. 
(ii) Describing the OMNR butts only method which may be 
applicable in northeastern Ontario. 
(iii) Identifying and testing different sampling 
techniques which may provide improved precision of estimation 
through computer simulation. 
(iv) Discussing the sampling precision for each method to 
identify efficient and suitable methods for application in 
the OMNR Northeastern Region. 
CHAPTER TWO: LITERATURE REVIEW 
SAMPLING TECHNIQUES 
Cochran (1977) pointed out that for any but very small 
populations, sampling speeds data collection, reduces survey 
costs, and ensures reliable accuracy compared with complete 
enumeration. The purpose of sampling theory is to make 
sampling more efficient and to develop methods of sample 
selection and estimation that provide, at the lowest possible 
cost, estimates that are precise enough for any specific 
purpose. 
Population and Sample Frame 
The objective of surveying is to examine natural 
populations, but sample designs are usually carried out in 
sample frames consisting of arbitrary rather than natural 
sample units (SUs). Pielou (1977,1979) distinguished between 
natural and arbitrary SUs. Natural SUs are elements that 
occur in discrete segments of habitats while arbitrary SUs 
can be points, lines and various shaped plots which are parts 
of large, continuous habitats, such as trees in a forest 
(Ludwig and Reynolds 1988). 
6 
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A population can be defined as a set of individual 
characteristics of a universe or an aggregate from which the 
sample is chosen (Cochran 1977, Jessen 1978). The 
individuals of a population are of the same kind and differ 
from each other in respect to typical features or attribute 
values (Loetsch et al. 1973). A sample frame is a set of 
sample units, used for performing the sampling operation 
(Jessen 1978). When population units are chosen as sample 
units, the sample frame and the population are identical. 
However, in many practical situations, a given universe may 
conceivably contain a number of alternate sample frames. 
The sample frame could be either finite for 
non-overlapping sample units, such as strips and square 
plots, or infinite for overlapping sample units, such as 
points or transects. The choice of sample frame is an 
important aspect of any sampling design (Jessen 1978). 
With residue sampling, population units are individual 
pieces of residue, while sample units are usually arbitrary 
units: fixed area plots or line transects. The size of 
arbitrary SUs is very important when sampled populations with 
clustered spatial distributions. In populations showing 
clustered distributions, larger units tend to give about the 
same number of individuals per sample unit leading to 
consistent estimation which provides increased precision 
(Ludwig and Reynolds 1988). 
8 
Spatial Pattern of Population Characteristics 
In order to design a good sample frame, it is necessary 
to know the spatial pattern shown by a population. Ludwig 
and Reynolds (1988) summarized others' work and pointed out 
that there are three types of spatial patterns for 
individuals of a population: random, clumped and uniform. 
They also presented three spatial pattern analysis (SPA) 
model types which could be used for detecting the spatial 
patterns: distribution models, quadrant variance models and 
distance models. 
Frequency distribution models are suitable for 
identifying distribution patterns, such as log orientation. 
Pielou (1977) suggested that the Poisson distribution is 
recommended as a model to identify random dispersions and the 
negative binomial for clumped dispersions. When the sample 
size is less than 30 sample units, Ludwig and Reynolds (1988) 
recommended the index of dispersion (calculated as the ratio 
of the variance to the mean) as a test for the agreement of 
the data with a Poisson series. In addition, many indices 
have been proposed to measure the degree of clumping in a 
population, but Green's index appears to be the best because 
it is independent of the total number of individuals in the 
sample (Ludwig and Reynolds 1988). 
Since logging residue spatial patterns are determined by 
both location and orientation, different analysis methods may 
9 
be required to identify each individual logging residue 
piece. Quadrat variance models are suitable for identifying 
the spatial distribution shown by a population. The model 
detects spatial patterns by examining the effects of varying 
the size of arbitrary sample units applied to a population. 
Ludwig and Reynolds (1988) suggested that both two-term- 
local-quadrat-variance and paired-quadrat-variance methods 
were good for detecting clumped patterns. 
The distant model can be used to avoid the problem of 
arbitrary sample units affecting spatial pattern and provides 
a fast and easy survey method for pattern identification 
(Ludwig and Reynolds 1988). Ludwig and Reynolds (1988) 
recommend a "T-square" index of spatial pattern as a powerful 
index of pattern recognition using the distance model. 
Sampling Designs 
To improve sampling efficiency, one often uses 
combinations of multi-level and unequal probability sampling 
methods; for example, sampling with probability proportional 
to the size of sample elements (PPS) (Cochran 1977). There 
are two special cases of two-stage sampling; stratified and 
cluster sampling. When the variance of the first stage is 
greater than that of the second stage, stratified sampling is 
efficient, otherwise, cluster sampling is more efficient (Fu 
and Chen 1979). 
10 
In residue sampling, no matter which sampling method is 
used, the cluster sample rule should be used if the sample 
unit covers more than one population unit or residue piece. 
Jessen (1978) summarized that the choice of selection of 
sample units within clusters is influenced in two ways: (l) 
efficiency of estimation can be increased by putting unlike 
elements together while costs are usually decreased by 
putting geographically contiguous elements together; and (2) 
when costs are ignored, the smaller the size of sample unit, 
the more efficient the unit. But when costs and other 
practical matters are considered, the optimum size of a 
sample cluster usually becomes larger. 
Systematic sampling is another way to improve sampling 
efficiency. Since systematic samples are spread evenly over 
a population, they are convenient to draw and to execute 
(Cochran 1977). However, the precision of a systematic 
sample is greatly dependent on the properties of population 
to be sampled. This method may give biased estimates in 
populations with periodic variation (Cochran 1977). 
COMPARISON OF SAMPLING DESIGN 
Murchison (1984) summarized characteristics of a good 
sample design as having: (1) a clear statement of inventory 
objectives with specification of the precision desired; (2) 
specification of the population, sample frame and method of 
11 
drawing sample units; (3) methods for measuring variables of 
interest; (4) provision of estimators for calculating desired 
estimates based on the sample; (5) high precision; (6) 
unbiasedness, having small bias, or predictable bias; (7) 
simplicity of application; and (8) cost effectiveness. 
To evaluate alternate or new sampling methods, we have 
to apply each method to the same population, analyze the 
results and compare the different methods on the basis of 
their costs and precision achieved. For example, Oderwald 
(1981) compared the precision of point and plot sampling for 
basal area estimation. Yandle and Wiant (1981) compared 
sampling efficiencies of fixed radius circular plots with 
overlap versus without overlap by evaluating variances of 
estimation of the population total. 
As stated earlier, there are three ways to test sample 
designs and sampling methods: (1) field trials, (2) computer 
simulation using small real populations, and (3) computer 
simulation using artificial populations (Murchison 1984). In 
practice, comparison using field trials is often highly 
undesirable because experimentation in real populations is 
unrepeatable due to costs and time limitations (Neelamkavil 
1987). The use of artificial populations is usually limited 
by our knowledge of real population characteristics, and 
therefore the simulation results may be not applicable in 
real populations. Any real, small population is a part of a 
realistic larger population and may be suitable for 
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representing the larger population (Murchison 1984). The use 
of computer simulation in a real population is exactly the 
same as running field trials which could be conducted by 
repeatedly sampling the same real population. Computer 
simulations are far more cost effective than conducting field 
trials. Therefore, considering cost and limited time, 
computer simulation using small real populations is 
recommended for testing sampling designs (Murchison 1984). 
COMPUTER SIMULATION 
Neelamkavil (1987) pointed out that the purpose of 
computer simulation and modelling is to aid in the analysis, 
understanding, design, operation, prediction or control of 
systems, without actually constructing and operating the real 
thing. A simulation can be a controlled statistical sampling 
technique that is used to obtain approximate answers. Thus, 
simulation methods are very useful when analytical and 
numerical techniques are unable to supply exact answers for 
some problems (Lewis and Orav 1989). 
Neelamkavil (1987) further described that simulation is 
similar to laboratory experiments conducted by scientists to 
gain insight into existing theories or to develop and 
validate new theories. It has some limitations such as data 
collection, expense of computer use and validation of 
results. Analysis and interpretation of results from 
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simulation requires good knowledge of probability and 
statistics. Some situations simulated may not be 
demonstrated to be useful until they are implemented in 
practice (Brateley et al. 1983) 
A popular simulation method used in forestry is called 
Monte Carlo simulation. Monte Carlo simulation is performed 
by using an approximate stochastic simulation model of a 
deterministic system (Neelamkavil 1987). It uses repeated 
trials of randomly selected samples from data according to 
specific selection rules (Murchison 1984). 
EVALUATION OF RESULTS 
Two criteria, accuracy and precision, are often used to 
evaluate sampling results (Husch et al. 1982). Accuracy 
refers to the deviation of a sample estimate from the 
corresponding parametric value while precision refers to the 
deviation of the sample estimates from their own mean 
(Cochran 1977, Husch et al. 1982). Precision of a sample 
does not always correspond to its accuracy. The lack of 
accuracy of estimation is called bias. It is possible to 
obtain a precise, but biased estimate due to systematic 
errors (Husch et al. 1982). Therefore, when a population 
mean is known, the accuracy should be considered first for 
evaluating sampling results. 
To compare sampling results from different populations. 
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which may have different mean values, we have to use relative 
accuracy or relative precision. Usually, allowable error or 
relative error represents relative accuracy, while 
coefficient of variation of a sample mean or relative 
standard error represents relative precision (Cochran 1977, 
Husch et al. 1982, Jessen 1978). When the confidence level 
to be calculated, an estimate of the relative precision is 
multiplied by student's ”t" (Loetsch and Haller 1973). 
In forest inventory, sampling estimates are usually 
expressed as a range or confidence interval (Husch et al. 
1982). For timber surveys, the lower limit of the confidence 
interval is often suggested as a reliable conservative 
estimate of the stand parameter of interest, usually volume 
(Husch et al. 1982). This lower bound is expected to 
underestimate the parameter. Dawkins (1957) called this 
statistic the reliable minimum estimate (RME). Since the 
confidence interval is dependent upon sample size, the 
reliability of the RME method is limited by the sample size. 
SAMPLING METHODS APPLIED IN LOGGING RESIDUE SURVEYS 
Fixed Area Plot 
Fixed area plot sampling methods are conventional 
surveying methods which have been shown to be effective for 
measuring small fuels (Brown 1971) and best for areas where 
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the residue is small in size, evenly distributed and not very 
abundant (Hakkila 1989). 
The residual volume on the site and the type of 
harvesting system used have a significant effect on the 
amount of time a plot method takes (Martin 1976). Therefore, 
plot sampling is more manpower intensive than line intersect 
methods (Bailey 1970). Using fixed area plots also leads to 
difficulty in dealing with logs which cross plot boundaries 
(Warren and Olsen 1964). Guidelines must be set for the 
inclusion or exclusion of pieces that cross boundaries 
(Martin 1976). Runesson and Kloss (1982) tried a method 
that excluded pieces on the left boundary and tallied pieces 
on the right boundary to improve plot sampling. If a piece 
crossed both plot-half boundaries, only the length laying 
inside the plot boundary was measured. The OMNR (Anonymous 
1991) used "butts only" scale plot method to overcome the 
disadvantages of logs crossing boundaries in conventional 
plots, and this method loses little accuracy when compared to 
complete enumeration. 
Since plots are arbitrary sample units, their size and 
shape should determine the sample frame. When the population 
is very clumped, larger sample units are desirable in order 
to maintain approximately equal values for all sample units. 
This may lead to better precision of estimation. But Warren 
and Olsen (1964) pointed out that there is no worthwhile 
advantage for altering the size and shape of the plots except 
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that long rectangular plots seemed to sample the pattern of 
distribution for logging residue more adequately and, if 
narrow in width, reduced the searching time. 
Large-scale Photography Method 
Large-scale Photography (LSP) method is an approach 
combining information directly measured from large scale 
aerial photographs (scale of 1:1500 to 1:15000) with data 
collected from a limited amount of field sampling for people 
to assess forest characteristics (Macleod 1981). According 
to Dendron Resource Surveys Ltd. (1981, 1984), the use of 
large-scale photography for residue sampling requires less 
field work and provides results as accurate, or more accurate 
than line intersect and plot methods do. It is suitable for 
surveys in remote and inaccessible areas. The disadvantages 
of this method are that it requires a large capital 
investment for equipment and aircraft, and the use of 
photography also requires highly skilled people. 
The Line Intersect Sampling 
Theoretical Developments 
Warren and Olsen (1964) first developed a line intersect 
residue sampling method according to the idea that long. 
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narrow, rectangular plots were more time efficient than 
square or circular plots. The method produced good precision 
at much lower cost than conventional plot methods but 
required a preliminary test for randomness in the orientation 
of the residue pieces. 
Van Wagner (1968) recognized the advantages of increased 
accuracy and relative simplicity of estimating piece volume 
from intersected cross-sectional areas and gave considerable 
improvements in the theoretical background of line intersect 
sampling. He also computed the maximum bias due to log 
orientation relative to three different sampling line 
systems: one line, two lines at right angles and three lines 
oriented at 60 degrees to each other. 
Brown (1970,1971) extended Van Wagner's development for 
cylinders into a planar intersect method for populations 
containing both cylinders (twigs, branches) and 
parallelepipeds (flat leaves, bark flakes). 
Howard and Ward (1972) examined three patterns of 
sampling (i.e., unidirectional, L-shaped and random) and 
found that the random orientation sample line was best for 
areas where topography and logging create residue orientation 
patterns. The unidirectional pattern of sampling was the 
fastest way for sampling areas with random orientation of 
residue. They also gave a table of sampling intensity 
required to meet various levels of precision. 
Brown and Roussopoulos (1974) further developed the line 
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intersect method to correct biases caused by non-horizontal 
particle angles when estimating volumes of small fuels. 
Their methods are suited to sampling fuel volumes and surface 
areas. 
De Vries (1974) proved that Van Wagner's formula could 
be derived by treating the method as a form of Buffon's 
needle problem (Pickford and Hazard 1978). Meanwhile, he 
gave multi-stage sampling designs for the line intersect 
method. 
Van Wagner (1976) proved that the line intersect result 
based on intersection diameters was the best estimate of wood 
volume on the ground and the fastest possible way to obtain 
the estimate. The use of measuring intersection diameter 
also further simplifies the procedure of the line intersect 
method. 
Meeuwig et al. (1978) applied the line intersect method 
to estimate the volume of crown-wood and standing trees, by 
counting crown projections which intersected the line 
transect. This can be treated as an extension of Buffon's 
needle problem (Uspensky 1937). 
De Vries (1979, 1986) further developed the mathematical 
basis for line intersect sampling and pointed out that it is 
a form of PPS sampling. He even extended the method into 
general theory and used the method to estimate vegetation and 




Along with the theoretical developments of the line 
intersect method, many practical applications have been 
demonstrated since the method was developed. 
Bailey (1970) tested the line intersect method in the 
field in British Columbia. He concluded that reliable 
estimates of logging slash could be made up to 70 percent 
faster using the line intersect method when compared to plot 
methods. 
Martin (1976) found that the line intersect method only 
took one-fifth to one-third the time of the plot method, and 
the accuracy was not significantly affected by species 
composition, harvesting prescription, degree of slope, 
presence or absence of roads or the length of the residual 
pieces. 
Meeuwig and Budy (1981) applied a combination design of 
point sampling and line intersect methods. They found that 
point sampling is generally more efficient than line 
intersect methods. They recommended that point sampling 
should be used whenever practical. However, for situations 
with irregular stem species and poor viewing within the 
stand, line intersect methods had to be used. 
Howard (1981), Howard and Fiedler (1984) and Howard and 
Setzer (1989) used line intersect sampling to estimate 
scattered logging residue and used a separate procedure 
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(Little 1982) to estimate large piles of slash volume. They 
used a standard procedure, which contained 30 200-foot (60.96 
m) lines that were randomly oriented along 45-degree 
azimuths. 
Safranyik and Linton (1987) used line intersect sampling 
to estimate mean density of stumps and mean bark area per 
hectare for stumps. Their work demonstrated wider 
applications of line intersect methods. 
Curran and Thompson (n.d.) carried out a grid-point- 
intercept method for measuring soil disturbance after logging 
in the province of B.C.. Their method is actually a line 
intersect sampling with systematic samples. 
Simulation 
To verify line intersect sampling methods, most 
researchers used field trials. However, Pickford and Hazard 
(1978), and Hazard and Pickford (1986) took advantage of 
computer simulation. They used a computer simulation to 
generate artificial populations of randomly and non-randomly 
distributed and orientated logging residue. They then tested 
simple random line intersect sampling and systematic grid 
line intersect sampling in their 1978 and 1986 studies. 
Pickford and Hazard (1978) found that: (1) for sample 
lines of equal length, population variance estimated from 
repeated trials decreases with increases in total sample line 
21 
length; (2) when maintaining a set level of precision, the 
product of the number of lines times line length is 
approximately constant; and (3) estimates of population 
variance change directly in proportion to changes in mean 
value (volume or pieces) per unit area. 
Hazard and Pickford (1986) compared systematic grid 
sampling with SRS using one, two and three transects with 
systematic and random orientations. They further pointed out 
that: (1) line transects with random orientation produced 
unbiased estimates for both SRS and systematic grid sampling 
using one, two or three transects; (2) for a fixed total 
cost, systematic sampling using two or three lines per point 
is more efficient; and (3) when the total cost and total 
sample length are fixed, using longer length transects (61.0 
m) is more efficient than using shorter length transects 
(30.5 m). 
Problem 
Line intersect methods are unbiased in theory, but from 
a practical point of view, these methods still have some 
problems. Howard and Ward (1972) and Pickford and Hazard 
(1978) indicated that the line intersect methods require 
extensive field work to achieve high levels of precision 
(more than 15 percent). Van Wagner (1982) summarized that 
line intersect methods are simple in theory, but complex in 
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practice. Some factors which affect precision of estimation 
include: non-random piece orientation, slope of pieces in 
relation to the horizontal, non-circular cross section in 
diameter measurements, ground slope and difficulty in 
achieving the required total sample length in small cutovers. 
People have tried various sample designs to reduce the 
piece orientation error, such as random directional lines 
(Howard and Ward 1972, Pickford and Hazard 1978), two lines 
placed at right angles (Van Wagner 1968), L-shaped transects 
(Howard and Ward 1972, Hazard and Pickford 1986), three lines 
at sixty degree angles to form an equilateral triangle (Van 
Wagner 1968, Ley 1984) and at 120 degrees angles (Hazard and 
Pickford 1986), and four crossed lines (Pulkki 1978). But 
random directional lines may be difficult to lay out when the 
line sample is quite long and the use of multiple short lines 
may lose the advantages provided by long narrow plots. 
On the other hand, methods for verifying line intersect 
methods were not without problems. Most work was conducted 
in specific and unrepeatable situations. Few repeatable 
studies used computer-simulated populations (Pickford and 
Hazard 1978, Hazard and Pickford 1986). Real populations in 
northeastern Ontario may not be distributed in the same 
manner as simulated populations. Therefore, computer 
simulation using real populations to further test line 
transect designs may reveal more practical results. 
In addition, there is no evidence of research focused on 
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populations with low densities of residue. Previous 
researchers used fairly large amounts of residue in their 
work, such as 76.4 m^/ha (Van Wagner 1968), 56.0 m^/ha to 
249.3 m^/ha (Pickford and Hazard 1978) and 134.4 m^/ha to 
135.8 m^/ha (Hazard and Pickford 1986). The only study where 
relatively low volumes of residue were sampled was conducted 
by Warren and Olsen (1964). They gave the length of sample 
line required for a 10 percent coefficient of variation when 
sampling in populations with various intensities of waste as 
listed in Table 2-1. 
Table 2-1. Total transect length required to provide 10 
percent levels of variation of estimates for 
various densities of residue. 
Waste density 
(mVha) 14 21 28 35 42 
Total length of 
transects(ra) 3259 2173 1629 1308 1086 
Unfortunately, they did not give the total cutover areas for 
estimating the sample line lengths so that we do not have any 
idea about the sampling intensities used. However, comparing 
the waste density we find that the total sample length is 
inversely proportional to the waste density. This indicates 
that large samples are required for surveys where the amounts 
of residue are very low. 
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Since previous studies have found the line intersect 
method to be much more efficient in residue sampling, there 
has been little interest recently in use of plots or narrow 
strips. However, the information gained from one line may be 
less than that from a narrow strip and the search time in the 
strip may not be increased significantly over that required 
for the line intersect. Therefore, it is time to try some 
different enumeration methods. 
In general, previous authors (Warren and Olsen 1964, Van 
Wagner 1968, Bailey 1970, Howard and ward 1972, De Vries 
1974, Pickford and Hazard 1978, Pulkki 1978, Hazard and 
Pickford 1986) noted that logging residue might be 
distributed in clustered patterns. The degree of clustering 
found in residue populations was not given. For clustered 
populations, stratification of the populations into 
relatively homogeneous strata could lead to increases in 
precision for estimates of residue volumes. Van Wagner 
(1968) suggested stratification by size class (diameter or 
length) of individual residue pieces to increase precision. 
No evidence of stratification of sample units within these 
populations was given in the literature. 
In summary, although it is known that residue amounts are 
important to the precision levels achieved by line intersect 
sampling (Warren and Olsen 1964, Pickford and Hazard 1978), 
sampling in very low density residue populations has not been 
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explored. Sampling requirements in relation to the degree of 
clustering in residue populations has not been adequately 
identified. Finally, the potential gains to be made by 
stratifying residue populations according to density of 
residue has not been examined. These aspects are evaluated 
in this study. 
CHAPTER THREE: PROJECT METHODOLOGY 
Based on the literature review, we know that residue 
surveys have to use sampling methods to save time and costs. 
For developing a good residue sampling method, several 
commonly used residue survey methods and some new attempts 
have to be carried out for comparison. The fastest, and most 
practical and economic way to conduct comparisons is to use 
real cutover populations for conducting computer simulations. 
To ensure the simulation results are unbiased, we have to 
conduct probability sampling in sample frames derived from 
real populations. Since this project attempts to find 
methods for use in small cutover areas at the district level, 
large-scale photography is not preferred. Only ground-level 
survey methods which can be applied during cutover 
inspections will be considered in this study. 
In order to meet the objectives of the project, several 
steps were required. Real population data, within various 
types of cutover conditions, were collected from northeastern 
Ontario for testing different sampling designs. Spatial 
pattern analysis was carried out to identify the differences 
among the cutovers. Computer simulation methods were applied 
for repeated residue sampling using various sampling designs 
and different sample units. Comparisons of precision of 
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estimation for the densities and volumes of residue were made 
between designs. 
DATA COLLECTION AND POPULATION DESCRIPTIONS 
Cutover Type 
Different methods of logging in various stand 
compositions and site types may result in different types of 
logging residue, and its distribution and orientation. The 
clearcut cutover types analyzed in northeastern Ontario may 
be divided into two main categories as shown in Table 3-1. 
Table 3-1. Cutover types analyzed in northeastern Ontario. 
Species Site 
(group) Wet Dry 
Jack pine x W/S 
Black spruce W S 
Note: X means not applicable, 
W means winter season, 
S means summer season. 
Two logging methods were sampled for each combination 
given in Table 3-1, full tree and tree length (Ft/Tl). Thus, 
a total of 8 population types were examined in the study. 
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Data Collect-ina Method 
Recent clearcut cutovers, which were representative of 
the various types to be sampled in northeastern Ontario were 
chosen by the OMNR in accessible areas. 
Within each cutover, a sample area or real population was 
established. The boundary of the population was at least 10 
m from roads and edges of adjacent stands, landings and 
reserves. The exclusion area is shown as the buffer strip in 
Figure 3-1. Residue within the buffer strip and close to 
landings was not expected to be representative of the overall 
cutover conditions and therefore was excluded from the study. 
To include this edge effect would increase the complexity of 
simulation without adding significantly to the understanding 
of sampling techniques. Operationally these edge areas are 
treated separately by OMNR survey staff. The purpose of this 
study is not to investigate the aspects of boundaries or to 
estimate the edge effect, therefore the buffer areas as 
represented in Figure 3-1 were not chosen as the sampling 
areas for simulation. 
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Figure 3-1. Relationship of sample frame and sample unit 
locations within cutovers. 
For each cutover, the location, logging method, season of 
cut, stand type and site type were recorded for population 
classification. The sample area width and length were also 
recorded. A reference point used for developing a Cartesian 
co-ordinate system for mapping and to serve as the start of 
a baseline within each cutover was also established. 
Detailed cutover information was collected according to Table 
3-2. 
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Table 3-2. Form for recording data applicable to each 
cutover. 
CUTOVER: SURVEY DATE: 
CREW: 
SEASON OF CUT: YEAR OF CUT: LOGGING METHOD: 
STAND TYPE: SITE TYPE: 
CUTOVER LOCATION: 
DISTRICT: 
STAND NUMBER: ORIENTATION: 
LENGTH: WIDTH: SLOPE: 
NUMBER OF SUBPLOT: SUBPLOT SIZE: 
CUTOVER MAP (SUBPLOT LOCATION); 
In order to record coordinate data easily for each piece 
of residue found within a cutover, the sample , area was 
divided into 400 m^ (20 m x 20 m) plots. In each plot, every 
sound merchantable piece of residue as defined by the OMNR 
was measured and recorded: i.e. pieces 2.5 m or longer with 
a top diameter greater than 10 cm. The location of the butt 
end and the orientation of each piece were also recorded. 
All standing residual trees which contained one or more logs 
of 2.5 m in length and with a top diameter of 10 cm or 
greater were tallied and recorded, too. All detailed 
residual information was recorded as shown in Table 3-3. 
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Table 3-3. Detailed tally sheet used to record data for 
each 400 plot. 
DATE CREW 
CUTOVER SUBPLOT NUMBER 













= the order number of residue pieces, 
= species code, 
= residue type including: 
LOG > 10 cm top diameter and 
> 5.1 m in length, 
TREE > 2.5m merchantable height 
and > estimated 10 cm top 
diameter, 
PULPWOOD > 10 cm top diameter and 
> 2.5 m in length, 
= Y coordinate to the nearest 0.1 m, 
= X coordinate to the nearest 0.1 m, 
= diameter at breast height to the nearest 
0.5 cm, 
= tree height or log length to the nearest 
0.1 m, 
= diameter at 5.1 meter point to the 
nearest 0.5 cm, 
= top diameter to the nearest 0.5 cm, 
= defects of residue (OMNR 1985) for 
calculating merchantable volume, 
= orientation of small end of log to the 
nearest 2 degrees, 
= other information. 
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Population Description 
Before simulating various sampling methods in the 
different populations, it was necessary to determine the 
biological and statistical characteristics of each 
population. The main characteristics consisted of the amount 
of residue, species, residue spatial pattern and orientation 
of each log. 
The residue species proportions were easily obtained from 
the total amounts for each species. Percentages of the 
species indicated the residue compositions of each 
population. 
since opposite orientations for any piece had the same 
effect on line sampling, residue orientations greater than 
180 degrees azimuth were reduced by 180 degrees. All 
azimuths were divided into groups (6, 12 or 18 degrees) in 
case too few pieces or no residue were counted at certain 
azimuths. The index of dispersion method was then used for 
comparing residue azimuth distribution patterns, and Green's 
index was used to measure the degree of clumping. Formulae 
for computing the index of dispersion (ID) and Green's index 










sample mean of residue density, 
variance of the mean, 
sample size. 
To test the statistical significance of ID, value "d" was 
used when sample size was greater than 29, otherwise a 
Chi-square test was used (Ludwig and Reynolds 1988): 
, (3) 
d = s/2x^ - s/2 (n-1) -1 
where: jd| < 1.96, for a random distribution; 
d < -1.96, for a regular distribution; 
d > 1.96, for a clumped distribution. 
GI varies between 0 for a random pattern of spatial 
distribution and 1 for a pattern showing maximum clumping. 
In order to detect individual residue distribution 
patterns, T-square index (C) was used. The formula for 
computing the index was defined by Ludwig and Reynolds 
(1988) : 
C = 
1 ^ - E w tA (4) 
where; x^ = the line length from the ith sampling 
point to the nearest individual sample 
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element (tree or log), 
Yi = the distance from the individual element 
to its nearest neighbour, lying beyond a 
line drawn through the element and 
perpendicular to the line from the 
sample point, 
N = total number of sample points. 
The value of C is approximately 1/2 for random patterns, 
significantly less than 1/2 for uniform patterns and 
significantly greater than 1/2 for clumped patterns. 
For testing the significance of C, value Z was computed 
as: 
-1 --1 
Z = (C - 0.5) (-^) 2 (5) 
12i\T 
The critical Z value is obtained from a probability table for 
the standard normal distribution. 
In order to detect both residue spatial location and 
orientation, two-term-local-quadrat-variance (ttlqv) and 
paired-quadrat-variance (pqv) were used. Formulae used for 
computing the variances are listed by Ludwig and Reynolds 
(1988) as: 
JV-2fll+l Af+j-1 
TTWV. S ( E (6) 
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the number of individuals in the ith quadrat, 
total number of quadrats, 
block size, i.e., the number of quadrats per 
block, for TTLQV; 
or spacing, i.e., the number of quadrats 
apart from each other, for PQV, 
number of blocks. 
Plots of the variances versus block sizes or spacings 
were drawn to show the spatial patterns of individuals within 
a population. The plots are interpreted as follows; 
(i) variances randomly fluctuate for populations 
showing random patterns; 
(ii) variances tend to minimize and not fluctuate for 
populations with uniform spatial patterns; and 
(iii) variances tend to maximize at particular block 
sizes or spacings for populations with clumped 
spatial patterns. 
SAMPLING TECHNIQUES 
For various populations, different sampling methods could 
be chosen to perform efficient residue surveys. The methods 
of sampling used in this study for testing sampling 
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configurations included SRS, systematic sampling, ratio 
estimates, random sampling (RS) with stratification, RS with 
poststratification and PPS sampling. Since most of the 
methods are standard procedures which can be found in 
statistics text books, only line intersect sampling (a case 
of PPS sampling), RS with poststratification and systematic 
sampling are discussed as follows. 
Line Intersect Sampling 
Line intersect sampling has been considered as a best 
method for surveying logging residue. It was also the 
primary method tested in this study. The sampling rule of 
the method for estimating the volume and number of pieces of 
logging residue using transects was given by De Vries (1974) 
as follows: 
VOL^ (8) 




where: VOLi = volume per hectare of sample line i. 
LOGi = number of logs per hectare of sample line i, 
VOL = average volume per hectare of m sample lines, 
LOG = average number of pieces per hectare of m 
sample lines, 
Li = length of sample line i, 
dj = diameter of sample piece j at intersect point, 
I5 = length of sample piece j, 
n = number of sample pieces, 
m = number of sample lines, 
7T a 3.1415927. 
When the lengths of sample lines are equal, the mean and 
variance of the mean can be estimated by SRS formulae 
(Cochran 1977) as: 
Where: Xi = the volume of residue or number of logs per 
unit area at the ith observation, 
X = the sample mean. 
Otherwise, PPS sampling was used for selecting samples. 
Unbiased estimates of the mean volume or number of pieces of 
residue expressed as a ratio of residue per unit of line, and 
variance of this ratio (Cochran 1977) can be estimated as: 
(12) 
var X (13) 
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m 
X = i? = V (14) 
m 
var X - var R = Ui-RL^)^ (15) 
Where: R = a ratio estimator of the sample mean. 
RS with poststratification 
This project focused on small clearcut areas which were 
in most likelihood cut by a single crew using one logging 
method. This led to uniform areas of merchantable residue 
with no additional variables correlated to residue being 
available before surveys. Therefore multi-stage, multi-phase 
and other higher-order sampling techniques could not be 
applied. Stratified sampling could lead to increased 
precision, but it was very difficult to find factors for 
stratifying the small cutovers. Using residue volume or 
density to stratify the cutover could only be done during or 
after the survey. 
A possible way to solve the problem is sub-population 
sampling. When using the residue volume or density as a 
factor to subdivide the population, only two sub-populations 
exist. One is areas containing residue, while the other is 
void or empty areas. Since only a few merchantable pieces 
were left on the ground, a large number of void plots were 
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sampled by the above methods. If we can precisely determine 
the areas containing residue, stratified sampling should lead 
to higher sampling precision which is almost as precise as 
proportional stratified sampling (Cochran 1977). This 
poststratification method was tested and compared with the 
SRS. 
Systematic Sampling 
Systematic sampling was also tested for comparison. The 
basic methodology is similar to the method used in British 
Columbia for measuring soil disturbance (Curran and Thompson 
n.d.). A sample size of 35, 30 m transects with random 
orientation is recommended by the method. Formulae (12) and 
(13) are used for estimating mean of residue density and 
variance of the mean. This method assumes that randomly 
distributed populations are sampled. 
METHODS FOR SCALING RESIDUE 
Based on the literature review, three methods of 
enumerating residue elements within sample units were 
considered for testing: partial logs, butts only and cross- 
sectional area of intersection. 
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Line Intersect Method 
In the line intersect method, all pieces of residue which 
intersect the sample lines are tallied. If a sample line 
crosses the end of a piece (Van Wagner 1968); (1) tally only 
if the central axis is crossed; and (2) tally every second 
such piece if the central axis touches the sample line 
exactly. Any piece whose central axis coincides with a 
sample line or is perpendicular to the radius of a circular 
sample transect is ignored. The length of each piece and its 
diameter at the intersect point are recorded. Formulae (8) 
to (15) were used for estimating the volumes and density of 
residue, provided one systematic sample is selected from 
randomly distributed population. 
”Butts Only” Scale Using Plots 
A simple way to understand the "butts only" method is to 
imagine that we let all residue pieces stand up and count 
them as we would in a conventional forest inventory plot. 
Therefore only those pieces with the butt end lying within a 
sample plot are counted. Those with butt ends lying outside 
the sample plots are not counted. Formulae (12) and (13) 
were used for estimating the volumes and density of residue 
using the "butts only" scaling method. 
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Partial Logs Scale Using Plots 
This method is also easy to apply. Only the log portion 
lying inside a sample plot is measured. All other segments 
of the piece of residue are ignored. Identifying partial 
pieces of residue lying within square or circular plots will 
increase sampling time. This process may not increase costs 
on narrow strip plots due to expected shorter search times. 
There are no special formulae for the partial logs 
method to estimate volume or number of pieces. Formulae (12) 
and (13) were used to estimate residue volumes and densities 
and their variances. 
SAMPLING FRAME AND POPULATION BOUNDARY 
A sample frame for a finite population of logging residue 
is a set of regular shaped, non-overlapping sample units 
(strips or square plots) within a cutover. The sample frame 
for an infinite population is defined as lines, or other 
sample units allowing overlapping of the units. The 
relationship between a sample space and the sample frame 
contained within the space are shown as Figure 3-1. All 
sample unit locations (i.e. centres) were randomly chosen 
with replacement from the shaded area (Figure 3-1) and were 
at least 1 m from each other. This prevented sample units 
from extending beyond the sample space. The orientation of 
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each sample line was also randomly selected. The width of 
the blank zone, in Figure 3-1, represents one half of the 
length of a sample line or square plot, or the radius of a 
circular plot. 
Since residue located in the blank zone of Figure 3-1 has 
a lower probability of selection than the shaded area, 
changing the width of the blank zone may result in different 
mean values for the same total area. However, for most 
sampling situations, the area of the blank zone will be small 
compared to the shaded area, leading to small differences in 
the mean estimates from alternate sample frames. 
When the residue distribution pattern in a cutover is 
random, the density of residue can be expected to be equal in 
both the blank and shaded areas. In this condition, 
comparisons between sample frames with different shaded areas 
should lead to consistent estimates. 
When comparisons are made between sampling methods and 
sample frames with clustered residue distributions are 
sampled, the different sampling methods will sample different 
sample areas and therefore produce different residue 
estimates. In this case, the sample frames should be 
adjusted to include equal sized shaded areas. This will lead 
to comparable estimates. 
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SIMULATION METHOD 
Monte Carlo simulation methods are often used to obtain 
information on the bias and precision to be expected when 
applying a sampling methodology of unknown characteristics 
within a particular population (Murchison 1984). The method 
can be described as follows; 
1. Define the sample frame for the population. 
2. Select a set of random samples according to the 
selection criteria of the sample rule and compute the sample 
mean and variance. Repeat the process a second time. 
3. Average the two means and two variances, select a 
third set of samples and compute average values of the three 
means and the three variances. 
4. If the difference between the new (based on n random 
samples) and old average estimates (based on n - 1 random 
samples) for the mean or variance varies by more than some 
acceptable limit, select an additional set of samples and go 
to step 3. Otherwise stop the simulation. 
Although simulation is a time consuming procedure, it is 
very useful for estimating the characteristics of an 
unfamiliar sample rule in a particular population. When 
computer simulations are conducted in a set of small, real 
populations, it is not necessary to obtain estimates of the 
characteristics for the populations. However, in this study, 
computer simulations had to be carried out in infinite sample 
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frames, such as those defined by using line transects. 
Therefore, the objectives of the simulation were to: 
(1) estimate the mean and variance for sample rules 
resulting in finite and infinite sample frames; and 
(2) use computerized Monte Carlo methods for repeated 
sampling within these sample frames to simulate field 
trials. 
When the value per sample unit for all members of a 
finite sample frame are known, the effect of sample size on 
the estimation of the mean and the standard error for a rule 
applied to the frame can be calculated. From sampling 
theory, the mean based on random sampling is an unbiased 
estimator of the population mean (Cochran 1977). The 
variance of the sample mean can be calculated according to 
Cochran (1977) as: 







the total number of sample units in the 
sample frame, 
the number of sample units in the sample, 
n/N, and l-f is the finite population 
correction factor, 
the mean of the sample frame, 
the value of the ith observation. 
This formula was used for comparing different finite 
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sample frames within each population so as to decide which 
sample frame had the lower variance of the mean when n and N 
were fixed. 
Simulation within the finite sample frames produced 
estimates for the mean and the variance of the mean when 
estimating residue density and volume. The simulation 
results from the finite sample frames were used as guides for 
defining sample intensity and unit size for simulations 
conducted in the infinite sample frames. Only residue 
density was estimated in the latter case. 
SIMULATION PROCEDURE 
For the finite sample frames, circular plots, square 
plots and narrow strips were considered. The sample size and<^ 
plot size were also varied. This allowed full testing of how 
plot shape and size affect the sampling precision. 
For methods using infinite sample frames, simulations 
were focused on line intersect methods. There were four 
kinds of line sample designs considered in this study: one 
line, two crossing lines, a triangle, and the circumference 
of a circle. The circular line can be treated as a polygon 
whose side lengths are equal to zero. 
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Finite Sample Frames 
1. SRS for square plot 
The plot size was changed in order to find the sample 
unit size which optimized sampling intensity for a particular 
population and met an acceptable level of error (Cochran 
1977). Although the square plot methods are not recommended 
for residue sampling, they can be used for the purpose of 
comparison. 
The SRS estimation formulae (12) and (13) were used to 
compute mean and variance of residue volume and density. 
2. PPS ratio estimation for unequal length strip 
The method can be described as follows: 
(1) Divide the whole cutover into equal width strips 
Which are perpendicular to one easily accessible base line, 
such as a road; 
(2) Record the length for each strip and the total length 
of all strips placed in the sample frame; 
(3) Use list sampling (PPS) based on strip area or length 
to select individual sample strips. The longer the strip, 
the more likely it is to be selected; 
(4) Tally residue according to the butts only or partial 
logs scaling methods within each strip; and 
(5) Use ratio estimation, formulae (14) and (15) with the 
finite population correction factor to calculate the mean 
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volume or density of residue per hectare, and the variance of 
the mean. 
3. SRS for equal length strip 
Define a regular shaped area within each cutover as a new 
population. Divide each new population into equal length 
strip sample units. Select sample strips by the SRS rule. 
Use formulae (12) and (13) with the finite population 
correction factor to estimate mean residue and variance of 
the mean. Sample frames were changed by altering the strip 
width or altering the strip length. Comparisons among 
various sample frames were then made. 
4. SRS for circular plot 
In this study, SRS of circular plots with replacement was 
used. Since sample size is relatively small compared with 
the number of plots in a sample frame, overlapping of plots 
could occur. The mean and variance estimates for the 
circular plots were computed using formulae (12) and (13). 
5. SRS for finite line sample 
Line intersect methods were used for comparison with 
strip sampling. Sample frames consisted of a finite number 
of equal length lines, which were located in the middle of 
the strip plots. Formulae (8) to (13) were used for 
estimation of the mean and variance for this method. 
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Infinite Sample Frame 
The estimates for the mean and its variance for infinite 
sample frames are calculated using formulae (12) to (15)« 
Different configurations and lengths of lines were used 
for analyzing the sampling effects of arbitrary sample units 
which are transects. However, the comparison between the 
methods were all made based on a 30 m line length. All 
possible practical sample shapes that could be tested 
include: 
1. single transects; 
2. two-transects bisecting each other at 90 degrees 
(double transect); 
3. triangular-transect forming an equilateral triangle; 
and 
4. circular transect. 
All transect designs, except the circular one, were randomly 
oriented. 
SAMPLING TRIALS 
Computer simulations used in this study produced average 
results from several thousand repeated sampling runs. These 
results may be expected to differ from the real sampling 
results. In order to find if the proposed residue sampling 
methods were applicable, several computer simulated sampling 
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trials were also conducted. These included SRS (using butts 
only and partial logs plots), SRS and systematic sampling 
(using single, double, triangular and circular transects), RS 
with stratification (using long narrow strips) and RS with 
poststratification (using butts only and partial logs 
circular plots, and using circular transects). In order to 
avoid sampling error, several replications were conducted for 
each sampling method. All computer simulated sampling trials 
were independent of each other. 
ANALYSIS OF RESULTS 
Since different sample frames can be derived from the 
same population by changing the sample design or by altering 
the sample unit size, the sample variance generated by the 
various sample frames can be expected to vary. In order to 
compare different sampling designs and various sample unit 
sizes, a set of standard values of estimation should be used. 
Accuracy of Estimation 
For evaluating sampling accuracy, the maximum relative 




relative error of mean. where: re 
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X = sample mean, 
X = population or sample frame mean. 
This relative error indicates the relative difference between 
the estimated mean and the real mean. If considered too 
large, this item is often called relative bias. It can be 
used for comparisons of sampling methods within and between 
populations or sample frames. 
Sampling Precision 
This study used the coefficient of variation of the 
sample mean (cv) to compare sampling precision among 
populations or sample frames with different means. The 
relative value is calculated by: 
cv = (18) 
xr 
where: Sj = standard error of sample mean. 
The relative precision (Loetsch et al. 1973) for 
estimated mean is defined by: 
rp % = *100 (19) 
X 
where: rp = relative precision, 
t = student's t value. 
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Sampling intensity 
Sampling intensity (SI) or sampling proportion is a good 
value to asses the efficiency of a sample design and a sample 
frame. For example, using 100 0.01 ha sample plots has the 
same SI as using 50 0.02 ha sample plots, but these two 
samples may lead to different estimates for variance. When 
sampling to achieve a predetermined level of precision, the 
smaller SI a method requires, the better the method is. 
Therefore, SI was used in this study for the purpose of 
comparing sampling methods. SI is calculated as: 
where: n = sample size, 
N = total number of sample units in a finite 
sample frame. 
N is known in a finite sample frame and n can be obtained 










the first approximation of sample size n, 
standard deviation of population units, 
allowable error. 
CHAPTER FOUR: RESULTS 
DATA COLLECTION 
Two study areas were located in the boreal forest zone of 
northeastern Ontario. In each, cutovers to be used in the 
study were subjectively selected by the OMNR. Cutovers were 
sampled in Gogama District, where the major species is jack 
pine {Pinas banksamea. Lamb.)(Pj). Cutovers were also 
surveyed in Hearst District, where black spruce (Picea 
mariana (Mill.) BSP.)(Sb) is the dominant merchantable 
species. 
Due to limited budget, time and accessibility of 
cutovers, it was difficult to find all types of cutovers. 
The cutovers surveyed were provided by the OMNR and are 
listed in Table 4-1. 
Table 4-1. Cutover type. 
Cutover Dominant Logging Cut 
Species System Season 
CROTHERS Pj Mechanized^ full tree WINTER 
DUBLIN Pj Conventional‘S full tree WINTER 
PAUDUSH Pj Conventional‘s full tree SPRING 
BANNERMAN Sb Mechanized" full tree WINTER 
GILL Sb Conventional*’ full tree SPRING 
a Mechanized = feller buncher felling and grapple skidder. 
b Conventional = chain saw felling and cable skidder. 
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The total surveyed area is 42.4 ha. A total of 1060 
plots (20 X 20 m) were sampled in 14 areas distributed in 
six different cutover types. Cutover sizes and plot 
distributions are summarized in Table 4-2. 
Table 4-2. Cutover area and location. 











































Totals 42.4 1060 
DATA PROCESSING 
Combined Cutover Data 
Usually, each cutover was logged using only one logging 
method and system in one season, and covered similar stand 
composition. However, sample areas within one cutover may 
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have different amounts and distribution patterns of residue. 
Therefore, before combining sample areas, differences of 
residue species composition and density had to be tested. 
Chi-square tests (Berenson and Levine 1983) were conducted 
for this purpose (see Appendix A). 
Because the Dublin-1 cutover was a few kilometres away 
from the Dublin-2 cutover, these two were not combined. In 
contrast, Paudush-l and Paudush-2 cutovers could be combined 
since they were only divided by a 20 m wide road and were 
only recorded separately for convenience. Cutovers Gill-1, 
Gill-2 and Gill-3 were surveyed in the same area. The Gill-1 
cutover included two obvious types; Gill-la was close to a 
road and did not contain standing trees, while the Gill-lb 
cutover contained many more standing trees. Hence, only 
Gill-la, Gill-2 and Gill-3 cutovers were considered for 
aggregation. The chi-square test for the Gill area indicated 
that there were no differences between cutovers Gill-la, 
Gill-2 and Gill-3. 
The Chi-square test result for the Bannerman area showed 
that only Bannerman-1 and Bannerman-4 cutovers were the same 
type. The combined cutovers for simulation purpose are 
listed in Table 4-3. 
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Table 4-3. Populations for simulation 

























Calculating Residue Volume 
Individual log volumes were calculated using Sraalian^s 
formula (Husch et al. 1982) and standing tree volumes were 
computed with formulae from Honer et al. (1983). 
POPULATION CHARACTERISTICS 
Residue Proportion 
The species symbols used in this study are defined in 
Table 4-4. The residue frequencies classified by species and 
residue type are listed in Tables 4-5a to 4-5f. 
Table 4-5 (a-f) indicate that: (1) the major residue type 
for the Dublin and Paudush cutovers was logs; (2) Crothers, 
Bannerman and Gill-la, 2 and 3 cutovers contained more 
pulpwood than logs and; and (3) the proportions of logs and 
pulpwood were similar in the Gill-lb cutover. 
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Table 4-4. Symbol of some commercial tree species. 
Common Name Botanical Name Symbol 
Jack pine Pinus banksiana Lamb. Pj 
Black spruce Picea mariana (Mill.) B.S.P. Sb 
Poplar Populus L. Po 
White birch Betula papyrifera Marsh Bw 
White spruce Picea glauca (Moench) Voss Sw 
Eastern white pine Pinus strobus L. Pw 
Balsam fir Abies balsamea (L.) Mill B 
Maple Acer L. Ma 
Larch Larix Mill. L 
Eastern white cedar Thuja occidentalis L. Ce 
Table 4-5a. The number of pieces of logging residue found 
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137.7 
Table 4-5b. The number of pieces of logging residue 








224 12 212 174 13 




Table 4-5c. The number of pieces of logging residue 





Table 4-5d. The number of pieces of logging residue 
found in Bannerman-1&4 cutover. 



























































Table 4-5e. The number of pieces of logging residue 
found in Gill-IB cutover. 
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0 24 86 




Table 4-5f. The number of pieces of logging residue 





Spatial Pattern Analysis 
Log Orientation Distribution 
Since there is no residue orientation at certain specific 
azimuths, all residue orientations have to be classified into 
angle groups for detecting log orientation distribution. 
Three ranges using angles of 6°, 12° and 18° were used for 
classifying residue into frequency groups. Clustering 
indices were then calculated for each classification system 
using the index of dispersion and Green's index (Ludwig and 
Reynolds 1988). 
The results of testing residue orientation patterns are 
listed in Table 4-6. In the table, ID is the index of 
dispersion, D is ID expressed as a t-statistic and GI is 
Green's index. The critical value for D at the 95 percent 
confidence level is 1.96. Indices with italics and underline 
indicate clustered distributions according to D being greater 
than 1.96. 
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Table 4-6. Residue orientation frequency analysis for 
three frequency groups. 
6 Degree angle groups 
Total Log Pulpwood 








































1.81 2.71 .003^ 
1.06 .28 .002 
1.05 .24 .000 
1.18 .72 .001 
.47 -2.33 -.003 




12 Degree angle groups 
Log 
ID D GI 
Pulpwood 
ID D GI 
C. 1.01 .13 .000 
D. 1.48 1.25 .003 
P- 1.83 1.97 .002 
B. .88 -.24 .000 
GI 1.15 .47 .000 
















































18 Degree angle groups 
Log Pulpwood 
ID D GI ID GI 
C. 1.19 .50 .000 
D. 1.33 .77 .002 
P. 2.35 2.38 .003 
B. 1.22 .56 .001 
GI 1.54 1-14 .001 


































a. ID = index of dispersion. 
b. D = t-statistic of ID and GI. 
c. GI = Green's index. 
d. c. = Crothers; D. = Dublin; P. = Paudush; 
B. = Bannerman; GI = Gill-1; G2 = Gill-2. 
e. Indices with italics and underline indicate clustered 
distributions. 
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If the residue orientation pattern indices from the three 
angle clustering groups are about the same, the residue is 
assumed to be randomly orientated. Therefore, Table 4-6 
suggests that residue orientation shows random distribution 
patterns in most cutovers. Exceptions to this include a 
relatively low degree of clumping in the Crothers cutover for 
pulpwood, in the Paudush area for total residues, and in 
Gill-2 for all types of residues. 
Residue Butt Distribution 
Indices of spatial pattern distribution using the butts 
only method on six cutovers using the T-square distance 
method (Ludwig and Reynolds are given in Tables 4-7a, b and 
c. In these tables, C is the T-square statistic and Z is the 
C expressed as a standard normal deviate. Table 4-7a shows 
the spatial pattern for the original cutovers. Since 
sampling results are often related to size of a population to 
be sampled when sample size is fixed, using same or similar 
size of populations to test sampling methods is necessary. 
Therefore, all original cutovers were reduced to similar size 
of the Dulbin cutover, which is the smallest population (2.6 
ha). Tables 4-7b and 4-7c indicate the spatial pattern for 
the reduced cutovers. The difference between Tables 4-7b and 
4-7c is that the former contains all species and the latter 
contains dominant species only. 
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Table 4-7a. Results of spatial pattern analysis in 
original cutovers using the T-square method. 
Total Log Pulpwood Sample 
      Size 






















.57 4.36 329 
.55 3.18 371 
.50 -.03 389 
.50 -.04 500 
.51 .52 500 
.53 1.47 244 
Table 4-7b. Results of spatial pattern analysis in reduced 
cutovers using the T-square method. 
Total Log Pulpwood Sample 
      Size 



































Table 4-7c. Results of spatial pattern analysis in 
reduced cutovers with single dominant species 
using the T-square method. 







































a. C = T-square index. 
b. Z = standard normal deviate of C. 
c. C. = Crothers; D. = Dublin; P = Paudush; 
B. = Bannerman; G1 = Gill-1; G2 = Gill-2. 




All italic and underlined indices in Tables 4-7(a-c) 
indicate clumped residue butt distribution patterns. The 
numbers of clustered indices increased from Tables 4-7a to 4- 
7c. This tendency indicates that in smaller cutovers, or 
with lower residue densities, there is more clumping of the 
large pieces of residue. 
When residue butt distribution indices in Tables 4-7(a- 
c) are compared with their cutover types in Table 4-1, no 
relationship between the indices and cutover types can be 
found. 
Residue Distribution 
Considering that any residue piece is defined by its 
location and orientation, two-term-local-quadrat-variance 
(TTLQV) and paired-quadrat—variance (PQV) methods were 
applied to detect the degree of clumping. Figure 4-1 shows 
the results of the quadrat-variance methods using a sample 
strip composed of 5 m square plots. The partial logs scale 
was used for calculating the residue values of the plots. 
64 
TTljQV'Method 
Number of Adjacent Plols 
Sampled per block. 
FOV Method 
Number of Plots between 
Sampled Plots 
Spatial pattern analysis of 
distribution in six cutovers 







Figure 4-1 indicates that: (1) all cutovers had a 
slightly clumped residue distribution; (2) the value of 
adjacent plots were similar; and (3) small mean values of 
residue density generally resulted in small variance 
estimates for this statistic. 
Since the various cutovers showed different mean values, 
direct comparisons of variances may be misleading. Using the 
relative values of coefficient of variation for the means 
will provide more meaningful comparisons. Figure 4-2 is the 
modified results of Figure 4-1. It indicates that the mean 
value (volume or pieces per hectare) for a cutover is a very 
important factor of population variation. For populations 
having the same variance of the mean, a population with a 
small mean will have a bigger coefficient of variation. For 
example, the Paudush cutover showed the smallest and most 
uniform pattern variance in relation to plot size for all 
cutovers as shown in Figure 4-1. But in Figure 4-2, this 
cutover has the biggest coefficient of variation, which 






























Modified TTljaV Method 
Nuxuiber of Adjacent Plots 
Sampled per block 
Modified POV Method 
Nuoaber of Plots between 
Sampled Plots 
Figure 4-2. Modified results of quadrat-variance 
spatial pattern analysis in Figure 4-1. 
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POPULATIONS FOR SIMULATION 
The characteristics of the populations are summarized in 
Tables 4-8 and 4-9. Logging method, cutting season and site 
condition were not included in these tables because the 
residue spatial patterns showed no relationship to these 
factors. Therefore, sampling simulation results were 
compared on the basis of population differences in degree of 
clumping, and mean volume or pieces of residue per hectare. 
The degree of clumping using the T-square index as given in 
Tables 4-8 and 4-9 is hard to interpret and only gives us a 
general idea about the clumping. 
Table 4-8. Individual cutover characteristics: areas, 
pieces per hectare, residue clampers (T- 
square index) and residue orientation 
patterns (Index of Dispersion) in original 
cutovers. 
Characteristics 
Cutover Area Pieces T-Square Index of 
(ha) (per ha) Index Dispersion 
CROTHERS 4.00 130.3 
DUBLIN 2,56 63.3 
PAUDUSH 7.92 50.9 
BANNERMAN 3.80 83.2 
GILL-1 4.00 110.5 
















Table 4-8 shows the characteristics for each population 
using regular shaped areas within the original cutovers. The 
table indicates that all populations showed clumped patterns 
of residue: Crothers and Gill-1 cutovers showed higher 
degrees of clumping in residue location; and Paudush and 
Gill-2 cutovers showed higher clumping in piece orientation. 
Table 4-9a lists six populations of approximately the 
same size, which are suitable for comparison. When the 
population areas were reduced, the degrees of clumping were 
increased as shown in Table 4-9a. 
Table 4-9b shows a set of population data where only the 
dominant species was considered. These populations showed 
large differences in the mean densities and in degrees of 
clumping. 
Table 4-9a. Individual cutover characteristics: 
areas, pieces per hectare, and residue 
clumps (T-square index) for cutovers 



















Table 4-9b. Individual cutover characteristics for 
reduced areas measuring dominant species 
only. 
Characteristic 
Cutover Species Pieces T-Square TTLQV & PQV 
(per ha) Index Indices 
CROTHERS Pj 61.7 0.68 CLUMPED 
DUBLIN Pj 24.6 0.67 VERY CLUMPED 
PAUDUSH Pj 17.4 0.61 CLUMPED 
BANNERMAN Sb 84.2 0.49 VERY CLUMPED 
GILL-1 Sb 86.2 0.60 VERY CLUMPED 
GILL-2 Sb 81.6 0.56 CLUMPED 
SIMULATION TRIALS 
Simulation trials were carried out on the data sets for 
the three regular shaped areas of Crothers-1, Dublin-1, and 
Gill-lb cutovers. The purpose of the trials was to test 
computer programming, and to check sampling and simulation 
methods. The width of both equal and unequal length strips 
was 5 m, the sample size was fixed at eight strips and each 
trial was run 5000 times. The results are listed in Tables 
4-10 (a-c) and 4-11 (a-b). 
Table 4-lOa presents simulation results when using 
unequal length strips. Both SRS and PPS sample rules 
produced similar estimates of the sample frame mean. The PPS 
sample rule produced consistently lower standard errors of 
means than the sample frame. By comparison, the SRS rule 
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both over-estimated and under-estimated the sample frame 
error. 
Table 4-lOa. Results of simulation trials for 
estimating mean density of residue and 
standard error of the mean (se) using 
PPS and SRS ratio estimation for unequal 
length strips in original regular shaped 
cutovers. 










CROTHERS 123.4 17.92 122.4 17.12 
DUBLIN 64.8 9.36 65.2 8.64 




Table 4-lOb. Coefficients of variation (cv) of sample 
mean of simulation trials for unequal 
length strips applied to original 
regular shaped cutovers. 




















Table 4-lOc. Relative errors (re) of estimated sample 
mean and standard error (se) for 
simulation trials using unequal length 
strips applied to original regular 
shaped cutovers. 
Cutover re (%) 
PPS SRS 
mean se mean se 
CROTHERS 0.81 4.46 1.22 7.14 
DUBLIN 0.62 7.69 0.31 1.71 
GILL 1.42 3.78 0.20 0.00 
Table 4-lOb gives the results of Table 4-lOa in terms of 
the coefficient of variation of the sample mean resulting 
from the simulation trials. In Table 4-lOb, the estimated 
coefficients of variation of the simulation trials were very 
close to those of the sample frames. Table 4-lOc lists 
relative errors for the estimated sample means and standard 
errors shown in Table 4-lOa. 
Tables 4-11 (a-b) show simulation results when using 
equal length strips and SRS. In Table 4-lla, the simulated 
means, standard errors of the means and coefficients of 
variation of the means are not exactly the same as, but very 
close to those of the sample frames. In Table 4-llb, the 
maximum relative error is less than 2 percent, which 
indicates precise results of simulations. 
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Table 4-lla. Results of simulation trials for 
estimating mean density of residue, 
standard error of the mean (se) and 
coefficients of variation (cv) of sample 
mean using SRS for equal length strips 
in reduced regular shaped cutovers. 
Sample Frame Simulation 
Cutover mean se cv mean se cv 
Pieces/ha % pieces/ha % 
CROTHERS 130.3 16.88 12.95 128.5 16.96 13.20 
DUBLIN 65.2 16.64 25.52 65.9 16.64 25.25 
GILL 110.5 8.72 7.89 109.9 8.56 7.79 
Table 4-llb. Relative errors (re) of estimated sample 
mean and standard error (se) for 
simulation trials using equal length 
strips in reduced regular shaped 
cutovers. 
Cutover re (%) 
mean se 
CROTHERS 1.38 0.47 
DUBLIN 1.07 0.00 
GILL 0.54 1.83 
Slight differences exist between the sample frame data 
(mean residue densities and standard error of mean) and their 
corresponding simulation estimates. In all cases, these 
differences are less than 9 percent. Therefore, these 
simulation trials indicate that the sampling and simulation 
methods were unbiased. If the simulations were to be run 
longer or with more random number sets, these small 
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differences would be expected to decrease further. 
SAMPLING IN FINITE SAMPLE FRAMES 
Sampling intensity (SI) is used in this section as a 
criterion for comparison. Formulae (17) to (20) in Chapter 
Three were used for calculating Sis. All estimates of SI 
were calculated with 95 percent probability and 20 percent 
relative error of the sample frame mean. A smaller SI 
indicates a higher sampling precision. 
Square Plot Sampling 
Tables 4-12 (a-b) to 4-13 (a-b) present the results when 
using three plot sizes (25, 100 and 400 m^) of the butts only 
and partial logs methods. Tables 4-12a and 4-12b reveal that 
the SI was very closely inversely related to the sample frame 
mean when residue spatial patterns were ignored. For 
example, although the Crothers cutover showed the greatest 
degree of clumping, it had a lowest SI because its mean 
density of residue was the largest. Also, the two tables 
show that sampling using smaller plots usually required lower 
sampling intensities. The results for Gill-2 are an 
exception to this trend. 
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Table 4-12a. Sample intensity required to meet 20 
percent relative error using the butts 
only square plot sampling method in 
relation to residue density, sample 
frame and plot size for original cutover 
areas. 
Cutover Sample Frame Mean Number of 







































































Table 4-12b. Sample intensity required to meet 20 
percent relative error using the butts 
only square plot sampling method in 
relation to residue density, sample frame 
and plot size for reduced regular shaped 
cutover areas. 











































































Figures 4-3 (a-c) give a visual description of the 
effect of changing population size and population mean on the 
SI when the sample plot area is fixed at 25 m^. In Figure 
4-3a, the populations on the larger cutover areas (Paudush, 
Gill-2) had smaller SI. When cutover areas were reduced to 
approximately equal sizes for comparisons, a very strong 
relationship between the population means and their SI was 
found (see Figure 4-3b>. Figure 4-3c reveals that, when the 
cutovers had about the same mean values, a clumped area 
(Gill-1 cutover) required a higher SI than less clumped areas 
(Bannerman cutover). 
MfBan Cpieces/hft) 
Figure 4-3a. Butts only square plot sampling 
intensity by population mean within 
original cutover areas. 
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Figure 4-3b. Butts only square plot sampling 
intensity by population mean within 
reduced regular shaped cutover areas. 
Mean (pieces^/liA) 
Figure 4-3c. Butts only square plot sampling 
intensity by population mean within 
reduced regular shaped cutover areas 
and measuring one species only. 
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When population clumping was increased through measuring 
only one dominant species^ different results occurred as 
given in Table 4-13a. The table indicates that using smaller 
plots for butts only sampling did not always result in lower 
SI when the population is very clumped, such as in Crothers 
and Dublin cutovers. 
When comparing the results in Tables 4-13a and b, it can 
be seen that for estimating residue density, measuring 
partial logs on plots gives better accuracy than measuring 
butts only. This is especially true for small plots, where 
5 to 10 percent reductions in sampling intensity were 
realized. 
Table 4-13b also shows a consistent trend where a 
reduction in plot size leads to a lower SI. In addition, 
when comparing populations where the mean residue densities 
are forced to be approximately equal, the population with a 
less clumped distribution (Gill-2 versus Gill-1) required a 
lower SI to meet fixed precision requirements. 
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Table 4-13a. Sample intensity required to meet 20 
percent relative error using the butts 
only square plot sampling method in 
relation to residue density, sample frame 
and plot size for reduced regular shaped 
cutover areas with single dominant 
species. 










































































Table 4-l3b. Sample intensity required to meet 20 
percent relative error using the partial 
logs square plot sampling method in 
relation to residue density, sample frame 
and plot size for reduced regular shaped 
cutover areas with single dominant 
species. 






















































































Tables 4-14 (a-b) list results from residue volume 
sampling when measuring butts only and partial logs on plots, 
respectively. Comparing results in Tables 4-13a and b with' 
Tables 4-14a and b shows that volume sampling for residue 
required higher sampling intensities than density sampling. 
This is because the volume of a big piece will be many times 
larger than that of a small piece, leading to a large 
variation between pieces when estimating volume- When 
residue density per plot is low, as found in this study, the 
large differences in piece volumes translate to large 
variation among sample plot volumes. Also, the OMNR was only 
interested in the number of pieces of merchantable logging 
residue. Therefore, volume sampling was not carried out in 
the subsequent simulation and sampling trials. 
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Table 4-14a. Sample intensity required to meet 20 
percent relative error using the butts 
only square plot sampling method in 
relation to residue volume, sample frame 
and plot size for reduced regular shaped 
cutover areas with single dominant 
species. 










































































Table 4-14b. Sample intensity required to meet 20 
percent relative error using the partial 
logs plot sampling method in relation to 
residue volume, sample frame and plot 
size for reduced regular shaped cutover 
areas with single dominant species. 






















































































Strip and Line Sampling 
Figure 4-4 shows the simulation results from SRS when 
measuring butts only on strips within six approximately the 
same size populations, as described in Table 4-9a. Figures 
4-5 to 4-8 illustrate the simulation results from original 
Crothers cutover, as described in Table 4-8. The results of 
other cutovers have a similar tendency to that of the 
Crothers cutover. Figures 4-5 to 4-6 show the results when 
changing strip orientation, and strip width and length, but 
for the Crothers cutover only. Figures 4-7 and 4-8 were used 
for comparing strip and line intersect sampling. In all 
figures, the number of sample units is the number of total 
sample units in a sample frame. This number was changed by 
narrowing the width or reducing the length of sample strips. 
Therefore, different numbers of sample units indicate 
different sample frame. 
Figure 4-4 illustrates that SI was inversely 
proportional to the number of sample units in the sample 
frames. Also, when the number of sample units increased to 
a threshold point, the SI remained constant. For different 
populations, SI was approximately proportional to the 
population mean value. For example, the Crothers population 
and Paudush population had the same clumping indices as shown 
in Table 4-9a, but the former had the smallest SI and the 
latter had a largest SI as shown in Figure 4-4. This is 
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because the former had the highest mean residue density, 
while the latter had the lowest mean density. 
Figure 4-5 indicates how different strip orientations 
result in different Sis. This means that strip sampling 
precision was affected by residue piece orientation although 
strip sampling is unbiased. 
Figure 4-6 shows that narrowing strip width is more 
effective than reducing strip length for changing SI. Four 
strip widths (1, 2, 5, and 10 m) and three strip lengths 
(200, 100, and 50 m) were used in the simulations. A 10 m by 
100 m strip has the same area compared with a 5 m by 200 m 
strip, but the latter had a lower SI as shown in Figure 4-6. 
Figure 4-7 gives the results of using three sample 
units; measuring butts only on strips, measuring partial logs 
on strips and line transects. The strip width was fixed at 
2 m, and line samples were obtained from the centre of the 
strips. Figure 4-7 tells us that measuring partial logs led 
to an approximate 5 percent reduction of SI compared with 
measuring butts only and a 1 percent reduction when compared 
with line transects. 
Figure 4-8 indicates that mean residue densities 
estimated from parallel sample transects oriented in 
different directions were different. The figure also reveals 
that a stable estimate of residue density using line 
intersect methods required a large number of transects. 
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Figure 4-4. Sampling intensity (percent) required to 
reach 10 percent cv in relation to sample 
frame size and population when measuring 
butts only on 2 metre strips. 
Number of Units in Sample Frame 
Figure 4-5. Sampling intensity (percent) required to 
reach 10 percent cv in relation to sample 
frame size and sample orientation when 
measuring butts only on 2 metre strips in 
the Crothers cutover. 
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Figure 4-6. Sampling intensity (percent) required to 
reach 10 percent cv in relation to sample 
frame size and strip width for the Crothers 
cutover. 
Nuxbber of Units in Sample Fzame 
Figure 4-7. Sampling intensity (percent) required to 
reach 10 percent cv in relation to sample 
frame size and sampling methods for the 
Crothers cutover. 
88 
Figure 4-8. Line intersect sampling mean (pieces/ha) by 
sample orientation for the Crothers 
cutover. 
SAMPLING IN INFINITE SAMPLE FRAMES 
In this section, the criteria for comparison between 
sampling designs applied within individual populations are 
the variance of estimated mean density of residue and the 
coefficient of variation. When the mean densities between 
designs are approximately constant, the variance was used. 
When the mean densities varied, the coefficient of variation 
was preferred. A smaller variance or coefficient of 
variation due to a particular sample design, will result in 
less variation among the sample units within the frame. Such 
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a design should lead to better precision of estimation and be 
preferable to the alternative, less precise designs. The 
simulations were conducted in original populations. 
Single Transect 
Given sample line lengths ranging from 10 to 30 m, 1000 
randomly selected samples of 20 lines each were simulated. 
The results are summarized in Table 4-15. In the table, 
estimates of the population mean residue density varied when 
sample line length was changed. Fortunately, the differences 
between the estimates of density are small and their 
variances can be compared to determine which method is more 
precise. In Table 4-15, the values for both variances and 
coefficients of variation are inversely proportional to 
sample line length. This supports the results of Pickford 
and Hazard (1978). 
Double Transect 
Double transect sampling using two crossing lines, where 
the total sample line length was equal to that of a 
comparable single long transect, was also simulated 1000 
times using SRS. The sample size was 20 transects. The 
results compared with the long single transect are given in 
Table 4-16. Table 4-16 reveals that although both single and 
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double transects obtained unbiased estimators of the 
population size, the former consistently produced lower 
coefficients of variation. 
Table 4-15. Results of sampling simulations using SRS 
of single transects in infinite 
populations. 
Sample Size = 20 




























































































A triangular transect consisted of three lines whose 
total length equalled that of a comparable single long 
transect. The results of simulating the use of triangular 
transects compared with single lines are also listed in Table 
4-16. The unbiased coefficients of variation of the 
triangular transect were larger than for both single and 
double transects (except Paudush cutover). 
Circular Transect 
A circle transect with a circumference of 30 m (radius 
defined as 4.7746483 m) was used as a sample unit. Simulation 
results of this design compared with the other transects are 
also listed as Table 4-16. Differences of unbiased estimates 
between the circular transect and the single transect are not 
obvious from the table. But the estimates of mean density 
using circular transect are more precise than the estimates 
using other combined short transects. 
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Table 4-16. Comparison of mean (pieces/ha) and variance 
of the mean resulting from simulated 
sampling by transect designs using SRS. 
Sample Size = 20 
Repeated 1000 Times 
Cutover Transect 
Type Length 
Mean Number Variance Coefficient 
of Pieces of Mean Variation 
































































CIRCLE 1*30 85.72 
BANNERMAN SINGLE 1*30 80.82 
DOUBLE 2*15 84.49 




















































SIMULATED SAMPLING TRIAL 
Sample Random Sampling 
Computerized sampling simulation trials were conducted 
in six populations with their areas reduced so that they were 
all approximately the same area. Sampling simulations using 
transects of equal total length (30 m) were conducted to test 
various line sample designs as illustrated in Figures 4-9 (a- 
d). Figures 4-10 (a-f) show results of simulated sampling 
using butts only circular plots, partial logs circular plots 
and circular transects, by two sample unit sizes. All 
corresponding sample units for the three different methods 
were located at the same place. Figures 4-11 (a-c) 
illustrate estimated relative error of the estimates of mean 
density of residue for the three methods. Although the three 
figures present results for Crothers cutover, the results 
from the other cutovers showed the same trends. The points 
in the figures indicate relative precision of the sampling 
trials or relative error of estimated mean number of pieces 
per hectare. The curved line is a regression line which 
represents the tendency of the distribution of the relative 
precision or relative error of the mean. In order to help 
illustrate precision of the sampling trials, a dotted 
horizontal line was drawn in Figures 4-10 (a-f) and 4-11 (a- 
c) to show the boundary of the 25 percent relative value. 
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Figure 4-9a. Relative precision when estimating 
density of logging residue using 
single transect SRS sampling. 
Figure 4-9b. Relative precision when estimating 
density of logging residue using 
circular transect SRS sampling. 
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Figure 4-9c. Relative precision when estimating 
density of logging residue using 
double transect SRS sampling. 
Sam.{de Skse 
Figure 4-9d. Relative precision when estimating 
density of logging residue using 
triangular transect SRS sampling. 
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Figures 4-9a to 4-9d indicate that using one long 
straight line sample had higher sampling precision than using 
two or three combined shorter transects. Circular transects 
produced better estimates than two crossing or triangular 
line designs. These results support those from the 
simulations of finite and infinite sample frames. In 
addition, estimated sampling precision appears to be more 
stable when using the circular or triangular transects than 
when using the single and double transect designs and the 
sample sizes are small. 
Figures 4-10 (a-b) and 4-10(c-d) give the results of 
changing plot size when sampling for the butts only and 
measuring partial logs, respectively. Figures 4-10 (e-f) 
show the effects of changing the circumference of circular 
transects. In these figures, sample sizes ranged from 5 to 
50, and sampling trials were independent from each other. 
When sample plot size was small (0.00785 ha), measuring 
partial logs on plots provided better estimates than 
measuring butts only (Figures 4-lOa and 4-lOc). When the 
plot size was larger (0.07069 ha), the two plot methods 
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Sample Size 
gure 4-1Oa, Relative precision of estimating logging 
residue density in relation to SI when 
using 0.00785 ha circular plots and 
measuring butts. 
Relative precision of estimating logging 
residue density in relation to SI when 





Figure 4-lOc. Relative precision of estimating logging 
residue density in relation to SI when 
using 0.00785 ha circular plots and 
measuring partial logs. 
Sample Size 
Relative precision of estimating logging 
residue density in relation to SI when 
using 0.07069 ha circular plots and 




Figure 4-lOe. Relative precision of estimating logging 
residue density in relation to SI when 
using 31.42 m circumference circular 
transects. 
Sample Size 
Figure 4-lOf. Relative precision of estimating logging 
residue density in relation to SI when 
using 94.25 m circumference circular 
transects. 
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In addition, small plots appeared to be more efficient 
than large plots when sampling for residue density. For 
example, to achieve 25 percent sampling precision, measuring 
partial logs on small plots required approximately 50 plots 
for a total sampling area of 0.4 ha while measuring partial 
logs on large plots required approximately 15 plots for a 
total sampling area of 1.1 ha. 
Using small circumference circular transects appeared to 
be more efficient than longer circumference circular transect 
as indicated in Figures 4-lOe and 4-lOf. 
Figure 4-11 illustrates the relative errors of the 
estimates of mean density of logging residue. When the 
relative error of the mean density is compared with a 
required relative precision for estimating the mean density 
of residue, as shown in Figures 4-lOb, 4-lOd and 4-lOf, we 
find that the values of relative precision are much higher 
than their corresponding relative errors. This indicates 
that the estimated confidence limits for the means are 
conservative and imply that there is still some potential for 
improving the sampling precision. 
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Figure 4-lla. Estimated relative error of mean residue 
density when measuring butts only on 
circular plots using SRS. 
Sample Size 
Figure 4-llb. Estimated relative error of mean residue 
density when measuring partial logs on 
circular plots using SRS. 
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Figure 4-llc. Estimated relative error of mean residue 
density when using SRS circular transects. 
Systematic Sampling versus SRS 
Systematic sampling and SRS using four different 
transect designs were carried out for the six original 
cutovers. The sample size used in all sampling trials was 36 
transects and each transect design had a total length of 30 
m. All sampling trials were independent to each other. The 
results of relative error of sample mean for all trials are 
listed in Tables 4-17a to 4-17f. 
In order to identify ranges of the relative error of 
sample means easily, the relative errors listed in Tables 4- 
17 (a-f) were sorted in ascending order for the 9 trials. 
The upper values of the ranges indicate that sampling 
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accuracy is very low when using 36 30-metre transects for 
both systematic sampling and SRS. It is difficult to point 
out which sampling method using which transect design is 
better from the relative error ranges. 
Table 4-17a. Relative error result for 9 independent 
trials from systematic sampling versus 
SRS using single, double, triangular and 
circular transects for the Crothers 
cutover. 









































Table 4-17b. Relative error result for 9 independent 
trials from systematic sampling versus 
SRS using single, double, triangular and 
circular transects for the Dublin 
cutover. 









































a. SyS = Systematic sampling 
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Table 4-17C. Relative error result for 9 independent 
trials from systematic sampling versus 
SRS using single, double, triangular and 
circular transects for the Paudush 
cutover. 









































Table 4-17d. Relative error result for 9 independent 
trials from systematic sampling versus 
SRS using single, double, triangular and 
circular transects for the Bannerman 
cutover. 













































Relative error result for 9 independent 
trials from systematic sampling versus 
SRS using single, double, triangular and 
circular transects for the Gill-1 
cutover. 











































Relative error result for 9 independent 
trials from systematic sampling versus 
SRS using single, double, triangular and 
circular transects for the Gill-2 
cutover. 









































a. SyS = Systematic sampling 
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Strat-ified Sampling 
Stratified RS measuring butts only and partial logs on 
plots was conducted. Stratification was based on residue 
(occupied) and void (empty) plots. The results are listed in 
Tables 4—18a and 4-18b, respectively. 
When sampling intensity required in the residue stratum 
(Table 4-18a) is compared with that required for the whole 
sample frame (Table 4-13a), a drastic reduction of sampling 
intensity occurred when measuring butts only. For example, 
in the Crothers cutover, when the sample plot area was 25 m^, 
a SI of 6.4 percent was required for stratified sampling (see 
Table 4-18a) to meet the 20 percent relative error 
requirement. In this same situation, non-stratified sampling 
required a SI of 40.5 percent (see Table 4-13a). 
Comparing Table 4-18a with Table 4-18b, it is obvious 
that measuring butts only required lower sampling intensities 
than measuring partial logs in stratified sampling with known 
strata weights. This is especially true for low density 
residue populations. In the Paudush cutover, the butts only 
system required a SI of 9.1 percent and the partial logs 
measurement system required a SI of 28.9 percent. This was 
because all residue samples on the butts only plots had 
similar residue densities. This was not the case when 
measuring partial logs on this area. 
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Table 4-18a. Sampling intensity required in residue 
stratum when measuring butts only on plots 
for the reduced regular shaped cutover 
areas and measuring only the dominant 
species. 
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SI 





























































Table 4-18b. Sampling intensity required in residue 
stratum when measuring partial logs on 
plots for the reduced regular shaped 
cutover areas and measuring only the 
dominant species. 






Number of Sample 
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SI 





































































Since the residue sample units are unknown in practice, 
a poststratified method had to be used to determine the 
proportion of sampled areas occupied by residue. Several 
trials using RS with poststratification were conducted in 
both finite and infinite sample frames. The sampling 
intensity was arbitrarily set at 20 percent. Ten independent 
repeated trials were made in each sample frame. 
For the finite sample frames, the butts only and partial 
logs measurement systems were tested for 1, 2 and 5 m wide 
strips. The results are listed in Appendix B. 
Tables 4--19 (a-b) present results from 1 m wide strip 
sampling trials for the Crothers cutover. Table 4-19a 
revealed that less than 1.5 percent differences in estimating 
precision occurred when SRS and poststratified RS are applied 
using partial logs measurement on 1 m wide strips. This was 
because no, or only few void strips existed in this sample 
frame. Measuring butts only on 1 m wide strips using 
poststratification did lead to an improvement (greater than 
3.5 percent) in precision of estimation of residue as shown 
in Table 4-19b. This was because of the reduction in the 
coefficient of variation of the estimated mean for residue in 
the occupied stratum. Comparing both nonstratified and 
poststratified situations in Tables 4-19a and 4~19b, the 
butts only measurement system produced poorer estimates of 
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mean density of residue. The results from 1 m wide strip 
sampling for other cutovers agreed with these results. 
Table 4-19a. Partial logs stratified strip sampling in 
Crothers cutover. 




























































Table 4-19b, Butts only stratified strip sampling in 
Crothers cutover. 
Trial Sample Frame 
Mean Coefficient 
pieces/ha of Variation 
























































There were slight differences in estimating precision when 
SRS and poststratifled RS are applied using wider strips, 
because few void strips existed. 
For the infinite sample frames, measuring partial logs on 
circular plots, butts only on circular plots and circular 
transects using RS with poststratification were tested. The 
sampling intensity remained set at 20 percent. The plot 
radius ranged from 2 to 5 m. Repeated sampling for all three 
designs was conducted for 10 trials with replacement. 
Results are listed in Appendix C. 
The results of these trials indicate that using the butts 
only measurement system was usually the least accurate way to 
estimate the population mean density, and often exceeded the 
20 percent allowable error guideline. This is demonstrated 
in Table 4-2Oa which gives the results of using 2 m radius 
plots in the Crothers cutover. In order to compare the 
results easily, relative values were calculated and listed in 
Table 4-20b for the Crothers cutover, and illustrated in 
Figures 4-12a to 4-12f for all cutovers. 
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Table 4-20a. Results of using 2 iti radius plots and 
circular transects for poststratified 
random sampling in Crothers cutover. 


































































































































































a. Partial logs; C = circular line; B = Butts only. 
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Table 4-20b. Relative results of using 2 ra radius plots 
and circular transects for poststratified 
random sampling in Crothers cutover. 
Trial Method Sample Frame 
Mean Coefficient 




























































































































































a. P = Partial logs; C = circular line; B = Butts only. 
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Figure 4-12a. Relative errors of mean density of 
residue using poststratification 
sampling or SRS with circular transects 
and circular plots measuring butts only 
in Crothers cutover. 
Figure 4-12b. Relative errors of mean density of 
residue using poststratification 
sampling or SRS with circular transects 
and circular plots measuring butts only 
in Dublin cutover. 
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Figure 4-12c. Relative errors of mean density of 
residue using poststratification 
sampling or SRS with circular transects 
and circular plots measuring butts only 
in Paudush cutover. 
Trial 
Figure 4-12d. Relative errors of mean density of 
residue using poststratification 
sampling or SRS with circular transects 
and circular plots measuring butts only 
in Bannerman cutover. 
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Figure 4-12e. Relative errors of mean density of 
residue using poststratification 
sampling or SRS with circular transects 
and circular plots measuring butts only 
in Gill-1 cutover. 
Tiial 
Figure 4-12f. Relative errors of mean density of 
residue using poststratification 
sampling or SRS with circular transects 
and circular plots measuring butts only 
in Gill-2 cutover. 
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In Table 4-20b, both SRS and stratified RS estimates of 
residue density were calculated for the purpose of 
comparison. The mean density is the same for SRS and RS 
using poststratification within the same sample frame. With 
SRS, the circular transect sampling produced the minimum 
coefficient of variation in each trial and measuring partial 
logs on plots always produced lower coefficients of variation 
than measuring butts only. But, in the poststratified RS, 
the butts only measurement produced lower coefficients of 
variation than partial logs measurement. The zero 
coefficients of variation in the third trial using butts only 
measurements can be explained by all selected sample plots 
having the same number of pieces of residue. 
The relative errors between sampling means and sample 
frame means are presented in Figures 4-12 (a-f). The figures 
illustrate the results of ten SRS or poststratified RS trials 
using butts only plots and circular transects in six 
cutovers. Although estimates of measuring butts only on 
plots show lower relative error in some trials, it is obvious 
that the estimates of using circular transects had lower 
relative errors in most trials. The results of measuring 
partial logs on plots are not illustrated in the figures, but 
the results were very close to those of the circular 
transect. 
CHAPTER FIVE: DISCUSSION, CONCLUSIONS AND RECOMMENDATIONS 
DISCUSSION 
The purpose of the sampling simulation performed in this 
study was to find the best or most suitable sample designs 
for merchantable logging residue sampling in northeastern 
Ontario. Results of the simulation revealed major problems 
in residue sampling. 
Spatial Pattern Analysis 
Although the data from the six cutovers varied by 
logging method, cutting season and major residue species, the 
spatial patterns of residue on the cutovers were similar. 
The logging residue was left on the ground through mistakes, 
careless logging, or because it was uneconomic to recover 
individual or small clusters of logs. Many authors assumed 
these factors lead to random spatial distribution patterns of 
logging residue or that spatial distribution patterns are 
associated with harvesting method. Such was not the case in 
this study, as all cutovers mapped showed clustered patterns 
of residue distribution. The degree of clustering of the 
pulpwood and log sized residue varied but could not be 
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associated with cutover types. 
For detecting the spatial patterns of log-size residue, 
quadrat-variance methods can be used for any population. 
Since different cutovers have different densities of residue, 
the quantity will affect variation among plots. A sample 
frame with low density usually has a small absolute value of 
variance. However, these sample frames may show high levels 
of relative variance of density. Therefore, for comparing 
residue spatial patterns among different populations, the 
modified quadrat-variance method using coefficient of 
variation of mean density may be more applicable. 
SRS Versus PPS in Unequal Strip Ratio Estimation 
In the Monte Carlo simulation trials, estimates of 
randomly selected samples using PPS sampling resulted in 
constant low values of variance of mean density compared with 
the calculated variances of this mean for the sample frames 
(Table 4-10). This can be explained as follows. In 
simulations using the PPS sample rules, each run only 
selected a few sample strips with higher probabilities of 
selection. After repeating the process many times, the 
estimated variance should represent the variance of the 
sample strips with the higher selection probabilities. The 
variance of the mean for a few sample strips, of course, is 
not equal to the variance of the mean of all sample strips 
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because the latter is calculated using equal selection weight 
for every strip. 
According to Cochran (1977), "the ratio estimate has a 
bias of order 1/n. Since the s.e. of the estimate is of 
order 1/Jn, the quantity (bias/s.e.) is also of order l/7n 
and becomes negligible as n becomes large." Therefore, when 
using simulation, which is a repeatable process, to estimate 
the mean of a sample frame and the variance of the mean, the 
SRS sample rule should be used. But, for unrepeatable 
sampling, such as surveys using small but adequate sample 
size (i.e. 1/7n « 0), PPS sample rules using ratio estimation 
should be used. 
Plot Size and Plot Shape 
Since a cutover is a continuous habitat, the population 
units have to be divided arbitrarily into sample units. The 
shape and the size of the sample units will affect the 
variance of the mean estimated from the sample frame although 
the population mean remains constant. Usually the mean 
derived from a sample frame is expected to equal the 
population mean. This is true for an unbiased sampling 
design. 
Sampling intensity required for estimating residue 
volume or residue density is often inversely proportional to 
sample plot size. This was demonstrated in SRS measuring 
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butts only on strips (Figure 4-4) and measuring butts only on 
plots (Tables 4-12a and 4-13a). But, for spatially clustered 
populations, the use of small sample units was not always 
successful in this study for reducing the SI. For example, 
in the Table 4-12a, sampling in the Gill-2 cutover gave the 
opposite result: the smaller sample plot, the larger the SI 
required. Since variation among sample units depends on 
numbers of population elements in each sample unit, a 
population can be divided into sample units which will result 
in the least variation by using an optimum size of sample 
unit. However, it is not practical to improve the estimation 
precision by changing the sample unit size, since we cannot 
know what size of plot which would divide a population into 
the most homogeneous sample units prior to sampling. 
Figure 4-6 revealed that narrowing strip width was more 
effective than reducing strip length for improving sampling 
precision. This can be explained as follows. Suppose that 
cluster sampling is conducted in a sample frame consisting of 
small square plot sample units. Two kinds of clusters, 
strips and square or circular plots, can be chosen for 
sampling. Since adjacent small sample units are expected to 
have strong correlation, the compact group includes more 
homogeneous small sample units than does a design which 
separates the units spatially, such as strips. Because the 
variation among the individual plots within a sample frame is 
fixed, the larger the variation within a cluster of sample 
122 
units, the lower will be the expected variation between the 
clusters. For example, when sampling in a population with a 
very clustered distribution and with the normal density 
expected with logging residue, plots located in areas of low 
density, may be expected to be void. Alternately, plots 
located in areas of high density would contain large 
quantities of residue. However, a strip sample may cover a 
great range of residue spatial patterns so that on average, 
a moderate amount of residue density may result. This leads 
to lower variance of the estimated mean density when sampling 
with strip clusters. 
From the practical point of view, very long strips with 
random orientation are difficult to carry out. Precision of 
parallel strip sampling could be affected by residue piece 
orientation. A strip sample with the same orientation as 
most residue pieces will sample fewer pieces than a strip 
sample running perpendicular to the orientation of most 
residue pieces. This is a limitation of strip sampling. 
Line Sample Designs 
Considering the excessive walking time necessary when 
using single long transect sample units and the piece 
orientation problem when using parallel transects, three 
\ 
other line sample designs were tested. When compared with a 
single randomly oriented transect, using two shorter crossing 
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transects with a combined length equal to the single transect 
lost little sampling precision. Using three much shorter 
lines arranged in a triangle with the total length of a 
single transect resulted in slightly lower precision. 
Circular transects resulted in about the same sampling 
precision as the single line transect (Table 4-15). This can 
be explained as follows. The single straight transect takes 
advantage of long narrow plots to cover a great range of 
residue spatial patterns in one direction. The circular 
transect covers a smaller range of residue spatial patterns 
than the single transect in one direction, but takes 
advantage of sampling other directions. Also, because a 
circumference is the shortest line that contains the largest 
area, sampling correlation between segments of the 
circumference will be expected to be lower than for segments 
of triangular or square transects. 
Systematic Sampling 
Systematic sampling obtained similar results to SRS when 
using random oriented transects. This agrees with the 
conclusion of Hazard and Pickford (1986). However, sampling 
accuracy was not satisfactory for the purpose of this study 
when using only 36, 30 m sample transects. 
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Poststratifled sampling 
The results of the strip sampling trials revealed that 
poststratified RS when measuring butts only on narrow strips, 
did improve sampling precision (Table 4-19b), while 
poststratified RS when measuring partial logs on the same 
strips, did not achieve any obvious improvement (Table 4-19a) 
over SRS. In plot sampling, stratified RS when measuring 
butts only, required lower sampling intensities (Tables 4-18) 
and obtained lower coefficients of variation in 
poststratified residue stratum (Table 4-20b). Measuring 
partial logs achieved better estimates of the population mean 
residue density (Table 4-20a). In order to further discuss 
these results. Tables 5-1 and 5-2 list proportions of residue 
samples and void samples from ten SRS trials for strip and 
plot sampling, respectively. 
Table 5-1 describes numbers of void sample strips found 
in samples of 32 units using butts only and partial logs 
enumeration. It is easy to see that measuring partial logs 
resulted in fewer void strips than measuring butts only, 
especially in cutovers with low residue density. Therefore, 
the precision of the butts only system should be lower than 
for the partial logs measurement when using strips. This was 
the case in this study. 
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Table 5-1. Total sample size and void samples for 
measuring residue density by partial logs 
and butts only for 10 sampling trials using 







Number of Void Sample Units in 10 Trials 












11 11 7 





12 14 12 12 14 





5 7 11 























8 14 10 14 13 
13 12 14 8 10 
19 22 17 24 21 
20 21 25 25 23 
38 38 36 37 34 
36 35 39 37 33 
18 22 28 25 20 
26 23 31 22 23 
23 23 20 25 22 





7 7 10 











Table 5-2 lists numbers of sample units containing 
residue when measuring butts only on circular plots and when 
enumerating circular transects. These results show that less 
than 25 percent of the circular transects and 13 percent of 
the plots contained residue. Therefore the transects should 
result in a higher level of precision of estimation than the 
plots, as was found in this study. 
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Table 5-2. Total sample size and occupied residue 
samples using circular transects and 
measuring butts only on 2 m radius 








Numbers of Sample Units 
Containing Residue in 10 Trials 
Circular 
Transect 
69 82 69 
70 73 77 
73 67 
72 69 
33 31 40 
32 34 29 
35 36 
42 38 
32 24 32 
27 30 24 
24 27 
33 29 
69 78 76 
82 79 94 
69 75 
82 72 
96 87 95 97 94 
101 97 94 101 97 
86 72 72 





28 35 24 31 33 
26 34 32 26 31 
12 10 12 14 8 
10 19 9 13 16 
9 10 9 10 11 
14 9 8 16 12 
35 38 38 29 36 
53 42 42 53 41 
37 32 42 38 53 
45 38 53 45 38 
42 26 30 36 42 











For all four systems listed above, a large improvement 
in precision could be expected if the void sample units are 
separated from the occupied units for analysis. This is 
easily accomplished using poststratification of sample units. 
When using stratified sampling to estimate mean residue 
density, only occupied sample units are used for calculating 
sampling precision of strata containing residue. In this 
study, variation among occupied sample units when measuring 
butts only was less than among units where partial logs were 
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measured or for transects. This trend was especially true 
when small sample units were used. This situation led to 
higher precision of estimation for stratified RS measuring 
butts only over SRS. 
Poststratification using RS would be expected to give 
approximately the same results as stratified RS, if the 
poststratified strata weights are correct. However, when 
applying RS with poststratification to residue sampling in 
areas with low densities of residue, the stratum weights 
derived from sampling using butts only measurements of 
residue on strata, were not necessarily correct. This is 
demonstrated as follows. 
When using RS with poststratification to estimate mean 
density of residue for populations, the poststratified RS and 
the SRS obtained the same estimated values for mean density 
(Table 4-20a). Since SRS measuring butts only on plots 
sampled a large number of void units, it obtained low 
estimation precision for mean density of residue because of 
the void samples resulting in poor sampling precision for 
estimating residue density. This results in wide confidence 
intervals for the estimated mean. With the more precise mean 
estimates from poststratified RS, the confidence intervals 
were much narrower and did not always contain the population 
mean. Therefore, RS with poststratification when measuring 
butts only achieved precise but often biased estimates 
because the stratum weights derived from sampling were not 
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correct in this study. This can be further demonstrated by 
comparing Table 5-2 with Figure 4-12. 
In Figure 4-12, higher relative errors indicate that too 
few or too many occupied (residue) sample units were selected 
during the sampling trials. Hence, the low sampling 
precision of estimates when measuring butts only on plots 
resulted in inaccurate estimates of stratum weights. For 
example, measuring butts only on plots sampled abnormal 
numbers of residue plots at sampling trials 6 and 9 in 
Paudush cutover (see Table 5-2). When checking these two 
trials in Figure 4-12c, we can find corresponding abnormally 
high relative errors of mean density of residue. Therefore, 
precision of estimating weights for the occupied stratum is 
critical to RS with poststratification. 
Cochran (1977) pointed out that for determining a 
proportion of sample units showing an attribute where only 1 
percent of units within a population have the attribute, a 
random sample size of 9801 has to be used in order to 
estimate the proportion with a coefficient of variation of 10 
percent. He also concluded that "simple random sampling, or 
any method of sampling that is adapted for general purposes, 
is an expensive method of estimating the total number of 
units of a scarce type." According to Cochran's (1977) 
calculations, for a population with 20 percent of the units 
having the attribute of interest, 400 units must be sampled 
to achieve a 10 percent coefficient of variation for this 
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proportion. When dealing with a sample frame where 10 
percent of the units show the attribute, approximately 900 
samples will be required to provide the 10 percent 
coefficient of the variation. 
In this study, 20 percent SI was simulated in 10 
sampling trials using both circular transects and for 
measuring butts only on plots as shown in Table 5-2. Based 
on poststratification of units for the butts only measurement 
using plots, less than 13 percent and usually less than 10 
percent of the sample units contained residue. With the 
sample frames using circular transects, less than 10 percent 
of the sample units in Dublin and Paudush cutovers contained 
residue. Therefore these populations require sample 
intensities of 900 or more units in order to achieve adequate 
estimates of stratum weights. However, less than or equal to 
420 plots were sampled in those trials. This explains why 
the estimates of residue density when measuring butts only in 
plots or when measuring circular transects in the Dublin and 
Paudush areas were less precise than for the other sampling 
situations described in Table 5-2. All the other circular 
transect sample frames had over 16 and usually closer to 20 
percent of the sample units containing residue. 
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Partial Loos Plo-ts Versus Butts Only Plots 
Measuring partial logs on plots requires less SI than 
measuring butts only, especially when using small sample 
units (Tables 4-13a and b). The measurement of partial logs 
divides residue crossing plot boundaries into several shorter 
segments. Plots counted as voids when measuring butts only 
became occupied sample units if they contained a partial log. 
This reduced the total number of void sample units when 
counting partial logs and lead to improved sampling precision 
for estimating the proportion of sample units containing 
residue. As smaller plots include proportionally more 
boundary pieces but fewer butts compared to larger units, 
smaller plots counting partial logs are expected to show 
higher precision than when measuring butts only. 
For the same reason, measuring partial logs on narrow 
strips can also improve sampling precision over counting 
butts only when estimating residue density or stratum 
weights. 
Reliable Minimum EstimatefRMS') 
When standard error is higher than 20 percent of the 
estimated mean, the mean has little practical value because 
its relative precision will be exceeded by 40 percent. 
However, in this study, estimated standard errors of residue 
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density were relatively small compared to their estimated 
means, with the result that these estimates were often very 
close to their corresponding real values. Since one purpose 
of this project was to find surveying methods for determining 
instances where merchantable harvesting residue levels 
exceeded allowable limits, the RME method should satisfy this 
objective. If the OMNR can ensure that a RME for residue 
density is less than its true value based on probability 
sampling, any company should accept it. Therefore, the RME 
method can be used for the purpose of cutover inspection. 
For example, the Paudush cutover has the lowest mean 
density of residue at 17.42 pieces/ha. In simulated sampling 
trial two, the mean density estimated by using circular 
transects was 12.99 pieces/ha, which is the lowest estimate 
of mean density for the Paudush cutover. The relative error 
of this mean is about 25.4 percent. Although the 25.4 
percent relative error sounds very large, the absolute error 
for the mean is less than 5 pieces/ha. When using post- 
stratified RS with 99 percent confidence, the RME is about 
10.55 pieces/ha, which is greater than the acceptable maximum 
of 10 (pieces/ha) defined by the OMNR. By comparison, 
sampling trial nine estimated the highest mean value at 20.77 
pieces/ha. The relative error of this second mean is 19.23 
percent, giving an absolute error of 3.35 pieces/ha and a RME 
of 16.18 pieces/ha. This is less than the true mean of 17.42 
pieces/ha and should be acceptable in identifying an 
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unacceptably high level of residue. 
In summary, the major problem experienced in residue 
sampling in northeastern Ontario may be attributed to the low 
residue density expected in any cutover. This is especially 
true if the residue is distributed in a clustered manner. 
This was the situation experienced in all areas included in 
this study. 
According to the results of the simulation, when the 
number of pieces were less than 30/ha, the expected total 
number of sample units required to meet a relative accuracy 
of 20 percent will be 900. This large number of samples 
prevents the use of double sampling to determine the 
proportion of a cutover occupied by residue. Measuring 
partial logs on plots or the use of long strip samples or 
transects can reduce the occurrence of void samples. 
However, these improvements are limited because of increased 
variation among residue plots or strips. Some plots or 
strips would have very large amounts of residue while some 
are expected to have quite small values, especially for low 
density residue populations with clumped distributions. 
Therefore, although poststratification with RS using circular 
transects can further improve sampling precision, it still 
cannot solve the problem of dealing with the rare item as in 
this study. Using RME methods for residue inspection could 
be useful in certain low density cutovers, but it cannot 
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satisfy the very low density of residue occurrence: e.g. less 
than 15 pieces/ha. In addition, the results are based on 20 
percent SI. For forest utilization surveys, much lower Si's 
are expected to be used, thereby none of the above methods is 
suitable for residue surveys on cutovers with very low 
densities and clustered spatial distributions of residue. 
CONCLUSIONS 
Based on previous research in residue sampling, two 
sampling designs (SRS and stratified RS) and ten sample units 
(measuring butts only and partial logs on strip, square and 
circular plots plus circular, single, double and triangular 
transects) were chosen and tested in both finite and infinite 
sample frames for six cutovers in northeastern Ontario. This 
is the first occurrence of applying computerized sampling 
simulation methods for residue sampling in real populations 
on small clearcut areas in the boreal forest of Ontario. The 
results of the repeated sampling simulations revealed a major 
problem for residue sampling in this region. The conclusions 
of this project can be summarized as follows. 
Residue Population 
Individual log-size residue are usually distributed in 
clustered patterns. The degree of clumping is strongly 
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related to the amount of residue instead of different forest 
types, cutting seasons or logging methods in this study. The 
residue level (17 to 86 pieces/ha), in this region, may be 
high from a utilization point of view, but from a survey 
point of view, the level in the Paudush cutover (17 
pieces/ha) is too low to detect with reasonable sample size. 
Plot Shape and Size 
Sample unit shape and size are very important when 
sampling populations which show clustered spatial 
distributions. Large size plots can be treated as a cluster 
of small size plots. Long narrow shaped cluster plots are 
the best for eliminating the effects of correlation between 
the adjacent small areas or population units. Of course, any 
two strips should be sufficiently far apart if parallel strip 
sampling is conducted to overcome this correlation effect. 
Since cluster sampling is effective only when variation 
within clusters is greater than that between clusters, 
residue sampling using longer sample strips or lines usually 
results in better estimates of residue density than circular 
or square sample units. 
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Basic Residue Sampling Met:hods 
Measuring butts only on plots is the simplest way to 
survey residue, but it cannot be used in cutovers with a low 
density of log-size residue. This is due to the great 
variation among sample units, leading to low precision of 
estimation. Although the use of long narrow sample units can 
reduce the number of void samples, measuring butts only on 
strips still cannot reduce the variation sufficiently for 
precise results. 
Measuring partial logs on plots can increase sampling 
precision and accuracy of estimates. Using long narrow 
strips and measuring partial logs results in estimates 
similar to those produced by line intersect sampling. 
Because of orientation of individual pieces of residue, 
strip or line sampling may require increased sampling than 
indicated by precision requirements to ensure adequate 
accuracy when estimating residue density. This is especially 
true for line intersect sampling, which is strongly affected 
by residue piece orientation. Using single transects with 
random direction and circular transects could overcome this 
residue orientation problem. Circular transects reduce the 




Systematic sampling was compared with SRS in this study. 
The results of sampling accuracy show that there is no 
advantage of systematic sampling over SRS. The sample size 
recommended by the method used in the province of B.C. for 
measuring soil disturbance could not meet the requirement of 
logging residue sampling in this study. 
Stratified Sampling 
The difference between estimates of sampling precision 
based on all units versus occupied units revealed that 
sampling of void units is a major problem and leads to poor 
precision of estimation when sampling areas with low residue 
density. Stratifying a population into void and occupied 
units is a way to increase sampling precision. 
Unfortunately, it is very difficult to obtain 
information on how spatially clustered a population is before 
sampling. Therefore, high intensity sampling using small 
plots to estimate the proportions of occupied and void sample 
units precisely in a cutover, combined with poststratified 
sampling of residue may be very helpful in populations with 
high proportions of void units. When a cutover area is easy 
to walk and when the travel cost between plots is cheaper 
than that of surveying plots, this method should be 
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applicable. 
When sampling a cutover with a low density of residue, 
measuring butts only is not suitable because of the low 
proportion of occupied units. Measuring partial logs on 
plots and using circular transect methods will improve the 
precision of estimating the proportion of occupied units. 
This is because these sample units increase the frequency of 
observation of residue and reduce the variation between 
sample units. However, the improvement is limited by the 
total residue density in a cutover. Simulation results with 
20 percent sampling intensity here suggest an approximate 
threshold value for precise estimation of 60 pieces/ha when 
using RS with poststratification on cutovers with clustered 
distributions of residue. But this amount of residue is too 
high to meet the criteria in the Crown Timber Act (Government 
of Ontario 1985) and would not be expected to occur in a 
normal cutover in northeastern Ontario. Using the RME could 
detect a cutover with 20 pieces/ha of merchantable residue 
which exceeds the penalty level of 10 pieces/ha. It cannot 
be used to detect cutovers with residue levels close to the 
penalty level. 
RECOMMENDATIONS 
Although this research did not reach the expected goal 
and obtain a precise sampling design for detecting low levels 
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of merchantable residue, the products of the study can be 
expected to have some impacts on residue sampling and forest 
utilization. 
Residue Sampling 
In order to avoid the piece orientation problem, two 
methods can be used rather than one long straight line 
intersect for sampling. These are the SRS measuring partial 
logs on strips and the RS with poststratification using 
circular transects. 
Rare item Sampling 
Rare item sampling not only occurs in the assessment of 
merchantable logging residue, but also happens for sampling 
other populations (Cochran 1977). Principles for increasing 
precision of sampling for rare items are: 1) to reduce 
variation among sample units; and 2) to reduce sampling of 
void sample units. Therefore, strip sampling with partial 
logs measurement and line intersect sampling methods are 
recommended for residue sampling and horizontal point 
sampling combined with stratified sampling is recommended for 
surveying standing residue or stands of low density. 
However, the precision of methods for rare item sampling 
are limited to the number of rare items per hectare and their 
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spatial distribution pattern. None of the sampling 
techniques tested was adequate for estimating logging residue 
when the residue density is low (less than 60 pieces/ha) and 
the residue is very clustered spatially. 
Forest Utilization 
Since no suitable sampling methods were found for very 
low density, merchantable residue sampling, some alternative 
forest management choices should be considered for better 
utilization of forest production. 
One is the RME method with poststratified RS. In this 
study, simulation with 20 percent sampling intensity at the 
99 percent confidence level showed that when the mean density 
of residue is greater than 17 pieces/ha, the RME always 
exceeded the penalty level in this study. 
Another method is to survey whole cutovers. From one 
corner of a cutover, check every piece of residue and stop at 
the penalty scale. For a cutover with double the amount of 
residue of the penalty scale, sampling intensities may 
include 50 percent of the area in question. 
A third alternative is to conduct a statistically 
justifiable operational inventory before harvesting for 
determining the RME of timber volume in areas with 
accessibility. The royalty charges would then be based on 
the RME. Any timber volume in excess of the RME would not 
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have royalties charged, thus encouraging better utilization. 
This should encourage no logging waste. 
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APPENDIX A: CHI-SQUARE TEST FOR EQUALITY OF 
FREQUENCY AND PROPORTIONS OF RESIDUE 
TYPES AMONG SAMPLED AREAS. 
It is assumed that the density and proportions of 
residue types, sawlogs, pulpwood and standing residuals are 
the same between tested cutover areas. Residue density by 
type is used for identifying differences between cutovers 
using ^ tests. Observed residue frequency is defined as ”Fo" 
and theoretical frequency is defined as "Ft" (Berenson and 
Levine 1983). 
Table A-1. Chi-square test for 
Crothers-2 areas. 
Crothers-1 and 























Totals 77.50 9.10 212.00 44.20 342.80 
= 16.7869 > X^(0-05,3) = 7.8150 
Therefore, differences between the Crothers-1 area and 




Table A-2. Chi-square test for Paudush-1 and Paudush-2 
areas. 























Totals 67.95 32.70 34.31 1.24 136.20 
= 25.1722 > x^(0.05,3) = 7.8150 
Therefore, differences between the Paudush-1 area and 
paudush-2 area are significant at the 95 percent confidence 
level. 
Table A-3. Chi-square test for Bannerman areas. 













































Totals 172.73 15.73 283.05 6.13 477.64 
X = 19.9961 > x=(0.05,9) = 16.9190 
Therefore, differences among the Bannerman areas are 
significant at the 95 percent confidence level. 
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Table A-4. Chi-square test 
Bannerman-4 areas. 
for Bannerman-1 and 























Totals 53.28 5.05 118.59 0.72 177.64 
X" = 0.9938 < x^(0*05,3) = 7.8150 
Therefore, differences between the Bannerman-1 and Bannerman- 
2 areas are not significant at the 95 percent confidence 
level. 
Table A-5, Chi-square test for Gill-la, Gill-2 and 
Gill-3 areas. 


































Totals 86.10 5.44 176.15 0.62 268.31 
= 8.0282 < X^(0*05,6) = 12.5920 
Therefore, differences among the Gill-la, Gill-2 and Gill-3 
areas are not significant at the 95 percent confidence level. 
APPENDIX B: RESULTS OF STRATIFIED SAMPLING 
MEASURING BUTTS ONLY AND PARTIAL LOGS 
ON SAMPLE STRIPS. 
Stratified random sampling measuring butts only and 
partial logs strips were tested for 1, 2 and 5 m wide strips. 
Sampling intensities of 20 percent were applied in 10 trials 
conducted in finite sample frames for six cutovers. 
150 
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Table B-1. Stratified sampling measuring butts only on 
sample strips in Crothers cutover. 
Strip width = 5 m 































Mean Variance Sample Mean Variance Sample 




















































































































































































































































Table B-2. Stratified sampling measuring butts only on 
sample strips in Dublin cutover. 
Strip width = 5 m 
Trial Sample Frame 
Mean Variance 
pieces/ha of Mean 
Residue Sample Frame 
Sample Mean Variance Sample 










































































































































































































































Table B-3 Stratified sampling measuring butts only on 
sample strips in Paudush cutover. 
Strip width = 5 m 































Mean Variance Sample Mean Variance Sample 



















































































































































































































Table B-4 Stratified sampling measuring butts only on 
sample strips in Bannerman cutover. 
Strip width = 5 ra 
Trial Sample Frame 
Mean Variance 
pieces/ha of Mean 
Residue Sample Frame 
Sample Mean Variance Sample 
















































































































































































































































































Table B-5. Stratified sampling measuring butts only on 
sample strips in Gill-1 cutover. 
Trial 
Strip width = 5 m 
Sample Frame Residue Sample Frame 
Mean Variance 
pieces/ha of Mean 
Sample Mean Variance Sample 

















































































































































































































































































Table B-6. Stratified sampling measuring butts only on 
sample strips in Gill-2 cutover. 
Strip width = 5 m 
Trial Sample Frame Residue Sample Frame 
Mean Variance 
pieces/ha of Mean 
Sample Mean Variance Sample 








































































































































































































































































Table B-7. Stratified sampling measuring partial logs 
on sample strips in Crothers cutover. 
Strip width = 5 m 
Trial Sample Frame Residue Sample Frame 
Mean Variance 
pieces/ha of Mean 
Sample Mean Variance Sample 










































































































































































































































Table B-8. Stratified sampling measuring partial logs 
strips in Dublin cutover. 
Strip width = 5 m 
Trial Sample Frame Residue Sample Frame 
Mean Variance 
pieces/ha of Mean 
Sample Mean Variance Sample 






















































































































































































































Table B-9. Stratified sampling measuring partial logs 
on sample strips in Paudush cutover. 
Trial 
Strip width = 5 m 
Sample Frame Residue Sample Frame 
Mean Variance 
pieces/ha of Mean 
Sample Mean Variance Sample 






















































































































































































































Table B-10. Stratified sampling measuring partial logs 
on sample strips in Bannerraan cutover. 
Strip width = 5 m 
Trial Sample Frame Residue Sample Frame 
Mean Variance Sample Mean Variance Sample 






























































































































































































































































Table B-11. Stratified sampling measuring partial logs 
on sample strips in Gill-1 cutover. 
Strip width = 5 m 
Trial Sample Frame Residue Sample Frame 
Mean Variance Sample Mean Variance Sample 






























































































































































































































































Table B-12. Stratified sampling measuring partial logs 
on sample strips in Gil1-2 cutover. 
Strip width = 5 m 
Trial Sample Frame Residue Sample Frame 
Mean Variance 
pieces/ha of Mean 
Sample Mean Variance Sample 



















































































































































































































































APPENDIX C; POSTSTRATIFIED SAMPLING MEASURING BUTTS 
ONLY AND PARTIAL LOGS ON CIRCULAR PLOTS 
AND TRANSECTS. 
Random sampling with poststratification when measuring 
partial logs (P) and butts only (B) on circular plots and 
using circular transects (C) were tested. The plot radii 
ranged from 2 to 5 m. Ten sampling trials with sampling 
intensities of 20 percent were conducted in the infinite 
sample frames for six cutovers. 
163 
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Table C-la. Results of using 2 m radius plots and 
circular transects for poststratified 
random sampling in Crothers cutover. 




Mean Variance Sample Mean Variance Sample 
pieces/ha of Mean Size pieces/ha of Mean Size 
P 60.16 71.679 407 354.88 986.321 69 
C 56.59 52.812 407 333.80 499.116 69 

































































































































































































Table C-lb. Results of using 3 m radius plots and 
circular transects for poststratified 
random sampling in Crothers cutover. 




Mean Variance Sample Mean Variance Sample 






















































































































































































































Table C-lc. Results of using 4 m radius plots and 
circular transects for poststratified 
random sampling in Crothers cutover. 




Mean Variance Sample Mean Variance Sample 











































































































































































































































Table C-ld. Results of using 5 m radius plots and 
circular transects for poststratified 
random sampling in Crothers cutover. 




Mean Variance Sample Mean Variance Sample 











































































































































































































































Table C-2a. Results of using 2 in radius plots and 
circular transects for poststratified 
random sampling in Dublin cutover. 
Trial 
Method 
Sample Frame Residual Stratum 
Sample Frame 
Mean Variance Sample Mean Variance Sample 


















































































































































































































Table C-2b. Results of using 3 m radius plots and 
circular transects for poststratified 
random sampling in Dublin cutover. 




Mean Variance Sample Mean Variance Sample 






















































































































































































































Table C-2c. Results of using 4 m radius plots and 
circular transects for poststratifled 
random sampling in Dublin cutover. 




Mean Variance Sample Mean Variance Sample 

















































































































































































































































Table C-2d. Results of using 5 m radius plots and 
circular transects for poststratified 
random sampling in Dublin cutover. 




Mean Variance Sample Mean Variance Sample 






















































































































































































































Table C-3a. Results of using 2 m radius plots and 
circular transects for poststratifled 
random sampling in Paudush cutover. 




Mean Variance Sample Mean Variance Sample 






















P 16.66 13.972 420 291.53 970.163 24 
C 12.99 7.435 420 227.4 250.545 24 
B 22.74 56.342 420 954.93 11257.91 10 
P 19.88 15.06 420 260.95 642.416 32 
C 19.97 13.339 420 262.14 318.514 32 
B 17.05 31.692 420 795.77 0 9 
P 16.66 13.972 420 291.53 970.163 24 
C 12.99 7.435 420 227.4 250.545 24 


































































































































Table C-3b. Results of using 3 m radius plots and 
circular transects for poststratified 
random sampling in Paudush cutover. 




Mean Variance Sample Mean Variance Sample 
pieces/ha of Mean Size pieces/ha of Mean Size 
P 21.73 29.151 186 183.74 753.677 22 
C 20.23 26.902 186 188.12 773.774 20 
B 30.42 67.701 186 404.2 1178.222 16 
P 11.47 14.603 186 164.16 1132.328 13 
C 10.38 10.541 186 160.86 547.353 12 
B 11.41 21.108 186 353.68 0 6 
P 16.77 20.122 186 173.34 666.457 18 
C 13.21 11.257 186 144.53 237.936 17 
B 17.11 31.134 186 353.68 0 7 
P 19.21 18.866 186 148.89 336.571 24 
C 23.25 28.864 186 180.22 569.434 24 


































































































































Table C-3c. Results of using 4 m radius plots and 
circular transects for poststratified 
random sampling in Paudush cutover. 




Mean Variance Sample Mean Variance Sample 






















































































































































































































Table C-3d. Results of using 5 m radius plots and 
circular transects for poststratified 
random sampling in Paudush cutover. 
Trial 
Method 
Sample Frame Residual Stratum 
Sample Frame 
Mean Variance Sample Mean Variance Sample 





















































































































































































































Table C-4a. Results of using 2 m radius plots and 
circular transects for poststratified 
random sampling in Bannerman cutover. 
Trial 
Method 
Sample Frame Residual Stratum 
Sample Frame 
Mean Variance Sample Mean Variance Sample 

















































































































































































































































Table C-4b. Results of using 3 m radius plots and 
circular transects for poststratified 
random sampling in Bannerman cutover. 




Mean Variance Sample Mean Variance Sample 
pieces/ha of Mean Size pieces/ha of Mean Size 
P 90,53 144.785 183 271.6 497.918 61 
C 87.46 122.629 183 285.8 295.385 56 


































































































































































































Table C-4c. Results of using 4 m radius plots and 
circular transects for poststratified 
random sampling in Bannerman cutover. 
Trial 
Method 
Sample Frame Residual Stratum 
S amp1e Frame 
Mean Variance Sample Mean Variance Sample 


















































































































































































































































Table C-4d. Results of using 5 m radius plots and 
circular transects for poststratified 
random sampling in Bannerman cutover. 




Mean Variance Sample Mean Variance Sample 
pieces/ha of Mean Size pieces/ha of Mean Size 
P 81.25 171.575 66 134.07 
C 87.14 200.186 66 174.28 









































































































































































































































Table C-5a. Results of using 2 in radius plots and 
circular transects for poststratified 
random sampling in Gil1-1 cutover. 




Mean Variance Sample Mean Variance Sample 

















































































































































































































































Table C-5b. Results of using 3 m radius plots and 
circular transects for poststratified 
random sampling in Gill-1 cutover. 




Mean Variance Sample Mean Variance Sample 






































































































































































































































Table C-5c. Results of using 4 m radius plots and 
circular transects for poststratified 
random sampling in Gil1-1 cutover. 




Mean Variance Sample Mean Variance Sample 














































































































































































































































Table C-5d. Results of using 5 m radius plots and 
circular transects for poststratified 
random sampling in Gil1-1 cutover. 




Mean Variance Sample Mean Variance Sample 














































































































































































































































Table C-6a. Results of using 2 m radius plots and 
circular transects for poststratified 
random sampling in Gill-2 cutover. 




Mean Variance Sample Mean Variance Sample 











































































































































































































































Table C-6b. Results of using 3 m radius plots and 
circular transects for poststratified 
random sampling in Gill-2 cutover. 




Mean Variance Sample Mean Variance Sample 
pieces/ha of Mean Size pieces/ha of Mean Size 
P 95.07 190.097 181 268.88 
C 80.95 122.56 181 252.6 




































































































































































































Table C-6c. Results of using 4 m radius plots and 
circular transects for poststratified 
random sampling in Gill-2 cutover. 




Mean Variance Sample Mean Variance Sample 







































































































































































































































P 68.7 111.743 101 157.7 270.101 44 
10 C 64.38 100.371 101 175.73 217.514 37 
B 68.94 120.975 101 224.61 148.265 31 
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Table C-6d. Results of using 5 m radius plots and 
circular transects for poststratified 
random sampling in Gil1-2 cutover. 




Mean Variance Sample Mean Variance Sample 
pieces/ha of Mean Size pieces/ha of Mean Size 
P 
C 
B 
81.51 
80.93 
76.39 
140.389 
220.274 
162.114 
65 
65 
65 
143.2 
187.87 
183.91 
193.092 
467.982 
200.141 
37 
28 
27 
P 
C 
B 
87.79 
75.56 
76.39 
221.289 
291.33 
193.29 
65 
65 
65 
172.91 
181.92 
198.63 
411.777 
982.29 
328.551 
33 
27 
25 
P 
C 
B 
52.65 
81.63 
54.85 
85.156 
191.182 
124.463 
65 
65 
65 
118.02 
182.96 
178.25 
160.765 
317.341 
204.775 
29 
29 
20 
P 
C 
B 
81.54 
84.69 
56.81 
148.842 
236.273 
132.737 
65 
65 
65 
139.47 
172.04 
167.84 
222.012 
506.119 
307.831 
38 
32 
22 
P 
C 
B 
93.28 
76 
95.98 
204.854 
204.626 
288.615 
65 
65 
65 
155.46 
176.43 
207.96 
320.623 
469.77 
577.026 
39 
28 
30 
P 
C 
B 
78.53 
81.7 
74.44 
148.375 
150.705 
178.421 
65 
65 
65 
127.61 
147.52 
186.09 
235.068 
220.158 
310.798 
40 
36 
26 
P 
C 
B 
82.05 
77.63 
88.15 
168.228 
118.951 
248.806 
65 
65 
65 
140.35 
152.92 
197.57 
276.588 
108.856 
502.561 
38 
33 
29 
8 
P 
C 
B 
68.79 
65.1 
78.35 
134.01 
118.542 
200.244 
65 
65 
65 
139.73 
145.92 
203.72 
242.212 
186.123 
324.228 
32 
29 
25 
P 
C 
B 
58.29 
70.08 
47.01 
112.431 
158.798 
82.376 
65 
65 
65 
118.4 
168.7 
145.51 
241.909 
301.088 
99.253 
32 
27 
21 
10 
P 
C 
B 
100.51 
102.07 
95.98 
197.29 
240.561 
187.294 
65 
65 
65 
151.93 
184.29 
183.5 
268.422 
361.292 
207.806 
43 
36 
34 
