Abstract-We analyze the impact of imperfect channel state information (CSI) on the performance of bit-interleaved coded modulation with iterative decoding (BICM-ID) over fading channels. We develop a general, accurate and efficient theoretical error-free feedback bound (EF bound) to analyze the asymptotic bit-error rate (BER) of BICM-ID with imperfect CSI, and predict the BER floor due to channel estimation error. The convergence to the EF bound and the accuracy of the BER floor prediction are verified by simulation with various sets of code and channel parameters. These results are canonical, in that they apply to a variety of system configurations. Pilot symbol assisted modulation is used as a particular example for Rayleigh-fading channels.
I. INTRODUCTION

B
IT-INTERLEAVED coded modulation (BICM), introduced in [1] , has been shown to achieve large coding gain over fading channels with coherent detection and perfect knowledge of the channel response [1] , [2] . The main advantage of BICM is that the diversity order can be increased to the minimum Hamming distance of the code by bitwise interleaving [1] , [2] . Besides the large diversity order, BICM also provides more flexibility in the design of the encoder and modulator individually, which is very attractive for software radio implementation [3] .
Li et al. [4] proposed iterative decoding with soft feedback for BICM over additive white Gaussian noise (AWGN) channels. With carefully designed signal labeling, BICM with iterative decoding (BICM-ID) overcomes the drawback of conventional BICM over AWGN by increasing the free Euclidean distance with the knowledge of other bit values. Chindapol and Ritcey [5] further developed the design of BICM-ID over fading channels by optimizing signal labeling maps based on the harmonic mean of the constellation [2] . This results in large coding gain over noniterative coded modulation over fading channels, and the performance is close to that of "turbo" coded modulation with less complexity. For mobile communication systems with time-varying channel response, channel state information (CSI) is crucial in achieving the expected decoding performance of a channel code. Earlier studies of BICM and BICM-ID over fading channels [1] , [2] , [4] , [5] assume perfect CSI at the receiver. Although in [2] detection with unknown channel state is also considered for BICM, it is obvious that this model is very limited because the knowledge of the receiver is restricted only to the two extreme cases: perfect CSI and no CSI. In applications when channel estimation techniques are applied in the receiver to extract CSI, only imperfectly known CSI is a realistic model.
To obtain CSI, pilot symbol assisted modulation (PSAM) has been proposed and proven to be effective for Rayleigh-and Rician-fading channels [7] - [9] . The transmitter periodically inserts known symbols from which the receiver estimates channel amplitude and phase reference. Performance of PSAM over Rayleigh-fading channels was studied by several authors [9] , [10] . In [9] , Cavers derived closed-form bit-error-rate (BER) results for binary phase-shift keying and quaternary phase-shift keying, and a tight upper bound on the symbol error rate for 16 quadrature amplitude modulation (16-QAM). A general approach to calculate the exact BER for multilevel QAM with PSAM can be found in [10] . However, these results are all under uncoded conditions.
In this paper, we propose a novel approach to study the impact of imperfect CSI on BICM-ID over flat-fading channels. This model utilizes the joint distribution of the actual channel amplitude and phase and their estimates to characterize the effect of imperfect CSI. Using this, theoretical bound for the asymptotic BER is derived for BICM-ID. Numerical results for BICM-ID with PSAM are shown as particular examples, where the key parameter affecting the performance is the power correlation coefficient between the fading and its estimate. This paper is organized as follows. Section II gives a brief review of BICM and BICM-ID with soft feedback. Section III is devoted to the analysis and development of the theoretical bound for BICM-ID with imperfect CSI. In Section IV, computer simulation results are shown to provide performance evaluation and verify the accuracy of our analytical bound. Section V gives numerical examples of BICM-ID with PSAM in real applications and Section VI concludes the paper with a list of our main contributions. 
II. REVIEW OF BICM AND BICM-ID
A. BICM Framework
The block diagram of conventional BICM is shown in Fig. 1 . The transmitter of BICM is a serial concatenation of a convolutional encoder of rate , a random bit interleaver, and a memoryless modulator [2] . The purpose of the bit interleaver is to break the sequential fading correlation and increase the diversity order to the minimum Hamming distance of the convolutional code [1] . Denote the encoder input symbol at time by and the output symbol by , where or is the th bit in the symbol. The encoder output is bitwise interleaved and each consecutive bits of the interleaved sequence are grouped to form a channel symbol . The modulator maps each to a complex transmitted signal chosen from -ary constellation , where is the labeling map and . We consider fully interleaved frequency nonselective fading channel. The discrete-time complex baseband received signal can be written as (1) where is the complex fading coefficient, and is the complex white Gaussian noise sample with variance . By assuming that the receiver has perfect CSI, the suboptimal maximum log-likelihood bit metrics are obtained as [1] ( 2) where is the subset of whose labels have the binary value at the th bit position. The branch metrics are obtained by summing the corresponding deinterleaved bit metrics before being passed to the Viterbi decoder (VD). A low-complexity hard decision feedback decoder was developed by iterating the VD [3] . Fig. 2 shows the BICM-ID receiver with soft feedback, where the VD is replaced by the soft-input soft-output (SISO) decoder [6] . The demodulator calculates the a posteriori bit probability as [4] (3) and an equally likely assumption is made on the a priori probability for the first iteration, since it is unavailable for demodulation.
B. BICM-ID With Soft Feedback
After the first decoding pass, the extrinsic a posteriori probabilities output by the SISO module are interleaved and fed back as the a priori probabilities to the demodulator. For the second iteration, in (3) can be updated by (4) where is the value of the th bit of the label associated with . Using (3) and (4), the extrinsic a posteriori bit probability can be written as
The receiver uses (5) to regenerate the bit metrics and iterates demodulation and decoding. After the last iteration, the final decoded outputs are the hard decisions on the extrinsic bit probabilities . To reduce the computational complexity, the SISO decoder uses an additive log-MAP algorithm [6] and the log-sum is implemented by max operation plus a correction function.
III. ANALYTICAL BOUND FOR BICM-ID WITH IMPERFECT CSI
A. Analytical Model and Error-Free Feedback Bound
The BICM union bound of the probability of bit error is given by [2] (6) where is the minimum Hamming distance of the code and is the total input weight of error events at Hamming distance . Note that denotes the pairwise error probability (PEP) of BICM and depends only on the Hamming distance , the labeling map , and the signal constellation .
For BICM-ID, an error-free feedback bound (EF bound) is derived in [5] to analyze the asymptotic BER, where the PEP is bounded by [5] ( 7) and (8) where is the Laplace transform of the probability density function (pdf) of the metric difference . Note that is the constellation point having the same binary bit values as those of except at the th bit position.
Let be the imperfect estimate of the fading coefficient . The receiver scales the original constellation by and demodulates. Thus, the metric difference between any two constellation points and can be calculated as where . Let , so the metric difference is given by (9) It can be seen that, given and is a conditional Gaussian random variable (RV) with mean and variance given by (10) where denotes the Euclidean distance between the two signal points and in the constellation.
The Laplace transform of the pdf of is defined by (11) where (12) is the Laplace transform of the pdf of conditioned on , and . To evaluate (7), several approaches are available. A Chernoff bound can be used, or the contour integration can be evaluated numerically. We apply the Gauss-Chebyshev quadrature [12] to compute the PEP (7) and, hence, the EF bound with imperfect CSI. The main issue is how to evaluate (11), the Laplace transform of the pdf of the metric difference. As we will see, due to the complicated form of the joint pdf for fading channels, a closed form for is not available. So we use the Monte Carlo method for numerical integration and can be calculated as (13) where are independent identically distributed (i.i.d.) random samples. This has been previously employed in [2] for computing the Bhattacharyya bound. The details for our implementation of the Monte Carlo simulation can be found below for Rayleigh-and Rician-fading channels.
B. Monte Carlo Expectation 1) Rayleigh-Fading Channels:
Because the fading amplitude and phase are independent for Rayleigh-fading channels, the joint distribution factors to . We assume the fading amplitude and its estimate have a bivariate Rayleigh distribution given by [14] (14) where is the power correlation coefficient between and , and is the zeroth-order modified Bessel function of the first kind. The phase error between the phase and its estimate has the pdf given by [14] ( 15) where and is the same as that in (14) .
It can be seen that the two key parameters characterizing the joint pdf are the power correlation coefficient and the power ratio . In our analysis, the power of the fading process is normalized to one, which implies . For given values of and , we use (19) and (20) to determine the relationship between the Gaussian components and generate the Gaussian random samples. Then, using (16) and (17), we can generate sample pairs of and , and they will satisfy the joint pdf of (14) and (15) and we have . Thus, the power correlation coefficient and the power ratio are given by Define the Rician factor , where and , i.e., the ratio of the specular to the diffraction power, then and can be expressed as (24) (25) As in the case of Rayleigh-fading channels, with the given parameters and the normalization condition , we can solve for and and, hence, using (24) and (25). With these parameters, our Monte Carlo simulation uses pairs of samples of RVs and for Rician-fading channels, and approximate by its sample mean.
IV. PERFORMANCE EVALUATION
An extensive simulation study is undertaken to investigate the performance of BICM-ID with imperfect CSI. The BICM transmitter uses 16-QAM with the modified set partitioning (MSP) labeling [5] . Two convolutional codes are considered for comparison, which are the best 8-state and 16-state rate codes given in [13] . A random bit interleaver is used and each data block contains 20 000 information bits. For each value of considered, information bits are simulated. Because for practical values of channel parameters, the power ratio is very close to one and has little impact on BER performance [10] , the power correlation coefficient is the crucial parameter for fading channels. Therefore, we set the power ratio throughout simulations in this section.
A. Numerical Results and Convergence to EF Bounds With Imperfect CSI
We compare our EF bound theory with simulations over Rayleigh-and Rician-fading channels. Fig. 3 shows the BER performance and the EF bound for BICM-ID with the 8-state code over Rayleigh-fading channels. The simulation runs through the fourth decoding pass with soft feedback, and the power correlation coefficient is . Fig. 4 shows the case for BICM-ID with the 16-state code over Rician-fading channels. With the channel model we developed in Section III, we consider unbiased channel estimation with power correlation coefficient and the Rician factor dB. From the figures, it can be seen that simulation results converge to the EF bounds at low BER for both Rayleigh-and Rician-fading channels. The analytical bounds for BICM-ID with imperfect CSI are very tight and accurate enough to predict the asymptotic BER performance. Note that computing the EF bound is very efficient in that it is approximately 1000 times faster than simulating the whole system. Also, the technique is very general and can be applied for any BICM-ID configuration: modulation, labeling map, and convolutional code.
B. Sensitivity to Power Correlation Coefficient
For the design of a real system, various channel estimation techniques can be used with different sets of parameters. However, it is more convenient to evaluate the BER performance directly from instead of the channel parameters. For this motivation, we show the BER curves for different values of An important effect of imperfect CSI is the increase in required caused by the channel estimation error. Due to the tightness and accuracy of the EF bound, it can be effectively used to predict the asymptotic increase in the required at a given BER. As an example, Fig. 7 shows the increase in caused by imperfect CSI, at , for both the 8-state and 16-state codes. The increases are calculated by simulation in Figs. 5 and 6 and by the EF bounds with the same parameters. The accuracy of our prediction can be clearly observed.
There is a larger penalty on when the channel estimation degrades, i.e., the power correlation coefficient decreases from unity. It also can be seen that the BER suffers less from the channel estimation error when a more powerful code, e.g., the 16-state code, is used. Compared to the case of the 8-state code, 16-QAM BICM-ID with the 16-state code has smaller increase in the required as decreases further from unity.
C. BER Floor
Another important effect of imperfect CSI can be observed from Fig. 5 in which the channel estimation error causes the BER curve to flatten when decreases from unity. This is the "BER floor," i.e., the asymptotic BER to which the curve converges as goes to infinity. The technique for computing the EF bound can be effectively used to predict the BER floor generated by imperfect CSI, by simply setting . Fig. 8 gives an example of the BER performance with imperfect CSI in a larger range of with the 8-state code. Note that the EF bound of the BER curve is used because there are not enough trials in the computer simulation operating in relatively large values. The BER floors predicted by our EF bound are also plotted to show the convergence and the accuracy of our prediction. Fig. 9 plots the results of the BER floors for both the 8-state and 16-state codes. It is clear that powerful codes with longer constraint length can effectively push down the BER floor and, thus, improve the BER performance. An interesting observation from this figure is the sensitivity of the BER floor to change as the power correlation coefficient changes. It can be seen that the BER floor decreases more rapidly as increases, and the sensitivity for the 16-state code is approximately the same as that for the 8-state code.
V. BICM-ID WITH PSAM
The model we have presented is canonical, in that it applies to any situation described by the Rayleigh or Rician statistical model. As an example of a typical application, we consider 16-QAM BICM-ID using PSAM over a Rayleigh-fading channel.
To fit our model, we first show how the power correlation coefficient and power ratio depend on the channel and PSAM parameters. Then we compare predictions of the model with simulation to evaluate the performance. Unlike our earlier figures in which is fixed, we now find that increases as increases.
A. Relating the Power Correlation Coefficient and Power Ratio to the Channel Parameters
For PSAM with frame length and filter size , let be the interpolator coefficient vector associated with the data symbol at the th position within a frame, where and (we set for the pilot symbol). For Rayleigh-fading channels, the power ratio is defined by [10] ( 26) where is the energy of the pilot symbol. is the covariance matrix with , where is the normalized Doppler spread and the zerothorder Bessel function of the first kind.
Let be the average energy per information bit, the convolutional code rate, the average energy per data symbol, and the number of bits per channel symbol for -ary modulation. Consider the case when the pilot symbol energy is equal to . Typically, we take the pilot symbol to be the one with the largest energy in the constellation, so that . We have (27) In the analysis, is normalized to one, so the power ratio becomes (28) The correlation coefficient between and is given by [10] (29)
where is calculated as in (28), and (30) is the normalized covariance between the fading at the th data symbol in the th frame and at the pilot symbol in the th frame. Since the estimation coefficients and depend on the position within a frame, and need to be averaged over each data symbol position within a frame. 
B. Numerical Results
Now we show an example for BICM-ID with PSAM over Rayleigh fading. In our example, two interpolators are considered. One is the Wiener filter [15] which is optimal in the minimum mean squared error sense. The other one is the low-pass sinc interpolator [11] whose coefficients are calculated from (31) where and . A system with 16-kbaud symbol rate and Doppler 100 Hz is considered. This gives the normalized Doppler spread . The speed of the mobile station (MS) is about 120 km/h (75 miles/h) with carrier frequency 900 MHz, or 60 km/h (37.5 miles/h) with carrier frequency 1.8 GHz. For pedestrians, the MS speed will be much slower and, thus, give even smaller Doppler spreads. We choose the PSAM frame size , and the interpolation size . We consider 16-QAM BICM-ID with the 16-state rate convolutional code. Table I lists the power correlation coefficient and power ratio for our system and the asymptotic BER predicted by our EF bound theory.
is in the range where BICM-ID is applied. Note that, we set the pilot symbol energy equal to the maximum symbol energy in the constellation, yielding an energy efficiency of %. As expected, the correlation increases with . There is only a small performance degradation observed when using the sinc interpolator instead of the optimal Wiener filter. For practical applications, we recommend sinc interpolator for its near-optimum performance and much lower computational complexity. Fig. 10 compares the BER performance of this system using sinc interpolator with that of an ideal system with perfect CSI. To simulate the effect of ideal interleaving, each data block contains 20 000 information bits, and totally information bits are simulated for each value of considered. About 1.6-dB degradation for each iteration is observed when MSP labeling and soft feedback are used. The star-marked dashed curve shows the performance predicted by the EF Bound. The match is excellent, showing that our seemingly idealized model fits the practical PSAM application perfectly. 
VI. CONCLUSION
In this paper, we have developed an effective analytical model to evaluate the impact of imperfect CSI on BICM-ID over Rayleigh-and Rician-fading channels. We have developed a general and efficient theoretical EF bound to analyze and predict the asymptotic BER and the BER floor of BICM-ID with channel estimation error. The accuracy of our prediction is verified by simulations over a variety of system configurations.
The paper demonstrates the following claims with an extensive set of simulation results.
• The power correlation coefficient between the fading coefficient and its estimate is the key parameter to evaluate the performance of BICM-ID with imperfect CSI over Rayleigh-and Rician-fading channels.
• The channel estimation error causes an increase in the required and generates BER floor.
• The BER floor decreases more rapidly as increases.
• More powerful codes with larger constraint length can be used to effectively improve the BER performance by pushing down the BER floor.
• BICM-ID is a high performance coded modulation that ideally allows operation at a dramatically reduced . Unfortunately, at those signal-to-noise ratios, the quality of the channel estimation, when using PSAM, is too poor to use in the decoder. That is, while BICM-ID operates at low , PSAM requires a larger which becomes the limiting item in system performance. To our knowledge, the issue remains largely unexplored in the turbo coding literature [12] .
