, which is correlated with the module power measured at the standard testing conditions (P S T C ). Our experiments demonstrate that, for various degrees of PID, the temperature correction methodology offers a relative accuracy of ±3% for predicting P S T C . Furthermore, it reduces the root-mean-square error (RMSE) by around 70%, compared with the P S T C estimation without the temperature correction.
tal impact on photovoltaic (PV) module performance under field conditions. In conventional p-type crystalline silicon (c-Si) PV modules, PID shunting (PID-s) due to Na-decorated stacking faults across p-n junctions has been identified as the root cause [1] [2] [3] . To prevent PID in the field, PV modules are usually subjected to accelerated laboratory PID tests, during which samples are frequently removed from the climate chamber for light I-V (LIV) measurements to determine their power degradation at standard testing conditions (STC). This process requires considerable time and effort, particularly when a large number of PV modules are being evaluated. Dark I-V (DIV) characterization is a useful technique to monitor the module power performance in situ during the accelerated PID testing [4] , [5] ; it allows the measurements of module performance in greater detail for understanding the nature of the degradation [4] , [5] and can be used to evaluate the module power in the climate chamber without taking the module offline for LIV measurements under STC [6] , [7] . The method is simple to apply and enables researchers to intermittently determine power loss due to PID without interrupting the PID test. Therefore, significant time and cost can be saved for chamber-based PID tests.
The DIV characterization technique has been receiving growing interest from researchers considering its advantages. Based on the superposition principle [8] , the DIV measurement at 25°C has been successfully used to estimate the module power degradation at STC due to PID with a high degree of accuracy [9] [10] [11] . However, to accelerate the PID process, PV modules are often stressed at a temperature much higher than 25°C (e.g., 50 or 60°C). This temperature difference introduces substantial error to the prediction of module power under STC (P STC ) by the in-situ DIV measurement, if no correction step is applied, since the device performance is greatly affected by temperature. It is also not ideal to stop the test, ramp down the temperature to 25°C to perform the DIV measurement, and ramp up to the stress temperature (T s ) to resume the test. Not only is this process time consuming, but it might also affect the test due to PID recovery [12] , [13] .
An error compensation method was proposed and implemented in [6] and [7] to improve the accuracy for predicting module power at STC (P STC ) with in-situ DIV measurements. In the present paper, we develop a fundamentally different approach focusing on the temperature correction, which is based on the DIV-derived module temperature coefficient γ dark [6] . Temperature correction can be performed to translate the DIVderived module power (P dark ) measured at a higher temperature to that at 25°C (corresponding to STC), using the DIV-derived module γ dark . However, it is reported that the absolute module power temperature coefficient decreases as PID progresses in conventional c-Si PV modules [14] , as does the DIV-derived module γ dark [6] . Therefore, it is not valid to use the DIVderived module γ dark before PID to correct the module P dark to that at different temperatures (e.g., 25°C) over the course of the PID evolution.
In this study, we devised systematic experiments to investigate the relationship between the 1) DIV-derived module γ dark and 2) DIV-derived module power P dark (T s ), measured in situ and at the stress temperature (T s ) over the course of PID progression in conventional p-type c-Si PV modules. Using the newly found relationship, we developed a mathematical model to translate the DIV-derived module P dark (T s ) to that at 25°C, which is correlated with module power under STC (P STC ).
II. EXPERIMENTAL DESIGN
Accelerated PID tests were conducted on four frameless ptype c-Si minimodules (four cells) with the standard glass-EVA-cell-EVA-backsheet package, as shown in Fig. 1 . During the tests, the temperature and relative humidity inside the climate chamber were maintained at 50°C and 50% RH, respectively. The ramping process was optimized to avoid condensation and minimize the ramping time. A layer of aluminum (Al) foil was placed on top of the minimodules and was connected to the positive terminal of a high-voltage power source. The positive terminal of the power source was also grounded. A voltage of -1000 V was applied to the solar cells, by connecting the shorted leads to the negative terminal of the same power source. In order to maintain a uniform and consistent contact between the front glass surface and the Al foil, a layer of nonconductive material was placed on top of the Al foil.
The samples were intermittently removed from the climate chamber to perform LIV and DIV measurements at different temperatures with a class A+A+A+ HALM system. The light intensity was 1000 W/m 2 for all LIV measurements. The LIV and DIV measurements were performed immediately after removal of the samples from the chamber. After the measurements, the modules were immediately returned to the chamber to resume PID testing. In general, the samples were returned to the chamber within 3 h to minimize PID recovery. Four temperature sensors were attached to the rear surface of the minimodules for temperature measurements. I-V measurements were carried out only when the module temperature had stabilized to ensure that the cells had reached thermal equilibrium with the module package.
III. EXPERIMENTAL RESULTS

A. Validation of the Module P STC Prediction by the Dark I-V Measurement at 25°C
It has previously been established by Hacke et al . that the DIV measurement at 25°C can accurately estimate the module P STC for conventional p-type c-Si modules undergoing PID [9] [10] [11] . Our experiments also demonstrated the same observations, as shown in Fig. 2 , where the normalized module power measured by DIV at 25°C and by LIV at STC are compared. As can be seen from Fig. 2 , all points fall on or near the line y = x, validating the module P STC prediction by the DIV measurement at 25°C. The DIV-derived module power P dark is evaluated by shifting the DIV curve by the photocurrent I ph , according to the superposition principle. The I ph is obtained from the LIV measurement at STC, which degrades insignificantly as PID progresses. The module power is normalized by dividing the measured module power at different time intervals with the module power measured prior to PID. The results indicate that during PID testing, if the normalized module P dark (25°C) is measured with DIV characterization, the normalized module P STC can be approximated accurately. Therefore, P STC can be predicted without LIV measurements under STC over the course of PID testing.
B. Dark I-V-Derived Module Power Temperature Coefficient
When the DIV curve is obtained at a higher temperature, temperature correction can be performed using the module's DIVderived power temperature coefficient to translate the module power to that at 25°C (P dark (25
• C)). The module P dark (25 • C) can then be used to predict the module P STC , as has been discussed in the previous section. According to [6] , [15] , and [16] , the DIV-derived module power temperature coefficient (γ dark ) can be defined as follows:
where P dark (T c ) and P dark (T ref ) represent the module power measured by DIV at T c (cell temperature) and T ref (reference temperature), respectively. In our experiments, the cell temperature is approximated to be the same as the module temperature, and the reference temperature is taken as 25°C. It is observed that the module γ dark varies as a function of the extent of PID. As shown in Fig. 3 , the absolute magnitude of the γ dark for module 4 decreased as PID progressed. The steeper the slope, the greater the absolute magnitude of the module γ dark . Before the PID stress, the module γ dark (t = 0) was -0.339%/°C, and after 20 h of PID testing, it decreased to -0.170%/°C. Therefore, the module γ dark measured before the PID testing cannot be used to correct the DIV-derived module power to that at 25°C during PID testing, as it causes inaccuracy for the prediction of module P STC . For example, if -0.339%/°C were used instead of -0.170%/°C after 20 h of PID (T s = 50
• C), a relative error of 4.23% would be induced in the temperature correction step. If the PID stress temperature were 60°C, the relative error would increase to 5.92%.
C. Linear Relationship Between the Change in Dark I-V-Derived Module Temperature Coefficient and Power Degradation
To find the relationship between the temperature coefficient and module power degradation, two parameters are defined: change in the DIV-derived module temperature coefficient (Δγ dark ) and DIV-derived module power degradation (ΔP dark ). The Δγ dark and ΔP dark are defined as follows:
where γ dark (0) and γ dark (t) represent the DIV-derived module power temperature coefficient before PID and at the time interval t, respectively. P dark (T, 0) represents the DIV-derived module power, measured at temperature T and before PID. P dark (T, t) represents the DIV-derived module power, measured at temperature T and at the time interval t. During the PID testing, γ dark is a function of stress time (t), and P dark is a function of both the stress time and temperature. From Fig. 4 , it is observed that there is an approximately linear relationship between Δγ dark and ΔP dark , measured at T s of 50°C for all four modules. Before PID testing (t = 0), there is no degradation for both the DIV-derived module γ dark and P dark ; therefore, the first data point is always (0, 0). For this reason, the linear regression fitting was performed with the intercept set as 0. A statistical analysis was also performed to evaluate the linearity. The coefficient of determination, denoted as R 2 , is a measure of the goodness-of-fit of the linear regression, with a value between 0 and 1. An R 2 of 1 indicates that the regression line perfectly fits the sample data. The R 2 value was computed for all four samples. They are 0.997, 0.996, 0.995, and 0.992 for modules 1-4, respectively. The R 2 results imply that the regression lines fit the experimental data exceptionally well. Therefore, it can be concluded that Δγ dark (t) and ΔP dark (T s , t) are linearly related.
The linear relationship also holds true for the other module temperatures. From Fig. 5 , it can be seen that there is a linear relationship between the Δγ dark and ΔP dark , for module 1, where the module P dark was measured at 25 and 45°C, respectively. The R 2 value was computed for the regression lines for 25 and 45°C, giving 0.998 and 0.997, respectively. The same calculations were repeated for modules 2-4 at different temperatures, and they all exhibited the same behavior. Therefore, it can be further concluded that Δγ dark (t) and ΔP dark (T, t) are linearly related, independent of the module temperature at which the P dark is measured. This finding has an important practical implication: the temperature correction method discussed in the current paper should be applicable for modules stressed at various temperatures.
IV. TEMPERATURE CORRECTION FOR In-Situ DARK I-V MEASUREMENTS
A. Theory
Based on the linear relationship, model (4) is proposed to predict the γ dark (t) by the P dark (T s , t), at different time intervals
where k represents the slope of the regression lines shown in Fig. 4 . The k value varies for different modules and reflects different degradation paths. In this model, γ dark (0) and P dark (T s , 0) are measured before PID testing. P dark (T s , t) can be determined with in-situ DIV measurements at different time intervals, for example, every 2 h. As for k, ideally, the PID testing should be stopped at several time intervals (t 1 , t 2 , t 3 , etc.) to measure the module γ dark (t) and P dark (T s , t) . The results can then be used to calculate the k value by linear regression fitting. However, since the purpose is to develop an in-situ characterization technique, the PID testing should not be interrupted. Therefore, we propose to estimate k with γ dark and P dark (T s ) measured before and after PID testing, using (5) . The parameter t n represents the time interval at the end of the PID test
(5) From (1), we can obtain
Combining (4) and (6), we obtain (7), shown at the bottom of the page.
As can be seen from (7), with k estimated , the P dark (T s , t), determined from in-situ DIV measurements at different time intervals, can be corrected to P dark (25 • C, t), which is correlated with P STC . As discussed previously, k estimated can be determined by I-V measurements before and after PID testing. Therefore, the module power P STC can be determined in situ with the mathematical (7). The PID testing only has to be stopped for a few seconds for intermittent DIV sweeps of the sample module at the stress temperature, from which the PID degradation path can be calibrated at the end of the test. Therefore, not only does this characterization technique avoid the trouble due to LIV measurements, but it provides greater detail for understanding the nature of the degradation as well.
Additionally, to calculate P dark (T s , t) at different time intervals for DIV curves, the module I ph at T s has be to determined first. In this method, since LIV measurements are only conducted before and after PID testing, I ph is approximated by the average of I ph before and after PID testing and considered as constant throughout the PID testing. This is acceptable because the change of I ph is typically negligible for conventional c-Si PV modules undergoing PID testing. Our experiments revealed that the degradation of I ph is less than 1.7% (see Table I ), while the module P STC degradation exceeds 20%.
B. Validation of the Prediction Model for Dark I-V-Derived Module Temperature Coefficient
With the estimated k from (5), γ dark (t) can be predicted with P dark (T s , t), according to model (4) . P dark (T s , t) is calculated from in-situ DIV curves at different time intervals. The predicted γ dark (t) is compared with the measured γ dark (t) for all four samples, as shown in Fig. 6 . γ dark at different time intervals is normalized by dividing it by the initial value (before PID). As can be seen from Fig. 6 , all the data points are close to the y = x line, showing an excellent agreement. Nevertheless, there is a slight difference between the predicted and the measured value. Considering the fact that only two measurements are conducted for the estimation of k, the small deviation from the true value is acceptable.
C. Validation of the Temperature Correction Method
With the predicted γ dark (t) from model (4), the intermittently measured P dark (T s = 50
• C, t) can be translated to P dark (25
• C, t), which estimates the P STC with a high degree of accuracy. The normalized module power, measured by the LIV measurement under STC, is compared with the normalized module power at STC as predicted by the in-situ DIV measure- Fig. 7 , all the data points fall within the region sandwiched by the two red lines, which represent a relative prediction error of 3%. Therefore, it can be concluded that, after the temperature correction, in-situ DIV measurements at T s can accurately predict the module power loss at STC due to PID. The root-mean-square error (RMSE) is also calculated for the sample data before and after the temperature correction, using (8) . They are denoted as RMSE 1 and RMSE 2, respectively:
where t 1 , t 2 , t 3 , . . . .., t n represents the time interval when the modules were removed from the climate chamber for DIV and LIV measurements using the HALM system. The parameter n represents the number of intervals. P STC,predicted and P STC,measured were normalized for the calculation of RMSE, which is a measure of the difference between the predicted value and the measured value. A larger RMSE value generally represents a greater difference between the estimated value and the true value. The RMSE results are summarized in Table II . As can be seen, after the correction, the RMSE can be reduced by an average of 69.3%. Therefore, Fig. 8 . Comparison of the RMSE of P S T C prediction for three different cases: 1) without any correction step; 2) temperature correction method; and 3) error compensation method.
the temperature correction method significantly improves the accuracy of in-situ DIV characterization.
D. Comparison With the Error Compensation Method
The error compensation method is also implemented to correct the P dark (T s = 50
• C, t) to P dark (25 • C, t) for the sample data, which is then used to predict module P STC . The RMSE value is calculated after the error compensation step (denoted as RMSE 3 ) and is compared with the RMSE 2 . As shown in Fig. 8 , the error compensation method and the temperature correction method produce comparable results. We thus recommend to apply both methods to the in-situ DIV measurements and use the average of the two predictions. This can reduce uncertainties in the estimation and improve the consistency of the results. Further studies will be carried out in the future to compare the two methods extensively with a larger sample size.
V. CONCLUSION
In this paper, we have verified that the DIV measurement at 25°C is able to predict the module power at STC for conventional c-Si modules undergoing PID testing with a high degree of accuracy. We also found a linear relationship between the change in module γ dark (Δγ dark ) and the degradation of P dark (ΔP dark ). This relationship is independent of the module temperature at which P dark was measured. Using this relationship, we developed a temperature correction methodology for in-situ DIV measurements. After the correction step, the in-situ DIV measurement at T s can predict the module power loss at STC during accelerated PID testing with a relative accuracy of ±3% for conventional c-Si PV modules. An error analysis was performed to compare the accuracy of the prediction before and after the temperature correction. We showed that our correction method can reduce the RMSE by around 70% on average. The temperature correction method was also compared to the error compensation method, and it was shown that the two methods produced comparable results. Further studies are to be conducted in the future to examine the performance of these two methods with a larger sample size. We recommend to apply both methods to the in-situ DIV characterization and use the average of the predictions to reduce uncertainties in the estimation and improve the consistency of the predictions.
