Voltammetry is a method able to distinguish in certain degree the speciation of dissolved metals. An analysis of its ability to discern composite and more complex dissolved metal-ligand systems has been carried out by simulating the experiments for determination of metal-ligand complexing parameters. Logarithmic equidistant addition of metal was presumed, covering 2.5 decades. The data obtained with the preset parameter values were subsequently fitted to the presumed models. Data points under the detection limit DL = 10 −10 mol L −1 were eliminated and random noise following a realistic shape was added to the points to approach them to the real experiment. Four models were applied for simulation and up to five models for fitting.
Introduction
As written in numerous papers, there has been a lot of work done and many efforts put in measuring metal-ligand interactions in model solutions and natural waters, while it is evident that the metals speciation is a good indicator of their bioavailability and hence, their toxicity [1] [2] [3] [4] [5] [6] [7] . Voltammetric methods with standard addition of metal ions of interest have shown to be one of the most non-destructive and subtle techniques, able to recognize metal-ligand complexation by directly measuring the free and labile fraction of metal and distinguishing free metal and labile from inert metal complexes [8] [9] [10] [11] [12] . There are numerous models which deal with metal speciation with natural organic matter that have become sophisticated taking into account more and more components and parameters affecting the metal speciation and conditions when the bioavailable species could be present, as well as the models of natural organic matter description, which is heterogeneous and complex in its nature. They use large database knowledge about thermodynamic stability constants when discrete ligand approach is applied [13] [14] [15] [16] [17] [18] or when continuous functions are associated with NOM properties and affinity to metal, major cations or proton [19] [20] [21] [22] [23] , both needing a verification in experiments of various techniques. By the combination of such model-experiment approach, one can advance in characterization of samples of interest and obtain a more global speciation conception. In concrete applications, i.e. experimental verifications, the complexity of the system imposed the need for simplification [24, 25] , a stepwise approach. Indeed, it has been shown that many situations and experimental data could be explained and covered by a simplified conception of 1:1 metal-ligand complexes with their numerical indications of capacity and conditional complex stability constants [26] [27] [28] [29] [30] [31] [32] [33] ; on the other hand for a more complex conception there were no means of enough sensitive measurements and calculations, regarding voltammetric method approach [34, 35] . When facing the complex structure of the real sample matrix, we always have to bear in mind that from single technique measurements (voltammetric or any other) one can get information about the so called conditional stability constants, which does not diminish the significance of the analyses, but necessitates further interpretation.
Ligands with strong complexing abilities will tend towards making bi-ligand complexes with trace metals, especially in the situations of low concentrations of the metals available [18, 24, 34, [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] . In natural water systems, which contain different ligands, mixed metal-ligand complexes are more probable to occur than the pure single metal-ligand ones [47] . Their quantitative characterization is not an easy task and is not often found in the literature. In contrast, theoretical calculations based on the knowledge of simpler systems, analyses of factors affecting the recognition of ternary complexes, and the reviews about particular ligand's behaviour in the environment (e.g. [48] [49] [50] [51] [52] ) can be found. Mixed metal-ligand complexes were studied in order to improve the sensitivity of the voltammetry as electroanalytical method by multiple enhancement of metal-mixed ligands complexes adsorption onto mercury drop electrode and formation of metal-mixed ligands-surface complex, known as synergetic adsorption [53] [54] [55] . Also, this could be a possible type of process (among those well known) for metals removing from aqueous systems. Experimental results on synergetic adsorption phenomena of uranium and copper at the hanging mercury drop electrode have been published [53] [54] [55] . If we broaden the problematic to the formation of metal-ligand-surface complexes (surfaces found in natural waters and sediments and surface adsorptions acting as a ligand), there is a growing motivation for the study of ternary complexes [56] .
In our previous paper, a detailed analysis of the state-ofthe-art in metal complexing parameters determination in natural water systems for 1:1 metal-ligand systems has been given [57] . Starting from these results and using the optimal conditions described, possible to perform with our nowadays voltammetric experimental setup [58] (i.e. nonlinear, logarithmic standard additions) we wanted to analyze in more detail the ability of our experimental conditions and analyzing tools to distinguish the situations different from 1:1 metal-ligand situations that might occur in natural water systems, such as one and two 1:2 metal-ligand systems, as well as mixed ligand systems with the studied metal.
Simulation of experiment and formation of data sets for fitting
The simulation of experiment, i.e. numerical generation of data points that strictly imitate the distribution and the number of standard additions, that takes into account the existing sensitivity of the available instruments and noise distribution curve, is useful in predicting the recognition of information comprised in real, experimental data points, as shown previously [57, 59] . According to the design of experimental standard additions, each point representing the sum of the free and the labile fraction of added metal was calculated by the program MINEQL [60] .
The concentration ranges, the number of additions of titrated metal as well as the logarithmic type of additions were taken from the previous results [57] , i.e. for one and two ligand cases which were analyzed in this work, the concentration range of added metal from 1 to 457 nmol L −1 is covered by 25 standard addition points with constant increments of pM T , i.e.
where n is 25 and M T,0 , M T,n and M T,i are the initial, the final and ith total metal concentrations, respectively. This design of titration, named logarithmic, has been the subject of the development of an automatic apparatus, with DPASV measurements of labile trace metal concentrations [61] .
Considering the non-uniform repartition of the standard deviation of the measurements obtained on real logarithmic addition titration of cadmium [61] , it seemed interesting to try reproducing that type of variation and apply it in this study. The noise added to the simulated data before fitting the best corresponds to:
where M and M ∞ are the concentrations of metal added during and at the end of the titration, respectively, e 0 and e ∞ the noise limits at the beginning and end of the titration, 20 and 1%, respectively. So the added noise depends on metal addition and consists of adding random noise to the data points between −e(M) and +e(M). This process of data modification by noise addition is presented in Fig. 1 .
Taking into account that analytical techniques used for the characterization of natural ligand complexing properties, especially when real samples are concerned, can seldom detect the concentration values lower than 0.1 nmol L −1 , this value was put as a limit to remove all the data points obtained by calculation which are lower than 0.1 nmol L −1 , i.e. the detection limit (DL) = 1 × 10 −10 mol L −1 . So, the number of points of one data set exposed to fitting was not always 25, it came down even to 8 for the experiments where the complexation intensity was the strongest. In Fig. 1, 14 points are left after noise application and detection limit restriction.
The existence of two ligands (L) was simulated, a strong (X) and a weak (Y) of 30 and 300 nmol L −1 concentrations, respectively. The position of the points selected for simulation in log(β 1 ) × log(β 2 ) space, representing the first and the second stability constants between metal (M) and ligand (L = X or Y) ( Fig. 2 . These values have been chosen taking into account the results obtained in the literature (or on real systems) [27] [28] [29] [31] [32] [33] 57, [39] [40] [41] 62] . The stability constant values chosen for simulation are summarised in Table 1 .
Regarding the formation constants of mixed complexes, i.e. MXY, it has been shown [50, 51] that they should be related to the formation constants of the bi-ligand complexes by a relation of the following kind: β XY = ω × (β 2X × β 2Y ) 1/2 , with ω ≥ 2. In our analysis, we used three different values of ω for the same combinations of formation constants as those used for simulation of single complexes, i.e. 2, 2 × 10 3 and 2 × 10 6 (Table 1) . Four different groups of models were simulated using MINEQL: S1 = ML (for X and Y); S2 = ML + ML 2 (for X and Y); S4 = MX + MX 2 + MY; and S5 = MX + MX 2 + MY + MY 2 + MXY. The preset values of complexing parameters used for simulation can be read out from Fig. 2 and from Tables 2-5, respectively. For example: data set 7 stands for log β 1 = 10, log β 2 = 16, L = X = 30 nmol L −1 , the relevant results are found in Table 3 .
For each group of simulated points, three forms of data sets were prepared, namely: (a) for all 25 originally calculated data points, (b) for data points after removal of the points lower than the selected determination limit DL, in our case DL = 1 × 10 −10 M (number of data points diminished up to 8), and (c) for data points obtained after removal of data <DL and application of the random noise.
Fitting strategy
Also resulting from our previous paper [57] , the program PROSECE and its complete procedure was applied in all the fittings. Besides its proven suitability shown in the previous analyses, its structure is much more flexible and able to adapt itself to various fitting models used in this study compared to the other programs that could have been applied instead [59] . Its drawback is, however, the lack of fitted parameters confidence limits estimate.
In order to limit the total number of fittings, which in such analyses easily becomes too big and the obtained results not easy to elaborate, the schedule of fitting generally comprised the models similar or simpler than those used to simulate the data sets. Altogether five different fitting models were applied to data sets, namely, F1 = ML; F2 = ML + ML 2 ; F3 = MX + MY; F4 = MX + MX 2 + MY and F5 = MX + MX 2 + MY + MY 2 + MXY.
In the case of the "right" (matching) fitting model with the simulation model, one can discuss the errors of fitting, i.e. the differences between the preset and the obtained metal-ligand complexing parameters, but since in general we do not know which model is the right one, we should pay more attention to the other parameters of fitting, such as the amount and the shape of the residual of fitting. The parameter that also seemed to be interesting and drawing attention when analyzing the residuals was the number of zero crossings of the residual. Table 3 Results obtained with PROSECE fitting of the 18 S2-type experiments using F1, F2 and F3 complexing models on c-type of data sets; other parameters are the same as in Table 2 S2 sim. Preset values F1 = ML F2 * = ML + ML 2 F3 = MX + MY Table 4 Results obtained with PROSECE fitting of the 15 S4-type experiments using the following fitting models: F1 = ML, F2 = ML + ML 2 , F3 = MX + MY and F4 = MX + MX 2 + MY; other parameters are the same as in 
Results and discussion
Before we start the fitting procedure that should comprise several models, we should try to globally estimate the results by watching the shape of the data expressed in term of M f versus M T , pM f versus pM T and linearization modes of Scatchard [63] and/or Ružić-Van den Berg [35, [64] [65] [66] , where M f stands for concentration of metal (free and labile) measured by voltammetry and M T for total metal added in standard addition procedure. That could give us the idea of the kind of fitting model to be used, or at least to discard some of the models. In the first presentation (M f versus M T ), one can try to estimate the total ligand capacity by noticing where the tangent to the data points intercepts X-axis, suiting the Chau method of linearization [67] . In the second presentation (pM f versus pM T ), if there is more than one inflection, and in the third presentation (linearization) if there is an indication of curvature of the data points, we can be sure that the structure is more complicated than 1:1 metal-ligand complexation.
The comparison of the three forms of data set results shows that difference is bigger between (a) and (b) than between (b) and (c). This is promising since the error function applied to the simulated data points is arbitrary in any case. Also, the detection limit of 10 −10 mol L −1 , used to remove the data points was rather severe; it could be expected to be lowered up to two orders of magnitude, depending on the analytical technique used. It has to be noticed that noise insertion was not that important for the final results concerning the goodness of fit.
As only the (c) case represents possible simulation of the experiment and as usually we do not know which model for fitting the experimental data is the right one, the most valuable information about the fit we have, besides logical parameter values, i.e. positive numbers for concentration and stability constants values, is the value of the residuals (res = sum(abs(ln(C calc ) − ln(C sim )))), which is the sum of absolute values of differences between the natural logarithms of calculated and simulated data points. The values of residuals are normalised to the number of data points in order to allow the comparison of the results for data sets of various lengths. It is interesting to compare consequent values obtained for the same set of simulated data by application of different fitting models.
The normalized residuals of all fittings for the data sets (c) (data points obtained after removal of data <DL and application of the random noise) of the four groups of simulated S1, S2, S4 and S5 models fitted by up to five F1-F5 fitting models, are shown in Fig. 3 and will be discussed separately. In general, at first sight, for the S1 and S2 cases the residuals are similar for all fittings, in which case, with the help of statistics we decide whether to accept a more complicated model or stay to the simpler one. For the S4 and S5 cases, we can notice that the application of the right model can in average be distinguished from the wrong ones by comparing the normalized residual values. In the tables the matching model is marked with an asterisk (*).
One-ligand systems (S1 and S2 simulations)
One-ligand system was presented with both ligands, L = X and Y, and their corresponding stability constants for monoligand as well as bi-ligand cases. Each of the simulated data sets was fitted by three different models, F1 = ML, F2 = ML + ML 2 and F3 = MX + MY.
S1 simulation
Six different data sets were considered, three for stronger (X) and three for weaker (Y) ligands; the preset values of complexing parameters, capacity and stability constants are given in Table 2 and can also be read out from Fig. 2 . The results of (a) and (b) fittings with ML model were rather straightforward, almost perfectly matching the preset values, and are not surprising and to be discussed. The results of the simulated points fitting after removal of <DL points and noise insertion with three different models are shown in Table 2 . Concerning normalized residuals (residuals divided by number of points), all the three fittings have similar residuals. In that case the simplest model should be accepted, which is the right decision according to the F-test [68] . It is interesting that for F2 model, the second constant β 2 has just been figured out by the fitting program, with almost no influence on the result of total ligand (except for the Sim. a case). The F3 model applied on strong ligands gives unacceptable results, but when applied on weaker ligands it just divides the total ligand in two groups of almost equal constants, which points that the decision of accepting the F1 model as the right one would be the correct choice.
S2 simulation
Eighteen different data sets were simulated, 9 for stronger (X) and 9 for weaker (Y) ligands. The results of data fitting from the (c) cluster with the same three models as in the S1 case are shown in Table 3 . Looking only to the residuals provides no enough evidence to determine which model for fitting is the right one. On the contrary, for the set of stronger (X) ligands, lower residuals were obtained with a model offering two, rather than one ligand with two constants for mono-and bi-ligand complexes. In the group of S2 simulations, there is expressed the strongest impact of passing from fitting of all 25 data points (a), to fitting of data points without those eliminated by the DL (b) and fitting of noisy data (c). By analyzing only the (c) cluster, one can hardly decide about the right model and consequently about the values of the complexing parameters. In such a case the answer lies in redesigning the experiments either by measuring more replicates or refining and increasing the number of standard additions in order to increase the detection limit and lower the noise.
Two-ligand systems (S4 and S5 simulations)
Two-ligand systems were presented with the mixtures of ligands X and Y with the metal M and stability constants for mono-, bi-ligand cases as well as mixed metal-ligand complexes. Each of the simulated data sets was fitted by four or five various models, F1 = ML, F2 = ML + ML 2 , F3 = MX + MY, F4 = MX + MX 2 + MY and F5 = MX + MX 2 + MY + MY 2 + MXY.
S4 simulation
Fifteen different data sets were simulated following the S4 model, i.e. there is one stronger (X) ligand that forms mono-and bi-ligand-metal complexes and one weaker (Y) ligand that forms mono complex. According to their simulation names given in Table 4 and Fig. 2 , one can read out their ligand concentrations and stability constants used. In Table 4 , the obtained fitting parameters for the matching model as well as the values of the residuals for all the models applied are given together with the number of points of each data set for the (c) cluster.
In 9 out of the 15 cases the normalized residual was the smallest for the matching model. The weaker ligand concentration was retrieved with better score than the stronger one, with less than 10% of error, 11 out of the 15 and 3 out of the 15, respectively. Stability constant of the weaker ligand was well retrieved in all the 15 cases, while for the stronger ligand this happened in only 3 out of the 15 cases. Those positive cases were characterized at the same time with the number of points considerably high, i.e. the constants were the lowest of the proposed constant sets.
S5 simulation
Fifteen different data sets were simulated following the S5 model, i.e. there is one stronger ligand that forms monoand bi-ligand-metal complexes, one weaker ligand that forms mono-and bi-ligand-metal complexes, and there is one mixed-ligand complex. According to their simulation names given in Table 5 , Fig. 2 and Table 1 , one can read out their ligand concentrations and stability constants used. In Table 5 the obtained fitting parameters for the matching model as well as the values of the residuals for all the models applied are given together with the number of points of each data set for the (c) cluster. In 10 out of the 15 cases the normalized residual was the smallest for the matching model, which is a better score than in the case of S4 simulation. However, the values of complexing parameters were estimated with higher tolerances. Ligand concentrations were underestimated, weaker ligands in higher extent than the stronger ones, in more than half of the cases. From five of the simulated stability constants the best retrieved constants after noising procedure were β 1Y and β 2Y , the constants for weaker mono-and bi-ligand-metal complexes. It is evident that for such rather complicated model, broader range of values of simulated parameters should be selected and the simulated data consequently treated in order to survey a specific rule and/or a range of more certain recognition of preset parameters.
Starting from these results, two characteristic cases were studied in more detail, i.e. the case d + 4, ω = 2 and the case f + 6, ω = 2 × 10 6 . Three-fold repetition of the experiments was simulated in order to test its influence on the correct retrieving of the parameters. The results given in Table 6 brought to the conclusion that measurement repeating in great extent eliminates the influence of the noise (seen from the comparison of the corresponding (b) and (c) set of results), but cannot compensate for the missing of the data points <DL (comparison of a-type of data with b-and c-types in Table 6 ), which in fact carry the major part of information about the strong complex parameter values.
Data mining server rules
Handling with a big quantity of calculated data, we tried to possibly find a general rule that could help us recognize the right model of fitting, in our case simulated data, but in general, measured data of some unknown samples.
To that purpose we have prepared our data according to the rules of the data mining server (DMS) [69] , where data analysis is performed based on knowledge induction by the inductive learning by logic minimization (ILLM) system. Using known data sets and their classification this program searches for classification rules that could be applied to the new data sets of the same kind. An attempt of mixing (a), (b) and (c) sets of data did not give any meaningful result, so we restricted ourselves to the (c) set. A table with 239 example rows (containing all the mentioned sets of simulated data fitted to all the mentioned models) was constructed, 70 of them was found in the positive class, which in our case was a matching simulation and fitting model. Defined attributes were all preset parameter values of metal complexing capacity and their mutual differences and products, the number of data points in a particular set, the results of fitting including the amount of residual of fitting, and the residual normalized Table 6 Results obtained with PROSECE fitting of two S5-type experiments using the fitting model F5; type: data type-see text; av: average of the three repetitions of the same simulated point with different random noise; other parameters are the same as in Table 2 Sim.
Fitting to the number of data points (res n ) as well as the number of zero crossings of the residual. A reasonable result is a rule obtained by the generalization parameter g = 100, which claims: fitting is good if res n < 2.53. This rule has a sensitivity of 100% and a specificity of 53.9%. Such a result was a confirmation of classical statistical approach to the fitting problem where the analysis of residuals is provided.
Another table (with 75 example rows, 15 out of which were positive, i.e. matching simulation and fitting model) was prepared with the examples of only S5, fitted with all the F1-F5 fitting models. A reasonable result is a rule obtained by the generalization parameter g = 20, which claims fitting is good if res n < 2.19 (sensitivity of 100% and specificity of 72.4%). When compared to the first table of simulated and fitting models all together, the second table with only one simulated model (the most complex in our analysis), shows more specificity for less generalization, which was expectable. Furthermore, the second table is a good model of a real experiment data treatment. By applying this rule, we could count on selecting all (100%) the matching models and 27.6% of the wrong models. Further combining with other disposable evidences such as critical logical inspection of the parameters values and error distribution (e.g. number of zero crossing of the residuals) could eventually bring us higher specificity.
Conclusion
The analyzed web of simulated experiments presuming and modelling the existence of more complex and probable bi-ligand and mixed metal-ligand complexes in aquatic systems, showed that with the nowadays state-of-the-art in measurement and data treatment techniques, it is possible to distinguish them from the simpler 1:1 metal-ligand systems in most of the analyzed cases. This study showed that by means of voltammetric instrumentation supplied with automatic burettes and sophisticated data treatment that enables quick scanning through different fitting models, it is possible to conclude more precisely about the metal-ligand structure in a measured sample. However, for more accurate values of the complexing parameters, a more detailed study should be undertaken including repeating of experiments, and/or putting denser metal additions (in cases of strong ligands when larger number of first additions are so complexed to leave the free metal below the detection limit), considering that rather a subtle structure of dissolved metal-ligand complexes is tried to be distinguished.
Analyses by the method of data mining server confirmed the statistical methods of residuals analysis and have shown to be applicable in such simulation-fitting modelling systems as a prediction tool and help as one of the criteria in data interpretation. A more specific rule is to be expected with a denser web of modelled parameters, which could be the aim of some future work.
