ABSTRACT The passive localization using multiple sensors is considered for emitter transmitting pulse signals with unknown start transmission time and period. Time of arrival (TOA) of a pulse is estimated at every sensor, and it is difficult for sensors to intercept all pulses during the observation time in practice, as there maybe obstacle on the line of sight or the signal is too weak to be detected, namely, incomplete measurements. In this paper, an algorithm based on a combination of a new second difference of coherent time delays (SDCTD) measurement and traditional time difference of arrival (TDOA) is proposed to improve localization performance in the presence of two kinds of TOA errors, including the independent estimation errors and common errors among multiple sensors. The Cramer-Rao lower bound for the proposed algorithm is derived, and the simulations validate that the performance of the proposed algorithm significantly outperforms existing algorithms, especially in the case of pulse loss.
I. INTRODUCTION
Passive localization systems have recently been attracting intensive research interest in radar, sonar, and wireless sensor networks. Localization methods usually proceed in a two-step fashion. First, parameters for localization are extracted from the received signals of a source by one or several spatially distributed receivers. Then, in the second step, the estimated parameters are used for an estimation of the emitter location.
A variety of passive localization techniques have been proposed in the literature, which differ by the types of sensors available and the characteristics of the signal. Traditional localization parameters include time of arrival (TOA) [1] , time difference of arrival (TDOA) [2] - [4] , angle of arrival (AOA) [5] , and received signal strength (RSS) [6] , [7] . If there is relative motion between emitter and
The associate editor coordinating the review of this manuscript and approving it for publication was Mohammed Nabil El Korso. sensors, frequency difference of arrival (FDOA) may be exploited as well through the evaluation of the cross ambiguity function (CAF) [8] that provides FDOA and TDOA simultaneously [9] . The rate of FDOA, which is also called the Doppler rate, may also be used [10] .
TOA-based algorithms estimate the emitter location using the time it takes the signal to travel from the emitter to the sensor [11] , [12] , the time being directly correlated to the distance as the propagation velocity is known. For a non-cooperative emitter, one practical obstacle is the lack of synchronization between the emitter and each sensor. In other words, the sensors are not aware of the start transmission time t 0 of the signal at the emitter. The uncertainty with respect to the start transmission time leads to a common time offset among all received TOA measurements, which may cause significant localization errors. There are two ways to handle the unknown start transmission time: one is to estimate jointly the location of the emitter and start transmission time [13] - [17] ; the other is to subtract two TOAs from the same emitter and with the same start transmission time to obtain TDOA measurements or other measurements [18] - [20] .
Signals with periodicity often appear in different scenes, for example, synchronization sequence in digital communication, periodic radar-pulse train or radar rotating with constant scanning cycle. References [15] - [24] focused on localization for stationary emitters using periodic TOA measurements with moving sensor, which intercepts the incoming signal at different positions along its trajectory. Tzoreff [15] proposed a single sensor passive localization of a stationary emitter using TOA measurements with known period in the presence of noise and receiver timing errors. In [16] , Tzoreff considered the design of a single moving sensor trajectory for the purpose of optimally localizing a stationary emitter, which has deteriorated through oscillator instability. In [17] , Zou and Wan used a semidefinite programming method to convert the non-convex problem to a convex one. Liu et al. [18] considered using a moving sensor to locate a stationary emitter that transmits periodically with an unknown period. It identified the signal period first and then jointly estimates the source position and the signal period using an iterative maximum likelihood estimator. Zhang et al. [19] , [20] used the second difference of the time delays to eliminate the unknown start transmission time and period. In [21] , [22] , Wan reconstructed the main-beam pattern (MBP) curve of the radar antenna, and then exploits the reconstructed MBP curve to estimate the scanning cycle of radar using a single unmanned aerial vehicle. Madadi and Quitin, [23] , [24] , considered the challenge of separating the time offset due to receiver movement from that caused by local oscillator drift, and the proposed algorithm was implemented on a softwaredefined radio testbed, of which the design choices are made based on the implementation. For radar pulse train, multisensor system usually deinterleave the received pulses to find out which pulses on one sensor correspond to those on the others, and then obtain the TDOA measurements. The periodicity of the signals is not used for localization.
To obtain parameters such as TDOA or FDOA, the same signal is required to be intercepted by more than one sensor. However, in practice, intercepting the same signal on multiple sensors is difficult to achieve. There may be physical limitations that block a sensor's line of sight to an emitter so that the signal detected by one sensor may not be detected by the others. Also, the receivers of sensors may not be tuned to the same frequency band at the same time. In addition, the sensors may not have the sensitivity to detect a scanning radar beam in its side lobes or back lobes. Finally, the main lobe of the emitter may be illuminating only one sensor at a time. Under such conditions, only incomplete measurements are obtained.
Recently, [25] - [27] focused on the problem of incomplete measurements, also called asynchronous measurements. In [25] , a framework that uses an information processing configuration is derived for a multi-sensor passive system with incomplete measurements. Musicki [26] developed an algorithm that can be applied to single or multiple-target tracking with the bearing measurement. In [27] , a two-stage assignment-based algorithm is proposed using asynchronous bearings-only tracking for target motion analysis.
In this paper, we propose a new measurement of the second difference of coherent time delays (SDCTD) for multi-sensor passive localization of a stationary emitter using incomplete measurements. Different from TDOA that only uses the relative position relationship between sensors when receiving the same pulse, SDCTD uses the periodicity within the transmitted TOA sequence. We build on our prior conference paper [19] that only uses signal periodicity, and propose a new calculation model for SDCTD, which increases the number of equations and improves the localization performance. A new algorithm that jointly exploits TDOA and SDCTD measurements for localization is proposed, which improves the performance in presence of two kinds of TOA errors. The Cramer-Rao lower bound (CRLB) for the proposed algorithm is derived for small Gaussian measurement errors. Simulations corroborate the theoretical results and we prove that the proposed algorithm outperforms other existing algorithms.
The remainder of this paper is organized as follows. Section II presents the architecture of localization system or signal model and problem formulation. Section III establishes the SDCTD algorithm. Then the performance of proposed algorithm is analyzed in Section IV. Section V presents the simulations results. Finally, in Section VI, we draw our conclusions.
Throughout this paper, a variable with a tilde• denotes the measured or estimated values. We shall use the notations that bold lower-case letter denotes a vector and bold upper-case letter represents a matrix. E(•) is the expectation operator. I and O denote identity and zero matrices of the appropriate size.
II. SIGNAL MODEL AND PROBLEM FORMULATION
A. TOA AND TDOA MODEL Consider a stationary emitter located at u = [x 0 , y 0 , z 0 ] T . The emitter transmits periodic pulses continuously with period T p . The transmitted time of the pulse, which can be determined by the rising edge, is expressed as
where t 0 denotes the start transmission time, t i the transmitted time of i-th pulse, and 1 ≤ i ≤ N . The number of total transmitted pulses is N . Let M be the number of passive sensors. The sensors move along planned trajectories, intercepting the signal from the emitter and measuring its TOAs. The sensors are assumed to be synchronized. Define the time when sensors can intercept signal as cumulative time T c , which is given by 
where
is the propagation time of the i-th pulse from emitter to the m-th sensor, and is given by
where c is the propagation speed of electromagnetic wave, s m,i is the position of m-th sensor when receiving the i-th pulse, and r m,i is the distance between emitter u and s m,i .
• 2 is the Euclidean norm. The movement of the sensors makes the distances between emitter and sensors change from pulse to pulse, which means the propagation times t m,i are different. For non-cooperative emitter, only TOAs t m,i can be obtain at sensors, the start transmission time t 0 and period T p are unknown for localization.
Let ω m,i be TOA measurement error, we find
In our model, the non-line of sight (NLOS) paths are ignored.
According to the TOA model investigations in [28] - [30] and the TOA models used in [11] - [13] , [17] , [18] , we assume ω m,i to be a zero-mean Gaussian random variable with variance σ 2 TOA . We assume that the TOA measurement error consists of two parts, the estimation error and common error,
Estimation error ω e m,i is caused by noise at sensors, which are independent between different pulses and different sensors. Common error ω c m,i of TOAs from the same pulse are the same, ω c
The common error is caused by the instability of the oscillator at the emitter, ionospheric effects, or the absolute positioning error of sensors. Both ω e m,i and ω c m,i are assumed to be zero-mean Gaussian with variance σ 2 est and σ 2 com , respectively. So we can obtain σ 2 TOA = σ 2 est + σ 2 com . The two kinds of error have different effects on different measurements, which will be discussed in detail below.
We define TOA matrix T by
From (5), we can getT
The positions of sensors are known and are given in Cartesian coordinates by
where m = 1, 2, . . . , M . Let S be the sensor position matrix
We define the M ×N time-delay matrix R
and
where r i is M ×1 vector. The propagation times of the pulse contain the distance information between the sensor and the emitter. In general, the navigation information of the sensor is a prior exactly known. Hence, we may determine the position of the emitter based on sensors' position and distance information between sensors and emitter embedded in the TOA sequences. VOLUME 7, 2019
B. INCOMPLETE MEASUREMENTS MODEL
We define a selection matrix , which is a M × N binary matrix and has the same order as T. It displays 1 or 0 depending on whether each pulse is received by the sensors. A ''1'' in the m-th row and i-th column indicates that the i-th pulse was received by the m-th sensor; a ''0'' indicates the contrary.
Under ideal conditions, all M sensors can intercept all N pulses, which is called complete measurement.
then has the form
where 1 M ×N is a M ×N matrix with all elements equal to 1. At different sensors, the TOAs from the same pulse have the same transmitted time t i . By subtracting two TOAs, the unknown t i can be eliminated and we can obtain the TDOA. In the traditional algorithms, the TDOA is used for localization [2] , [10] , [31] . Two or more sensors are required to receive the same pulse. Hence, the TDOA can only be obtained from each column of the matrix T.
Assuming that the i-th pulse was received by sensor m i1 and m i2 , then TDOA is given as
denote the set of all TDOA pairs, their total number being
where C k n denotes the number of combinations of n items taken k at a time. For C 2 M TDOA pairs, there are only M −1 independent measurements. Hence, we use one of the M sensors as a reference sensor and obtain M−1 TDOA pairs for localization, as in [2] . When the measurements are complete, the total number of TDOA pairs is N (M −1).
However, as discussed in Sec. I, in practice, the transmitted pulses may not have been intercepted by all sensors, that is, we obtain incomplete measurements. If there are sensors that cannot receive some pulses, the corresponding elements in the matrix are set to 0. Considering Fig. 2 as an example, may be of the form
If there is pulse loss, the total number of TDOAs that can be obtained is reduced. If only one 1 exists in a column, then the transmitted pulse has only been received by one sensor. At this instant, there is no TDOA measurement for this pulse. 
where 0 ≤ l i ≤ M − 1 and (m, i) represents the elements of the m-th row and i-th column of . The collection of TDOA pairs for the i-th pulse can be given by a l i ×1 vector a i .
Assume that
where ζ i denotes measurement noise that is assumed to be a zero-mean Gaussian with covariance matrix
where I l i is the identity matrix and 1 l i is a l i ×l i matrix with all elements equal to 1. As the TOAs that form TDOA are from the same pulse, the common error ω c m,i are same as well and are eliminated in (16) , which makes σ 2 TOA = σ 2 est in (24) . The collection of all TDOA measurements forms
Let L be the total number of TDOA measurements,
Define
where t a and r a are both MN ×1 vectors. So we obtain
From (23), we can get
T and the covariance matrix is given by
The TDOA pairs from different pulses do not share the same TOA measurement from the same sensor. Therefore, the cross covariances between them are all zero.
III. PROPOSED ALGORITHM
We next describe a new measurement of SDCTD that uses the periodicity of transmitted pulses to improve the localization performance.
First, we propose a coherent fusion strategy to select a TOA sequence from the received TOAs. Then we find a way to eliminate the unknown parameters and obtain the SDCTD. Finally, a localization algorithm that jointly exploits both SDCTD and TDOA is proposed to estimate the position of the emitter.
A. COHERENT FUSION STRATEGY
For our coherent fusion strategy for the TOAs from all sensors, we define a N T ×1 TOA sequence t d , which is selected from the TOA matrix T.
Let
and where
The subscript m i denotes the n i -th pulse has been received by the m i -th sensor which can be any of the M sensors.
To obtain t d from T, we define an operator (•) for in Sec. II-B, which is given by
where is M ×N T matrix. (•) selects one ''1'' from each column of if there is at least one ''1'' in it. If one pulse cannot be intercepted by any sensor and all elements in the corresponding column of are ''0'', the column is deleted, and therefore N T < N .
The principle of selection is as follows. For a pulse received by only one sensor, the selected sensor number is uniquely determined. For pulses received by two or more sensors, select a different sensor than the one selected for the adjacent pulse. With this selection rule, we cannot obtain a unique TOA sequence. We have proved through simulations that the localization performance of different selection schemes makes little difference with this selection rule. The selection processes are not discussed in detail in this paper.
Taking Figs. 2 and 3 as an example, (32) for this example should be
is expressed as
where i (i = 1, . . . , N T ) are M ×1 vectors. In each vector, only one element is ''1'' and the others are ''0''. From (14), we define
where r d is a MN T ×1 vector. We obtain
B. ELIMINATE UNKNOWN PARAMETERS
Since the emitter is non-cooperative, the start transmission time t 0 and period T p cannot be known as prior information. Extracting the distance information between sensor and emitter becomes difficult. In this section, we find a way to eliminate the unknown parameters. As shown in Fig. 4 , we propose a SDCTD measurement. First, we obtain the first difference of the TOA sequence t d , which is given by
where t 0 is eliminated. Then, subtracting d i+1,i from d i+2,i+1 , we obtain a SDCTD of the form
When all pulses are intercepted by at least one sensor, then N T = N and n i+2 −n i+1 = n i+1 −n i = 1. We obtain
from which we see that the second difference of the TOAs is equal to the second difference of the time delays. The unknown periods T p and t 0 are eliminated by (40) and (41). The SDCTD only depends on the distance between the emitter and the sensors. The algorithm proposed in [19] divides the TOA sequence into four parts, takes the corresponding TOAs of each part, and then uses a group of four TOAs to obtain SDCTD. A N T /4 × 1 measurement is obtained. Different from the algorithm in [19] , a new calculation model is proposed. Four adjacent TOAs are used as a group to calculate the SDCTD and (N T − 2) × 1 measurement can be obtained. It uses more information and achieves a better performance, which we shall discuss in detail in Sec. V.
The measurement in vector form is
where d is (N T −2)×1. From (42), we define
Hence d in matrix form is
We next introduce the vector
where ν is the zero-mean Gaussian distributed with covariance matrix
As the TOAs that form SDCTD are from different pulses, the common error ω c m,i is independent to each other, so σ 2 TOA = σ 2 est + σ 2 com , which is different from σ 2 TOA in (24).
C. LOCALIZATION ALGORITHM
Both TDOA and SDCTD measurements are jointly exploited for localization. Assume that
where α is a (N T −2+L)×1 vector. The measurement with error can be expressed as
where = ζ T , ν T T . The covariance matrix is
where Q a,d is L × (N T − 2) matrix. As both measurements are calculated from TOA, the elements in Q a,d are non-zero if the corresponding TDOA and SDCTD use the same TOA measurement. The cross covariance of d i,j,k and a n denoted by cov d i,j,k , a n is
In Q α , we consider the difference between two kinds of TOA errors, where σ 2 TOA = σ 2 est +σ 2 com in Q d and σ 2 TOA = σ 2 est in Q a and Q a,d . The goal is to estimate emitter position u from TOA measurementT, sensor position S and selection matrix .
Using (30) and (46), we can getã andd fromT and bỹ
Similarly, using (29) and (45), we can get a(u) and d(u) from u, S and by
From (48), (53) 
We define an objective function φ(u),
with estimator formulated aŝ
For convenience of expression, we define
Hence, u can be estimated by solving these equations.
To solve non-linear equations, there exist many algorithms including the gradient descent algorithm, Newton-Gauss algorithm and Levenberg-Marquardt (LM) algorithm [32] , [33] ; for this study, the latter was chosen.
The LM algorithm we propose here is similar to that proposed in [19] . Because the performance of the algorithm is sensitive to the initial value, it converges to the local optimal solution even if the initial value is not set well. Compared with the single system, a multi-sensor system is more likely to converge to a local optimal solution. Therefore, before using the LM algorithm for solving the non-linear equations, we use the grid search method to achieve a rough localization of the target. The result, which is denoted by u 0 , is taken as the initial value of the LM algorithm.
The LM algorithm is an iterative procedure. The maximum number of iterations is k max . For a small update step δ k , the approximation with a Taylor series expansion is given by
where J k is the Jacobi matrix
The above first-order approximation of f (u k +δ k ) gives
We next introduce a non-negative damping factor µ k defined by the LM algorithm. Taking the derivative of φ(u k + δ k ) with respect to δ k and setting the derivative to zero, we obtain
Then δ k is obtained by solving this set of linear equations. The damping factor influences both the direction and size of the step and may avoid a specific linear search. The damping factor is adjusted at each iteration to ensure a reduction in error . In the k-th (k ≤ k max ) iteration step, if the updated vector u k +δ k leads to a reduction in error , u k is replaced by a new estimate u k+1 = u k +δ k and the process repeats with a decreased damping term; otherwise, the damping term should be increased and (62) solved again. The process continues until a δ k is found that decreases the error. When the damping factor is set to a large value, the left-hand side of (62) is nearly diagonal and the update step δ k is close to the steepest descent direction. When the damping factor is small, the LM step approximates the exact quadratic step appropriate for the fully linear problem. In this way, the LM algorithm alternates between a slow descent approach when far from the minimum and a fast convergence approach when within the neighborhood of the minimum.
The LM algorithm terminates when at least one of the following conditions is met:
• the J T k on the right-hand side of (62) drops below a threshold ξ 1
• the relative change in the magnitude of δ k drops below a threshold ξ 2
• the error drops below a threshold ξ 3
• the number of iterations reaches a maximum k max The work flow of the algorithm is given in Algorithm 1.
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Algorithm 1 Algorithm for Localization Grid search: Evaluateα and Q α givenT and . Define the areas where the emitter may be located and determine the appropriate location grid
Set termination thresholds ξ 1 , ξ 2 , ξ 3 and maximum number of iterations k max .
IV. CRLB
Inspired by [2] , we next present a derivation of the CRLB. The measurement vector α is Gaussian distributed. Hence, the logarithm of the probability density function is given by ln f (α; u) = − 1 2 ln (2π)
The CRLB of u is then given as [34] , [35] CRLB(u) = J
Details used in evaluating the partial derivative are given in Appendix A. The trace of (64) is the minimum possible source localization RMSE that any linear unbiased estimator can achieve and is given by RMSE = tr(CRLB(u)).
(65)
V. SIMULATIONS RESULTS
In this section, we present simulation results with incomplete measurements to demonstrate the performance of proposed algorithm. In the simulations, there are three sensors, i.e., M = 3. The initial positions and velocities of the sensors are listed in Table 1 . The three sensors form an equilateral triangle and move along three straight lines at the same velocity. The position of the emitter is u = [100, 300, 0] T . An overhead view of the emitter-sensor arrangement is given in Fig. 5 . For each simulation, the performance of the algorithm is expressed in terms of the root-mean-square error (RMSE), given by Carlo runs. To gather sufficient statistics, the simulation results are based on N M = 1000 runs.
A. DEPENDENCE ON TOA ESTIMATION ERROR
The simulation analyzes the localization performance of the algorithm and the theoretical results under different TOA estimation error σ est . The simulation compares different algorithms, including the SDCTD algorithm, the joint SDCTD and TDOA algorithm that we propose, the TDOA localization algorithm using semidefinite programming (SDP) in [36] , the traditional SDTD algorithm in [19] , and the TOA-based maximum likelihood (ML) algorithm proposed by [17] . These algorithms are labelled SDCTD LM, SDCTD+TDOA LM, TDOA SDP, SDCTD-tra LM, and TOA ML, respectively. The CRLBs corresponding to the algorithms are also given and labelled CRLB SDCTD, CRLB TDOA and CRLB SDCTD+TDOA, respectively. In the simulation, the TOA estimation error σ est ranges from 10 to 100 ns, the TOA common error σ com = 0 or 50 ns, the cumulative time T c = 60 s, and the signal period T p = 10 ms. Denoting the pulse loss probability by p loss , which ranges from 0 to 1, we assume that p loss = 0.5 in simulations.
From Fig. 6 , when σ com = 0 ns, the curves in the figure are all parallel, which indicates that the TOA estimation error has the same effect on different algorithms. Under given TOA estimation error, the algorithms can attain the corresponding CRLBs, except for SDCTD-tra. The new SDCTD algorithm is superior to the traditional SDCTD algorithm, but the number of measurements increases from N T /4 to N T − 2, and the amount of calculation increases correspondingly. The performance of the TDOA algorithm is not as good as the SDCTD algorithm as there is a lot of pulse loss. The proposed SDCTD+TDOA algorithm improves the accuracy of the TDOA, and the performance is almost the same as that of TOA-based ML algorithm. Since the ML algorithm needs to estimate emitter position u, the start transmission time t 0 , and the signal period T p at the same time, a large amount of calculation is needed and it is difficult to be applied in practice.
In Fig. 7 , when the TOA common error is 50 ns, the localization performance of all algorithms except for TDOA is reduced, and cannot attain the CRLBs. Localization performance of TDOA algorithm is not affected by common errors and can still reach the corresponding CRLB. It can be seen from the figure that the accuracy of SDCTD-tra and SDCTD algorithms significantly deteriorates when σ est <70 ns. As TOA algorithm does not distinguish the two kinds of TOA errors, the accuracy decreases when σ est <50 ns and is not as good as TDOA algorithm when σ est <20 ns. Since the influence of common errors is taken into account, the proposed algorithm is less affected by the common error and outperforms TOA algorithm, when σ est <50 ns. Fig. 8 analyzes the effect of different common errors on the localization performance of different algorithms. In this simulation, σ est = 30 ns, T c = 60 s, T p = 10 ms, and p loss = 0.5. The common error σ com ranges from 10 to 100 ns. Similar to the conclusion in Fig. 7 , the common error has no effect on TDOA and has a greater impact on the other four algorithms. When the common error is 10 ns, the performance of the proposed SDCTD+TDOA algorithm is close to that of the TOA algorithm, and SDCTD is better than TDOA. With the increase of the common error, the localization accuracy of the four algorithms decreases. As TOA algorithm does not take two kinds of TOA errors in consideration, the performance degradation of the algorithm is larger than that of the proposed algorithm. when σ com = 100 ns, the localization accuracy of proposed algorithm is close to TDOA, but still better than TDOA. Proposed algorithm can improve the localization accuracy under different common errors. 
B. DEPENDENCE ON TOA COMMON ERROR

C. DEPENDENCE ON CUMULATIVE TIME
This simulation analyzes the accuracy of different algorithms under different cumulative times T c , which is related to the distance the sensors move. In this simulation, σ est = 30 ns, σ com = 50 ns, T p = 10 ms, p loss = 0.5, and the cumulative time T c varies from 5 to 60 s. Fig. 9 shows the localization performance versus cumulative times. When T c is small, accuracy of proposed algorithm is close to that of TDOA. The participation of SDCTD doesn't make much difference. As the cumulative time increases, the accuracy of TDOA is improved, but with T c greater than the 40s, there is no apparent improvement. Nevertheless, the performance of the SDCTD algorithm is obviously ameliorated and likewise that of SDCTD+TDOA with increase of T c . The accuracy of SDCTD-tra at different cumulative times has substantially the same trend as for SDCTD, and the localization error is always 1.6 times that of SDCTD. The reason why SDCTD is significantly affected by the cumulative time is that, as T c increases, the periodicity of the sequence bring more information for localization. The accuracy of TOA algorithm is not as good as TDOA until T c is greater than 45s. When the cumulative time is 60 s, the accuracy of SDCTD is close to TDOA, but still not as good as TDOA. The SDCTD+TDOA algorithm improves the localization accuracy of TDOA algorithm, especially when Tc is greater than 40s.
D. DEPENDENCE ON THE FRACTION OF PULSE LOSS
This section analyzes the performance of the different algorithms under different pulse loss probabilities. When p loss = 0, all M sensors intercept all pulses and therefore N (M − 1) TDOA can be obtained. The length of the selected sequence t d from all TOAs is N T = N and an N T −2 SDCTD measurement can be performed. When p loss increases, the number of TDOAs decreases yielding two effects on the t d sequence. First, the TOAs that can be selected in (34) are limited. Second, there is a pulse that is not received by any of the sensors, and the length of t d decreases. We defined the loss probabilities of the number of TDOA and SDCTD as p TDOA and p T , respectively, which are defined as
,
The loss of pulse at one sensor leads loss in TDOA, and the loss in t d occurs when all M sensors lose one pulse at the same time. So p TDOA is greater than p T . Fig. 10 presents plots of the changes in p TDOA and p T under different pulse loss probabilities p loss . Note that as p loss increases, p TDOA and p T increases accordingly. When p loss is greater than 0.9, p TDOA is close to 1, indicating that the sensors barely receive pulses at the same time, thereby forming a TDOA. When the p loss is less than 0.2, the number of SDCTD does not reduce. This is because when some sensors cannot receive pulses, t d may select pulses received by other sensors and therefore does not affect the number of SDCTD. When p loss = 0.9, p T = 0.73, there are still many pulses that can be used for SDCTD.
The performance is analyzed below. The TOA estimation and common error are σ est = 30 ns and σ com = 50 ns, the cumulative time T c = 60 s, and the period T p = 10 ms. In Fig. 11 , as p loss increases, the accuracy of the TDOA decreases significantly. The influence of p loss on the accuracy of SDCTD and SDCTD-tra is not obvious. This is because SDCTD uses signal periodicity, which is mainly affected by the cumulative time T c . When p loss <0.5, the accuracy of the two algorithms does not deteriorate. When p loss >0.5, the accuracy deteriorates, but the decrease is not as large as TDOA. When p loss >0.7, the accuracy of SDCTD is better than TDOA. Performance of TOA algorithm is better than that of TDOA or SDCTD, but is about 1.3 times of proposed algorithm. Compared with the TDOA algorithm, the SDCTD+TDOA algorithm improves the accuracy under different pulse loss probabilities. In particular, when these probability is large, the performance of TDOA is significantly reduced, and our proposed algorithm greatly improves the localization performance.
VI. CONCLUSIONS
A new SDCTD measurement was proposed for the TOA based multi-sensor passive localization with incomplete measurements. SDCTD uses the periodicity of transmitted sequence, and eliminates the unknown start time and signal period for a non-cooperative emitter. Jointly using both TDOA and SDCTD, the proposed algorithm takes into account two kinds of TOA errors, which have different effects on different measurements. Compared with the existing algorithms, the proposed algorithm improved the localization accuracy, especially when the loss probability of pulses is large. Simulations demonstrated that introducing SDCTD measurements helps improve accuracy and corroborated the theoretical results.
The proposed algorithm uses all received data at the same time. However, in practice, signals are intercepted over time, which is called sequential data. It is necessary to modify the algorithm according to the characteristics of the signal for implementation in practical applications. The adjustment of algorithm would be investigated in future work.
APPENDIX A EVALUATION OF THE CRLB
The CRLB formula is given in (64). There are partial derivatives of α with respect to u on the right-hand side of (64). For notation simplicity, we define a L × 3N matrix C 1 and a (N T − 2) × 3N matrix C 2 for the TDOA and SDCTD measurements, respectively.
The l-th row of C 1 is 
The partial derivatives of α with respect to u are ∂α ∂u (N T −2+L)×3 = 1 c
Hence, the elements of J are given by
where i and j are any elements in u. 
