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Abstract
Let T be a polynomial of degree N and let K be a compact set with C. First it is shown, if zero is a best approximation
to f from Pn on K with respect to the Lq()-norm, q 2 [1;1), then zero is also a best approximation to f T on
T−1(K) with respect to the Lq(T)-norm, where T arises from  by the transformation T. In particular, T is the
equilibrium measure on T−1(K), if  is the equilibrium measure on K . For q =1, i.e., the sup-norm, a corresponding
result is presented. In this way, polynomials minimal on several intervals, on lemniscates, on equipotential lines of compact
sets, etc. are obtained. Special attention is given to Lq()-minimal polynomials on Julia sets. Next, based on asymptotic
results of Widom, we show that the minimum deviation of polynomials orthogonal with respect to a positive measure on
T−1(@K) behaves asymptotically periodic and that the orthogonal polynomials have an asymptotically periodic behaviour,
too. Some open problems are also given. c© 2001 Elsevier Science B.V. All rights reserved.
MSC: 33C45; 42C05
Keywords: Orthogonal- and extremal polynomials; Asymptotics; Composition of orthogonal polynomials; Linear (denite)
functionals; Julia sets
1. Introduction and preliminaries
Let (cjk)j; k2N0 ;N0 :=N[f0g, be an innite matrix of complex numbers and denote by P the space
of polynomials in z and z with complex coecients. Further, let the linear functional L :P ! C
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be given by, n 2 N,
L
0
@ nX
j; k=0
djkzj z
k
1
A= nX
j; k=0
djkcjk : (1.1)
In the following let us assume that there is a compact set K C such that L is extendable to C(K).
In view of Horn [17, Theorem 4:2] the functional L is extendable to a bounded linear functional on
C(K), if jP cjkajk j6const supz2K jP ajkzj z k j for all 2-indexed sequences of complex numbers fajkg
with only nitely many nonzero terms. The last condition is equivalent to the fact that there exists
a complex measure  with support in K such that
cjk =L(zj z
k) =
Z
K
zj z k d(z); j; k 2 N0: (1.2)
We say that a function g 2 C(K) is orthogonal to Pn−1 (as usual, Pn denotes the space of
polynomials in z of degree less than or equal to n with complex coecients) if
L(zjg(z)) = 0 for j = 0; 1; : : : ; n− 1
and hermitian orthogonal to Pn−1 with respect to L if
L(zj g(z)) = 0 for j = 0; 1; : : : ; n− 1:
Example 1. (a) Let K be a rectiable curve or arc in the complex plane, w a real nonnegative
integrable function on K , and set
cjk =
Z
K
zj z kw(z) jdzj for j; k 2 N0:
Then the hermitian orthogonality of a polynomial pn to Pn−1 with respect to L becomes the usual
orthogonalityZ
K
zjpn(z)w(z) jdzj= 0 for j = 0; : : : ; n− 1:
Naturally, if K is a subset of the real line, then there is no dierence in the above denitions of
orthogonality.
(b) Let  be a complex (not necessary real and=or positive) measure on the curve or arc K , and
let
cjk = cj+k =
Z
K
zj+k d(z): (1.3)
Then the polynomial pn 2 Pn orthogonal with respect to L is the denominator of the so-called [n=n]
Pade approximant of the function
R
K d(z)=(y − z), i.e.,
p[1]n (y)
pn(y)
=
Z
K
d(z)
y − z + O

1
y2n+1

as y !1;
where p[1]n is the polynomial of the second kind given by
p[1]n (y) =
Z
K
pn(y)− pn(z)
y − z d(z):
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Notation. For T 2 PNnPN−1 and S 2 PN−1, we put
LT; S(f(z)g(z)) :=L
0
@ NX
j=1
S(T−1j (z))
T0(T−1j (z))
f(T−1j (z))g(T
−1
j (z))
1
A : (1.4)
Here, fT−1j : j=1; : : : ; Ng denotes the complete assignment of branches of T−1. Denition (1.4) of
the linear functional LT; S is quite natural and can be understood in the following way: By partial
fraction expansion we have
S(y)
T(y)− z =
NX
j=1
S(T−1j (z))
T0(T−1j (z))
1
y −T−1j (z)
(1.5)
from which we get for large y 2 C and for all k 2 N0
LT; S
0
@ [T(z)]k
y − z
1
A= 1X
=0
y−(+1)LT; S(z[T(z)]
k
)
=
1X
=0
y−(+1)L
0
@ NX
j=1
S(T−1j (z))
T0(T−1j (z))
[T−1j (z)]
 z k
1
A
=L
0
@ z k NX
j=1
S(T−1j (z))
T0(T−1j (z))
1
y −T−1j (z)
1
A= S(y)L
 
z k
T(y)− z
!
: (1.6)
In the same way we also get the relation
LT; S
 
[T(z)]k
y − z
!
= S(y)L
 
zk
T(y)− z
!
especially LT; S

1
y − z

= S(y)L

1
T(y)− z

: (1.7)
In particular, we have
LT;1(zk) = 0 for k = 0; : : : ; N − 2 and thus S(y)L

1
T(y)− z

=L

S(z)
T(y)− z

: (1.8)
Now, we are ready to show how to get orthogonality properties for T-compositions.
Theorem 2. Let T and S be polynomials of degree N and m6N − 1; respectively.
(a) Suppose that L(zjg(z)) = 0 for j = 0; 1; : : : ; n− 1. Then
LT; S(zj(g T)(z)) = 0 for j = 0; 1; : : : (n+ 1)N − m− 2:
(b) Suppose that L(zjg(z)) = 0 for j = 0; 1; : : : ; n− 1. Then
LT; S(zj(g T)(z)) = 0 for j = 0; 1; : : : (n+ 1)N − m− 2:
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Proof. (a) From (1.6) and the linearity of the functionals LT; S and L we get
LT; S
 
(g T)(z)
y − z
!
= S(y)L
 
g(z)
T(y)− z
!
:
Let us now expand both sides in a power series:
1X
=0
y−(+1)LT; S(z(g T)(z)) = S(y)
1X
=0
[T(y)]−(+1)L(zg(z))
= S(y)
1X
=n
[T(y)]−(+1)L(zg(z)) = O(y−(n+1)N+m);
where the second identity follows by the orthogonality property of g. Hence,
LT; S(zj (g T)(z)) = 0 for j = 0; : : : ; (n+ 1)N − m− 2;
which proves part (a) of the theorem.
Part (b) follows in the same way, just by using relation (1.7).
Now of special interest are functionals with an integral representation (1.2). Then transformation
(1:4) denes a measure dT; S on the inverse image T−1(K) by
LT; S(f(z)g(z)) =
NX
j=1
Z
K
f(T−1j (z))g(T
−1
j (z))
S(T−1j (z))
T0(T−1j (z))
d(z)
=:
Z
T−1(K)
f(z)g(z) dT; S(z): (1.9)
Here, we assume that S(y)=T0(y) does not have poles on T−1(K). A sucient, but not a necessary,
condition is that there are no critical points of T on T−1(K). But if there are critical points on
T−1(K), then they have to be canceled out by the zeros of S. Measure transformations of the kind
(1.9) have been studied, e.g., in [5,6,14].
The following example will be of importance in Section 2. Let K be a complex curve, w a real
integrable function on K , and let
d(z) :=w(z)jdzj
be a real measure. Then
dT; S(z) =
S(z)
T0(z)
jT0(z)jw(T(z))jdzj= sgnT0(z)S(z)w(T(z))jdzj; (1.10)
in particular we obtain for S =T0 that
dT;T
0
(z) = jT0(z)jw(T(z))jdzj:
In this paper we will study how polynomial measure transformations of form (1.9) resp. (1.10)
can be applied to Lq-approximation, q 2 [1;1], on curves, arcs, Julia sets, etc. Special attention
is given to a simple representation of the necessary ingredients like Green’s function, equilibrium
measure, etc. and in particular to the presentation of many examples, see Sections 2.1 and 2.2, but
also the Julia set example in Section 3. Furthermore, for the case q = 2 it is demonstrated how to
get from Widom’s theory asymptotic statements for polynomials orthogonal on inverse images of
polynomial mappings.
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2. Best approximations and minimal polynomials with respect to the Lq-norm, q 2 [1;1]
In this section we assume that K C is a compact set and  a positive Borel measure on K .
Let us recall some well-known facts from approximation theory (see, e.g., [1]): A Lq()-integrable,
q 2 [1;1), function f has 0 as a best approximation from Pn−1 with respect to the Lq()-norm on
K , i.e.,
kfkq;;K = infp2Pn−1 kf − pkq;;K ;
where kfkq;;K = (
R
K jf(z)jq d(z))1=q, if and only ifZ
K
zjjf(z)jq−2f(z) d(z) = 0 for j = 0; : : : ; n− 1: (2.1)
If f satises (2.1), then we say that f is Lq()-orthogonal on K with respect to Pn−1.
Note that Theorem 2 (put g= jfjq−2 f there) and denition (1.9) imply immediately that f T
is Lq(T; S)-orthogonal on T−1(K), i.e.,Z
T−1(K)
zjjf(T(z))jq−2f(T(z)) dT; S(z) = 0 (2.2)
for j = 0; : : : ; (n+ 1)N − m− 2, where m is the degree of the polynomial S.
As usual, a monic polynomial pn(z)= zn+    of degree n is called a Lq()-minimal polynomial,
q 2 [1;1], with respect to the measure  if pn has 0 as a best approximation from Pn−1 with
respect to the Lq()-norm on K . Note that pn is a L1-minimal polynomial if
max
z2K
jpn(z)j= inf
Qn2Pn
Qn(z)=zn+
max
z2K
jQn(z)j:
Moreover, the monic Lq()-minimal polynomial, q 2 [1;1); pn of degree n is characterized by
the orthogonality condition (2.1), where f is to be replaced by pn.
Theorem 3. Let K C be a compact set,  a positive Borel measure on K; T(z) = zN +    a
complex polynomial of degree N; and S a complex polynomial of degree m6N − 1. Furthermore,
let the measure T; S be dened as in (1.9). Suppose that T; S is a positive measure on T−1(K)
and q 2 [1;1). Then the following statements hold:
If f 2 Lq() has 0 as a best approximation from Pn−1 with respect to the Lq()-norm on K;
then (f T) has 0 as a best approximation from P(n+1)N−m−2 with respect to the Lq(T; S)-norm
on T−1(K).
If f is continuous on K and has 0 as a best approximation from Pn−1 with respect to the
sup-norm and the positive continuous weight function w(z) on K; then f T has 0 as a best
approximation with respect to the sup-norm and weight function w T on T−1(K).
Moreover, if pn is a monic Lq()-minimal polynomial on K; q 2 [1;1]; then (pn T)(z)=n =
znN +    is a monic Lq(T; S)-minimal polynomial on T−1(K).
Proof. For q 2 [1;1) the assertion follows from (2.2) and Theorem 1. Concerning the state-
ment with respect to the sup-norm, we rst observe that it follows from above that for every
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q 2 [1;1); hn−1; q  T is a best approximation from P(n+1)N−m−2 of f  T with respect to the
Lq((w T)qjT0jjdzj)-norm if hn−1; q is a best approximation from Pn−1 of f with respect to the
Lq(wqjdzj)-norm. Now it is known (see [20]) that for f;w 2 C(K); hn−1; q(z)! hn−1;1(z) as q!1
uniformly on K , where hn−1;1 is the unique best approximation of f from Pn−1 with respect to the
sup-norm and weight function w. This gives the assertion.
Thus, if we know the sequence of minimal polynomials on K , we know a subsequence of minimal
polynomials on T−1(K) at least. Let us mention that by (1.9) T; S is a positive measure on T−1(K)
if sgn S = sgnT0 on T−1(K), where sgn z = z=jzj. By dierent methods, various special cases of
Theorem 2 have been proved in [12,19,22,23].
Before we are going to consider some examples, let us give the denition and notations for Green’s
function, equipotential lines, equilibrium measure, etc. of a compact set K C with cap(K)> 0. We
denote by g(z; K;1) Green’s function for CnK with pole at innity. Recall that g(; K;1) : CnK !
R+ is dened by being harmonic on CnK with
g(z; K;1) = lnjzj+ O(1) as z !1
and
g(z; K;1)! 0 quasi-everywhere as z ! z0 2 @K:
The equipotential lines of K for a value > 0 are given by
A(K; ) := g−1(fg; K;1) = fz 2 CnK : g(z; K;1) = g: (2.3)
The equilibrium measure K;e of K (if there is no danger of confusion we omit K and write
shortly e) is the measure which satises
g(z; K;1) + log(cap(K)) =
Z
K
logjz − yj dK;e(z); (2.4)
where
− log(cap(K)) = lim
z!1 (g(z; K;1)− logjzj); (2.5)
and the constant cap(K) is called the logarithmic capacity of K . Finally, let ~g(z; K;1) be a harmonic
conjugate of g(z; K;1),
G(z; K;1) := g(z; K;1) + i ~g(z; K;1)
the complex Green’s function and
(z; K;1) := exp(G(z; K;1)) (2.6)
the mapping which maps the exterior of K onto the exterior of the unit circle.
Next let us show, if we know Green’s function, equilibrium measure etc. for K , then we know
them for T−1(K) also.
Lemma 4. Let T(z) = zN +    then the following relations hold:
(a) g(z;T−1(K);1) = g(T(z); K;1)=N .
(b) (z;T−1(K);1) = exp(G(T(z); K;1))1=N .
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(c) T;T
0
K;e =N = T−1(K); e; recall denition (1:9).
(d) cap(T−1(K)) = (cap(K)=)1=N .
(e) A(T−1(K); ) = fz 2 CnT−1(K):g(T(z); K;1) = Ng.
Proof. Concerning relation (a) see [23], this property follows immediately from the denition of
Green’s function. Since ~g(T(z); K;1)=N is a harmonic conjugate of g(T(z); K;1)=N , as can easily
be checked by the Cauchy{Riemann dierential equations, part (b) follows. Parts (c) and (d) follow
from (2.4) and (2.5) with the help of (a), the relation
1
N
logjT(z)− yj= 1
N
log
Y
T()=y
jz − j+ 1
N
log  =
1
N
NX
j=1
logjz −T−1j (y)j+
1
N
log 
and the denition of T;T
0
K;e . Part (e) is again an immediate consequence of (a).
The above lemma is more or less known, at least for special cases (see [14,23] and also [27,
Chapter 6.5], as pointed out by one of the referees).
Let us now give some examples showing how useful Theorem 3 is.
2.1. Extremal polynomials on disconnected sets and equipotential lines
For  2 [0;1) let K = E := fz 2 C: log jz +
p
z2 − 1j= g, where the branch of pz is chosen
such that sign
p
x2 − 1 = sign(x − 1) for x 2 R n [− 1; 1]. Then E0 = [− 1; 1] while for each > 0
the set E is the ellipse with foci 1 and semi-axes equal to (e  e−)=2. As it is known and can
easily be seen that
g(z; [− 1; 1];1) = ln jz +
p
z2 − 1j: (2.7)
Therefore, the ellipses E are the equipotential lines of E0. Now, let as usual Tn(x) = (1=2n−1) cosn
(arccos x); x 2 [ − 1; 1], denote the classical monic Chebyshev polynomial of degree n. Then it is
known that the Tn’s are the monic L1- as well as the L2()-minimal polynomials on E, where
d(z) = dE;e(z) =
jdzjpj1− z2j : (2.8)
Furthermore, it can be proved almost analogously as in the case q = 2 by using (2.1), see [10,
pp. 240{241], that Tn is also a Lq()-; q 2 [1;1), minimal polynomial on the equipotential lines
E;  2 [0;1). By the way, for =0 this is a well-known fact. Now, let T(z)=zN +    ;  6= 0,
be a real polynomial which has N simple zeros in (−1; 1) and which satises
minfjT(x)j: T0(x) = 0g>1: (2.9)
For the simple case of N = 2 compare the left picture in Fig. 1. Further, let l be the number of
points x such that jT(x)j= 1 and T0(x) = 0. Then
T−1(E) = fz 2 C: logjT(z) +
q
T2(z)− 1j= g; for  2 [0;1):
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Fig. 1. Left picture: polynomial T of degree 2 and set T−1(E0). Right picture: sets T−1(Ep) for =0; 0:4; 0:9, and 1.1.
In particular, T−1(E0) is the set of N − l disjoint real intervals
fx 2 [− 1; 1] : jT(x)j61g:
Recall that by Lemma 1 the sets T−1(E); > 0, are the equipotential lines of the N − l disjoint
real intervals T−1(E0); compare again Fig. 1 (right picture).
Hence, by Theorem 3 the polynomials Tn(T(z))=n are the L1− resp. Lq(T; S)-minimal poly-
nomials, q 2 [1;1), on T−1(E), where by (1.10)
dT; S(z) =
S(z)
sgnT0(z)
jdzjpj1−T2(z)j ;
S satises the assumption of Theorem 3. Recall that for S=T0; T;T
0
=T−1(K); e is the equilibrium
measure of T−1(K). By completely dierent methods the case = 0 has been treated in [22,23].
Using the fact that the Chebyshev polynomials of the second kind Un(z) = (1=2n)(1 − z2)−1=2
sin[(n+1)arccos z] are L2(1)-minimal polynomials on the interior of the ellipses E (compare again
[10, Ex. 4, p. 241]), then an analogous procedure as above gives a (sub)sequence of orthogonal
polynomials on the union of complex areas with respect to a measure of form (1.9) with d(z)=dz.
2.2. Extremal polynomials on \stars"
Let the sets E and the measure  be given as at the beginning of Section 2.1 and let T(z) =
zN ; N>1 be xed. Then T−1(E0) is the 2N-star
S2N := freki=N : r 2 [0; 1]; k = 0; : : : ; 2N − 1g
and T−1(E) is a smooth \curve around" this star for > 0; compare the left picture in Fig. 2.
Again, by Theorem 3 the compositions with Chebyshev polynomials Tn(zN ) give L1- resp.
Lq(T;T
0
)-minimal polynomials on T−1(E); >0, where by (2.8)
dT;T
0
= dT−1(E);e =
jzN−1j jdzjpj1− z2N j
(here, we took S(z) =T0(z)=N = zN−1). For the L1-case see [23].
Naturally, we would like to know the whole sequence of Lq(T;T
0
)-minimal polynomials and not
only a subsequence. For the 2N-star S2N the whole sequence can be obtained as follows.
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Fig. 2. Left picture: sets T−1(E) for =0; 0:1, and 0:4; here N=4. Right picture: lemniscate with N=3 and r=1:2; 1; 0:7:
Proposition 5. Let n 2 N0; 16N 2 N; m 2 f0; : : : ; 2N−1g; q 2 [1;1); w : [0; 1]! R+ integrable;
and let pn;m(x) = xn +    2 Pn be the Lq(x−1=2+(mq=2N )w(x) dx)-minimal polynomial on [0; 1]. Then
P2nN+m(z) := zmpn;m(z2N )
is the Lq(w(z2N )jzN−1j jdzj)-minimal polynomial on the 2N -star S2N .
Proof. Put
d ~(z) = w(z2N )jzN−1j jdzj:
Suppose that∥∥∥∥∥
2nN+mX
=0
cz2nN+m−
∥∥∥∥∥
q
q; ~;S2N
= inf
bv2C; b0=1
∥∥∥∥∥
2nN+mX
=0
bz2nN+m−
∥∥∥∥∥
q
q; ~;S2N
:
Since z 2 S2N implies eij=N z 2 S2N for j = 0; : : : ; 2N − 1, it follows that∥∥∥∥∥
2nN+mX
=0
cz2nN+m−
∥∥∥∥∥
q
q; ~;S2N
=
∥∥∥∥∥jeijm=N j
2nN+mX
=0
ce−ij=N z2nN+m−
∥∥∥∥∥
q
q; ~;S2N
;
which gives by the uniqueness of the best approximation that
c = ce−ij=N for j = 0; : : : ; 2N − 1:
This last fact implies that
c = 0 for  6= 2Nk; k 2 f0; : : : ; n− 1g:
Hence, the minimal polynomial is of the form zmrn;m(z2N ), where rn;m(z) is a monic polynomial of
degree n. By characterization (2.1) it follows moreover, using the transformation x = zN , thatZ
S2N
z2Njzmjqjrn;m(z2N )jq−2rn;m(z2N ) d ~(z)
=2N
Z 1
0
x2jxjmq=N jrn;m(x2)jq−2rn;m(x2)w(x2) jdxj= 0 for  = 0; : : : ; n− 1:
From these conditions we get, by using the transformation y = x2, that rn;m(x) = pn;m(x).
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2.3. Extremal polynomials on special lemniscates
Let K = Ur := fjzj = rg; r 2 [1;1) xed, and (for simplicity) d(z) = jdzj. Then, by (2.1),
fzngn2N0 is the sequence of monic L1- and Lq()-; q 2 [1;1), minimal polynomials on Ur . Let
T(z)=zN−r; N>2 xed. Then the inverse image of Ur under T, i.e., T−1(Ur), gives lemniscates;
compare the right picture in Fig. 2. By Theorem 3 the polynomials
Tn(z) = (zN − r)n
are L1- and Lq(T;T
0
)-minimal polynomials on the lemniscates T−1(Ur) with respect to the measure
dT;T
0
(z) := jzN−1j jdzj:
But in fact, we are able to construct the whole sequence of orthogonal polynomials again, using
the structure of the inverse image, i.e., of the lemniscate.
Proposition 6. Let n 2 N0; 26N 2 N; m 2 f0; : : : ; N − 1g; q 2 [1;1); r 2 (0;1); w : fjzj= rg !
R+ integrable; and let pn;m(z)=zn+    2 Pn be the Lq((r+Re z)qm=2Nw(z) jdzj)-minimal polynomial
on fjzj= rg. Then
PnN+m(z) := zmpn;m(zN − r)
is the Lq(w(zN − r)jzN−1j jdzj)-minimal polynomial on the lemniscate
LN; r = fz 2 C: jzN − rj= rg:
Proof. Obviously, z 2 LN; r implies that e2ki=N z 2 LN; r for k 2 Z. Thus it follows quite similarly
as in the proof of Proposition 1 that the coecients of the Lq-minimal polynomial
PnN+m
=0 cz
nN+m−
on LN; r with respect to the weight jzN−1jw(zN − r) vanish for  6= N,  2 f0; : : : ; n− 1g. Hence,
nN+mX
=0
cznN+m− = zm	n;m(zN − r);
where 	n;m(z) = zn +    2 Pn. Now, using the fact that for z 2LN; r
zN − r = rei’ i:e:; z = ei’=2+2ki=N (2r cos(’=2))1=N
for a k 2 f0; : : : ; N − 1g, and thus
jz2jmq =

(2r)2
(1 + cos’)
2
mq=N
;
we obtain by (2.1) thatZ
LN;r
(zN − r) jzmzm	n;m(zN − r)jzm	n;m(zN − r)jq−2w(zN − r)jzN−1j jdzj
=
1
N
Z
jvj=r
vj	n;m(v)j	n;m(v)jq−2(2r(r + Re v))mq=2Nw(v)jdvj= 0 for j = 0; : : : ; n− 1;
which proves, by the uniqueness of the minimal polynomials, the assertion.
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For q=2, r=1, w(z)=1, and N=2, the result has been shown by Godoy and Marcellan [16] using
completely dierent methods. Let us note that for the case q= 2, r = 1 the orthogonal polynomials
	n;m(ei’) are explicitly known (see [30]) if for instance (1 + Re z)m=Nw(z), z = ei’, ’ 2 [− ; ], is
a Jacobi weight.
2.4. Extremal polynomials on T-invariant sets; in particular Julia sets
Now we apply our theory on Lq-minimal polynomials from Section 2 to Julia sets, i.e., to
T-invariant complex sets. For the case q= 2 compare also [3,6,26] and for q=1 [19].
It is well known that for polynomials the Julia set JT is the boundary of the basin of attraction
of the point innity, i.e.,
JT = @A(1) := @fz 2 C :T(n)(z)!1 as n!1g;
where T(n) =T T     T (n-times). The complement of the Julia set
FT := CnJT
is called the Fatou set of the polynomial T.
The Julia set is a completely T-invariant set, i.e.,
T(n)(JT) =T(−n)(JT) =JT for all n 2 N:
Here, T(−n) := [T(n)]−1. Moreover, Barnsley et al. showed [3] that on every Julia set JT there
exists a unique invariant measure , namely the equilibrium measure JT ;e=: e, which satises
 = T;T
0
= e;
recall denition (1.9). Hence, by Theorem 3 the following relations hold:
pnN;q(z) = pn;q(T(z)) and pNn;q(z) =T(n)(z) + const(q); (2.10)
where, (pn;q) denotes the sequence of Lq()-minimal polynomials.
Here, we are not only interested in the Julia sets and their Lq-minimal polynomials. Because of
the dicult structure of Julia sets one is interested in sets as simple as possible by which the Julia
set can be generated resp. approximated, and in the Lq-minimal polynomials on these simpler sets.
The latter minimal polynomials should be approximants of the minimal polynomials on the Julia
set. The idea is now the following: Let T(z) = zN +    ;  6= 0, be a (complex) polynomial of
degree N>2 which generates the Julia set JT. In order to get approximants of JT, let M (0)JT
be an arbitrary subset and (0) a positive Borel measure on M (0). Then we dene iteratively for
every n 2 N,
M (n) :=T−1(M (n−1)) =T(−n)(M (0)): (2.11)
By [9, Corollary 2:2] we have JT =
S1
n=0M (n). With the help of the measure from (1.9) we can
dene measures (n) on M (n) recursively by
Z
T−1(B)
f(z) d(n)(z) :=
1
N
NX
j=1
Z
B
f(T−1j (z)) d
(n−1)(z); (2.12)
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f 2 L1((n)) and B a (n−1)-measurable subset of M (n−1). Here, for simplicity we took S =T0=N .
For each sequence of measures f(n)g so dened, one can show that there holds
(n)
weakly! JT ; e; (2.13)
cf., e.g., [6, Section VI] but also [3, Remark, p. 381]. Especially, JT ;e is independent of the initial
measure (0). Once we know the linear L1- resp. the Lq((0))-, q 2 [1;1), minimal polynomial on
M (0), i.e., p1(z), then by (2.10) we know the L1- resp. Lq((n))-minimal polynomial of degree Nn
on M (n). Certainly, the case of orthogonal polynomials, i.e., q= 2, is again of special interest.
Let us demonstrate this approach in some more detail at the example of a special class of Julia
sets, the so-called dendrites.
Denition. A Julia set JT is called a dendrite if and only if both JT and the Fatou set FT are
connected.
Some examples of dendrites, generated by polynomials of the form T(z) = z2 + c, e.g., for
c 2 f−2; 1g, can be found in [11, Chapter 14].
A known sucient condition such that the Julia set is a dendrite is that all the nite critical points
of T are strictly preperiodic, see, e.g., [4].
In what follows let T be a real polynomial with a dendrite as its Julia set. Then JT is symmetric
with respect to the real axis and thus it always contains real points. Hence, the values
 := inffx 2 JT: x realg and  :=maxfx 2 JT: x realg (2.14)
exist in R. Moreover, by the symmetry with respect to the real axis and the connectivity of the
Fatou set, there holds [; ]JT. In the special case when T is an odd-degree polynomial with
positive leading coecient then  is the largest and  the smallest xed point of T. Anyway, we
will always assume that (; ) 6= ;, Following the idea from (2.11) we put
M (0) = [; ] 2 JT and M (n) :=T(−n)([; ]) = fz 2 C: T(n)(z) 2 [; ]g: (2.15)
Then
M (n)M (n+1) (2.16)
and by [9, Corollary 2:2]
JT =
1[
n=1
M (n) = lim
n!1 M
(n)= : M (1): (2.17)
Fig. 3 shows the graph of the polynomial T(z)=2z4−1 and its Julia set JT; here [; ]=[−1; 1].
The rst three sets M (1), M (2), and M (3) are plotted in Fig. 4.
For the rate of convergence of the M (n)’s towards the Julia set JT compare Corollary 8 below.
The following theorem describes the minimal polynomials on the sets M (n) =T(−n)([; ]) as well
as on the Julia set JT (i.e., on M (1)) but also on the equipotential lines A(M (n); ) of M (n) and
of JT.
Theorem 7. Suppose that T(z)=zN +    ;  6= 0 and N>2; is a real polynomial given as above;
let q 2 [1;1]; >0 be xed; and let (0) be a given real Borel measure on A([; ]; ); where 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Fig. 3. Polynomial T(z) = 2z4 − 1 and its Julia set JT.
Fig. 4. Approximants M (i), i = 1; 2; and 3, for the Julia set JT, where T(z) = 2z4 − 1.
and  are dened by (2:14). Furthermore; let (k) be given by (2:12) and let p1; k(z)= z−ck denote
the monic linear L1- (if q=1) resp. Lq((k))-minimal polynomial on A(M (k); =N k). Then for all
n 2 N and k 2 N [ f1g
Pn; k(z) =
T(n)(z)− ck
(Nn−1)=(N−1)
= zN
n
+    (2.18)
is the monic L1- (if q=1) resp. Lq((n+k))-minimal polynomial on the equipotential line A(M (n+k);
=Nn+k). Moreover;
lim
k!1
A(M (k); ) = A(JT; ) and lim
k!1
ck = c1; (2.19)
where ck depends on q; ; and (0); but c1 on q only. All the constants ck are real.
Remark. Let us point out again that for  = 0 all the equipotential lines in Theorem 7 are of the
form A(M (); 0);  2 fk; k + ng, and can be replaced simply by M ().
Proof of Theorem 7. Relation (2.18) follows immediately from Theorem 3 and
g(T(n)(z); M (k);1) = Nng(z;M (n+k);1)
(compare also (2.20) below), which implies
T(−n)

A

M (k);

N k

= A

M (n+k);

Nn+k

:
Concerning relation (2.19), let us note that (2.7) and Lemma 4(a) give
g(z;M (k);1) = 1
Nk
lnjl(T(k)(z)) +
q
[l(T(k)(z))]2 − 1j; (2.20)
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where l denotes the linear transformation from [; ] to [− 1; 1], i.e.,
l(x) =
2x
 −  −
 + 
 −  :
Moreover, it is known that, see, e.g., [7,8],
g(z;JT;1) = lim
k!1
1
Nk
lnjT(k)(z)j: (2.21)
From these explicit representations one obtains the limit relation
lim
k!1
[g(z;M (k);1)− g(z;JT;1)] = 0
uniformly on compact subsets of CnJT (note that T(k)(z)!1 as k !1 for all z 2 CnJT) and,
consequently, by denition (2.3),
lim
k!1
A(M (k); ) = A(JT; ) for all > 0 (2.22)
with respect to the Hausdor-metric. This is the rst part of relation (2.19). For the remaining
assertion concerning the coecients ck let us point out that all the sets A(M (k); =N k) and all the
measures (k) are symmetric with respect to the real axis. Hence, the values ck have to be real.
Furthermore, the constants ck are convergent. Denote the limit by c1; then p0;1(z) = z− c1 is the
L1- (if q=1) resp. the Lq(e)-minimal polynomial on A(M (1); 0)=JT. Hence, c1 is independent
both of  and (0).
Remark. For the case of Lq-minimal polynomials, q 2 [1;1), let us point out the nice fact that
on the one hand, these minimal polynomials Pn; k(z)=:Pn; k(z; (0)) strongly depend on the initial
measure (0). But on the other hand, this (0)-dependence can be described completely, and in a
simple and explicit way, only by the constants ck = ck(q; (0)).
The following corollary gives a feeling on how fast the \nite" sets M (n), which are approximants
of the Julia set JT, converge towards JT, or to use dierent words, how good JT is describable
by the M (n)’s.
Corollary 8. Let T(z) = zN +    ;  6= 0 and N>2; by the polynomial from Theorem 7. Then
cap(M (n)) =

 − 
4
1=Nn
jj−(Nn−1)=[Nn(N−1)]; n= 1; 2; 3; : : :
and
cap(JT) = jj−1=(N−1): (2.23)
Proof. The rst assertion follows from denition (2.5) and from the explicit representation of
g(z;M (n);1) in (2.20). Next, from the identity
g(z;JT;1) = ln jzj − ln(cap(JT)) + o(1) as z !1
and
g(T(n)(z);JT;1) = Nng(z;JT;1);
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which follows from Lemma 4 and the invariance of the Julia set, we obtain
lnjT(k)(z)j − ln(cap(JT)) = Nk(lnjzj − ln(cap(JT))) + o(1):
Now, the limiting process z !1 gives
lnj(Nk−1)=(N−1)j= ln([cap(JT)]1−N
k
);
which is relation (2.23).
Let us note that relation (2.23) is known (see, e.g., [27, Theorem 6:5:1]).
3. Asymptotics of polynomials orthogonal on inverse images of polynomials
In Propositions 5 and 6 we were able to get the whole sequence of orthogonal polynomials by
symmetry reasons. In the general case this will certainly not be possible. Let us point out at this
stage that polynomials orthogonal on curves or arcs in the complex plane (up to real intervals or
arcs on the unit circle) do not satisfy a three-term recurrence relation in general. This is one of the
reasons that they are so dicult to handle. Therefore, we are interested in asymptotics. To be able
to obtain the asymptotics with the help of Widom’s result, we have to derive some properties of
harmonic measures. Let us recall the known fact that if Kj is a component of a compact nonpolar
set K C, then the harmonic measure of Kj with respect to K at z =1, denoted by !(@Kj; K;1),
is given by
!(@Kj; K;1) = K;e(Kj); (3.1)
see, e.g., [27, Theorem 4:3:14]. Again K;e is the equilibrium measure on K .
The following lemma will play a crucial role. For the denition of a proper map and Riemann{
Hurwitz formula see, e.g., [29, pp. 4{10].
Lemma 9. Let int(K) (i.e.; the interior of K) be simply connected; let int(Q1); : : : ; int(Ql) be the
components of T−1(int(K)); and assume that T : int(Qj) ! int(K) is a kj-fold proper map with
at most kj − 1 critical points in Qj. Then the following relation holds for the harmonic measure:
!(@Qj;T−1(K);1) = kjN K;e(K): (3.2)
Proof. By the Riemann{Hurwitz formula we have
lint(Qj) − 2 = kj(lint(K) − 2) + rint(Qj); (3.3)
where lint(Qj) and lint(K) denote the number of connectedness of int(Qj) and int(K), respectively, and
rint(Qj) the number of critical points of T in int(Qj). Since by assumption lint(K) = 1; rint(Qj)6kj − 1;
it follows that lint(Qj) = 1; i.e., int(Qj) is simply connected. Further, it is known that T : @Qj ! @K
is also a kj-fold mapping, which implies by Lemma 4(c) and (1.7) that T−1(K); e(Qj)=
T;T0
K;e (Qj)=
(kj=N )K;e(K). In view of (3.1) we have !(@Qj;T−1(K);1) = T;T
0
K;e (Qj), which proves the
statement.
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Remark. Let K be a Jordan arc and let the components Q1; : : : ; Ql of T−1(K) be Jordan arcs, too,
and assume that T: Qj ! K; j = 1; : : : ; l, is a kj-fold proper map. Then relation (3.2) holds true
obviously.
Naturally, Lemma 9 could also be stated for the more general case that K consists of several
components, by considering the inverse image of each component of K . (But the assumptions become
a little bit involved.)
Now we have the necessary ingredients to show with the help of Widom’s theory on asymptotics
of orthogonal polynomials [31] that polynomials orthogonal on Jordan curves or arcs, which are
the inverse polynomial images of a Jordan curve or arc, have an asymptotically periodic behaviour.
So far, this fact is known only for the case that the inverse polynomial image of [ − 1; 1] consists
of several disjoint real intervals (see [2,22]). By the way, an asymptotically periodic behaviour
of polynomials orthogonal on several arcs of the unit circle which are the inverse image of a
trigonometric polynomial has been demonstrated by the authors in [24,25].
We say that the weight function  satises the generalized Szeg}o condition on T−1(@K) ifI
T−1(@K)
ln ()
@g(;T−1(K);1)
@n
jdj>−1 (3.4)
and we put
mn; :=mn;(T−1(@K)) = min
1 ;:::;n2C
Z
T−1(@K)
jn + 1n−1 +   + nj2() jdj:
Theorem 10. Suppose that K and the components Qj ofT−1(K) satisfy the assumptions of Lemma 9
resp. of the above remark. Furthermore; assume that the weight function  satises Szeg}o’s con-
dition (3:4) and let (pn) be the monic polynomials of degree n hermitian orthogonal with respect
to ()jdj on @K . Then we have the following asymptotic behaviour with respect to n:
mnN+j;p  cap(T−1(K))2(nN+j)vj;
pnN+j(z)(cap(T−1(K)))−(nN+j)−(nN+j)(z;T−1(K);1)  Fj(z)
for j = 0; : : : ; N − 1; where the vj’s and Fj’s are certain constants and functions; respectively (for
details see the proof below);  is dened in (2:6) and an  bn means 1−n6an=bn61+n; n ! 0+.
Proof. Let  = CnT−1(K) and let F be a function analytic in  . Note that the standard analytic
functions dened for the multi-connected region  have multi-valued argument in general. The
ambiguity of the argument of a function in  is characterized as follows (compare [2, p. 237]): Let
= (1; : : : ; l) be a vector in Rl. Take the coordinates of  to be the increments in the argument of
a multi-valued function F(z) on marking circuits of the Qj’s, i.e.,
(F) =
 
: : : ;
1
2 @Qj
argF(z); : : :
!
: (3.5)
We take the quotient of the functions analytic in  by the equivalence relation F1(z)  F2(z) ,
(F1) = (F2). Note that (F1) = (F2) is equivalent to the fact that arg(F1− F2) is single valued in
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 . The classes obtained are denoted by , i.e.,
F(z) 2  if =
 
: : : ;
1
2 @Qj
argF(z); : : :
!
: (3.6)
Next, let
(z) = exp(g(z;1) + i ~g(z;1)):
Here, g(z;1) is Green’s function for the set Cn  with pole at 1 and ~g(z;1) is a harmonic
conjugate. Further, let us set
k := − k() (3.7)
and recall (see (2.6)) that  denotes the conformal mapping of  onto the exterior of the unit disk.
Note that by denition (3.5)
() = (!(@Q1;T−1(K);1); : : : ; !(@Ql;T−1(K);1)); (3.8)
see, e.g., [31, p. 141], where !(@Qj;T−1(K);1) is the harmonic measure at z =1 of the jth
component Qj. Furthermore, for  2 L1( ) let H2(; ; ) be the set of functions F from  which
are analytic on  and for which jF(z)2R(z)j has a harmonic majorant. Here, R(z) is the analytic
function without zeros or poles in  whose modulus on  is single-valued and which takes the
value () on   (see, e.g., [31, p. 155] or [2, p. 237]).
For weight functions  satisfying the Szeg}o condition (3.4), Widom has given the following
asymptotic representation of the minimum deviation mk; of monic polynomials pk(z) of degree k
orthogonal with respect to ()jdj [31, Theorem 12:3]:
mk;  (cap(T−1(K)))2kv(; k)
and
pk(z)(cap(T−1(K)))−k−k(z;T−1(K);1)  Fk(z) for A;
A compact, where Fk 2 H2(; ; k) is the unique solution of the following extremal problem:
v(; k) = inf
F2H2(;;k )
F(1)=1
Z
T−1(K)
jF()j2() jdj; (3.9)
hence,
v(; k) =
Z
T−1(K)
jFk()j2() jdj:
Now, in the case under consideration we have by Lemma 9 that !(@Qj;T−1(K);1)=kj=N; kj 2 N,
for all j = 1; : : : ; l, and thus we obtain from (3.5){(3.8)
j+nN = jmod 1 for all n 2 N and j = 0; 1; : : : ; N − 1
and therefore, we have by (3.9) and the uniqueness of the extremal function,
v(p;nN+j) = v(; j);
Fj+nN  Fj for all n 2 N and j = 0; : : : ; N − 1:
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For instance, the assumptions of Theorem 10 resp. Lemma 9 can be easily checked in the lemnis-
cate case, that is, if the Qj’s are the components of T−1(fjzj= rjg). In particular, if r is suciently
large then T−1(fjzj = rjg) contains all zeros of T0 and consists of one component only. On the
other hand, T−1(fjzj= rjg) consists of @T= N components containing no zero of T0 if r; r > 0,
is suciently small and T has simple zeros only.
Note that the expressions appearing in the above asymptotic formula can be simplied with the
help of Lemma 9. Let us also point out that the only assumption on the weight function was that
it satises the Szeg}o condition (3.4). If the weight function is in addition of form (1.10), then we
know pnN and mnN and thus F0 and v0 explicitly. This leads us directly to our rst problem.
Problem 1. It would be of great interest to know the remaining functions Fj; j= 1; : : : ; N − 1, in
Theorem 10 or, in other words, to nd an explicit asymptotic expression for the remaining orthogonal
polynomials. For the case that T−1(K) is a subset of the real line or of the unit circumference, i.e.,
if the pn’s satisfy a recurrence relation, it is possible to derive (at least) asymptotic expressions for
these functions (see [13,25]).
Problem 2. If TN is a real polynomial which has N simple zeros in (−1; 1) and satises (2.9) and
TN (1)= (1)N , then it can be shown easily that JTN is a real Cantor set. Hence the orthonormal
polynomials satisfy a three-term recurrence relation. Are the recurrence coecients limit periodic,
i.e., is the sequence of recurrence coecients the limit of periodic sequences? For the special case
TN (x) = NTN (x=); > 1; N 2 Nnf1g, this is known [6].
Problem 3. Asymptotics of minimal polynomials with respect to the Lq-norm, 0<q<1, are
so far known only in case of an interval or of a closed curve [15,21]. Is it possible to carry over
Theorem 10 to the Lq-case in a suitable way (in this respect compare [18])? Recall what is needed
are asymptotics of the extremal polynomials of degree nN + j; j 2 f1; : : : ; N − 1g; n 2 N.
Problem 4. Is there a bounded compact set K R and a sequence of polynomials pn(x) = xn +    ;
(pn) 6= (Tn), such that for each n 2 N; pn is an Lq-extremal polynomial for every q 2 [1;1]
with respect to the same weight function? What if we replace the condition \for every q 2 [1;1]"
by \for q = 2 and q =1", which certainly would be of foremost interest? We expect that there
is no such sequence, that is, the classical Chebyshev polynomials Tn of the rst kind with weight
function 1=
p
1− x2 are the only polynomials which have this property. Note that subsequences of
polynomials with the above properties can easily be found, as we have shown in Section 2.1 in the
statement after Fig. 1 or in [22, Theorem 2:4]. As we have learned in the meantime, the answer to
the rst question can be found in [28], which appeared very recently.
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