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Bistatic spaceborne/stratospheric synthetic aperture radar (SAR) with a fixed receiver is a novel hybrid bistatic SAR
system, in which a spaceborne SAR serves as the transmitter of opportunity, while a fixed receiver is mounted on a
stratospheric platform. This paper presents an integrative synchronization and imaging approach for this particular
system. Firstly, a novel synchronization method using the direct-path signal, which can be collected by a dedicated
antenna, is proposed and applied. The synchronization error can be completely removed using the proposed
method. However, as the cost of synchronization, the characteristic of synchronized echo’s range history becomes
quite different from that of general bistatic SAR data. To focus this particular synchronized data, its 2-D spectrum is
derived under linear approximations and then a frequency-domain imaging algorithm using two-dimensional
inverse scaled Fourier transform (2-DISFT) is proposed. At last, the proposed integrative synchronization and
imaging algorithm is verified by simulations.
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Bistatic synthetic aperture radar (SAR) has been an ac-
tive research area in the last decade, where in particular,
the method based on spaceborne illuminator appears to
be more attractive. Several experiments of bistatic SAR
with spaceborne illuminator have been conducted by nu-
merous organizations. In these experiments, the receiver
is either spaceborne, aircraft, or stationary on the
ground. The promising imagery results show the great
potentials and capabilities of bistatic SAR as an innova-
tive imaging system [1-6].
This paper discusses a particular sub-class of spaceborne
hybrid configuration, where a spaceborne SAR, e.g.
TerraSAR-X, serves as the transmitter of opportunity,
while a fixed receiver is mounted on a stratospheric plat-
form, e.g. a stratospheric aerostat. Its advantages include
low-cost, reduced vulnerability to counter measurement,
high operational flexibility and wide observation scene
[7,8]. Such a system is a good tool for high-resolution im-
aging and high-precision height information extraction,* Correspondence: zhangqilei1985@gmail.com
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in any medium, provided the original work is pwhich has the potential for future mission both in civil
and military applications.
Time and phase synchronization is essential and fore-
most for such a kind of bistatic system, since independ-
ent local oscillators (LO) are used, and the common
time reference is missed for the transmitter and the
receiver. The synchronization errors result not only in
range cell migration (RCM) error but also in the distor-
tion of the azimuth dependent phase history [9-12]. This
implies that synchronization errors will degrade the
quality of the bistatic SAR images, and therefore, corre-
sponding compensation must be implemented.
The synchronization scheme has been well studied for
cooperative bistatic SAR systems, in which the dedicated
synchronization link can be constructed [13-17]. An
echo-domain phase synchronization approach by using
correlation of bistatic echo is proposed for bistatic SAR
in alternating bistatic/ping-pong mode in [18]. For
un-cooperative bistatic SAR systems, it is a common
method to achieve synchronization by using direct-path
signal [19-23].
Assuming that the direct-path channel and the
reflected-path channel are previous balanced and then open access article distributed under the terms of the Creative Commons
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Figure 1 Geometry of the bistatic spaceborne/stratospheric
SAR with a fixed receiver.
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signal and the direct-path signal will be contaminated by
the same synchronization errors. However, without any
other auxiliary data, it is quite difficult to estimate the
phase synchronization error with high precision [22]. On
the one hand, the accuracy of the satellite's trajectory is
not sufficient for separating the phase synchronization
error from the nominal phase caused by direct-path range
history. On the other hand, the phase synchronization
error caused by the LO phase noise is a random compo-
nent, which is difficult to estimate [24].
In this paper, we propose a new synchronization method
using direct-path signal's time delays and peak phases,
without the isolation of synchronization errors, to com-
pensate corresponding components in the reflected signal
directly. In this way, the time and synchronization errors
can be completely removed, and this method is quite
simple and fast.
However, due to the fact that direct-path signal’s time
delays and peak phases constitute both the synchro-
nization error component and the nominal range com-
ponent, the range history of direct-path signal will be
removed in the synchronized echo data as well. This
means that the system impulse response of the synchro-
nized data will be quite different from that of the general
bistatic SAR data. It is most straightforward to use time-
domain algorithms such as back-projection algorithm
(BPA) to focus the synchronized data [25-27]. However, it
requires high-precision position measurement and suffers
from severe computational load. Therefore, a frequency-
domain algorithm is the preferred choice, but has to be
re-engineered accordingly.
The calculation of an analytical bistatic point-target
reference spectrum (BPTRS) is the key to develop
frequency-domain imaging algorithm, since the bistatic
range history loses its hyperbolic form [28]. Based on
the approximate BPTRS, including Loffeld bistatic for-
mula (LBF) [29,30] and series reversion [31], several
image formations have been proposed. The 2-DISFT
[32] algorithm and chirp scaling (CS) algorithm [33]
were developed from LBF for corresponding bistatic
configurations. Based on the series reversion method, a
non-linear CS (NLCS) process was applied to equalize
the azimuth chirp rate in bistatic SAR focusing for gen-
eral configuration [34], and a range Doppler (RD) algo-
rithm was proposed to handle the azimuth-invariant
bistatic case [35]. In bistatic SAR with a fixed receiver
configuration, a two-dimensional NLCS processor was
applied in [36] to deal with the large bistatic angle case.
In [37], a highly accurate bistatic range migration algo-
rithm (RMA) was proposed for asymmetric bistatic SAR
system with a fixed receiver. A modified range Doppler
algorithm was presented for space-surface bistatic SAR
(SS-BSAR) [38]. In the spaceborne/airborne configuration,a frequency-domain processing method based on 2-
DISFT was proposed in [39,40].
According to the property of the synchronized data, a
frequency-domain imaging algorithm based on 2-DISFT
is proposed in this paper. Firstly, for the sake of triple
square-root terms in the range history, the Taylor series
is applied to obtain the stationary phase point when de-
riving the BPTRS. Further, under the properly designed
linear approximation of BPTRS, the 2-D spectrum of the
synchronized scene data is derived. It is found in the
2-D spectrum that the dominant component is the 2-D
scaled Fourier transform of target's bistatic backscatter-
ing coefficient. At last, a frequency-domain imaging
algorithm based on 2-DISFT is proposed.
This paper is organized as follows. In Section 2, the
geometry of the bistatic spaceborne/stratospheric SAR
with a fixed receiver is given, and the signal model of
the echo data with synchronization errors is derived.
In Section 3, the synchronization implementation using
direct-path signal is presented. Section 4 derives the
BPTRS and 2-D spectrum for synchronized data. The ana-
lysis of approximation errors for the derivation of 2-D
spectrum is presented in Section 5. Then, a frequency-
domain imaging algorithm using 2-DISFT is proposed in
Section 6. To validate the proposed algorithm, simula-
tion experiments are carried out in Section 7. Finally, in
Section 8, some conclusions are presented.
2. Geometry and signal model
Figure 1 shows the geometry of the bistatic spaceborne/
stratospheric SAR with a fixed receiver considered, where
the spaceborne transmitter T moves along straight line
with velocity v, while the stratospheric receiver R keeps
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been designed with two antennas. One is the radar chan-
nel antenna which is used to collect reflected signal, while
the other is the direct-path channel antenna which is used
to collect direct-path signal. As can be seen in the Figure 1,
for the point target P, the reflected signal travels along
rT + rR to be received by the radar channel antenna, while
the direct-path signal travels along rD to be received by
the dedicated direct-path channel antenna.
As shown in Figure 1, the coordinate of the receiver is
(0,0,zR), and the coordinate of the transmitter is (xT,yT,zT).
According to the definition of geometry, zR, xT, and zT are
constant, and yT(t) satisfies
yT tð Þ ¼ v⋅t; ð1Þ
where t is the azimuth (slow) time. Assuming that the
coordinate of the point target P is (x, y, 0), then the
transmitter-to-target range and the target-to-receiver
range for P can be expressed as
rT t; x; yð Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x−xTð Þ2 þ y−vtð Þ2 þ z2T
q
ð2Þ
rR x; yð Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2 þ y2 þ z2R
q
: ð3Þ
To make the following derivation easier, we use the
transmitter-referenced coordinate to define the coordin-
ate of target space. Assuming that
t0T ¼ y=v ð4Þ
r0T ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x−xTð Þ2 þ z2T
q
; ð5Þ
where t0T is the zero Doppler time for P, r0T is the slant
range from transmitter to target at t0T. Therefore, (2)
and (3) can be rewritten as
rT t; t0T; r0Tð Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r20T þ v2 t−t0Tð Þ2
q
ð6Þ
rR t0T; r0Tð Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ







. From (5), we can see that x is
the function of the variable r0T; hence, r0R is expressed
as r0T(r0T).
Meanwhile, the slant range history of direct-path
signal can be written as
rD tð Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ









x2T þ zT−zRð Þ2
q
is the closest distance from
the transmitter to the receiver.Supposing that the transmitted signal is
st t; τð Þ ¼ rect τTP
 
⋅ exp j2πf 0 t þ τð Þ þ jπkτ2
 
; ð9Þ
where rect[·] is the window function with rectangular
shape, τ is the range (fast) time, TP is the duration time
of the transmitted pulse, f0 is the radar carrier frequency,
and k is the chirp rate. Therefore, the ideal reflected raw
signal from the point target P at the receiver can be
given as






⋅ exp j2πf 0 t þ τ−tdelay
 þ jπk τ−tdelay 2h i;
ð10Þ
where σ(·) is the bistatic backscattering coefficient of the
point target P, tdelay = (rT(t,t0T,r0T) + rR(t0T,r0T))/c is the
time delay corresponding to the time it takes the signal
to travel the transmitter-target-receiver distance, c is the
speed of light, and TS is the synthetic aperture time for
the point target P.
In bistatic satellite/stratosphere SAR system, there is
no common time reference between the transmitter and
the receiver. Moreover, independent oscillators are used
in the transmitter and the receiver, thus the phase noise
of the oscillator cannot be cancelled out as in mono-
static SAR. Therefore, time and phase synchronization
errors must be considered in this system.
Firstly, only considering that the time synchronization er-
ror is e(t), the practical reflected signal can be rewritten as








⋅ exp j2πf 0 t þ τ−tdelay−e tð Þ
 þ jπk τ−tdelay−e tð Þ 2h i:
ð11Þ
Next, assuming that the oscillator in the spaceborne
transmitter has an ideal performance, the combined phase
synchronization error ∅e(t) is assigned to the oscillator in
the receiver [14-22]. Thus, omitting the amplitude and the
initial phase which are inessential, the output signal of the
receiver's oscillator can be modelled as
so ¼ exp j2πf 0t þ jϕe tð Þ½ : ð12Þ
After the quadrature demodulation process, the prac-
tical signal reflected from the point target P, considering
time and phase synchronization errors, can be given as
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⋅ exp jπk τ−tdelay−e tð Þ
 2h i
⋅ exp −j2πf 0 tdelay þ e tð Þ
  
⋅ exp jϕe tð Þ½ :
ð13Þ
As can be seen from (13), the existing time and phase
synchronization errors result not only in a drift of the
echo sampling windows which will cause RCM errors
but also in the distortion of the azimuth-dependent
phase history. From the knowledge of SAR imaging, we
can conclude that the time and phase synchronization
errors will degrade the quality of bistatic SAR image [9].
Therefore, the time and phase synchronization compen-
sation must be implemented.
Assuming that the direct-path channel and the radar
channel are previously balanced and the common LOS
is used for both channels, the radar channel signal and
the direct-path channel signal will be contaminated by
the same synchronization errors. Thus, the direct-path
signal after demodulation can be written as
sd t; τð Þ ¼ rect τ−tD delay−e tð ÞTP
 
⋅ exp jπk τ−tD delay−e tð Þ
 2h i
⋅ exp −j2πf 0 tD delay þ e tð Þ
  
⋅ exp jϕe tð Þ½ ;
ð14Þ
where tD_delay = rD(t)/C.
3. Synchronization using the direct-path signal
As stated before, extracting the synchronization errors
from direct-path signal is a straightforward idea for the
bistatic SAR synchronization. It is possible to extract time
synchronization error from direct-path signal [22]. How-
ever, it seems to be difficult to estimate and extract the
phase synchronization error with high precision if no other
auxiliary data are available. The reason for this is double
sided. On one hand, the accuracy of the satellite's trajec-
tory is not sufficient to separate the phase synchronization
error from the nominal phase caused by direct-path range
history. On the other hand, the phase synchronization
error caused by the LO phase noise is a random compo-
nent, which is difficult to be estimated [24]. Therefore, a
different approach has to be applied here.
Taking into account the advantages of high SNR and
clean phases, after range compression, time delays and
peak phases of the direct-path signal can be precisely
extracted. Ignoring trivial constant offsets, the extracted
time delays and peak phases can be formulated as
tD delay tð Þ
∧
¼ tD delay þ e tð Þ ð15ÞϕD tð Þ
∧
¼ −2πf 0 tD delay þ e tð Þ
 þ ϕe tð Þ: ð16Þ
As can be seen from (15) and (16), the extracted time de-
lays and peak phases constitute both the nominal range
component and the synchronization error component. In-
stead of separating the synchronization error component
from the nominal range component, we use the whole
extracted time delay tD delay tð Þ∧ and peak phase ϕD tð Þ∧ to
compensate the corresponding terms in the reflected signal.
This can be done by applying an opposite time-delay shift
and by multiplying an opposite phase term on each pulse.
At first, performing the range FT with respect to the
variable τ, we can transform (13) into the range-
frequency/azimuth-time domain:










⋅ exp½−j2π f þ f 0ð Þðtdelay þ e tð Þ
⋅ exp jϕe tð Þ½ ;
ð17Þ
where f is the range frequency. Then, according to (15), es-
tablishing the reference function of time synchronization
yields
Srf t t; fð Þ ¼ exp j2πf tD delay tð Þ
∧
 
¼ exp j2πf tD delay þ e tð Þ
  
: ð18Þ
Thus, the reflected signal after time synchronization, in
the range-frequency/azimuth-time domain, can be given as













⋅ exp −j2πf tdelay−tD delay
  
⋅ exp −j2πf 0 tdelay þ e tð Þ⋅ exp jϕe tð Þ½ ;

ð19Þ
and then transforming (19) into 2-D time domain gives







⋅ exp jπk τ− tdelay−tD delay
  2h i
⋅ exp −j2πf 0 tdelay þ e tð Þ
  
⋅ exp jϕe tð Þ½ 
ð20Þ
Similarly, the reference function of phase synchronization
according to (16) can be given as
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Finally, multiplying (20) by the reference function (21)
yields
s t; τ; t0T; r0Tð Þ ¼ sr ts t; τð Þ⋅srf p tð Þ ¼ σ t0T; r0Tð Þ⋅rect t−t0TT s
 
⋅rect
τ−td t; t0T; r0Tð Þ
Tp
 
⋅ exp jπk τ−td t; t0T; r0Tð Þð Þ2
 
⋅ exp −j2πf 0td t; t0T; r0Tð Þ½ 
ð22Þ
where
td t; t0T; r0Tð Þ ¼ tdelay−tD delay
¼ rT t; t0T; r0Tð Þ þ rR t0T; r0Tð Þ−rD tð Þ
c
ð23Þ
The combination of extraction and compensation can
be viewed as the whole synchronization process. Its
block diagram is shown in Figure 2.
From (22), we can see that after the implementation of
synchronization, synchronization errors are completely re-
moved. However, as the cost of synchronization, the range


















Figure 2 The block diagram of synchronization process.We note here that the range history is quite different from
that of the general bistatic SAR. Thus, some special pro-
cessing approaches have to be implemented, which will be
discussed in the following sections.
4. 2-D spectrum of synchronized data
To understand the features of the synchronized data,
this section will describe the processing steps performed
to obtain its 2-D spectrum, which is based on the signal
model (22) and the principle of stationary phase (POSP).
4.1 Derivation of BPTRS
The BPTRS can be obtained by performing the Fourier
transform (FT) with respect to the variable τ and the
variable t, respectively. Firstly, performing the range FT
with respect to the variable τ, we can transform (22) into
the range-frequency/azimuth-time domain. Using POSP,
the result can be given as










⋅ exp −j2π f þ f 0ð Þtd t; t0T; r0Tð Þ½ ;
ð24Þ
Then we can transform (24) into the range-frequency/
azimuth-frequency domain by performing the azimuth
FT with respect to the variable t.














⋅ exp −jφa f a; f ; t; t0T; r0Tð Þ½ dt;
ð25Þ
where fa is the azimuth frequency, and the phase term
considered in the integral is
φa f a; f ; t; t0T; r0Tð Þ ¼ 2π f þ f 0ð Þtd t; t0T; r0Tð Þ
þ 2πf at: ð26Þ
It can be seen from (6) to (8) and (23) that there are
three square root terms in φa(fa,f,t,t0T,r0T). This makes it
difficult to obtain BPTRS by applying POSP, since it
seems to be impossible to obtain the analytical expres-
sion of the stationary point for (26). To overcome this
limitation, the Taylor series expansion is used to simplify
the phase terms in (26), with a sufficient precision of ap-
proximation which has been verified in [39]. Expanding
the three square root terms in Taylor series and keeping
terms up to the second order gives
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rR t0T; r0Tð Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r20R r0Tð Þ þ v2t20T
q
¼ r0R r0Tð Þ þ v
2t20T
2r0R r0Tð Þ ð28Þ








Based on (27) to (29), we can calculate some key
parameters of the Doppler signal. Assuming that the
transmitted signal is the narrowband signal, i.e. fþf 0c ≈
1
λ ,





























Therefore, the Doppler time-bandwidth production
(TBP) is TBPD ¼ v
2T2s
λr0Tr0d
⋅ r0T−r0dj j. For the point target
located in the scene centre, we get v = 7,600m/s, λ =
0.031 m, r0T = 726.9 km, r0d = 645.8 km, and Ts = 0.484sus-
ing the parameters listed in the Table 1 and then TBPD ≈
78. This means that the accuracy of POSP is sufficient to
obtain the analytical expression of the spectrum. Thus, the
phase term shown as (26) can be rewritten asTable 1 Simulation parameters
Parameters Transmitter Receiver
Carrier frequency (GHz) 9.65
Bandwidth (MHz) 50
Pulse repetition frequency (Hz) 2,000
Sampling frequency (MHz) 100
Azimuth beam width (°) 0.29
Time synchronization error 1 × 10−9
Carrier frequency offset (ppm) 1
Alan variance 1 × 10−11
Altitude (km) 514 20
Incident/reflected angle (°) 45 78.46
Central slant range (km) 726.91 100
Velocity (m/s) 7,600 0φa f a; f ; t; t0T; r0Tð Þ≈2π















Setting ∂φa f a;f ;t;t0T;r0Tð Þ∂t ¼ 0, we can obtain the stationary
point
tP ¼ v
2t0Tr0d f þ f 0ð Þ−r0Tf acr0d
v2 r0d−r0Tð Þ f þ f 0ð Þ
ð33Þ
Substituting tP for t in the integral of (25) yields








⋅ exp jψ f a; f ; t0T; r0Tð Þ½ ;
ð34Þ
where the phase term ψ (fa,f,t0T,r0T), which represents
the significant features of BPTRS, can be given as
ψ f a; f ; t0T; r0Tð Þ ¼ −2π⋅
f þ f 0
c
r0T þ r0R r0Tð Þ−r0dð Þ
−π⋅
f þ f 0
c
⋅
r0T þ r0R r0Tð Þ−r0d













The first and the second terms in (35) represent the RCM
which is not only azimuth variant but also range-variant.
The third term is a linear function of azimuth frequency fa,
expressing the azimuth position of the point target in the
focused image. The forth term stands for the cross coupling
between azimuth and range, and the last one is responsible
for the range modulation. We can see from (35) that
BPTRS is dependent on both the azimuth coordinate t0T
and the range coordinate r0T of the point target P.
4.2 Derivation of 2-D spectrum of the scene data
The 2-D spectrum of a complete scene data can be ob-
tained by integrating the BPTRS over all the point target
spectra [41,42]:
H f a; fð Þ ¼
ZZ
S f a; f ; t0T; r0Tð Þdt0Tdr0T ð36Þ
As shown in (35), the phase term ψ (fa,f,t0T,r0T) is a
complicated function with respect to the position of
target, i.e., variables t0T and r0T.To obtain the analytical
solution of the integral, the linearity approximation of
ψ (fa,f,t0T,r0T) with regard to variables t0T and r0T has to
be carried out.
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second term of ψ (fa,f,t0T,r0T) represent the RCM shift,
the second term is a quadratic function of t0T. There-
fore, the second term will be automatically omitted in
the linearity approximation expression. The impact of
this approximation will be given in the following section.
Then, by expanding (35) in Taylor series at t0T = 0 and
r0T = r0, and only keeping terms up to the first order
gives
ψL f a; f ; t0T; r0Tð Þ ¼ ψ0L f a; f ; 0; r0ð Þ−2π⋅ψtL f a; f ; 0; r0ð Þ




x0−xTð Þ2 þ z2T
q
, (x0,0) is the coordinate of
the target located at the scene centre, and
ψ0L f a; f ; 0; r0ð Þ ¼ ψ f a; f ; t0T; r0Tð Þ t0T¼0;r0T¼r0
			 ð38Þ


















where (t0T = 0, r0T = r0) expresses the scene centre point.
In (37), the first term is the space-invariant phase com-
ponent, representing the space-invariant range modula-
tion, RCM, and azimuth modulation. The last two terms
in (37) represent the space-variant component of ψL (fa,f,
t0T,r0T). After some tedious algebra manipulations, the
corresponding result can be given as




f þ f 0ð Þ
c




2v2 r0d−r0ð Þ f þ f 0ð Þ2
" #
ð41Þ




ψrL f a; f ; 0; r0ð Þ ¼



















					 ð44ÞWe can see that there is across coupling between
azimuth and range in (43). To remove the coupling,
another linear approximation can be made to (43). By
expanding ψrL (fa,f,0,r0) in Taylor series of f and keeping
terms up to the first order, ψrL (fa,f,0,r0) becomes
ψrL f a; f ; 0; r0ð Þ≈ψrL1 f a; 0; r0ð Þ
þ ψrL2 f a; 0; r0ð Þ⋅f ; ð45Þ
where

















2v2 r0d−r0ð Þ2f 0
; ð47Þ
where λ = c/f0 is the wavelength. In (45), the first term is
a pure Doppler phase term which represents the range-
variant azimuth modulation, and the second term is the
scaled range-frequency phase term which expresses the
residual space-variant RCM component.
At last, letting r = r0T − r0 and substituting (37) and
(45) into (36) yields the2-D spectrum of the synchro-
nized scene data
H f a; fð Þ≈H0 f a; fð Þ⋅
ZZ
σ t0T; r0Tð Þ⋅rect f a−f DCBa
 
⋅ exp −j⋅2π⋅½ ψtLð f a; f ; 0; r0ð Þ⋅t0T
þψrL f a; f ; 0; r0ð Þ⋅rÞdt0Tdr
ð48Þ
where




⋅ exp j⋅ψ0L f a; f ; 0; r0ð Þ½ : ð49Þ
The exponential term in the integral of (48), as it is
linear with respect to t0T and r0T, can be interpreted as a
Fourier kernel and thus we can obtain
H f a; fð Þ≈H0 f a; fð Þ⋅σ ψtL f a; f ; 0; r0ð Þ;ψrL f a; f ; 0; r0ð Þð Þ:
ð50Þ
However, due to the expressions of ψtL(fa, f, 0, r0) and
ψrL(fa, f, 0, r0), σ(ψtL, ψrL) should be viewed as the 2-D
scaled Fourier transform of the bistatic backscattering
coefficient σ(t0T, r0T).
5. Analysis of approximation errors
Examining the derivation of (50), it can be seen that two
linear approximations are made to the phase term ψ (fa,f,
t0T,r0T). To validate these operations, these approxima-
tion errors should be analysed in detail.
Firstly, as shown in (45), ψrL (fa,f,0,r0) is approximated
by a linear function with respect to the variable f. This
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terms are neglected with respect to the variable f.






























For the case of narrowband signal (f≪ f0), it is clear
that the quadratic term is the most dominant compo-
nent. Therefore, only the quadratic term needs to be
considered in the following analysis. Considering the
worst case when the range frequency f reaches its max-
imum value, the approximation phase error is calculated
and shown in Figure 3.
Using the parameters listed in Table 1, we get r0 =
726.9 km, r0d = 645.8 km, f = 25 MHz. The azimuth
frequency fa and the slant range deviation r = r0T − r0 are
used as independent variables in the simulation. From
Figure 3, we can see that |ΔψE1|≪ π/8 is satisfied. This
implies that the linear approximation operation of (45)
is accurate enough.
Secondly, as shown in (37), ψ (fa,f,t0T,r0T) is approxi-
mated by ψL(fa, f, t0T, r0T) which is a linear function with
respect to variables t0T and r0T. Therefore, the approxi-
mation error can be expressed as
ΔψE2 ¼ ψ f a; f ; t0T; r0Tð Þ−ψL f a; f ; t0T; r0Tð Þ: ð52ÞFigure 3 Approximation phase error, denoted by (51).Substituting (35) and (37) into (52) gives
ΔψE2 ¼ −2π⋅f a⋅
r0d r0T−r0ð Þ
r0d−r0ð Þ r0d−r0Tð Þ ⋅t0T
−2π⋅
f þ f 0
c
⋅
r0T þ r0R r0Tð Þ−r0d




f þ f 0
c
⋅ r0R r0Tð Þ− r0R r0ð Þ þM⋅ r0T−r0ð Þð Þ½ 
−π⋅
f 2ac





r0d−r0Tð Þ r0d−r0ð Þ2
:
ð53Þ
In (53), the first term is due to the azimuth displace-
ment error. The second term and the third term repre-
sent the residual RCM error and may result in a range
displacement error. The last term is the residual coup-
ling phase which may result in a defocus.
From (53), the azimuth displacement error can be
given as
Δx ¼ r0d r0T−r0ð Þ
r0d−r0ð Þ r0d−r0Tð Þ ⋅vt0T ð54Þ
From (35), the correct range position of the point
target in the focused image can be given as
rP ¼ r0T þ r0R r0Tð Þ−r0dð Þ⋅ 1þ vt0Tð Þ
2




where vt0T represents the azimuth coordinate of the
point target, indicating the azimuth-variant RCM shift.
However, after this approximation, the range position of
the point target in the focused image will be
rP0 ¼ r0T þ r0R r0ð Þ þM⋅ r0T−r0ð Þ−r0d: ð56Þ
Thus, the range displacement error can be expressed as
Δr ¼ r0T þ r0R r0Tð Þ−r0d
2 r0T−r0dð Þ⋅r0R r0Tð Þ ⋅ vt0Tð Þ
2
þ r0R r0Tð Þ− r0R r0ð Þ þM⋅ r0T−r0ð Þð Þ: ð57Þ
We can see that the geometric distortion will be intro-
duced by this linear approximation. However, this geomet-
ric distortion can be corrected by interpolating after image
focusing [43]. Moreover, the geometric correction is a
necessary step for SAR imaging in frequency domain, and
thus this process will not increase the computational load.
Therefore, only the last phase error term in (53) is
considered here. Under the assumption of narrowband
signal, e.g. c/f + f0 ≈ λ, expanding it in Taylor series at
r0T = r0 gives
Figure 4 Approximation phase error, denoted by (58).






















In (58), the ratio of the second term against to the first
term is given as 12 ⋅
r0T−r0
r0d−r0
			 			 , which is smaller than 0.04 for
the same parameters as before. Furthermore, according
to the principle of Taylor expansion, the higher the order
of the term, the smaller the error value. Now, we can
see that the dominant phase error is the quadratic func-
tion of the fa and the r = r0T − r0. Thus, the phase error
increases quickly when both fa and r increase. If we use
π/8 as the tolerable threshold, the constraint for this










Using the same parameters as before, we get |far| ≤
4.87 × 105. For example, if the scene width is assumed to be
10 km in the slant-range direction, i.e. max(r) = 5,000 m,
the azimuth frequency needs to satisfy |fa| ≤ 97.4 Hz.
However, from (34), we can see that the fa is restricted
by rect f a−f DCBa
h i
. Moreover, from (30), we note that the
Doppler centroid fDC is dependent on the azimuth co-
ordinate t0T of the point target. Assuming that the scene
width is Wa in the azimuth direction, and then the azi-
muth frequency of the synchronized scene data meets









Using the parameters listed in Table 1, we get Ba =
158.99 Hz. If we assume that Wa = 2,000 m; thus,
max(|fa|) = 458.02 Hz. However, it is beyond the restric-
tion given above. This means that a compromise between
fa and r is needed to meet the requirement.
According to the discussion above, Figure 4 gives an
example of compromise, in which max(|far|) = 4.5 × 10
5.
The size of the corresponding scene block is about
1 km × 3 km (azimuth direction × slant-range direction).
If we intend to focus a larger scene, the synchronized
data can be processed in small blocks both on range
direction and on azimuth direction. For different range
blocks, the corresponding reference slant range r0 is
used. For different azimuth blocks, Doppler centroid
correction (DCC) is applied by multiplying the synchro-
nized echo with the DCC function in the 2-D time
domain. The DCC function can be given as







In (62), t0TN is the azimuth coordinate of the centre
point in the block N. According to the shifting theorem
of FT, the corresponding 2-D spectrum can be given as
HDCC f a; fð Þ ¼ H f a þ f DN; f
 
: ð63Þ
In this way, the 2-D spectrum of the block N will sat-
isfy the constriction denoted by (59). However, blocks
have to overlap, and then the efficiency of the algorithm
decreases with increasing the number of blocks.
6. Imaging process using 2-DISFT
6.1 Analysis of 2-D spectrum
As is pointed out, σ(ψtL,ψrL) can be interpreted as a 2-D
scaled Fourier transform of the bistatic backscattering
coefficient σ(t0T,r0T); thus, we rewrite σ(ψtL,ψrL) as




⋅f a;ψrL1 f a; 0; r0ð Þ
þ ψrL2 f a; 0; r0ð Þ⋅f

: ð64Þ
It can be seen that both the azimuth frequency and
range frequency are scaled by coefficients. In particular,
the azimuth frequency is scaled by |r0d/(r0d − r0)|. Mean-
while, from (31), we can see that the Doppler bandwidth












⋅T s is the Doppler bandwidth for the
traditional bistatic SAR with a fixed receiver configur-
ation. In this case, if we apply inverse Fourier transform
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. Compared with the
azimuth resolution of the traditional bistatic SAR with a
fixed receiver configuration, which is ρa0 ¼ v=B
0
a , the
inferred azimuth resolution is scaled by |r0d/(r0d − r0)|.
When the value of |r0d/(r0d − r0)| is many times larger than
1, the inferred image would suffer a very poor azimuth
resolution. Using the same parameters as before, we get
ρa0 = 5.31 m, |r0d/(r0d − r0)| = 7.96, and then ρa0 = 4.82 m.
Similarly, the range frequency suffers the same problem,
but not as serious as the azimuth one. To circumvent this
limitation, we propose to apply ISFT both on range and
on azimuth direction, which will be presented in the next
section.
6.2 Principle of ISFT
The inverse scaled Fourier transform, abbreviated as
ISFT, was introduced to focus monostatic SAR data in
[41] and was compared with chirp scaling method in
[42]. The ISFT was also applied for bistatic SAR data
imaging [32,40].
The principle of ISFT is shown below [41]. As shown
in Figure 5, assuming s(t)↔S(f ) is a Fourier transform
pair, if the input frequency-domain signal is S(a · f ), after
ISFT implementation, the output time-domain signal
will be 1aj j ⋅s tð Þ . The digital implementation of ISFT can
be found in [42].
6.3 Imaging process
From (50), we can see that the 2-D spectrum of the syn-
chronized scene data can be viewed as the consequence
of a multiplication of the space-invariant phase term H0
(fa,f ) and the 2-D scaled Fourier transform of the ‘bright-
ness’ of the point target σ(ψtL(fa, f, 0, r0), ψrL(fa, f, 0, r0)).
Meanwhile, the imaging can be interpreted as the process
of obtaining the backscattering coefficient σ(t0T,r0T) from
the 2-D spectrum H(fa,f). Therefore, in this paper, a 2-
DISFT imaging algorithm is proposed to obtain the fo-
cused image. The implementation steps are listed below,
and the block diagram of proposed algorithm is shown in




Figure 5 The principle of ISFT.1. According to the constriction (59), the whole
synchronized scene data is divided into smaller blocks.
2. DCC was performed by multiplying the DCC func-
tion in 2-D time-domain for different azimuth blocks.
sDCC t; τ; t0T; r0Tð Þ ¼ s t; τ; t0T; r0Tð Þ⋅HDCC tð Þ: ð66Þ
3. The 2-D time-domain data was transformed into 2-
D frequency domain using Fourier transform.
4. Bulk RCM correction (RCMC) and 2-D compression
by multiplying the reference function (RF). As is pointed
out, H0(fa, f) represents the space-invariant range modula-
tion, RCM and azimuth modulation. Therefore, RF should
be given as the conjugate of H0(fa,f ). However, to keep the
phase which can be used in the interferometric applica-
tion, RF can be expressed as
HRF f a; fð Þ ¼ H0 f a; fð Þ⋅ exp −j2πf 0⋅










⋅ exp j2πf ⋅









After this implementation, the remaining signal can be
given by
H1 f a; fð Þ ¼ H f a; fð Þ⋅HRF f a; fð Þ
¼ exp −j2πf 0⋅

































Figure 6 The block diagram of 2-DISFT imaging process.
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Z
H1 f a; fð Þ exp j2πERFS f a; 0; r0ð Þ⋅f r⋅r½ 





⋅ exp −j2πψrL1 f a; 0; r0ð Þr½ 
⋅ exp −j2πf 0⋅




ð69ÞFigure 7 Echocharacteristics of the point target located at scene cent
domain echo before synchronization. (b) Frequency domain echo before s
(d) Frequency domain echo after synchronization.where
ERFS f a; r0ð Þ ¼
c






2v2 r0d−r0ð Þ2f 0
: ð70Þ
In the implementation of (69), it is worth noting that
fr is the frequency variable with respect to the variable r,
while f is the frequency variable with respect to the fast-
time variable τ. The relation between fr and f is f r ¼ f ⋅
1þM
c .
6. Residual azimuth compression by multiplying the
range-variant phase functions in range-time/azimuth-
frequency domain.





⋅ exp −j2πf 0⋅





7. ISFT with regard to the azimuth frequency fa to
remove azimuth scaling.re before and after synchronization implementation. (a) Time
ynchronization. (c) Time domain echo after synchronization.
Figure 8 The scene with nine point targets for
imaging simulation.
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¼ σ t0T; rð Þ⋅ exp −j2πf 0⋅




8. According to (54) and (57), applying geometric
correction by interpolation
9. Stitching the divided blocks into a whole SAR image.
7. Simulations
To validate the proposed algorithm, the simulations are
carried out. The simulation parameters are listed in
Table 1. The transmitter's parameters are referred toFigure 9 Imaging simulation result using the proposed algorithm.TerraSAR-X, and the receiver's parameters are referred to
a stratospheric aerostat.
From the knowledge of synchronization, the linear
component is the dominant component in the time
synchronization error [9]. For the phase synch-
ronization error, both the fixed carrier frequency offset
and the phase noise are considered [17,22]. Therefore,
the slope of the time synchronization error is given, and
the corresponding parameters of phase synchronization
error are also listed in Table 1, where 1 ppm means that
the fixed carrier frequency offset is Δf = fc · 10
−6, and the
Alan variance σ(τ = 1 s) = 1 × 10−11 can be regarded as a
representative example for the ultra stable oscillators
(USO) of current spaceborne SAR system [10].
7.1 Echo characteristics before and after synchronization
At first, the point target located at the scene centre
is used to show the characteristic of echo data before and
after performing the proposed synchronization imple-
mentation algorithm. As shown in Figure 7, before
synchronization, the echo support domain is skew both in
the time domain and in the frequency domain, and 2-D
spectrum appears an azimuth displacement in frequency
domain. After synchronization, the echo support domain
becomes straight. This will benefit the following focus
process. However, it can be seen from Figure 7d that the
bandwidth of azimuth frequency is |r0d/(r0d − r0)| times
narrower than the one before synchronization, which
verifies the analysis in the former section.
7.2 Imaging simulation for small scene
When the scene size satisfies the constraint condition
(59), the proposed algorithm can be applied without
Figure 10 Two-dimensional profiles of point targets 1, 5 and 9(from left to right). (a) Azimuth profile of point target 1, (b) azimuth profile
of point target 5, (c) azimuth profile of point target 9, (d) range profile of point target 1, (e) range profile of point target 5, (f) range profile of
point target 9.
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size is 1 km × 3 km (azimuth direction × slant-range dir-
ection). Because the incidence angle of the transmitter
is 45°, the scene width along the X-axis (the ground-
range direction) is 3 km/cos(45°) ≃ 4.24 km. Here, an
imaged scene with size 4 km × 1 km (X-axis × Y-axis) is
assumed. According to the geometry depicted in Figure 1
and the parameters listed in Table 1, the coordinate of the
point target (Target 5) located in the scene centre is
(97.9796 km,0,0). To make the following discussion
clearer, as shown in Figure 8, a new X-Y coordinate frameTable 2 Quality parameters of the imaging results
Target Azimuth
Resolution(m) PSLR(dB) ISLR(dB
1 5.39 −12.90 −9.85
2 5.39 −13.24 −10.16
3 5.38 −12.99 −9.90
4 5.34 −12.79 9.90
5 5.31 −13.28 −10.20
6 5.33 −12.81 −9.86
7 5.31 −12.78 −10.11
8 5.23 −13.23 −10.18
9 5.29 −12.77 −10.04is created with the origin located at (97.9796 km,0,0) in
the old frame. Nine point targets are located in the scene,
with a 3 × 3 matrix. Then, the proposed algorithm is used
to process the simulated echo. The focused image after
geometric correction is shown in Figure 9.
It can be seen from Figure 9 that all targets are
focused precisely and located in the right positions. To
further demonstrate the performance of the proposed
algorithm, the profiles of targets 1, 5 and 9 are shown in
Figure 10, and the quality parameters of imaging result
are listed in Table 2.Range










Figure 11 The 2-D spectrum of the point target located at the block centre. (a) Before DCC and (b) after DCC.
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are very close to those of the ideal results. This implies that
these three targets are focused well with the proposed algo-
rithm. It can also be found from Figure 10 (a),(c) that the
first side lobes are slightly asymmetric for the two edge
points. The reason for this is the approximation error
shown in (58).
The resolutions of bistatic SAR are 2-D dependent
[44]. Therefore, to demonstrate the performance of the
proposed algorithm, the resolution before geometric
correction is presented in Table 2. According to
parameters listed in Table 1, the theoretical value of
azimuth resolution and the slant-range resolution is
5.31 m. The theoretical value of peak side lobe ratio
(PSLR) is −13.26 dB, and the theoretical value of inte-
grated sidelobe ratio (ISLR) is −9.72 dB [40].Figure 12 Simulation result for large scene using the proposed algorIn Table 2, we can find that both the azimuth reso-
lution and the range resolution have a deviation less
than 0.08 m with respect to the theoretical value. The
maximum deviation of the measured azimuth PSLR is
less than 0.49 dB of the theoretical value. The maximum
deviation of the measured range PSLR is less than
0.14 dB of the theoretical value. For ISLR, the maximum
deviation is less than 0.48 and 0.65 dB along the azimuth
and the range directions, respectively.
7.3 Imaging simulation for large scene
According to (60), to avoid the Doppler ambiguity, the
Doppler frequency should meet max(|fa|) < PRF/2. In other
words, the azimuth width of the imaged scene should
satisfy W a <
λr0d
v ⋅ PRF−Baj j. Based on the parameters listedithm.
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azimuth width of the target scene, higher PRF should be
applied.
If the scene size extends beyond the constraint condi-
tion (59), small blocks should be used in the imaging
process. The block process along the range direction is
simple, since only the reference slant range r0 is re-
placed for different range blocks. However, as stated
before, DCC has to be applied for different azimuth
blocks. Assuming that the azimuth coordinate of a
block is 1,000 m, the Doppler centroid of this block is
378.53Hz. Then, before and after DCC, the 2-D spectrum
of the point target located at (0,1,000 m) is shown in
Figure 11.
It can be seen from Figure 11 that the Doppler
frequency is shifted to baseband using DCC. Therefore,
the same imaging process can be applied for this block.
Then, an imaged scene with size 8 km × 4 km (X-axis ×
Y-axis) is assumed. According to the constraint condi-
tion (59), we divide the whole scene into 3 × 5 (X-axis ×
Y-axis) blocks with the consideration of small overlaps
between blocks. Three point targets with coordinates are
located in this scene. The coordinates can be listed as
(−4,000,−2,000), (0,0) and (4,000,2,000). Using the pro-
posed algorithm to process the data, the final focused
image and zoomed contour graphs of these three targets
are shown in Figure 12.
It can be seen from Figure 12 that three targets are
well focused and located at correct position using the
proposed algorithm. This demonstrates the capability of
the proposed algorithm for large scene imaging.
8. Conclusion
Bistatic spaceborne/stratospheric SAR has the potential to
play an important role in the future missions. The crucial
steps for such a system are synchronization and imaging.
There have been quite a number of published studies in
these two fields. However, the combined research of
synchronization and imaging has not been developed.
This paper proposes an integrative synchronization and
imaging approach for a particular configuration-bistatic
spaceborne/stratospheric SAR with a fixed receiver.
In published methods, the direct-path signal is a com-
mon choice for the synchronization of bistatic SAR sys-
tems, since the direct-path signal takes the advantage of
high SNR and clean phases. However, it is still very diffi-
cult to extract synchronization errors with high precision
from the direct-path signal, if no other auxiliary data is
variable. In this paper, as a novel idea, time delays and
peak phases of direct-path signal are utilized to com-
pensate corresponding components of reflected signal
directly. Time and phase synchronization errors can becompletely removed using the presented method. Mean-
while, as the cost of synchronization, the system impulse
response of the synchronized echo becomes quite different
from that of the general bistatic SAR. To focus the par-
ticular synchronized data, the 2-D spectrum of synchro-
nized data is derived under linear approximations, and
then a frequency-domain imaging algorithm is proposed.
The theoretical analysis and simulation results show that
the proposed approach can provide accurate time and
phase synchronization and well-focused images.
Based on the presented method, we continue our
research on bistatic spaceborne/stratospheric SAR. The
next steps of research are multiple. One is the study of
synchronization and imaging for general bistatic space-
borne/stratospheric SAR configuration. The other is the
study of the interferometric application of such a bistatic
system.
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