On invariant subspaces of operators in the class θ  by Kim, Jaewoong
J. Math. Anal. Appl. 396 (2012) 562–568
Contents lists available at SciVerse ScienceDirect
Journal of Mathematical Analysis and
Applications
journal homepage: www.elsevier.com/locate/jmaa
On invariant subspaces of operators in the class θ
Jaewoong Kim
Department of Mathematics, Seoul National University, Seoul 151-742, Republic of Korea
a r t i c l e i n f o
Article history:
Received 28 February 2012
Available online 6 July 2012
Submitted by R. Curto
Keywords:
Operator class θ
Invariant subspaces
Carathéodory domains
k-spectral sets
a b s t r a c t
In this paper, we consider invariant subspaces of operators in the class θ , which is the set of
operators T such that T ∗T and T + T ∗ commute. It is shown that every operator in the class
θ such that the outer boundary of its spectrum is the outer boundary of a Carathéodory
domain has a nontrivial invariant subspace. We also give a family of operators in the class
θ which are reductive, i.e., their invariant subspaces are reducing. In addition, we give
a condition on spectra of operators in the class θ which gives some information about
invariant subspaces.
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1. Introduction
Let H andK be complex Hilbert spaces, let B(H,K) be the set of bounded linear operators fromH andK and write
B(H) := B(H,H). For an operator T ∈ B(H), the spectrumof T , σ (T ), is defined byσ(T ) ≡ {λ ∈ C : T−λ is not invertible}
and the approximate point spectrum of T , σap(T ), is defined by
σap(T ) ≡

λ ∈ C : there is a sequence {xn} inH such that ∥xn∥ = 1 for all n and ∥(T − λ)xn∥ → 0

.
An operator T ∈ B(H) is said to be normal if T ∗T = TT ∗, hyponormal if the self-commutator [T ∗, T ] = T ∗T − TT ∗ ≥ 0,
and subnormal if it has a normal extension, i.e., T = N|H , where N is a normal operator on some Hilbert spaceK containing
H . For the basic theory of subnormal or hyponormal operators, we refer the reader to [1,2]. There is another operator class
which is extensively studied. The set of bounded linear operators T onH such that T ∗T and T + T ∗ commute is denoted by
θ . The operator class θ was studied in [3–6]. Operators in the class θ have many properties similar to those of hyponormal
operators. For example, every quasinilpotent operator in the class θ is zero and every eigenspace is reducing [3]. It was
conjectured that every operator in the class θ is subnormal. But it is shown that there is a nonhyponormal operator in the
class θ [6], whichmeans that the class θ is different from the class of hyponormal operators and that of subnormal operators.
But if an operator in the class θ is hyponormal, then it will be subnormal [4]. If we restrict our attention to a subclass of the
class θ which consists of operators T in the class θ such that the spectrum σ(T ) of T in the class θ does not intersect the
real axis, i.e., σ(T ) ∩ R ≠ φ, we have a complete structure theory which is developed in [5]. Many properties like these for
operators in the class θ are known. But there are few results on invariant subspaces of operators in the class θ [6].
A subspace of a Hilbert space H is a closed subspace. A subspace M is called an invariant subspace for the operator
T ∈ B(H) if TM ⊂ M . The two trivial subspaces, the entire space and the space containing only the zero vector, are invariant
for every operator. Invariant subspaces of T other than these two trivial invariant subspaces are called nontrivial invariant
subspaces for T . Now the invariant subspace problem is: does every operator have a nontrivial invariant subspace?
In 1950, Halmos defined a subnormal operator and askedwhether subnormal operators have nontrivial invariant subspaces.
Scott Brown [7] found a deep and ingenious proof that subnormal operators do have nontrivial invariant subspaces. Today
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themethod that Scott Brown used to solve the invariant subspace problem for subnormal operators is called the Scott Brown
technique. The Scott Brown technique has yieldedmany invariant subspace results. In 1980, Agler [8] showed that every von
Neumann operator T (i.e., ∥f (T )∥ ≤ ∥f ∥σ(T ), where f is a rational function with poles off σ(T ) and ∥f ∥σ(T ) is the supremum
of f on σ(T )) has a nontrivial invariant subspace. In the same year, Stampfli [9] proved that an operator T whose spectrum is
a k-spectral set (i.e., ∥f (T )∥ ≤ k∥f ∥σ(T ) for every rational function f with poles off σ(T )) has a nontrivial invariant subspace.
In 1987, Brown [10] showed that every hyponormal operator T whose spectrum has nonempty interior has a nontrivial
invariant subspace. In 1988, Brown et al. [11] showed that every contraction operator (i.e., ∥T∥ ≤ 1) on a Hilbert space
whose spectrum contains the unit circle has a nontrivial invariant subspace. In 1990, Eschmeier and Prunaru [12] showed
that if an operator on a Banach space satisfies Bishop’s property (β) and has an open set V whose intersection with the
spectrum is dominating for V , then it has a nontrivial invariant subspace. Very recently, Ambrozie and Müller [13] showed
that for every polynomially bounded operator T (i.e., ∥p(T )∥ ≤ k∥p∥D for every polynomial p and some constant k) on a
Banach space whose spectrum contains the unit circle, T ∗ has a nontrivial invariant subspace. Their result means that, on
a Hilbert space, every polynomially bounded operator whose spectrum contains the unit circle has a nontrivial invariant
subspace. In this paper, we consider invariant subspaces of operators in the class θ .
2. The main results
Let K be a compact subset of C. The polynomially convex hull ηK of K is defined as
ηK =

λ ∈ C : |p(λ)| ≤ ∥p∥K for all polynomial p

.
The outer boundary of K means the boundary of the polynomially convex hull ηK of K . Let C(K) be the Banach algebra
consisting of all continuous functions on K with the supremum norm. Write P(K) for the uniform closure of all polynomials
in C(K), R(K) for the uniform closure of all rational functions with poles off K in C(K), and A(K) for the set of all functions on
K which are analytic on int K , i.e., the interior of K , and continuous on K . For an open set G in C,H∞(G) denotes the Banach
space consisting of bounded and holomorphic functions on G with the supremum norm ∥f ∥G = sup
|f (z)| : z ∈ G, f ∈
H∞(G).
For an open setU inC,O(U,H) denotes the Fréchet space of all analyticH-valued functions onU . This space is endowed
with the topology of uniform convergence on compact subsets. For T ∈ B(H), the operator z − T : O(U,H) → O(U,H)
is continuous. If the operator z − T is injective for any open set U in C, then we say that T has the single-valued extension
property (SVEP) and in addition if its range is closed, then we say that T has Bishop’s property (β).
We recall [1] that a Carathéodory domain is an open connected subset of C whose boundary coincides with its outer
boundary. We can easily show that a Carathéodory domain G is a component of int η G (for G bounded) and hence is simply
connected. The notion of a Carathéodory domain was much focused on in giving an exact description of the functions in
P2(G), which is the closure of the polynomials in L2(G): for example, P2(G) is exactly the Bergman space L2a(G) if G is a
bounded Carathéodory domain (cf. [1, Theorem 8.15]).
We note that the boundary of a bounded Carathéodory domain need not be a Jordan arc. A simple example is a cornucopia
(see [1, Example 8.11]), which is an open ribbon G that winds about the unit circle such that each point of ∂D belongs to
∂G. In this case, ∂G is not a Jordan curve because every point c of ∂D is not an accessible boundary point, in the sense that
it cannot be joined with an arbitrary point of the domain G by a continuous curve that entirely lies in G except for the end
point c . Of course, ∂G \ ∂D is a Jordan arc. In particular, ∂D is called a prime end of a cornucopia G; for the definition of prime
ends, see [14, p. 39]. We note that if ϕ is a conformal map from D onto G then ϕ can be extended to a homeomorphism from
cl D \ {one point on ∂D} onto G ∪ (∂G \ ∂D) [14, pp. 40–44].
The following geometric property of a bounded Carathéodory domain whose accessible boundary points lie in rectifiable
Jordan arcs on its boundary is known.
Lemma 2.1 ([15, Lemma2.4]). Let G be a bounded Carathéodory domainwhose accessible boundary points lie in rectifiable Jordan
arcs on its boundary. If a subset Λ ⊂ G is not dominating for G, i.e., there exists h ∈ H∞(G) such that ∥h∥G > supλ∈Λ |h(λ)|,
then we can construct two rectifiable simple closed curves Γ and Γ ′ satisfying:
(i) Γ and Γ ′ are exterior to each other;
(ii) Γ (resp. Γ ′) meets a Jordan arc J (resp. J ′) at two points λ1 and λ2 (resp. λ3 and λ4), where J ⊂ ∂G (resp. J ′ ⊂ ∂G);
(iii) Γ and Γ ′ cross Jordan arcs along line segments which are orthogonal to the tangent lines of the Jordan arcs;
(iv) there are sectors Si with vertex λi and opening α such that Si ⊂ G, S1 ∪ S2 contains Γ ∩ G and S3 ∪ S4 contains Γ ′ ∩ G, and
Si ∩Λ = φ for i = 1, 2, 3, 4.
(v) Γ ∩Λ = φ and Γ ′ ∩Λ = φ.
Here note that the unit circle is the boundary of a very special Carathéodory domain, i.e., the open unit disk. In this case,
Lemma 2.1 can be proved relatively easily.
Now we are ready to give a result on invariant subspaces of some operators in the class θ .
Theorem 2.2. Let T be an operator in the class θ such that the outer boundary of σ(T ) is a boundary of a Carathéodory domain.
Then T has a nontrivial invariant subspace.
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Proof. Let K = ησ(T ) and suppose that σ(T ) ∩ int K is dominating for int K , i.e.,
∥h∥intK = sup

|h(λ)| : λ ∈ σ(T ) ∩ int K

for all h ∈ H∞(int K). We first show that T has Bishop’s property (β). To see this, consider a sequence {fn(z)} in O(U,H),
where U is an open set in C. Assume that the following holds:
(z − T )fn(z)→ 0 in O(U,H).
Now we can find a normal operator C [5] such that
(z − T ∗)(z − T ) = (z − C∗)(z − C).
Hence the assumption implies that
(z − T ∗)(z − T )fn(z) = (z − C∗)(z − C)fn(z)→ 0.
Here note that (z− C)fn(z) for each n is an element in O(U,H) since it is analytic on U . Since C∗ is normal and every normal
operator has Bishop’s property (β), we have
(z − C)fn(z)→ 0.
Using the same argument, we have fn(z)→ 0. This implies that T has Bishop’s property (β). From Eschmeier and Prunaru’s
result [12], we can conclude that T has a nontrivial invariant subspace. Now we only need to prove the result for the cases
where σ(T ) ∩ int K is not dominating for int K , i.e.,
∥h∥intK > sup

|h(λ)| : λ ∈ σ(T ) ∩ int K

for some h ∈ H∞(int K).
Assume that σ(T ) ∩ int K is not dominating for int K . Then, we can construct two rectifiable curves Γ and Γ ′ satisfying
the conditions of Lemma 2.1. Here note that, in this case,Λ = σ(T ) ∩ int K , so for λ such that λ ∉ Λ and λ ∈ int K , λ− T
is invertible. Let Γ ∩ ∂K = {λ1, λ2} and Γ ′ ∩ ∂K = {λ3, λ4}. Consider the following two operator-valued functions:
f1(λ) = (λ− λ1)(λ− λ2)(λ− T )−1 on Γ \ {λ1, λ2},
and
f2(λ) = (λ− λ3)(λ− λ4)(λ− T )−1 on Γ ′ \ {λ3, λ4}.
If f1(λ) and f2(λ) are bounded, then we can define the following two operators:
A = 1
2π i

Γ
f1(λ)dλ, and A′ = 12π i

Γ ′
f2(λ)dλ.
Then by the resolvent identity, the Cauchy theorem and condition (i) of Lemma 2.1, we can show that AA′ = 0. On the other
hand, by considering themaximal commutative Banach algebraB, it is shown that A ≠ 0 and A′ ≠ 0 (cf. [16]). This argument
goes back also to C. Apostol and S. Brown. Hence we know that T has a nontrivial invariant subspace, i.e., ker A is a nontrivial
invariant subspace for T .
Now we will show that f1(λ) and f2(λ) are bounded. Since T is in the class θ , it satisfies the G1-condition [6], i.e., for all
λ ∉ σ(T ), ∥(λ− T )−1∥ = 1dist(λ,σ (T )) , and so
∥(λ− T )−1∥ = 1
dist(λ, σ (T ))
on λ ∈ Γ \ {λ1, λ2}.
On the other hand, by conditions (iii), (iv) and (v) for Γ , we can find a neighborhood N1 of λ1 and constant c1 such that
c1dist(λ, σ (T )) ≥ |λ− λ1| on λ ∈ Γ ∩ N1.
So
∥(λ− T )−1∥ = 1
dist(λ, σ (T ))
≤ c1|λ− λ1| on λ ∈ Γ ∩ N1.
Hence the operator-valued function f1(λ) is bounded on Γ ∩ N1. Similarly, f1(λ) is also bounded on a neighborhood N2 of
λ2. Since f1(λ) is continuous on Γ \ {λ1, λ2}, f1(λ) is bounded. Similarly, f2(λ) is also bounded. Hence T has a nontrivial
invariant subspace. 
From the proof of Theorem 2.2 we obtain the following corollary.
Corollary 2.3. Every operator T in the class θ has Bishop’s property (β).
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Using Corollary 2.3 and Brown’s result [10, Theorem 3], we have:
Theorem 2.4. Let T be in the class θ . If the spectrumof T satisfies R(σ (T )) ≠ C(σ (T )), then T has a nontrivial invariant subspace.
Proof. For a compact set K in C, if the set K ∩G is not dominating in G for any nonempty open set G, then R(K) = C(K) [10,
Theorem 3]. Hence there exists an open set V such that V ∩ σ(T ) is dominating for V . Also, by Corollary 2.3, T has Bishop’s
property (β). Therefore T has a nontrivial invariant subspace. 
Before moving to the next result on invariant subspaces of operators in the class θ , we give another result related to
Bishop’s property (β). It is very important to establish whether an operator has the single-valued extension property (SVEP)
since such an operator has very good properties; for example, we can define a local spectrum (cf. [17]). Using Corollary 2.3,
we can give many operators having the SVEP. To show this, we need to introduce the concept of quasiaffinity. An operator X
is called a quasiaffinity if it has trivial kernel and dense range. An operator S is said to be a quasiaffine transform of an operator
T if there is a quasiaffinity X such that XS = TX . For a quasiaffine transform of operators in the class θ , we have the following
property.
Proposition 2.5. Let T be in the class θ and S be a quasiaffine transform of T . Then S has the single-valued extension property.
Proof. Let f (z) ∈ O(U,H) such that (z−S)f (z) = 0, where U is an open set inC. Let X be a quasiaffinity such that XS = TX .
Then
(z − T )Xf (z) = X(z − S)f (z) = 0.
By Corollary 2.3, T has a single-valued extension property. So Xf (z) = 0. Since X is one to one, we have f (z) = 0. Hence S
has the single-valued extension property. 
Now let us look at another result on invariant subspaces of operators in the class θ . To do so, we introduce the concept
of a k-spectral set of operators. Given an operator T and a compact set K , K is called a k-spectral set if there exists a constant
k > 0 such that
∥f (T )∥ ≤ k∥f ∥K for every ratinal function f with poles off K .
If a k-spectral set for an operator T is known, then it will give many results on a similar transform of the operator T (see
[18, Chapter 9]) and some information on invariant subspaces of T [8,9]. In general, it is very difficult to determine whether
a compact set is a k-spectral set for an operator. The following identifies k-spectral sets for some operators in the class θ .
Proposition 2.6. Let T be an operator in the class θ .
(a) If the outer boundary of the spectrum σ(T ) of T is a convex Jordan curve, i.e., it is the boundary of a convex set and a Jordan
curve, then the polynomially convex hull ησ(T ) of the spectrum of T is a k-spectral set for T
(b) If the spectrum σ(T ) of T does not meet the real line, i.e., σ(T ) ∩ R = φ, then it is a k-spectral set for T .
Proof. Suppose the outer boundary of the spectrum of T is a convex Jordan curve. First note that T satisfies the G1-
condition [6]. This implies that the closure of the numerical range W (T ) equals the convex hull co σ(T ) of the spectrum
σ(T ) (cf. [19, Theorem 1, p. 107]). On the other hand, the given condition implies that
∂(co σ(T )) = ∂(ησ(T )),
which implies that
clW (T ) = ησ(T ).
Now it is well-known [20, Theorem 3] that for any operator S the closure of the numerical rangeW (S) is a k-spectral set for
S, i.e., there is a constant k such that
∥f (S)∥ ≤ k∥f ∥clW (T ) for any f ∈ R(clW (T )).
Hence ησ(T ) is a k-spectral set for T .
Now suppose that σ(T ) ∩ R = φ. Then it is well-known [6, Corollary 1] that T is similar to the orthogonal sum of two
subnormal operators, T1, T2, and σ(T ) = σ(T1) ∪ σ(T2), σ (T1) ∩ σ(T2) = φ, i.e., there is an invertible operator S such that
T = S−1

T1 0
0 T2

S.
So for any rational function f with poles off σ(T ), since σ(T1), σ (T2) ⊂ σ(T ), we have
f (T ) = S−1

f (T1) 0
0 f (T2)

S.
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Since the spectra of subnormal operators are spectral sets [1, Proposition 9.2] and σ(T1) and σ(T2) are contained in σ(T ),
∥f (T )∥ ≤ ∥S−1∥ ∥S∥max

∥f (T1)∥, ∥f (T2)∥

≤ ∥S−1∥ ∥S∥max

∥f ∥σ(T1), ∥f ∥σ(T1)

≤ ∥S−1∥ ∥S∥ ∥f ∥σ(T )
= k∥f ∥σ(T ),
where k = ∥S−1∥ ∥S∥. Hence σ(T ) is a k-spectral set for T . 
For an operator T whose spectrum σ(T ) does not meet the real line, i.e., σ(T ) ∩ R = φ, it is clear that T has a nontrivial
invariant subspace. But for some of such operators, we can say something more, i.e., they are reductive. An operator A is
called reductive if every invariant subspace for A reduces A. Equivalently, ifM is invariant for A, then it is invariant for A∗. It is
clear that every Hermitian operator is reductive. But it is not true that every normal operator is reductive. The next theorem
shows that some operators in the class θ are reductive.
Theorem 2.7. Let T be in the class θ satisfying σ(T ) ∩ R = φ. If P(σ (T )) = C(σ (T )), then T is a reductive operator.
Proof. Since the spectrum of T is a k-spectral set by Proposition 2.6, we can find a bounded homomorphism ρ : P(σ (T ))→
B(H) defined by ρ(f ) = f (T ) such that
∥ρ(f )∥ = ∥f (T )∥ ≤ k∥f ∥σ(T ).
Since P(σ (T )) = C(σ (T )), the homomorphism is defined on C(σ (T )), i.e.,
ρ : C(T )→ B(H) for all f ∈ C(σ (T )).
Since ρ is unital, i.e., ρ(1) = 1, ρ is positive, i.e., for a positive function f in C(σ (T )), ρ(f ) is a positive operator [18,
Proposition 2.11] and so it is completely positive [18, Theorem 3.11] which means that ρ is completely bounded. Hence ρ is
similar to a ∗-homomorphism from [18, Corollaries 9.2 and 9.12], i.e., there exists a ∗-homomorphism φ and an invertible
operator S such that
ρ(f ) = Sφ(f )S−1 for all f ∈ C(σ (T )).
For z ∈ C(σ (T )),
φ(z)φ(z)∗ = φ(z)φ(z) = φ(zz) = φ(z)φ(z) = φ(z)∗φ(z).
So φ(z) is a normal operator. This means that T (=ρ(z)) is similar to a normal operator. Since every operator in the class θ
which is similar to a normal operator is normal [21, Proposition 4.1], [22], it follows that T is normal.
Now letM be an invariant subspace for T . Since z is in C(σ (T )), there exists a sequence {pn} of polynomials such that
pn(z)→ z uniformly on σ(T ).
So by the previous argument,
∥pn(T )− T ∗∥ = ∥ρ(pn)− ρ(z)∥ = ∥ρ(pn − z)∥ ≤ k∥pn − z∥σ(T ) → 0.
This means thatM is invariant for T ∗, sinceM is an invariant subspace of pn(T ) for each n. Hence T is reductive. 
It is well-known that if T is in the operator class θ and σ(T ) is a subset of a vertical line, then T is normal [5, Proposition
4]. If the spectrum σ(T ) of T does not meet the real line, i.e., σ(T ) ∩ R = φ, we can extend it as follows:
Corollary 2.8. Let T be an operator in the class θ satisfying σ(T )∩R = φ. If R(σ (T )) = C(σ (T )), then T is a normal operator.
Remark 2.9. Let T be in the class θ . If the outer boundary of the spectrumof T is a convex Jordan curve, then T has a nontrivial
invariant subspace by Theorem 2.2. In this case, using Proposition 2.6, we can easily prove this without Lemma 2.1. Now let
G = int (ησ (T )). Since the outer boundary of σ(T ) is a Jordan curve, G is a simply connected domain and so there exists a
conformal map ψ : G → D. Also, ψ can be extended to a homeomorphism ψ : cl G → cl D (here, the extended function is
still denoted by ψ). Since C \ cl G is connected, by Mergelyan’s theorem [1, Theorem 19.1] there exists a sequence {pn} of
polynomials such that pn → ψ uniformly on cl G. Since ησ(T ) is a k-spectral set by Proposition 2.6,
∥pn(T )∥ ≤ k∥pn∥G for each n.
Since {pn} is a Cauchy sequence on R(cl G), {pn(T )} is also a Cauchy sequence and so we can find an operator ψ(T ) such
that {pn(T )} converges to ψ(T ) in norm topology. On the other hand, since {pn(λ)} converges to ψ(λ) for any point λ on
the boundary of G, pn(λ) ∈ pn(σ (T )) = σ(pn(T )) and lim supn σ(pn(T )) ⊂ σ(ψ(T )) (see [23, Problem 103]), we have that
ψ(λ) ∈ σ(ψ(T )). Since ψ(∂G) = T, we have that T ⊂ σ(ψ(T )). Now it is easy to show that D is a k-spectral set for ψ(T ).
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By the previous argument, the spectrum σ(ψ(T )) of ψ(T ) contains the unit circle T. Hence, by Ambrozie and Müller’s
result [13],ψ(T ) has a nontrivial invariant subspace. Now let ϕ = ψ−1 : cl D→ cl G. Then we can show that ϕ(ψ(T )) = T .
Hence we can conclude that T has a nontrivial invariant subspace.
For an operator T in the class θ , a relation between σap(T ) and σap(T ∗) gives information on invariant subspaces of T :
Proposition 2.10. Let T be an operator in the class θ . If σap(T ) ≠ σap(T ∗), then T has a nontrivial invariant subspace.
Proof. If T is not pure, i.e., it has normal direct summand, then it is clear that T has a nontrivial invariant subspace. So we
may assume that T is pure. Under this assumption, first let us show a relation between σ(T ) and σap(T ).
Let λ ∈ σap(T ). Then there exists a sequence {xn} of unit vectors such that {(λ− T )xn} converges to 0. If λ is real, then it
is straightforward by definition that λ− T is in the class θ , i.e.,
(λ− T )∗[(λ− T )∗, (λ− T )] = [(λ− T )∗, (λ− T )](λ− T ).
So we have
(λ− T )∗[(λ− T )∗, (λ− T )]xn = (λ− T )∗

(λ− T )∗(λ− T )− (λ− T )(λ− T )∗

xn
= (λ− T )∗(λ− T )∗(λ− T )xn − (λ− T )∗(λ− T )(λ− T )∗xn → 0.
Since the first term converges to 0,
(λ− T )∗(λ− T )(λ− T )∗xn → 0.
So
∥(λ− T )(λ− T )∗xn∥2 = ⟨(λ− T )∗(λ− T )(λ− T )∗xn, (λ− T )∗xn⟩ → 0.
Similarly, we can show that (λ− T )∗xn → 0. Hence λ = λ ∈ σap(T ∗). If λ is not real, then consider B(λ) = (λ− T ∗)(λ− T ),
which is normal [3]. Then {B(λ)xn} converges to 0. Since B(λ) is normal, {B(λ)∗xn} converges to 0, which is equivalent to
B(λ)xn = (λ− T ∗)(λ− T )xn → 0.
So
(λ− λ)(λ− T ∗)xn = (λ− T ∗)(λ− T )xn − (λ− T ∗)(λ− T )xn → 0.
Since λ− λ is not zero, we have (λ− T )∗xn → 0. Hence λ ∈ σap(T ∗).
The spectrum σ(T ) has the usual decomposition
σ(T ) = σap(T ) ∪ σr(T ),
where σr(T ) denotes the residual spectrum of T . Here note that
σr(T ) ⊂ σp(T ∗) ⊂ σap(T ∗).
So the previous argument implies that
σ(T ) = σap(T ) ∪ σr(T ) ⊂ σap(T ∗) ⊂ σ(T ∗).
On the other hand, we have [5] that σ(T ) = σ(T ∗) since T is pure. So
σ(T ∗) = σ(T ) = σ(T ∗) = σ(T ).
Hence we have
σ(T ) = σap(T ∗). (1)
Assume that σ(T ) = σap(T ). Then by (1), σap(T ) = σap(T ∗), a contradiction. Hence σ(T ) ≠ σap(T ). Thus evidently,
ker(T − λ)∗⊥ is a nontrivial invariant subspace for T . 
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