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Abstract
A zero modes’ Fock space Fq is constructed for the extended chiral
su(2) WZNW model. It gives room to a realization of the fusion
ring of representations of the restricted quantum universal enveloping
algebra U q = U qsl(2) at an even root of unity, q
h = −1 , and of its
infinite dimensional extension U˜q by the Lusztig operators E
(h), F (h) .
We provide a streamlined derivation of the characteristic equation for
the Casimir invariant from the defining relations of U q . A central
result is the characterization of the Grothendieck ring of both U q and
U˜q in Theorem 3.1. The properties of the U˜q fusion ring in Fq are
related to the braiding properties of correlation functions of primary
fields of the conformal ŝu(2)h−2 current algebra model.
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1 Introduction
The extended ŝu(n)k chiral Wess-Zumino-Novikov-Witten (WZNW) model can be char-
acterized as a non-unitary Conformal Field Theory (CFT) which involves primary states
of arbitrary su(n) weights Λ not restricted to the integrable ones (for which (Λ|θ) ≤ k
where θ is the highest root) for a positive integer level k . It has been argued at an early
stage that the quantum group counterpart of an integer level ŝu(n)k WZNW model is the
restricted quantum universal enveloping algebra (QUEA) U qsℓ(n) at q an even root of
unity that is factored by the relations
Ehα = 0 = F
h
α , K
2h
i = 1I for h = k + n (q
h = −1) (1.1)
(see [12], Chapter 4; after intermediate sporadic applications, see e.g. [15], it was studied
more systematically in [8, 5]). It is a finite dimensional QUEA that has a finite number of
irreducible representations but a rather complicated tensor product decomposition, partly
characterized by its Grothendieck ring (GR) which ”forgets” the indecomposable structure
of the resulting representations (see Section 2.3 below for a precise definition, and Section
3.4 for a description of the GR in the present context for n = 2 ). The interest in the
GR structure of Uq ≡ Uqsℓ(2) has been justified by its relation to the fusion ring of
the corresponding CFT model. This relation, noticed by a number of physicists at the
outbreak of interest in quantum groups in the late 1980’s was made precise by the Kazhdan-
Lusztig correspondence (of the 1990’s) verified for the logarithmic c1p Virasoro model in
[8, 9, 13, 18] and discussed for logarithmic extensions of minimal and ŝℓ(2)k conformal
theories ([10, 11, 35, 36]). The present paper considers instead the infinite dimensional
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Lusztig QUEA U˜q that includes the operators E
(h) and F (h) , whose definition is recalled
in Section 2.1, as the true counterpart of the extended chiral WZNW theory.
Our starting point is the algebra of the zero modes a = (aiα) of a chiral group valued
field [1, 20, 23, 14] and its Fock space representation. The quantum matrix a intertwines
chiral vertex operators (with diagonal monodromy) and quantum group covariant chiral
fields. The resulting quantum matrix algebra Aq was studied in the general Uqsℓ(n)
theories in [16] and [4]. In the Uqsℓ(2) case, to which the present paper is devoted, Aq
is essentially equivalent to the ”twisted oscillator algebra” introduced long ago by Pusz
and Woronowicz [31]. It is generated by six elements, aiα (i, α = 1, 2) and q
±pˆ , satisfying
R-matrix type exchange relations recalled in Section 2.1. The monodromy subalgebra,
introduced in Section 2.2, can be identified with the commutant of q±pˆ in Aq . It gives rise
to the quantum double that provides, in particular, an extension of Uqsℓ(2) . For q
h = −1
the relations (1.1) (for n = 2 ) are automatically satisfied in the Fock space Fq of Aq
(with an Uqsℓ(2) invariant vacuum vector annihilated by a
2
α ); more precisely,
Rh Fq = 0 for Rh = {E
h , Fh , qhH − q−hH , qhH + qhpˆ } . (1.2)
Thus, Fq can be viewed as an U q module. Only a quotient algebra U
F
q of Uq (with an
(h+ 1)-dimensional semisimple centre) is represented faithfully, however. We shall argue
in the present paper that there is a duality between the (irreducible and) indecomposable
Fock space representations of the infinite (Lusztig) extension U˜q of U q and the braiding
properties of ŝu(2)h−2 primary fields. (Clearly, as we view U˜q as an operator algebra in
Fq , it actually appears as an extension of U
F
q .)
The monodromy subalgebra of Aq = Aq/Rh can be identified with the double cover D
of U q (Section 2.2). The algebra Aq (as well as its extension A˜q including U˜q ) possesses
a series of nested ideals Ih ⊃ I2h ⊃ . . . , generated by multiple of h powers of a
i
α (Section
2.3). Unlike earlier work [14, 4], here we do not set to zero the maximal ideal Ih , thus
admitting indecomposable representations of U q in the Fock space representation of Aq
displayed in Section 2.3.
To make the paper self-contained we review and further elaborate, in Section 3, results
of [8, 9] on the Drinfeld map and the centre Zq of U q , and on the realization (3.64) of
the Drinfeld image D2h ⊂ Zq of canonical irreducible characters. We express the central
element qhH of U q as a Chebyshev polynomial of the first kind of the Casimir operator C ,
Eq. (3.15); this allows us to derive in a straightforward manner the characterictic equation
P2h(C) = 0 from the defining relations of U q . The structure of the fusion ring assumes a
particularly simple form when written in terms of the homogeneous in a1α subspaces Vp
of the Fock space that are indecomposable U q modules for p > h (see Theorem 3.1 in
Section 3.4 where we also characterize the GR of U˜q). We prove the statement made in
[8] that the quotient of D2h with respect to the annihilator of its radical is isomorphic to
the fusion ring of the unitary ŝu(2)h−2 model (Proposition 3.4).
In Section 4 we display the duality between the structure of the indecomposable U˜q
modules Vp and that of the braid group modules S4(p) of 4-point block solutions of the
Knizhnik-Zamolodchikov equation (of su(2) weight 2Ip = p − 1 ). This involves arrow
reversal in the short exact sequences describing the indecomposable structure of dual
representations. A systematic study of what should replace the ”Kazhdan-Lusztig corre-
spondence” (of [8, 9]) between the representation categories of U˜q and of the ŝu(2)h−2
3
current algebra is left for future work.
2 Chiral ŝu(2) zero modes and their Fock space
We first define, in Section 2.1, aiα as Uq-covariant (q-deformed) ”creation and annihilation
operators” and then display, in Section 2.2, their relation to the monodromy of a chiral
WZNW field.
2.1 The quantum matrix algebra for qh = −1
We shall be dealing with the quantum universal enveloping algebra (QUEA) Uq ≡ Uqsℓ(2)
defined as a Hopf algebra with generators E , F and q±H satisfying1
qHEq−H = q2E , qHFq−H = q−2F , q±Hq∓H = 1I ,
[E,F ] = [H ] :=
qH − q−H
q − q−1
, q ∈ C\{0,±1} , (2.1)
with coproduct ∆ : Uq → Uq ⊗ Uq , an algebra homomorphism given on the generators
by
∆(E) = E⊗ qH +1I⊗E , ∆(F ) = F ⊗ 1I+ q−H ⊗F , ∆(q±H) = q±H ⊗ q±H (2.2)
and with a counit ε : Uq → C and an antipode (a linear antihomomorphism S : Uq →
Uq ) such that
ε(E) = 0 = ε(F ) , ε(q±H) = 1 , (2.3)
S(E) = −Eq−H , S(F ) = −qHF , S(q±H) = q∓H . (2.4)
We are introducing a deformation Aq of Schwinger’s (1952) SU(2) oscillator algebra
[34] in which the SU(2) covariance condition is substituted by Uq covariance of a
i
α , i, α =
1, 2 , expressed by the relation
AdX(a
i
α) = a
i
β (X
f)βα ∀X ∈ Uq . (2.5)
Here the superscript f stands for the fundamental (two-dimensional) representation of
Uq ,
Ef =
(
0 1
0 0
)
, F f =
(
0 0
1 0
)
,
(
q±H
)f
=
(
q±1 0
0 q∓1
)
,
[Hf ] = Hf =
(
1 0
0 −1
)
, (2.6)
1This algebraic structure was first introduced in 1981 by P. Kulish and N. Reshetikhin
in the context of the XXZ spin chain. For a historical survey and references to original
work see [6].
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while the adjoint action AdX of X on z ∈ Aq is defined by
AdX(z) :=
∑
(X)
X1 z S(X2) for ∆(X) =
∑
(X)
X1 ⊗X2 . (2.7)
In other words,
qHai1 = q a
i
1q
H , qHai2 = q
−1ai2 q
H ,
[E, ai1] = 0 , [E, a
i
2] = a
i
1q
H ,
Fai1 − q
−1ai1F = a
i
2 , Fa
i
2 − q a
i
2F = 0 , i = 1, 2 . (2.8)
The Uq quantum matrix algebra Aq consistent with these covariance conditions is
defined as an associative algebra with 6 generators, aiα and q
±pˆ , satisfying
qpˆa1α = a
1
αq
pˆ+1 , qpˆa2α = a
2
αq
pˆ−1 , q±pˆq∓pˆ = 1I , (2.9)
a2αa
1
β = a
1
αa
2
β + [pˆ] Eαβ , a
i
αa
i
β E
αβ = 0 , i = 1, 2 ,
a2αa
1
β E
αβ = [pˆ+ 1] , a1αa
2
β E
αβ = −[pˆ− 1] , (2.10)
where the q-deformed Levi-Civita tensor E is given by
(Eαβ) =
(
0 −q
1
2
q−
1
2 0
)
= (Eαβ) (so that E12 = −q E21 ) ; (2.11)
as a result,
EασEσβ = −δ
α
β , E
ασEβσ = (q
τ3)
α
β , τ3 =
(
1 0
0 −1
)
. (2.12)
The operators q±pˆ commute with Uq , which implies that they are also Ad-invariant,
i.e. AdX(q
±pˆ) = ε(X) q±pˆ ∀X ∈ Uq . As we shall recall in Section 2.3 below, the eigen-
values of pˆ play the role of dimensions of the Fock space representations of Uq . Note that
the Uq transformation properties (2.8) of a
i
α are independent of the upper index i while,
in accord with (2.9), pˆ a1a = a
1
a(pˆ+ 1) , pˆ a
2
a = a
2
a(pˆ− 1) so that a
1
α and a
2
α play the role
of creation and annihilation operators, respectively.
We shall equip Uq with a substitute quasitriangular structure
2 by introducing the
series
Rq =
∞∑
ν=0
q−
ν(ν−1)
2 (−λ)ν
[ν]!
F ν ⊗ Eν q−
1
2H⊗H , λ := q − q−1 . (2.13)
2 A Hopf algebra A is said to be almost cocommutative (see e.g. [2]), if there exists
an invertible element R ∈ A ⊗ A which relates the coproduct ∆(x) =
∑
(x) x1 ⊗ x2
to its opposite: ∆opp(x) :=
∑
(x) x2 ⊗ x1 = R∆(x)R
−1 . An almost cocommutative A
(≡ (A ,R)) is quasitriangular if R satisfies, in addition, (∆⊗id)R = R13R23 , (id⊗∆)R =
R13R12 (note that the last equations fix the normalization of R ). Quasitriangularity
implies the Yang-Baxter equation, R12R13R23 = R23R13R12 , as well as the relations
(ε⊗ id)R = 1I = (id⊗ ε)R , (S ⊗ id)R = R−1 = (id⊗ S−1)R , (S ⊗ S)R = R . If (A ,R)
is quasitriangular, so is (A ,R−121 ) .
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which plays the role of a universal R-matrix but does not belong to Uq ⊗ Uq (note that
Eq. (2.13) involves a choice, since
(Rq)
−1
21 = q
1
2H⊗H
∞∑
ν=0
q
ν(ν−1)
2 λν
[ν]!
Eν ⊗ F ν (2.14)
has the same properties as Rq without being equal to it). One can, following Drinfeld,
see e.g. [2], give meaning to (2.13) and (2.14) by replacing Uq with an algebra of formal
power series in E,F,H and log q (which would allow, in particular, to define q±
1
2H⊗H)
and using an appropriate completion of the tensor product Uq ⊗Uq . It is possible, for our
purposes, to stay within the purely algebraic setting (and speak instead of a ”substitute
R-matrix”). Indeed, in any representation in which either E or F is nilpotent and the
spectrum of qH only contains integer powers of q (in particular, in all finite dimensional
irreducible representations of Uq that have a ”classical”, q = 1 counterpart), Rq assumes
a finite matrix form with entries expressed in terms of powers of E,F, q±
1
2H , the latter
generating a ”double cover” D of Uq (cf. the end of Section 2.2). Evaluating, for example,
all factors in (2.13) in the fundamental 2-dimensional representation (2.6), only the first
two terms of the sum survive, giving rise to the constant 4× 4 matrix R := Rfq = (R
σρ
αβ):
R = q
1
2

q−1 0 0 0
0 1 0 0
0 −λ 1 0
0 0 0 q−1
 , or Rσραβ = q− 12 δραδσβ − q 12 EρσEαβ . (2.15)
The relations (2.10) can be now reset as (homogeneous) R-matrix relations
R(pˆ) a1 a2 = a2 a1R , i.e. R(pˆ)
ij
ℓma
ℓ
αa
m
β = a
j
ρa
i
σR
σρ
αβ (2.16)
and a determinant condition,
detqa :=
1
[2]
ǫij a
i
αa
j
β E
αβ = [pˆ ] , (ǫij) =
(
0 −1
1 0
)
; (2.17)
the dynamical R-matrix R(pˆ) in (2.16) is given explicitly by
R(pˆ) = q
1
2

q−1 0 0 0
0 [pˆ+1][pˆ] −
qpˆ
[pˆ] 0
0 q
−pˆ
[pˆ]
[pˆ−1]
[pˆ] 0
0 0 0 q−1
 . (2.18)
Both (2.16) and (2.17) admit a straightforward generalization to arbitrary n [16]. It turns
out that for n = 2 the determinant condition alone implies (2.10).
In the case of interest, when Aq appears as an ŝu(2) chiral zero modes’ algebra, q is
an even root of unity. If h is the height of the ŝu(2) affine algebra representation, equal
to the sum of the (positive integer) level and the dual Coxeter number (n , in the case of
su(n)), then
qh = −1 , [2] = q + q−1 = 2 cos
π
h
. (2.19)
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(To fit the expression (4.8) below for the braid group action on solutions of the Knizhnik-
Zamolodchikov equation, we will have to choose q = e−i
π
h as in [16, 17]. For our present
purposes only the properties (2.19) will be needed.) The QUEA Uq admits for such q
a non-trivial ideal generated by Eh , Fh and q2hH − 1I . Factoring Uq by this ideal i.e.,
setting
Eh = 0 = Fh , qhH = q−hH , (2.20)
we obtain the restricted QUEA U q (the ”restricted quantum group” of [8]). We shall
see in Section 2.3 that the relations (2.20) are automatically satisfied in the Fock space
representation of Aq for q satisfying (2.19).
As noted in the Introduction, the true counterpart of the extended chiral ŝu(2)h−2
WZNW model is an (infinite dimensional) extension U˜q of U q which we proceed to define.
Introduce, following Lusztig (see [27] and references therein), the ”divided powers”
E(n) =
1
[n]!
En , F (n) =
1
[n]!
Fn , [n] =
qn − q−n
q − q−1
, [n]! = [n][n− 1]! , [0]! = 1
(2.21)
satisfying
X(m)X(n) =
[
n+m
n
]
X(m+n) , X = E,F ,
[E(m), F (n)] =
min(m,n)∑
s=1
F (n−s)
[
H + 2s−m− n
s
]
E(m−s) , (2.22)
where the q-binomial coefficients3
[
a
b
]
defined, for integer a and non-negative integer b ,
as[a
b
]
:=
b∏
t=1
qa+1−t − qt−a−1
qt − q−t
,
[a
0
]
:= 1 ,
[a
b
]
≡
[a]!
[b]![a− b]!
for b ≤ a ,
(2.23)
are polynomials with integer coefficients of q and q−1 . The expressions (2.21) are only
defined for m,n < h (as [h] = 0); the relations (2.22), however, make sense for all positive
integersm,n and can serve as an implicit definition of higher divided powers. It is sufficient
to add just E(h) and F (h) in order to generate the extended U˜q algebra; their powers and
products give rise to an infinite sequence of new elements – in particular,(
E(h)
)n
=
[nh]!
([h]!)n
E(nh) =
(
n∏
ℓ=1
[
ℓ h
h
])
E(nh) = (−1)(
n
2 )hn!E(nh) . (2.24)
To derive (2.24), we evaluate expressions of the type [nh][h] as polynomials in q
±1 and use
the relation [nh+m] = (−1)n[m] to deduce
[nh]
[h]
=
n−1∑
ν=0
q(n−1−2ν)h = (−1)n−1 n ,
[
nh
h
]
= (−1)(n−1)h n . (2.25)
3G. Lusztig [27] calls them ”Gaussian binomial coefficients”.
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The last result is a special case of the general formula [27][
Mh+ a
Nh+ b
]
= (−1)(M−1)Nh+aN−bM
[a
b
] (M
N
)
, (2.26)
valid for q = e±
iπ
h and M ∈ Z , N ∈ Z+ , 0 ≤ a, b ≤ h− 1 ; here
(
M
N
)
∈ Z is an ordinary
binomial coefficient.
2.2 Monodromy and the quantum double
The covariant chiral WZNW field g(x) = {gAα (x)} can be written as a sum of tensor
products
g(x) =
n∑
i=1
ui(x) ⊗ a
i , ui = { u
A
i } , a
i = { aiα } , A , α = 1, . . . , n . (2.27)
For n = 2 , g(x) acts on a state space of the form
H = ⊕∞p=1Hp ⊗ Vp ( dimVp = p ) . (2.28)
Here Hp is an (infinite dimensional) ŝu(2)h−2 current algebra module with a p-fold
degenerate ground state of (minimal) conformal energy ∆p =
p2−1
4h , while Vp is a (p-
dimensional) U q module; u1 and a
1 raise, u2 and a
2 lower the weight p by 1 (in par-
ticular, u2H1 = 0 , a
2 V1 = 0 ). The field g(x) and the chiral vertex operator u(x) are
multivalued functions of monodromy
g(x+ 2π) = g(x)M , u(x+ 2π) =Mp u(x) , (2.29)
respectively, where Mp is diagonal,
(Mp)
i
j = q
1− 1
n
−2pˆi δij , q
1− 1
n
−2pˆi ui = ui q
1
n
−1−2pˆi ,
n∏
i=1
qpˆi = 1I . (2.30)
Thus the quantum matrix a intertwines between the Uq covariant monodromy M and
the diagonal one Mp ([22, 16]):
aM =Mp a , q
1− 1
n
−2pˆi ai = ai q
1
n
−1−2pˆi ; (2.31)
in particular, for n = 2 , we have
Mp = q
1
2
(
q−pˆ 0
0 qpˆ
)
, p = p12 ≡ p1 − p2 = 2p1 . (2.32)
The braiding properties
g1(x) g2(y) = g2(y) g1(x) (R
−
12 θ(x − y) +R
+
12 θ(y − x)) , 0 < |x− y| < 2π ,
R−12 = R12 , R
+
12 = R
−1
21 (2.33)
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require that the deformation parameter q obeys (2.19) (see [25]).
The monodromy matrix M admits a Gauss decomposition written in the form
M = q
1
n
−nM+M
−1
− ( detM+ = 1 = detM− ) , (2.34)
where M+ and M− are upper, resp. lower triangular matrices. The Gauss components
M± obey, as a consequence of (2.27) and (2.33), the exchange relations
(M±)1 a2 = a2 (R
±
12)
−1 (M±)1 , (2.35)
R12(M±)2(M±)1 = (M±)1(M±)2R12 . (2.36)
Eqs. (2.36) can be viewed (cf. [7]) as the defining relations of a Hopf algebra (Uqb− , Uqb+)
compounded by two Borel algebras Uqb± corresponding to the entries of M± . Restricting
attention to n = 2 and setting
M− =
(
k− 0
λk−1− E k
−1
−
)
, M+ =
(
k−1+ −λF k+
0 k+
)
, (2.37)
we find, indeed, from (2.36) the characteristic relations for the pair of q-deformed Borel
algebras,
Uqb− : k−E = q E k− , Uqb+ : Fk+ = q k+F (2.38)
and the mixed relations
[k+, k−] = 0 , k+E = q E k+ , F k− = q k−F , [E,F ] =
k2− − k
−2
+
λ
. (2.39)
Applying the defining relations for the coproduct, the antipode and the counit
∆(Xαβ ) = X
α
σ ⊗X
σ
β , S(X
α
β ) = (X
−1)αβ , ε(X
α
β ) = δ
α
β (2.40)
to X =M± , we find
∆(E) = E ⊗ k2− + 1I⊗ E , ∆(k−) = k− ⊗ k− ,
S(E) = −E k−2− , S(k−) = k
−1
− , ε(E) = 0 , ε(k−) = 1 , (2.41)
∆(F ) = F ⊗ 1I + k−2+ ⊗ F , ∆(k+) = k+ ⊗ k+ ,
S(F ) = −k2+F , S(k+) = k
−1
+ , ε(F ) = 0 , ε(k+) = 1 . (2.42)
We shall also consider the finite dimensional restricted algebra (U qb− , U qb+) by im-
posing the relations
Eh = 0 , k4h− = 1I , F
h = 0 , k4h+ = 1I . (2.43)
We can view (U qb− , Uqb+) as the (Drinfeld) quantum double regarding the elements of
U qb− as linear functionals on U qb+ . (A similar interpretation of the infinite dimensional
algebra (Uqb− , Uqb+) would require topological considerations.)
The proof of the following propositions is analogous to those in [8].
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Proposition 2.1 Given the finite dimensional Hopf algebras U qb± , there exists a unique
bilinear pairing 〈Y,X〉 (∈ C for any X ∈ Uqb+ , Y ∈ U qb−) such that, for ∆(X) =∑
(X)X1 ⊗X2 ,
〈Y1Y2, X〉 = (Y1 ⊗ Y2)∆(X) ≡
∑
(X)
〈Y1, X1〉 〈Y2, X2〉 , (2.44)
〈∆(Y ), X1 ⊗X2〉 ≡
∑
(Y )
〈Y1, X1〉 〈Y2, X2〉 = 〈Y,X2X1〉 , (2.45)
〈1I, X〉 = ε(X) , 〈S(Y ), X〉 =
〈
Y, S−1(X)
〉
, ε(Y ) = 〈Y, 1I〉 . (2.46)
It is given by 〈
Eµkm− , fνn
〉
= δµν
[µ]!
(−λ)µ
q
µ(µ−1)−mn
2 (2.47)
where {fνn} is a Poincare´-Birkhoff-Witt (PBW) basis in Uqb+ :
fνn := F
νkn+ , 0 ≤ n ≤ 4h− 1 , 0 ≤ ν ≤ h− 1 . (2.48)
Proposition 2.2 The mixed relations (2.39) are recovered provided the product XY is
constrained by
X Y (•) =
∑
(X)
Y (S−1(X3) •X1)X2 (2.49)
for
∆(2)(X) = (1I⊗∆)∆(X) = (∆⊗ 1I)∆(X) =
∑
(X)
X1 ⊗X2 ⊗X3 . (2.50)
In (2.49) Y (Z) ≡ 〈Y, Z〉 and the dot (•) stands for the argument ( Z ∈ U qb+ ) of the
functional.
The double cover D of the QUEA Uq of Section 2.1 is obtained from (Uqb− , Uqb+)
by imposing the relation
k− = k+ =: k ( q
H = k2 ) , (2.51)
thus equating the diagonal entries of M+ and M
−1
− . Similarly, its restriction D , the
quotient of (U qb− , U qb+) for which both (2.43) and (2.51) hold so that, in particular,
k4h ≡ q2H = 1I , (2.52)
is a double cover of U q .
Eqs. (2.35) express the zero modes’ covariance with respect to D (implying (2.8)).
2.3 Fock space representation of Aq , U q and U˜q
As already noted in Section 2.1, the algebra Aq is a q-deformation of Schwinger’s oscillator
algebra [34] giving rise to a model Fock space for the irreducible representations of su(2) in
which a1α and a
2
α play the role of creation and annihilation operators, while the eigenvalues
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of pˆ will be identified with the dimensions, p = 2I + 1 (for I the ”isospin”). We define
the Uq-invariant vacuum state |1, 0〉 by
a2α|1, 0〉 = 0 , α = 1, 2 , X |1, 0〉 = ε(X)|1, 0〉 ∀X ∈ Uq . (2.53)
The first relation in (2.53), together with (2.9), (2.10), requires
(qpˆ − q)|1, 0〉 = 0 , a2αa
1
β |1, 0〉 = Eαβ |1, 0〉 . (2.54)
A basis { |p,m〉 , p = 1, 2, . . . ; 0 ≤ m ≤ p−1 } in the Fock space Fq = Aq |1, 0〉 is obtained
by acting on the vacuum by homogeneous polynomials (of degree p − 1 ) of the creation
operators a1α :
|p,m〉 := (a11)
m(a12)
p−1−m|1, 0〉 ( (qpˆ − qp)|p,m〉 = 0 ) . (2.55)
The action of aiα on the basis vectors is given by
a11|p,m〉 = |p+ 1,m+ 1〉 ,
a12|p,m〉 = q
m|p+ 1,m〉 ,
a21|p,m〉 = −q
1
2 [p−m− 1]|p− 1,m〉 ,
a22|p,m〉 = q
m−p+ 12 [m]|p− 1,m− 1〉 . (2.56)
Their Uq properties follow from (2.55), (2.21), (2.8) and (2.53):
qH |p,m〉 = q2m−p+1|p,m〉 ,
E(r)|p,m〉 =
[
p−m− 1
r
]
|p,m+ r〉 ,
F (s)|p,m〉 =
[m
s
]
|p,m− s〉 . (2.57)
We equip Fq with a symmetric bilinear form 〈 | 〉 introducing a ”bra vacuum” 〈1, 0|
dual to |1, 0〉 such that
〈1, 0 | a1α = 0 = 〈1, 0| (q
pˆ − qp) , 〈1, 0| (X − ε(X)) = 0 ∀X ∈ Uq , 〈1, 0 | 1, 0〉 = 1 ,
(2.58)
and a transposition (a linear antiinvolution) A → tA on Aq such that
〈x|Ay〉 ≡ 〈Ay |x 〉 = 〈 tAx | y 〉 ∀x, y ∈ Fq , A ∈ Aq . (2.59)
The transposition defined on the Aq generators by
t(qpˆ) = qpˆ , t(aiα) = ǫij E
αβajβ , (2.60)
i.e. t(a11) = q
1
2 a22 ,
t(a12) = −q
− 12 a21 , and extended to products as an algebra antihomo-
mophism, t(AB) = tB tA , preserves the relations (2.9), (2.10). To verify this, as well as
the involutivity property t(tA) = A , one uses (2.11), (2.12) and the (undeformed) relation
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ǫisǫsj = −δ
i
j . The relations (2.10), (2.58) and (2.60) allow to compute the inner product
of the basis vectors (2.55):
〈p,m|p′,m′〉 = δpp′δmm′q
m(m+1−p)[m]![p−m− 1]! . (2.61)
Eq. (2.31) is easily verified to hold on Fq with Mp given by (2.32) and M obtained
from (2.34) (for n = 2 ) and (2.37), (2.51), so that
M = q−
1
2
(
λ2 FE + q−H−1 −λFqH−1
−λE qH−1
)
. (2.62)
The Uq generators can be expressed, using (2.31) and (2.17), in terms of a
j
α , cf. [16]:
E = −q−
1
2 a11a
2
1 , F q
H−1 = q
1
2 a12a
2
2 =
tE ,
qH = q
1
2 a22a
1
1 − q
− 12 a11a
2
2 = q
1
2 a12a
2
1 − q
− 12 a21a
1
2 =
t(qH) . (2.63)
Eq. (2.59) with A = X ∈ Uq then follows, i.e. the bilinear form (2.61) is Uq-invariant.
The relations (2.63) show that the action of the transposition on the monodromy matrix
is equivalent to the standard matrix transposition,
t(Mαβ ) =M
β
α . (2.64)
For generic q , i.e. for q not a root of unity, the p-dimensional space Vp spanned by
|p,m〉 for m = 0, . . . , p− 1 is an irreducible Uq module and
Fq =
∞⊕
p=1
Vp (2.65)
is a model space for Uq in which every finite dimensional irreducible representation (IR)
appears with multiplicity one. (This result was established, more generally, for the Uqsℓ(n)
Fock space in [16].) The irreducible components of Fq are singled out by the eigenvalues
of the (rescaled) Casimir operator
C = λ2 EF + qH−1 + q1−H = λ2 FE + qH+1 + q−H−1 . (2.66)
On the Fock space we have
(C − qpˆ − q−pˆ)Fq = 0 . (2.67)
For q satisfying (2.19) and p > h , Vp carries an indecomposable representation of U q
– it admits Uq-invariant subspaces with no invariant complements.
In order to describe its structure we first observe that U q has exactly 2h IRs V
±
p , 1 ≤
p ≤ h defined as eigensubspaces of the operator qpˆ :
(qpˆ − ǫ qp)V ǫp = 0 ( dimV
ǫ
p = p ) , 1 ≤ p ≤ h ; (2.68)
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we shall refer to the sign ǫ as to the parity of the IR V ǫp . The weight basis |p,m〉 , 0 ≤
m ≤ p− 1 (2.57) of V +p can be extended to V
−
p so that
qH |p,m〉ǫ = ǫ q2m−p+1|p,m〉ǫ , E |p, p− 1〉ǫ = 0 = F |p, 0〉ǫ . (2.69)
Noting the relations
(EF − [N+][N−+1])Fq = 0 = (FE− [N++1][N−])Fq , N± :=
1
2
(pˆ−1±H) (2.70)
along with (2.69), we find
(EF − ǫ [m][p−m]) |p,m〉ǫ = 0 = (FE − ǫ [m+ 1][p−m− 1]) |p,m〉ǫ . (2.71)
 m=0
H = - 3
The h=3  case
a
1
1a
1
2
a
2
1a
2
2
......
...
..
.
... ... ... ... ... ......
 H = - 2
 H = - 1
 H = 0
  H = 1   H = 3
 H = 2
 p=7
 p=8
F E
m m=1  m=2  m=3
 p=5
 p=4
 p=3
 p=2
 p=1
 p=6
p
Figure 1: The Uq representation on the Fock space Fq for q = e±i
π
3 .Vectors belonging to (sub)modules
or subfactors of type V +p (for some p ) are denoted by ◦ , and those belonging to V
−
p – by • .
The negative parity representations V −p , 1 ≤ p ≤ h first appear as subrepresentations
of the Fock space modules Vh+p that admit two invariant submodules isomorphic to them
(spanned by {|h + p,m〉} and {|h + p, h + m〉} for m = 0, . . . , p − 1 ); they both obey
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(2.69), (2.71), albeit E and F act differently, their actions being related by an equivalence
transformation:
E|h+ p,m〉 = −[p−m− 1] |h+ p,m+ 1〉 ,
F |h+ p,m〉 = [m] |h+ p,m− 1〉 , (2.72)
E|h+ p, h+m〉} = [p−m− 1] |h+ p, h+m+ 1〉} ,
F |h+ p, h+m〉} = −[m] |h+ p, h+m− 1〉} , 0 ≤ m ≤ p− 1 (2.73)
(we identify |p,m〉− with either |h+ p, h+m〉 or (−1)m|h+ p,m〉 ). For p = h these two
subrepresentations exhaust the content of Vh+p : V2h = V
−
h ⊕V
−
h . For 1 ≤ p ≤ h−1 the
quotient of Vh+p by the direct sum of invariant subspaces is isomorphic to V
+
h−p . Thus,
the subquotient structure of Vh+p is described by the short exact sequence
0 → V −p ⊕ V
−
p → Vh+p → V
+
h−p → 0 . (2.74)
More generally (cf. Figure 1), the structure of VNh+p as a U q module can be described
by the short exact sequence
0 → V ǫ(N)p ⊕ V
ǫ(N)
p . . .⊕ V
ǫ(N)
p︸ ︷︷ ︸ → VNh+p → V −ǫ(N)h−p ⊕ . . .⊕ V −ǫ(N)h−p︸ ︷︷ ︸ → 0
# (N + 1) #N (2.75)
(we have N + 1 submodules V
ǫ(N)
p and a quotient module which is a direct sum of N
copies of V
−ǫ(N)
h−p ), where ǫ(N) coincides with the parity of N and V
±
0 consist of the 0
vector:
ǫ(N) = (−1)N , V ±0 = {0} . (2.76)
For N ≥ 2 , 1 ≤ p ≤ h − 1 , the indecomposable Uq modules VNh−p are equivalent
to the ”M -modules” Mǫ(N)(N) introduced in Section 1.6 of [9] (see also Section 3.2 of
[36])4; note that the ”parity” of the corresponding M -module is that of N .
The representations of the extended QUEA U˜q in Fq are easily described on the basis
of the above analysis.
Proposition 2.3
(a) The irreducible Uq modules V
+
p (1 ≤ p ≤ h) extend to U˜q modules, with E
(h) and
F (h) acting trivially.
(b) The fully reducible Uq modules VNh extend to irreducible U˜q modules.
(c) The structure of the extended U˜q modules VNh+p for 1 ≤ p ≤ h− 1 , N = 1, 2, . . . is
again given by the short exact sequence (2.75) but with the direct sums viewed as irreducible
representations of U˜q :
0 → V
ǫ(N)
N+1, p → VNh+p → V
−ǫ(N)
N, p → 0 (2.77)
4The authors thank A.M. Semikhatov for pointing out this relation to them.
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where
V
ǫ(N)
N+1, p := ⊕
N+1V ǫ(N)p = ⊕
N
n=0 Span { |Nh+ p, nh+m〉 }
p−1
m=0 (2.78)
and V
−ǫ(N)
N, p = ⊕
NV
−ǫ(N)
h−p are both irreducible with respect to U˜q .
Proof Using (2.57) and the relation
[
n
h
]
= 0 for n < h , we find
E(h)|p,m〉 = 0 = F (h)|p,m〉 for p ≤ h , (2.79)
proving (a). On the other hand, E(h) and F (h) , shifting the label m by ±h combine, for
N ≥ 1 , otherwise disconnected (equivalent) irreducible U q submodules of subquotients
into a single irreducible representation of U˜q : the relation
E(h)|Nh+ p, nh+m〉 =
[
(N − n)h+ p−m− 1
h
]
|Nh+ p, (n+ 1)h+m〉 =
= (−1)(N−n−1)h+p−m−1 (N − n) |Nh+ p, (n+ 1)h+m〉 (2.80)
where n = 0, 1, . . . , N − 1 , 1 ≤ p ≤ h , 0 ≤ m ≤ p − 1 , and a similar relation involving
F (h) , imply (b), for p = h , and the first part of (c), for p < h . (The q-binomial coefficient
in the second Eq. (2.80) is a special case of the general formula (2.26).) The second part
of (c) involving V
−ǫ(N)
N,p is obtained using
E(h)|Nh+ p, nh+ p+m〉 =
[
(N − n)h−m− 1
h
]
|Nh+ p, (n+ 1)h+ p+m〉 (2.81)
for N ≥ 1 , n = 0, 1, . . . , N − 2 , 1 ≤ p ≤ h− 1 , 0 ≤ m ≤ h− p− 1 (and a similar relation
for F (h)).
A (partial) information about an indecomposable representation is its content in terms
of irreducible modules, independently of whether they appear as its submodules or sub-
quotients. It is captured by the concept of the Grothendieck ring. We write R = R1+R2
if one of the representations in the right hand side is a subrepresentation of R while the
other is the corresponding quotient representation, and complete the structure to that
of an abelian group by introducing formal differences (so that e.g. R1 = R − R2 ) and
zero element, given by the vector {0} . To define the GR multiplication, we start with the
tensor product of irreducible representations defined by means of the coproduct,
(R1 ⊗R2)(x) =
∑
(x)
R1(x1)⊗R2(x2) , x ∈ U q , ∆(x) =
∑
(x)
x1 ⊗ x2 (2.82)
and further, represent each of the (in general, indecomposable) summands in the expansion
by the GR sum of its irreducible submodules and subquotients (thus ”forgetting” its
indecomposable structure).
In the case of the restricted QUEA Uq the GR is the commutative ring S2h generated
by the 2h irreducible representations V ±p , 1 ≤ p ≤ h , while the GR for U˜q in Fq
is generated by the irreducible representations V +p , V
ǫ(N)
N+1, p and V
−ǫ(N)
N, p for 1 ≤ p ≤
15
h , N = 1, 2, . . . . The GR content of VNh+p for 1 ≤ p ≤ h , N ∈ Z+ which replaces the
precise indecomposable structure given in Eqs. (2.75) and (2.77) is
GR (U q) : VNh+p = (N + 1)V
ǫ(N)
p +N V
−ǫ(N)
h−p (2.83)
and
GR (U˜q) : VNh+p = V
ǫ(N)
N+1, p + V
−ǫ(N)
N, h−p , (2.84)
respectively. Note that any VNh+p contains an odd number of irreducible U q modules of
type V + and an even number of modules of type V − . The same ”parity rule” is respected
by the decomposition of the U˜q IRs, described above, in terms of V
± .
Although all IRs of U q are contained in Fq , the restricted QUEA U q is not represented
faithfully in our Fock space. As we shall see in Section 3 below, the expression (2.67) for
the Casimir operator C in terms of qpˆ + q−pˆ on Fq implies that the radical of the centre
Zq of U q is represented trivially on the Fock space. Eq. (2.67) together with the first
equation (2.57) allows, on the other hand, to express the central element qhH of U q as a
polynomial of degree h in C . Indeed, the easily verifiable relations
(qhH + qhpˆ)Fq = 0 = (q
hpˆ − q−hpˆ)Fq (2.85)
imply (
qhH +
1
2
(qhpˆ + q−hpˆ)
)
Fq =
(
qhH + Th(
C
2
)
)
Fq = 0 , (2.86)
where Tm(x) is the Chebyshev polynomial of the first kind (deg Tm = m) defined by
Tm (cos t) = cosmt . (2.87)
It is all the more remarkable that the equation qhH +Th(
C
2 ) = 0 is valid algebraically i.e.,
not just when applied to Fq – see Eq. (3.15) in Section 3.2 below.
We end up this section by describing the structure of ideals (and quotients) of the
restricted quantum matrix algebra (1.2) and its extension A˜q ⊃ U˜q . They both admit a
sequence of nested ideals
Ih ⊃ I2h ⊃ . . . (2.88)
where INh is generated by all products of the form (a
i
β)
hν(ajγ)
h(N−ν) , ν = 0, 1, . . . , N .
The factor algebras ANh := Aq/INh ,
Ah ⊂ A2h ⊂ . . . (2.89)
(the inclusions in (2.89) are opposite to those of (2.88)) are all finite dimensional. We have
considered in our earlier work (see, e.g. [4]) the corresponding h2-dimensional Fock space
Fh = Ah|0〉 which only involves the irreducibles representations V
+
p of Uq and does not
admit a non-trivial extension to U˜q .
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3 The centre and the fusion ring of U q and
of its Lusztig extension U˜q
In this section we describe:
(1) the pair (U q ,D) as finite dimensional (factorizable and quasitriangular, respectively)
Hopf algebras;
(2) the centre Zq of U q and its relation to the GR of U q and U˜q .
To make the exposition self-contained, we have put together some basic facts and results of
[3, 32, 26, 33, 8] (using our conventions), completing occasionally the arguments. Theorem
3.1 and the proofs of Propositions 3.1 and 3.5 are new.
3.1 U q as a factorizable Hopf algebra. The Drinfeld
map
We begin by recalling the construction [8] of Uq as a factorizable Hopf algebra. To
begin with, the finite dimensional quantum double (U qb− , U qb+) possesses an universal
R-matrix given by the standard formula
Rdouble =
h−1∑
ν=0
4h−1∑
n=0
fνn ⊗ eνn (3.1)
where fνn is defined by (2.48) and
eµm =
(−λ)µq−
µ(µ−1)
2
4h [µ]!
4h−1∑
r=0
q
mr
2 Eµkr− , 〈eµm, fνn〉 = δµνδmn , (3.2)
form dual PBW bases of U qb− and U qb+ , respectively (the prefactor in eµm being fixed
by (2.47)).
Let A be an almost cocommutative Hopf algebra; given the universal R-matrix, we
can always construct the (universal) M -matrix M that commutes with the coproduct,
M := R21R =
∑
i
mi ⊗m
i ∈ A⊗ A ⇒ M∆(x) = ∆(x)M . (3.3)
A Hopf algebra is called factorizable, if both {mi} and {m
i} form bases of it; a finite
dimensional quantum double is always factorizable [32]. (The opposite extreme is the case
of triangular Hopf algebra for which R21 = R
−1 and hence, M = 1I⊗ 1I .)
From (3.1) and (3.2) one readily obtains the R-matrix for the quotient D obtained by
the identification k± ≡ k (2.51) (with k
4h = 1I ):
R =
1
4h
h−1∑
ν=0
q−
ν(ν−1)
2 (−λ)ν
[ν]!
F ν ⊗ Eν
4h−1∑
m,n=0
q
mn
2 km ⊗ kn ∈ D ⊗D . (3.4)
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It is easy to see that, evaluating the universal R-matrix (3.4) in the tensor square of the
two-dimensional representation (2.6) (for k = q
H
2 ), one obtains
Rf ≡ (πf ⊗ πf )R =
1
4h
(
1I2 ⊗ 1I2 − λF
f ⊗ Ef
) 4h−1∑
m,n=0
q
mn
2 qm
Hf
2 ⊗ qn
Hf
2 =
=

1 0 0 0
0 1 0 0
0 −λ 1 0
0 0 0 1


q−
1
2 0 0 0
0 q
1
2 0 0
0 0 q
1
2 0
0 0 0 q−
1
2
 = q 12

q−1 0 0 0
0 1 0 0
0 −λ 1 0
0 0 0 q−1
 ,(3.5)
which coincides with R of (2.15); one uses the summation formula
4h−1∑
m=0
q
mj
2 =
{
4h for j ≡ 0 mod 4h
0 otherwise
. (3.6)
We shall also give, for completeness, the formula for the finite dimensional counterpart
of (2.14):
R−121 =
1
4h
4h−1∑
m,n=0
q−
mn
2 km ⊗ kn
h−1∑
ν=0
q
ν(ν−1)
2 λν
[ν]!
Eν ⊗ F ν . (3.7)
Note that Rf and (R−121 )
f are of opposite triangularity.
The restricted QUEA Uq is the Hopf subalgebra of D generated by E , F and q
H =
k2 . Its dimension is 2h3 , a PBW basis being provided e.g. by the elements
{EµF νqnH , 0 ≤ µ, ν ≤ h− 1 , 0 ≤ n ≤ 2h− 1} . (3.8)
Clearly, Uq is not even almost cocommutative, since R (3.4) does not belong to its tensor
square. Remarkably however, the expression for the corresponding M -matrix obtained
from (3.4)
M =
1
2h
h−1∑
µ,ν=0
(−λ)µ+νq
ν(ν+1)−µ(µ−1)
2
[µ]![ν]!
2h−1∑
m,n=0
qmn+ν(n−m)EµF νqmH ⊗ FµEνqnH . (3.9)
only contains even powers of k and hence, belongs to U q ⊗U q [8]
5. Moreover, it is of the
formM =
∑2h3
i=1mi ⊗m
i where {mi} and {m
i} are two bases of Uq , and the latter fact
implies that U q is factorizable, while its quasitriangular ”double cover” D is not.
5Note that, to comply with our previous conventions for the zero modes, we have
chosen here the ”dual” Drinfeld double with respect to the one in [8], keeping the same
Hopf structure for U q . In effect, our universal R-matrix (3.4) coincides with R
−1
21 of [8]
and hence, the M -matrix (3.9) is the inverse of the one given by Eq. (4.4) of [8] (in which
there is a wrong q factor that, happily, does not affect the computation of the Drinfeld
images (4.6)).
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The relation between the ”universal”M -matrix (3.9) and the 2×2 monodromy matrix
with operator entries M (2.62) is simple and quite natural. Computing (πf ⊗ id)M , we
get (by taking first the sums in m )
(πf⊗id)M =
1
2h
2h−1∑
m,n=0
(
(qm(n+1) + λ2qmn+n+1FE) qnH −λ qm(n−1)FqnH
−λ qmn+n+1EqnH qm(n−1)qnH
)
= q
3
2M .
(3.10)
The inverse M -matrixM−1 = R−1R−121 can be considered as the monodromy associ-
ated to the alternative choice (R−121 ) for the R-matrix.
Suppose that A is a finite dimensional Hopf algebra (such that an M -matrix M ∈
A⊗ A exists), and let A∗ be its linear dual. The importance of the map
Dˆ : A∗ → A , φ 7→ (φ ⊗ id)(M) ≡
∑
(m)
φ(m1)m2 ∀φ ∈ A
∗ (3.11)
(called the Drinfeld map in [8]) has been clarified in [3]. Factorizable Hopf algebras are
those for which Dˆ is a linear isomorphism, so that Dˆ(A∗) = A and Dˆ is invertible (the
equivalence with the previous definition is a simple exercise of linear algebra).
The space of A-characters
Ch := {φ ∈ A∗ | φ(xy) = φ(S2(y)x) ∀x, y ∈ A} (3.12)
is an algebra under the multiplication defined by (φ1. φ2)(x) = (φ1 ⊗ φ2)∆(x) (for A
quasitriangular, this algebra is commutative [3]). Denote by Z the centre of A , and by
A∆ the subalgebra of A ⊗ A consisting of elements d such that [d , ∆(x)] = 0 ∀x ∈ A .
It has been proven by Drinfeld (Proposition 1.2 of [3]) that
φ ∈ Ch , d ∈ A∆ ⇒ (φ⊗ id)(d) ∈ Z . (3.13)
Since M ∈ A∆ , cf. (3.3), Dˆ also sends A-characters to central elements; more than that,
the restriction of the Drinfeld map on the A-characters has the special property to provide
a (commutative) algebra homomorphism Ch → Z (Proposition 3.3 of [3]),
Dˆ(φ1. φ2) = Dˆ(φ1) Dˆ(φ2) ∀φ1 , φ2 ∈ Ch (3.14)
which, for A factorizable, is in fact an isomorphism (Theorem 2.3 of [33]).
In this case we have an alternative description of the space of characters in terms of
more tractable objects – the elements of the centre Z .
3.2 The centre Zq of U q and its semisimple part
The restricted QUEA Uq has a (3h− 1)-dimensional centre Zq , cf. [8], which we proceed
to describe, starting with the algebra of the rescaled Casimir operator (2.66). The fol-
lowing Proposition provides a compact expression for the central element qhH , see (3.15)
(equivalent to (3.6) of [8] given there without derivation), as well as a proof of (3.16) which
only uses the defining relations of Uq .
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Proposition 3.1
(a) The central element qhH is related to C by
qhH = −Th(
C
2
) , (3.15)
where Th is the h-th Chebyshev polynomial of the first kind (2.87).
(b) The commutative subalgebra of U q generated by C is 2h-dimensional, the charac-
teristic equation of C being
P2h(C) :=
2h−1∏
s=0
(C − βs) = 0 , βs = q
s + q−s = 2 cos
sπ
h
. (3.16)
Proof We shall start by writing the formula (see, e.g., 1.395 in [21])
cosNt− cosNy = 2N−1
N−1∏
s=0
(cos t− cos(y +
2πs
N
)) (3.17)
for 2 cos t = C (2.66) and eiy =: Z (such that Z2N = 1) and applying it to the case when
C and Z are commuting operators in a finite dimensional space. We find
2 (TN(
C
2
)− ZN ) =
N−1∏
s=0
(C − Ze
2πis
N − Z−1e−
2πis
N ) for Z2N = 1I . (3.18)
Two special cases of (3.18): i) N = 2h , Z = 1I and ii) N = h , Z = qH−1 (for q obeying
(2.19) and q2hH = 1I ) give
2 (T2h(
C
2
)− 1I) = P2h(C) (3.19)
and
2 (Th(
C
2
) + qhH) =
h−1∏
s=0
(C − qH−2s−1 − q−H+2s+1) , (3.20)
respectively. The following relations can be easily proved by induction in r :
λ2rErF r =
r−1∏
s=0
(C−qH−2s−1−q−H+2s+1) , λ2rF rEr =
r−1∏
s=0
(C−qH+2s+1−q−H−2s−1) .
(3.21)
Setting r = h and using (2.20), we deduce that the product in (3.20) vanishes, proving
(a). Further, since T2m(cos t) = cos 2mt = 2 (Tm(cos t))
2 − 1 , (b) follows from (3.19) and
(3.15):
P2h(C) = 4 ( q
2hH − 1I) = 0 . (3.22)
Hence, P2h is indeed the characteristic polynomial of C ∈ Zq .
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Since β2h−p = βp and βp 6= βr , 0 ≤ p 6= r ≤ h , there are only h + 1 different
characteristic numbers βs in (3.19); noting that β0 = 2 = −βh , one can write
P2h(x) = (x
2 − 4)
h−1∏
p=1
(x− βp)
2 ≡ (x2 − 4)(Uh(x))
2 , (3.23)
where Um(x) , m ≥ 0 are related to the Chebyshev polynomials of the second kind,
Um(2 cos t) =
sinmt
sin t
⇒ Um(2) = m, U2(x) = x . (3.24)
As it is easy to see, Um satisfy the recursion relation
Um+1(x) = xUm(x)− Um−1(x) , m ≥ 1 , U0(x) = 0 , U1(x) = 1 (3.25)
so that all Um are monic polynomials and deg Um = m − 1 . The equality Uh(x) =∏h−1
p=1 (x−βp) simply follows from here since, by (3.24), Uh(βp) =
[hp]
[p] = 0 , 1 ≤ p ≤ h−1 .
Eq. (3.23) implies that C admits the following canonical (Jordan form) decomposition,
C =
h∑
s=0
βses +
h−1∑
p=1
wp , eses′ = δss′es , eswp = δspwp , wpwp′ = 0 , (3.26)
in terms of h+1 central idempotents es , 0 ≤ s ≤ h ,
∑h
s=0 es = 1I , and h− 1 nilpotent
central elements wp , 1 ≤ p ≤ h− 1 , so that
(C − β0) e0 = 0 = (C − βh) eh , (C − βp) ep = wp , (C − βp)wp = 0 . (3.27)
The following standard consideration shows that the expansion (3.26) is actually unique,
with es , wp (expressible as polynomials of degree 2h− 1 in C) satisfying (3.26). To this
end we introduce the polynomialsQ(0)(x) and Q(h)(x) (of degree 2h−1 ) and Q(p)(x) , 1 ≤
p ≤ h− 1 (of degree 2h− 2 ), setting
P2h(x) = (x−β0)Q
(0)(x) = (x−βh)Q
(h)(x) = (x−βp)
2Q(p)(x) , 1 ≤ p ≤ h−1 . (3.28)
It follows from (3.26) that
f(C) =
h∑
s=0
f(βs) es +
h−1∑
p=1
f ′(βp)wp (3.29)
for any (polynomial) function f of C . Using, further,
Q(s)(βr) = 0 for 0 ≤ s 6= r ≤ h , (Q
(p))′(βr) = 0 for 1 ≤ p 6= r ≤ h−1 , (3.30)
we find the relations
Q(p)(C) = Q(p)(βp) ep + (Q
(p))′(βp)wp , (C − βp)Q
(p)(C) = Q(p)(βp)wp (3.31)
21
which one can solve for wp and ep .
The centre Zq is not exhausted by the 2h-dimensional space of polynomials of the
Casimir operator. The algebra U q admits a Z-gradation such that deg(q
H) = 0 , deg(E) =
1 , deg(F ) = −1 and, due to (2.20), only 2h − 1 of the homogeneous subspaces are
nontrivial:
U q = ⊕
h−1
ℓ=1−hu
(ℓ)
q , dimu
(ℓ)
q = 2h(h− |ℓ|) , (3.32)
As qHx = q2ℓx qH ∀x ∈ u
(ℓ)
q , it is clear that Zq is the subalgebra of the 2h
2-dimensional
algebra
u(0)q = Span {E
rF rqjH , 0 ≤ r ≤ h− 1 , 0 ≤ j ≤ 2h− 1} , (3.33)
singled out by the additional conditions [E, z] = 0 = [F, z] ∀z ∈ Zq ⊂ u
(0)
q .
The characteristic equation for qH ∈ U q ,
q2hH = 1I ⇔
2h−1∏
s=0
(qH − qs) = 0 , (3.34)
leads to its decomposition in terms of the idempotents ts projecting on the eigenspaces
corresponding to the eigenvalues qs , 0 ≤ s ≤ 2h− 1 :
qH =
∑
s∈Z/2hZ
qsts , tstr = δsrts (⇒ q
jH =
∑
s∈Z/2hZ
qjsts ,
∑
s∈Z/2hZ
ts = 1I ) ,
ts =
1
2h
∑
j∈Z/2h Z
q−jsqjH , E ts = ts+2mod 2hE , F ts = ts−2mod 2hF . (3.35)
Introduce the projectors [26, 8]
π+p =
p−1∑
m=0
t2m−p+1 , π
−
p =
h−1∑
m=p
t2m−p+1 , 1 ≤ p ≤ h− 1 (3.36)
(one has, in particular, π+1 = t0 , π
−
h−1 = th) . Note that π
+
p projects exactly on the
eigenvectors of qH contained in V +p , and π
−
p – on those in V
−
h−p , since
{q2m−p+1}h−1m=p = {−q
2m−(h−p)+1}h−p−1m=0 .
The projectors π±p themselves do not belong to Zq , but one can check that the products
w±p := π
±
p wp , 1 ≤ p ≤ h− 1 (3.37)
do: [E,w±p ] = 0 = [F,w
±
p ] . The relation
∑h−1
m=0 q
−2jm = h (δj0 + δjh) for 0 ≤ j ≤ 2h− 1
implies
π+p + π
−
p =
h−1∑
m=0
t2m−p+1 =
1
2
(1I− (−1)pqhH) ∈ Zq , (3.38)
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cf. (3.35). Furthermore (cf. Eqs. (3.15) and (3.27)),
qhHwp = −Th(
1
2
C)wp = −Th(
1
2
βp)wp = −Th(cos
pπ
h
)wp = (−1)
p−1wp (3.39)
⇒ w+p + w
−
p = (π
+
p + π
−
p )wp = wp . (3.40)
Thus the (3h − 1)-dimensional centre Zq of U q is spanned by the h + 1 idempotents
e0, e1, . . . , eh−1, eh , and the 2(h− 1) nilpotent elements w
±
1 , . . . , w
±
h−1 forming its radical
(the largest nilpotent ideal):
er es = δrs er , 0 ≤ r, s ≤ h ,
er w
±
p = δrp w
±
p , 0 ≤ r ≤ h , 1 ≤ p ≤ h− 1 ,
wαpw
β
t = 0 , 1 ≤ p , t ≤ h− 1 , α, β = ± . (3.41)
The centre of U q is not represented faithfully in our Fock space Fq where, as it follows
from Eq. (2.67), C satisfies in fact the polynomial equation of degree h+ 1
Qh+1(C) = 0 , Qh+1(x) :=
h∏
p=0
(x− βp) = (x
2 − 4)Uh(x) . (3.42)
(cf. (3.23)). It is easily verified, by using (3.31), (2.67) and (2.55), that the nilpotent
elements wp (and hence, the whole radical) annihilate any vector of the Fock space Fq .
This means that the centre ZFq of the ”radical free” algebra U
F
q (the quotient of U q that
is represented faithfully in our Fock space Fq ) is spanned by the idempotents {ep}
h
p=0
alone. They can be now found from h∏
s=0
s 6=p
(βp − βs)
 ep = h∏
s=0
s 6=p
(C − βs) ⇒ (C − βp) ep = 0 , 0 ≤ p ≤ h . (3.43)
3.3 Drinfeld map of canonical U q characters
A balancing element g ∈ A is a group-like element, ∆(g) = g ⊗ g , satisfying
S2(x) = g x g−1 ∀x ∈ A (3.44)
(for a general Hopf algebra, its existence is not granted, and it may be not unique). U q
admits exactly two different balancing elements, qH and q(h+1)H (related by multiplication
with a central element); we shall choose in what follows g = qH .
A canonical A-character (or q-character) ChgV is defined, for a given balancing element
g and any finite dimensional representation πV of A , by
ChgV (x) := TrπV (g
−1x) ∀x ∈ A . (3.45)
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Any q-character satisfies the condition (3.12) (and hence, ChgV ∈ Ch ):
ChgV (S
2(y)x) = TrπV (g
−1S2(y)x) = TrπV (yg
−1x) = TrπV (g
−1xy) = ChgV (xy) . (3.46)
Note that both the Grothendieck ring (whose definition has been recalled in Section
2.3) and the q-characters do not depend on the reducibility of the representations. More-
over, the following property holds.
Proposition 3.2 ([3]) The map of the Grothendieck ring of A to the space of q-characters
given by V → ChgV ⊂ Ch is an algebra homomorphism.
This means that, on top of the obvious relation ChgV1+V2 = Ch
g
V1
+ ChgV2 , one has
ChgV1⊗V2 = Ch
g
V1
. ChgV2 where (φ1.φ2)(x) := (φ1⊗φ2)∆(x) ∀φ1 , φ2 ∈ Ch . (3.47)
The proof uses the identity πV1⊗V2 = (πV1 ⊗ πV2)∆ , the group-like property of the
balancing element g (3.44) implying ∆(g−1x) = (g−1 ⊗ g−1)∆(x) , and the equality
Tr(A⊗B) = TrA TrB .
The algebra of the q-characters of U q is a proper subalgebra of Ch in the sense that
there are U q characters that are not traces of representations generated (by taking sums
and tensor products) from the set {V ǫp } (2.68) of irreducible ones. Indeed, as it will
become clear, the algebra of q-characters of U q is isomorphic to the algebra generated
by the Casimir operator C and hence has dimension 2h , while Ch , being isomorphic to
the whole centre Zq , is (3h − 1)-dimensional. Spanning the whole space of characters
requires thus taking, in addition, into account some ”pseudotraces” (cf. [11, 19]) over
(indecomposable) projective modules.
The existence of an M -matrix for U q allows to define a map from the GR S2h to the
centre Zq of Uq through
D(V ) := Dˆ(ChgV ) ∈ Zq , (3.48)
see (3.11). Drinfeld’s proof of (3.14) implies the following commutative algebra homomor-
phism S2h → Zq :
D(V1.V2) = Dˆ(Ch
g
V1⊗V2
) = Dˆ(ChgV1 . Ch
g
V2
) = D(V1).D(V2) . (3.49)
Proposition 3.3 (cf. [8]) The Drinfeld images of the U q irreducible characters
dǫp := D(V
ǫ
p ) = (TrπV ǫp q
−H ⊗ id)M ∈ Zq (3.50)
are given by
d+p =
p−1∑
s=0
s∑
µ=0
[
µ+ p− s− 1
µ
] [
s
µ
]
λ2µFµEµq(µ+p−2s−1)(H+µ+1) ,
d−p = − q
hH d+p , 1 ≤ p ≤ h . (3.51)
24
Proof To evaluate the traces in (3.50), one should have in mind that ChgV (x) 6= 0 for
x ∈ u
(0)
q only, cf. (3.45) and (3.33), as well as
TrπV ǫpE
µFµqjH = ǫj+µ([µ]!)2
p−1∑
s=0
qj(2s−p+1)
[
µ+ p− s− 1
µ
] [
s
µ
]
. (3.52)
To prove (3.52), one uses (3.21), (2.67) and (2.69) to derive
EµFµqjH |p,m〉ǫ =
1
λ2µ
qjH
µ−1∏
s=0
(C − qH−2s−1 − q−H+2s+1) |p,m〉ǫ =
= ǫj+µ qj(2m−p+1)
µ−1∏
s=0
qp + q−p − q2(m−s)−p − qp−2(m−s)
λ2
|p,m〉ǫ =
= ǫj+µ qj(2m−p+1)
µ−1∏
s=0
[p−m+ s][m− s] |p,m〉ǫ =
= ǫj+µ([µ]!)2 qj(2m−p+1)
[
µ+ p−m− 1
µ
] [
m
µ
]
|p,m〉ǫ . (3.53)
The Drinfeld maps dǫp = D(V
ǫ
p ) (3.50) are thus given, in view of (3.9) and (3.52), by
dǫp =
1
2h
h−1∑
µ=0
2h−1∑
m,n=0
λ2µ qµ
([µ]!)2
qmn+µ(n−m)
(
TrV ǫp (E
µFµq(m−1)H)
)
FµEµqnH = (3.54)
=
1
2h
h−1∑
µ=0
2h−1∑
m,n=0
ǫµ+m−1qm(n−µ)+µ(n+1)λ2µ
p−1∑
s=0
q(m−1)(2s−p+1)
[
µ+ p− s− 1
µ
] [
s
µ
]
FµEµqnH .
For ǫ = +1 , taking the sum over m makes the summation in n automatic; on the other
hand, assuming ǫ = −1 (= qh) is equivalent to multiplying the result for ǫ = +1 by
− qhH , arriving eventually at (3.51).
We find, in particular,
d+1 = 1I , d
+
2 = C , d
−
1 = − q
hH = Th(
C
2
) . (3.55)
The result for d+2 could have been foreseen from (3.10), since
d+2 ≡ (TrV +2
⊗ id) ((q−H ⊗ 1I)M) = q
3
2 Tr (q−H
f
M) = (3.56)
= Tr
{(
q−1 0
0 q
)(
qλ2FE + q−H −λFqH
−qλE qH
)}
= λ2FE + q−H−1 + qH+1 = C ,
cf. (2.66). Note that the alternative choice of the balancing element (g = qH+1 , as in [8])
would lead to the opposite sign in (3.56), cf. (4.7) of [8].
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It turns out that the Drinfeld images of the canonical characters are insensitive to the
changeM ↔ M−1 . The fact that the expression
(TrπV ǫp q
−H ⊗ id)M−1 = (3.57)
=
1
2h
h−1∑
µ=0
2h−1∑
m,n=0
ǫµ+m−1qm(µ−n)−µ(n+1)λ2µ
p−1∑
s=0
q(m−1)(p−2s−1)
[
µ+ p− s− 1
µ
] [
s
µ
]
EµFµqnH
coincides with (3.54) follows e.g. from the observation that it reproduces the values (3.55)
for d±1 and d
+
2 (and the latter generate the algebra D(V ) (3.48), see the next subsection).
This is confirmed by the following trivial calculation:
q−
3
2 Tr (q−H
f
M−1) = Tr
{(
q−1 0
0 q
)(
qH λ qHF
q−1λE q−1λ2EF + q−H
)}
=
= λ2EF + qH−1 + q1−H = C (= d+2 ) . (3.58)
3.4 The Grothendieck ring of U q and of U˜q
It has been shown in [8] that the multiplication rules for the GR S2h in terms of the
irreducible representations of U q are
V ǫp . V
ǫ′
p′ =
p+p′−1∑
s=|p−p′|+1
s−p−p′=1mod 2
V˜ ǫǫ
′
s , 1 ≤ p , p
′ ≤ h , ǫ , ǫ′ = ± ,
V˜ ǫs =
{
V ǫs for 1 ≤ s ≤ h
V ǫ2h−s + 2V
−ǫ
s−h for h+ 1 ≤ s ≤ 2h− 1
, (3.59)
which can be equivalently encoded in the GR products of V ±s , 1 ≤ s ≤ h with V
+
1
and V +2 only; indeed, the following subset of relations (3.59) is sufficient for the recursive
reconstruction of the whole set:
V +1 .V
ǫ
1 = V
ǫ
1 , V
+
2 .V
ǫ
1 = V
ǫ
2 ,
V ǫp .V
+
2 = V
ǫ
p−1 + V
ǫ
p+1 , 2 ≤ p ≤ h− 1 , V
ǫ
h .V
+
2 = 2 (V
ǫ
h−1 + V
−ǫ
1 ) . (3.60)
The Fock space representation makes it natural to express the GR fusion rules of both
U q and U˜q in terms of the infinite number of representations Vp generated by homogeneous
polynomials of a1α of degree p− 1 for p = 1, 2, . . . acting on the vacuum, cf. (2.55) albeit,
except for the first h values of p , the latter are not irreducible.
Theorem 3.1
(a) The Grothendieck ring multiplication rules for Vp are of su(2) type,
Vp .Vp′ =
p+p′−1∑
p′′=|p−p′|+1
p′′−p−p′=1mod 2
Vp′′ , p = 1, 2, . . . . (3.61)
26
Eqs. (3.59) and (3.61) provide equivalent descriptions of the U q Grothendieck fusion
algebra.
(b) The Grothendieck ring of U˜q is equivalent to the ”bosonic” subring of S2h containing
an even number of negative parity irreducible modules of Uq (i.e., of type V
− ). This
”parity rule” is respected by the decomposition (3.61).
Remark 3.1 The content of the right hand side of (3.61) can be already anticipated by
interpreting the results of [30, 12] about the tensor product expansion of two irreducible
Vp (i.e., for 1 ≤ p ≤ h ) ”from the GR point of view”, or by taking into account the well
known fact that a relation analogous to (3.61) holds (again for tensor products but this
time without restriction on p ) for q generic when all the representations Vp are irreducible;
in the GR context, one can expect it to remain true after specializing q to a root of unity
as well.
Proof
(a) Since the subset of relations (3.61) for p′ = 1, 2 implies all the rest, it is sufficient to
prove only these using (2.83) and (3.60), which is a straightforward calculation. Conversely,
to show that (3.60) (and hence, (3.59)) follow from (3.61), one uses (2.83) to express V −p
as
V −p =
1
2
(Vh+p − Vh−p) , 1 ≤ p ≤ h . (3.62)
To do this, one should consider (3.61) and (3.59) – defining, strictly speaking, a semiring
that can be extended, however, in a unique way to a true ring – as relations in the
Grothendieck fusion algebra. For the present purpose it suffices to consider the latter over
Q but, having in mind the relation with Zq , it is appropriate to extend it as an algebra
over C .
(b) The first part of the proposition follows from the description, given in Section 2.3, of
the U q content of the U˜q irreducible modules, combined with the easily verifiable fact
that the additive subgroup of S2h characterized by an even number of IR of type V
− is
also closed with respect to (Grothendieck) multiplication; note that, in the case of U˜q , we
have in mind the true ring structure (as a ”module over the integers”) of S2h . The second
assertion, which is in agreement with (3.62), follows from the ”bosonic nature” of Vp , see
(2.83).
It is clear that the relations contained in the infinite set (3.61) are not independent,
and the following construction (cf. [8]) illustrates this in a nice way. Since the Drinfeld
map D relates, as an isomorphism of associative commutative algebras [3, 33, 8], S2h
to the 2h-dimensional subalgebra of the centre generated by the Casimir operator (2.66),
S2h
D
−→ D2h ⊂ Zq , the algebra of the corresponding central elements provides in the
same time a description of the Uq GR S2h . From (3.61) for p
′ = 2 and (3.55) one derives
D(Vp) = Up(C) , p ∈ Z+ , (3.63)
where Up(x) are the Chebyshev polynomials of the second kind (3.24) satisfying (3.25).
Using (2.83) for N = 0 and (3.62), one sees that the Drinfeld images (3.50) of the U q
irreducible representations are given by
d+p = Up(C) , d
−
p =
1
2
(Uh+p(C)− Uh−p(C)) , 1 ≤ p ≤ h . (3.64)
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We end up this section with the proof of two important propositions announced in [8].
The following characterization of the GR S2h provides an important application of the
expression (3.23) for P2h .
Proposition 3.4 The Grothendieck ring S2h – or, equivalently, its Drinfeld image D2h =
D(S2h) – is isomorphic to the quotient of the algebra C [x] of polynomials of a single
variable with respect to the ideal, generated by
P2h(x) := U2h+1(x) − U2h−1(x) − 2U1(x) ≡ U2h+1(x)− U2h−1(x) − 2 . (3.65)
The polynomial P2h(x) coincides with the one defined by (3.16).
Proof One can easily check indeed, see [8], that with (3.64) and (3.25) one automatically
reproduces all the relations (for the corresponding Drinfeld images) in (3.60), except for
the (last) one for V −h . V
+
2 which requires that the product
U2(C) .
1
2
(U2h(C) − U0(C)) ≡
1
2
(U2h+1(C) + U2h−1(C))
should be equal to
(U2h−1(C)− U1(C)) + 2U1(C) ≡ U2h−1(C) + U1(C) ,
and hence, P2h(C) = 0 . To demonstrate that the two definitions (3.65) and (3.16) of
P2h(x) coincide, one uses (3.24) and (2.87) to derive
Um+1(2 cos t)− Um−1(2 cos t) = 2Tm(cos t) , (3.66)
and then applies (3.19).
The decomposition (3.26) shows that the subalgebra D2h ⊂ Zq is generated by
{es}
h
s=0 and {wp}
h−1
p=1 . Its radical, hence, is of dimension (h − 1) , being spanned by
{wp}
h−1
p=1 . The annihilator Kh+1 of the radical of D2h is (h + 1)-dimensional, including
the elements of the radical itself, and also e0 and eh , see (3.41). Let Kh+1 be the ideal
of the GR S2h spanned by
Kr := V
+
r + V
−
h−r , 0 ≤ r ≤ h , (3.67)
(K0 ≡ V
−
h and Kh ≡ V
+
h since V
± = {0} , cf. (2.76)). Kh+1 is the ”Verma-module ideal”
of [8]; it is easy to see, using (3.60), that the Grothendieck products with V +2 of the set of
the h-dimensional spaces (3.67) are expressed again as sums of the latter, so that indeed
S2h .Kh+1 ⊂ Kh+1. Using (3.29) and (3.64), one can prove the following
Proposition 3.5 The Drinfeld map D(Kh+1) of the Verma-module ideal coincides with
the annihilator Kh+1 of the radical of D2h . The quotient D2h/Kh+1 is isomorphic to the
fusion ring of the unitary ŝu(2)h−2 WZNW model.
Proof Applying (3.64), one gets for the Drinfeld images κr := D(Kr)
κp = d
+
p + d
−
h−p =
1
2
(Up(C) + U2h−p(C)) , 1 ≤ p ≤ h− 1 ,
κh = d
+
h = Uh(C) , κ0 = d
−
h =
1
2
U2h(C) (3.68)
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or, equivalently,
κr =
1
2
h∑
s=0
(U2h−r(βs) + Ur(βs)) es +
1
2
h−1∑
t=1
(U
′
2h−r(βt) + U
′
r (βt))wt , 0 ≤ r ≤ h (3.69)
(cf. (3.29)). Since, for any r , Ur(βs) = Ur(2 cos
sπ
h ) =
[rs]
[s] , it follows that
Uh(βs) = 0 = U2h(βs) , 1 ≤ s ≤ h− 1 (3.70)
and
Up(βs) + U2h−p(βs) =
[p s] + [(2h− p)s]
[s]
= 0 , 1 ≤ p , s ≤ h− 1 . (3.71)
This means that all the coefficients of {es}
h−1
s=1 in the right hand sides of Eqs. (3.69) are
zero, so that any element of D(Kh+1) annihilates the radical of D2h . On the other hand,
the coefficients of e0 and eh in (3.69) are simply given by
1
2
(U2h−r(2) + Ur(2)) = h ,
1
2
(U2h−r(−2) + Ur(−2)) = (−1)
r−1h , (3.72)
respectively. From (3.24) we get U
′
r (βt) =
r βrt−βt
[rt]
[t]
(qt−q−t)2 , so that the Drinfeld images (3.68)
are given by
κr = h
(
e0 + (−1)
r−1eh + λ
−2
h−1∑
t=1
βrt
[t]2
wt
)
, 0 ≤ r ≤ h . (3.73)
The (h+ 1)× (h+ 1) symmetric matrix
A(h) = (Ars) , Ars = cos
rsπ
h
, r, s = 0, 1, . . . , h (3.74)
is invertible, as its determinant6
detA(h) = (−1)
h(h+1)
2 2
3−h
2 h
h+1
2 = 4
(
(−1)hh
2
)h+1
2
(3.75)
does not vanish. Thus the set {κr}
h
r=0 provides another basis of the annihilator Kh+1 of
the radical of D2h , i.e., D(Kh+1) = Kh+1 . The (h− 1)-dimensional quotient D2h/Kh+1 is
spanned therefore by the equivalence classes of elements ep+x , 1 ≤ p ≤ h− 1 , x ∈ Kh+1
and the canonical images Dp =
∑h−1
s=1
[p s]
[s] , 1 ≤ p ≤ h − 1 of D(V
+
p ) in the quotient
form a basis in D2h/Kh+1 . Due to the well-known property of the quantum brackets, Dp
reproduce the fusion rules
DpDp′ =
h−1−|h−p−p′|∑
p′′=|p−p′|+1
p′′−p−p′=1mod 2
Dp′′ , 1 ≤ p, p
′ ≤ h− 1 (3.76)
6The authors thank Alexander Hadjiivanov for suggesting formula (3.75). It has been
then numerically verified up to large values of h .
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for primary fields of isospins 0 ≤ I, I ′ ≤ h2 − 1 in the unitary ŝu(2)h−2 WZNW model for
p = 2I + 1 , p′ = 2I ′ + 1 .
4 Duality between U˜q and braid group repre-
sentations
4.1 Statement of the problem. Definition of the braid
group module S4(p)
It follows from the very definition of the R-matrix as an intertwiner between the, say
Uq , coproduct and its opposite, and of the braid operator, Rˆ = RP , where P stands
for permutation, that the braid group Bn realized in the n-fold tensor product of a U˜q
module Vp , belongs to the commutant of the U˜q action. This provides a correspondence
between the representations of U˜q and Bn which can be viewed as a deformation of the
well known Schur-Weyl duality between the representations of U(k) (or GL(k,C) ) and
the permutation group Sn , both acting in the n-fold tensor power of C
k .
The knowledge of the p-dimensional realization of B4 in the space of su(2) current
algebra blocks allows to establish another type of duality relation between QUEA and
braid group representations. Such a relation has been studied in the case of (unitary)
irreducible representations of U˜q , corresponding to integrable ŝu(2)h−2 modules. The set
of associated U˜q-covariant chiral primary fields, however, is not closed under fusion. Thus,
we have to study the above relation for indecomposable current algebra and U˜q modules
as well. We do this in Section 4.2 for the group B4 acting on the space S4(p) of 4-point
blocks which we proceed to introduce.
Let F (p) be a p-dimensional (unitary) irreducible SU(2) module characterized by its
isospin Ip or weight 2Ip = p− 1 , and J(p) = Inv (F (p)
⊗4 ) – the p-dimensional space of
invariant tensors in the 4-fold tensor product of F (p) . The space S4(p) is defined as the
space of tensor valued functions w = w(z1 , . . . , z4) ∈ J(p) which
(i) satisfy the KZ equationh ∂
∂za
−
4∑
b=1
b6=a
Ωab
zab
 w(z1 , . . . , z4) = 0 , zab = za − zb , Ωab = Ωba , (4.1)
where Ωab = 2
−→
Ia .
−→
Ib are the polarized Casimir operators acting nontrivially only on the
tensor product Fa(p)⊗ Fb(p) ;
(ii) are Mo¨bius invariant with respect to the tensor product of positive energy representa-
tions of SU(1, 1) of conformal weight (minimal energy)
∆p =
Ip(Ip + 1)
h
=
p2 − 1
4h
. (4.2)
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It follows from these assumptions that the function w is, in general, multivalued
analytic with possible singularities (branch points) at coinciding arguments. We define
the principal branch of w as the solution in a complex neighbourhood of the real open
set z1 > z2 > z3 > z4 > 0 given by a convergent Taylor expansion in the variables
za+1
za
, a = 1, 2, 3 . This allows to define, using analytic continuation along appropriate
homotopy classes of paths, a (p-dependent) monodromy representation of the braid group
B4 of four strands. We shall demonstrate in Section 4.2 that for any N ≥ 1 and 1 ≤
p ≤ h − 1 the B4 module S4(Nh + p) admits an N(h − p)-dimensional braid invariant
submodule. Moreover, we shall establish a precise duality between the (indecomposable)
structure of S4(p) , p = 1, 2, . . . and that of the homogeneous subspaces Vp of the zero
modes Fock space Fq .
4.2 Indecomposable structure of the B4 module S4(p)
We shall use the methods and results of [28] and [37] to write down explicitly the B4 action
on S4(p) . To begin with, we shall view each Fa(p) , a = 1, 2, 3, 4 as a space of polynomials
of degree (2I =) p−1 in a variable ζa . Then the SU(2)-invariant 4-point blocks w appear
as homogeneous polynomials of degree 2(p − 1) in the differences ζab = ζa − ζb . We can
express w in terms of an amplitude f that depends on two invariant cross ratios, writing
w(ζ1, z1; . . . ; ζ4, z4) = Dp (ζab , zab) f(ξ, η) , Dp =
(
z13z24
z12z34z14z23
)2∆p
(ζ13ζ24)
p−1 ,
(4.3)
where zab = za − zb ,
ξ =
ζ12ζ34
ζ13ζ24
, η =
z12z34
z13z24
, (4.4)
and f is a polynomial in ξ of degree not exceeding p− 1 . The Casimir operators are then
transformed into differential operators in ξ and the KZ equation (4.1) assumes the form(
h
∂
∂η
−
C12
η
+
C23
1− η
)
f = 0 , Cab = (
−→
Ia +
−→
Ib )
2 = Ωab +
p2 − 1
2
(4.5)
or, explicitly,
C12 = (p− 1)(p− (p− 1) ξ)− (2(p− 1)(1− ξ) + ξ) ξ
∂
∂ξ
+ ξ2(1 − ξ)
∂2
∂ξ2
,
C23 = (p− 1)(p− (p− 1)(1− ξ)) + (2(p− 1)ξ + 1− ξ)(1− ξ)
∂
∂ξ
+ ξ(1− ξ)2
∂2
∂ξ2
. (4.6)
A regular basis of the p linearly independent solutions { f
(p)
µ = fµ(ξ, η) , µ = 0, 1, . . . ,
p − 1} of Eqs. (4.5), (4.6) has been constructed in [37] in terms of appropriate multiple
contour integrals. We shall only use here the well defined7 explicit braid group action on
7By contrast, the commonly used ”s-basis” that pretends to diagonalize the braid
matrix B1 actually does not exist, yielding ”singular braid matrices” for p ≥ h .
31
fµ (and wµ = Dp fµ ). If Bi corresponds to a rotation of the pair of world sheet variables
(zi , zi+1) at an angle π in the positive direction and a simultaneous exchange ζi ⇄ ζi+1 ,
we have
B1 (= B3) : fµ(ξ, η) → (1− ξ)
p−1(1− η)4∆pfµ(
ξ
ξ − 1
,
e−iπη
1− η
) = fλ(ξ, η)B1
λ
µ ,
B2 : fµ(ξ, η) → ξ
p−1η4∆pfµ(
1
ξ
,
1
η
) = fλ(ξ, η)B2
λ
µ , (4.7)
where (Bi
λ
µ) , i = 1, 2 are (lower and upper, respectively) triangular p× p matrices:
B1
λ
µ = (−1)
p−λ−1qλ(µ+1)−
p2−1
2
[
λ
µ
]
,
B2
λ
µ = (−1)
λq(p−λ−1)(p−µ)−
p2−1
2
[
p− λ− 1
p− µ− 1
]
, λ , µ = 0, 1, . . . , p− 1 . (4.8)
We shall be only interested in what follows in the representations of B4 (equivalent
to those) explicitly given by (4.8). They can be partly characterized by the condition on
the eigenvalues of the generators
(Bi
λ
λ)
4h = 1 , i = 1, 2, 3 , λ = 0, 1, . . . , p− 1 (4.9)
on top of the general requirements
BiBi+1Bi = Bi+1BiBi+1 , i = 1, 2 , B1 = B3 ,
B1B2B
2
3B2B1 ≡ (B1B2B1)
2 = (B2B1B2)
2 = (−1)p−1q1−p
2
1I . (4.10)
Theorem 4.1 The p-dimensional B4 modules S4(p) have a structure dual to that of the
U˜q modules Vp in the following sense.
(a) S4(p) are irreducible for 1 ≤ p ≤ h− 1 and for p = Nh , N ≥ 1 .
(b) For N ≥ 1 , 1 ≤ p ≤ h − 1 , S4(Nh + p) is indecomposable, with structure ”dual” to
that displayed by the exact sequence (2.77):
0 → S(N, h− p) → S4(Nh+ p) → S˜(N + 1, p) → 0 , (4.11)
where S(N, h− p) is the N(h− p)-dimensional invariant subspace of S4(Nh+ p) spanned
by the vectors
S(N, h− p) = Span { f (Nh+p)µ , µ = nh+ p , . . . , (n+ 1)h− 1 }
N−1
n=0 , (4.12)
which carries an IR of B4 ; the (N+1)p-dimensional quotient space S˜(N+1, p) also carries
an IR of the braid group.
Proof The fact that the subspace S(N, h − p) (4.12) is B4 invariant follows from the
observation that the ((Nh+ p)-dimensional) matrices (4.8) satisfy
B1
mh+α
nh+β ∼
[
mh+ α
nh+ β
]
∼
[
α
β
](m
n
)
= 0 , (4.13)
B2
mh+α
nh+β ∼
[
(N −m)h+ p− α− 1
(N − n− 1)h+ h+ p− β − 1
]
∼
[
p− α− 1
h+ p− β − 1
](
N −m
N − n− 1
)
= 0
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for m = 0 , . . . , N, 0 ≤ α ≤ p − 1 and n = 0 , . . . , N − 1 , p ≤ β ≤ h − 1 , cf. (2.26)
(since α < β and p − α − 1 < h + p − β − 1 ). An inspection of the same expressions
(4.8) allows to conclude that the space S(N, h − p) has no B4 invariant complement in
S4(Nh + p) which is, thus, indeed indecomposable. It is also straightforward to verify
that the quotient space
S4(Nh+ p)/S(N, h− p) ≃ S˜(N + 1, p) (4.14)
carries an IR of B4 .
We thus see that the indecomposable representations VNh+p (of U˜q ) and S4(Nh+ p)
(of B4 ) contain the same number (two) of irreducible components (of the same dimensions),
but the arrows of the exact sequences (2.77) and (4.11) are reversed. This sums up the
meaning of duality for indecomposable representations.
For p = h − 1 , the B4 invariance and irreducibility of the space S(N, 1) spanned by
{ f
(mh−1)
µ }Nm=1 (cf. (4.12)) has been displayed by A. Nichols in [29].
Remark 4.1 We note that the difference of conformal dimensions
∆2Nh+p −∆p = N(Nh+ p) , 1 ≤ p ≤ h− 1 , N = 1, 2, . . . (4.15)
is a (positive) integer, which explains the similarity of the corresponding braid group
representations S4(p) and S4(2Nh+ p) .
Remark 4.2 There is a unique 1-dimensional subspace S(1, 1) ∈ S4(2h− 1) among the
B4 invariant subspaces displayed in Theorem 4.1 corresponding to a (non-unitary) local
field of isospin and conformal dimension h− 1 :
∆2h−1 =
(2h− 1)2 − 1
4h
= h− 1 =
I(I + 1)
h
for I = h− 1 . (4.16)
It has rational correlation functions (in particular, the 4-point amplitude f
(2h−1)
h−1 (ξ, η) is a
polynomial [24]) and gives rise to a local extension of the ŝu(2)h−2 current algebra whose
superselection sectors involve direct sums of the type
S4(p)⊕ S(1, p) for 1 ≤ p ≤ h− 1 , (4.17)
where S(1, p) is the p-dimensional invariant subspace of S4(2h− p) .
4.3 Concluding remarks
It has been argued in [8, 9] that a Kazhdan-Lusztig type correspondence holds between
the Grothendieck fusion rings of the logarithmic c1p minimal model and of the restricted
QUEA U q . Theorem 4.1, proven in the preceding subsection, indicates the presence of
a more precise duality relation between monodromy representations of the braid group
acting on solutions of the KZ equation and the Fock space representations Vp of U˜q ,
involving arrow reversal in the exact sequences describing the corresponding indecompos-
able structures. This result should motivate further study of chiral current algebra models
beyond the unitarity limit that may reveal the CFT counterpart of more structures of the
U˜q tensor category (such as the Drinfeld map) studied in Section 3.
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