Abstract-We present a novel channel partitioning and modulation technique for linear time-varying (LTV) channels using adaptive bases of localized complex exponentials. We show that localized complex exponentials are approximate eigenfunctions of underspread LTV channels. A basis of localized complex exponentials that approximately diagonalizes the LTV channel is selected adaptively by the receiver during a training period. The basis selection process is equivalent to matching the support intervals of the localized complex exponentials to the rate of the channel time variation. The receiver sends information regarding the selected basis to the transmitter which modulates the subsequent data stream in this basis. The adaptive modulation technique performs significantly better than conventional orthogonal frequency-division multiplexing systems for rapidly varying LTV channels such as time-frequency-selective mobile radio channels.
I. INTRODUCTION
I N A DIGITAL communication system, the data symbols are the coefficients of a linear combination of basis functions that forms the modulated signal. Channel partitioning techniques select basis functions that diagonalize the communication channel operator, and thereby, reduce the channel operator to a set of independent scalar multiplications. The channel partitioning thus allows individual data symbols to be detected independently. For a general discrete-time channel, optimal channel partitioning requires a singular value decomposition (SVD) of the channel matrix. In vector coding, the data symbols are modulated and demodulated using the left and right singular vectors [1] . Vector coding requires knowledge of the channel matrix at the transmitter. For linear time-invariant (LTI) channels, orthogonal frequency-division multiplexing (OFDM) achieves near-optimal channel partitioning without channel knowledge at the transmitter by the insertion of a cyclic prefix. The channel matrix then becomes circulant; thus, the data symbols are modulated by the eigenvectors of a circulant matrix, which are given by the discrete Fourier transform (DFT). For linear time-varying (LTV) channels, the DFT does not diagonalize the channel matrix. Furthermore, vector coding cannot be used in practice for rapidly varying LTV channels since the channel can change significantly before the channel state information can be obtained at the transmitter.
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For LTV channels, it is desirable to obtain a near-optimal basis that does not require a priori channel knowledge at the transmitter. A near-optimal basis can be regarded as a basis of approximate eigenfunctions. In [2] , the fractional Fourier transform (FRFT) is used in place of the DFT for modulation and demodulation over LTV channels. The equalization is performed by a multiplicative filter in the FRFT domain. The basis functions for the FRFT consist of chirp signals with a time-varying periodicity that depends on a parameter . The FRFT can be interpreted as a projection in the time-frequency plane onto a line that makes an angle of with respect to the time axis [3] . As discussed in [4] , the FRFT is well suited for time-varying distortions based on linear chirps. In fact, when the time variation can be expressed as a superposition of several chirps, filtering in a single FRFT domain may not be satisfactory, and filtering in multiple domains may be needed [4] . For time-varying channels not based on chirps, filtering in multiple domains may be needed to approximate the eigenfunctions of the channel. In [2] , a single FRFT domain is used in which the parameter is selected offline as a compromise value over the LTV channels of interest (specifically, mobile radio channels with a range of maximum Doppler frequencies). While modulation using a single FRFT domain performs better than the conventional OFDM system for large Doppler frequencies, the performance of the FRFT method is worse for small Doppler frequencies and for LTI channels.
Many LTV channels encountered in practice satisfy the underspread property [5] . Optimal precoding for underspread LTV channels is described in [6] using approximate singular functions. This method assumes perfect channel knowledge is available a priori at the transmitter. In [7] , nonorthogonal pulses are used in multicarrier modulation for underspread channels. In this technique, the transmit and receive pulses, which are different, satisfy a biorthogonality condition. The lack of orthogonality represents a compromise between the performance in additive white Gaussian noise (AWGN) and the performance in a time-varying channel. Furthermore, the design of the pulses requires knowledge of the channel scattering function, i.e., the channel statistics. Another paper [8] uses the wavelet decomposition for modulation. This method selects the resolution depth and the dimension of the wavelet subspace assuming knowledge of the channel scattering function.
We present in this paper an adaptive, block-based channel partitioning and modulation technique for underspread timevarying channels using localized complex exponentials. This scheme uses feedback to the transmitter, rather than requiring a priori channel knowledge, to achieve near-optimal channel partitioning. During a training period, the receiver determines the "best" orthonormal basis of localized complex exponentials for data transmission over the LTV channel. This basis selection technique has recently been used in LTV channel estimation for which the performance is superior to an estimator using fixed duration windows [9] . The selected basis, which nearly diagonalizes the channel operator, can be regarded as a smooth windowed Fourier basis with windows that adapt to the channel time variation. The choice of basis is sent back to the transmitter which modulates the subsequent data stream in this basis. To track changes in the channel statistics, the basis selection procedure is repeated at regular intervals using additional training periods. The adaptive modulation technique is shown to perform consistently better than a conventional OFDM system for rapidly varying LTV channels as well as for static (i.e., LTI) channels.
The remainder of the paper is organized as follows. In Section II, a model for underspread LTV channels is presented. Section III describes the selection of a basis using localized complex exponentials that approximately diagonalizes the LTV channel operator. In Section IV, the adaptive modulation technique is presented, together with the receiver processing and the computational complexity. Section V presents simulation results comparing the performances of the adaptive modulation method, a conventional OFDM system, and vector coding. Conclusions are given in Section VI.
II. CHANNEL MODEL
A baseband equivalent model of a LTV channel is illustrated in Fig. 1 . The time-varying impulse response represents the channel response at time due to an impulse at time . For a transmitted signal , the received signal is given by (1) where represents AWGN with variance per real dimension. The rate of time variation of can be characterized by the maximum Doppler frequency . Defining the support duration in of (i.e., the maximum excess delay) by , we have for underspread channels. We let be the channel coherence time, which is inversely proportional to , such that the channel is nearly time invariant over an interval equal to . Therefore, for a small , we have In this section, we motivate the use of localized complex exponentials in our search for a basis that nearly diagonalizes the LTV channel operator. Let us consider a localized complex exponential of the form (5) where is a real window function with support in , and and are the frequency and phase of the complex exponential, respectively. The window function is chosen such that all its derivatives up to order exist and are of bounded variation. In addition, let the Fourier transform of , denoted by , have its maximum amplitude sidelobes located at , where is a real number. Values of for some common window functions are given in Table I . Finally, we assume the following properties for , and :
It is shown in the Appendix that (10) For many underspread channels, . Under this condition and for sufficiently small (11) i.e., is an approximate eigenfunction of the LTV channel. An alternative derivation of (11) is given in [10] and [11] with a bound on the norm of the approximation error, as opposed to the pointwise bound (10) .
We now describe a method for selecting a basis that almost diagonalizes the LTV channel operator. As in [9] , we consider a discrete-time channel model by sampling the signals in (1) at frequency , where is the bandwidth of the transmitted signal . The discrete-time equivalent of (1) is then given by (12) The discrete-time channel is modeled as a time-varying tapped delay line with taps, i.e., for or , where . Let us now consider a discrete time, -sample training block denoted by . We define the discrete-time LTV operator acting on by (13) Equation (13) where . Since we seek a basis that nearly diagonalizes , we select the basis that minimizes the Hilbert-Schmidt (HS) error in estimating the matrix by a diagonal matrix. Estimating the off-diagonal coefficients by zero ( , ), we have [12] (15)
The first term in the last equation represents the error energy in estimating the diagonal elements. The second term is independent of the choice of basis. Thus, in order select a basis to minimize the estimation error, the term , which can be interpreted as the energy of the diagonal elements, must be maximized over a library of candidate bases.
Using the results of the Appendix, we deduce that a suitably chosen basis of localized complex exponentials nearly diagonalizes
. Thus, the library of candidate bases is restricted to bases of localized complex exponentials. Furthermore, for fast basis selection, we restrict the block length to be dyadic (a power of two). Basis selection involves a recursive dyadic partition of the interval [13] . For each satisfying , dyadic subintervals of with length are given by (16) for . The choice of is discussed below. A recursive dyadic partition of is represented by , where is a set of ordered pairs ( , ) corresponding to a recursive dyadic partition of : and for , , . Associated with each subinterval are two smooth window functions and . Examples of the window functions are plotted in Fig. 2 . Details of the window construction can be found in [14] . The window functions are nonzero over an interval consisting of extended by samples at each endpoint. Smooth localized complex exponential functions associated with are defined by (17) where . Boundary folding of the basis functions is used to account for the finite block duration [14] . The window functions and are chosen such that if , then the set associated with the partition forms an orthonormal basis for discrete signals having compact support in [ , ] [15] . The ratio is kept small such that most of the energy of is contained in the first term of (17), and hence, the bandwidth occupied would be essentially due to the first term. The second term of (17) is needed to overcome the BalianLow obstruction for orthonormal bases using windowed exponentials [14] , [16] . Localized exponential bases that correspond to all recursive dyadic partitions of form the library denoted by .
The selection of the basis that minimizes the error energy (15) (19) where (20) and otherwise.
From (19) , the impulse response for each subinterval is estimated by the synthesis of the least squares frequency-domain estimates . The summation over in (19) represents the concatenation of all the impulse response estimates at partition depth .
In order to smooth the impulse response estimates for basis selection, the impulse response estimate (19) is regarded as an -dimensional vector for each subinterval (with each tap of as a dimension). Furthermore, the impulse response vectors for the subintervals of all the training blocks are viewed as a finite-sample, vector-valued signal. This vector-valued discrete-time signal is then filtered by a moving average with taps. Let the filtered impulse response estimates corresponding to the last training block (i.e., the th vector through the th vector of the filter output) be denoted by
. We obtain estimates of the diagonal elements by using the filtered impulse response estimates . Thus, are estimated by (22) where (23) and a cyclic prefix is assumed for . The "best" basis is chosen to minimize the HS error (15) among all bases in the library . Here, is a collection of the sets corresponding to all recursive dyadic partitions of , and is the set of ordered pairs ( , ) corresponding to the best basis. Let us define the energy of the diagonal elements corresponding to subinterval by , where
Since the energy of the diagonal elements is maximum in the best basis, we have
The number of bases is greater than , where is the maximum partition depth. However, there exists a fast dynamic programming algorithm [13] that selects the best orthonormal basis in operations. The basic step of this algorithm is a comparison of , associated with the "parent" subinterval , and , associated with the two "children" subintervals and . Starting with the smallest subintervals and proceeding to the root interval , the algorithm recursively removes the children subintervals from the best basis partition if ; otherwise, the children subintervals are included in the partition, and the energy is associated with in future steps of the algorithm. For robustness in AWGN, we modify the pruning criterion such that the children subintervals are removed from the partition if , where . The choice of is discussed in Section V. For the receiver processing described in Section IV-C, initial channel estimates for the data blocks are needed. When a data block is immediately followed by a training block, the time-varying impulse response corresponding to the first training block is estimated in the selected basis using the raw (unfiltered) channel estimates . This is done to reduce the delay in obtaining the initial channel estimates for data demodulation. Note that the raw channel estimates are used only for data demodulation while the basis for modulation is selected using the filtered estimates according to (23). The raw channel estimates in the basis corresponding to the first training symbol are given by (26) 
The basis-selection technique described here achieves nearly optimal adaptive channel partitioning by using approximate eigenvectors consisting of localized complex exponentials. The next section describes data transmission and detection using adaptive bases of localized complex exponentials.
IV. MODULATION USING ADAPTIVE BASES
We now describe the frame format of the adaptive modulation system, followed by a discussion of the transmitter, receiver, and computational complexity.
A. Frame Format
The transmitted frame format is illustrated in Fig. 3 . The transmitted frame is divided into subframes, each containing blocks. The subframes are divided into training and data blocks. For each subframe, the basis for modulation is selected using the first training blocks according to the algorithm described in Section III. This basis is then fed back to the transmitter and used for modulation in the remaining data blocks of the subframe. We assume that the information regarding the selected basis can be fed back to the transmitter error free and with negligible delay. A key point to note is that the choice of basis is fed back to the transmitter rather than the channel estimates themselves which may become outdated due to time variations and feedback delays. Compared to the channel estimates, the choice of basis remains valid for a longer period of time since the optimum basis is sensitive to the rate of change of the coherence time while the impulse response is sensitive to the value of itself. The rate of change of is related to changes in the statistics of the channel (e.g., due to vehicular acceleration in mobile radio systems). Since most LTV communication channels encountered in practice are locally stationary, the coherence time changes more slowly than the channel impulse response itself. Nevertheless, the basis selection process is repeated for each subframe to track the slow changes in the channel statistics.
Each block has samples obtained at a rate of . For the training blocks, the first samples represent a cyclic prefix of the -sample training sequence . The next samples of the each training block ( , ) are used for basis selection as described in Section III. For each data block, the first samples form a pilot sequence that consists of a nonzero sample followed by zeros. The pilot sequence is used for channel tracking. The nonzero sample is set to such that the average signal energy per real dimension is unity. The next samples (denoted by , ) of each data block contain the modulated signal using the basis selected during the training phase. For all blocks, the last samples are set to zero to prevent interblock interference. If the selected basis is , the modulated signal of data block is given by (29) where are the modulated data for data block . In matrix notation, we have (30) where , is an vector containing , is a unitary matrix representing the modulation basis, and denotes the conjugate transpose.
B. Transmitter and Receiver Preprocessing
A block diagram of the adaptive modulation system is given in Fig. 4 . The transmitter sends training sequences during the training blocks and the data sequences modulated in the selected basis during the data blocks. The transmitted waveform is distorted by the LTV channel and the AWGN before arriving at the receiver. As illustrated in Fig. 4 , the receiver selects the modulation basis during the transmission of the training blocks. When the data blocks are transmitted, the receiver partitions the received samples for each block into two vectors and that contain the first and last received samples of data block , respectively. The vector is used for initial channel estimation while is used for data demodulation.
C. Initial Channel Estimation
The receiver estimates the channel impulse response for each subinterval using the pilot vectors for data blocks and , i.e., and . For data block , let denote the number of subintervals associated with the selected basis, , be the number of samples in the th subinterval (thus, ), and represent the -tap channel impulse response estimate associated with the th subinterval. Suppose the data block index satisfies , i.e., the following block is another data block within the same subframe. We define and to be the impulse response estimates obtained from the pilot sequence at the beginning of blocks and , respectively. Least squares estimates of and are given by 
Linear interpolation was used in [17] for tracking slow channel variations in OFDM systems. For rapidly time-varying channels, the linear interpolation is no longer accurate and gives rise to an error floor. By contrast, the linear interpolation given by (33) is used only for the initial channel estimation. Furthermore, fast channel variations are tracked by the partitioning of the data block into subintervals. The initial channel estimate within each subinterval is then refined using the iterative procedure described in Section IV-D.
D. Data Demodulation
Having obtained the initial channel estimates, we now consider the demodulation procedure. 
. . . . . .
Since the initial channel estimates obtained in Section IV-C are not accurate for fast channel variations, an iterative procedure, as illustrated in Fig. 4 , is used for joint data detection and refinement of the channel estimates. The steps in this iterative procedure are outlined below.
1) The iteration index (not to be confused with the tap index of the channel impulse response) is set to . The initial channel estimates (33) are used to form the matrix (using (38)) and the concatenated vector . 2) Given , a least-squares estimate of is obtained from (36) (43) 3) The modulated data vector is obtained using (30): . 4) Each element of is quantized to the nearest constellation point to form the estimate of the modulated data for iteration . 5) The vector is obtained using (30): . 6) The elements of are used to form the matrix [using (39)]. 7) The channel estimates are refined using a least-squares solution to (37)
8) The estimate is smoothed using an autoregressive (AR) filter (45) 9) The iteration index is incremented:
. If , the matrix is formed using the elements of and the iterative procedure continues from Step 2; otherwise, the iterations terminate, and is the estimate of the modulated data for block .
E. Computational Complexity
The computational complexity of this adaptive modulation scheme is determined by considering the two main tasks performed by the receiver: 1) selection of the modulation basis during the training blocks; and 2) iterative data demodulation. For the selection of the modulation basis, the channel estimates (19) can be computed in operations using fast Fourier transform (FFT) methods [12] . The smoothing of the channel estimates using a moving average can be computed using the FFT and requires operations, since . The inner products in (22) can also be computed efficiently using the FFT in operations. The modulation basis is then selected in operations. Thus, the overall computational complexity in selecting the modulation basis is ; for a fixed , the complexity becomes . From (33), the initial channel estimation for each subinterval can be computed in operations. For the iterative data demodulation, Steps 2 and 7 require solutions to least-squares problems with sparse matrices. From [18] , the least-squares solution (43) can be obtained in operations, and the solution (44) requires operations. For a fixed , both solutions can be obtained in operations. Steps 3 and 5 represent the analysis/synthesis in the selected basis that can be performed in operations using the FFT. The filtering operation in Step 8 requires operations. Therefore, for iterations and a fixed , the overall complexity for the demodulation is .
(36)
. . . 
V. PERFORMANCE OF ADAPTIVE MODULATION TECHNIQUE
In this section, we present a performance comparison of the adaptive modulation technique, a conventional OFDM system and vector coding for time-varying mobile radio channels satisfying the wide-sense stationary, uncorrelated scattering (WSSUS) model [19] . For this channel model, is a wide-sense stationary complex Gaussian random process (for each tap ) whose cross correlation is given by (46) where is the multipath intensity profile (normalized such that ), is the normalized Doppler autocorrelation of the th tap of , and is the Kronecker delta function. We assume an exponential multipath intensity profile (truncated to samples) with rms delay spread of 2 . We also assume the classical Doppler autocorrelation for each tap [20] :
, where is the zeroth-order Bessel function of the first kind and is the maximum Doppler frequency. The sampling rate is kHz and the carrier frequency is 1.9 GHz. The number of modulated data symbols per block is ; thus, the duration of each block is . The bitstream is modulated using QPSK with a unit average constellation energy per real dimension. Thus, the raw (uncoded) bit rate is 1.43 Mbps. We select the maximum partition depth to be . The signal-to-noise ratio (SNR) averaged over the ensemble of channels is given by . We now describe the choice of the parameter defined in Section III for basis selection. As increases, bases with larger subintervals are preferred over bases with smaller subintervals. For a static channel, it is possible that small subintervals are chosen due to additive noise; however, the root interval and the associated basis would be the optimal choice for static channels. Our criterion for is that for in an AWGN channel, the basis associated with should be selected for modulation with high probability. This criterion implies that must be greater than some minimum value. At the same time, the basis using the smallest subintervals should be selected with high probability for rapidly time-varying channels, a requirement that places an upper bound on . To select , we consider an AWGN channel and mobile radio channels with Hz. For , Fig. 5 is a plot of the cumulative distribution functions (CDFs) for both channel categories of where , i.e., the ratio of energies in the children and parent subintervals. For a given , the CDF value for gives the probability that the children subintervals would be pruned. For an AWGN channel, if we require that the children subintervals be pruned with probability 0.95 for , we have . For the mobile radio channels with Hz, implies that the children subintervals are not pruned with a probability of at least 0.95. From these considerations, we select a value of . A conventional OFDM system and a vector coding system are used to compare the performance of the adaptive modula- tion technique. The conventional OFDM system has subcarriers ( subcarriers for data and pilot subcarriers for channel tracking) and a cyclic prefix of samples. The vector coding system uses the SVD of the time-varying convolution matrix : , where and are unitary matrices of dimensions and , respectively, and is an matrix whose nonzero elements (i.e., singular values of ) lie only on the main diagonal. The matrix is used to modulate the data symbols; is used for demodulation at the receiver, and the singular values are used for equalization. The bit rates and bandwidths of all three systems are equal.
The uncoded bit-error rate (BER) performances versus SNR for the three systems are given in Figs. 6-9 for mobile radio channels with various maximum Doppler frequencies. For the adaptive modulation system, each subframe contains 52 blocks with training blocks and data blocks. In addition, iterations are used for data detection in the receiver, and the AR parameter for (45) is . For these parameters, around 20 000 operations per iteration are needed assuming an average number of subintervals of . In this paper, no attempt was made to simplify the computations further (e.g., by using approximations to (43) and (44) and by optimizing the number of iterations ). The results are averaged over 200 subframes. We note that unlike the FRFT system described in [2] , the adaptive modulation system presented here consistently performs better than the conventional OFDM system, even for static and slowly varying channels. The adaptive modulation system performs better than OFDM for static channels since the zero padding used by the adaptive modulation technique results in a channel matrix with a larger minimum singular value than the minimum singular value associated with an OFDM system using a cyclic prefix. The performance of an OFDM system with zero padding would be similar to that of the adaptive modulation system for static channels.
At high Doppler spreads, the OFDM system reaches a relatively high BER floor due to intercarrier interference (ICI) from the time variation, while the adaptive modulation system performs significantly better by tracking the time variation using small subintervals. However, the adaptive modulation system exhibits an error floor lower than that of the OFDM system for large Doppler frequencies. Simulations for higher SNR show that this error floor is due to channel estimation errors which increase at larger Doppler frequencies since the channel is assumed piecewise constant within each subinterval in the modulation basis. Nevertheless, unlike the OFDM system, the adaptive modulation system does not exhibit an error floor with ideal channel estimates. The adaptive modulation technique can achieve better performance with nonideal channel estimates in rapidly time-varying channels at the expense of increased computational complexity by using larger partition depths .
For large maximum Doppler frequencies, the slope of the BER curve changes for vector coding (Fig. 9) . Additional simulations show that vector coding does not exhibit an error floor. At high SNR, the BER for vector coding is dominated by the minimum singular value of the channel matrix . Since the minimum singular value is much smaller for Hz than for Hz, the BER for vector coding decreases more slowly in Fig. 9 than in Fig. 6 .
At low SNR, the basis choice using the training blocks may not be optimal. However, the initial channel estimates for demodulation are always obtained using pilot sequences within each data block. The use of pilots limits the potential for error propagation due to a suboptimal basis in the iterative demodulation process. It is useful to compare the adaptive modulation system to a system using a fixed short-time Fourier transform (STFT). The optimum duration of the STFT basis functions requires knowledge at the transmitter of the delay and Doppler spreads [21] . The optimum duration for a flat Doppler and multipath power profile is shown in [21] to be . For Hz and , , which is nearly equal to the duration of the root interval . In Fig. 10 , the BER of adaptive modulation system for Hz is compared to an STFT system using (1) the root interval (Depth 0); and 2) the subintervals and (Depth 1). We note that while there is a slight improvement in BER at low SNR using the STFT at depth 0, the adaptive modulation system outperforms the STFT systems for the BERs of interest (e.g., ). Moreover, this performance is achieved without knowledge of the delay and Doppler spreads at the transmitter, as is required for the fixed STFT systems. Fig. 11 is a plot of the BER performance versus maximum Doppler frequency for
. From this plot, we observe that for a given BER, the adaptive modulation technique can withstand a much larger Doppler frequency when compared to the OFDM system. For example, for an uncoded BER of , the adaptive modulation technique can tolerate a maximum Doppler frequency of around 300 Hz compared to around 30 Hz for the OFDM system.
The mean number of subintervals associated with the selected modulation basis is plotted versus SNR in Fig. 12 and versus the maximum Doppler frequency in Fig. 13 . We observe that at low SNR, the additive noise causes the basis selection process to select small subintervals for static channels Hz). However, the mean number of subintervals quickly decreases such that for , the root interval is selected almost always for static channels. As expected, larger numbers of subintervals are selected in the adaptive modulation basis for larger maximum Doppler frequencies in order to track the channel time variation. In fact, we note from Fig. 13 that the eight smallest subintervals are selected most of the time for Hz.
VI. CONCLUSION
This paper presents a new adaptive modulation technique for rapidly varying LTV channels. The fact that localized complex exponentials are approximate eigenfunctions of an underspread LTV channel is used by the receiver to select adaptively a modulation basis that nearly diagonalizes the channel. The basis selection, which can be achieved using fast algorithms, is done periodically using a training period in order to track changes in the channel statistics. After basis selection, the receiver communicates the choice of basis to the transmitter for modulation. During data blocks, the receiver uses an iterative procedure for joint channel estimation and data demodulation in the selected basis. For rapidly time-varying channels, such as timefrequency-selective mobile radio channels, this adaptive modulation technique performs significantly better than conventional OFDM systems.
APPENDIX
We derive the bound (10) for underspread LTV channels. Letting be the Fourier transform of , we have
where the third line follows from Parseval's identity. Note that
Using the fact that , we have otherwise.
(49) Using (9) and the fact that the first derivatives of exist and are of bounded variation, we have for [22] (50)
for some constant and . Now
Using (2), we have
The bound (10) follows from (47), (51), and (52).
