Evolução de mapas de intensidade do FC Barcelona : uma análise via séries temporais funcionais by Boff, Guilherme Rodrigues
Trabalho de Conclusão de Curso
Evolução de mapas de intensidade do FC






Evolução de mapas de intensidade do FC Barcelona: uma
análise via Séries Temporais Funcionais
Trabalho de Conclusão apresentado à co-
missão de Graduação do Departamento
de Estatística da Universidade Federal do
Rio Grande do Sul, como parte dos requi-
sitos para obtenção do título de Bacharel
em Estatística.





Evolução de mapas de intensidade do FC Barcelona: uma
análise via Séries Temporais Funcionais
Este Trabalho foi julgado adequado
para obtenção dos créditos da disciplina
Trabalho de Conclusão de Curso em Esta-
tística e aprovado em sua forma final pelo
Orientador e pela Banca Examinadora.
Orientador:
Prof. Dr. Eduardo de Oliveira Horta, UFRGS
Doutor pela Universidade Federal do Rio Grande
do Sul, Porto Alegre, RS
Banca Examinadora:
Prof. Dr. Flávio Augusto Ziegelmann, UFRGS
Doutor pela University of Kent at Canterbury – UK
Porto Alegre
Maio de 2021
“Para realizar sua estratégia, você precisa acertar sua tática; e sua tática deve
sempre se adequar ao seu time e ao seu rival”.
Chris Anderson e David Sally
Agradecimentos
Sempre ouvi em vários lugares e em diferentes épocas que escrever um TCC era
uma tarefa complicada e desafiadora. Hoje, após concluí-lo, posso afirmar que essa
tarefa se torna muito mais complexa se realizada durante uma pandemia, vivendo
24 horas por dia no mesmo ambiente há mais de um ano. Por isso, meus primeiros
agradecimentos vão à minha família, que teve toda a paciência comigo nesse período,
e que sempre foi meu apoio nos momentos mais difíceis, nos quais eu acreditava que
meus esforços não seriam suficientes. Acima de tudo à minha mãe, Teresinha, que
sempre foi quem mais me entendeu e lutou por mim. Ao meu pai, Juares, por
sempre se fazer presente do seu jeito e transmitir a paixão pelo futebol para mim.
E à minha irmã, Camila, por sempre ser a minha inspiração para a vida. Só vocês
sabem de toda a minha dedicação.
Na UFRGS, várias pessoas contribuíram para a minha trajetória no curso de
Estatística. Primeiramente, agradeço ao Professor Eduardo por todas as ajudas,
conselhos e ensinamentos durante esses mais de quatro anos de aulas, orientação de
iniciação científica e, agora, do TCC; aprendi muito contigo. Ao Professor Flávio por
aceitar o convite para fazer parte da banca avaliadora deste trabalho e pelas aulas de
séries temporais que fizeram eu me interessar mais pela área. À Professora Márcia
Barbian por todos apoios, incentivos (e muitos) e, na reta final, pela parceria e
orientação em uma nova pesquisa. À Professora Patrícia por ser meu norte no início
do curso e me despertar o verdadeiro interesse na Estatística durante as aulas de
Introdução à Inferência. Aos Professores Álvaro e Gabriela e todos os demais que
tive oportunidade de ser aluno.
Sem as amizades (verdadeiras), acredito que não conseguiria passar por esse
período. Agradecimentos aos amigos que a vida me deu: Matheus, Renata; e aos
que o curso me proporcionou: Filipe, Lucas, Juliana, Maicon, Carol, Franciele, Gui-
lherme, Victor, Rosana, e tantas outras pessoas que inevitavelmente não conseguirei
citar. Esse período foi mais leve com a ajuda de vocês.
Não poderia me esquecer de agradecer aos Professores das escolas Araguaia e
Padre Reus, que, apesar de todas as dificuldades enfrentadas pelo ensino público,
sempre empenharam-se em oferecer um ensino de qualidade para seus estudantes;
tenho imenso orgulho de ter feito parte deles.
A todos que acreditaram em mim.
Resumo
Dados funcionais são comuns em várias áreas de aplicação e, embora sejam frequen-
tes no âmbito desportivo, geralmente não são analisados de acordo com sua natureza
nessa área. Particularmente no futebol, um dos esportes mais atrativos e populares a
nível mundial, percebe-se um aumento do volume de disponibilização de dados com
alto grau de informações sobre partidas, devido ao advento de novas tecnologias de
coleta observado nas últimas décadas. A partir desses dados, uma ferramenta co-
mumente usada por analistas dos clubes e da imprensa são mapas de intensidade, os
quais indicam como um jogador ou uma equipe se distribuiu em campo sob posse da
bola, sendo este um tipo de dado funcional. Séries Temporais Funcionais abrangem
um conjunto de técnicas para trabalhar com dados funcionais quando estes apresen-
tam alguma estrutura temporal. Assim, neste trabalho propõe-se uma aplicação de
Séries Temporais Funcionais para modelagem e previsão de mapas de intensidade
de equipes de futebol. Os dados utilizados na análise referem-se a uma sequência
de partidas do Fútbol Club Barcelona pelo Campeonato Espanhol. Os resultados
demonstram uma boa qualidade preditiva de posturas de ofensividade/defensividade
pelo modelo, o qual pode ser empregado por equipes de futebol em um contexto de
planejamento tático para jogos futuros. Além disso, destaca-se que este é um dos
primeiros trabalhos a analisar dados de futebol sob um ponto de vista de análise de
Séries Temporais Funcionais.
Palavras-Chave: Séries Temporais Funcionais, Dados Funcionais, Mapas de in-
tensidade, Futebol, Estatística nos Esportes.
Abstract
Functional data are common in several areas of application and, although they are
frequent in sports, they are generally not analyzed according to their nature in
this area. Particularly in football, one of the most attractive and popular sports
worldwide, there is an increase in the volume of data available with a high degree
of information about matches, due to the advent of new data collection technologies
observed in recent decades. From these data, a tool commonly used by clubs and
press analysts are intensity maps (heatmaps), which indicate how a player or team
was distributed on the field in possession of the ball, this being a type of functional
data. Functional Time Series covers a set of techniques for working with functional
data when they have some time structure. Thus, this work proposes an application
of Functional Time Series for modeling and forecasting intensity maps of football
(soccer) teams. The data used in the analysis refer to a sequence of matches by
Fútbol Club Barcelona for the Spanish League. The results demonstrate good pre-
dictive quality of offensive/defensive postures by the model, which can be used by
football teams in the context of tactical planning for future games. In addition, it
is noteworthy that this is one of the first studies to analyze football data from the
Functional Time Series analysis’ point of view.
Keywords: Functional Time Series, Functional Data, Football, Sports Statistics.
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1 Introdução
O futebol é um dos esportes mais populares do mundo, contando com um
grande número de espectadores e praticantes. Segundo a Federação Internacional
das Associações de Futebol (FIFA, 2007), estima-se que 265 milhões de pessoas
praticam o esporte. Além disso, de acordo com a mesma organização, 3,5 bilhões
de pessoas assistiram à Copa do Mundo de 2018 (FIFA, 2018). Dessa forma, o
futebol profissional atrai grande atenção da imprensa e de diversos investidores e
patrocinadores mundialmente, constituindo-se em um mercado que envolve uma alta
quantidade de movimentações financeiras, desde negociações referentes a compra
e venda de jogadores (RIVEIRA, 2020), até casos de empresários que adquirem
clubes por valores bilionários (GRAFIETTI, 2020). Nesse sentido, do ponto de
vista de um mercado, não é razoável que as decisões efetuadas no futebol sejam
definidas apenas pelas tradições e opiniões pessoais de dirigentes e técnicos. No
entanto, diferentemente de outros esportes, como o beisebol, o basquete e o futebol
americano, o futebol tem realizado um movimento mais lento e tardio no que diz
respeito ao uso de ferramentas analíticas (ANDERSON; SALLY, 2013; SCHULTZE;
WELLBROCK, 2018). Desse modo, é um esporte que ainda não dispõe de uma área
de análise estatística amplamente desenvolvida.
Não obstante, os clubes profissionais estão gradativamente incorporando a per-
cepção de que suas performances nos campeonatos podem ser melhoradas através de
tomadas de decisão baseadas em dados, de forma que montar uma equipe mais com-
petitiva passa pelo investimento de recursos econômicos em departamentos de análise
de dados e desempenho. Assim, nas últimas décadas, percebeu-se um considerável
avanço de aplicações de modelagem estatística ao futebol. Concomitantemente a
essa inicial evolução, de acordo com Lucey et al. (2013), é cada vez maior o volume
de dados coletados em uma partida de futebol, tanto pela necessidade enxergada pe-
los clubes quanto pelo crescimento tecnológico observado nas últimas décadas. Tais
dados podem servir como uma ferramenta para a tomada de decisão em questões
de planejamento tático e técnico da equipe, além de serem muito úteis em pontos
envolvendo a preparação física dos jogadores. Contudo, segundo os mesmos autores,
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embora haja essa evolução, ainda torna-se necessário o desenvolvimento de técnicas
mais apropriadas para lidar com a complexidade inerente a esses dados.
Nas mais diversas áreas da Ciência, como Biologia, Economia, Medicina, etc.,
dados funcionais estão surgindo de maneira mais frequente (RAMSAY; SILVER-
MAN, 2005). Dados funcionais são aqueles em que cada observação é uma função, a
qual usualmente é uma curva ou superfície. Ao conjunto de técnicas desenvolvidas
para lidar com esse tipo de dado se dá o nome de Análise de Dados Funcionais (da-
qui em diante, ADF). No futebol, um típico dado funcional ao qual as equipes têm
acesso são os mapas de intensidade (heatmaps), que descrevem as regiões do campo
nas quais os jogadores mais tocaram na bola, sendo capazes de indicar o comporta-
mento coletivo do time com a posse da bola. No âmbito de ADF, Séries Temporais
Funcionais é uma subárea que estuda dados funcionais indexados no tempo, e que
está em crescente expansão nos últimos anos na Estatística. Contudo, ainda são
poucos os trabalhos envolvendo dados esportivos cujo enfoque seja utilizar a ADF
e, em particular, Séries Temporais Funcionais.
Assim, o presente trabalho pretende demonstrar o potencial de aplicação de
técnicas de Séries Temporais Funcionais a dados advindos dos esportes, sendo seu
objetivo fazer modelagem e previsão de mapas de intensidade de equipes de futebol
sob um ponto de vista de Séries Temporais Funcionais, especificamente utilizando
a metodologia de Bathia, Yao e Ziegelmann (2010). Como contribuição original,
será considerada a inclusão de covariáveis exógenas ao modelo de séries temporais
funcionais. Nesse sentido, uma abordagem de seleção de variáveis é empregada
no contexto de modelos VARX – Vector Autoregressions with Exogenous Variables.
Para tanto, se utilizará de um conjunto de dados referente a partidas do Fútbol Club
(FC) Barcelona em um período de 11 temporadas do Campeonato Espanhol. Tal
abordagem poderá servir de auxílio a comissões técnicas no planejamento tático da
equipe, uma vez que possibilita fazer previsões da taxa de ocupação do campo com a
bola dos adversários com base no padrão observado em jogos anteriores. Além disso,
também servirá como mais uma colaboração em busca de uma maior consolidação
da análise de dados no futebol.
Este estudo está estruturado da seguinte maneira: no Capítulo 2 é apresen-
tada uma breve introdução sobre a análise de dados espaço-temporais no futebol,
destacando-se alguns trabalhos cujo objeto está relacionado a esta pesquisa. No
Capítulo 3, primeiramente é feita uma pequena contextualização geral sobre ADF
e Séries Temporais Funcionais. Na Seção 3.1, são evidenciadas aplicações de ADF
a dados esportivos, enquanto que nas Seções 3.3 e 3.4 descreve-se a metodologia de
Bathia, Yao e Ziegelmann (2010). Nesta última propõe-se, ademais, uma discussão
à luz do contexto de previsão de séries temporais funcionais e disponibiliza-se um
algoritmo com o passo-a-passo do procedimento de modelagem e previsão, baseado
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no trabalho de Aue, Norinho e Hörmann (2015). Já no Capítulo 4, realiza-se a aná-
lise de dados considerando o conjunto de mapas de intensidade de partidas do FC
Barcelona no Campeonato Espanhol de futebol. Por fim, as conclusões gerais sobre
os resultados e acerca de possíveis investigações futuras estão no Capítulo 5.
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2 Análise espaço-temporal no futebol
2.1 Dados espaço-temporais no futebol
Nas últimas décadas, constatou-se o surgimento de várias empresas especia-
lizadas na coleta e armazenamento de dados de partidas de futebol, como OptaS-
ports,1 Prozone, Amisco (todas adquiridas pela STATS2) e, mais recentemente, a
StatsBomb.3 Devido ao investimento financeiro e surgimento de tecnologias mais
sofisticadas, essas empresas têm disponibilizado informações cada vez mais deta-
lhadas, como dados de rastreamento de bola e jogadores (tracking data), e dados
que descrevem cada ação envolvendo a bola em uma partida (data events ou log
events), aos quais a literatura no âmbito das Ciências Esportivas tem denominado
de dados espaço-temporais (GUDMUNDSSON; HORTON, 2017). De acordo com
Gudmundsson e Horton (2017) e Lucey et al. (2013), tais dados têm sido utilizados
de maneira frequente para a visualização de ações ocorridas em partidas, principal-
mente de futebol e basquete.
Diferentemente dos dados presentes de forma majoritária nas análises esta-
tísticas no futebol, os quais apenas informam estatísticas descritivas das equipes
em uma partida (por exemplo, número de chutes, número de passes, percentual de
passes corretos, percentual de posse de bola, etc.), dados espaço-temporais têm o
potencial de informar não apenas o que aconteceu na partida, mas também onde e
como aconteceu (LUCEY et al., 2013). No entanto, são poucos os métodos desen-
volvidos ou adaptados para trabalhar com esse tipo de informação (BIALKOWSKI
et al., 2014a) e, geralmente, os clubes recebem esse grande volume de dados sem
saber ao certo como tratá-los e analisá-los, de forma que recursos vêm sendo natu-
ralmente investidos em departamentos de análise estatística. Todavia, embora haja
uma evolução da análise estatística no futebol, esse crescimento é mais lento do que





2.2 Posse de bola e mapas de intensidade no fu-
tebol
Segundo Gudmundsson e Horton (2017), o futebol é um esporte baseado em in-
vasão, no qual duas equipes se enfrentam em um período de tempo pré-determinado
e os jogadores adversários disputam a posse da bola com o objetivo de marcar gols.
A posse de bola é, portanto, um aspecto importante no futebol, uma vez que uma
equipe deve tê-la para atingir o objetivo principal do esporte: o gol. Mapas de in-
tensidade (ou de calor) – ver Figura 4.1 – estão intimamente ligados à posse de bola
pois, como relatado por Gudmundsson e Horton (2017), são uma ferramenta gráfica
que descreve em quais partes do campo os jogadores de uma equipe mais tocaram
na bola (ou seja, mais mantiveram a posse dela) durante uma partida. Desse modo,
os mapas de intensidade têm a capacidade de informar onde as ações ocorreram no
jogo, podendo revelar (ao menos em parte) o padrão comportamental do time com
a bola, e são utilizados com tal finalidade em Lucey et al. (2013), Bialkowski et al.
(2014a) e Bialkowski et al. (2014b).
Lucey et al. (2013) propõem uma representação do estilo de jogo de equipes de
futebol por meio de uma repartição discreta do campo em vários retângulos, sendo
avaliada a quantidade de vezes que o time manteve a bola em cada um deles. Al-
ternativamente, os autores chamam o gráfico resultante de mapa de ocupação. Na
análise dos dados, os mapas de ocupação de equipes visitantes são subtraídos dos
mapas de ocupação de equipes mandantes com o objetivo de verificar se seus com-
portamentos mudam conforme o mando de campo. A hipótese levantada é de que
a vantagem do mandante nesse esporte deve-se, entre outros fatores, à postura con-
servadora (defensiva) de times visitantes. Os resultados mostram que os mandantes
ocupam mais o campo ofensivo do que visitantes. No contexto do presente trabalho,
esse achado justifica a inclusão de uma covariável indicadora de mando de campo
no modelo de séries temporais funcionais.
Além disso, os mapas de intensidade são usados de maneira a verificar questões
semelhantes nos estudos de Bialkowski et al. (2014a) e Bialkowski et al. (2014b), nos
quais os autores sugerem que as equipes de futebol visam ganhar seus jogos em casa
e empatar quando visitantes. Dessa forma, em ambos os trabalhos é implementada
uma técnica baseada no algoritmo EM (Expectation-Maximization), em que os ma-
pas de intensidade da equipe são modelados como uma combinação linear dos mapas
de intensidade individuais dos jogadores, para determinar de maneira automática
a formação das equipes, com vistas a avaliar se os diferentes comportamentos con-
forme o mando de campo devem-se ou ao fato de as formações serem diferentes, ou
à postura distinta dos jogadores no campo.
Assim, embora os mapas de intensidade não descrevam a qualidade das ações
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realizadas na partida, os mapas da própria equipe podem mostrar, em uma análise
pós-jogo, se os jogadores estão mantendo a posse da bola em regiões específicas do
campo conforme planejado taticamente. Além disso, os mapas de calor de times
oponentes podem ser usados como mecanismo para o planejamento estratégico para
o próximo jogo (pré-jogo), por revelarem o comportamento global do adversário
quando este detém a posse da bola.
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3 Análise de Dados Funcionais e Séries
Temporais Funcionais
A Análise de Dados Funcionais é um ramo recente da Estatística que vem se
desenvolvendo amplamente nas últimas décadas. Devido ao avanço das capacida-
des de processamento e armazenamento computacional, o tratamento de unidades
observacionais (que tradicionalmente se restringia a considerá-las escalares, na esta-
tística univariada, ou vetores, na estatística multivariada) pôde ser ampliado para
o caso em que estas são funções. Nessa perspectiva, uma observação funcional pode
ser definida como uma função (y(u) : u ∈ S). Em termos probabilísticos, a função
(y(u) : u ∈ S) pode ser interpretada como a realização de uma função aleatória
(Y (u) : u ∈ S), ou, em outras palavras, como a realização de um processo esto-
cástico com conjunto de índices S, de forma que, para cada u ∈ S, Y (u) é uma
variável (ou vetor) aleatória(o). Se n realizações (yi(u) : u ∈ S) de n funções alea-
tórias (Yi(u) : u ∈ S) são observadas, então tem-se acesso a uma amostra de dados
funcionais (FERRATY; VIEU, 2006). A terminologia funcional implica que o do-
mínio S tem ao menos a cardinalidade do contínuo. Assim, S pode representar o
tempo ou o espaço, por exemplo, de forma que, em ADF, as unidades observacionais
podem ser curvas (no cenário de funções de uma variável), superfícies (funções de
duas variáveis), etc.
Além de dados que naturalmente são coletados como funções, aqueles cuja
estrutura não seja aparentemente funcional também podem ser tratados como tal,
como, por exemplo, uma única longa realização de um processo estocástico a tempo
contínuo (Y (u) : u ∈ [0, T ]), que pode ser visto como a concatenação de curvas
(Yk(τ) : τ ∈ [0, 1]), k = 0, . . . , T − 1. Ainda, dados longitudinais também são um
tipo de dado que comumente pode ser considerado como funcional mediante à su-
avização das observações repetidas. Ver, por exemplo, Rice (2004), Yao, Müller e
Wang (2005) e Hall, Müller e Wang (2006) para discussões acerca de metodologias
e aplicações de ADF para dados longitudinais. Nesse contexto, há de se lembrar
que as observações funcionais são, por definição, funções que devem ser computá-
20
veis para todo o ponto do seu domínio. Contudo, no âmbito empírico, os dados de
cada observação individual se apresentam como um conjunto finito de valores {δij},
j = 1, . . . , Ni, em que δij é um valor da função de interesse yi no ponto do domí-
nio uij e Ni é o número de medições avaliadas da i-ésima observação, i = 1, . . . , n
(RAMSAY; SILVERMAN, 2005). Portanto, um primeiro passo na ADF envolve a
aplicação de processos de suavização, tais como splines, estimação via kernel, wave-
lets, etc., aos dados brutos a fim de se obter funções suaves. Os capítulos de 3 a 6
de Ramsay e Silverman (2005) descrevem tais métodos.
Inicialmente, a teoria de ADF foi desenvolvida sobretudo no cenário em que as
unidades observacionais são independentes e identicamente distribuídas (i.i.d.). Me-
todologias nessa situação envolvem, entre outros tópicos, generalizações de técnicas
estatísticas clássicas, como modelos lineares (ver capítulos de 12 a 17 de Ramsay e
Silverman, 2005), métodos não-paramétricos (FERRATY; VIEU, 2002; FERRATY;
VIEU, 2006) e análise de componentes principais (capítulo 8 de Ramsay e Silverman,
2005). Em particular, em ADF, a redução de dimensionalidade é de grande inte-
resse, pois dados funcionais são, por definição, de alta dimensão (dimensão infinita)
e, ao se trabalhar com tal tipo de dado, espaços infinito-dimensionais surgem de ma-
neira natural. Na Seção 3.3, há uma breve discussão sobre o método de Análise de
Componentes Principais Funcionais na perspectiva de Séries Temporais Funcionais.
Séries Temporais Funcionais, como o nome sugere, são dados funcionais cuja
estrutura de coleta possui alguma ordenação temporal. Segundo Bathia, Yao e Zi-
egelmann (2010), a vantagem de tratar uma típica série temporal pelo ponto de
vista funcional está na viabilidade de acomodar de forma satisfatória possíveis ca-
racterísticas de não-estacionariedade dos dados. Bosq (2000) é uma importante
referência para a teoria de Séries Temporais Funcionais, onde estuda-se o modelo
autorregressivo funcional (FAR – Functional Autoregressions), uma extensão de mo-
delos autorregressivos para espaços funcionais, que são aplicáveis a séries temporais
funcionais lineares. A teoria de Séries Temporais Funcionais está em crescente ex-
pansão e desenvolvimentos recentes nessa área são diversos. Alguns deles podem
ser encontrados em Bathia, Yao e Ziegelmann (2010) e Aue, Norinho e Hörmann
(2015).
3.1 Análise de Dados Funcionais nos esportes
Dados funcionais são recorrentes em diversas áreas do conhecimento. Assim,
aplicações de ADF e Séries Temporais Funcionais são encontradas, por exemplo, em
estudos longitudinais (YAO; MÜLLER; WANG, 2005), estudos de variação climática
(ANTONIADIS; SAPATINAS, 2003; BESSE; CARDOT; STEPHENSON, 2000),
estudos de crescimento humano (RAMSAY; SILVERMAN, 2005), entre vários outros
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campos de aplicação (ver Ramsay e Silverman, 2007, para exemplos aplicados à
Economia, Criminologia, Medicina, etc.). Contudo, nos esportes as aplicações de
ADF são limitadas, restringindo-se, em especial, a problemas da biomecânica dos
esportes, como em Harrison, Ryan e Hayes (2007), Dona et al. (2009) e Harrison
(2014).
Em contrapartida, Wakim e Jin (2014) apresentam uma aplicação de ADF a
curvas de envelhecimento de jogadores de basquete e beisebol, com vistas a avaliar
como a performance dos atletas varia com o passar dos anos. Por outro lado, Vinué e
Epifanio (2017) usam ADF para avaliar o desempenho de jogadores de basquete e de
times de futebol, destacando sua potencialidade de aplicação a dados dos esportes, e
relatando a baixa quantidade de trabalhos que aplicam a ADF nessa área. Ademais,
Vinué e Epifanio (2019) fazem previsão do desempenho de jogadores de basquete
através de ADF, considerando inclusive que esses dados são possivelmente esparsos
(poucos pontos avaliados para cada função) e irregulares (o domínio de cada função
pode ser diferente). Quanto a Séries Temporais Funcionais, até o presente momento
não há conhecimento de aplicações aos esportes.
Assim sendo, percebe-se que os esportes, predominantemente o futebol, consti-
tuem uma área pouco explorada pela ótica de ADF e, especialmente, de Séries Tem-
porais Funcionais, o que, conjuntamente ao fato de o futebol estar substancialmente
mais atrasado no uso de modelagem estatística, corresponde a uma lacuna que deve
ser preenchida mediante esforços de pesquisadores e de agentes tomadores de decisão
no futebol. Além disso, Lucey et al. (2013) citam que dados espaço-temporais são
dados de alta dimensionalidade e suscetíveis a uma grande quantidade de ruídos.
Portanto, são um tipo de dado propenso ao uso de metodologias de Séries Temporais
Funcionais para modelagem e previsão. Em particular, a teoria proposta por Bathia,
Yao e Ziegelmann (2010), juntamente com a generalização de Horta e Ziegelmann
(2016), são metodologias potencialmente adequadas para trabalhar com tal tipo de
dado.
3.2 Notação e convenções
Previamente à exposição da metodologia utilizada, é importante destacar al-
gumas convenções e notações empregadas no texto daqui em diante. A série tem-
poral funcional (λt : t ∈ Z+) é formada por superfícies aleatórias λt(u), u ∈ S :=
[0, 1] × [0, 1].4 As superfícies (λt) são definidas em um mesmo espaço de probabi-
lidade (Ω,F ,P), tal que λt : Ω → L2(S) para todo t, em que L2(S) é o espaço de
Hilbert de funções quadrado-integráveis em S. O produto interno entre duas funções
4Posteriormente, S será interpretado como uma reparametrização geográfica de um campo de
futebol.
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Cabe ressaltar que os mapas de intensidade podem ser interpretados como
as superfícies (λt), onde as diferentes colorações (intensidades) correspondem às
diferentes alturas da superfície. Logo, no que segue, ao decorrer do texto, os termos
série temporal funcional, superfícies e mapas de intensidade serão intercambiados
livremente, representando o mesmo conceito. Além disso, do ponto de vista de
ADF, os mapas de intensidade são as unidades observacionais. Assim, não se está
interessado em modelar a dinâmica intrapartida. Para noções de tipos de modelos
com tal grau de detalhamento, consultar Narayanan (2019).
A metodologia introduzida por Bathia, Yao e Ziegelmann (2010), a qual tem
como objetivo determinar a dimensionalidade finita de séries temporais formadas
por curvas, é apresentada a seguir, devidamente adaptada para o caso em que as
unidades amostrais são superfícies. Como destacado anteriormente, a validade dessa
adaptação baseia-se no desenvolvimento de Horta e Ziegelmann (2016).
3.3 Análise de Séries Temporais Funcionais: Re-
presentações espectrais baseadas no operador
de autocovariância defasado
De acordo com Bathia, Yao e Ziegelmann (2010), uma característica prevalente
em dados funcionais é a presença de ruídos de observação, os quais são decorrentes,
entre outros motivos, de erros de medida (no caso de mapas de intensidade no fu-
tebol, esse erro de medida surge devido ao fato de que os dados relativos às ações
da partida são coletados por anotadores via vídeo) e, além disso, como a observa-
ção funcional é obtida após a suavização de pontos discretos, espera-se que haja a
inclusão de algum erro de aproximação advindo deste processo. Ainda, no contexto
de mapas de intensidade, os ruídos de observação são resultantes, também, do fato
de que os mapas observados são estimativas de mapas de intensidade latentes. Ou
seja, não se tem acesso observacional à série temporal funcional de interesse (λt)
– na aplicação, λt representará o mapa de intensidade latente da t-ésima partida.
Observa-se unicamente a série temporal (λ̂t), conforme
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λ̂t(u) = λt(u) + εt(u), u ∈ S,
em que (εt) é ruído branco.
A hipótese feita acima sobre (εt) é de extrema importância e traz intrinseca-















= 0, ∀ u,v ∈ S, ∀ t, ∀ ` ∈ Z.
Além disso, assume-se que
(iv) (λt) é estritamente estacionária.





, u ∈ S,





, u,v ∈ S, ` ∈ Z, (3.1)
de (λt) não dependem de t. A função de autocovariância acima pode ser vista como










para todos os conjuntos de elementos u(1), . . . ,u(m) ∈ S e números reais a1, . . . , am,
m ∈ Z+ (MINH; NIYOGI; YAO, 2006). O operador linear de autocovariância




c`(u,v)f(v) dv, u ∈ S, f ∈ L2(S).
Segundo Wang, Chiou e Müller (2016), a abordagem usual em ADF é a Análise
de Componentes Principais Funcionais, a qual considera que, sob a suposição de que∫
S E{(λt(u))2 + (εt(u))2} du < ∞, os termos λt da série temporal (λt) podem ser
representados pela decomposição de Karhunen-Loève (Karhunen, 1946; Loève, 1946)
λt(u) = µ(u) +
∞∑
j=1
ξtjϕj(u), u ∈ S, t ∈ Z+,
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onde ξtj := 〈λt − µ, ϕj〉 são variáveis aleatórias tais que E(ξtj) = 0 e Var(ξtj) =: πj,
e ϕj são autofunções do operador de autocovariância no lag zero C0. Ou seja, as
superfícies (λt) podem ser expressas em termos das autofunções do seu operador de
autocovariância C`, ` = 0. A igualdade acima vale no sentido de que limκ→∞ ‖λt −
µ−∑κj=1 ξtjϕj‖ = 0 quase certamente (HORTA; ZIEGELMANN, 2016).
Os autovalores de C0 são dados pela sequência (π1, π2, . . . ), com π1 ≥ π2 ≥ . . .
Para assegurar que essa sequência está bem definida, segue-se a convenção de que ela
só possui zeros se o operador C0 tem posto finito (HORTA; ZIEGELMANN, 2018).
Ademais, sendo {ϕ1, ϕ2, . . . } um conjunto ortonormal em L2(S), cujos elementos
são as respectivas autofunções associadas a esses autovalores, então, pelo Teorema
de Mercer (MERCER, 1909), a função de autocovariância não-defasada c0 admite




πjϕj(u)ϕj(v), u,v ∈ S.
As autofunções ϕj são obtidas a partir da equação integral
∫
S c0(u,v)ϕj(v) dv =
πjϕj(u). No entanto, tal procedimento não é o mais adequado quando o interesse
é modelar variáveis funcionais sujeitas a ruídos de observação tal qual as superfícies
(λt), pois, sob estacionariedade, Cov{λ̂t(u), λ̂t(v)} = c0(u,v)+Cov{ε0(u), ε0(v)} 6=
c0(u,v), u,v ∈ S, exceto no caso em que ε0 é ruído branco quando visto como um
processo com espaço de índices S. Sendo assim, Bathia, Yao e Ziegelmann (2010)







com u,v ∈ S e p ∈ Z+, baseando-se no fato de que Cov{λ̂t(u), λ̂t+`(v)} = c`(u,v),
` 6= 0. Conforme argumento exposto em Bathia, Yao e Ziegelmann (2010, p. 3359),
o inteiro p expresso na construção do kernel k em (3.2) é utilizado com o objetivo
de facilitar o cômputo das autofunções do operador integral K : L2(S) → L2(S), o




k(u,v)f(v) dv, u ∈ S, f ∈ L2(S).
Sob a Suposição A1 em Horta e Ziegelmann (2016), a série temporal funcional
(λt) pode ser expandida em termos das autofunções do operador K, o que, pela
representação de Karhunen-Loève, equivale a escrever
λt(u) = µ(u) +
∞∑
j=1
ηtjψj(u), u ∈ S, (3.3)
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onde ψj ∈ L2(S) denotam as autofunções de K. As variáveis aleatórias ηtj repre-
sentam os coeficientes das projeções das superfícies (λt) no subespaço gerado pelas
autofunções ψj e, portanto, são obtidas através do produto interno







Além disso, segue que E(ηtj) = 0 e Var(ηtj) =: θj.
Empiricamente, assume-se que (λt) possui dimensão finita, denotada por d, a
qual é considerada um parâmetro do modelo. Isto é, o operador linear K possui
exatamente d autovalores não-nulos (BATHIA; YAO; ZIEGELMANN, 2010). Logo,
denotando por (θ1, θ2, . . . , θd) o vetor de autovalores não-nulos de K, em que θ1 ≥
θ2 ≥ · · · ≥ θd > 0, com conjunto de autofunções correspondentes {ψ1, ψ2, . . . , ψd},




θjψj(u)ψj(v), u,v ∈ S,
e, consequentemente, a equação integral
∫
S
k(u,v)ψj(v) dv = θjψj(u), u ∈ S.
Implicitamente, assume-se que o conjunto {ψ1, ψ2, . . . , ψd} é ortonormal e adiciona-
se, por conseguinte, as condições 〈ψi, ψj〉 = 0, i 6= j, e ‖ψj‖ = 1. De acordo com
a observação feita acima sobre a dimensão de (λt), a decomposição (3.3) pode ser
alternativamente expressa através de uma representação finita:
λt(u) = µ(u) +
d∑
j=1
ηtjψj(u), u ∈ S. (3.4)
Um fator chave sob essa metodologia é que, como os mapas de intensidade λt
são expandidos como combinação linear das autofunções ψ1, . . . , ψd, cujos coeficien-
tes são dados pelos componentes do vetor aleatório ηt = (ηt1, . . . , ηtd)′, a dinâmica















, . . . (3.5)
Assim, o problema de modelar a série temporal funcional (λt) se resume à modelagem
da série temporal multivariada (3.5), que pode ser realizada através de métodos
clássicos, tais como modelos da família VARMA – Vector Autoregression Moving-
Average – (BATHIA; YAO; ZIEGELMANN, 2010).
Embora Bathia, Yao e Ziegelmann (2010) tenham proposto essa abordagem
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alternativa à modelagem FAR de Bosq (2000) e suas extensões, Aue, Norinho e
Hörmann (2015) reportaram tal metodologia descrevendo-a explicitamente e justi-
ficando seu emprego sob o ponto de vista teórico. No entanto, os autores utilizam
uma redução de dimensionalidade da série temporal funcional de interesse baseada
na convencional Análise de Componentes Principais Funcionais. Além disso, tam-
bém propõem um algoritmo para a previsão de séries temporais funcionais, inclusive
considerando o caso em que há a presença de covariáveis exógenas.
O Teorema 3.1 de Aue, Norinho e Hörmann (2015) afirma que se a série tempo-
ral funcional (λt) segue um modelo FAR(1), então os coeficientes ξt = (ξt1, . . . , ξtd)′
das projeções de (λt) nas primeiras d componentes principais seguem um modelo
VAR(1), e as previsões h passos à frente da série (λt), obtidas via modelagem VAR
dos coeficientes ξtj, são assintoticamente equivalentes à previsão FAR. A partir de
uma representação de um espaço de Hilbert mais geral, o Corolário 3.1 do mesmo
trabalho indica que a equivalência assintótica também é válida para ordens superi-
ores dos modelos FAR e VAR. Todos esses resultados são derivados sob a suposição
de estacionariedade (iv).
3.4 Estimadores e resultados amostrais
Em aplicações práticas, considera-se ter acesso a uma amostra aleatória de
mapas de intensidade λ̂1(·), . . . , λ̂n(·). Assim, a função de autocovariância amostral

















λ̂t(u), u ∈ S,
é a média amostral das superfícies (λ̂t). Subsequentemente, pode-se definir um






ĉ`(u,w)ĉ`(v,w) dw, u,v ∈ S. (3.6)
Agora, conforme Bathia, Yao e Ziegelmann (2010), sendo d̂ o número de auto-




k̂(u,v)f(v) dv, u ∈ S, f ∈ L2(S),
27
os quais satisfazem θ̂1 ≥ θ̂2 ≥ · · · ≥ θ̂d̂ > 0, e sendo {ψ̂1, ψ̂2, . . . , ψ̂d̂} o conjunto
formado pelas autofunções correspondentes a esses autovalores, então o kernel k̂




θ̂jψ̂j(u)ψ̂j(v), u,v ∈ S,
em que θ̂j e ψ̂j satisfazem a equação integral
∫
S
K̂(u,v)ψ̂j(v) dv = θ̂jψ̂j(u), u ∈ S,
e as condições de ortornormalidade 〈ψ̂i, ψ̂j〉 = 0, i 6= j, e ‖ψ̂j‖ = 1.
Por intermédio de uma análise de autovalores de uma matriz finita, é possível
encontrar θ̂j e ψ̂j que, segundo o Teorema 1 em Bathia, Yao e Ziegelmann (2010), são
estimadores consistentes para θj e ψj, respectivamente, j = 1, . . . , d̂. Assim, segue
que o operador K̂ pode ser representado por uma matriz de dimensões infinitas
K̂ := 1(n− p)2γ0
p∑
`=1
γ ′` · γ` · γ ′0.
Bathia, Yao e Ziegelmann (2010) fazem uso da seguinte propriedade entre duas
matrizes de mesma dimensão A e B: AB′ possui os mesmos autovalores não-
nulos que B′A. Logo, o problema de fazer uma análise de autovalores da matriz
de dimensões infinitas K̂ se reduz a uma análise de autovalores da matriz K∗, de
ordem (n− p)× (n− p), dada por
K∗ := 1(n− p)2
p∑
`=1
γ ′` · γ` · γ ′0γ0. (3.7)
em que
(M1 ) A := γ0 = (Λ1,Λ2, . . . ,Λn−p);
(M2 ) B′ := ∑p`=1 γ ′` · γ` · γ ′0.
Em (M1 ), Λt é um vetor coluna de infinitas linhas, cujas entradas são dadas pela
diferença λ̂t(u) − µ̂(u), ∀ u ∈ S. Já em (M2 ), a entrada (ts) da matriz γ ′` ·
γ` é dada pelo produto interno Λ′t+` · Λs+` = 〈λ̂t+` − µ̂, λ̂s+` − µ̂〉. Portanto, se
θ̂1, . . . , θ̂d̂ denotam os d̂ maiores autovalores de K
∗ e Ψ̂1, . . . , Ψ̂d̂, os d̂ autovetores
correspondentes, com Ψ̂j := (Ψ1j, . . . ,Ψn−p,j), então, ψ̃1, . . . , ψ̃d̂ são as d̂ autofunções








, u ∈ S.
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As autofunções ψ̃1, . . . , ψ̃d̂ encontradas através da análise matricial acima po-
dem não ser ortogonais entre si e de norma unitária. Dessa forma, o processo de
ortonormalização de Gram-Schmidt pode ser aplicado a essas autofunções a fim de
se obter um conjunto ortonormal em L2(S), cujos elementos serão as autofunções
ψ̂1, . . . , ψ̂d̂ (BATHIA; YAO; ZIEGELMANN, 2010).
Finalmente, introduz-se um estimador para os mapas de intensidade observa-
dos λ̂t:
λ̂∗t (u) = µ̂(u) +
d0∑
j=1
η̂tjψ̂j(u), u ∈ S, (3.8)
onde







são os coeficientes das projeções das superfícies λ̂t no subespaço (finito) gerado pelas
autofunções ψ̂j.
O inteiro d0 utilizado na soma em (3.8) é um estimador de d, uma vez que
pode ocorrer de d̂  d. Bathia, Yao e Ziegelmann (2010) implementam um teste
baseado em bootstrap para determinar d0, onde a hipótese nula a ser testada é
H0 : θd0+1 = 0. Além disso, os autores também sugerem uma abordagem empírica,
na qual seleciona-se a dimensão d0 como sendo o número significativo de maiores
autovalores de K̂, no sentido de que acontece uma queda abrupta do autovalor θ̂d0+1
em relação ao autovalor θ̂d0 . Como o interesse deste trabalho se concentra em um
viés preditivo, na aplicação optou-se por uma escolha baseada na minimização do
Erro Quadrático Médio Integrado (EQMI) de previsão, complementando a segunda
alternativa destacada acima.
Obtendo-se as quantidades apresentadas nesta seção, modela-se a série tem-
poral multivariada η̂t = (η̂t,1, . . . , η̂t,d0)′, t = 1, . . . , n, a partir de alguma técnica
adequada para esse tipo de problema. Ademais, na presença de um vetor observado
de covariáveis exógenas xt = (xt1, . . . , xtr)′, r ∈ N, modelos que abordam essa ca-
racterização adicional devem ser considerados – na aplicação, modelos VARX foram
ajustados. Dessa forma, a previsão um passo à frente para a série temporal (η̂t)
é denotada por η̂n+1|n = (η̂n+1,1|n, . . . , η̂n+1,d0|n)′ e o mapa de intensidade predito
λ̂n+1|n pode ser recuperado via representação de Karhunen-Loève, isto é,
λ̂n+1|n(u) = µ̂|n(u) +
d0∑
j=1
η̂n+1,j|nψ̂j|n(u), u ∈ S,
em que as notações µ̂|n, ψ̂j|n são usadas para indicar, respectivamente, a função
média e as autofunções estimadas através da amostra até o tempo n.
Um algoritmo contendo cada passo para o procedimento de modelagem e pre-
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visão da série temporal funcional (λ̂t) com o acréscimo de covariáveis exógenas, cuja
construção foi baseada no Algoritmo 2 do trabalho de Aue, Norinho e Hörmann
(2015), é descrito abaixo:
1. Determine d0. Decomponha a série temporal funcional observada λ̂1, . . . , λ̂n,
utilizando a representação de Karhunen-Loève, para obter a série temporal
vetorial η̂t = (η̂t,1, . . . , η̂t,d0)′;
2. Modele a série temporal η̂1, . . . , η̂n com a adição do vetor de covariáveis exó-
genas xn = (xn1, . . . , xnr)′, r ∈ N, através do modelo VARX, por exemplo,
concebendo assim a previsão um passo à frente
η̂n+1|n = (η̂n+1,1|n, . . . , η̂n+1,d0|n)′,
para η̂n+1;
3. Use novamente a representação de Karhunen-Loève para gerar a previsão um
passo à frente
λ̂n+1|n(u) = µ̂|n(u) +
d0∑
j=1
η̂n+1,j|nψ̂j|n(u), u ∈ S,
para o mapa de intensidade λ̂n+1.
A aplicação da metodologia descrita neste capítulo será realizada na sequência,
em um estudo de mapas de intensidade da equipe espanhola Fútbol Club Barcelona.
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4 Aplicação: Análise de mapas de inten-
sidade do FC Barcelona
4.1 Fonte de dados
Os dados que serão usados para aplicação da metodologia de séries temporais
funcionais descrita no Capítulo 3 foram obtidos pela empresa de coleta e análise de
dados de futebol StatsBomb. A disponibilização desse material de maneira gratuita
para o público em geral (algo raro no meio dos dados futebolísticos) parte de uma
iniciativa da empresa de facilitar e propiciar novas pesquisas e descobertas para a
análise estatística no futebol (STATSBOMB, 2019a). Tais dados registram infor-
mações de todas as partidas da carreira do jogador argentino Lionel Messi pelo FC
Barcelona no Campeonato Espanhol entre as temporadas 2004/2005 e 2018/2019,
totalizando mais de 450 partidas. Os dados são do tipo event logs, isto é, contêm
todas as informações de cada ação envolvendo a bola realizada nas partidas. Os
eventos são dos mais variados tipos, totalizando 34 categorias diferentes, das quais
foram selecionadas somente aquelas feitas sob posse do FC Barcelona, partindo-se do
princípio de que o padrão de jogo de uma equipe é caracterizado sobretudo por seu
comportamento quando detém a posse da bola. A listagem e descrição dos eventos
escolhidos podem ser consultadas na Seção A.1 do Apêndice A.
Após seleção dos eventos, considerando-se todas as partidas, os mais comuns
são passe (45,98% do total) e recebimento de passe (44,65%). Cada ação ocorrida no
jogo é caracterizada por diversas variáveis, entre elas tipo do evento, time, jogador,
minuto, segundo e coordenadas v1 e v2 do campo onde a ação aconteceu, sendo estas
últimas as mais importantes para a construção de mapas de intensidade. Para ter
acesso de forma completa aos dados e a suas documentações, ver StatsBomb (2019a)
e StatsBomb (2019b).
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4.2 Organização dos dados e geração dos mapas
de intensidade
Após download do conjunto de dados, o processamento, organização e filtragem
foram realizados em linguagem R (R Core Team, 2021) por intermédio do software
RStudio (RStudio Team, 2021), versão 1.4.1106. Primeiramente, as informações de
cada partida, que estavam contidas em bancos de dados separados no formato .JSON,
foram agregadas por temporadas em objetos do tipo list. Na sequência, devido ao
fato de que apenas sete de 38 partidas da temporada 2004/2005 e 17 de 38 da
temporada 2005/2006 haviam sido contempladas no registro dos dados, decidiu-se
por descartá-las da análise. Nas demais temporadas, em ao menos 25 dos 38 jogos
do FC Barcelona, Lionel Messi esteve em campo, o que configura uma representação
quase completa das partidas do clube na competição durante o período de agosto
de 2005 a maio de 2019 (428 de 494 partidas), embora o mais adequado fosse ter
acesso às informações de todas as 38 partidas da equipe em cada temporada.
Como destacado na Seção 4.1, o passo seguinte compreendeu a filtragem das
ações realizadas exclusivamente pelo FC Barcelona em situações nas quais a equipe
detinha a posse da bola. Após esse processo, os dados foram armazenados em um
único banco ordenado de acordo com a ocorrência temporal de cada partida. Assim,
o primeiro jogo da temporada 2005/2006 foi identificado com o valor 1, ao passo que
o valor 428 definiu a última partida da temporada 2018/2019. A Tabela 4.1 mostra
o resultado dessa etapa.
Tabela 4.1: Estrutura do banco de dados final.
Time Evento Coord. v1 Coord. v2 Oponente Temporada Partida
Barcelona Pass 50,9 61,8 Celta 2006/2007 1
Barcelona Ball Receipt 63,7 70,0 Celta 2006/2007 1
Barcelona Miscontrol 65,8 68,9 Celta 2006/2007 1
Barcelona Pass 39,8 80,0 Celta 2006/2007 1








Barcelona Pass 7,0 45,0 Eibar 2018/2019 428
Fonte: StatsBomb.
Os mapas de intensidade observados λ̂t, t = 1, . . . , 428, foram gerados com base
na suavização dos dados brutos apresentados na Tabela 4.1. Para tanto, utilizou-se
o método de estimação de densidades via kernel. Dessa forma, define-se nt como




2 ), i = 1, . . . , nt, denota o par de coordenadas v1 e v2 5 do campo onde a











, u ∈ G.6























é o vetor que indica o grau de suavidade do mapa de
intensidade λ̂t na direção de cada uma das coordenadas do campo. A determinação
do valor desse parâmetro foi baseada na simples ideia do estimador “rule-of-thumb”













o desvio padrão estimado de v(ti)1 e v
(ti)
2 , respectivamente (SILVERMAN, 1986; VE-
NABLES; RIPLEY, 2002). A Figura 4.1 ilustra um mapa de intensidade resultante
da suavização apresentada acima.
Figura 4.1: Mapa de intensidade do FC Barcelona alusivo à 2ª rodada da temporada
2008/2009 do Campeonato Espanhol diante do Real Racing Club de Santander.
Todas as coordenadas do campo são padronizadas para que o FC Barcelona ataque
da esquerda para a direita.
5Padronizadas para o quadrado unitário S.
6Na realidade, λ̂t obtida desta forma é uma função densidade de probabilidade, devendo ser
interpretada como um mapa de intensidade padronizado.
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4.3 Modelagem
Nesta seção, serão apresentados os resultados da aplicação da metodologia de
Bathia, Yao e Ziegelmann (2010), detalhada nas Seções 3.3 e 3.4, aos mapas de
intensidade obtidos após a suavização descrita anteriormente. O código construído
em linguagem R foi baseado em uma implementação prévia da metodologia. Para o
cálculo do estimador do kernel da Equação (3.2), utilizou-se, da mesma forma que
nas simulações de Bathia, Yao e Ziegelmann (2010), p = 5. Entretanto, em primeira
instância, fez-se necessário excluir as primeiras 54 observações (referentes às partidas
somadas das temporadas 2006/2007 e 2007/2008) da análise devido ao fato de que
uma das séries observadas η̂tj – a saber, η̂t1 – demonstrava um comportamento em
dois regimes. Mais detalhes sobre essa questão podem ser consultados no Apêndice
B. Assim, após a exclusão das observações t = 1, . . . , 54, readequando-se a notação
para as partidas restantes, tem-se que a amostra final de mapas de intensidade do
FC Barcelona considerada na análise é denotada por λ̂1, . . . , λ̂374, ou seja, na nova
notação t = 1, . . . , 374, compreendendo as partidas entre as temporadas 2008/2009
e 2018/2019.
Finalmente, um ajuste global abrangendo todas as n = 374 observações foi
avaliado para fins de análise exploratória e interpretação dos parâmetros funcionais
estimados. Contudo, a determinação dos valores de d0, da ordem do modelo VARX
aplicado à série temporal η̂t, bem como das covariáveis exógenas, foi feita com base
em uma combinação destes parâmetros cujo valor de EQMI de previsão um passo à
frente fosse minimizado, o que será realizado na Seção 4.4.
A Figura 4.2 mostra o mapa de intensidade médio do FC Barcelona, µ̂, ao longo
das n = 374 partidas consideradas. É importante salientar que as colorações mais
quentes (tons em vermelho) indicam as regiões com maior intensidade de ocupação
da equipe com a bola, enquanto que áreas cuja cor associada é mais fria (tons em
azul) são aquelas com menor taxa de ocupação. Portanto, percebe-se que, em média,
o clube espanhol manteve a bola em quase toda a extensão do meio de campo, o que
é algo esperado para um time que baseia seu estilo de jogo em uma característica de
retenção de posse de bola. Também, vê-se que a equipe manteve um padrão médio
levemente mais ofensivo, pois a coloração avermelhada é um tanto mais presente à
direita da linha central.
Já na Figura 4.3 encontram-se os dez primeiros autovalores θ̂j após a decompo-
sição espectral da matriz K∗, apresentada na Equação (3.7). Neste gráfico, pode-se
notar que os autovalores θ̂1 e θ̂2 se destacam em relação aos demais quanto a suas
magnitudes, sendo que, além disso, θ̂1 é consideravelmente maior que θ̂2. A par-
tir desta inspeção visual, é possível concluir que duas dimensões sejam suficientes
para representar os mapas de intensidade observados (λ̂t) através da expansão de
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Figura 4.2: Função média µ̂ após n = 374 partidas do FC Barcelona no Campeonato
Espanhol entre as temporadas 2008/2009 e 2018/2019.
Karhunen-Loève, isto é, tal análise conduz a uma escolha de d0 = 2. Todavia, na
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Autovalor
Figura 4.3: Dez primeiros autovalores obtidos via decomposição espectral da matriz
K∗.
As primeiras quatro autofunções resultantes podem ser observadas na Figura
4.4. Desse modo, em 4.4(a) tem-se que a autofunção ψ̂1 captura se a equipe portou-se
de uma forma mais centralizada no campo de jogo, ao passo que as autofunções ψ̂2 –
painel 4.4(b) – e ψ̂3 – painel 4.4(c) – indicam ofensividade e o lado do campo em que
o time predominou seus ataques, respectivamente. A interpretação prática acerca
da aparência de ψ̂4, autofunção exposta em 4.4(d), já parece ser mais complicada,
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assim como das demais autofunções não reportadas no trabalho. Nesse sentido,
valores positivos de η̂t1 estão associados a jogos em que o time permaneceu mais
tempo com a posse de bola no meio de campo, valores positivos de η̂t2 caracterizam
uma postura ofensiva do FC Barcelona, enquanto que partidas cujo comportamento
é defensivo são tais que η̂t2 < 0. Ademais, se η̂t3 > 0 (resp. η̂t3 < 0), então na
partida t a equipe ocupou de forma mais expressiva o lado esquerdo (resp. direito)
do campo.
(a) ψ̂1 (b) ψ̂2
(c) ψ̂3 (d) ψ̂4
Figura 4.4: Autofunções ψ̂j, j = 1, . . . , 4.
A Figura 4.5 mostra as séries temporais dos coeficientes η̂tj, j = 1, . . . , 4, a
partir da qual não há um indício visual de possível falta de estacionariedade para
essas séries. Tal averiguação vai ao encontro dos resultados do teste aumentado de
Dickey-Fuller (FULLER, 2009), cujos resultados são listados na Tabela 4.2, os quais
sugerem a rejeição da hipótese nula de presença de raiz unitária para as quatro séries
(p-valores < 0, 01).
Ao se analisar a estrutura de correlação das séries temporais η̂tj, infere-se que
somente η̂t1 apresenta uma dependência temporal linear significativa. A Figura
4.6(a) mostra que a função de autocorrelação de η̂t1 é significativamente diferente de
zero por vários lags, enquanto que sua função de autocorrelação parcial, exposta na
Figura 4.7(a), apresenta valores significativos para os primeiros lags. Dessa forma, o
gráfico de dispersão entre a série η̂t1 e suas defasagens – Figura 4.8(a) – exibe uma re-




































Figura 4.5: Séries temporais η̂tj, j = 1, . . . , 4, formadas pelos coeficientes das proje-
ções dos mapas de intensidade observados nas autofunções.
Tabela 4.2: Resultado do teste de raiz unitária aumentado de Dickey-Fuller.





4.6(b), 4.6(c) e 4.6(d), referentes às séries temporais η̂t2, η̂t3 e η̂t4, respectivamente,
quase não apresentam lags significativos, assim como as funções de autocorrelação
parcial presentes nas Figuras 4.7(b), 4.7(c) e 4.7(d). Por esses motivos, os gráficos
de dispersão das Figuras 4.8(b), 4.8(c) e 4.8(d) não aparentam seguir algum padrão.
De fato, o teste de Ljung-Box (LJUNG; BOX, 1978) aplicado à série η̂t1 leva
à rejeição da hipótese nula de ausência de autocorrelação para lags = 1, . . . , 10. No
entanto, a hipótese nula não é rejeitada para o primeiro lag ao se considerar η̂t2,
embora não se tenha rejeitado essa hipótese para lags = 2, . . . , 10, sugerindo haver
alguma dependência temporal (fraca) na série η̂t2. Para η̂t3 e, principalmente, η̂t4, a
um nível de 5% de significância, a hipótese de ausência de autocorrelação serial não




























































































































































































(d) η̂t4 vs η̂t−1,4
Figura 4.8: Gráficos de dispersão entre η̂tj e η̂t−1,j, j = 1, . . . , 4.
Para entender a dependência entre as séries temporais η̂tj, é comum expressar
essa relação através das funções de correlação cruzada, que podem ser vistas na
Figura 4.9. É possível notar nesses gráficos que parece haver pouca dependência
entre as séries consideradas, sendo destacável algumas correlações significativas entre
η̂t2 e η̂t−1,3 na Figura 4.9(d) (lags positivos). Devido a essa característica de pouca
associação entre as séries, os gráficos de dispersão de cada uma delas contra as
defasagens das demais não apresentam qualquer tendência, conforme a Figura 4.10.
Modelos VAR – Vector Autoregressions – aplicados a estas séries, considerando
variações tanto da dimensão d0 quanto da ordem do modelo, não conseguiram gerar
previsões com boa qualidade. Assim sendo, incentiva-se a inclusão de covariáveis
exógenas no processo de modelagem e, posteriormente, previsão. Nesse sentido, o
modelo VARX – Vector Autoregressions with Exogenous Variables – mostra-se uma
alternativa relevante. A próxima seção descreve a forma pela qual as séries temporais
exógenas foram selecionadas, além de detalhar o procedimento de determinação do
melhor modelo que foi baseado em um ponto de vista preditivo.
4.4 Previsão
Conforme apontado ao longo do texto, o objetivo maior deste trabalho é fazer



















































































































(f) η̂t3 vs η̂t4
Figura 4.9: Funções de correlação cruzada entre as séries temporais η̂tj, j = 1, . . . , 4.
à frente foram consideradas. Para tanto, uma abordagem de janela móvel (rolling
window) foi aplicada à amostra de n = 374 mapas de intensidade, a qual, portanto,
foi separada em 50 subamostras tais que a i-ésima subamostra, com i ∈ {1, . . . , 50},
é composta pelas observações i, i+1, . . . , T , em que T = T (i) = 324+ i−1. Ou seja,
a cada passo do procedimento de previsão, a observação para a qual se fez previsão
no passo anterior é incorporada à modelagem e a mais antiga é descartada. Então, a
previsão um passo à frente para a série temporal de mapas de intensidade é expressa
por
λ̂T+1|T (u) = µ̂|T (u) +
d0∑
j=1





































































































































(l) η̂t4 vs η̂t−1,3
Figura 4.10: Gráficos de dispersão entre η̂tj e η̂t−1,i, j 6= i.
onde η̂T+1,j|T denota a previsão um passo à frente para η̂T+1,j, cuja obtenção é feita
a partir de um modelo VARX(q, 1) ajustado à série temporal η̂t, t = i, . . . , T . Do
mesmo modo que no algoritmo apresentado na Seção 3.4, µ̂|T e ψ̂|T representam a
média e as autofunções calculadas a partir das observações até o tempo T , respec-
tivamente.
Quanto aos valores de d0 e da ordem q do modelo VARX, a determinação foi













, T = 324 + i− 1. (4.1)
Com base nos resultados discutidos na seção anterior, covariáveis exógenas que
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pudessem estar relacionadas com a forma que a equipe ocupa o campo de jogo foram
consideradas, resultando em um total de 43 preditores candidatos. Tais covariáveis
representam informações que podem ser obtidas até momentos anteriores ao início da
respectiva partida, como, por exemplo, se jogadores importantes jogarão, a formação
do FC Barcelona, a formação do adversário, o mando de campo, o resultado da
partida anterior, o treinador do FC Barcelona, etc. Dada a grande quantidade de
parâmetros induzidos pela presença dessas covariáveis, é interessante que se utilize
algum método de seleção de variáveis, de modo a manter no modelo apenas aquelas
que sejam relevantes para explicar a série temporal vetorial η̂t.
Métodos de seleção de variáveis são largamente empregados na prática, so-
bretudo no contexto de observações independentes, como, por exemplo, os métodos
Lasso – Least Absolute Shrinkage and Selection Operator – (TIBSHIRANI, 1996)
e Elastic Net (ZOU; HASTIE, 2005). No cenário de observações dependentes no
tempo, o método VARX-L proposto por Nicholson, Matteson e Bien (2017b) intro-
duz penalizações, inclusive estruturadas, aos modelos VAR e VARX. Neste traba-
lho, considerou-se uma penalização que consiste em uma adaptação da regularização
Lasso padrão (ou seja, uma restrição não-estruturada). Ademais, semelhantemente
ao procedimento de previsão fora da amostra, a determinação dos parâmetros de
penalização é feita via validação cruzada rolling window, cujo mecanismo é o mais
adequado para séries temporais, uma vez que preserva a ordenação temporal dos
dados. Em R, esses métodos encontram-se implementados no pacote BigVAR (NI-
CHOLSON; MATTESON; BIEN, 2017a). O detalhamento e descrição da modela-
gem VARX e da metodologia VARX-L são feitos no Apêndice B.
Foram consideradas combinações com d0 = 2, . . . , 6 e q = 1, . . . , 4. Dessa ma-
neira, dada cada combinação e a primeira subamostra (observações t = 1, . . . , 324),
selecionou-se as covariáveis exógenas e as defasagens importantes para cada equa-
ção a partir do método VARX-L, obtendo-se, assim, uma matriz de coeficientes
esparsa. Na sequência, um modelo VARX(q, 1) restrito foi estimado via Mínimos
Quadrados Ordinários (MQO), com matriz de restrição fornecida pela modelagem
com penalização. Nesse ponto, é importante citar que, embora tenha-se usado MQO,
a reestimação do modelo com a presença de restrições é assintoticamente mais efici-
ente quando realizada através de Mínimos Quadrados Generalizados (NICHOLSON;
MATTESON; BIEN, 2017a). Geradas as 50 previsões por modelo ajustado, foi ava-
liado o EQMI definido na Equação (4.1). Os resultados estão presentes na Tabela
4.3.
Analisando-se a Tabela 4.3, pode-se perceber que a combinação d0 = 2 e q = 2
é aquela que minimiza o EQMI de previsão um passo à frente dentre todas as com-
binações avaliadas. Esse resultado vai ao encontro das características presentes na
Figura 4.3, na qual se viu que os dois primeiros autovalores da matriz K∗ eram
42
Tabela 4.3: EQMI de previsão um passo à frente dadas combinações de d0 e q.
q
d0 1 2 3 4
2 0,11001 0,10972 0,11002 0,10977
3 0,11131 0,11177 0,11172 0,11147
4 0,11164 0,11313 0,11378 0,11392
5 0,11249 0,11397 0,11786 0,11994
6 0,11275 0,11387 0,11456 0,12244
muito maiores que os demais. Portanto, o modelo final escolhido para fazer previsão
dos mapas de intensidade de partidas futuras do FC Barcelona é um modelo com
a série temporal bivariada η̂t = (η̂t1, η̂t2)′, considerando duas defasagens e um con-
junto de covariáveis exógenas selecionadas a partir do método VARX-L, que podem
ser consultadas nas Tabelas A.2 e A.3 da Seção A.2 do Apêndice A. Ou seja, a pre-
visão um passo à frente η̂T+1|T é obtida através da equação de previsão do modelo
VARX(2, 1) dada por








onde x(0)t é um conjunto de covariáveis selecionadas e avaliadas no tempo t e x
(1)
t−1 são
covariáveis exógenas selecionadas que são observadas no tempo t− 1 Mais detalhes
podem ser vistos nos Apêndices A e B.
As previsões obtidas pelo modelo final foram muito parecidas com a função
média µ̂. Tal constatação sugere que o padrão de jogo do FC Barcelona é estável
ao longo do tempo, com algumas pequenas variações idiossincráticas. Dessa forma,
ao se avaliar a diferença entre os mapas de intensidade predito, λ̂T+1|T , e observado
na partida T , λ̂T (isto é, λ̂T+1|T (u) − λ̂T (u), u ∈ S) pode-se ter uma boa previsão
da variação de posicionamento entre partidas subsequentes (como, por exemplo, se
a equipe será mais ofensiva/defensiva no jogo seguinte, se ocupará mais as laterais
do campo, etc.), que é dada por λ̂T+1 − λ̂T .
A Figura 4.11 mostra o erro quadrático integrado associado a cada previsão, ou
seja, reporta os valores
∫
S(λ̂T+1(u) − λ̂T+1|T (u))2 du, ∀ T = 324, . . . , 373. O valor
mínimo para essa medida foi obtido para a previsão λ̂358|357, referente à partida
válida pela 20ª rodada da temporada 2018/2019 contra o Club Deportivo Leganés.
Na Figura 4.12(a) pode ser visualizada a variação predita λ̂358|357 − λ̂357. Em
comparação à variação observada λ̂358−λ̂357, dada na Figura 4.12(b), percebe-se que





















Figura 4.11: Erro quadrático integrado de cada previsão feita pelo modelo final.
(a) λ̂358|357 − λ̂357
(b) λ̂358 − λ̂357
Figura 4.12: Melhor previsão e variação observada. T + 1 = 358.
uma vez que as tonalidades mais avermelhadas encontram-se na parte ofensiva do
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campo em ambos os mapas. Além disso, a previsão consegue capturar, também, que
a equipe ocuparia com mais intensidade o lado direito do campo, embora tenha-se
previsto uma taxa de ocupação levemente mais intensa no campo de ataque esquerdo,
se comparada à variação observada.
Segundo o erro quadrático integrado, tem-se que a segunda melhor previsão
foi para o mapa de intensidade da partida T + 1 = 339, que corresponde à 34ª
rodada da temporada 2017/2018, cujo oponente foi o Villarreal Club de Fútbol. A
Figura 4.13(a) contém a variação predita λ̂339|338 − λ̂338. Nota-se que foi prevista
uma intensidade maior de ocupação na lateral esquerda do campo em relação à
partida T = 338 e uma variação negativa (cores azuis) no meio de campo ofensivo
próximo à grande área do adversário. Tais características realmente estão presentes
na variação observada λ̂339 − λ̂338 expressa na Figura 4.13(b).
(a) λ̂339|338 − λ̂338
(b) λ̂339 − λ̂338
Figura 4.13: Segunda melhor previsão e variação observada. T + 1 = 339.
Além disso, na Figura 4.11 pode-se considerar que, de forma preponderante, a
pior das previsões foi aquela relativa à partida T+1 = 357 (19ª rodada da temporada
2018/2019 contra a Sociedad Deportiva Eibar), cuja variação predita é exibida na
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Figura 4.14(a) e a respectiva variação observada, na Figura 4.14(b). Analisando-se
ambos os mapas, vê-se que foi prevista uma variação positiva mais intensa no campo
ofensivo, enquanto que no campo de defesa esperava-se uma variação negativa em
relação à partida T = 356. Em contrapartida, a variação observada apresentou um
comportamento oposto: variação positiva no campo de defesa, e negativa no campo
de ataque. Ou seja, previu-se uma postura mais ofensiva do FC Barcelona em
comparação a seu jogo antecedente, ao passo que se observou uma postura relativa
mais defensiva.
(a) λ̂357|356 − λ̂356
(b) λ̂357 − λ̂356
Figura 4.14: Pior previsão e variação observada. T + 1 = 357.
Ainda, observando-se os resultados, o segundo maior erro quadrático inte-
grado está associado à previsão λ̂345, relativa à partida diante do Getafe Club de
Fútbol pela 5ª rodada da temporada 2018/2019. A Figura 4.15(b) retrata a varia-
ção observada, a partir da qual nota-se que a equipe de Barcelona concentrou mais
predominantemente sua posse de bola no lado direito do campo, demonstrando, ou-
trossim, um comportamento levemente mais ofensivo, comparando-se com o mapa
de intensidade da partida T = 344. Apesar de a variação prevista, expressa na Fi-
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gura 4.15(a), conseguir captar que o FC Barcelona habitaria com menos intensidade
a zona à esquerda do campo em relação ao jogo anterior, não foi possível prever as
demais características, tendo sido indicado que haveria uma alta variação positiva
em todas as áreas restantes do campo, fato que não se observou.
As variações preditas e as respectivas variações observadas associadas para as
demais partidas estão presentes no Apêndice D.
(a) λ̂345|344 − λ̂344
(b) λ̂345 − λ̂344
Figura 4.15: Segunda pior previsão e variação observada. T + 1 = 345.
4.5 Previsão de ofensividade
Ao se analisar os mapas de intensidade preditos λ̂T+1|T , T = 324, . . . , 373,
pode-se perceber uma melhor previsão de características ofensivas ou defensivas do
FC Barcelona. Dessa forma, uma possibilidade é investigar curvas de intensidade na
direção da coordenada horizontal do campo. Assim, considere a curva de intensidade
observada ŷt, que pode ser recuperada a partir do mapa de intensidade observado





λ̂t(u1, u2) du2, u1 ∈ [0, 1].
Dada uma subamostra observada até o tempo T , como definido na Seção 4.4, a





λ̂T+1|T (u1, u2) du2, u1 ∈ [0, 1].
Calculando-se as curvas de intensidade observadas e preditas para as 50 parti-
das do FC Barcelona separadas para o procedimento de previsão anteriormente, tem-
se que a melhor e pior previsões referem-se, respectivamente, às partidas T+1 = 358
e T + 1 = 357, de modo semelhante aos resultados obtidos para os mapas de inten-
sidade. A Figura 4.16(a) (resp. Figura 4.16(b)) ilustra a melhor (resp. pior) curva
de intensidade predita (linha azul pontilhada), juntamente com a curva observada
(linha sólida). As interpretações são similares às realizadas para os mapas de inten-
sidade das Figuras 4.12(a) e 4.14(a), considerando apenas a coordenada horizontal
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(b) T + 1 = 357
Figura 4.16: Melhor e pior curvas de intensidade preditas e respectivas observações.
Na Figura 4.17 estão contidos todos os 50 erros de previsão ŷT+1|T (·)− ŷT+1(·),
T = 324, . . . , 373. A linha em rosa representa o erro de previsão médio, o qual
é próximo de zero para toda a extensão da coordenada horizontal do campo, com
apenas algum leve viés entre o intervalo [0, 5; 0, 8]. Tal percepção sugere que, em
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Este trabalho teve como objetivo propor uma aplicação de modelos de Séries
Temporais Funcionais a dados oriundos do futebol, utilizando-se da metodologia
de Bathia, Yao e Ziegelmann (2010). Para tanto, considerou-se fazer modelagem
e, sobretudo, previsão de mapas de intensidade de equipes de futebol. Destaca-se
que a principal contribuição prática desta pesquisa está no fato de que a previsão
de mapas de intensidade de jogos futuros de times adversários pode ser muito útil
para uma equipe de futebol do ponto de vista tático, uma vez que a estratégia
adotada pode ser desenvolvida com base, entre outros aspectos, nessas previsões.
Além disso, dada a escassez de trabalhos na área das Ciências Esportivas que fazem
uso de metodologias de Séries Temporais Funcionais, acredita-se que este trabalho
traga uma contribuição para a área devido a sua proposta inovadora.
A aplicação da metodologia de Bathia, Yao e Ziegelmann (2010) se deu a partir
de um conjunto de mapas de intensidade do clube espanhol FC Barcelona, que foram
gerados por intermédio de dados coletados e disponibilizados ao público pela empresa
StatsBomb referentes a partidas disputadas pela equipe no Campeonato Espanhol
entre as temporadas de 2008/2009 e 2018/2019 em que o jogador argentino Lionel
Messi atuou, correspondendo a 374 jogos. Além de ter como hipótese a existência de
uma dinâmica entre partidas subsequentes, fato que se confirmou mais notoriamente
apenas para uma das séries temporais de coeficientes observada, também foram
incorporadas covariáveis exógenas ao modelo, e um método de seleção de variáveis
foi empregado no contexto da modelagem VARX.
Os resultados foram interpretados considerando a variação entre mapas de
intensidade de partidas consecutivas, abordagem que permite fazer previsões da
forma como a equipe ocupará as extensões do campo em relação ao jogo anterior.
No geral, a partir das previsões resultantes, é possível perceber que o modelo pro-
posto consegue capturar de forma mais acurada posturas ofensivas/defensivas do
FC Barcelona. Isto é, os mapas de intensidade preditos absorvem melhor variações
na coordenada horizontal do campo em comparação àquelas observadas na coorde-
nada vertical. Desse modo, curvas de intensidade que possam indicar tendências
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ofensivas/defensivas também foram avaliadas, a partir das quais pôde-se perceber
mais claramente tais características. Ao se considerar um ambiente naturalmente
competitivo como aquele em que o futebol está inserido, no qual qualquer vanta-
gem mínima sobre o adversário tem um peso muito relevante nos enfrentamentos
diretos, acredita-se que essa informação parcial prévia do comportamento coletivo
do oponente possa ser importante. Todavia, deve-se ponderar que a variabilidade
intrapartida é um fator destacável no futebol e que não pode ser modelado de ante-
mão pela metodologia tratada nesta pesquisa, motivo que pode justificar, ao menos
parcialmente, algumas das limitações encontradas na aplicação, conjuntamente com
o fato de que a imprevisibilidade tem um peso considerável nesse esporte, inclusive
sendo um tema discutido em diversos estudos.
Em trabalhos futuros, espera-se aprimorar a aplicação, considerando dados
mais informativos, como, por exemplo, os emergentes dados de rastreamento de
bola e jogadores, ou ao menos dados completos de todas as partidas de uma equipe
em uma temporada em vez de somente aquelas em que um jogador em específico
esteve em campo. Ademais, com base nos resultados obtidos no presente trabalho,
pode-se considerar uma análise mais profunda sob o contexto de curvas de intensi-
dade, que indiquem apenas tendências ofensivas e defensivas dos times. Além disso,
ressalta-se que os resultados encontrados estão restritos apenas ao FC Barcelona e,
portanto, deseja-se ampliar o estudo para dados de outras equipes, que preferencial-
mente apresentem comportamentos de jogo distintos; assim, será possível avaliar se
as previsões têm uma boa performance independentemente do estilo praticado pela
equipe. Também é pauta de novas investigações utilizar outras abordagens na mode-
lagem das séries temporais multivariadas, e estudar a inclusão de novas covariáveis
exógenas, como, por exemplo, os próprios mapas de intensidade do adversário. No
entanto, para expandir o alcance da metodologia, os clubes e empresas que coletam
e armazenam os dados gerados nas partidas precisam torná-los, de alguma forma,
mais acessíveis a pesquisadores e interessados na disseminação da Estatística no fu-
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APÊNDICE A
A.1 Lista de ações consideradas
A Tabela A.1 contém as ações selecionadas para a construção dos mapas de
intensidade do FC Barcelona.
Tabela A.1: Ações filtradas na análise e suas respectivas descrições.
Ação Descrição
Ball Receipt Bola recebida a partir de um passe de um companheiro de
equipe
Ball Recovery Posse de bola recuperada pela equipe após roubá-la do ad-
versário
Dispossessed Perda da posse de bola para um jogador adversário
Dribble Deixar um adversário para trás carregando a bola
Duel Disputa (ganha) pela bola contra um jogador adversário
Foul Won Tiro livre (direto ou indireto) obtido após infração cometida
pelo adversário
Miscontrol Posse de bola não totalmente controlada pela equipe
Pass Passar (tocar) a bola para um companheiro de equipe
Referee Ball-Drop Posse de bola ganha pela equipe após o árbitro da partida
recolocar a bola em jogo após alguma parada
Shield Proteção de bola, impedindo que o adversário fique com a
posse
Shot Chute a gol
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A.2 Covariáveis selecionadas para o modelo final
A metodologia VARX-L seleciona tanto as covariáveis exógenas quanto as de-
fasagens das séries temporais η̂tj. Assim, a Tabela A.2 (resp. Tabela A.3) lista os
componentes da equação para η̂t1 (resp. η̂t2) ajustada a partir do modelo VARX
após aplicação da penalização via VARX-L.
• Equação para η̂t1:
Defasagens: η̂t−1,1, η̂t−1,2, η̂t−2,1 e η̂t−2,2.
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Tabela A.2: Covariáveis exógenas selecionadas para a equação de η̂t1
Covariável Descrição
home Partida disputada sob mando de campo do FC Barcelona
play.xavi O jogador Xavi Hernández é escalado
play.iniesta O jogador Andrés Iniesta é escalado
play.suarez O jogador Luis Suárez é escalado
play.dani O jogador Daniel Alves é escalado
play.puyol O jogador Carles Puyol é escalado
play.pique O jogador Gerard Piqué é escalado
play.busquets O jogador Sergio Busquets é escalado
ftto.adv A formação tática do adversário é diferente de 4-2-3-1 (4
defensores, 2 meio-campistas defensivos, 3 meio-campistas
ofensivos e 1 atacante)
fft.bar A formação tática do FC Barcelona é diferente de 4-3-3 (4
defensores, 3 meio-campistas e 3 atacantes)
messi.pos O jogador Lionel Messi não jogou pelo lado direito do campo
guard Josep Guardiola é o treinador do FC Barcelona
tito Tito Vilanova é o treinador do FC Barcelona
luis Luis Enrique é o treinador do FC Barcelona
emp O FC Barcelona empatou a partida t− 1
dif.day Diferença de dias em relação à partida t− 1
cinq Número de disputas 50/50 do FC Barcelona na partida t−1
drib Número de dribles do FC Barcelona na partida t− 1
duel Número de duelos do FC Barcelona na partida t− 1
error Número de erros do FC Barcelona na partida t− 1
foul.com Número de faltas cometidas pelo FC Barcelona na partida
t− 1
foul.won Número de faltas ganhas pelo FC Barcelona na partida t−1
pass Número de passes trocados pelo FC Barcelona na partida
t− 1
pressure Número de pressões exercidas pelo FC Barcelona na partida
t− 1
shield Número de proteções de bola feitas pelo FC Barcelona na
partida t− 1
shot Número de chutes ao gol efetuados pelo FC Barcelona na
partida t− 1
• Equação para η̂t2:
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Defasagens: η̂t−2,2.
Tabela A.3: Covariáveis exógenas selecionadas para a equação de η̂t2
Covariável Descrição
home Partida disputada sob mando de campo do FC Barcelona
play.iniesta O jogador Andrés Iniesta é escalado
play.suarez O jogador Luis Suárez é escalado
play.dani O jogador Daniel Alves é escalado
play.puyol O jogador Carles Puyol é escalado
play.busquets O jogador Sergio Busquets é escalado
play.fab O jogador Cesc Fàbregas é escalado
messi.pos O jogador Lionel Messi não jogou pelo lado direito do campo
der O FC Barcelona perdeu a partida t− 1
cinq Número de disputas 50/50 do FC Barcelona na partida t−1
clearance Número de bolas rebatidas pelo FC Barcelona na partida
t− 1
disp Número de posses perdidas pelo FC Barcelona na partida
t− 1
drib.past Número de dribles sofridos pelo FC Barcelona na partida
t− 1
error Número de erros do FC Barcelona na partida t− 1
gk Número de participações do goleiro do FC Barcelona na par-
tida t− 1





De acordo com as explanações de Tsay (2013) e Nicholson, Matteson e Bien
(2017b), seja ηt = (ηt1, . . . , ηt,d0)′ uma série temporal multivariada de dimensão
d0 ∈ N, e xt = (xt1, . . . , xtr)′, r ∈ N, um vetor de covariáveis exógenas. Um modelo
VARX (Vector Autoregressions with Exogenous Variables) de ordens q e b, denotado
por VARX(q, b), é definido pela seguinte equação






βixt−i + et, (B.1)
em que ν := (ν1, . . . , νd0)′ é um vetor de constantes, φ` é uma matriz d0 × d0 de
coeficientes da `-ésima defasagem de ηt, βi é uma matriz d0 × r de coeficientes
associados à i-ésima defasagem das covariáveis exógenas xt, e et é ruído branco,
com E(et|ηt−`,xt−i−1) = 0, para ` = 1, . . . , q e i = 0, . . . , b + 1. Ou seja, o valor de
uma específica série ηtj, j = 1, . . . , d0, depende de suas próprias defasagens, além
das defasagens das demais séries envolvidas e das covariáveis (defasadas ou não).
Além do mais, não é feita nenhuma especificação sobre a dinâmica do vetor xt.
No contexto de um modelo VARX(q, b), os parâmetros ν, φ := (φ1, . . . ,φq) e














em que ‖ · ‖2F é a norma de Frobenius (norma L2) de uma matriz. A solução de




O modelo VARX pode se tornar altamente parametrizado na medida em que
as dimensões da série temporal ηt, d0, e do vetor de covariáveis xt, r, aumentam.
Tal característica também ocorre com o crescimento das ordens q e b. De fato, um
modelo VARX(q, b) como definido na Equação (B.1) apresenta d0(1 + d0q + rb+ r)
parâmetros. Assim, a metodologia VARX-L consiste em estimar modelos VARX
com a adição de penalizações, de modo a obter matrizes φ` e βi esparsas.
Dessa forma, no contexto VARX-L, o objetivo é resolver a minimização dada


















onde α := (α1, . . . , αd0), com αj ≥ 0, é um vetor de parâmetros de penalização,
enquanto que P(φ) e P(β) são funções de penalização atribuídas às matrizes φ e
β, respectivamente (NICHOLSON; MATTESON; BIEN, 2017b).
Na aplicação aos dados deste trabalho, considerou-se uma versão da penaliza-
ção Lasso para cada uma das matrizes de coeficientes. Nesse cenário, a estimação


















cuja solução é encontrada a partir de uma adaptação do algoritmo de um Lasso
padrão para o contexto de modelos VARX. Para detalhes, consultar Nicholson, Mat-
teson e Bien (2017a) e Nicholson, Matteson e Bien (2017b).
A determinação do parâmetro de penalização α é obtida via validação cruzada
rolling window, que preserva a estrutura temporal da série, escolhendo-se o valor α̂
que minimiza o erro quadrático médio de previsão um passo à frente, por exemplo.
Descrições mais detalhadas desse procedimento também podem ser consultadas em
Nicholson, Matteson e Bien (2017b).
Após a imposição da penalização na Equação (B.3), algumas entradas das
matrizes φ e β serão zeradas e um reajuste pode ser feito ao se fixar de antemão
que tais coeficientes são nulos, considerando a minimização expressa em (B.2).
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APÊNDICE C
C.1 Ajuste global com 428 partidas
Anteriormente à modelagem final que considerou os mapas de intensidade das
partidas do FC Barcelona entre as temporadas 2008/2009 e 2018/2009 (amostra de
tamanho n = 374), um ajuste global incluindo, também, as partidas das temporadas
2006/2007 e 2007/2008 foi realizado (resultando em uma amostra de tamanho n =
428).
A Figura C.1 indica que a função média µ̂ apresenta as mesmas características
encontradas na média mostrada na Figura 4.2, calculada a partir do modelo que
exclui as observações nos tempos t = 1, . . . , 54. Da mesma maneira, assim como
no ajuste com menos observações, os dois primeiros autovalores se destacaram em
relação aos demais, como pode ser visto na Figura C.2.
Figura C.1: Função média µ̂ após ajuste com 428 partidas.
Como no modelo final ajustado na Seção 4.3 utilizou-se apenas as duas primei-






1 2 3 4 5 6 7 8 9 10
Autovalor
Figura C.2: Dez primeiros autovalores da matriz K∗ após ajuste com 428 partidas.
é relevante para a modelagem final, a Figura C.3 contém somente essas autofunções.
Contudo, em contraste às autofunções ilustradas na Figura 4.4, é possível notar que
houve uma mudança de posição entre elas. Agora, ψ̂1, apresentada na Figura C.3(a),
captura se o FC Barcelona foi ofensivo ou defensivo em suas partidas, ao passo que
ψ̂2, exposta na Figura C.3(b), caracteriza se a equipe manteve mais a bola no setor
de meio-campo ou não.
(a) ψ̂1 (b) ψ̂2
Figura C.3: Autofunções ψ̂j, j = 1, 2, obtidas via ajuste com 428 partidas.
As séries temporais η̂tj, j = 1, 2, associadas às autofunções acima podem
ser visualizadas na Figura C.4. Neste ponto é de interesse particular analisar a
série η̂t1 (Figura C.4(a)), na qual observa-se valores majoritariamente negativos nos
tempos t = 1, . . . , 54, enquanto que para as demais partidas, t = 55, . . . , 428, tem-
se valores de η̂t1 ao redor de zero. Tal constatação sugere que η̂t1 apresenta um
comportamento em dois regimes (isto é, com diferentes médias). Como viu-se que a
autofunção ψ̂1 indica ofensividade/defensividade, pode-se concluir que nas partidas
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t = 1, . . . , 54 a equipe espanhola apresentou uma postura mais defensiva, ocupando
de forma mais predominante o campo de defesa. Além disso, destaca-se que essas
partidas coincidem com o período final em que o time de Barcelona foi treinado pelo
holandês Frank Rijkaard. Consequentemente, como uma das covariáveis adicionadas
ao modelo VARX é uma indicadora do treinador na partida t, na equação de η̂t1
apenas essa covariável acaba se tornando importante para explicar a série temporal.
Por essas razões, optou-se por descartar as partidas t = 1, . . . , 54 da análise e o
procedimento de modelagem e previsão foi realizado com as demais observações























(a) λ̂325|324 − λ̂324 (b) λ̂325 − λ̂324
Figura D.1: Variação predita e observada, T + 1 = 325.
(a) λ̂326|325 − λ̂325 (b) λ̂326 − λ̂325
Figura D.2: Variação predita e observada, T + 1 = 326.
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(a) λ̂327|326 − λ̂326 (b) λ̂327 − λ̂326
Figura D.3: Variação predita e observada, T + 1 = 327.
(a) λ̂328|327 − λ̂327 (b) λ̂328 − λ̂327
Figura D.4: Variação predita e observada, T + 1 = 328.
(a) λ̂329|328 − λ̂328 (b) λ̂329 − λ̂328
Figura D.5: Variação predita e observada, T + 1 = 329.
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(a) λ̂330|329 − λ̂329 (b) λ̂330 − λ̂329
Figura D.6: Variação predita e observada, T + 1 = 330.
(a) λ̂331|330 − λ̂330 (b) λ̂331 − λ̂330
Figura D.7: Variação predita e observada, T + 1 = 331.
(a) λ̂332|331 − λ̂331 (b) λ̂332 − λ̂331
Figura D.8: Variação predita e observada, T + 1 = 332.
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(a) λ̂333|332 − λ̂332 (b) λ̂333 − λ̂332
Figura D.9: Variação predita e observada, T + 1 = 333.
(a) λ̂334|333 − λ̂333 (b) λ̂334 − λ̂333
Figura D.10: Variação predita e observada, T + 1 = 334.
(a) λ̂335|334 − λ̂334 (b) λ̂335 − λ̂334
Figura D.11: Variação predita e observada, T + 1 = 335.
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(a) λ̂336|335 − λ̂335 (b) λ̂336 − λ̂335
Figura D.12: Variação predita e observada, T + 1 = 336.
(a) λ̂337|336 − λ̂336 (b) λ̂337 − λ̂336
Figura D.13: Variação predita e observada, T + 1 = 337.
(a) λ̂338|337 − λ̂337 (b) λ̂338 − λ̂337
Figura D.14: Variação predita e observada, T + 1 = 338.
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(a) λ̂340|339 − λ̂339 (b) λ̂340 − λ̂339
Figura D.15: Variação predita e observada, T + 1 = 340.
(a) λ̂341|340 − λ̂340 (b) λ̂341 − λ̂340
Figura D.16: Variação predita e observada, T + 1 = 341.
(a) λ̂342|341 − λ̂341 (b) λ̂342 − λ̂341
Figura D.17: Variação predita e observada, T + 1 = 342.
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(a) λ̂343|342 − λ̂342 (b) λ̂343 − λ̂342
Figura D.18: Variação predita e observada, T + 1 = 343.
(a) λ̂344|343 − λ̂343 (b) λ̂344 − λ̂343
Figura D.19: Variação predita e observada, T + 1 = 344.
(a) λ̂346|345 − λ̂345 (b) λ̂346 − λ̂345
Figura D.20: Variação predita e observada, T + 1 = 346.
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(a) λ̂347|346 − λ̂346 (b) λ̂347 − λ̂346
Figura D.21: Variação predita e observada, T + 1 = 347.
(a) λ̂348|347 − λ̂347 (b) λ̂348 − λ̂347
Figura D.22: Variação predita e observada, T + 1 = 348.
(a) λ̂349|348 − λ̂348 (b) λ̂349 − λ̂348
Figura D.23: Variação predita e observada, T + 1 = 349.
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(a) λ̂350|349 − λ̂349 (b) λ̂350 − λ̂349
Figura D.24: Variação predita e observada, T + 1 = 350.
(a) λ̂351|350 − λ̂350 (b) λ̂351 − λ̂350
Figura D.25: Variação predita e observada, T + 1 = 351.
(a) λ̂352|351 − λ̂351 (b) λ̂352 − λ̂351
Figura D.26: Variação predita e observada, T + 1 = 352.
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(a) λ̂353|352 − λ̂352 (b) λ̂353 − λ̂352
Figura D.27: Variação predita e observada, T + 1 = 353.
(a) λ̂354|353 − λ̂353 (b) λ̂354 − λ̂353
Figura D.28: Variação predita e observada, T + 1 = 354.
(a) λ̂355|354 − λ̂354 (b) λ̂355 − λ̂354
Figura D.29: Variação predita e observada, T + 1 = 355.
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(a) λ̂356|355 − λ̂355 (b) λ̂356 − λ̂355
Figura D.30: Variação predita e observada, T + 1 = 356.
(a) λ̂359|358 − λ̂358 (b) λ̂359 − λ̂358
Figura D.31: Variação predita e observada, T + 1 = 359.
(a) λ̂360|359 − λ̂359 (b) λ̂360 − λ̂359
Figura D.32: Variação predita e observada, T + 1 = 360.
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(a) λ̂361|360 − λ̂360 (b) λ̂361 − λ̂360
Figura D.33: Variação predita e observada, T + 1 = 361.
(a) λ̂362|361 − λ̂361 (b) λ̂362 − λ̂361
Figura D.34: Variação predita e observada, T + 1 = 362.
(a) λ̂363|362 − λ̂362 (b) λ̂363 − λ̂362
Figura D.35: Variação predita e observada, T + 1 = 363.
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(a) λ̂364|333 − λ̂363 (b) λ̂364 − λ̂363
Figura D.36: Variação predita e observada, T + 1 = 364.
(a) λ̂365|364 − λ̂364 (b) λ̂365 − λ̂364
Figura D.37: Variação predita e observada, T + 1 = 365.
(a) λ̂366|365 − λ̂365 (b) λ̂366 − λ̂365
Figura D.38: Variação predita e observada, T + 1 = 366.
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(a) λ̂367|366 − λ̂366 (b) λ̂367 − λ̂366
Figura D.39: Variação predita e observada, T + 1 = 367.
(a) λ̂368|367 − λ̂367 (b) λ̂368 − λ̂367
Figura D.40: Variação predita e observada, T + 1 = 368.
(a) λ̂369|368 − λ̂368 (b) λ̂369 − λ̂368
Figura D.41: Variação predita e observada, T + 1 = 369.
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(a) λ̂370|369 − λ̂369 (b) λ̂370 − λ̂369
Figura D.42: Variação predita e observada, T + 1 = 370.
(a) λ̂371|370 − λ̂370 (b) λ̂371 − λ̂370
Figura D.43: Variação predita e observada, T + 1 = 371.
(a) λ̂372|371 − λ̂371 (b) λ̂372 − λ̂371
Figura D.44: Variação predita e observada, T + 1 = 372.
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(a) λ̂373|372 − λ̂372 (b) λ̂373 − λ̂372
Figura D.45: Variação predita e observada, T + 1 = 373.
(a) λ̂374|373 − λ̂373 (b) λ̂374 − λ̂373
Figura D.46: Variação predita e observada, T + 1 = 374.
