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Sommaire 
Les viroïdes sont des agents pathogènes responsables de maladies affectant les 
plantes telles que l'avocatier, le pêcher, la tomate, la pomme de terre, etc. Parce 
qu'ils dégradent la qualité des fruits et des légumes qu'ils infectent, les viroïdes sont 
la cause de la perte d'environ 50 % de la production mondiale des cultures touchées. 
La compréhension des mécanismes couvrant l'infection aux viroïdes constitue un en­
jeu économique majeur visant l'amélioration de la productivité, dans l'exploitation 
de ces plantes. 
Cette étude aborde l'analyse des processus liés à l'infection aux viroïdes par la dé­
couverte de nouveaux aspects caractérisant la variabilité génétique du viroïde de la 
mosaïque latente du pêcher (PLMVd). Elle décrit la dynamique des populations de 
PLMVd. La grande variabilité de PLMVd, expliquée par un fort taux de mutations, 
implique la génération de séquences diverses et variées, prenant la forme de nuages. 
Notre approche pour comprendre cette variabilité génétique de PLMVd consiste à 
infecter un pêcher à partir d'une seule séquence de PLMVd, puis à en extraire les 
séquences et analyser leurs caractéristiques intrinsèques par une nouvelle méthode 
bio-informatique. 
À notre connaissance, notre étude, à ce jour, est la première à utiliser les récentes 
techniques de séquençage à haut débit, à des fins d'analyses des viroïdes. La structure 
relativement simple des viroïdes, brin d'ARN circulaire d'environ 240 à 400 nucléo-
tides, leur confère l'avantage de pouvoir être séquencé dans leur longueur totale par le 
séquençage à haut débit. Ce dernier couvre de grands volumes de données biologiques, 
ce qui convient pour séquencer les nuages de séquences qu'on peut retrouver au sein 
de la population de PLMVd. 
En bio-informatique, il existe de nombreux algorithmes permettant de comparer des 
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séquences pour en extraire de l'information. L'un des défis majeurs de ces algorithmes 
est la prise en charge efficace et rapide de quantité de données en constante crois­
sance. Dans le cadre de notre étude, le volume de séquences généré par PLMVd rend 
impraticable l'application des algorithmes d'alignement pour comparer les séquences 
et en estimer leurs similarités. D'autres algorithmes tels que ceux basés sur les N-
grammes impliquent une perte partielle de l'information contenue dans les séquences. 
Nous avons donc utilisé une mesure de similarité basée sur le modèle de probabilité 
conditionnelle (CPD) qui nous permet d'une part, de conserver l'information sous 
forme de patrons (sous-séquences) contenus dans les séquences, et d'autre part, d'évi­
ter l'alignement de séquences tout en comparant directement chaque séquence avec 
un ensemble de séquences. Le modèle CPD est intégré dans un nouvel algorithme de 
segmentation pour les séquences catégoriques, appelé DHCS. 
Cette étude révèle de nouveaux aspects dans la variabilité génétique de PLMVd. En 
effet, elle nous a permis d'une part d'extraire des familles de séquences caractérisées 
par des mutations spécifiques, puis d'autre part, de représenter la distribution de ces 
mutations dans une arborescence. Par la suite, elle a favorisé l'observation de muta­
tions localisées dans le noyau d'un motif particulier, nommé le ribozyme en tête de 
marteau des séquences, servant à l'amélioration de l'adaptation de PLMVd. Celui-ci 
est effectivement sujet à mutations parce que la séquence inoculée au pêcher après 
6 mois d'infections n'a pas été retrouvée et que le nombre de mutations enregistrées 
varie de 2 à 51. Des deux librairies obtenues, nous avons répertorié 1125 et 1061 sé­
quences pour un total de 2186 nouvelles séquences de PLMVd. Seules 300 séquences 
étaient connues à ce jour. Nous avons observé que les séquences possèdent, selon la li­
brairie, en moyenne 4.6 et 6.3 mutations par rapport à la séquence inoculée. Certaines 
d'entre elles ont jusqu'à 20 % de dissimilarité par rapport à la séquence inoculée, ce 
qui est considérable. Grâce à DHCS, les différentes séquences ont pu être groupées en 
familles, au nombre de 7 et 8 selon la librairie. 
Mots-clés: Séquençage à haut débit ; Segmentation hiérarchique ; Viroïde 
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Introduction 
Les viroïdes, agents pathogènes spécifiques aux plantes, sont responsables de plus 
de 20 maladies végétales différentes. Ils infectent la pomme de terre, le chrysanthème, 
la pêche, etc. [1]. Ils entraînent alors des symptômes allant de la modification du 
phénotype, de la distorsion des feuilles, de la décoloration folliculaire, du rabougrisse-
ment des plantes, à la mort de leurs hôtes [i7][L][C>2]. Affectant la qualité des fruits et 
des légumes, ils peuvent causer d'importantes pertes dans le secteur de l'agriculture. 
L'illustration type est le viroïde du cadang-cadang du cocotier [77] qui décime près 
d'un demi-million de cocotiers chaque année [WB] [7f>] [ 1 ]. Des mesures gouvernemen­
tales ont depuis été prises pour réduire son impact aux Philippines [1]. 
Les viroïdes montrent une variabilité génétique élevée [2u], c'est-à-dire, qu'au sein 
d'une même espèce, nous observons une grande diversité d'individus différents, ap­
pelés variants. Cette variabilité est liée au fait qu'ils possèdent un taux élevé de 
mutations [31]. Ce taux est dû à l'action de l'ARN polymérase ADN dépendant, lors 
du processus de réplication1. Cette polymérase produit beaucoup d'erreurs, car au 
lieu d'utiliser de l'ADN comme matrice, elle utilise de l'ARN pour la réplication des 
viroïdes. Une étude a montré que le taux de mutations du viroïde du chrysanthème 
(CCHMVd) atteint 1/400 par site2, le taux de mutations le plus élevé pour une entité 
biologique enregistrée jusqu'à présent [31]. 
En ce qui concerne les processus liés à l'infection aux viroïdes (pathogenèse), cer­
taines études traitent de l'interaction entre ceux-ci et le système de défense de leurs 
hôtes qui est la machinerie à interférence ARN [3f i 1 ][] ! ";][')(>]['Hi][o I]. Dans la même 
1. Ce mécanisme permet d'obtenir, à partir d'une molécule d'ADN/ARN, deux molécules iden­
tiques à la molécule initiale. 
2. un site est une position dans une séquence 
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lignée, d'autres études ont démontré que certaines mutations contenues dans les vi­
roïdes, spécifiquement dans le viroïde des tubercules en fuseau de la patate (PSTVd), 
sont capables d'abolir le trafic intra et inter cellulaire3 de l'hôte [%][]. 15], ou en­
core que ces mutations peuvent annuler ou modifier leurs pouvoirs infectieux et les 
symptômes[ i 1 ,][>•]. Ces études suggèrent une corrélation entre la séquence et/ou la 
structure et l'infection. 
Ce mémoire se situe dans le cadre de l'exploration de la variabilité génétique des vi­
roïdes, en particulier du viroïde de la mosaïque latente du pêcher (PLMVd). Lors de 
l'infection, PLMVd se multiplie et donne naissance à des séquences mutantes diverses, 
appelées variants. Ces variants forment des populations hétérogènes. Cette hétérogé­
néité n'a pas encore été explorée à ce jour. Nous nous proposons donc de répondre à 
la problématique d'exploration de l'hétérogénéité des viroïdes par l'élaboration d'une 
méthodologie précise. Cette dernière permettra d'analyser les populations de variants 
des viroïdes et en particulier de PLMVd. Elle pourra aussi être étendue pour explorer 
la variabilité génétique d'autres organismes tels que les virus et les bactéries. 
Ce mémoire se divise en 3 chapitres. Le chapitre 1 décrit les viroïdes. Il décrit les 
particularités structurales et leurs classifications, leurs modes de réplication, leurs 
pathogenèses. Le chapitre 2 aborde l'aspect des méthodes et outils pour l'analyse des 
séquences. Il introduit les techniques de séquençage et les méthodes pour analyser 
ces séquences. Il traite d'un groupe particulier de techniques de forage de données, 
la segmentation, utilisée pour l'analyse de séquences. De plus, il décrit l'approche 
choisie et ses motivations. Enfin, le chapitre 3 traite des différents protocoles d'expé­
rimentation et d'analyses, puis présente les résultats, qui viennent répondre à notre 
problématique. 
3. mouvement intercellulaire, entrer et sortie du phloème ou dans d'autres organelles 
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Contributions du mémoire Voici les principales contributions qu'apporte cette 
étude : 
- L'élaboration d'une nouvelle méthodologie permettant l'analyse de l'hétérogé­
néité des populations de PLMVd est le point fort de notre étude. Elle permet 
ainsi de mesurer l'impact des mutations sur l'évolution et l'adaptation des sé­
quences de PLMVd après infection. Elle est applicable pour toutes autres espèces 
de viroïdes, virus, bactéries ou organismes pour lesquels on désire explorer la 
variabilité génétique. 
- Notre méthodologie s'appuie sur un algorithme de segmentation capable de 
réduire de manière significative le volume de séquences à analyser. Cela nous a 
permis d'analyser l'hétérogénéité de 2186 séquences de PLMVd avec seulement 
15 séquences caractéristiques. 
- Cette étude remet en question la limite s'élevant à 90 % d'homologie pour la 
définition de séquences d'une même espèce. En effet un segment contenant des 
séquences qui appartiennent à PLMVd, de 77 à 82 % d'homologie, a été identifié. 
- Notre projet a débouché sur la conception d'une base de données constituée de 
2186 nouvelles séquences de PLMVd et d'un serveur fournissant le service de 
segmentation de DHCS. 
3 
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Chapitre 1 
Les viroïdes 
Dans ce chapitre, l'ARN, principal constituant des viroïdes, est abordé. Par la 
suite, les viroïdes sont présentés selon leur origine, leur évolution, leur pathogenèse 
ainsi que les propriétés des différentes familles. Le chapitre se termine par la présen­
tation de notre sujet d'étude, le viroïde de la mosaïque latente du pêcher (PLMVd). 
1.1 ADN et ARN : supports de l'information gé­
nétique 
L'acide désoxyribonucléique (ADN) et l'acide ribonucléique (ARN) sont les sup­
ports de l'information génétique du vivant [r>~>][~»>][V;]. Tous les organismes sont 
constitués de l'un, de l'autre ou de leurs combinaisons. L'ADN et l'ARN sont des 
molécules composées d'une succession de nucléotides. Ils peuvent être vus également 
comme des chaînes de caractères, c'est-à-dire, une succession de lettres d'un alpha­
bet précis. Les lettres de cet alphabet sont aux nombres de quatre pour l'ADN et 
pour l'ARN. L'alphabet de l'ADN est constitué des lettres : A pour adénosine, T 
pour thymine, G pour guanine et C pour cytosine. L'alphabet de l'ARN comprend 
les lettres : A pour adénosine, U pour uracile, G pour guanine et C pour cytosine. Les 
lettres T et U marquent la principale différence entre ces deux molécules, porteuses 
de l'information génétique. Le tableau 1.1 récapitule ces informations. 
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Tableau 1.1 - Nucléotides ou alphabet de l'ADN et de l'ARN. 
Alphabet ADN ARN 
A Adénine 
T/U Thymine Uracile 
G Guanine 
C Cytosine 
Les nucléotides s'apparient pour former des paires de bases suivantes : Adénine-
Thymine/Uracile et guanine-cytosine. Les viroïdes étant composés uniquement d'ARN, 
nous nous concentrerons sur ce dernier dans le cadre de notre projet. Il existe trois 
niveaux de structure de formation de l'ARN [V'] [:,<:][~-')]- L'enchaînement linéaire de 
ces nucléotides forme la structure primaire. La structure secondaire est le repliement 
de la structure primaire par la formation de tiges (stem), boucles (loop) et renflements 
(bulges). Ces motifs résultent de l'appariement des nucléotides. Ces repliements par­
ticuliers interagissent entre eux pour former la structure tertiaire de l'ARN. La figure 
1.1 illustre ces niveaux de structure. 
1.2 Généralités sur les viroïdes 
Les viroïdes ont été identifiés pour la première fois au 19e siècle [<>7], alors que le 
terme viroïde est proposé officiellement par le pathologiste Théodore O.Diener [15] 
dans les années 1970. Ils sont différents des virus en raison de la simplicité de leur 
structure, un ARN circulaire sans capside 1 de 245 à 400 nucléotides [l][30]. Depuis, 
des nouvelles espèces de viroïdes ont été découvertes [24] [(>'>]. Parmi ces espèces fi­
gurent le viroïde du cocotier du cadang-cadang (CCCVd) [77] affectant les cocotiers, 
le viroïde du tubercule fusiforme de la pomme de terre (PSTVd) [l(>] affectant les 
pommes de terre ainsi que le viroïde de la mosaïque latente du pêcher (PLMVd) [ ! 3] 
touchant les pêchers. 
À ce jour, la position occupée par les viroïdes dans la classification des êtres vivants 
reste floue. À notre connaissance, la littérature ne fournit pas de réponse claire en ce 
1. structure protéique qui entoure le génome ARN ou ADN d'un virus 
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Structure primaire 
AGAGCU UGCAUGA 
Structure Secondaire 
R«nflem«n! Boucle, Tige ; 
i i ï ï ï i  i l  
Structure Tertiaire 
Figure 1.1 - Les types de structures de l'ARN. 
qui concerne l'ordre2 auquel ils appartiennent. Cependant, une classification locale 
au sein des viroïdes est définie [l][27][30]. Il s'agit de deux familles avec leurs genres 
et espèces associés. 
À l'instar des virus, ces agents infectieux ont un taux de mutations élevé [ i l ] [20] [25]. 
Cette caractéristique confère aux viroïdes l'appellation de quasi-espèce [I] [20], car au 
sein d'une même espèce on observe une grande diversité d'individus, tous différents, 
appelés variants. Ces mutations sont tolérées à cause de leur petit génome qui ne code 
pour aucune protéine. 
1.3 Pathogénèse des viroïdes 
Les viroïdes entrainent chez leurs hôtes une dégradation de leurs phénotypes (ap­
parences) [L7][l][r>2]. On observe un retard dans la croissance, la déformation et le 
rabougrissement des feuilles et fruits. Les arbres infectés sont aussi moins robustes. 
2. le monde du vivant est divisé successivement en règne, classe, ordre, famille, genre, espèce. 
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Les symptômes peuvent aller jusqu'à la mort de l'hôte. Certains viroïdes sont dits 
latents comme PLMVd (le viroïde de la mosaïque latente du pêcher), car l'apparition 
des symptômes peut se faire des années après l'infection. Les symptômes varient selon 
le viroïde et selon les variants d'espèces de viroïde [x ">][!]. 
Bien que les processus impliqués dans l'infection aux viroïdes ne soient pas encore 
intégralement élucidés, des études ont démontré que la machinerie à interférence par 
ARN des plantes est principalement en cause [17][2*][6 1][*}][ 1H1 ][41 ]. La machinerie à 
interférence par ARN [l9][J0sj] est le système de défense contre les pathogènes tels 
que les virus et les viroïdes. Le déclenchement de ce système est directement lié à 
l'apparition des symptômes [ I n][:>:>] [ 17] [28]. 
Lors de l'infection, les ARN infectieux sont ciblés et coupés par une protéine cellu­
laire appelée DICER, en petits ARN (sARN). Ces sARN coupés sont incorporés aux 
complexes RISC (Complexe déclencheur de répression ARN - RNA Induced silencing 
Complex). Les sARN s'apparient aux ARN messagers complémentaires, entraînant 
leur coupure par la protéine AGO, protéine intégrée aux complexes RISC. Les ARN 
messagers dégradés ne peuvent plus être transcrits en protéine. Le gène codant pour 
ces protéines est alors réprimé, ce qui expliquerait l'apparition des symptômes. C'est 
pourquoi les viroïdes, qui ne codent pour aucune protéine, sont capables de réprimer 
l'expression des gènes de leurs hôtes [20] [58] [69]. PSTVd et Avocado Sunblotch Viroïd 
(ASBVd) sont des exemples pour lesquels on a trouvé une corrélation positive entre 
le niveau d'expression des sARN et la sévérité des symptômes [44] [58] [59]. 
1.4 Classification des viroïdes 
Les viroïdes sont divisés en deux familles [11] : la famille des Avsunviroidaes et 
la famille des Pospiviroidaes. Ces familles se différencient principalement par le site 
de réplication, la présence d'une Région Centrale Conservée et la présence d'un motif 
d'ARN particulier appelé Ribozyme en Tête de Marteau (RTM) (Figure 1.2) [8] [M] [72]. 
Le RTM (Figure 3.2.A ) contient 15 nucléotides. Le terme « ribozyme » provient d'une 
part de l'abréviation d'acide ribonucléique (ribo) et d'enzyme (zyme). Celui de « tête 
de marteau » provient de la forme de la structure secondaire en tête de marteau. Ces 
motifs ARN, appelés ribozymes en tête de marteau possèdent une activité catalytique, 
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la coupure. Cette activité intervient lors de la réplication des viroïdes (Figure 1.4) et 
permet aux multimères formés d'être coupés en monomères. La réaction est catalysée 
par l'ARN lui-même, qui est coupé (autocoupure). Elle possède aussi une activité 
de ligation pour la circularisation des monomères pendant la réplication, nettement 
moins (100 fois moins) efficace que la coupure [39], 
La classification des viroïdes est illustrée dans le tableau 1.2 et s'inspire de [1] [27] [30], 
de la base de données SubViral 3 [79] et du site web du National Center for Biotech-
nology Information4 (NCBI). 
Réplication en cercle roulant asymétrique Réplication en cercle roulant symétrique 
Viroidae 
Pospiviroidae 
Région centrale conservée 
Avsunviroidae 
Ribozyme en tête de marteau 
Réplication dans le noyau Réplication dans le chloroplaste 
Figure 1.2 - Caractéristiques des Pospiviroidaes et des Avsunviroidaes. 
3. http ://subviral.med.uottawa.ca/ 
4. http ://www.ncbi.nlm.nih.gov/Taxonomy/Browser/wwwtax.cgi?id=12884 
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Tableau 1.2: Classification des viroïdes, adapté de [MO] 
Familles Genres Espèces 
Avsunviroidae Avsunviroid Avocado sunblotch viroid 
Elaviroid Eggplant latent viroid 
Pelamoviroid Chrysanthemum chlorotic mottle viroid 
Peach latent mosaic viroid 
Pospiviroidae Apscaviroid Apple dimple fruit viroid 
Apple scar skin viroid 
Australian grapevine viroid 
Citrus bent leaf viroid 
Citrus dwarfing viroid 
Grapevine yellow speckle viroid 1 
Grapevine yellow speckle viroid 2 
Pear blister canker viroid 
Cocadviroid Coconut cadang-cadang viroid 
Citrus viroid IV 
Coconut tinangaja viroid 
Hop latent viroïde 
Coleviroid Coleus blumei viroid 1 
Coleus blumei viroid 2 
Coleus blumei viroid 3 
Hostuviroid Hop stunt viroid 
Pospiviroid Chrysanthemum stunt viroid 
Citrus exocortis viroid 
Columnea latent viroid 
Iresine viroid 1 
Mexican papita viroid 
Potato spinble tuber viroid 
Tomato apical stunt viroid 
Tomato planta macho viroid 
Tomato chlorotic dwarf 
1.5. PROPRIÉTÉS DES VIROÏDES 
1.5 Propriétés des viroïdes 
1.5.1 Les Pospiviroidaes 
25 espèces de viroïdes appartiennent à cette famille. Ils se retrouvent dans le noyau 
des cellules hôtes [09] [28]. Les genres de cette famille sont, caractérisés par la présence 
de 5 domaines caractéristiques. Ces domaines sont : le domaine terminal de gauche 
(TL), le domaine de pathogénicité (P), la région centrale conservée (RCC), le domaine 
variable (V) et le domaine terminal de droite (TR) (Figure 1.3). La réplication des 
Pospiviroidaes est dite en cercle roulant asymétrique [27][l '!.][—fs] (Figure 1.4). L'ARN 
circulaire monomérique (+) du viroïde est pris comme matrice pour la polymérisation 
par l'ARN polymérase II (ARN Pol II) formant un multimère (-). De nouveau, ARN 
Pol II intervient pour transcrire le multimère (-) en son complémentaire (+). L'activité 
enzymatique de l'ARNase III coupe le multimère (+). Les monomères (+) qui en 
résultent se liguent pour former des ARN circulaires (+) à l'aide d'une ARN ligase. 
C 1 
TL P CCR v TR 
Domaine Domaine de Région Domaine Domaine 
terminal de pathogénicité centrale conservée variable terminal de 
gauche droite 
Figure 1.3-5 domaines caractéristiques de la structure secondaire des Pospiviroidae. 
1.5.2 Les Avsunviroidaes 
La famille Avsunviroidae comprend près de 4 espèces dont le viroïde de la mosaïque 
latente du pêcher. Contrairement aux Pospiviroidaes, cette famille est caractérisée par 
la présence de RTM. Les viroïdes de cette famille s'accumulent dans le chloroplaste 
de leur hôte [99] [28] et se répliquent par un mécanisme en cercle roulant symétrique 
[27][27][11] (Figure 1.4). Ce dernier consiste en la transcription d'un ARN circulaire 
monomérique (+) en plusieurs ARN complémentaires formant un multimère (-). La 
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Symétrique 
RZ RZ 
© 
Asymétrique 
Figure 1.4 - Le cycle de réplication des viroïdes. L'ARN circulaire infectieux de pola­
rité (+) est utilisé comme matrice pour synthétiser des multimères (-). Ces multimères 
se coupent pour former des monomères (-). Le même processus est enclenché avec les 
monomères (-) pour obtenir au final des monomères (+). Dans le cycle asymétrique, 
les multimères (-) synthétisés à partir de l'ARN infectieux (+) servent d'intermé­
diaires pour la formation de multimères (+). Ces multimères sont coupés pour former 
des monomères (+), qui se recircularisent. RZ représente le RTM. Les brins bleus et 
rouges représentent les polarités négative (-) et positive (+), respectivement. 
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machinerie transcriptionnelle du ehroloplaste est à l'origine de cette transcription. Le 
RTM, responsable de la coupure de ces multimères, génère des monomères. Ces mono­
mères vont ensuite se liguer pour former des ARN circulaires (-). Ces ARN circulaires 
(-) deviennent à leur tour des matrices poursuivant toutes les étapes précédentes pour 
obtenir des ARN circulaires (+). C'est la raison pour laquelle cette réplication est dite 
symétrique. 
1.6 Le viroïde de la mosaïque latente du pêcher 
La mosaïque latente du pêcher est la maladie causée par le viroïde de la mosaïque 
latente du pêcher (PLMVd) de la famille des Avsunviroidaes. PLMVd est présent dans 
toutes les régions du monde et infecte approximativement 50 % des pêchers sur l'en­
semble du globe, dont 20 % aux E-U et 55-60 % en Amérique du Nord [r>2][ l][S(>][29]. 
Le terme « latent » réfère à l'apparition progressive et latente des symptômes sur 
les feuilles et fruits, en moyenne 2 ans après avoir planté les arbres. La propagation 
généralisée de PLMVd dans les pêchers produit des symptômes tels que le retard de 
la floraison, de la feuillaison et de la maturation. On dénote aussi la déformation, la 
décoloration et l'apparition de sutures et de fissures sur les fruits [ I î][57], La base de 
données SubViral enregistre, à ce jour, 349 variants de PLMVd de polarité positive 
(+) de 331 à 351 nucléotides. La structure secondaire de PLMVd de polarité positive 
0] est décrite par la figure 1.5. 
Figure 1.5 - Structure secondaire de PLMVd de la polarité positive (+). [10] 
Les petits ARN (sARN), issus des viroïdes coupés par DICER, lors de l'infection, 
sont capables de réprimer l'expression de gènes conduisant à l'apparition de symp­
tômes. Durant ce processus, ces sARN s'apparient par homologie de séquences à leurs 
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ARNm cibles entraînant ainsi la dégradation de ces derniers. Cela révèle l'importance 
du rôle de la structure primaire des sARN et à plus forte raison des viroïdes, dans 
leurs pathogenèses. Le chapitre suivant introduit les méthodes et outils que nous uti­
liserons pour analyser les séquences biologiques, et en particulier les séquences de 
PLMVd. 
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Méthodes et outils pour l'analyse 
des séquences 
Le chapitre 1 a présenté les viroïdes, leurs propriétés et caractéristiques générales. 
Il a aussi introduit PLMVd qui est notre sujet d'étude. Le chapitre 2 présente les 
méthodes et outils que nous avons utilisés pour déterminer et analyser les séquences 
de PLMVd afin d'en extraire les particularités structurales. 
2.1 Séquençage 
Le séquençage consiste à déterminer la succession linéaire des bases A, T, G, C 
d'une molécule d'ADN. Il permet de découvrir la structure primaire. Les premières gé­
nérations de méthodes de séquençages sont apparues dans les années 1970 [05][S l][ !••>]. 
Depuis la venue des nouvelles générations de techniques de séquençage (NGS), il est 
possible de séquencer une grande quantité de données dans un temps réduit. Pour 
obtenir plus de détails sur ces techniques, le lecteur est invité à lire les articles [87] et 
m-
Il existe diverses applications des NGS : RNA-seq [1.02], Chip-Seq [105], la décou­
verte de gènes [73], etc. L'utilisation des techniques de séquençage récentes devient 
alors nécessaire pour séquencer les variants de PLMVd qu'il ne serait pas possible de 
séquencer par des techniques de séquençage de première génération. Le génome de 
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PLMVd étant relativement petit, 335 à 351 nucléotides, la technique de pyroséquen-
çage développée par ROCHE1 permet d'obtenir des séquences de 450 nucléotides de 
longueur et ainsi d'obtenir le génome complet de PLMVd. Nous procéderons alors une 
application des NGS, pour découvrir le contenu de toutes les séquences de PLMVd 
afin de caractériser les familles de séquences par segmentation. 
2.2 Segmentation 
2.2.1 Généralité sur la segmentation 
Selon Tuffery [100], la classification non supervisée (ou segmentation) est l'opéra­
tion statistique qui consiste à regrouper des données (individus ou variables) en un 
nombre limité de classes (ou segments, ou clusters). 
La découverte des segments se fait automatiquement, sans connaissance a priori sur 
les données. L'opération de segmentation consiste en la comparaison des données les 
unes par rapport aux autres à l'aide de mesures de distance (appelés métriques) ou 
de similarité. Les plus proches en terme de distance ou de similarité sont regroupés. 
Les segments formés possèdent en général 3 attributs, à savoir la forme, la taille et 
la densité. Il est admis que les segments doivent vérifier deux propriétés [lf>] pour 
évaluer leurs cohérences : 
- La cohésion interne : les données appartenant à un segment doivent être les plus 
similaires. 
- L'isolation externe : les données appartenant à différents segments doivent être 
distinctes. 
La segmentation a de nombreuses applications, notamment dans la santé [ 
le marketing [50] [C>] et encore d'autres domaines. En biologie, la bio-informatique [ îs] 
fait intervenir la segmentation pour l'analyse des puces à ADN [94], l'analyse phylo-
génétique [S3], la prédiction de structure [1 i l>], etc. 
Après avoir présenté de manière générale la segmentation, la section suivante présente 
la comparaison de séquences pour mesurer la similarité entre celles-ci. 
1. ROCHE est une compagnie pharmaceutique suisse fondée en 1896. Pour plus de détails, consul­
ter le site web officiel « http ://www.roche.com ». 
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2.2.2 Mesures de similarité entre les séquences 
Mesurer la similarité entre des données consiste à les comparer en fonction de leurs 
caractéristiques. Dans notre étude, les données sont des séquences d'ARN dont les 
principales caractéristiques sont les nucléotides et leurs positions. Mesurer la similarité 
entre les séquences revient à observer et comparer les variations dans la succession 
des nucléotides entre ces séquences. Les deux approches communément utilisées pour 
effectuer ce traitement se basent sur les N-grammes et l'alignement. 
N-gramme 
Mesurer la similarité de séquences dans le cadre des N-grammes consiste premiè­
rement à extraire des séquences, la fréquence de tous les motifs ou les sous-séquences 
de longueur fixe N. Deuxièmement, ces séquences, représentées par des vecteurs de 
fréquence de motifs, sont transformées par des méthodes d'algèbre linéaire et de sta­
tistiques pour évaluer leur similarité [78] [21]. L'inconvénient de cette approche est que 
la valeur de N doit être fixée a priori, ce qui n'est pas optimal. De plus, les motifs 
de taille différente de N ne sont pas considérés. Il y a donc perte d'informations. 
Cependant, il est possible de contourner ce problème en choisissant des valeurs de N 
variables [fil]. 
Alignement 
L'alignement [53] [Si] est l'approche la plus répandue pour évaluer la similarité 
entre séquences. Il consiste à apparier des séquences en insérant des trous (gap) à des 
positions appropriées. L'appariement obtenu permet d'identifier les positions dans les 
séquences qui sont identiques et celles qui sont variables ou mutées. Les mutations 
sont de trois types : insertions, délétions ou substitutions de nucléotides [B9] [7»5]. La 
similarité des séquences, pour les alignements, est évaluée en fonction des régions 
similaires qu'ils partagent. Les alignements sont utilisés dans la prédiction de sites 
de liaison [113], la prédiction de fonction des protéines [70], l'analyse phylogénétique 
[112]. 
On parle de l'alignement par paire [35] lorsque deux séquences sont alignées et de l'ali­
gnement multiple lorsque plus de deux séquences sont alignées. Indépendamment du 
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nombre de séquences alignées, la littérature distingue deux types d'alignements : l'ali­
gnement local et l'alignement global. Les alignements globaux apparient les séquences 
dans leur longueur totale tandis que les alignements locaux privilégient l'appariement 
des sous-séquences. La distance d'édition [95], l'algorithme d'alignement Needleman 
et Wunsch [90] sont des exemples d'algorithmes de type alignement global. BLAST 
[2], FASTA [54], PSIBLAST [;>] sont de type alignement local. Ces algorithmes ont 
été conçus pour les alignements par paire. 
ClustalW [98], T-Coffee [98], MUSCLE [22] et MAFFT [!9] sont des algorithmes 
d'alignements multiples. ClustalW et T-Coffee font partie des algorithmes d'aligne­
ments multiples dits progressifs. Pour les alignements multiples de types progressifs, 
les séquences sont alignées par paire [99]. Puis les séquences consensus des paires les 
plus similaires sont retenues. Une succession progressive d'alignements respectant une 
hiérarchie ascendante est obtenue. Au final, il en résulte un seul alignement résumant 
la similarité entre toutes les séquences. L'inconvénient est qu'il n'y pas de retour en 
arrière. MAFFT et MUSCLE sont des algorithmes d'alignements multiples itératifs. 
Ils suivent la même stratégie que les alignements progressifs avec des raffinements 
successifs. MAFFT utilise la « transformation de Fourrier » pour détecter les régions 
homologues tandis que MUSCLE utilise une fonction qui calcule des profils basés sur 
le décompte « des k-mer ». 
La littérature montre les limites de ces algorithmes d'alignement [47][23]. En géné­
ral ils impliquent une complexité élevée, NP-complet2 en général. Plus le nombre 
et la taille des séquences sont élevés, plus le temps de calcul augmente de manière 
exponentielle. Lorsque les séquences sont fortement divergentes, le temps de calcul né­
cessaire pour les aligner devient trop long. Le cas des protéines multidomaines 3 est un 
exemple où les domaines4 peuvent être réarrangés dans un ordre non chronologique, 
rendant l'alignement de séquences difficile. Ces algorithmes dépendent de matrices 
de substitutions, les plus connues étant la matrice des blocs de substitution d'acide 
aminé (BLOSUM) [47] et la matrice des mutations ponctuelles acceptées (PAM) [12]. 
Il existe aussi des algorithmes d'alignement basés sur le modèle de Markov caché 
2. temps polynomial non déterministe (Non deterministic Polynomial time) 
3. Les protéines multidomaines sont des protéines qui possèdent plusieurs domaines 
4. section d'une protéine ayant une fonction remarquable 
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[. >][ icomme PSI-Blast [•.], SAM [ î2] et HMMER [51]. Ce modèle est capable de 
décrire la combinaison d'insertions, de suppressions et de correspondances pour déter­
miner l'alignement le plus probable. Il permet de construire des alignements multiples 
(SAM) et de rechercher des motifs (SAM, PSI-Blast) conservés dans des familles de 
séquences. La matrice des mutations ponctuelles acceptées (PAM) est basée sur le 
modèle de Markov caché. Bien qu'il soit capable de produire des familles d'aligne­
ments, ce modèle est influencé par l'ordre dans lequel les séquences sont intégrées 
pour bâtir le modèle [G2]. Cet effet est prononcé si les séquences sont divergentes. 
Modèle de distribution de probabilités conditionnelles 
En considérant, d'une part, la complexité élevée des alignements et la difficulté à 
prendre en charge des séquences divergentes et, d'autre part, la perte d'information 
engendrée par les N-grammes, nous avons utilisé la mesure de similarité basée sur le 
modèle de distribution de probabilité conditionnelle (CPD) [l.10][].]]] qu'intègre un 
nouvel algorithme de segmentation hiérarchique descendant pour les séquences caté­
goriques (DHCS) [107]. En effet, il permet de capturer l'information globale contenue 
dans les séquences sans alignement préalable. 
Le modèle de probabilité conditionnelle est basé sur le modèle de Markov d'ordre 
variable capable de modéliser des séquences catégoriques telles que les séquences 
d'ARN/ADN ou de protéines. Dans ce modèle, la similarité entre une séquence S 
et un groupe de séquences A est définit par la probabilité que A génère S. Ainsi, il 
calcule la probabilité de générer, depuis A, un symbole sachant une sous-séquence pré­
cédente issue de S. Soit l'alphabet des ARN, CIarn = {A U, G, C} et S une séquence 
avec S = S1S2...S1 où Si E Qarn- Soit A un ensemble de séquences. La similarité entre 
S et A, basée sur le modèle de probabilité conditionnelle, est décrite par : 
1 
sim(S, A) = ]£ i,A(si|sj...ai_i) (2.1) 
1=1 
Sj...Si-1 est la plus longue sous-séquence précédente de S. 
Au lieu de mesurer la similarité de paires de séquences, comme le font les mesures 
basées sur les N-grammes et les alignements, le modèle CPD permet d'évaluer la si­
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milarité entre une séquence et un ensemble de séquences (segment). Il incorpore des 
sous-séquences de tailles variables, contournant la perte d'information due à la taille 
fixe des sous-séquences avec les N-grammes. De plus, ce modèle est indépendant de 
matrices de substitution nécessaires aux alignements pour comparer les séquences. 
De manière générale, ces matrices se basent sur des modèles a priori de matrices de 
substitution, telles que BLOSUM62 qui est conçue pour les séquences de protéines 
d'homologie 5 supérieure à 62 %. Ainsi, cette mesure ne suppose aucune connaissance 
préalable sur les séquences et donc permet d'obtenir une mesure générale de simila­
rité entre séquences et segments applicable à tous types de séquences catégoriques 
(ADN/ARN, protéines). 
DHCS, un nouvel algorithme de segmentation hiérarchique de séquences catégoriques, 
intègre cette mesure de similarité basée sur le modèle CPD pour la génération de l'ar­
borescence des segments. Le processus de segmentation de DHCS est détaillé dans la 
section 2.2.4. Les méthodes générales de segmentation, en particulier celle de DHCS, 
sont abordées dans la section suivante. 
2.2.3 Approches de segmentation 
Cette section présente les méthodes de segmentation, en particulier la segmenta­
tion par partitionnement ainsi que la segmentation hiérarchique. Pour finir, elle décrit 
DHCS, l'approche utilisée dans le cadre de notre étude. 
La segmentation par partitionnement 
Les algorithmes de segmentation par partitionnement partitionnent les données 
en un certain nombre de segments. Le nombre de segments K est défini à l'avance. 
Les plus connus sont les K-moyennes appelés aussi HCM (Hard C Mean) [3i>] et 
FCM (Fuzzy C Mean) [7]. Le centre de chaque segment est appelé centroïde qui est 
la moyenne géométrique des points appartenant à ce segment. Le principe de ces 
algorithmes est le suivant : on commence avec K segments choisis au préalable, que 
l'on raffine de manière itérative. Le raffinement permet de minimiser la distance entre 
5. homologie représente les régions identiques entre des séquences 
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chaque point et le centroïde du segment auquel il appartient. K-moyennes est décrit 
dans l'algorithme 1. 
Algorithm 1 K-moyennes 
1. Initialiser les centroïdes de segments : choix de K objets comme centres initiaux. 
2. Affecter chaque objet au centre le plus proche. 
3. Recalculer les centres de segments. 
4. Répéter 2 et 3 jusqu'à ce que les centres se stabilisent. 
La complexité des K-moyennes s'élève à 0(lkn), avec l le nombre d'itérations, k le 
nombre de centres et n le nombre d'objets. Les partitions obtenues par K-moyennes 
sont « hard », car un point n'appartient qu'à un seul et unique segment. Pour ga­
gner en flexibilité, FCM, une variante de K-moyennes, introduit la notion de partition 
floue. La partition floue signifie que chaque point ou objet possède un degré d'appar­
tenance à chaque segment. 
L'extension de l'algorithme des K-moyennes appliquée aux données catégoriques est 
appelée K-mode [41] [40]. K-mode suit le même principe que K-moyennes (Algorithme 
1). Les deux principales différences se situent au niveau de la mesure de dissimila­
rité utilisée pour comparer les données catégoriques et au niveau du calcul du mode 
comme centre de segments plutôt que la moyenne. La dissimilarité entre une paire de 
données catégoriques est calculée en comptant le nombre de non-correspondances ou 
« mismatch ». Ainsi, plus les séquences sont différentes, plus leurs scores de dissimi­
larité seront élevés. Quant au mode, en statistique, il est la valeur dominante ou la 
plus représentative d'une variable. En d'autres termes, le mode est la valeur la plus 
fréquente pour une variable donnée. Le tableau 2.1 nous montre un exemple de calcul 
du mode pour un segment. 
La segmentation hiérarchique 
La segmentation hiérarchique vise une organisation en hiérarchie de segments 
[100][40][97]. Un segment est alors défini comme un nœud de cette hiérarchie. L'avan­
tage de ce type d'approche est qu'il permet l'obtention d'une arborescence de segments 
qui partagent d'étroites relations d'appartenance. Cette arborescence est une hiérar-
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Tableau 2.1 - Exemple de calcul du mode pour un segment composé de 3 séquences. 
Les catégories les plus fréquentes pour chaque colonne sont A, G et G. 
Sequence 1 A U G 
Sequence 2 A G C 
Sequence 3 A G G 
mode A G G 
chie de similarités entre segments. Cette structure permet d'obtenir des segments de 
meilleure qualité [ K>][97], c'est-à-dire des segments avec une excellente cohésion in­
terne et isolation externe. De manière générale, la segmentation hiérarchique se divise 
en deux catégories, la segmentation hiérarchique ascendante (SHA) et descendante 
(SHD). 
La segmentation hiérarchique ascendante génère une hiérarchie ascendante 
partant du bas vers le haut. Au début, chaque donnée est considérée comme un 
segment. Les données qui se ressemblent le plus sont fusionnées deux à deux, et ainsi 
de suite jusqu'à obtenir un seul et unique ensemble de données (algorithme 2). Il 
existe plusieurs manières de fusionner les segments proches. Les plus connues sont le 
lien unique, le lien complet et le lien moyen. La distance entre deux segments Ci, Cj 
est représentée par : 
- Le lien unique comme la distance minimale choisie parmi les distances entre 
paires de données de segments distincts [91] : 
d( C i ,  C j )  = min d{ x u x j )  (2.2) X j  e C  î  j X j  c O j f  
- Le lien complet étant la distance entre deux segments est la distance maximale 
choisie parmi les distances entre paires de données de segments distincts [93] : 
d( C i , C j ) =  max d( x i , x j )  (2.3) X i e C i , X j € C j  
- Le lien moyen comme la distance entre deux segments est la moyenne des dis­
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tances entre deux segments [fl'J] : 
E E d(xi,Xj) 
(2
'
4) 
\Ci \  est le nombre d'éléments de Ci et \Cj \  le nombre d'éléments de Cj.  
Algorithm 2 Segmentation hiérarchique ascendante 
1. On initialise chaque donnée comme un segment. 
2. La matrice de similarité/dissimilarité/distance est calculée pour chaque paire 
de segments. 
3. Trouver et fusionner les paires de segments les plus proches (lien unique, complet 
moyen ou toutes autres méthodes). 
4. Mise à jour de la matrice de similarité/dissimilarité/distance. 
5. Répéter 3 et 4 jusqu'à obtenir un unique segment final. 
La segmentation hiérarchique descendante C'est une approche de haut en bas. 
La segmentation hiérarchique descendante (SHD) consiste en des divisions successives 
de segments en sous segments en minimisant la cohésion interne et maximisant l'iso­
lation externe (algorithme 3). Des études ont montré que les algorithmes de segmen­
tation basés sur SHD sont supérieurs à ceux basés sur SHA [18] [114]. Ils le sont en 
terme de complexité et permettent d'obtenir des segments avec une excellente cohé­
sion interne et isolation externe. Contrairement à SHA, le processus de segmentation 
des SHD ne fragmente pas l'information contenue dans les segments. Au contraire, il 
préserve l'information globale propre à chaque segment. 
2.2.4 DHCS 
DHCS 6 est un algorithme de segmentation hiérarchique descendant appliqué aux 
séquences catégoriques. Il est applicable aux séquences biologiques, car celles-ci sont 
des séquences catégoriques. Les catégories sont les nucléotides dans les ARN/ADN 
6. Divisive Hierarchical Clustering algorithm for categorical Sequénces ou Algorithme de segmen­
tation hiérarchique descendant pour les séquences catégoriques 
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Algorithm 3 Segmentation hiérarchique descendante 
1. Toutes les données forment un segment. 
2. Sélection d'un segment à séparer : le segment choisi est celui qui présente la 
variance la plus élevée. 
3. Séparation de celui-ci en N nombres de sous segments. 
4. Itération de l'étape 2 et 3 jusqu'à l'obtention de segments où chaque segment 
est constitué d'un seul objet ou donnée. 
et les acides aminés dans les protéines. DHCS génère une hiérarchie de segments, 
par une approche descendante. Son appartenance au type hiérarchique descendant 
lui confère l'avantage de conserver, lors de la segmentation, l'information générale 
propre aux segments, contrairement au type hiérarchique ascendant où l'information 
est fragmentée. DHCS est indépendant des alignements. Il a l'avantage de ne pas 
souffrir des contraintes liées aux alignements à savoir la dépendance aux matrices 
de substitutions, la difficulté de la prise en charge des séquences divergentes et le 
problème de la gestion des sous-séquences présentes dans un ordre non chronologique 
(voir section 2.2.2 Alignement). Puisqu'il repose sur le modèle CPD qui est un modèle 
de Markov d'ordre variable, il propose une représentation des séquences plus flexible 
que les N-grammes. 
L'intégration du modèle CPD dans DHCS fournit le support adéquat pour la gé­
nération de la hiérarchie descendante. En effet, ce modèle permet de capturer les 
caractéristiques intrinsèques des séquences catégoriques et des sous-séquences, et de 
mesurer la similarité entre une séquence et un groupe de séquences, relatif à la distri­
bution des sous-séquences qui les caractérisent. Ainsi, le modèle CPD offre un moyen 
statistique de capturer les sous-séquences biologiquement pertinentes dans le proces­
sus de segmentation. Le modèle CPD est initialisé à l'aide d'un modèle de Markov 
[6][8n][7l][IOS] et de l'analyse des correspondances multiples (ACM) [ > î][108]. 
Le modèle de Markov est un modèle stochastique, qui permet de calculer l'état futur 
d'un processus à partir uniquement de l'état présent. La plus simple représentation 
d'un modèle de Markov prend la forme d'une chaîne de Markov. Cette chaîne est 
un automate probabiliste à états finis. Dans notre cas, une séquence peut être re­
présentée par une suite d'états couplés aux transitions entre états. Les états sont les 
24 
2.2. SEGMENTATION 
sous-séquences possibles et les transitions représentent les probabilités qu'une sous-
séquence suive une sous-séquence. Une séquence est alors définie par un vecteur de 
probabilités des occurrences de sous-séquences. 
L'ACM est un modèle statistique utilisé en analyse des données pour explorer les 
relations qui existent entre instances, ou entre modalités de variables. Ces relations, 
appelées « correspondance » expriment la similarité qui existe entre des instances. 
L'ACM est applicable aux données nominales et ordinales. Il est donc adapté aux 
traitements de séquences. Le concept d'ACM floue (F-ACM) est introduit, car les 
valeurs des modalités sont exprimées par des probabilités et non par des nombres 
binaires. Les calculs de la F-ACM impliquent la réduction de la dimension de l'espace 
des vecteurs de nos séquences et la distance du chi-carré, pour mesurer la similarité 
entre séquences et effectuer la bissection préliminaire des séquences. 
DHCS combine la F-ACM et la représentation Markovienne afin d'obtenir une bonne 
approximation de la modélisation de nos séquences et de nos segments. Cette approxi­
mation sert d'initialisation au modèle CPD. La bissection préliminaire, qui résulte de 
la F-ACM et du modèle Markovien, est optimisée par le modèle CPD. La mesure 
de similarité basée sur le modèle CPD offre l'avantage de calculer directement, la 
similarité entre une séquence et un segment, dans le but de réaffecter, si nécessaire, 
les séquences au segment le plus similaire. Pour plus détails, la mesure de similarité 
basée sur le modèle CPD est expliquée dans la section 2.2.2. 
Le processus de segmentation de DHCS suit, à partir d'un segment contenant toutes 
les séquences, des bissections7 successives (Figure 2.1). Ces bissections successives 
génèrent une hiérarchie descendante de segments. La bissection d'un segment définit 
deux étapes, l'initialisation qui intègre le modèle de Markov et l'ACM et l'optimisa­
tion effectuée par le modèle CPD. 
7. la bissection d'un segment est lorsque celui-ci est coupé en deux parties 
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Séquences 
Séquences 
Figure 2.1 - DHCS suit une succession de bissection. Chaque bissection génère deux 
segments. La nomenclature de la hiérarchie définit « O » comme le segment de gauche 
et « I » le segment de droite. Cette nomenclature est héritée lorsqu'on descend aux 
niveaux suivants de profondeurs de l'arborescence, c'est-à-dire que le segment « OI 
» et « 00 » sont respectivement les segments de droite et de gauche issus de la 
bissection du segment « O ». 
Pour décrire la bissection, quelques définitions sont importantes à établir. Soit une 
base de données x telle que x — {Si,S2--.Sn} où chaque séquence Si est composée 
d'un alphabet ÏIarn — {A U, G, C}. Une séquence Si est définie par Si = sis2-..si où 
l est la longueur de la séquence Si. Les points suivants décrivent la bissection. 
- Initialisation de la bissection - Représentation des séquences par le modèle de 
Markov et l'ACM : 
Chaque séquence Si est représentée par une chaîne de Markov dirigée. La chaîne 
de Markov exprime, pour chaque séquence Si, les probabilités d'occurrence d'un 
symbole à la suite d'une sous-séquence sr...sq. r et q sont des positions du début 
et de la fin d'une sous-séquence. La figure 2.2 illustre un exemple d'une chaîne 
de Markov dirigée d'ordre 1, représentant une séquence. 
Les probabilités associées aux sous-séquences, pour une séquence Si, prennent la 
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Figure 2.2 - Représentation d'une séquence quelconque par une chaîne de Markov 
dirigée d'ordre 1. Le tableau ci-dessus résume la chaîne. Il contient le vecteur des 
probabilités de transitions entre états, associé à une séquence. Par exemple pour la 
séquence illustrée, la probabilité d'occurrence d'un A après un G est de 0.3. 
forme d'un vecteur noté Zi. Ainsi chaque séquence Si est associée à un vecteur 
Zf. Zij est la probabilité d'occurrence de la sous-séquence j dans la séquence i. 
L'ACM utilise en entrée une matrice indicatrice qui est une matrice binaire indi­
quant la présence « 1 » ou l'absence « 0 » d'une variable pour des observations. 
Sachant que Z est une matrice de probabilité, nous notons F-ACM, l'analyse 
des correspondances multiples floues, en raison de la nature de la matrice en 
entrée qui n'est pas binaire. À partir de Z, nous calculons la matrice des résidus 
Q. Q permet de mesurer la différence entre les probabilités des sous-séquences 
observées et celles attendues, soient Pij —riCj, sous l'hypothèse nulle d'indépen­
dance. pitj est issue de la matrice des correspondances P = ri de r = 1/nl 
et Cj de c = ^ZT1. Sachant Dr = et Dc = diag(clT), la matrice des résidus 
standardisés s'écrit : 
Q = £>~1/2(P - rcT)D~1'2 (2.5) 
Pour mettre en évidence les propriétés de la matrice Q, elle est factorisée en un 
produit de matrices U, E et V, grâce à la décomposition en valeur singulière, 
telle que : 
Q ^ U ^ V 1  (2.6) 
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U représente les vecteurs singuliers de gauche qui sont associés aux séquences et 
V les vecteurs singuliers de droites associés aux sous-séquences. £ est la matrice 
diagonale contenant les valeurs singulières en ordre décroissant. Ces valeurs sin­
gulières pondèrent les dimensions des matrices U et V. Les valeurs singulières 
de E étant en ordre décroissant, la première dimension de U résume les princi­
pales tendances des distributions de ses vecteurs. Sachant que chaque séquence 
Si est associée à un vecteur Ui, le signe des UlX est suffisant pour déterminer la 
similarité entre les séquences et initialiser la bissection. Les Un négatifs forment 
un segment CG (segment de gauche) tout comme ceux qui sont positifs forment 
un segment CD (segment de droite). 
- Initialisation de la bissection - Optimisation : Cette optimisation a pour but 
de minimiser la cohésion interne et maximiser l'isolation externe des segments 
CG et CD, issus de la bissection initiale. Pour effectuer l'optimisation, nous 
calculons le vecteur Hkj qui est le centre statistique d'un segment C*. est 
alors la probabilité moyenne d'occurrence d'une sous-séquence j pour le segment 
Ck. Elle est définie par : 
tistique /x, nous calculons la distance du chi-carré entre une séquence Si et un 
ensemble de séquences A, dchi(Si, A). Elle est décrite par l'expression : 
Cette distance est calculée pour toutes les paires possibles (Si ,  A). Les séquences 
sont assignées à un segment lorsque la distance entre la séquence et le centre de 
segment est minimale. 
(2.7) 
|Cfc| est le nombre de séquences total du segment Ck- À partir du centre sta-
d M ( S „  A ) = £ ( * '  " j ) '  
j H 
(2.8) 
- Optimisation de la bissection - le modèle CPD 
2.2. SEGMENTATION 
Le modèle CPD est utilisé pour mesurer la similarité des séquences catégoriques, 
afin d'affiner les segments. La similarité entre une séquence catégorique Si et 
un ensemble de séquences catégoriques A consiste à mesurer la probabilité que 
cet ensemble de séquences A, génère la séquence Si : 
i 
sim(Si ,  A) = PA(s9|sr...Sq_!) (2.9) 
9=1 
sr...sq-1 est la plus longue sous-séquence précédant le symbole sq. r et q sont 
des indices de position dans la séquence Sj. Les sous-séquences sont issues de 
Si et les probabilités P calculées proviennent de A. A fournit la probabilité de 
distribution moyenne de chaque sous-séquence d'un segment. sim(Si, A) peut 
être aussi interprété comme la somme des probabilités des sous-séquences de Si 
dans A. 
L'algorithme 4 décrit le processus de bissection de DHCS. Il a été appliqué avec succès 
pour la reconnaissance de mots, la détection de faillite personnelle et en particulier, 
sur des séquences de protéines [107]. 
Ce chapitre a traité des outils pour l'analyse des séquences depuis la préparation des 
données, le séquençage, jusqu'à la segmentation des données. Le chapitre suivant est 
l'application de ces outils et en particulier DHCS pour l'analyse des populations de 
séquences issues de PLMVd. 
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Algorithm 4 DHCS 
Entrée : la base de données des séquences x> l'ordre m. 
Sortie : CG (Segment de Gauche), CD (Segment de Droite) 
1. Initialisation de la bissection - Représentation des séquences par le 
modèle de Markov et l'ACM 
(a) Représentation des séquences x — Si,S2.-Sn par la matrice indicatrice 
floue Z où Zij représente la probabilité d'occurrence de la sous-séquence j 
dans la séquence i. A chaque Si est associé un Zt. 
(b) Calcul de la matrice des résidus de Z, Q : 
Q = D~1/2(P - rcT)D-1'2 
où DT = £I, Dc = diag{clT), P = r = 1/nl et c = ^ZT1. 
(c) Décomposition en valeur singulière (DSV) de la matrice des résidus de Z 
à savoir Q, Q = UY,V. 
(d) Sachant que Si est associé à î/j si Un < 0 alors SitCG sinon SteCD. 
2. Initialisation de la bissection - Optimisation 
Soient A un ensemble de séquences, 5< une séquence et fi^ le centre statistique 
d'un segment Ck- La distance du chi-carré entre une séquence Si et un ensemble 
de séquences A est définie par : 
dc h i (Si ,  A)  =  E l £ î^.  j *3 
(a) Pour chaque ZieCG, CD = CD U Z {  
si d c h i (Zi ,  A G) < d chi{Zi , A D )  alors Zi est assigné à CD. 
(b) Pour chaque Z teCD, CG = CG U 
si dchi(Zi ,AG) < dchi(Zi ,AD) alors Zi est assigné à CD. 
(c) Répéter 2.(a) et 2.(b) jusqu'à ce que CG et CD soient stables. 
3. Optimisation de la bissection - le modèle CPD 
Soient A un ensemble de séquences, une séquence S = et sr,..sg_i la 
plus longue sous-séquence précédant sq. La similarité sim entre une séquence S 
et un ensemble de séquences A, suivant le modèle CPD, est donnée par : 
i 
sim(Si ,  A) = E P&(sq\sr...sq-i). 
5=1 
(a) Répéter, 2. Optimisation de la bissection, en calculant sim(Si ,  AG) et 
sim (Si ,  AD) à la place de d chi(Z i y  AG) et d c h i (Zi ,  AD) 
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Chapitre 3 
Variabilité génétique de PLMVd 
Les chapitres précédents ont introduit les viroïdes, en particulier PLMVd et les 
outils pour l'analyse de séquences (chapitres 1 et 2). Le présent chapitre traite de la 
collecte, le filtrage, le traitement des données et les résultats d'analyses. 
3.1 Introduction 
Afin d'évaluer la variabilité génétique observée dans une population de viroïdes, 
une expérience d'infection par l'inoculation d'un seul variant de PLMVd a été réali­
sée. Le variant PLMVd.282 (numéro d'accession : DQ680690), séquence maîtresse de 
polarité positive (+), portant une adénosine insérée entre les nucléotides 107 et 108, 
a été utilisée pour infecter un pêcher (identifié GF-305). 
Six mois après l'infection, les ARN circulaires ont été isolés à partir des ARN totaux 
sur un gel dénaturant. Ils ont été ensuite amplifiés par RT-PCR1, puis séquencés en 
profondeur (Figure 3.1 A), sur une plate-forme 454 GS-FLX Titanium pyrosequen-
cing [87][GO] à Génome Québec (Montréal, Canada). 
Deux paires d'amorces, P7 et P3 (Figure 3.1 B), ont été nécessaires pour cette étude, 
générant deux librairies2. Les régions dans PLMVd.282 correspondant à ces amorces 
1. RT : Reverse transcription ou transcription inverse 
PCR : Polymérase chain reaction ou réaction de polymérisation en chaîne 
2. une librairie est un fichier contenant des séquences 
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sont connues pour être fortement conservées. Ces deux paires d'amorces ont été utili­
sées conjointement pour obtenir une image claire de l'hétérogénéité génétique conte­
nue dans les ARN extraits de l'arbre infecté. En effet, l'information génétique est 
cachée par la séquence des amorces. C'est pourquoi une deuxième paire d'amorces 
doit être utilisée afin de révéler les nucléotides marqués par les amorces de la pre­
mière paire. Les amorces P7 couvrent les régions à partir des nucléotides 204 à 244, 
alors que les amorces P3 recouvrent les nucléotides 92 à 134 (Figure 3.1 B). Ces deux 
librairies contiennent 787 678 séquences totales, avec 329 094 pour P7 et 458 584 pour 
P3 (Tableau 3.1). Il convient de vérifier la validité des séquences par une étape de 
filtrage, puis une étape de suppression des séquences contenant des erreurs issues des 
techniques de séquençage, ensuite RT-PCR et enfin une étape de séquençage à haut 
débit. L'analyse de séquences est effectuée pour caractériser la variabilité génétique 
des ARN obtenus. 
3.2 Prétraitement des données 
3.2.1 Filtrage des séquences 
Grâce à une série de scripts Perl et Matlab, les séquences satisfaisant les critères 
suivants ont été retirées des librairies : 
- Les amorces P7 et P3 manquantes 
- La taille de séquence inférieure à 249 nucléotides 
- Les Pourcentage d'identité par rapport à la séquence de PLMVd.282 inférieure 
à 70 % 
- La présence de « N », pour les positions ambiguës. 
Des ARN ribosomaux, ARNr au nombre de 116 ont été retrouvés pour un pour­
centage d'identité par rapport à PLMVd.282 inférieure à 70 %. C'est la raison pour 
laquelle toutes les séquences de pourcentage d'identité inférieure à 70 % ont été sup­
primées. 
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Figure 3.1 - De PLMVd.282 au séquençage en profondeur. (A) Description de l'expé­
rience. (B) Structure secondaire de PLMVd. PI à Pli sont les tiges caractéristiques de 
la structure. P3 et P7 situent les amorces. La flèche et RTM présentent le site de cliva-
ge/ligation du RTM. Les boites noires et blanches présentent le RTM respectivement 
pour la polarité (+) et (-). 
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Le filtrage des séquences fournit 162 603 séquences pour la librairie P7 et 176 581 
pour P3. Ces librairies contiennent des séquences en plusieurs exemplaires. Le nombre 
d'exemplaires des séquences est appelé l'occurrence. Les séquences uniques associées 
avec leurs occurrences sont extraites. Ainsi, P7 contient 30 908 séquences uniques et 
P3, 25 927 séquences uniques. Le tableau 3.1 résume ces résultats. 
Tableau 3.1 - Filtrage des séquences pour les librairies P7 et P3 
Library nb. séquences non filtrées Après filtrage 
nb. total de séquences séquences uniques 
P7 329 094 162 603 30 908 
P3 458 584 176 581 25 927 
Total 787 678 339 184 56 835 
3.2.2 Suppression des mutations techniques 
Les mutations techniques sont des mutations générées lors du séquençage ou de 
l'amplification (RT-PCR). N'étant pas des mutations naturelles, c'est-à-dire des mu­
tations survenues à l'intérieur du pêcher lors de l'infection, elles doivent être suppri­
mées. En effet, seules les mutations naturelles expriment la variabilité génétique de 
PLMVd. 
PLMVd est composé d'un ribozyme en tête de marteau (RTM) (Figure 3.2 A). Le 
noyau catalytique du RTM (les boites contenant les nucléotides dans la figure 3.2) a 
la propriété d'être fortement conservé [82] bien que des études montrent qu'il peut y 
exister une certaine flexibilité sans incidence sur son activité de coupure [î][7 1][72], 
Du fait de la conservation du noyau du RTM, les mutations présentes dans ce noyau 
et qui entravent sa capacité de coupure sont identifiées comme des mutations tech­
niques, car un RTM inactif empêcherait la réplication en cercle roulant. 
Les variations dans le RTM ont été trouvées dans les séquences de 13 occurrences et 
moins pour les librairies P3 et de 6 occurrences et moins pour P7 (Figure 3.2 B et C). 
Cet écart peut être expliqué par le fait que le taux d'erreur de séquençage augmente 
en s'éloignant des amorces utilisées pour le séquençage et que le RTM est plus proche 
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des amorces P7 que P3 [>2] (Figure 3.1 B). 
A 
^^cteavagasto 
> • 1 1 1 1  
B * 
NC -
p-
P-
éêmm - m 
f t#« •* W Wr 
f «  *  
l | l _  ï •f «6 # # Mi t  
> » •> 
l l i  I l l l .  
î  mu uni » J  mit  t tm o J nui eu n o 
nid o ;  mit uni » i  mil  mil  « 
P3_8 1113 
Figure 3.2 - Analyse des RTM. (A) Le noyau du RTM est identifié par des boites avec 
à ses trois extrémités les tiges I, II et III. La numérotation de Hertel est utilisée [38]. 
(B) Essai de coupure des RTM lors de la transcription (60 minutes, 37C) des matrices 
ADN. Les produits de transcription sont séparés sur un gel dénaturant. Le fragment 
non coupé est identifié NC alors que les produits de coupure sont indiqués par la 
lettre P. Sous le gel, l'histogramme indique le pourcentage de coupure pour chaque 
RTM. (C) Représentation schématisée des RTM testés ainsi que leurs mutations par 
rapport à la séquence maîtresse. 
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Les séquences contenant de la variabilité dans leurs RTM sont extraites. L'ef­
ficacité de coupure de ces RTM est évaluée au cours de réactions de transcription 
in vitro (Figure 3.2 B). La nomenclature des séquences est la suivante la librairie_ 
occurrence_ id de la séquence. Les points suivants résument nos observations : 
- Le RTM de type sauvage (wt282) pour la séquence maîtresse se clive à 95 %. 
- L' efficacité de coupure pour P7_6_1630 est inférieure à 3 %. La mutation qui 
entrave la coupure est la substitution (voir nomenclature sur la figure 3.2 A) 
G12A3. Cette mutation a également été trouvée dans trois variants de la base 
de données Subviral, PLMVd.082 (-), ASBVd.054 (+) et ASBVd.056 (+) et a 
été notée comme un artefact de séquençage par d'autres [4] [74]. 
- L' efficacité de coupure pour P3_8_1113 s'élève 9 %. 
- Les RTM restant ont une efficacité de coupure supérieure à 50 % 
Compte tenu de la variabilité dans les RTM présents dans les séquences de 13 oc­
currences et moins et 6 occurrences et moins pour P3 et P7, et sachant l'efficacité 
de coupure de P7_6_1630 et P3_8_1113 de 3 % et 9 %, le seuil d'efficacité de cou­
pure a été fixé arbitrairement à 15 %. Cela implique le rejet des séquences ayant 8 
occurrences et moins (Tableau 3.2). Nous obtenons 259 486 séquences totales et 2186 
séquences uniques totales avec 1125 pour P7 et 1061 pour P3. 
Tableau 3.2 - Suppression des erreurs techniques. Les séquences de 8 occurrences et 
moins sont supprimées. 
Library Après suppression des erreurs techniques 
nb. total de séquences nb. séquences uniques 
P7 119 843 1125 
P3 139 643 1061 
Total 259 486 2186 
Après avoir nettoyé les séquences des librairies conformément à cette section, la 
section suivante présente l'analyse de la variabilité génétique de ces séquences. 
3. le G est remplacé par un A à la position 12 
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3.3 Analyse de la variabilité génétique de PLMVd 
Les points clés de cette analyse sont : 
- La découverte des familles de séquences à l'aide de la segmentation 
- L'observation de caractéristiques générales des variants obtenus 
- L'extraction et l'analyse des mutations clés qui dirigent l'adaptation de ces 
séquences, donc leur évolution. 
3.3.1 Segmentation des séquences de PLMVd 
DHCS [107] est appliqué sur les séquences des librairies P3 et P7 afin d'en ap­
prendre davantage sur l'hétérogénéité de PLMVd. Il intègre trois paramètres : l'ordre 
du modèle Markovien pour la représentation des séquences, la profondeur de l'arbre 
des sous-séquences (ou la longueur des sous-séquences) et le ratio qui représente l'oc­
currence minimale d'une sous-séquence. Plus l'ordre et la profondeur de l'arbre des 
sous-séquences sont élevés, plus la complexité augmente. L'ordre est fixé à cinq, la 
profondeur de l'arbre des sous-séquences à sept et le ratio à un. La nomenclature est 
la suivante, le nom de chaque noeud ou segment est formé en ajoutant au nom du 
segment divisé, « O » au segment de gauche, ou « I » au segment de droite ( « OOO 
» est le segment de gauche issu de la bissection du segment « 00 » et « 001 » est 
celui de droite issue de la même bissection, celle de « 00 »). 
3.3.2 Résultats 
Cette sous-section présente les résultats obtenus et leur analyse. 
Caractéristiques générales des variants de PLMVd 
L'analyse préliminaire des séquences de variants par rapport à PLMVd.282 montre 
que le génome de PLMVd est sujet à mutation. En effet, la séquence exacte de 
PLMVd.282 n'est retrouvée dans aucune des librairies, pas même au sein des sé­
quences de 8 occurrences et moins. La figure 3.3 illustre le nombre de mutations des 
séquences par rapport à la séquence de PLMVd.282. Nous observons que le nombre 
de mutations pour la librairie P7 varie de 3 à 21 et pour P3 de 2 à 56. De plus, nous 
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remarquons que la majeure partie des séquences possèdent un nombre de mutations 
de 7 et 5 mutations, pour P7 et P3 respectivement. Nous trouvons une majorité de 
mutations de types substitutions et, dans une moindre mesure, de mutations de types 
délétions et insertions selon la figure 3.4. La figure 3.6 retrace la distribution des 
mutations clés sur toutes les familles pour chacune des librairies. La section suivante 
analyse ces distributions représentées par des arbres. 
5 35000 
E 30000 
g 25000 * 
5 20000 
 ^ 15000 
M 10000 
Librairie P7 
6 7 8 9 10 11 12 13 14 15 
N ombra de mutations va la séquanca ma fera (PLMVd.282) 
s w 
e g 
s u 8 
« 
« 
S a 
E 
Librairie P3 
50000 
20000 
Nombra da mutations vs la séquanca maître (PLMVd.282) 
Figure 3.3 - Distribution du nombre de mutations par rapport à la séquence maîtresse 
sur l'occurrence pour P7 et P3. Chaque séquence de P7 et P3 est alignée avec la 
séquence de PLMVD.282 et le nombre de mutations est compté. Cet alignement est 
réalisé par l'algorithme d'alignement de Needleman et Wunsch [(>(>]. Le nombre de 
mutations et l'occurrence sont combinés et triés. 
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Figure 3.4 - Distribution des substitutions, insertions, délétions sur toute la longueur 
de la séquence de PLMVd.282 par rapport à l'occurrence, pour les librairies P7 et P3. 
Les séquences de P7 et P3 sont alignées chacune avec PLMVd.282 puis les mutations 
sont déterminées. La boîte représente la région liée par les amorces et pour laquelle 
aucune information génomique n'est disponible. 
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Extraction des mutations clés 
Un segment est identifié par sa séquence représentative. Celle-ci se situe, en terme 
de mutations, au centre de son segment. Ainsi, extraire les mutations clés d'un seg­
ment reviendrait à extraire les mutations clés depuis son représentant. Pour dégager 
les représentants, un alignement multiple est appliqué pour chaque segment afin de 
comparer toutes les séquences entre elles. Puis le nombre de mutations (ou nombre de 
différences) entre chaque séquence est calculé. Nous obtenons, pour chaque séquence, 
une distribution de mutation, de laquelle est extraite la médiane des mutations. Alors, 
le représentant d'un segment est la séquence qui possède la plus petite médiane des 
mutations. 
Tous les segments ont une médiane de mutations comprise entre 2 et 3, excepté le 
segment « 10 » de la librairie P3 qui en compte 16 (Figure 3.5). Les mutations 
clés, extraites à partir de l'alignement multiple des représentants (Figure 3.7, 3.8), 
sont décrites, pour chaque librairie, par un arbre dans la figure 3.6. Ces mutations 
discriminent les représentants les uns des autres. Pour nous assurer de l'exactitude 
des mutations clés trouvées, nous avons effectué un alignement multiple de chaque 
segment avec la séquence de PLMVd.2824. Nous avons calculé le pourcentage des mu­
tations par site (position) par rapport à la séquence de PLMVd.282. Les mutations 
dont la présence supérieure à 10 % sur l'ensemble des segments de séquences ont été 
retenues comme mutations clés. Les tableaux 3.3 et 3.4 donnent la distribution des 
mutations clés. 
Analyse des mutations clés 
Les mutations clés discriminent les représentants et forment les caractéristiques 
intrinsèques de chaque segment. Ces mutations clés sont en majorité des substitutions, 
ce qui est compatible avec le fait que, dans le paragraphe intitulé « Les caractéristiques 
générales des variants de PLMVd » de la section 3.3.2, les mutations sont principa­
lement des substitutions. Les pourcentages des mutations clés pour chaque segment 
de P7 et P3 sont répertoriés dans les tableaux 3.3 et 3.4. La notion d'adaptation 
4. On ajoute à chaque segment la séquence de PLMVd.282, puis on procède à l'alignement de 
chaque segment 
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Figure 3.5 - Distribution des mutations des séquences relatives à la séquence repré­
sentante pour chaque segment des librairies P7 et P3. 
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Librairie P7 
Librairie P3 
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Figure 3.6 - Segments et mutations discriminantes. Les segments sont représentés 
par des boites. Les informations contenues dans ces boites sont le nom du segment, 
l'occurrence totale (Occ Total) et l'identifiant du représentant (Rep). Ce dernier est 
composé de son numéro parmi les séquences suivi de son occurrence et sa taille. Entre 
parenthèses, nous notons la proportion en terme d'occurrences de la séquence repré­
sentative dans un segment. Les segments sont liés les uns aux autres par des mutations 
qui ont été déterminées par l'alignement multiple des séquences représentatives. 
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Tableau 3.3 - Pourcentage des séquences possédant les mutations clés dans chaque 
segment pour la ibrairie P7 
IOO OU IOI IIO OOO OIO III OOI 
U290 95 72 92 86 82 96 70 86 
C11T 99 94 99 99 99 99 99 99 
C138U 99 99 99 99 99 99 99 99 
C148A 99 99 99 99 99 99 99 99 
C118U <10 51 40 64 75 89 81 96 
U296C <10 <10 20 <10 <10 <10 <10 <10 
G31A <10 <10 19 33 99 23 99 99 
C307U <10 31 37 <10 67 28 65 63 
A337G 20 <10 30 23 <10 <10 56 <10 
G104A <10 <10 <10 37 <10 71 14 88 
Tableau 3.4 - Pourcentage des séquences possédant les mutations clés dans chaque 
segment pour la librairie P3 
OIO OOI OII III IIO OOO 
G31A 56 72 91 60 99 99 
C138U 99 99 99 99 99 99 
C148A 99 99 99 99 99 99 
INSU331 <10 19 <10 <10 <10 <10 
C307U <10 36 99 22 99 99 
U290 51 35 54 55 49 36 
G37A <10 <10 <10 33 15 <10 
C274U <10 <10 <10 <10 32 <10 
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Master sequence 
I00_2; 11079; 295 
IOI_175;67;295 
I10_708;14 ; 2 94 
III_37;418;295 
000_1; 13958; 295 
OOI 5;4318;295 
OIO~15;1625; 295 
OU 6; 3884;295 
AU290 
gauucaaacccggucccccucagaggugacucugagugaaaggi 
gauucaaacccggucccccucagaggugacucugagugaaaggi 
gauucaaacccggucccccucagaggugacucugagugaaaggi^;-* 
gauucaaacccggucccccucagaggugacucugagugaaaggi 
gauucaaacccggucccccucagaggugacucugagugaaaggi 
gauucaaacccggucccccucagaggugacucugagugaaaggifc 
gauucaaacccggucccccucagaggugacucugagugaaaggi 
gauucaaacccggucccccucagaggugacucugagugaaaggi 
gauucaaacccggucccccucagaggugacucugagugaaagg1 
—j U296C 
iua jcacacu 
iUî jcacacu 
lcs jcacacu 
lus jcacacu 
luc jcacacu 
iuc jcacacu 
iua jcacacu 
iciaua jcacacu 
ic îué jcacacu 
Master sequence 
IOO_2; 11079; 295 
IOI_175;67;295 
I10_708;14;294 
Iïl_37;418;295 
OOO 1;13958;295 
OOI~5;4318;295 
OIO_15;1625; 295 
OII 6;3884;295 
Master sequence 
IOO_2; 11079;295 
IOI_175;67;295 
IIO 708;14;294 
I Il"~37 ; 418; 295 
000~1; 13958; 295 
OOI_5;4318;295 
OIO_15;1625; 295 
OU 6?3884;295 
Master sequence 
IOO_2; 11079; 295 
IOI_175;67;295 
IIO 708;14;294 
III~37; 418; 295 
000_1;13958;295 
00I_5;4318;295 
0I0_15;1625; 295 
OII 6;3884;295 
Master sequence 
IOO_2; 11079; 295 
IOI_175;67;295 
II0_708;14;294 
III_37; 418;295 
000_1; 13958?295 
OOI_5;4318;295 
OIO 15;1625;295 
OII~6;3884j295 
.g *o 
q icç 
g îcç 
q lue 
ç 1UC 
g ic< 
g àcc 
C307U A337G 
iguuccugaaauggaacgaaaccuuuc oa< 
iguuccugaaauggaacgaaaccuuuc ia< 
iguuccugaaauggaacgaaaccuuuc ia. 
iguuccugaaauggaacgaaaccuuuc ia< 
iguuccugaaauggaacgaaaccuuuc ig< 
iguuccugaaauggaacgaaaccuuuc oa. 
iguuccugaaauggaacgaaaccuuuc ia< 
iguuccugaaauggaacgaaaccuuuc ia. 
iguuccugaaauggaacgaaaccuuuc ia< 
G31A 
ccauaaguuucgucgcaucccagcg 
ccauaaguuucgucgcaucccagcg 
iccauaaguuucgucgcaucccagcg 
ccauaaguuucgucgcaucccagcg 
ccauaaguuucgucgcaucccagcg 
:ccauaaguuucgucgcaucccagcg 
:ccauaaguuucgucgcaucccagcg 
ccauaaguuucgucgcaucccagcg 
alcccauaaguuucgucgcaucccagcg 
:agugggcuaagcccagacuuaugagagagugguuaccucucagccccuccacc 
igugggcuaagcccagacuuaugagagagugguuaccucucagccccuccacc 
igugggcuaagcccagacuuaugagagagugguuaccucucagccccuccacc 
acufcadcagugggcuaagcccagacuuaugagagagugguuaccucucagccccuccacc 
acu;at^agugggcuaagcccagacuuaugagagagugguuaccucucagccccuccacc 
act sai^agugggcuaagcccagacuuaugagagagugguuaccucucagccccuccacc 
acu :ai ^agugggcuaagcccagacuuaugagagagugguuaccucucagccccuccacc 
gugggcuaagcccagacuuaugagagagugguuaccucucagccccuccacc 
acufcgdcagugggcuaagcccagacuuaugagagagugguuaccucucagccccuccacc 
G104 A. 
uuggggugcccuauua 
uuggggugcccuauua 
uuggggugcccuauua 
uuggggugcccuauua 
uuggggugcccuauua 
uuggggugcccuauua 
uuggggugcccuauua 
uuggggugcccuauua 
uuggggugcccuauud 
AC117 jcacugcagi 
jcacugcagi 
gcacugcagt 
jcacugcagi 
jcacugcagi 
gcacugcagi 
gcacugcagi 
gcacugcagi 
gcacugcag< 
{C1WU,AC1M| 
lauagaaaggcuaagci 
rauagaaaggcuaagc. 
rauagaaaggcuaagc. 
[auagaaaggcuaagc< 
lauagaaaggcuaagci 
tauagaaaggcuaagc. 
lauagaaaggcuaagci 
lauagaaaggcuaagc, 
îauagaaaggcuaagc. 
C1B8U 
ci^cgcaaug 
igcaaug 
:gcaaug 
:gcaaug 
:uifcgcaaug 
:gcaaug 
:uilcgcaaug 
afcui sgcaaug 
a :ui sgcaaug 
^uaaggugggacuuuucccuaggguuugagcggucgaacccagggggagugugau 
<uaaggugggacuuuucccuaggguuugagcggucgaacccagggggagugugau 
( uaaggugggacuuuucccuaggguuugagcggucgaacccagggggagugugau 
< uaaggugggacuuuucccuaggguuugagcggucgaacccagggggagugugau 
i< uaaggugggacuuuucccuaggguuugagcggucgaacccagggggagugugau 
Kuaaggugggacuuuucccuaggguuugagcggucgaacccagggggagugugau 
aaç uaaggugggacuuuucccuaggguuugagcggucgaacccagggggagugugau 
aa< uaaggugggacuuuucccuaggguuugagcggucgaacccagggggagugugau 
aa< uaaggugggacuuuucccuaggguuugagcggucgaacccagggggagugugau 
Figure 3.7 - Alignement multiple des représentants de P7 avec la séquence maîtresse 
PLMVd.282. 
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Master sequence 
IIO_39;434;295 
0I0_3;8100;295 
000_145;75;296 
001_105? 99;296 
III_56;232;294 
OII 1;19506;294 
C138U 
:gcaau< 
:gcaau< 
igcaauç 
:gcaau< 
:gcaau< 
:gcaau< 
:gcaauc 
—\C148A 
LCÇjaaggugggacuuuucccuaggguuugagcggucgaacccagggg 
ia< aaaggugggacuuuucccuaggguuugagcggucgaacccagggg 
iaç jaaggugggacuuuucccuaggguuugagcggucgaacccagggg 
lac aaaggugggacuuuucccuaggguuugagcggucgaacccagggg 
lac uaaggugggacuuuucccuaggguuugagcggucgaacccagggg 
iac uaaggugggacuuuucccuaggguuugagcggucgaacccagggg 
tac uaaggugggacuuuucccuaggguuugagcggucgaacccagggg 
Master sequence gagugugauccagguaccgccguagaaacuggauuacgacgccuacccgggauucaaacc 
IIO 39;434;295 gagugugauccagguaccgccguagaaacuggauuacgacgccuacccgggauucaaacc 
OIO~" 3;8100;295 gagugugauccagguaccgccguagaaacuggauuacgacgccuacccgggauucaaacc 
000~14S;75;296 gagugugauccagguaccgccguagaaacuggauuacgacgccuacccgggauucaaacc 
001_105;99;296 gagugugauccagguaccgccguagaaacuggauuacgacgccuacccgggauucaaacc 
111_5 6; 2 32 ; 2 94 gagugugauccagguaccgccguagaaacuggauuacgacgccuacccgggauucaaacc 
01I_l;19506;294 gagugugauccagguaccgccguagaaacuggauuacgacgccuacccgggauucaaacc 
Master sequence 
IIO 39;434;295 
0 1 0 ~ 3 ; 8 1 0 0 ; 2 9 s  
000_145;75;296 
001_105;99;296 
III_56;232;294 
OU 1;19506;294 
Master sequence 
IIO_39;434;295 
010_3;8100;295 
000_145;75; 296 
001_105;99;296 
III__56;232;294 
OU 1; 19506;294 
Master sequence 
II0_39;434;295 
010_3;8100;295 
000_145;75;296 
001_105;99;296 
III_56;232;294 
OU 1; 19506; 294 
cggucccccucagaggu< 
cggucccccucagagguç 
cggucccccucagaggu» 
cggucccccucagaggu< 
cggucccccucagaggu< 
cggucccccucagaggui 
cggucccccucagaggui 
ugaaauggaacgaaat 
ugaaauggaacgaaai 
ugaaauggaacgaaat 
ugaaauggaacgaaai 
ugaaauggaacgaaac 
ugaaauggaacgaaai 
ugaaauggaacgaaat 
C274U 
cugagugaaaggi 
cugagugaaaggi 
cugagugaaaggi 
cugagugaaaggi 
cugagugaaaggi 
cugagugaaaggi 
cugagugaaaggi 
AU290 
ugcuuagcacacuç 
ugcuuagcacacuc 
idugcuuagcacaciK 
i< ugcuuagcacacuc 
igcuuagcacacuc 
igcuuagcacacuç 
•dugcuuagcacacuc 
—. C307U 
icç aguucc 
iuç aguucc 
icç aguucc 
iuç aguucc 
icç aguucc 
icç aguucc 
iuç aguucc 
INSU331 G31A F— 
\ uucuaacccauaaguuucgucgcaucccagcgacu:gi 
t uucuaacccauaaguuucgucgcaucccagcgacu:ai 
•\ uucuaacccauaaguuucgucgcaucccagcgacu :ai 
ti uucuaacccauaaguuucgucgcaucccagcgaci. ;a> 
uucuaacccauaaguuucgucgcaucccagcgacu :ai 
uucuaacccauaaguuucgucgcaucccagcgacu :ai 
uucuaacccauaaguuucgucgcaucccagcgacu ;a< 
G37A 
ç gcuaagcccagacuuaugagagagugguuaccucucagccccuccaccuuggg 
ç gcuaagcccagacuuaugagagagugguuaccucucagccccuccaccuuggg 
ç gcuaagcccagacuuaugagagagugguuaccucucagccccuccaccuuggg kgcuaagcccagacuuaugagagagugguuaccucucagccccuccaccuuggg 
i< gcuaagcccagacuuaugagagagugguuaccucucagccccuccaccuuggg 
.< gcuaagcccagacuuaugagagagugguuaccucucagccccuccaccuuggg 
ug< gcuaagcccagacuuaugagagagugguuaccucucagccccuccaccuuggg 
Figure 3.8 - Alignement multiple des représentants de P3 avec la séquence maîtresse 
PLMVd.282. 
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est utilisée dans cette section. Ainsi l'adaptation d'une séquence se traduit par son 
occurrence. Plus l'occurrence d'une séquence est élevée, plus celle-ci est adaptée à son 
environnement. Les deux paragraphes suivants décrivent les mutations importantes 
caractéristiques des segments des librairies P7 et P3. 
P7 Cette librairie contient 8 segments. 
Le segment « IOO » est le plus proche de la séquence maîtresse et possède quatre mu­
tations clés par rapport à la séquence maîtresse (Figure 3.6). Il contient 81 séquences 
différentes pour un total de 16 735 occurrences. Son représentant a une occurrence de 
11 079 et possède deux délétions : U290 et Cl 17 et deux substitutions qui favorisent 
la fermeture de la tige P4, C138U et C148A (Figure 3.9). La première délétion est 
située au site de coupure / ligation du RTM de polarité (+). L'autre délétion, C117, 
est localisée dans la partie supérieure de la tige P3. Selon les données précédentes sur 
un autre variant PLMVd.034, il a été démontré que cette cytosine forme un renfle­
ment [10]. 
De « IOO » surviennent les segments « IIO » et « OII ». Le premier est un segment de 
petite taille, car son nombre d'occurrences atteint 2164 pour 90 séquences différentes. 
L'occurrence de son représentant occupe 0,6 % de l'occurrence totale du segment avec 
une délétion, C118, localisée dans la tige P3. 
La mutation C118U dans la tige P3 nous permet d'obtenir le segment « OII ». Il 
contient 166 séquences différentes pour une occurrence totale de 18 988. Sa position 
dans l'arbre fait de lui un segment important. En effet, il est l'origine de 3 segments 
« IOI », « OOO », « OIO ». Le premier contient 52 séquences différentes pour 1 035 
occurrences, le deuxième qui est le plus large des segments possède 316 séquences 
différentes pour 56 000 occurrences et le troisième contient 136 séquences pour 6 174 
occurrences. La mutation U296C nous donne « IOI » tandis que les mutations G31A 
et C307 nous permettent d'obtenir « OOO ». Ces deux dernières mutations, G31A 
et C307 sont localisées dans le RTM. Bien qu'elles soient à l'extérieur des nucléotides 
du noyau du RTM, elles semblent affecter l'adaptation des séquences de ce segment. 
Le segment « OIO » est caractérisé par la mutation G104A située dans la partie 
supérieure de la tige P3. Cette mutation semble entraver l'adaptation de ses variants 
parce que l'occurrence diminue de 18 988 à 6 174. Mais lorsque le segment acquiert 
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les deux mutations précédentes, C307U et G31A, l'occurrence totale passe de 6 174 à 
14 956 pour « OOI ». Ceci démontre clairement l'importance de ces deux mutations 
situées dans le RTM pour l'adaptation des variants. 
Enfin, le dernier segment, « III », provient du segment « OOO » et est caractérisé 
par la mutation A337G. Cette mutation, située dans la boucle de la tige Pli, semble 
réduire l'adaptation des variants, mais il est également possible que le segment ne 
soit qu'émergeant. En effet, nous avons pris un échantillon d'ARN après seulement 
six mois d'infection. 
P3 La librairie P3 contient sept segments (Figure 3.6). 
Les données ont été analysées comme cela a été fait pour la librairie P7 en identifiant 
les séquences représentatives pour chaque groupe. Parmi les sept segments de P3, 
il y a un petit segment, nommé « 10 », de seulement quatre séquences différentes 
qui représentent 84 occurrences. Il est décrit dans la section suivante. Un examen 
approfondi des six autres groupes a révélé que les séquences sont organisées différem­
ment, principalement parce que les données génomiques de la tige P3, qui contient 
d'importantes mutations, ne sont pas disponibles. Mais les mutations notables qui 
conduisent au segment le plus adapté, « OII », sont les mêmes mutations observées 
dans P7. Ainsi, les données provenant de deux librairies vont dans le même sens. 
Comme pour la librairie P7, les mutations U290, G31A, G307U, C138U et C148A 
ont été également identifiées comme des mutations clés dans la librairie P3 (Figure 
3.9). G31A et C307U ainsi que C138U et C148A sont des mutations qui semblent 
indiquer de la covariation5. En effet, ces mutations sont communes à P7 et P3 et sont 
présentes dans près de 90 % des séquences de ces librairies (Tableaux 3.3 et 3.4). Les 
positions, 31 et 307 mutent vers des nucléotides formant des paires complémentaires 
(Figure 3.9). 
5. est dit d'une paire de bases qui est maintenue en dépit des mutations des nucléotides consti­
tuant l'appariement. La covariation indique l'importance d'un appariement pour le maintien de la 
structure secondaire de l'ARN. 
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G104A 
AC117 
C118U 
G31A 
C138U 
C148A 
C307U 
AU29Û 
C274U 
Figure 3.9 - Mutations discriminantes et leur localisation sur la structure secondaire 
de PLMVd. En rouge nous avons les mutations pour P7, en bleu celles de P3 et en 
violet les mutations communes aux deux librairies. Les 2 flèches noires indiquent le 
site de coupure du RTM. Les boites noires et transparentes en dessous et au-dessus 
de la tige PU identifient les régions qui composent le noyau du RTM pour la polarité 
(+) et (-) respectivement. 
3.3.3 Cas particulier du segment « IO » 
Les 4 séquences que compose le segment « 10 » contiennent environ 50 mutations 
par rapport à la séquence maîtresse. Les mutations sont dispersées à travers toute 
la, séquence, à l'exception des régions liées par l'amorce P7, qui est la région la plus 
conservée du viroïde et dans laquelle on ne trouve qu'une seule mutation C236U 
(Figure 3.10). Il est intéressant de voir que ces quatre séquences sont à 77-82 % 
homologues à la séquence maîtresse et ne sont pas trouvées dans la librairie P7. Il est 
admis que la limite en terme d'homologie qui définit une espèce est fixée à 90 %. En 
effet, tous les organismes qui possèdent un pourcentage d'homologie supérieur à 90 
% appartiennent à la même espèce. Les séquences du cluster IO nous montrent que 
cette limite est à réévaluer sachant qu'avec une homologie à 77-82 % ces séquences 
appartiennent toujours à PLMVd. 
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855_I0_294 
950_9_294 
335_33_295 
342_32_294 
Master_sequence 
CACTTCGCAATGAAGTAAGGTGGGACTTTTCCCTAGGG - TTTGAGCGGTCGAACCCAGGG 59 
CACTTCGCAATGAAGTAAGGTGGGACTTTTCCCTAGGG-TTTGAGCGGTCGAACCCAGGG 5 9 
AACCTCGCAATGAGGTAAGGTGGGACTTTTCCTTCGGGAACCAAGCGGTTGGTTCCGAGG 60 
AACCTCGCAATGAGGTAAGGTGGGACTTTTCCTTCGGGAACCAAGCGGTTGGTTCCGAGG 60 
CACCTCGCAATGACGTAAGGTGGGACTTTTCCCTAGGG-TTTGAGCGGTCGAACCCAGGG 5 9 
****** 
855_10_294 
950_9_294 
335_33_295 
342_32_294 
Master_sequence 
MID3 binding site primers 
r N 
GGAGTGTGATCCAGGTACCGCCGTAGAAACTGGATTACGACGTCTACCCGGGATTCAAAC 119 
GGAGTGTGATCCAGGTACCGCCGTAGAAACTGGATTACGACGCCTACCCGGGATTCAAAC 119 
GGGGTGTGATCCAGGTACCGCCGTAGAAACTGGATTACGACGTCTACCCGGGATTCAAAC 120 
GGG-TGTGATCCAGGTACCGCCGTAGAAACTGGATTACGACGTCTACCCGGGATTCAAAC 119 
GGAGTGTGATCCAGGTACCGCCGTAGAAACTGGATTACGACGCCTACCCGGGATTCAAAC 119 
855_10_294 CCGGTCCCCTCCAGAAGTGATTCTGGAAGATGAGTCTGTGCTAAGCACACTGATGAGTCT 179 
950_9_294 CCGGTCCCCTCCAGAftGTGATTCTGGAAGATGAGTCTGTGCTAAGCACACTGATGAGTCT 179 
335_33_295 CCGGTCCCCTCCAGAAGTGATTCTGGAAGATGAGTCTGTGCTAAGCACACTGATGAGTCT 180 
342_32_294 CCGGTCCCCTCCAGAAGTGATTCTGGAAGATGAGTCTGTGCTAAGCACACTGATGAGTCT 179 
Master_sequence CCGGTCCCCCTCAGAGGTGACTCTGAGTGAAAGGTCTGTGCTTAGCACACTGACGAGTTC 179 
********* **** **** **** .**. ******************** **** 
855_10_294 CTGAAATGAGACGAAACTCATATCAT-CAAAAGTTTCGCCGCATTTCAGCGGCTCATCAG 238 
950_9_294 CTGAAATGAGACGAAACTCATATCAT-CAAAAGTTTCGCCGCATTTCAGCGGCTCATCAG 238 
335_33_295 CTGAAATGAGACGAAACTCATATCAT-CAAAAGTTTCGCCGCATTTCAGCGGCTCATCAG 239 
342_32_294 CTGAAATGAGACGAAACTCATATCAT-CAAAAGTTTCGCCGCATTTCAGCGGCTCATCAG 238 
Master_sequence CTGAAATGGAACGAAACCTTTCTAACCCATAAGTTTCGTCGCATCCCAGCGACTCGTCAG 239 
855_10_294 TGGGCTTAGCCCAGACTTTTGAGAGAGTAATGACCTCTCAGCCCCTCCACCTTGGG 294 
950_9_294 TGGGCTTAGCCCAGACTTTTGAGAGAGTAATGACCTCTCAGCCCCTCCACCTTGGG 294 
335_33_295 TGGGCTTAGCCCAGACTTTTGAGAGAGTAATGACCTCTCAGCCCCTCCACCTTGGG 295 
342_32_294 TGGGCTTAGCCCAGACTTTTGAGAGAGTAATGACCTCTCAGCCCCTCCACCTTGGG 294 
Master_sequence TGGGCTAAGCCCAGACTTATGAGAGAGTGGTTACCTCTCAGCCCCTCCACCTTGGG 295 
Figure 3.10 - Alignement multiple des séquences du segment « 10 » et de la séquence 
maîtresse. « P7 bindind site primer » présente la région fixée par l'amorce de P7 
contenant une mutation C236U. 
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3.3.4 Résumé des résultats obtenus 
Ce chapitre vient répondre à la problématique qui visait à explorer la variabilité 
génétique des viroïdes, en particulier PLMVd, pour mieux comprendre la corrélation 
entre la structure et le processus d'infection des viroïdes. Pour résumer, nous avons 
inoculé une séquence de PLMVd.282 dans un pêcher. Après 6 mois d'infection, nous 
avons extrait l'ARN de PLMVd. L'ARN de PLMVd a été séquencé et nous avons 
obtenu deux librairies de séquences, P7 et P3. Ces deux librairies contiennent 787 678 
séquences totales. Le filtrage des séquences erronées nous a donné 56 835 séquences 
totales. Après suppression des erreurs techniques, nous obtenons 2 186 séquences. 
La segmentation des séquences à l'aide de l'algorithme DHCS et l'extraction des sé­
quences représentatives nous a permis de réduire notre volume de séquences à analyser 
de 2186 séquences à 15 séquences représentatives. Ces 15 séquences sont les séquences 
représentatives qui caractérisent les segments des librairies P7 et P3, à savoir que de 
P7 est extrait 8 segments et de P3, 7 segments. À partir des séquences représenta­
tives obtenues, nous avons extrait les mutations clés de chaque segment puis retracé 
l'héritage de ces mutations au travers des segments. 
Les points suivants résument l'analyse des résultats des séquences en général, des 
séquences représentatives de segment en particulier et des mutations clés. 
- Parmi toutes les séquences extraites, celle qui a été inoculée, PLMVd.282 n'a 
pas été retrouvée. 
- Le nombre de mutations totales pour les librairies P7 et P3 varie de 2 à 56 
mutations. 
- De tous les types de mutations, les substitutions sont majoritaires sachant que 
les mutations clés extraites qui sont en majorité des substitutions. 
- Les mutations G31A et C307 ainsi UC138U et C148A communes aux deux 
librairies semblent indiquer de la covariation. Avec la mutation U290, ces mu­
tations sont présentes dans près de 90 % des séquences des deux librairies. 
- Les mutations U290, Cl 17, C138U, C148A, C118U, C307U, G31A influencent la 
largeur des segments, c'est-à-dire leurs occurrences totales. L'occurrence totale 
est un indicateur de l'adaptation des séquences. Pour la librairie P7, on passe 
successivement de 16 735 d'occurrences pour le segment « IOO », à 18 988 pour 
« OII », puis 56155 pour « OOO ». La librairie P3 suit la même description 
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excepté que la mutation Cl 17 est spécifique à P7. Ainsi pour P3, l'occurrence 
évolue de 53 447 pour le segment « OIO » à 70 169 pour le segment « OII ». 
Nous sommes alors capables d'observer l'impact des mutations sur l'adaptation 
des séquences. 
- Les séquences du segment « IO » ont une homologie par rapport à la séquence 
inoculée de 77-82 %. Cela remet en question la limite des séquences appartenant 
à une même espèce qui s'élève à 90 % d'homologie. 
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Conclusion 
Ce mémoire a présenté les éléments aboutissant à la résolution de notre problé­
matique, qui était d'explorer la variabilité génétique de PLMVd pour en extraire les 
caractéristiques. Ainsi, le chapitre 1 a couvert les viroïdes. Il a traité de leurs origines, 
de leurs pathogenèses et de leurs propriétés pour finir par la présentation de PLMVd, 
notre sujet d'étude. 
Le chapitre 2 a abordé, premièrement, les différentes mesures de similarité pour la 
comparaison de séquences, terminant sur la mesure choisie, le modèle de distribution 
de probabilité conditionnelle (CPD). Deuxièmement, il a expliqué la segmentation et 
plus précisément DHCS, un nouvel algorithme de segmentation hiérarchique descen­
dant pour la séquence catégorique, qui intègre la mesure de similarité basée sur le 
modèle CPD. 
Dans le chapitre 3, nous avons présenté le plan d'expérience de l'infection du pêcher 
GF305 par le variant de PLMVd.282. Nous avons ensuite filtré les données. Enfin, 
nous avons abordé l'analyse des séquences extraites de la segmentation par DHCS. 
Perspectives Les perspectives de recherche sont les suivantes : 
- Effectuer une étude longitudinale de la dynamique des populations de PLMVd 
pour mesurer l'impact des mutations sur l'adaptation de PLMVd et les symp­
tômes observés, dans le temps. 
- Appliquer l'algorithme de segmentation intégré à notre méthodologie pour ré­
pondre à d'autres questions biologiques concernant la métagénomique, l'anno­
tation des protéines et des ARN, et l'inférence phylogénétique. 
- Permettre à la communauté scientifique de biologistes l'accès à notre métho­
dologie pour leurs analyses, par le développement d'un serveur présentant le 
53 
CONCLUSION 
service de segmentation de DHCS. 
54 
Bibliographie 
[1] A.HADIDI. 
Viroids. 
CSIRO, 2003. 
[2] S. F. ALTSCHUL, W. GISH, W. MILLER, E. W. MYERS et D. J. LIPMAN. 
« Basic Local Alignaient Search Tool ». 
J. Mol. Biol., 215(3):403-410, Oct 1990. 
[3] S. F. ALTSCHUL, T. L. MADDEN, A. A. SCHAFFER, J. ZHANG, Z. ZHANG, 
W. MILLER et D. J. LIPMAN. 
« Gapped BLAST and PSI-BLAST : a New Génération of Protein Database 
Search Programs ». 
Nucleic Acids Ras., 25(17):3389-3402, Sep 1997. 
[4] S. AMBROS et R. FLORES. 
« In Vitro and in Vivo Self-cleavage of a Viroid RNA with a Mutation in the 
Hammerhead Catalytic Pocket ». 
Nucleic Acids Res., 26(8): 1877-1883, Apr 1998. 
[5] N. AUGER, M. DANIEL, B. KNAUPER, M. F. RAYNAULT et B. PLESS. 
« Children and Youth Perceive Smoking Messages in an Unbranded Adverti-
sement from a NIKE Marketing Campaign : a Cluster Randomised Controlled 
Trial ». 
BMC Pediatr, 11:26, 2011. 
[6] G. BEJERANO et G. YONA. 
« Modeling Protein Families using Probabilistic Suffix Trees ». 
Dans Proceedings of the Third Annual International Conférence on Computa-
tional Molecular Biology, RECOMB '99, pages 15-24. ACM, 1999. 
55 
BIBLIOGRAPHIE 
[7] J. C. BEZDEK, R. EHRLICH et W. FULL. 
« FCM : The Fuzzy C-means Clustering Algorithm ». 
Computers and Geosciences, 10(2-3): 191 - 203, 1984. 
[8] K. R. BIRIKH, P. A. HEATON et F. ECKSTEIN. 
« The structure, Function and Application of the Hammerhead Ribozyme ». 
Eur. J. Biochem., 245(1):1-16, Apr 1997. 
[9] F. BOLDUC, C. HOAREAU, P ST-PIERRE et J. P. PERREAULT. 
« In-depth Sequencing of the siRNAs Associated with Peach Latent Mosaic 
Viroid Infection ». 
BMC Mol. Biol, 11:16, 2010. 
[10] F. BUSSIERE, J. OUELLET, F. COTE, D. LEVESQUE et J. P. PERREAULT. 
« Mapping in Solution Shows the Peach Latent Mosaic Viroid to Possess a New 
Pseudoknot in a Complex, Branched Secondary Structure ». 
J. Virol, 74(6)-.2647-2654, Mar 2000. 
[11] J-A. DARÔS, S. F. ELENA et R. FLORES. 
« Viroids : An Ariadne's Thread into the RNA Labyrinth ». 
EMBO reports, 7(6):593-598, 2006. 
Cited By (since 1996) : 37. 
[12] M. O. DAYHOFF, R. M. SCHWARTZ et B. C. ORCUTT. 
« A Model of Evolutionary Change in Proteins ». 
Atlas of Protein Sequence and Structure, 5(suppl 3):345-351, 1978. 
[13] J.C. DESVIGNES. 
« The Virus Diseases Detected in Greenhouse and in Field by the Peach Seedling 
GF 305 Indicator ». 
Acta Hortic, pages 315-323, 1976. 
[14] J.C DESVIGNES. 
« Peach Latent Mosaic and its Relation to Peach Mosaic and Peach Yellow 
Virus Diseases ». 
Acta Hortic., (193):51-57, 1986. 
[15] T. O. DIENER. 
« Discovering Viroids-a Personal Perspective ». 
Nat. Rev. MicrobioL, l(l):75-80, Oct 2003. 
BIBLIOGRAPHIE 
[16] T.O. DIENER. 
The Viroids. 
Springer, 2008. 
[17] B. DING. 
« The Biology of Viroid-Host Interactions ». 
Annual Review of Phytopathology, 2009. 
[18] C. DING et X. HE. 
« Cluster Merging and Splitting in Hierarchical Clustering Algorithms ». 
Dans Proc. IEEE Int'l Conf. Data Mining, pages 139-146, 2002. 
[19] S. W. DING. 
« RNA Silencing ». 
Curr. Opin. Biotechnol., 11(2): 152-156, Apr 2000. 
[20] E. DOMINGO, C. R. PARRISH et J. J. HOLLAND. 
Origin and Evolution of Viruses. 
Elsevier, 2008. 
[21] Q.W. DONG, X.L. WANG et L. LIN. 
« Application of Latent Semantic Analysis to Protein Remote Homology Dé­
tection ». 
Bioinformatics, 22(3):285-290, 2006. 
cited By (since 1996) 28. 
[22] R. C. EDGAR. 
« MUSCLE : a Multiple Sequence Alignment Method with Reduced Time and 
Space Complexity ». 
BMC Bioinformatics, 5:113, Aug 2004. 
[23] I. ELIAS. 
« Settling the Intractability of Multiple Alignment ». 
J. Comput. Biol, 13(7):1323-1339, Sep 2006. 
[24] Z. FADDA, J. A. DAROS, C. FAGOAGA, R. FLORES et N. DURAN-VILA. 
« Eggplant Latent Viroid, the Candidate Type Species for a New Genus within 
the Family Avsunviroidae (hammerhead viroids) ». 
J. Virol., 77(11):6528-6532, Jun 2003. 
57 
BIBLIOGRAPHIE 
[25] I. FEKIH HASSEN, S. MASSART, J. MOTARD, S. ROUSSEL, O. PARISI, J. KUM-
MERT, H. FAKHFAKH, M. MARRAKCHI, J. P. PERREAULT et M. H. JIJAKLI. 
« Molecular Features of new Peach Latent Mosaic Viroid Variants Suggest that 
Recombination may have Contributed to the Evolution of this Infectious RNA ». 
Virology, 360(1):50-5.7, Mar 2007. 
[26] R. FLORES, S. DELGADO, M. E. GAS, A. CARBONELL, D. MOLINA, S. GAGO 
et M. De la PENA. 
« Viroids : the Minimal Non-coding RNAs with Autonomous Replication ». 
FEBS Lett., 567(l):42-48, Jun 2004. 
[27] R. FLORES, M. E. GAS, D. MOLINA-SERRANO, M. A. NOHALES, A. CARBO­
NELL, S. GAGO, M. De la PENA et J. A. DAROS. 
« Viroid Replication : Rolling-circles, Enzymes and Ribozymes ». 
Viruses, l(2):317-334, Sep 2009. 
[28] R. FLORES, C. HERNANDEZ, A. E. Martinez de ALBA, J. A. DAROS et F. DI SE-
RIO. 
« Viroids and Viroid-host Interactions ». 
Annu Rev Phytopathol, 43:117-139, 2005. 
[29] R. FLORES, C. HERNANDEZ, J.C. DESVIGNES et G. LLÂCER. 
« Some Properties of the Viroid Inducing Peach Latent Mosaic Disease ». 
Research in Virology, 141(1):109 - 118, 1990. 
[30] R. FLORES et R.A. OWENS. 
« Viroids ». 
Dans Encyclopedia of Virology (Third Edition), pages 332 - 342. Academic 
Press, third édition édition, 2008. 
[31] S. GAGO, S. F. ELENA, R. FLORES et R. SANJUAN. 
« Extremely High Mutation Rate of a Hammerhead Viroid ». 
Science, 323(5919): 1308, Mar 2009. 
[32] A. GILLES, E. MEGLECZ, N. PECH, S. FERREIRA, T. MALAUSA et J. F. MAR­
TIN. 
« Accuracy and Quality Assessment of 454 GS-FLX Titanium Pyrosequencing ». 
BMC Genomics, 12:245, 
BIBLIOGRAPHIE 
[33] G. GOMEZ et V. PALLAS. 
« Mature Monomeric Forms of Hop Stunt Viroid Resist RNA Silencing in Trans-
genic Plants ». 
Plant J., 51(6):1041-1049, Sep 2007. 
[34] M.J. GREENACRE et J. BLASIUS. 
Multiple Correspondence Analysis and Related Methods. 
Chapman & Hall/CRC, 2006. 
[35] W. HAQUE, A. ARAVIND et B. REDDY. 
« Pairwise Sequence Alignment Algorithms : a survey ». 
Dans Proceedings of the 2009 conférence on Information Science, Technology 
and Applications, ISTA '09, pages 96-103. ACM, 2009. 
[36] J. A. HARTIGAN et M. A. WONG. 
« Algorithm AS 136 : A K-Means Clustering Algorithm ». 
Journal of the Royal Statistical Society. Sériés C (Applied Statistics), 28(l):pp. 
100-108, 1979. 
[37] S. HENIKOFF et J. G. HENIKOFF. 
« Amino Acid Substitution Matrices from Protein Blocks ». 
Proc. Natl. Acad. Sci. U.S.A., 89(22): 10915-10919, Nov 1992. 
[38] K. J. HERTEL, A. PARDI, O. C. UHLENBECK, M. KOIZUMI, E. OHTSUKA, 
S. UESUGI, R. CEDERGREN, F. ECKSTEIN, W. L. GERLACH et R. HODGSON. 
« Numbering System for the Hammerhead ». 
Nucleic Acids Res., 20(12):3252, Jun 1992. 
[39] K. J. HERTEL et O. C. UHLENBECK. 
« The Tnternal Equilibrium of the Hammerhead Ribozyme Reaction ». 
Biochemistry, 34(5):1744-1749, Feb 1995. 
[40] Z. HUANG. 
« A Fast Clustering Algorithm to Cluster Very Large Categorical Data Sets in 
Data Mining ». 
Dans In Research Issues on Data Mining and Knowledge Discovery, pages 1-8, 
1997. 
[41] Z. HUANG. 
« Extensions to the k-Means Algorithm for Clustering Large Data Sets with 
59 
BIBLIOGRAPHIE 
Categorical Values ». 
Data Min. Knowl. Discov., 2(3):283-304, septembre 1998. 
[42] R. HUGHEY et A. KROGH. 
« Hidden Markov models for Sequence Analysis : Extension and Analysis of the 
Basic Method ». 
Comput. Appl. Biosci., 12(2):95-107, Apr 1996. 
[43] T. HUNKAPILLER, R. J. KAISER, B. F. KOOP et L. HOOD. 
« Large-scale and Automated DNA Sequence Détermination ». 
Science, 254(5028):59-67, Oct 1991. 
[44] A. ITAYA, A. FOLIMONOV, Y. MATSUDA, R. S. NELSON et B. DING. 
« Potato Spindle Tuber Viroid as Inducer of RNA Silencing in Infected To-
mato ». 
Mol. Plant Microbe Internet., 14(11):1332-1334, Nov 2001. 
[45] A. ITAYA, X. ZHONG, R. BUNDSCHUH, Y. QI, Y. WANG, R. TAKEDA, A. R. 
HARRIS, C. MOLINA, R. S. NELSON et B. DING. 
« A Structured Viroid RNA Serves as a Substrate for Dicer-like Cleavage to 
Produce Biologically Active Small RNAs but is Résistant to RNA-induced Si­
lencing Complex-mediated Dégradation ». 
J. Virol, 81(6):2980-2994, Mar 2007. 
[46] A. K . JAIN, M.N. MURTY et P.J. FLYNN. 
« Data Clustering : A Review », 1999. 
[47] W. JUST. 
« Computational Complexity of Multiple Sequence Alignment with SP-score ». 
J. Comput. Biol., 8(6):615-623, 2001. 
[48] M. KANEHISA et P. BORK. 
« Bioinformatics in the Post-sequence era ». 
Nat. Genet., 33 Suppl:305-310, Mar 2003. 
[49] K. KATOH, K. KUMA, T. MIYATA et H. TOH. 
« Improvement in the Accuracy of Multiple Sequence Alignment Program 
MAFFT ». 
Genome Inforrn, 16(l):22-33, 2005. 
60 
BIBLIOGRAPHIE 
[50] U. KRIESE et R. W. SCHOLZ. 
« The Positioning of Sustainability within Residential Property Marketing ». 
Urban Stud, 48(7): 1503-1527, 2011. 
[51] A. KROGH, M. BROWN, I. S. MIAN, K. SJOLANDER et D. HAUSSLER. 
« Hidden Markov Models in Computational Biology. Applications to Protein 
Modeling ». 
J. Mol. Biol, 235(5):1501-1531, Feb 1994. 
[52] D.R. LAYNE et D. BASSI. 
The Peach Botany, Production and Uses. 
CABI, 2008. 
[53] H. LI et N. HOMER. 
« A Survey of Sequence Alignment Algorithms for Next-generation Sequen-
cing ». 
Brief. Bioinformatics, ll(5):473-483, Sep 2010. 
[54] D. J. LIPMAN et W. R. PEARSON. 
« Rapid and Sensitive Protein Similarity Searches ». 
Science, 227(4693): 1435-1441, Mar 1985. 
[55] H. LODISH, P. MATSUDAIRA et C. KAISER. 
Biologie Moléculaire de la Cellule. 
De Boeck, 1996. 
[56] H. LODISH, P. MATSUDAIRA et C. KAISER. 
La cellule une approche moléculaire. 
De Boeck, 1999. 
[57] M. MALFITANO, F. DI SERIO, L. COVELLI, A. RAGOZZINO, C. HERNANDEZ 
et R. FLORES. 
« Peach Latent Mosaic Viroid Variants Inducing Peach Calico (Extreme Chlo-
rosis) Contain a Characteristic Insertion that is Responsible for this Sympto-
matology ». 
Virology, 313(2):492-501, Sep 2003. 
[58] N. MARKARIAN, H. W. LI, S. W. DING et J. S. SEMANCIK. 
« RNA Silencing as Related to Viroid Induced Symptom Expression ». 
Arch. Virol, 149(2):397-406, Feb 2004. 
61 
BIBLIOGRAPHIE 
[59] J. MATOUSEK, P. KOZLOVA, L. ORCTOVA, A. SCHMITZ, K. PESINA, O. BAN-
NACH, N. DIERMANN, G. STEGER et D. RIESNER. 
« Accumulation of Viroid-specific Small RNAs and Increase in Nucleolytic Ac­
tivités Linked to Viroid-caused Pathogenesis ». 
Biol. Chem., 388(1):1-13, Jan 2007. 
[60] M. L. METZKER. 
« Sequencing Technologies [mdash] the Next Génération ». 
Nat Rev Genet, 11(1):31—46, jan 2010. 
[61] F. MHAMDI, R. RAKOTOMALALA et M. ELLOUMI. 
« A Hierarchical N-grams Extraction Approach for Classification Problem ». 
Lecture Notes in Computer Science (including subseries Lecture Notes in Ar-
tificial Intelligence and Lecture Notes in Bioinformatics), 4879 LNCS:211-222, 
2009. 
cited By (since 1996) 0. 
[62] D. W. MOUNT. 
Bioinformatics : Sequence and Genome Analysis, Second Edition. 
Cold Spring Harbor Laboratory Press, 2nd édition, juillet 2004. 
[63] R. NAKAUNE et M. NAKANO. 
« Identification of a New Apscaviroid from Japanese Persimmon ». 
Arch. Virol., 153(5):969-972, 2008. 
[64] B. NAVARRO, A. GISEL, M. E. RODIO, S. DELGADO, R. FLORES et F. Di SE-
RIO. 
« Small RNAs Containing the Pathogenic Déterminant of a Chloroplast-
replicating Viroid Guide the Dégradation of a Host mRNA as Predicted by 
RNA Silencing ». 
Plant J., 70(6):991-1003, Jun 2012. 
[65] G. NAVARRO. 
« A Guided Tour to Approximate String Matching ». 
ACM Comput. Surv., 33(l):31-88, mars 2001. 
[66] S. B. NEEDLEMAN et C. D. WUNSCH. 
« A General Method Applicable to the Search for Similarities in the Amino 
62 
BIBLIOGRAPHIE 
Acid Sequence of two Proteins. ». 
Journal of molecular biology, 48(3):443-453, mars 1970. 
[67] E. NORRBY. 
« Nobel Prizes and the Emerging Virus Concept ». 
Arch. Virol., 153(6): 1109-1123, 2008. 
[68] C. NOTREDAME, D. G. HIGGINS et J. HERINGA. 
« T-Coffee : A Novel Method for Fast and Accurate Multiple Sequence Align­
aient ». 
J. Mol. Biol., 302(1):205-217, Sep 2000. 
[69] I. PAPAEFTHIMIOU, A. HAMILTON, M. DENTI, D. BAULCOMBE, M. TSAGRIS 
et M. TABLER. 
« Replicating Potato Spindle Tuber Viroid RNA is Accompanied by Short RNA 
Fragments that are Characteristic of Post-transcriptional Gene Silencing ». 
Nucleic Acids Res., 29(ll):2395-2400, Jun 2001. 
[70] A. PAVLOPOULOU et I. MICHALOPOULOS. 
« State-of-the-art Bioinformatics Protein Structure Prédiction Tools (Review) ». 
International Journal of Molecular Medicine, 28(3):295—310, 2011. 
cited By (since 1996) 1. 
[71] S. PEI, C. SANJAY et A. BAVANI. 
« Mining for Outliers in Sequential Databases ». 
Dans in ICDM, 2006, pages 94-106. 
[72] J. PERREAULT, Z. WEINBERG, A. ROTH, O. POPESCU, P. CHARTRAND, 
G. FERBEYRE et R. R. BREAKER. 
« Identification of Hammerhead Ribozymes in ail Domains of Life Reveals Novel 
Structural Variations ». 
PLoS Comput. Biol, 7(5):el002031, May 2011. 
[73] J. F. PETROSINO, S. HIGHLANDER, R. A. LUNA, R. A. GIBBS et J. VERSALO-
VIC. 
« Metagenomic Pyrosequencing and Microbial Identification ». 
Clin. Chem., 55(5):856-866, May 2009. 
[74] R. PRZYBILSKI et C. HAMMANN. 
« Idiosyncratic Cleavage and Ligation Activity of Individual Hammerhead Ri-
63 
BIBLIOGRAPHIE 
bozymes and Core Sequence Variants Thereof ». 
Biol. Chem., 388(7):737-741, Jul 2007. 
[75] L. R. RABINER. 
« Readings in speech récognition ». 
chapitre A Tutorial on Hidden Markov Models and Selected Applications in 
Speech Récognition, pages 267-296. Morgan Kaufmann Publishers Inc., 1990. 
[76] J. W. RANDLES. 
« Détection of Coconut Cadang-cadang Viroid-like Sequences in Oil and Coco-
nut Palm and other Monocotyledons in the South-west Pacific ». 
Sites The Journal Of 20Th Century Contemporary French Studies, pages 139-
151, 1991. 
[77] J. W. RANDLES, M. J. RODRIGUEZ et J. S. IMPÉRIAL. 
« Cadang-cadang Disease of Coconut Palm ». 
Microbiol. Sci., 5(l):18-22, Jan 1988. 
[78] J. RAZMARA et S.B. DERIS. 
« A Novel Method for Protein 3d-structure Similarity Measure Based on N-
gram Modeling ». 
2008. 
cited By (since 1996) 0. 
[79] L. ROCHELEAU et M. PELCHAT. 
« The Subviral RNA Database : a Toolbox for Viroids, the Hepatitis Delta Virus 
and Satellite RNAs Research ». 
BMC Microbiol., 6:24, 2006. 
[80] D. RON et Y. SINGER. 
« The power of Amnesia : Learning Probabilistic Automata with Variable Me­
mory Length ». 
Dans Machine Learning, volume 25, pages 117-149, 1996. 
[81] M. RUFFALO, T. LAFRAMBOISE et M. KOYUTURK. 
« Comparative Analysis of Algorithms for Next-generation Sequencing Read 
Alignment ». 
Bioinformatics, 27(20):2790-2796, Oct 2011. 
BIBLIOGRAPHIE 
[82] D. E. RUFFNER, G. D. STORMO et O. C. UHLENBECK. 
« Sequence Requirements of the Hammerhead RNA Self-cleavage Reaction ». 
Biochemistry, 29(47): 10695-10702, Nov 1990. 
[83] N. SAITOU et M. NEI. 
« The Neighbor-Joining Method : a New Method for Reconstructing Phyloge-
netic Trees. ». 
Molecular Biology and Evolution, 4(4):406-425, 1987. 
[84] F. SANGER, G. M. AIR, B. G. BARRELL, N. L. BROWN, A. R. COULSON, C. A. 
FIDDES, C. A. HUTCHISON, P. M. SLOCOMBE et M. SMITH. 
« Nucleotide Sequence of Bacteriophage Phi X174 DNA ». 
Nature, 265(5596):687-695, Feb 1977. 
[85] J. S. SEMANCIK et J. A. SZYCHOWSKI. 
« Avocado Sunblotch Disease : a Persistent Viroid Infection in which Variants 
are Associated with Difïerential Symptoms ». 
J. Gen. Virol., 75 ( Pt 7): 1543-1549, Jul 1994. 
[86] A.M. SHAMLOUL, A. MINAFRA, A. HADIDI, L. GIUNCHEDI, H.E. WATER-
WORTH et E.K. ALLAM. 
« Peach Latent Mosaic Viroid : Nucleotide Sequence of an Italian Isolate, Sen-
sitive Détection using RT-PCR and Géographie Distribution ». 
Act Hort., 386:522-530, 1995. 
[87] J. SHENDURE et H. Ji. 
« Next-generation DNA Sequencing ». 
Nature Biotechnology, 26(10):1135-1145, octobre 2008. 
[88] L. SHERWOOD, J. WILLEY, C. WOOLVERTON et J.P. HARLEY. 
Plant Viruses : Structure and Replication. 
CRC Press Inc, 1989. 
[89] L. SHERWOOD, J. WILLEY, C. WOOLVERTON et J.P. HARLEY. 
Microbiologie. 
de boeck, 2010. 
[90] H. SHIMURA, V. PANTALEO, T. ISHIHARA, N. MYOJO, J. INABA, K. SUEDA, 
J. BURGYAN et C. MASUTA. 
65 
BIBLIOGRAPHIE 
« A Viral Satellite RNA Induces Yellow Symptoms on Tobacco by Targeting 
a Gene Involved in Chlorophyll Biosynthesis using the RNA Silencing Machi-
nery ». 
PLoS Pathog., 7(5):el002021, May 2011. 
[91] R. SIBSON. 
« SLINK : An Optimally Efficient Algorithm for the Single-link Cluster Me­
thod ». 
The Computer Journal, 16(l):30-34, 1973. 
[92] R. R. SOKAL et C. D. MICHENER. 
« A Statistical Method for Evaluating Systematic Relationships ». 
Univ. Kans. Sci. Bull., 38:1409-1438, 1958. 
[93] T. S0RENSEN. 
« A Method of Establishing Groups of Equal Amplitude in Plant Sociology 
based on Similarity of Species and its Application to Analyses of the Végétation 
on Danish Commons ». 
Biol. Skr., 5:1-34, 1948. 
[94] K. SURESH, D. KUNDU, S. GHOSH, S. DAS, A. ABRAHAM et S. Y. HAN. 
« Multi-objective Differential Evolution for Automatic Clustering with Appli­
cation to Micro-array Data Analysis ». 
Sensors (Basel), 9(5):3981-4004, 2009. 
[95] H. SWERDLOW, S. L. Wu, H. HARKE et N. J. DOVICHI. 
« Capillary Gel Electrophoresis for DNA Sequencing. Laser-induced Fluores­
cence Détection with the Sheath Flow Cuvette ». 
J. Chromatogr., 516(1):61-67, Sep 1990. 
[96] R. TAKEDA, A. PETROV, N. B. LEONTIS et B. DING. 
« A Three-Dimensional RNA Motif in Potato Spindle Tuber Viroid Mediates 
Trafficking from Palisade Mesophyll to Spongy Mesophyll in Nicotiana bentha-
miana ». 
Society, 23(January):258-272, 2011. 
[97] P. N. TAN, M. STEINBACH et V. KUMAR. 
Introduction to Data Mining, (First Edition). 
Addison-Wesley Longman Publishing Co., Inc., 2005. 
BIBLIOGRAPHIE 
[98] J. D. THOMPSON, D. G. HIGGINS et T. J. GIBSON. 
« CLUSTAL W : Improving the Sensitivity of Progressive Multiple Sequence 
Alignment through Sequence weighting, Position-specific Gap Penalties and 
Weight Matrix Choice ». 
Nucleic Acids Res., 22(22):4673-4680, Nov 1994. 
[99] E. M. TSAGRIS, A. E. Martinez de ALBA, M. GOZMANOVA et K. KALANTIDIS. 
« Viroids ». 
Cell. Microbiol., 10(11):2168-2179, Nov 2008. 
[100] S. TUFFÉRY. 
Data mining et statistique décisionnelle. 
Technip, 2007. 
[101] M. B. WANG, X. Y. BIAN, L. M. Wu, L. X. Liu, N. A. SMITH, D. ISENEGGER, 
R. M. Wu, C. MASUTA, V. B. VANCE, J. M. WATSON, A. REZAIAN, E. S. 
DENNIS et P. M. WATERHOUSE. 
« On the Rôle of RNA Silencing in the Pathogenicity and Evolution of Viroids 
and Viral Satellites ». 
Proc. Natl. Acad. Sci. U.S.A., 101(9):3275-3280, Mar 2004. 
[102] Z. WANG, M. GERSTEIN et M. SNYDER. 
« RNA-Seq : a Revolutionary Tool for Transcriptomics ». 
Nat. Rev. Genet., 10(l):57-63, Jan 2009. 
[103] M. P. WARD et T. E. CARPENTER. 
« Techniques for Analysis of Disease Clustering in Space and in Time in Vete-
rinary Epidemiology ». 
Prev. Vet. Med., 45(3-4):257-284, Jun 2000. 
[104] M. WASSENEGGER, R. L. SPIEKER, S. THALMEIR, F. U. GAST, L. RIEDEL et 
H. L. SANGER. 
« A Single Nucleotide Substitution Converts Potato Spindle Tuber Viroid 
(PSTVd) from a Noninfectious to an Infectious RNA for Nicotiana Tabacum ». 
Virology, 226(2): 191-197, Dec 1996. 
[105] B. WOLD et R. M. MYERS. 
« Sequence Census Methods for Functional Genomics ». 
Nat. Methods, 5(1):19-21, Jan 2008. 
67 
BIBLIOGRAPHIE 
[106] Z. XIE et X. QI. 
« Diverse Small RNA-directed Silencing Pathways in Plants ». 
Biochim. Biophys. Acta, 1779(11):720-724, Nov 2008. 
[107] T. XIONG, S. WANG, Q. JIANG et J.Z. HUANG. 
« A New Markov Model for Clustering Categorical Sequences ». 
Data Mining, IEEE International Conférence on, 0:854-863, 2011. 
[108] T. XIONG, S. WANG, A. MAYERS et E. MONGA. 
« A New MCA-Based Divisive Hierarchical Algorithm for Clustering Categorical 
Data ». 
Dans Proceedings of the 2009 Ninth IEEE International Conférence on Data 
Mining, ICDM '09, pages 1058-1063. IEEE Computer Society, 2009. 
[109] B. Xu, M. MADDEN, D. E. STALLKNECHT, T. W. HODLER et K. C. PARKER. 
« Spatial and Spatial-temporal Clustering Analysis of Hemorrhagic Disease in 
White-tailed Deer in the Southeastern USA : 1980-2003 ». 
Prev Vet Med, May 2012. 
[110] J. YANG et W. WANG. 
« Towards automatic clustering of protein sequences ». 
Proc IEEE Comput Soc Bioinform Conf 1:175-186, 2002. 
[111] J. YANG et W. WANG. 
« CLUSEQ : Efficient and Effective Sequence Clustering ». 
Dans Data Engineering, 2003. Proceedings. 19th International Conférence on, 
pages 101 - 112, march 2003. 
[112] Z. YANG et B. RANNALA. 
« Molecular Phylogenetics : Principles and Practice ». 
Nat. Rev. Genet., 13(5):303-314, May 2012. 
[113] D. YUE, H. LIU et Y. HUANG. 
« Survey of Computational Algorithms for MicroRNA Target Prédiction ». 
Current Genomics, 10(7):478-492, 2009. 
cited By (since 1996) 17. 
[114] G. ZHAO, Y. Karypis et U. FAYYAD. 
« Hierarchical Clustering Algorithms for Document Datasets ». 
Data Min. Knowl. Discov., 10(2): 141-168, mars 2005. 
68 
BIBLIOGRAPHIE 
[115] X. ZHONG, A. J. ARCHUAL, A. A. AMIN et B. DING. 
« A Genomic Map of Viroid RNA Motifs Critical for Replication and Systemic 
TVafficking ». 
Plant Cell, 20(l):35-47, Jan 2008. 
[116] M. ZUKER. 
« Mfold Web Server for Nucleic Acid Folding and Hybridization Prédiction ». 
Nucleic Acids Res., 31(13):3406-3415, Jul 2003. 
69 
