Introduction
The complexity we meet in modern lifeforms is immense. Even the basic informational and functional units in living organisms such as the genetic code and the protein synthesis machinery are extremely complex. The origin of these units is impossible to explain by simple random events [12, 131. Combinatorial arguments show that the chance of generating the information accumulated even in the simplest protein in such a system is so small that the evolution of these elements would take more than 10I"' times the lifetime of the universe. The "frozen accident hypotheses" thus makes the evolution of life an extraordinarily improbable event. However, an alternative and much more plausible explanation of the origin of life is based on the idea of self-organization [2,3,4, want to know when the first catalytic feedbacks appear, and how many different RNA molecules they involve.
To be a little more precise, let V be a fixed set of it vertices. At time 1 a random vertex becomes active: it sends out k directed edges at random, with each of the (It) choices being equally likely. At time 2 a random vertex from the remaining n -1 vertices becomes active and sends k directed edges at random.
At time 3 a random vertex from the remaining n -2 vertices becomes active, etc. For what values of t is it likely that at time t our graph contains an r-cycle? What is the expected time of emergence of a cycle? What is the probability that the first cycle is an r-cycle? The main aim of this note is to examine questions like these.
The analogous questions for the standard random graph process were studied by Janson [ll] , Flajolet, Knuth and Pittel [9] and Bollobas [4] . Models similar to the one described above can be used to give quantitative estimates of the time of emergence of "real" genes. This is due to the fact that, as a random graph evolves, monotone properties (such as containing cycles) appear rather suddenly.
The assumed physico-chemical conditions for the prebiotic environment then define which random graph model we have to choose [14].
Preliminary results
As customary, a directed graph is a pair (V, E) where E c V x V. Here V is the vertex set and E is the set of directed edges or arcs. Note that we allow loops but we do not allow multiple edges. However, a directed graph may have an arc ab from a to b and an arc ba from b to a. 0. Thus D, has precisely kt directed edges, including loops. Let C@')(n) be the set of all n! (;j" directed graph processes with parameter k. As usual, we turn @"'(n) into a probability space by endowing it with the normalized counting measure. We shall study random directed graph processes, i.e. random elements of @k'(n).
For 9 = (0,): E gCk'(n) the directed graph d, is the state of the (directed) graph process at time t. Let gdjk)(n) be the probability space whose random element is the state of a random graph process at time t. Thus q: %k'(n)* @")(n), given by q,(8) = D,, is a measure preserving map. Note that whenever we take a directed graph process (Dj)lf, we may assume that in each Dj the vertices 1, 2, . . . , j have outdegree k and the others have outdegree 0. Similarly, having stopped the process at time f, we may assume that for j c t, in the graph Dj the vertices 1, 2, . . . , j have outdegree k. However, each of the vertices t + 1, t+2,..., n has the same probability of becoming the new vertex in D,,, with outdegree k.
We are interested in the length of the first cycle (to be precise, in the length of a first cycle) and in the time when this first cycle appears, as n + 00. In particular, in our estimates we may and shall assume that II is sufficiently large. Furthermore, the quantities o(l), O(l), etc., are with respect to n+ cc. An r-cycle in a directed graph D is a subgraph of D with vertex set {Xl,. . . , x,} and arc set {x,x*, x2x3, . . . , x,-,x, and x,x,}. Thus a l-cycle is a loop au (together with the vertex a) and a 2-cycle is a pair of arcs ab, ba (together with the vertices a and b).
The existence of cycle in random graphs was first studied by ErdBs and RCnyi [8] . Recently Janson [ll] and Flajolet, Knuth and Pittel [9] proved some deep results about the distribution of the length of the first cycle in a random graph process, and in [4] some of these results were proved by a different method, based on martingales. In this note we shall follow the latter approach.
Let us start with a simple result, corresponding to the classical result of Erdos and Rtnyi about cycles in random graphs. Denote by Xi(t) =Xj(t)(b) the number of j-cycles in 0,. 
Proof. Clearly

E(X,(t)) = i (t),(k/n)' -a'/r = A,.
Furthermore, it is easily checked that every joint factorial moment of X,(t), . . . , X,(t) tends to the appropriate factorial moment of independent Poisson random variables with means Al, . . . , Al. This implies the result (see [2, Theorem 21, p. 231). 0
One should remark that the result above can also be read out of some general results of Whittle [16; Formulae (Sl)].
In the proof of our main results, we shall make use of the following immediate consequence of Azuma's inequality [l] . (For a general background and many other applications, see [3] and [4] .) Let 0 < a,, < 1 be fixed and set to = [q,n/kJ. For t s to set a(t) = ktln. We shall stop the process fick) at time to, i.e. we shall study the states D, only for t s to.
Let us say that a vertex x dominates a vertex y if there are vertices 21, zz, . . . 7 z, such that xzl, z1z2, z2z3, . . . , z~._~z~, z, y are all arcs. We shall show that it is very unlikely that some vertex in D,, dominates or is dominated by at least m, = [(log n)(log log n)*l vertices. Set Note also that if bCk) = (D$ is such that in Q, some vertex is dominated by at least m. vertices then for some x E V and 1 C t G to, we have m, s m,(D,) s 2m,. By (1) the probability that this happens is, very crudely, at most n-2'og'ogn.
A similar argument shows that the probability of dominating many vertices is also sufficiently small. The only change in the argument is that instead of m. s m s 2mo we have to take a larger range: m. s m s kmo. 0
Occasionally we shall consider probabilities and expectations conditioned on the event Qo. We shall denote the probability conditional on Sz, by PO and the expectation by Eo.
Let us introduce some random variables on g(k). An r-path in D, is a directed path of order r ending in a vertex of outdegree 0. Denote by Yr(t)(D) the number of r-paths in 0,. Let Z,(t)(D) be the number of pairs of vertices (x, y) for which D, contains an r-path from x to y and let U,(r)(b) be the number of pairs of vertices joined by a unique r-path. Finally, let Vr(t)(D) be the number of pairs of vertices joined by an r-path and by no path of strictly smaller order, and let W,(t)(B) be the number of pairs of vertices joined by a unique shortest path which has order r.
Note that
and W,(t) s Vr(t) c Z,(t).
Furthermore,
is the number of pairs of vertices (x, y) such that x # y, the graph 0, contains a (directed) path from x to y, and y has outdegree 0. We wish to use Theorem 2 to show that these variables (with the expection of Y,(t) in which we are not too interested) are close to their expectations on Sz,, with probability exponentially close to 1. First we shall estimate the conditional expectations. 
Let L be the t-path 12 * . * (r -l)(t + 1). D enote by s,(t) the probability that D, contains a path of order at most r from 1 to t + 1 which is different from L, conditional on the event that D, contains L. By the definitions of s,(t), Yr(t) and W,(t) we have
Note that if there is a path of order at most r from 1 to t + 1 which is different from L then there is a path or order at most r -2 which starts and ends on L but shares no edge with L. Therefore 
Since Wr(t) s Z,(t) c n*, by Lemma 2 we have
IE,(W,(t)) -E(W,(t))l
Gn*(l -P(s2,)) =sn2-'og'ognC 1 and, similarly,
IEo(G(t)) -J%%(t))l =G 1.
Inequalities ( -(n -t)a/(l -cu)l 3 tf(log n)4) < 2n-'=l"gn.
Proof. As these inequalities can be proved in precisely the same way, we shall prove only (11). Let fi = (Dj)E and fi' = (0;): be elements of Go such that 0, and 0: differ only in some arcs leaving vertex i, where 1 G i G t. Then, very crudely,
since the paths of order r created by the addition of k arcs leaving vertex i go from the vertices dominating i to the vertices dominated by i. Therefore, by Theorem 2, for every cy > 0 we have
P,(IZ,(t) -E,(Z,(t))l
3 a) c 2 exp{ -a2/2tk2(log n)4(log log n)"}.
Applying this inequality with a = itf(log r~)~, noting that tf(log n)"/ (n(log n)3/t)+ m and recalling Lemma 4, we find that
Po(IZ,(t) -(n -t)cY'-ll 2 tf(log n)") < n-Q"gn)*.
Since, by Lemma 3, P(Q) 2 1 -n-'Og'ogn, this implies inequality
Acyclic digraphs (11). I7
Denote by A, the probability that D, is acyclic. Our next aim is to find a good approximation for A,, provided t is not too small.
Lemma 6. (i) Zf t < n/k then A, 3 1 -kt/(n -kt).
(ii) Zf ni c t G to then
n -kt n(n -t) > _ 2n --log '08 n <A,+1 + 2kti(log n)"
n(n -t) > + 3n --log 'w n
Proof. (i) Recall that Xr(t)(fi)
is the number of cycles of length r in D,, where fi = (D&j, so 1 -A, = P(Cf=, X,(t) > 0). Rather crudely, 
E(X,(t)) G; t'(kln)
'
~~-~[f(nkm")/(~)+(nkh)/(~)+n-t-I-l}
<I kd I dmok2 n n2 .
Inequalites (15) and (16), together with our information about the likely structure of Q, readily imply the required inequalities.
Indeed, the probability that (15) (16)
V(t)(B) < (n -t)a/(l -(u) + tf(log n)"
and D, is acyclic, is at least A, -n-'og'ogn. Since in this case the average d defined for D, is at most l/(1 -(u) + &log n)"/(n -t), by (15) we have kd 2kd2 k &Zl----sl---2ktt(log n)" 12 rl*
n -kt n(n-t) .
This gives the required lower bound for A,,,. Similarly, the probability that
no vertex in D, is dominated by m. vertices and D, is acyclic, is at least A, -2n-'og'ogn. If this event holds then the average d defined for D, is at least l/(1 -(u) -tf(log n)"/(n -t), so by (15) we have
This implies the required upper bound for A,,,.
0
From here it is easy to obtain a fairly precise expression for A,.
Theorem 7. For n$ c t = an/k s to = [cu,n/k],
a, < 1, the probability A, of D, being acyclic is
with the constant implied in O(n-f) depending only on cro.
Proof. Let ti = In+]. Then, by Lemma 6(ii),
Similarly, using both parts of Lemma 6, we find that In fact, this definition of u is rather pedantic because, as the following lemma shows, almost every process fi is such that 0, contains a unique cycle, provided the hitting time t is bounded away from n/k.
Lemma 8. P(D = (D&j: t = z(B) c to and D, contains at least two cycles) = W/n).
Proof. It suffices to show that in the graph D,, the expected number of pairs of minimal cycles sharing at least one arc is 0(1/n). But this expectation is bounded by The results in the previous sections enable us to obtain a rather precise approximation of the joint distribution of t and u. 
IK(t) -
(n -t)cy'-'1 < &log n)"
and no vertex is dominated by m, vertices. Then, by (13) and Theorem 7,
Let us fix a process i? = (Ei): E Q:, with the vertices 1, 2, . . . , t having outdegree k and the others 0. For t + 1 ~j s n let di be the number of vertices i, 1 <is t, for which there is an i-j path of order r but there is no i-j path of smaller order, and let d,f be the number of vertices i, 1s i s n, for which there is an i-j path of order at most r -1. Set d =
C~zl+l djl(n -t) = K(n)l(n -t).
Denote by B,, the probability that D,,, contains an r-cycle and it contains no cycle of length less than r, conditional on D, = E,. Clearly, where in each summand the first term is the conditional probability that D,,, contains no cycle of length at most r -1, and the second term is the conditional probability that D,+I contains no cycle of length at most r. The jth summand is 1 (
Hence Relations (17) and (18) imply the assertion of the theorem. 0
The following results about the distribution of o and r can be read out from Theorem 9.
Theorem 10. Let 0 < cu, < 1 be fixed and let 1 c I < mo. Then P(a = r and r c abn/k) = (1 + O(n-i))( f -s}.
Proof. The expected number of r-cycles in D, is so E(X,(t)) = : (t),(k/n)' = Lyr/r P(a = r and t 6 n;) c (kn-f)'/r.
Also, by Theorem 9, P(a = r and n$ < t s son/k) Note that in the results above the parameter k plays a very insignificant role. In fact, if instead of t we use m = kt, the number of edges, to measure the evolution of our random graph then our formulae become independent of k. For example, the expected number of edges when the first cycle has r vertices is It is clear that the methods above can be used to refine considerably the results above. When defining ao, to, m. and Qo, we were far too cautious for there is no need to guarantee that P(s2,) is that close to 1. In fact, we may take e. = n --l/(l% 1% ,+, ao = 1 _ E0 and m. = n3@'~~%-'9f, and define Sz, as before. Then we still have P(Qo) s 1 -O(nmc) f or every constant c and all our theorems hold in this larger range.
Theorem 11 implies that E(a), the expected length of the first cycle, is unbounded as n + 00. However, the results above are too weak to enable one to determine the asymptotic value of E(o). In particular, it is not even clear whether E(a) is closer to a power of log n, say, than to a power of n.
Some other models
In this brief section we shall discuss some of the many other models in which the emergence of the first cycle may be of some interest.
First of all, the model closest to the usual graph process model, the space of standard random directed graph processes, is defined as follows. A (standard) directed graph process is a sequence Do, Di, . . . , D,,z of directed graphs on [n] such that 0, c D,+i and 0, has precisely f arcs. The normalized counting measure turns the set of all (n')! directed graph processes into a probability space, the space of standard directed graph processes. The emergence of the first cycle in this model is rather similar to the emergence of the first cycle in the standard random graph process. This was studied in detail by Janson [ll] and Flajolet, Knuth and Pittel [9] , who proved very precise results about them (see also [3] and [4] ).
In a variant of the model above we construct D,+i by picking at random a vertex of 0, of outdegree at most n -k and sending out k new arcs from that vertex. (For the sake of simplicity, one should assume that k divides n.) Note that the vertex we pick may have been picked earlier, so it may have positive outdegree. The random process of directed graphs defined in this way is rather similar to the standard random graph process, with kt playing the role of time.
The main model we shall consider in this section is, perhaps, the most relevant to self-organizing systems. This model is a refinement of L@")(n), the refinement being that we keep a record of the times the arcs were born, i.e. of the times the vertices were activated. This is, of course, the case when we look at a process D = (0,):; however, when considering the state D, of this process at time t, up to now we have ignored the order in which the vertices have been born. Thus let @Y(")(n) consist of all sequences l? = (Et): in which each E, is a directed graph on Given E = (E,);f and a vertex x E [n], denote by I(x) the label of x. Thus l(x) is the time when x was 'active'. An r-cycle in E, is a sequence of vertices Xl, x2, . . . 3 x, such that [(xi) < I(x,) < . . . --c l(xr) G t and E, (or E,) contains the arcs X1X2, X2X3, . . . , x,_~x, and x~i. Thus in an r-cycle xix2 -. . x, the vertex xi influences x2 at some time l(xr), then x2 influences x3 at a later time 1(x2), etc. Define X,(t), r and u before: Xr(t) is the number of r-cycles in Et, z(B) = min{t: E, contains a cycle} is the hitting time of a cycle and u = min{r: E, contains an r-cycle} is the minimal length of a cycle appearing at the earliest time.
Setting, as before, Q = a(t) = kt/n, we find that the expected number of r-cycles at time I is 
E($ -CO)) -e"-1.
Analogously to the theorems in the previous sections, one can prove the following results. Theorem 14 is straightforward while the others require some work. It may be of interest to remark that if we refine the space of standard directed graph processes by keeping track of the time, and define an r-cycle as above, then Theorems 14-16 hold for this case as well.
