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Yuan Wang Yang Yu Ming Liu
Abstract— Recently most popular tracking frameworks focus
on 2D image sequences. They seldom track the 3D object in
point clouds. In this paper, we propose PointIT, a fast, simple
tracking method based on 3D on-road instance segmentation.
Firstly, we transform 3D LiDAR data into the spherical image
with the size of 64 × 512 × 4 and feed it into instance segment
model to get the predicted instance mask for each class. Then
we use MobileNet as our primary encoder instead of the
original ResNet to reduce the computational complexity. Finally,
we extend the Sort algorithm with this instance framework
to realize tracking in the 3D LiDAR point cloud data. The
model is trained on the spherical images dataset with the
corresponding instance label masks which are provided by
KITTI 3D Object Track dataset. According to the experiment
results, our network can achieve on Average Precision (AP) of
0.617 and the performance of multi-tracking task has also been
improved.
I. INTRODUCTION
A. Motivation
With the recent development of deep learning, many object
detection, classification and semantic segmentation meth-
ods have achieved impressive performance in many areas,
such as autonomous vehicles (AV) and advanced driver-
assistance systems (ADAS). The object track frameworks
play an essential role in both systems. In order to realize
object tracking, many popular algorithms have been proposed
based on the object detection frameworks, such as Sort [1],
Deepsort [2] and ASMS [3] which all achieved the excellent
performance. However, these tracking frameworks perform
in the 2D image and track the target based on the stable
2D object detectors. Most of them take the Intersection-
over-Union (IoU) matching matrix or other data association
methods to match the detected objects in the continuous
frames, which means that these trackers are often influenced
by the performance of the detectors and not robust at solving
the interaction problem.
The most fundamental aspect of intelligent vehicle appli-
cations is to help the vehicles understand the surrounding
environment and make a firm decision based on that in-
formation. We think the 3D point cloud is more accurate
and stable than the image in the perception of environment.
The point clouds can be gathered easily by LiDAR which is
usually equipped on intelligent vehicles. Also, the scale of an
object in point clouds is invariant which is always changed
in the common RGB image. There are many popular 3D
object detection models, such as Complex-Yolo [4], MV3D
[5], VoxelNet [6] and PIXOR [7] available if we want to
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transform the similar idea of the IoU matching matric from
the 2D bounding box to the 3D bounding box. Although
computing the IoU matching matrix based on 3D bounding
box can work, they still have the challenges that those 3D
object detection models do not perform well in the prediction
of the orientation of the object, which means the IoU matrix
will be built with a high error based on the 3D object
proposal, even those models can locate the 3D object in the
space precisely.
B. Contribution
To solve this problem, we firstly project 3D point clouds
acquired using LiDAR into the spherical coordinate system
inspired by SqueezeSeg [8] and PointSeg [9]. By this 2D
data, we can perform 2D tracking on it and recover the 3D
information directly. To mitigate the interaction problem in
common track frameworks, we introduce the additional 3D
information from the 2D projected spherical image by the
3D instance segmentation framework. Compared with the
3D object detection, the 3D instance segmentation is more
suitable to locate the object in the 3D space, because it not
only locates the object, but also predicts the point-wise mask
for the further process. In spite of this, a trade-off between
the cost time in the 3D data feature extraction and prediction
accuracy always exists in 3D instance segmentation task.
Owning to that many 3D instance segmentation tasks use
the Multi-layer Perceptron (MLP) to generate the feature
representations which cannot be applied well in a large scale
scene directly and have the problem on time-consuming due
to a large number of concatenations of PointNet [10] layers.
We propose an efficient 3D instance segmentation frame-
work with the light weighted network structure which takes
the advantages of the spherical image to speed up the pro-
cessing, by compressing the 3D information in 2D data type
with channels. We extend the fast-tracking algorithm Sort [1]
to take 3D information into consideration when builds the
cost matrix and achieves the 3D tracking framework for the
road objects. We name this pipeline as PointIT, as shown in
Fig. 1. Our work can track 3D objects at a speed of 15 fps
in the entire forward process. In general, we highlight our
contributions as follows:
• We propose an end-to-end pipeline of 3D point cloud
instance segmentation with the input of projected spher-
ical images.
• We generate the spherical images dataset from KITTI
3D Object Track dataset [11] with the corresponding
instance labels to train our model.
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Fig. 1. The pipeline of PointIT. It contains two part: (1) instance segmentation process which gets the instance segmentation from the input of a spherical
image; (2) generation the association matrix with extended sort from the output mask and corresponding space information. The different colors in this
figure are only set to separate all instances.
• We extend the Sort [1] to build the graph with the
normalized distance of each object location center in-
stead of only using IoU of the object detection bounding
boxes to solve the path interaction problem.
• We propose a stable and fast multi-object track structure
with the extended Sort [1] and light-version 3D instance
segmentation pipeline based on Mask RCNN [12] and
MobileNet structure [13].
II. RELATED WORK
In this section, we focus on the recent approaches entirely
for instance segmentation, multiple objects tracking and
some data fusion methods which always used in popular 3D
object detection models.
A. Instance Segmentation
Due to the significant development of bounding box object
detection, many early instance segmentation approaches are
based on two stages: (1) use box detector to generate a
set of bounding boxes for the location of each possible
object position; (2) predict the pixel-wise mask with the
bounding boxes proposals and the feature maps which are
sensitive to the instance location. For example, MNC [14]
followed the two stages to build a multiple-branch cascade
model to generate accurate results from all the bounding-box
proposals. However, this method is time-consuming which is
not suitable for intelligent vehicles. For instance, MNC [14]
costs around 0.4s in the process of feature extraction.
Some recent approaches combine the segmentation meth-
ods and object detection system to achieve the instance
segmentation with an extended fully convolutional network
which can only be applied in the semantic segmentation
task. For example, DeepMask [15] and FCIS [16], predicted
the position-sensitive score maps from the extended Fully
Convolutional Network (FCN). Those maps can locate the
object and predict masks at the same time. However, they
usually perform mistakes in mask prediction in the overlap
of the adjacent instances [15] [16].
In this paper, we use Mask RCNN [12], different from
SGPN [17], as the pipeline which predicts the object bound-
ing box and takes the corresponding pixel-wise mask paral-
lelly from the existing shared branch. SGPN [17] performed
3D instance segmentation well in the indoor scene. But
the problem still exists when it is applied in the outdoor
large-scale scenes. A large quantity of points will cause
memory inefficiency in [17]. To improve this, we introduce
the spherical images generated based on the point clouds,
and use this 2D projected data as the input to get the point-
wise mask from the model outputs.
B. Multiple Object Tracking
Many popular multiple objects tracking methods consider
the Multiple Object Tracking (MOT) problem as a data
association problem and match the detection targets between
multiple continuous frames. For example, Sort used Kalman
filter in the bounding box to generate the association matrix
between two frames with the optimization of the assignment
cost matrix using Hungarian algorithm [1]. However, the
identity switch and tracked target loss are the problems in
Sort [1] because its generation method of the association
matrix will be influenced easily by the object intersections.
Deepsort [2] used the recursive Kalman filtering and a more
complex association matrix to solve the problem of a large
number of identity switches. However, the deep association
matrix can only be trained from the particular a large-scale
object re-identification dataset which is not convenient for
others to apply in different scenes.
Moreover, some approaches for 3D tracking combine
the RGB image information and 3D point clouds by data
alignment to achieve the state estimation in 3D space. For
example, 3D-CNN/PMBM used a deep learning structure to
estimate the distance from the camera to object and combine
the distance information to generate the association matrix
[18]. In practice, these methods cannot provide stable results
due to the inaccurate estimation in intelligent vehicles.
C. Data Fusion in Deep Learning
In deep learning, many researchers usually get the input
from the multiple data sources to produce more consistent
and robust features. MV3D used the bird view, the front
view of the LiDAR and the corresponding RGB image to
get enough feature descriptions for the 3D object detection
[5]. Additionally, F-PointNet [19] combined the RGB image
with the depth information to extract more stable feature
representations. PointSeg [9] and SqueezeSeg [8] projected
the 3D point clouds into the spherical coordinate system
and performed semantic segmentation on the projected data.
Moreover, VoxelNet [6] proposed a novel layer to learn
useful features directly from the points in each voxel.
III. METHODOLOGY
This section firstly provides the details about the input
of the proposed PointIT, the main features of instance
segmentation part. The rest of this section discusses the key
points in the extend sort methods separately.
3D point cloud data
projected spherical imageproject process
Fig. 2. The process from 3D point clouds to sphearica image.
A. Network Input
We find that PointSeg[9] and SqueezeSeg [8] perform
semantic segmentation well in the spherical image and opti-
mize the mask with the corresponding 3D information. We
draw on their successes on utilizing the 3D point cloud data
into the spherical image as the input of our PointIT. Different
from the input of [9] and [8], we project the 3D LiDAR data
into a spherical projected image with four channels, which
are corresponding to the Cartesian coordinates information
(x, y, z) and the reflectivity. We transform the LiDAR data
into the spherical image as follows:
α = arcsin(
z√
x2 + y2 + z2
) α¯ = ⌊
α
∆α
⌋, (1)
β = arcsin(
y√
x2 + y2
) β¯ = ⌊
β
∆β
⌋, (2)
where α and β are the azimuth and zenith angles, respec-
tively see in Fig . 2 respectively.∆α and ∆β are the sizes of
the spherical image which we want to generate. In our model,
we set∆α = 64 and∆β = 512. The α¯ and β¯ are the position
indexes on the projected image. We will generate the array
with the shape 64×512×4 as the input of our model. 64 is set
because of the 3D LiDAR data is come from the Velodyne
HDL-64E LiDAR with 64 vertical channels, while 512 is
set because we only project the front view area (−45◦, 45◦)
into the spherical image. After the transformation, we feed
this image-type data into the instance segmentation part of
the PointIT to obtain the instance masks directly.
B. Instance Segmentation
In order to achieve a satisfactory efficiency, we build a fast
instance segmentation model followed the MobileNet [13]
and Mask RCNN [12]. MobileNet[13] proposed a novel layer
TABLE I
THE PARAMETERS OF THE ENCODER.
Input Operation c s
H×W×4 conv2d 32 2
H/2×W/2×32 depthwise separable block 64 1
H/2×W/2×64 depthwise separable block 128 2
H/4×W/4×128 depthwise separable block 128 1
H/4×W/4×128 depthwise separable block 256 2
H/8×W/8×256 depthwise separable block 256 1
H/8×W/8×256 depthwise separebla block 512 2
H/16×W/16×512 depthwise separable block 512 1
H/16×W/16×512 depthwise separable block 512 1
H/16×W/16×512 depthwise separable block 512 1
H/16×W/16×512 depthwise separable block 512 1
H/16×W/16×512 depthwise separable block 512 1
function called the depthwise separable convolution block,
which is constructed with the depthwise convolutional layer
and the pointwise convolutional layer. Using this function,
the model can keep the balance between the performance of
accuracy and efficiency. In this paper, we take this function
as the unit of the feature extractor of our model and more
details can be read in [13]. The parameters of the encoder
are shown in Table. I. The c is the output channels of the
operation, and the s is the stride size. The shape of the input
will be downsampled four times. The end feature will have
the dimension 16/H × 16/W × 512. We do not add more
downsampling process in the encoder because the Feature
Pyramid Networks (FPN) features [20] are generated from
the end feature maps in the encoder with the max-pooling
layer, which can be seen as the green box in Fig. 3. Also
we set the total stride = 16 to save more information and
avoid the feature maps generating height = 2.
The structure of the instance segmentation module can be
seen in Fig. 3. It contains four downsampling operations in
the encoder. Also RPN layers will generate the ROIs(region
of interest area) based on the four different scales of the
feature maps. Then the network head will build the classifier
graph and mask graph parallelly. The classifier graph is
constructed with one convolutional layer with a 7× 7 kernel
size and two 1×1 convolutional layers to generate the feature
maps for the object classification and object bounding box
Basebone
Conv 1x1
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Upsample x2
Maxpool(2)
Conv 3x3RPN
rpn_rois
ROI
Classifier
graph
Mask
graph
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Fig. 3. The structure of the instance segmentation model in the PointIT.
It uses the backbone (MobileNet) to extract the features and contains four
different shapes of feature maps for RPN layer.
location. The mask graph is built with the convolutional and
deconvolutional layers to create the mask map with the shape
of 28× 28.
C. Extended Sort
To extend it into the 3D tracking framework, we adopt
the space information which contains the [x, y, z]⊤ in the
projected data with the recursive Kalman filtering. And we
build a more stable association matrix between the frames
than the original function in [1]. We will describe the details
in the following.
1) State Estimation: To estimate the object motion, we
build the motion model to predict the location of the target
in the next frame. The state of each target is generated as:
XObject = (xp, yp, s, r, x¯, y¯, s¯)
⊤ (3)
XCenter = (xw , yw, zw, V¯x, V¯y , V¯z, A¯x, A¯y)
⊤ (4)
The Eq. 3 contains the center of a bounding box position
[xp, yp]
⊤, its scale s, and the aspect ratio r. We use Kalman
filter with the constant velocity and take the [xp, yp, s, r]
⊤
as the observations of the object state. The Eq. 4 has the
centre location [xw, yw, zw]
⊤ of the object in the 3D space,
the velocity [V¯x, V¯y, V¯z]
top and acceleration [A¯x, A¯y ]
⊤. The
Kalman filter is taken with the constant velocity in z and has
the acceleration in x and y to smooth the estimation. And
the observation state is the [xw, yw, zw]
⊤.
2) Data Assignment Problem: To assign the tracked ob-
jects in each frame, we estimate the object bounding box and
the object location in the world space based on the current
frame. We build the cost matrix by the weighted IoU between
and the weighted distance. The weighted IoU is calculated by
all current detected bounding boxes and the new predicted
bounding boxes. The weighted distance is generated from
all detected target locations and the estimated location of all
targets. All functions are shown in Eqs. 5, 6, 8. Then we
use Hungarian algorithm to solve this assignment problem
to get the minimum cost. The graph functions are shown as
follows:
Graph(i, j) = α · I(i, j) + β ·D(i, j) (5)
I(i, j) =
Boxi
⋂
Boxj
Boxi
⋃
Boxj
(6)
D(i, j) = exp[−dis(i, j)] (7)
dis = 2
√
||Pi − Pj || P = [x, y, z]
⊤ (8)
In the Eq. 5, α + β = 1 and they are used to weight the
balance of two matrixes. We set the α as 0.5 to assume
that they have the same weight. I means the IoU matrix. D
represents the distance matrix. The values of I and D are
∈ [0, 1]. i represents the detection target and j represents the
prediction target with the state estimation. The details of the
process are described in the Algorithm.1.
Algorithm 1 Extend Sort process.
Input of frame t : Detection box Bt =
(B1, B2, ..., Bi); Mask Mt = (M1,M2, ...,Mi); The
estimated target Et = (E1, E2, ..., Ej).
Output of frame t : matched indices M , unmatched
indices UM and the estimation state of frame t+ 1.
1: Compute center location Lt with the corresponding
Mask: Lt = (L1, L2, ..., Li)
2: Build the cost matrix Costt with the Eq. 5
3: Initialize the set of matched indices M ← 0 and the
set of unmatched indices UM ← Dt
4: MIDt, UIDt ← Minimize(Costt)
5: Remove ID in UM for ID in MIDt+1
6: Add ID in M for ID in UIDt+1
In Algorithm.1, we describe the whole process of the
proposed extend sort and assume the task starts with the
frame t. Then in frame t + 1, the matched and unmatched
indices in step 3 will not be initialized again and just take
the tracking results from the previous frame.
IV. EXPERIMENTS
All the experiments are conducted on server equipped
with one NVIDIA GeForce GTX GPU with the CUDA
9 and CUDNN v7. During the training model of instance
segmentation, we set the learning rate as 0.0001. We train
the network for 2000 ephos, which has 500 steps in each
epho.
A. Datasets and Evaluation Results
We first train the model of the instance segmentation
task on the generated dataset which is transformed from
the KITTI Track Object dataset [11]. We split the generated
dataset into two forms. One part (instance dataset) which
from sequence ’0000’ to sequence ’0018’, is used to train the
instance segmentation model. The other sequences ’0019’,
’0020’ are used for the testing of tracking. Also, there
are 5000 frames in the generated instance dataset and we
separate it into on training set with 4500 frames and one
evaluation set with 500 frames.
TABLE II
PERFORMANCE OF THE PROPSED APPROACH ON GENERATED SEQUENCE
Method Type MOTA↑ MOTP↑ MT↑ ML↓ ID sw↓ FM↓ FP ↓ FN↓
baseline (sort) Online 0.451 0.80 0.137 0.379 5 50 836 1945
our proposed Online 0.457 0.80 0.155 0.327 2 56 895 1895
Fig. 4. The results of the instance segmentation on the generated data
without tracking id. The red bounding box represents the car, the blue
bounding box represents the cyclist, and the pedestrian is shown by the
green bounding box.
TABLE III
THE PERFORMANCE COMPARSION IN DIFFERENT BACKBONE IN
RUNTIME AND AVERAGE PRECISION.
backbone runtime(s) AP 0.5 AP 0.7
Resnet 50 0.091 0.66 0.251
Mobilenet 0.061 0.617 0.237
1) Evaluation of the Instance Segmentation on Generated
Dataset: Table III shows the evaluation results of the in-
stance segmentation part of our model. It shows a good
performance in the projected point data and the AP (average
precision) achieves 0.617 among the evaluation set when the
IoU threshold is 0.5. We evaluate the testing dataset with the
threshold 0.7, and the AP is only 0.237. The reason for this
gap between the two thresholds is that the input shape is
quite small. When the segmented objects are far away from
the camera, the slight change in the detected box will make a
significant influence on the calculation of IoU of the detected
bounding box and the ground truth. The simple results of the
instance segmentation have been shown in Fig. 4.
The comparison of runtime and average precision has
been shown in Table III, a light-version structure (Mobilenet)
with the instance segmentation baseline can achieve similar
performance as the ResNet backbone [21] in the projected
spherical image. However, the light-version structure can
save more memory and computation time in the process.
2) Evaluation of PointIT: We evaluate the performance of
our tracking model with the multi-target scores. The carried
evaluation metrics include:
• MOTA[22]: multi-object tracking accuracy.
• MOTP[22]: multi-object tracking precision.
• MT: number of mostly tracked trajectoris when the life
span of tracked targed is larger than 80%.
• ML: number of mostly tracked trajectoris when the life
span of tracked targed is smaller than 20%.
• ID sw: number of times when an ID changes into a
different tracked object.
• FM: number of the times when a track is lost due to
the missing detection.
In the evaluation measurement, (↑) repesents the higher score
will perform better in the task and the (↓) denotes the lower
score will achieve better performance.
Table II only shows the evaluation results on the car due to
the limitation of the generated testing dataset which mostly
contains the object car in the whole sequence. From Table
II, we only compare the results with the Sort [1]. With the
additional information from 3D space, the performance of
our method shows a good improvement in the MT, ML
and FN and ID sw in the testing dataset. In the spherical
image, the indexes are calculated with the resolution of
height and width. The problem of the occlusion has eased
in this projection. Because of this, the score of ID sw is
low in the whole testing sequence. We do not compare with
other state-of-the-art methods, such as DeepSort [2] which
we can not generate a relevant dataset to train the deep
association matrix, and our method is proposed to find an
efficient way to combine the space information into the 3D
object tracking task. The track results are shown in Fig. 5,
each of the sequences is chosen the three frames to show the
performance of the track framework and do not show the 3D
point data visualization in the paper.
V. DISCUSSION
Our PointIT achieves impressive results which show that
tracking the object in 3D space is more accurate. We propose
a simple way to introduce the spatial information into the
existing popular track frameworks which are based on the
bounding box detectors directly, like Sort [1]. With the
additional spatial information, not only the tracking methods,
but also other frameworks can cooperate well with our
proposed 3D instance segmentation framework.
From the Table III, we can find that the AP0.5 of Resnet
only improved 4% than the Mobilenet, which is not expected
by us. We think that there are some different components
between the standard 2D image and the projected spherical
data, such as the domain distribution. We assume that the
deeper structure of the network would influence its feature
learning and the imbalance data distribution will cause an
upper bound limitation of the performance.
We filter the LiDAR from 360 degrees into the 90 degrees
because the front view of one vehicle is the most important
part which the vehicles need to care. Our projected data does
not contain the distance which is included in [9] and [8]
because we find that there is not a huge difference between
two different implementations. Also in the ideal situation,
Frame 0 Frame 8 Frame 14
Input
Output
Frame 0 Frame 10 Frame 20
Input
Output
Fig. 5. The results with the track id are shown among the one sequence in each row. The red boxes represent cars and the green box represents the
pedestrians. The colors of masks are set only for visualization.
all the indexes in the spherical projected data should have
different corresponding points with x, y, z and reflectivity.
However, the noise is in the 3D point clouds and the LiDAR
will lose some points due to the intensity or material of
the object surface. Both of the problems cause the loss of
points in the projected spherical and the irregular mask in
the predict results which is shown in Fig. 4.
VI. CONCLUSION
In this paper, we proposed a fast online tracking frame-
work based on 3D point clouds. We constructed a light-
weight structure to achieve the 3D point cloud instance
segmentation on the road objects. In addition, we trained our
instance prediction model on generated datasets which were
generated from the KITTI Object Track dataset. We showed
that with the help of the accurate space information, e.g.
the centre point of the 3D instance object, the tracking per-
formance could be improved hugely. The proposed PointIT
greatly minimized the trade-off between the performance and
the efficiency in the 3D object tracking challenge.
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