Abstract. We present bounds on the convergence rate of the Generalized Minimal Residual (GMRES) method for solving nonsingular systems of linear equations Ax = b in exact arithmetic. The results are valid in finite and infinite dimensional spaces.
1. Introduction. The generalized minimal residual algorithm (GMRES) [10] is a popular method for solving sparse non-Hermitian systems of linear equations Ax = b [2, 7] . In this note, we explain the convergence behaviour of GMRES in exact arithmetic by relating it to the minimal polynomial of A. Our results are valid for finite and infinite dimensions. The main result can be summarized as follows.
Suppose the nonsingular operator (or matrix) A has P eigenvalue clusters, whose relative radii are bounded by ρ, and outlying eigenvalues, which do not belong to a cluster. Let d be the sum of the indices of the outlying eigenvalues. Let σ be a bound on the maximal relative distance between any two clusters. Then after an initial start-up of d iterations, GMRES requires a batch of P iterations for each further residual reduction by a factor of σ P −1 ρ. Formally, if r j is the residual norm at iteration j then r d+kP / r 0 ≤ C(σ P −1 ρ) k .
The asymptotic error constant C is independent of k. It can be bounded by a function of the deviation of A from normality as well as the sum of the indices of the outliers and their maximal relative distance from the cluster. This means, in case of a single cluster, P = 1, the convergence factor is solely determined by the cluster radius. In case of several clusters, two different interpretations are possible: either view the eigenvalues of A as P small clusters of radius ρ, or view them as one large cluster of radius σ. In the first case, P iterations reduce the residual by a factor of σ P −1 ρ ≤ σ P . In the second case, P iterations reduce the residual by a factor of σ P . Unless the cluster radii are significantly smaller than the maximal distance between clusters, both interpretations provide similar bounds on the convergence factor after P iterations. As a consequence, GMRES treats several close clusters as a single big cluster, and the convergence factor is the radius of this big cluster. According to our model of GMRES, residual reduction starts only once the outlying eigenvalues have been processed. Thus residual reduction is delayed if the sum of the indices of the outliers is large. The model also implies that GMRES treats the eigenvalues around zero as outliers and processes them one at a time. Moreover, when the outliers are close to zero the asymptotic error constant is much larger than when the outliers are far away from zero. When A has eigenvalues close to zero, it may therefore take many iterations before a significant residual reduction sets in.
Our bounds are derived by constructing residual polynomials related to the minimal polynomial of A. Not only are these simpler than existing bounds based on resolvent integral methods [7, 8] and Ritz values [11] , they also lead to a new and short proof of the r-superlinear convergence result in [8] .
1.1. The Problem. Let A be a nonsingular operator on a separable Hilbert space or a nonsingular matrix, and let Ax = b denote a system of linear equations with solution x * = A −1 b. In order to compute x * , GMRES starts from an initial iterate x 0 and produces iterates x k and residuals r k ≡ b − Ax k , k ≥ 1. In exact arithmetic, an iterate x k solves the linear least squares problem
where the norm is the two-norm and
is the Krylov space generated by the initial residual. That is, the kth iterate minimizes its residual over the kth Krylov space. As a consequence of this minimization property [7, 10] ,
where P k ≡ {p : p is a polynomial of degree k and p(0) = 1}.
Hence for any polynomial p ∈ P k ,
As in [10] , we analyze the convergence of GMRES by constructing a specific sequence of polynomials in P k and use (1) to estimate the rate of convergence of the residuals to zero. Our idea is to use polynomials that are related to the minimal polynomial of A.
2. Finite Dimensional Analysis. In finite dimensions the operator A is a complex nonsingular matrix of order N . After deriving the maximal of iterations required by GMRES to solve the system Ax = b exactly, we examine the convergence rate. Our analysis distinguishes two cases: in the first case the eigenvalues of A consist of a single cluster plus outliers, and in the second case they consist of several clusters plus outliers.
2.1. Maximal Number of Iterations. Saad and Schultz [10] have shown that, in exact arithmetic, GMRES requires at most d min iterations to solve Ax = b, where d min is the degree of the minimal polynomial of A. This means, the number of GMRES iterations to solve Ax = b is much smaller than N if the spectrum of A consists of a small number of non-defective eigenvalues of high multiplicity.
Following [3, 4] , we express the spectral decomposition of a matrix in such a way that the finite dimensional analysis can be immediately extended to Hilbert spaces. Denote the distinct eigenvalues of A by λ j , 1 ≤ j ≤ J, and the corresponding spectral projectors by
where Γ j is any circle about λ j that contains no other eigenvalue of A. The spectral projectors satisfy:
where δ ij is the Kronecker delta and the index k j of λ j is the smallest positive number k such that
The minimal polynomial of A is
The fact that p min (A) = 0 gives a tight bound on the number of GMRES iterations.
Proposition 2.1 (Proposition 2 in [10] ). GMRES terminates in at most d min iterations with x dmin = x * . Proof. Ifp ∈ P dmin is defined bȳ
In the special case where A consists of a single Jordan block, the index of the sole eigenvalue is N and, depending on the right-hand side, GMRES can require as many as N iterations to solve Ax = b.
A Single Eigenvalue
Cluster. In finite precision arithmetic, eigenvalues of multiplicity greater than one are likely to be perturbed into clusters of close but distinct eigenvalues. This does not seem to disturb GMRES, though. It still converges fast if most of the eigenvalues make up a small number of clusters. We extend the result by Saad and Schultz in order to explain the fast convergence in the presence of clustered but possibly distinct eigenvalues.
One way to express the effect of clustering on the convergence of GMRES is to give an asymptotic bound on the size of the residual. While asymptotic results are common for infinite dimensional problems [5, 6, 8] , finite dimensional analysis has focused on finite termination, pseudospectral bounds [7] , and Ritz values [11] . Asymptotic finite dimensional results, such as the following one, are meaningful in the context of discretized infinite dimensional problems where the constants in the asymptotic bounds are independent of the mesh size N .
With an eye toward the infinite dimensional analysis, we first state the bound for a single cluster of M − J eigenvalues with center z = 1 and radius ρ. We refer to outliers as those eigenvalues not associated with a cluster. Let
be the degree of the minimal polynomial associated with the outlying eigenvalues λ 1 , . . ., λ M . We shall use the decomposition
Proposition 2.2. Suppose for some ρ > 0 the eigenvalues of A can be numbered such that there is an index 0 ≤ M ≤ J for which
where the constant
where q(z) = 1 if M = 0. According to (3), A 1 A 2 = A 2 A 1 = 0. Hence,
and we have p(
Using the resolvent integral [3, 4] we have
Taking norms and using the definition of q gives
A may be used in place of A 2 if desired. This completes the proof. It is clear that GMRES needs at least d iterations. This is because it has to process M outliers and go through k j iterations for the jth outlier. The bound (4) implies that residual reduction starts only once the outliers have been processed. Thus residual reduction is delayed if there are many outliers or outliers with high index. The number of additional iterations to process the cluster depends mainly on the radius of the cluster. Specifically, after d iterations, the residual norms converge to zero as
This means the asymptotic convergence factor ρ is the radius of the cluster. The notion of relative cluster radius does not allow us to define a cluster of eigenvalues around zero. In our model, GMRES treats the eigenvalues around zero as outliers and processes them one at a time. Residual reduction therefore is delayed in particular, if a large number of eigenvalues is clustered around zero. The asymptotic error constant C in (4) reflects the deviation of A from normality, as well as the number of outliers, their indices, and their maximal relative distance from the cluster since δ is a bound on the distance of the outliers from the cluster.
In the special case when A is normal, C can be chosen so that C ≤ δ M ; and when A is diagonalizable, C can be chosen so that C ≤ κδ M , where κ is the condition number of the eigenvectors of A. This follows since for a normal A we have k j = 1 and max |z−1|=ρ (zI − A 2 ) −1 Z 2 = 1/ρ The exponent d ≥ M attains the lower bound M if A is diagonalizable. Thus, the factor ρδ M reflects the cluster size and the distance of the cluster from the outliers, while the norm term and the factor δ d−M reflect the deviation of A ¿from normality. The distance of the outliers from the clusters, δ, is defined relative to the size of the outliers. Because GMRES treats eigenvalues close to zero as outliers, δ can be large when A has small eigenvalues and it is small when the eigenvalues are not very different in magnitude. This means, the bound on C can be large if A is highly nonnormal or has eigenvalues close to zero. When A is normal then δ reflects the condition number of A, so that the error constant can be large when A is ill-conditioned. Proposition 2.2 suggests that in the single cluster case the asymptotic convergence factor of GMRES is proportional to the radius of the cluster; while the asymptotic error constant is proportional to the deviation of A from normality as well as the number and size of the outliers and their distance from the cluster.
2.3. Several Clusters of Eigenvalues. Now we extend Proposition 2.2 to the case where the eigenvalues of A belong to more than one cluster. Our analysis is more precise and somewhat simpler than that in [8] . In addition to the bound ρ on the relative cluster radii and the relative distance δ of the clusters from the outliers, the bound contains an additional factor σ related to the maximal relative distance between any two clusters.
Suppose A has M 1 outlying eigenvalues and P clusters of eigenvalues. Denote by
k j the degree of the minimal polynomial associated with the outliers λ 1 , . . ., λ M1 . Each eigenvalue that is not an outlier belongs to exactly one cluster. The clusters are centered at distinct non-zero points {γ p } P +1
p=2 , so that the cluster around γ p+1 contains eigenvalues λ Mp+1 , . . . , λ Mp+1 . Let
be the spectral projection corresponding to the pth cluster. Separate the clusters and the outlying eigenvalues by means of the decomposition
Corollary 2.3. Suppose for some ρ > 0 and distinct non-zero complex numbers
p=2 , the eigenvalues of A can be numbered such that there are indices
and such that the disks |z/γ p − 1| ≤ ρ do not intersect. Let σ > 0 be such that
where
is independent of k.
Proof. Following the proof of Proposition 2.2, define q ∈ P d andp ∈ P d+kP by
Thus using integrals we havē
This shows that
and (5), (6) follow immediately since p(A) ≤ C ρσ
In the special case of a single cluster, P = 1, and Corollary 2.3 reduces to Proposition 2.2. In order to understand the expression for the convergence factor in case of several clusters, consider the following two approaches for analyzing the convergence of GMRES. Either use Corollary 2.3 and view the eigenvalues as P small clusters of radius ρ, or else use Proposition 2.2 and view the eigenvalues as one large cluster of radius σ. In the first case, P iterations reduce the residual by a factor of σ P −1 ρ ≤ σ P . In the second case one iteration reduces the residual by a factor of σ, hence P iterations reduce the residual by a factor of σ P . If the radii of the individual clusters are much smaller than the distances among the clusters then σ P −1 ρ < σ P . Hence over the course of P iterations the first approach results in a somewhat smaller bound on the convergence factor. However, unless σ P −1 ρ << σ P , the difference in convergence factors is small and GMRES seems to treat a conglomerate of several clusters as one giant cluster. Thus, after every batch of P iterations, progress of GMRES on several small clusters is similar to progress of GMRES on one giant cluster.
3. Infinite Dimensional Analysis. We extend the analysis of the previous section to the following Hilbert space setting. Denote by H a separable Hilbert space, by K a compact operator on H so that A ≡ I − K is nonsingular, and by · the norm on H. Let the inner product on H define orthogonality.
According to the spectral theorem for compact operators [1] , A has a countable sequence of eigenvalues with one as the only accumulation point. This means the set of eigenvalues λ j for which |λ j − 1| > ρ is finite. Since the algebraic multiplicity of an eigenvalue λ j = 1 is finite, the spectral projectors for λ j = 1 satisfy (2) and (3). If we set J = ∞ and order the eigenvalues so that |λ j − 1| ≥ |λ j+1 − 1| then Proposition 2.2 and its proof hold in infinite dimensions.
Proposition 3.1. Given a bound ρ > 0 on the cluster radius, let 0 ≤ M < ∞ be an index such that {λ j } M j=1 ⊂ {z : |z − 1| ≥ ρ}, are the outliers. Then
The superlinear convergence theorem in [8] says that under the assumptions of The result in [8] is an r-superlinear result and is stated in a slightly different, but completely equivalent [9] , way. Our proof of (8) is straightforward and requires only the observation that (7) implies limsup k→∞ r k 1/k ≤ ρ for any ρ > 0.
