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Abstract
We prove that the asymptotic behavior of the second mixed moment of the char-
acteristic polynomials of the N×N 1D Gaussian real symmetric band matrices with
the width of the band W ≫ N1/2 coincides with those for the Gaussian Orthogonal
Ensemble (GOE). Here we adapt the approach of [17], where the Hermitian case
was considered.
1 Introduction
The paper is the continuation of [17] to which we will frequently refer in this paper.
In [17] we proved that the asymptotic behavior of the second mixed moment of the
characteristic polynomials of the 1D Gaussian Hermitian random band matrices with
W ≫ N1/2 coincides with those for the Hermitian random matrices with i.i.d. (modulo
symmetry) Gaussian random entries (GUE). The convenient integral representation for
the second correlation function of the characteristic polynomials was obtained there by
using the supersymmetry techniques (SUSY). The SUSY method is widely used in the
physics literature (see, e.g., [7, 14]) and is potentially very powerful but the rigorous
control of the integral representations, which can be obtained by this method, is difficult.
So far the most of rigorous results obtained by using the SUSY approach concern the case
of unitary symmetry. The goal of this paper is to show that the SUSY approach can be
applied to the case of the orthogonal symmetry as well, as to the unitary one.
We consider the real symmetric N ×N matrices HN (we enumerate indices of entries
by i, j ∈ L, where L = [−n, n]d ∩ Zd, N = (2n + 1)d) whose entries Hij are random real
Gaussian variables with mean zero such that
E
{
HijHlk
}
= (δikδjl + δilδjk)Jij, −n ≤ i, j, k, l ≤ n, (1.1)
1
where
Jij =
(−W 2∆+ 1)−1
ij
, (1.2)
and ∆ is the discrete Laplacian on L with Neumann boundary conditions (cf. [17], eq.
(1.1) – (1.2)). Note that the variance of matrix elements Jij is exponentially small when
|i− j| ≫W , and so W can be considered as the width of the band. In this paper we will
focus on the one-dimensional case (d = 1).
The probability law of real symmetric 1D RBM can be written in the form
PN(dHN) =
∏
−n≤i<j≤n
dHij√
2πJij
e
− H
2
ij
2Jij
n∏
i=−n
dHii√
4πJii
e
− H
2
ii
4Jii . (1.3)
Let λ
(N)
1 , . . . , λ
(N)
N be the eigenvalues of HN . Define their Normalized Counting Measure
(NCM) as
NN(σ) = ♯{λ(N)j ∈ σ, j = 1, . . . , N}/N, NN(R) = 1, (1.4)
where σ is an arbitrary interval of the real axis. The behavior of NN as N → ∞ was
studied for many ensembles. For 1D RBM it was shown in [1, 15] that NN converges
weakly, as N,W →∞, to a non-random measure N , which is called the limiting NCM of
the ensemble. The measure N is absolutely continuous and its density ρ is given by the
well-known Wigner semicircle law :
ρ(λ) =
1
2π
√
4− λ2, λ ∈ [−2, 2]. (1.5)
Random band matrices (RBM) are natural intermediate models to study eigenvalue statis-
tics and quantum propagation in disordered systems as they interpolate between mean-
field Wigner matrices (hermitian or real symmetric matrices with i.i.d. random entries)
and random Schro¨dinger operators, where only a random one-site potential is present in
addition to the Laplacian on a regular box in Zd. In particular, RBM can be used to
model the Anderson metal-insulator phase transition.
Let ℓ be the localization length, which describes the typical length scale of the eigen-
vectors of random matrices. The system is called delocalized if ℓ is comparable with the
matrix size, and it is called localized otherwise. Delocalized systems correspond to electric
conductors, and localized systems are insulators.
According to the physical conjecture (see [4, 11]) for 1D RBM the expected order of ℓ
is W 2 (for the energy in the bulk of the spectrum), which means that varying W we can
see the crossover: for W ≫ √N the eigenvectors are expected to be delocalized and for
W ≪ √N they are localized. At the present time only some upper and lower bounds for
ℓ are proven rigorously. It is known from the paper [16] that ℓ ≤W 8. On the other side,
in the papers [8, 9] it was proven first that ℓ≫W 7/6, and then that ℓ≫ W 5/4.
The questions of the order of the localization length are closely related to the uni-
versality conjecture of the bulk local regime of the random matrix theory (see [17] for
more details). In this language the conjecture about the crossover for real symmetric 1D
RBM states that we get the same local eigenvalue statistics in the bulk of the spectrum
as for GOE (real symmetric matrices with i.i.d Gaussian entries) for W ≫ √N (which
corresponds to delocalized states), and we get another behavior, which is determined by
the Poisson statistics, forW ≪√N (and corresponds to localized states). For the general
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real symmetric Wigner matrices (i.e., W = N) the bulk universality has been proved in
[10], [20]. However, in the general case of RBM the question of bulk universality of local
spectral statistics is still open even for d = 1.
In this paper we consider the correlation functions (or the mixed moments) of charac-
teristic polynomials, which can be defined as
F2k(Λ) =
∫ 2k∏
s=1
det(λs −HN)Pn(dHN), (1.6)
where Pn(dHN) is defined in (1.3), and Λ = diag {λ1, . . . , λ2k} are real or complex param-
eters that may depend on N . Although F2k(Λ) is not a local object, it is also expected to
be universal in some sense. Moreover, correlation functions of characteristic polynomials
are expected to exhibit a crossover which is similar to that of local eigenvalue statistic.
In particular, for the real symmetric 1D RBM they are expected to have the same local
behavior as for GOE for W ≫√N , and the different behavior for W ≪ √N .
As was mentioned before, an additional source of motivation for the current work is the
development of the SUSY approach in the context of random operators with non-trivial
spatial structures. Although in the case of RBM (and some related types of the Wegner
models) the SUSY method has been applied rigorously so far mostly to the density of
states (see [5], [6]), the result of [18] for the second correlation function of the block-
band matrices gives hope that the method can be applied also for Rk. From the SUSY
point of view characteristic polynomials correspond to the so-called fermionic sector of the
supersymmetric full model, which describes the correlation functions Rk. So the analysis
of the local regime of correlation functions of the characteristic polynomial is an important
step towards the proof of the universality of the correlation functions Rk for the case of
real symmetric 1D RBM.
The asymptotic local behavior in the bulk of the spectrum of the 2k-point mixed
moment for GOE is known. It was proved for k = 1 by Bre´zin and Hikami [2], who used
the SUSY approach, and for general k by Borodin and Strahov [3], who used different
techniques, that
F2k
(
Λ0 + ξˆ/Nρ(λ0)
)
= CN
Pf
{
DS(π(ξi − ξj))
}2k
i,j=1
△(ξ1, . . . , ξ2k) (1 + o(1)),
where
DS(x) = −3
x
d
dx
sin x
x
= 3
(sin x
x3
− cosx
x2
)
, (1.7)
△(ξ1, . . . , ξk) is the Vandermonde determinant of ξ1, . . . , ξk, and
ξˆ = diag {ξ1, . . . , ξ2k}, Λ0 = λ0 · I.
In particular, for k = 1 we have
F2
(
Λ0 + ξˆ/Nρ(λ0)
)
= CN
(sin(π(ξ1 − ξ2))
π3(ξ1 − ξ2)3 −
cos(π(ξ1 − ξ2))
π2(ξ1 − ξ2)2
)
(1 + o(1)),
The last formula was proved also for real symmetric Wigner and general sample covariance
matrices (see [12]).
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In this paper we obtain the same result for k = 1 for matrices (1.1) as N,W → ∞,
W 2 = N1+θ, 0 < θ ≤ 1 (i.e., W ≫ √N).
Set
λj = λ0 +
ξj
Nρ(λ0)
, j = 1, 2,
where N = 2n + 1, λ0 ∈ (−2, 2), ρ is defined in (1.5), and {ξ1, ξ2} are real parameters
varying in any compact set K ⊂ R, and define
D2 =
2∏
l=1
F
1/2
2
(
λ0 +
ξl
Nρ(λ0)
, λ0 +
ξl
Nρ(λ0)
)
. (1.8)
The main result of the paper is the following theorem :
Theorem 1. Consider the random matrices (1.1) – (1.3) with W 2 = N1+θ, where 0 <
θ ≤ 1. Define the second mixed moment F2 of the characteristic polynomials as in (1.6).
Then we have
lim
N→∞
D−12 F2
(
Λ0 + ξˆ/(Nρ(λ0))
)
= 3
(sin(π(ξ1 − ξ2))
π3(ξ1 − ξ2)3 −
cos(π(ξ1 − ξ2))
π2(ξ1 − ξ2)2
)
, (1.9)
and the limit is uniform in ξ1, ξ2 varying in any compact set K ⊂ R. Here ρ(λ) and D2
are defined in (1.5) and (1.8), Λ0 = diag {λ0, λ0}, λ0 ∈ (−2, 2), ξˆ = diag {ξ1, ξ2}.
Theorem 1 is similar to the main Theorem 1 of [17].
The paper is organized as follows. In Sec. 2 we obtain a convenient integral represen-
tation for F2, using the integration over the Grassmann variables. In Sec. 3 we give the
sketch of the proof of Theorem 1. Sec. 4 repeats some auxiliary results of [17] needed for
the proof. In Sec. 5 we prove Theorem 1, applying the steepest descent method to the
integral representation. Sec. 6 is devoted to the proofs of the auxiliary statements.
1.1 Notation
We denote by C, C1, etc. various W and N -independent quantities below, which can
be different in different formulas. Integrals without limits denote the integration (or the
multiple integration) over the whole real axis, or over the Grassmann variables.
Moreover,
• N = 2n+ 1;
• E{ . . .} is an expectation with respect to the measure (1.3);
• Uε(x) = (x− ε, x+ ε) ⊂ R;
• a± = ±
√
4− λ20
2
= ±πρ(λ0), a± = (a±, . . . , a±) ∈ RN , (1.10)
where ρ is defined in (1.5);
• σ =
(
0 1
−1 0
)
, σ′ =
(
0 1
1 0
)
; (1.11)
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• Λ0 =
(
λ0 0
0 λ0
)
, Λ =
(
λ1 0
0 λ2
)
, ξˆ =
(
ξ1 0
0 ξ2
)
, L =
(
a+ 0
0 a−
)
;
• Λ0,4 =
(
Λ0 0
0 Λ0
)
, ξˆ4 =
(
ξˆ 0
0 ξˆ
)
, L4 =
(
L 0
0 L
)
; (1.12)
• U˚(2) = U(2)/(U(1)× U(1)), S˚p(2) = Sp(2)/(Sp(1)× Sp(1))
• dµ is the Haar measure on U˚(2), dν is the Haar measure on S˚p(2);
• f(x) = (x+ iλ0/2)2/2− log(x− iλ0/2) (1.13)
f∗(x) = ℜ(f(x)− f(a±)) =
(
x2 − λ20/4− log(x2 + λ20/4)
)
/2−ℜf(a±);
• Ωδ is a union of
Ω+δ = {{aj}, {bj} : aj , bj ∈ Uδ(a+) ∀j}, (1.14)
Ω−δ = {{aj}, {bj} : aj , bj ∈ Uδ(a−) ∀j},
Ω±δ = {{aj}, {bj} : (aj ∈ Uδ(a+), bj ∈ Uδ(a−))
or (aj ∈ Uδ(a−), bj ∈ Uδ(a+)) ∀j},
where δ = W−κ and κ < θ/8.
• c± = 1− λ
2
0
4
± iλ0
2
·
√
1− λ20/4, c0 = ℜf(a+) =
2− λ20
4
; (1.15)
• µγ(x) = exp
{− 1
2
n∑
j=−n+1
(xj − xj−1)2 − γ
W 2
n∑
j=−n
x2j
}
; (1.16)
• 〈. . .〉0 = Z−1δ,γ
∫ δW
−δW
(. . .) · µγ(x)
n∏
q=−n
dxq, Zδ,γ =
∫ δW
−δW
µγ(x)
n∏
q=−n
dxq, (1.17)
〈. . .〉 = Z−1γ
∫
(. . .) · µγ(x)
n∏
q=−n
dxq, Zγ =
∫
µγ(x)
n∏
q=−n
dxq,
where δ > 0 and γ ∈ C, ℜγ > 0;
• 〈. . .〉∗ (and 〈. . .〉0,∗) is (1.17) with µℜγ(x) instead of µγ(x).
2 Integral representation
In this section we obtain an integral representation for F2 of (1.6) by using rather stan-
dard SUSY techniques, i.e., integrals over the Grassmann variables. Integration over the
Grassmann variables has been introduced by Berezin and is widely used in the physics
literature. A brief outline of the techniques can be found in [17], Sec. 2.1.
The main result of the section is the following proposition
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Proposition 1. The second correlation function of the characteristic polynomials for 1D
real symmetric Gaussian band matrices, defined in (1.6), can be represented as follows:
F2
(
Λ0 +
ξˆ
Nρ(λ0)
)
= −(2π3)−Ndet−3J
∫
exp
{
− W
2
4
n∑
j=−n+1
Tr (Fj − Fj−1)2
}
(2.1)
× exp
{
− 1
4
n∑
j=−n
Tr
(
Fj +
iΛ0,4
2
+
iξˆ4
Nρ(λ0)
)2} n∏
j=−n
det1/2
(
Fj − iΛ0,4/2
) n∏
j=−n
dFj,
where Λ0,4 and ξˆ4 are defined in (1.12), and
Fj =

xj wj1 0 wj2
wj1 yj −wj2 0
0 −wj2 xj wj1
wj2 0 wj1 yj
 , dFj = dxj dyj dℜwj1 dℑwj1 dℜwj2 dℑwj2. (2.2)
Moreover, (2.1) can be rewritten in the form
F2
(
Λ0 +
ξˆ
Nρ(λ0)
)
= −C(ξ)det
−3J
(24π)N
∫
exp
{
− W
2
4
n∑
j=−n+1
Tr (Q∗jAj,4Qj −Aj−1,4)2
}
× exp
{
−
n∑
j=−n
(f(aj) + f(bj))− i
2Nρ(λ0)
n∑
j=−n
Tr
(
RjP−n
)∗
Aj,4 (RjP−n
)
ξˆ4
}
×
n∏
l=−n
(al − bl)4d ν(P−n) da db
n∏
p=−n+1
dν(Qp), (2.3)
where f is defined in (1.13), Aj,4 = diag{aj, bj , aj, bj}, {Rj} and P−n are 4×4 symplectic
matrices, dν(P ) is the Haar measure on S˚p(2), and
Rk =
−n+1∏
s=k
Qs, C(ξ) = exp
{λ0(ξ1 + ξ2)
2ρ(λ0)
+
ξ21 + ξ
2
2
2Nρ(λ0)2
}
. (2.4)
Remark 1. Formula (2.1) is valid for any dimension if we change the sum
∑
Tr (Fj −
Fj−1)2 to
∑
Tr (Fj −Fj′)2, where the last sum runs over all pairs of nearest neighbor j, j′
in the volume L ⊂ Zd (see the definition of RBM (1.1) – (1.2)).
Proof. Representing determinants as integrals over Grassmann variables, we obtain
F2(Λ) = E
{∫
e
−
2∑
α=1
n∑
j,k=−n
(λl−Hn)j,kψjαψkα 2∏
α=1
n∏
j=−n
d ψjαd ψjα
}
= E
{∫
e
−
2∑
α=1
λs
n∑
j=−n
ψjαψjα
exp
{∑
j<k
Hjk
2∑
α=1
(
ψjαψkα + ψkαψjα
)
+
n∑
j=−n
Hjj ·
2∑
α=1
ψjαψjα
}
2∏
α=1
n∏
j=−n
d ψjαd ψjα
}
,
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where {ψjα}, j = −n, . . . , n, α = 1, 2 are the Grassmann variables (2n + 1 variables for
each determinant in (1.6)). Here and below we use Greek letters such as α, β etc. for the
field index and Latin letters j, k etc. for the position index.
Integrating over the measure (1.3), we get
F2(Λ) =
∫ 2∏
α=1
n∏
q=−n
d ψqαd ψqα exp
{
−
2∑
α=1
λα
n∑
p=−n
ψpαψpα
}
(2.5)
× exp
{1
2
∑
j<k
Jjk(ψj1ψk1 + ψj2ψk2 + ψk1ψj1 + ψk2ψj2)
2 +
n∑
j=−n
Jjj(ψj1ψj1 + ψj2ψj2)
2
}
.
Now we will need the Hubbard-Stratonovich transform (see, e.g., [19]). This is a well-
known simple trick, which is just the Gaussian integration. In the simplest form it looks
as following:
ea
2/2 = (2π)−1/2
∫
e−x
2/2+axdx. (2.6)
Here a can be complex number or the sum of the products of even numbers of Grassmann
variables.
Applying a couple of times (2.6), we can write:∫
exp
{
− (J−1x, x)/2 + i
n∑
j=−n
xjψj1ψj1
} n∏
j=−n
dxj (2.7)
= (2π)N/2 · det1/2J · exp
{
− 1
2
n∑
j,k=−n
Jjkψj1ψj1ψk1ψk1
}
,
∫
exp
{
− (J−1y, y)/2 + i
n∑
j=−n
yjψj2ψj2
} n∏
j=−n
dyj (2.8)
= (2π)N/2 · det1/2J · exp
{
− 1
2
n∑
j,k=−n
Jjkψj2ψj2ψk2ψk2
}
,
where x = {xj}nj=−n, y = {yj}nj=−n. In addition,∫
exp
{
− (J−1ℜw1,ℜw1)− (J−1ℑw1,ℑw1)
}
(2.9)
× exp
{
i
n∑
j=−n
wj1ψj1ψj2 + i
n∑
j=−n
wj1ψj2ψj1
} n∏
q=−n
dℜwq1dℑwq1
= πN · detJ · exp
{
−
∑
j 6=k
Jjkψj1ψj2ψk2ψk1 −
n∑
j=−n
Jjjψj1ψj2ψj2ψj1
}
,
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∫
exp
{
− (J−1ℜw2,ℜw2)− (J−1ℑw2,ℑw2)
}
(2.10)
× exp
{
i
n∑
j=−n
wj2ψj1ψj2 + i
n∑
j=−n
wj2ψj1ψj2
} n∏
q=−n
dℜwq2dℑwq2
= πN · detJ · exp
{
−
∑
j 6=k
Jjkψj1ψj2ψk1ψk2 −
n∑
j=−n
Jjjψj1ψj2ψj1ψj2
}
,
where ℜwα = {ℜwjα}nj=−n, ℑwα = {ℑwjα}nj=−n, α = 1, 2.
Substituting (2.7) – (2.10) and (1.2) for J−1jk into (2.5), putting Λ = Λ0 + ξˆ/Nρ(λ0),
and integrating over the Grassmann variables, we obtain
F2
(
Λ0 +
ξˆ
Nρ(λ0)
)
= −(2π3)−Ndet−3J
∫
exp
{
− W
2
4
n∑
j=−n+1
Tr (Fj − Fj−1)2
}
× exp
{
− 1
4
n∑
j=−n
TrF 2j
} n∏
j=−n
det1/2
(
Fj − iΛ0,4 − iξˆ4/Nρ(λ0)
) n∏
j=−n
dFj
with Fj of (2.2) and Λ0,4, ξˆ4 of (1.12). This gives (2.1) after shifting Fj → Fj + iΛ0,4/2 +
iξˆ4/Nρ(λ0). The reason of such a shift is that we need to have saddle-points lying on the
contour of the integration (see (1.10)).
The matrices of the form (2.2) have two eigenvalues aj , bj of the multiplicity two and
can be considered as quaternion 2×2 matrices. In this language F is a quaternion self-dual
Hermitian matrix, and it can be diagonalized by the quaternion unitary 2 × 2 matrices
Sp(2) (see , e.g., [13], Chapter 2.4), i.e., unitary 4×4 matrices P which admit the relation
P
(
0 I2
−I2 0
)
P t =
(
0 I2
−I2 0
)
.
Change the variables to Fj = P
∗
j Aj,4Pj , where Pj ∈ S˚p(2) and Aj,4 = diag {aj , bj, aj , bj}.
Then dFj of (2.2) becomes (see, e.g., [13] )
π2
12
(aj − bj)4daj dbjdν(Pj),
where dν(Pj) is the normalized to unity Haar measure on the symplectic group S˚p(2).
Thus, we have
F2
(
Λ0 +
ξˆ
Nρ(λ0)
)
=− C(ξ)det
−3J
(24π)N
∫
da db
∫
S˚p(2)N
n∏
j=−n
dν(Pj)
× exp
{
− W
2
4
n∑
j=−n+1
Tr (P ∗j Aj,4Pj − P ∗j−1Aj−1,4Pj−1)2
}
× exp
{
− 1
4
n∑
j=−n
Tr
(
Aj,4 +
iΛ0,4
2
)2
− i
2Nρ(λ0)
n∑
j=−n
TrP ∗j Aj,4Pj ξˆ4
}
×
n∏
k=−n
(ak − iλ0/2
)
(bk − iλ0/2
) n∏
k=−n
(ak − bk)4,
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where C(ξ) is defined in (2.4), and
da =
n∏
j=−n
daj, db =
n∏
j=−n
dbj.
Now changing the “angle variables” Pj to Qj = PjP
∗
j−1, j = −n + 1, . . . , n (i.e., the new
variables are P−n, Q−n+1, Q−n+2, . . . , Qn), we get (2.3).
3 Sketch of the proof of Theorem 1
The strategy of the proof is the same as in [17]. The main difference is that now we
perform the integration over S˚p(2) instead of U˚(2), which is much more complicated.
So first we note that the main integrations over aj , bj are the same as in [17], eq.(2.11),
and so the expected saddle-points for each aj and bj are still a± (see (1.10)). Moreover,
we can use the results of [17], Sec. 4.1 – 4.2, where the properties of the function f and
of the complex Gaussian distribution µγ of (1.16) were studied (see Sec. 4.1).
The second step is to prove that the main contribution to the integral (2.3) is given
by the integral Σ over Ωδ (see (1.14)). More precisely, we are going to prove that
F2
(
Λ0 +
ξˆ
Nρ(λ0)
)
= −C(ξ)det
−3J
(24π)N
· Σ · (1 + o(1)), W →∞. (3.1)
The bound for the complement |Σc| can be obtained by inserting the absolute value inside
the integral and by performing exactly the integral over the symplectic groups. After this,
since we are far from the saddle-points of f , one can control the integral in the same way
as in [17] (see Lemma 3).
The next step is the calculation of Σ (see Sec. 5.2, Lemma 4). We are going to show
that the main contribution to Σ is given by Σ±, i.e., the integral over Ω
±
δ . Consider Ω
±
δ .
First note that shifting
Pj →
(
σ′ 0
0 σ′
)
Pj
for some j (σ′ is defined in (1.11)), we can rotate each domain of type
{{aj}, {bj} : (aj ∈ Uδ(a+), bj ∈ Uδ(a−)) or (aj ∈ Uδ(a−), bj ∈ Uδ(a+)) ∀j}
to the δ-neighborhood of the point (a+, a−) with a± of (1.10). Thus, we can consider
the contribution over Ω±δ as 2
N contributions of the δ-neighborhood of the point (a+, a−).
Consider this neighborhood, and change the variables as
aj → a+ + a˜j/W, |a˜j | ≤ δW,
bj → a− + b˜j/W, |b˜j | ≤ δW,
and set A˜j,4 = diag {a˜j, b˜j , a˜j, b˜j}. To compute Σ±, one has to perform first the integral
over the symplectic groups. This integral is some analytic in {a˜j/W}, {b˜j/W} function
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F . As in [17], the main idea is to prove that the leading part of this function can be
obtained by replacing all Qs in the “bad” term
exp
{
− i
2Nρ(λ0)
n∑
j=−n
Tr
( −n+1∏
s=j
Qs · P−n
)∗
(L4 + A˜s,4/W ) (
−n+1∏
s=j
Qs · P−n
)
ξˆ4
}
with I. To this end, we expand the “bad” term into a series and for each summand,
which is analytic in {a˜j/W}, {b˜j/W}, find the bound for its Taylor coefficients (see
Lemma 6). This means that we obtain the proper majorant for F in the sense of [17]
(i.e., some function whose Taylor expansion’s coefficients are at least the absolute value
of the corresponding coefficient of the Taylor expansion of F), which helps to change the
averaging over the complex measure by the averaging of the majorant over the positive
one (see Lemma 2). Then, similarly to [17], we will show that the leading term of Σ± is
the integral over the Gaussian measures µc± in {aj} and {bj} variables, and the integral
over the symplectic group dν(P−n) which gives the kernel (1.7). This yields an asymptotic
expression for Σ± (see Lemma 5).
Also it will be shown in Sec. 5.2.2 that the integrals Σ+ and Σ− over Ω+δ and Ω
−
δ have
smaller orders than Σ± (see Lemma 8).
4 Preliminary results
In this section we restated the results of [17], Sec. 4.2., where the properties of the complex
Gaussian distribution µγ of (1.16) were studied. All proofs can be found in [17].
First note that the straightforward calculation gives in the small neighborhood of a±
f(x)− f(a±) = c±(x− a±)2 + s3(x− a±)3 + . . . =: c±(x− a±)2 + ϕ±(x− a±), (4.1)
where c± is defined in (1.15) and |ϕ±(x− a±)| = O(|x− a±|3).
Now set
µ(m)γ (x) = exp
{− 1
2
m∑
j=2
(xj − xj−1)2 − γ
W 2
m∑
j=1
x2j
}
. (4.2)
Lemma 1 ([17], Lemma 3). We have for any γ ∈ C, ℜγ > 0
1. Z
(m)
γ :=
∫
µ(m)γ (x)
m∏
q=1
dxq = (2π)
m/2det−1/2(−∆+ 2γ/W 2)
= (2π)m/2
(√2γ
W
sinh
m
√
2γ
W
)−1/2
(1 + o(1)).
Moreover, if we set
G(m)(γ) =
(
−∆+ 2γ
W 2
)−1
, (4.3)
then
|G(m)ii (γ)| ≤
CγW√
2γ
coth
m
√
2γ
W
(1 + o(1)). (4.4)
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2.
|Z(m)γ − Z(m)δ,γ |
|Z(m)γ |
= |Z(m)γ |−1
∣∣∣∣ ∫
max |xi|>δW
µ(m)γ (x)
m∏
q=1
dxq
∣∣∣∣ ≤ C1 e−C2δ2W , W → ∞,
where m > CW , δ =W−κ for sufficiently small κ < θ/8, and
Z
(m)
δ,γ =
∫ δW
−δW
µ(m)γ (x)
m∏
q=1
dxq.
In addition, for any m
|Z(m)γ |−1
∣∣∣∣ ∫
|xk−x1|>δW
µ(m)γ (x)
m∏
q=1
dxq
∣∣∣∣ ≤ C1 e−C2δ2W , W →∞,
and for m > CW and any γ1, γ2 ∈ C, ℜγ1,ℜγ2 > 0
|Z(m)γ1 |
|Z(m)γ2 |
≤ eC1m/W , W →∞. (4.5)
3. Let m > C1W , k ≤ Cm/W , S = {i1, . . . , is} ⊂ {1, . . . , m}, and
s∑
l=1
kil = k, where
kl ∈ {1, . . . , k}. Then
|Z(m)γ |−1
∣∣∣∣ ∫
max |xi|>δW
∏
j∈S
(xj/W )
kj · µ(m)γ (x)
m∏
q=1
dxq
∣∣∣∣ ≤ e−C1δ2W , W →∞,
where δ =W−κ for sufficiently small κ < θ/8.
Introduce the following partial ordering. Let Φ1(x1, . . . , xn), Φ2(x1, . . . , xn) be two an-
alytic functions in some ball centered at 0, and let the coefficients of the Taylor expansion
of Φ2 be non-negative. Then we write
Φ1 ≺ Φ2 (4.6)
if the absolute value of each coefficient of the Taylor expansion of Φ1 does not exceed the
corresponding coefficient of Φ2.
It is easy to see that
Φ3 ≺ Φ1, Φ4 ≺ Φ2 ⇒ Φ3Φ4 ≺ Φ1Φ2. (4.7)
We will need
Lemma 2 ([17], Lemma 8). (i) Let |φ1| ≤ CW−1, |φ2| = o(1) and |φk| ≤ Ck for some
absolute constant C > 0. Then
〈
n∏
i=−n
(1 +
∞∑
l=1
|φl|xli/W l)〉0,∗ ≤ exp{C|φ2|n/W}. (4.8)
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In particular, for |φ1| ≤ CW−1, |φ2| = O(1/W ) we have
〈
n∏
i=−n
(1 +
∞∑
l=1
|φl|xli/W l)〉0,∗ = 1 + o(1).
(ii) If
Φ1(s1, . . . , sn)− Φ1(0, . . . , 0) ≺
n∏
j=1
(1 + q(si))− 1,
where si = s(a˜i/W, a˜i+1/W, . . . , a˜i+k/W, b˜i/W, b˜i+1/W, . . . , b˜i+k/W ) is a polynomial with
s(0, . . . , 0) = 0, k is an n-independent constant, and q(s) =
∑∞
j=1 |cj |sj with |c1| ≤ CW−1,
|c2| = o(1), |c l| ≤ (C0)l, l ≥ 3, then∣∣〈Φ1(s1, . . . , sn)− Φ1(0, . . . , 0)〉0∣∣ ≤ 〈 n∏
j=1
(1 + q(s∗i ))− 1〉0,∗ + e−Cn/W ,
where s∗i is obtained from si by replacing the coefficients of s with their absolute values.
4.1 Integration over the symplectic group S˚p(2)
Proposition 2. (i) Let C be a normal 2 × 2 matrix with distinct eigenvalues c1, c2 and
D = diag{d1, d2}, di ∈ C. Then∫
U(2)
exp{tTrCU∗DU}d µ(U) = e
t(c1d1+c2d2) − et(c1d2+c2d1)
t(c1 − c2)(d1 − d2) , (4.9)
where t ∈ C is some constant.
(ii) Let
F =
(
X w2σ
−w2σ X t
)
, X =
(
x w1
w1 y
)
, (4.10)
G =
(
D 0
0 D
)
, D =
(
d1 0
0 d2
)
,
where σ is defined in (1.11), x, y ∈ R, w1, w2, d1, d2 ∈ C. The matrices of the form
(4.10) can be diagonalized by S˚p(2) transformation P and have two real eigenvalues a, b
of multiplicity two. Moreover, the measure
dF = dx dy dℜw1 dℑw1 dℜw2 dℑw2,
can be represented in the form
π2
12
(a− b)4dν(P )
with
dν(P ) = 3(1− 2|V12|2)2dµ(U)dµ(V ). (4.11)
Here dµ is a Haar measure over U˚(2),
P =
(
V 0
0 V
)
·
(
cosϕ · I sinϕ · eiα · σ′
− sinϕ · e−iα · σ′ cosϕ · I
)
12
and
U =
(
cosϕ sinϕ · eiα
− sinϕ · e−iα cosϕ
)
, V =
(
cosφ sin φ · eiβ
− sinφ · e−iβ cosφ
)
.
Moreover, if t˜ = t(c1 − c2)(d1 − d2), then∫
S˚p(2)
exp{tTrGP ∗HP/2}d ν(P )
=
6
t˜2
(
et(c1d1+c2d2)
(
1− 2/t˜)+ et(c1d2+c2d1)(1 + 2/t˜)), (4.12)
In addition, ∫
Ω
exp
{
− t
4
Tr (F −G)2
}
Φ(F )dF (4.13)
=
π2
t2
∫
Ωˆ
exp
{
− t
2
Tr (Yˆ −D)2
}
· Φ(Yˆ ) · (y1 − y2)
2
(d1 − d2)2
×
(
1− 2
t(y1 − y2)(d1 − d2)
)
dy1 dy2,
where y1, y2 are eigenvalues of F , Yˆ = diag {y1, y2}, and
dF = dx dy dℜw1 dℑw1 dℜw2 dℑw2.
Here Φ(F ) is any function which is invariant over S˚p(2) transformation (i.e., depend only
on y1, y2), Ω is any S˚p(2) invariant domain such that the eigenvalues of F of the form
(4.10) run over the symmetric domain Ωˆ.
The proof of this proposition can be found in Sec.6.
5 Proof of the main theorem
In this section we will prove Theorem 1 applying the steepest descent method to the
integral representation (2.3).
5.1 The bound for Σc
Lemma 3. Let Σc be the part of the integral in (2.3) over the complement of the domain
Ωδ, which is defined in (1.14). Then
|Σc| ≤ C1W−6N+4(24π)Ne−2Nc0e−C2W 1−2κ ,
where κ < θ/8 and c0 = ℜf(a±).
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Proof. According to (2.3), we have
|Σc| ≤ e−2Nc0 ·
∫
ΩCδ
exp
{
−
n∑
j=−n
(f∗(aj) + f∗(bj))
}
× exp
{
− W
2
4
n∑
j=−n+1
Tr (Q∗jAj,4Qj − Aj−1,4)2
}
×
n∏
l=−n
(al − bl)4d ν(P−n) da db
n∏
p=−n+1
dν(Rp),
where f∗ and c0 are defined in (1.13) and (1.15). Here we insert the absolute value inside
the integral and use that∣∣∣ exp{− i
2Nρ(λ0)
n∑
j=−n
Tr
(
RjP−n
)∗
Aj,4 (RjP−n
)
ξˆ4
}∣∣∣ = 1.
To simplify formulas below, set
I0 =W
−6N+4(24π)Ne−2Nc0 · ∣∣det−1 (−∆+ 2c+/W 2)∣∣ . (5.1)
As we will see below, I0 is an order of Σ (see Lemma 4). Also recall that, according to
Lemma 1 (1),
e−C1N/W ≤ ∣∣det−1 (−∆+ 2c+/W 2)∣∣ ≤ e−C2N/W , (5.2)
and that W 2 = N1+θ, κ < θ/8, and hence CN/W ≪ W 1−2κ.
We are going to prove that
|Σc/I0| ≤ e−CW 1−2κ . (5.3)
Using (4.13), we get (recall that Aj = diag {aj, bj , aj , bj}, j = −n, . . . , n and ΩCδ is still a
symmetric domain)
I−10 · |Σc| ≤
12N−1e−2Nc0
W 4(N−1)I0
∫
ΩC
δ
exp
{
− W
2
2
n∑
j=−n+1
(
(aj − aj−1)2 + (bj − bj−1)2
)}
× exp
{
−
n∑
j=−n
(f∗(aj) + f∗(bj))
}
(a−n − b−n)2(an − bn)2 (5.4)
×
n∏
j=−n
(
1− 2
W 2(aj − bj)(aj−1 − bj−1)
)
da db
The first line here is obtained performing recursively the integral over Qj starting from
j = n and going backwards. At each step the integral can be written in the form (4.9),
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with a suitable choice of the function f . The last product of (5.4) can be bounded by
exp{CN/W 2}, thus
I−10 · |Σc| ≤
12N−1e−2Nc0 · eCN/W 2
W 4(N−1)I0
∫
ΩC
δ
exp
{
− W
2
2
n∑
j=−n+1
(
(aj − aj−1)2 + (bj − bj−1)2
)}
× exp
{
−
n∑
j=−n
(f∗(aj) + f∗(bj))
}
(a−n − b−n)2(an − bn)2 da db (5.5)
≤ C ·W 4 · (2π)−NeC1N/W
∫
WΩC
δ
exp
{
− 1
2
n∑
j=−n+1
(
(aj − aj−1)2 + (bj − bj−1)2
)}
× exp
{
−
n∑
j=−n
(f∗(aj/W ) + f∗(bj/W ))
}
(a−n − b−n)2(an − bn)2 da db,
where f∗ and c0 are defined in (1.13) and (1.15). Here in the third line we did the change
aj → aj/W , bj → bj/W and used (5.1) – (5.2).
Now the last integral in (5.5) is the same as in [17], eq. (5.5) and so can be bounded
in the same way.
5.2 Calculation of Σ
Lemma 4. For the integral Σ over the domain Ωδ (see (1.14)) we have
Σ =
8π4ρ(λ0)
4e−2Nc0(24π)N
3W 6N−4
·DS(π(ξ1 − ξ2)) ·
∣∣∣det−1(−∆+ 2c+
W 2
)∣∣∣(1 + o(1)) (5.6)
= 8(πρ(λ0))
4/3 ·DS(π(ξ1 − ξ2)) · I0, W →∞,
where I0 is defined in (5.1).
Note that (5.6) together with (5.3) yield
|Σc| ≤ e−CW 1−2κ|Σ|,
which gives (3.1).
Now using (3.1) and (5.6) we get Theorem 1.
Thus, we are left to compute Σ. We are going to show that the leading term in Σ is
given by Σ±, i.e., that the contributions of Σ+ and Σ− are smaller.
5.2.1 Calculation of Σ±
Consider the δ-neighborhood of the point (a+, a−) with a± of (1.10) and δ = W−κ.
Let us show that
Lemma 5. For the integral Σ± over the domain Ω
±
δ of (1.14) we have, as W →∞
Σ± =
8(πρ(λ0))
4e−2Nc0(24π)N
3W 6N−4
·DS(π(ξ1 − ξ2)) ·
∣∣∣det−1(−∆+ 2c+
W 2
)∣∣∣(1 + o(1)).
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Proof. Performing the change aj − a+ = a˜j/W , bj − a− = b˜j/W in (2.3) and using (4.1),
we obtain (recall that a± = ±πρ(λ0))
Σ± =
2Ne−2Nc0−ipi(ξ1−ξ2)
W 2N
∫
|a˜j |,|b˜j |≤W 1−κ
µc+(a)µc−(b) · e
−
n∑
k=−n
(
ϕ+(a˜k/W )+ϕ−(b˜k/W )
)
×
∫
S˚p(2)N
e
W 2/2
n∑
j=−n+1
Tr (Q∗j (L4+A˜j,4/W )Qj(L4+A˜j−1,4/W )−(L4+A˜j,4/W )(L4+A˜j−1,4/W ))
(5.7)
× exp
{
− i
2Nρ(λ0)
n∑
k=−n
(
Tr (RkP−n)∗(L4 + A˜k,4/W ) (RkP−n)ξˆ4 − TrL4ξˆ4
)}
×
n∏
l=−n
(a+ − a− + (a˜l − b˜l)/W )4dν(P−n)
n∏
q=−n+1
dν(Qq) da db,
where L4 = diag {a+, a−, a+, a−}, A˜j,4 = diag {a˜j, b˜j , a˜j, b˜j}, and µγ(a) is defined in (1.16).
Now we are going to integrate over {Qj}. Introduce
F (a, b, Q) = − i
2ρ(λ0)
n∑
k=−n
(
Tr
(
RkP−n
)∗
(L4 + A˜k,4/W ) (RkP−n
)
ξˆ4 − TrL4ξˆ4
)
, (5.8)
d ηj(Qj , A˜j) = e
W2
2
Tr (Q∗j (L4+A˜j,4/W )Qj(L4+A˜j−1,4/W )−(L4+A˜j,4/W )(L4+A˜j−1,4/W ))dν(Qj),
d η(Q, A˜) =
n∏
j=−n+1
d ηj(Qj , A˜j), Iη(A˜) =
∫
d η(Q, A˜),
tj = W
2
(
a+ − a− + (a˜j − b˜j)/W
)(
a+ − a− + (a˜j−1 − b˜j−1)/W
)
, qj = 6/t
2
j .
According to Proposition 2 we have
Iη(A˜) =
n∏
j=−n+1
qj
[
1− 2
tj
+ e−tj
(
1 +
2
tj
)]
. (5.9)
We want to integrate the r.h.s. of (5.7) over dη(Q, A˜). To this end, we expand
exp
{
F (a, b, Q)
}
into a series with respect to the elements of Qj , j = −n + 1, . . . , n. We
are going to show that the leading term of the integral is given by the summands without
any elements of Qj .
Lemma 6. In the notations of (5.8)∣∣∣〈〈( exp{(F (a, b, Q)− F (0, 0, I))/N} − 1) · Π1 · Π2〉
0
〉
η
∣∣∣ = o(1), N →∞, (5.10)
where Π1, Π2 are the products of the Taylor’s series for exp{ϕ+(a˜j/W )} and for
exp{ϕ−(b˜j/W )} and
〈. . .〉η =
( n∏
j=−n+1
qj
)−1 ∫
(. . .)dη(Q, A˜). (5.11)
16
Proof. Since ξˆ4 =
ξ1+ξ2
2
I4 +
ξ1−ξ2
2
L4 and a+ = −a− = πρ(λ0), we have
Tr (RkP−n)∗(a+L4 + A˜k,4/W )(RkP−n)ξˆ4 − Tr (a+L4 + A˜k,4/W )ξˆ4
=
ξ1 − ξ2
2
Tr ((RkP−n)∗(a+L4 + A˜k,4/W ) (RkP−n)L4 − (a+L4 + A˜k,4/W )L4)
= 4πρ(λ0)(ξ2 − ξ1)(1 + (a˜k − b˜k)/2πρ(λ0)W ) · (|(RkP−n)12|2 + |(RkP−n)14|2).
For any 4× 4 matrix P introduce
S(P ) = |P12|2 + |P14|2. (5.12)
Note that for P ∈ Sp(2) we have S(P ) ∈ [0, 1].
Rewrite
F (a, b, Q)− F (0, 0, I)
= 2iπ(ξ1 − ξ2)
n∑
k=−n+1
(S(RkP−n)− S(P−n)) ·
(
1 +
a˜k − b˜k
2πρ(λ0)W
)
. (5.13)
Thus, we get〈
exp
{ 1
N
(
F (a, b, Q)− F (0, 0, I)
)}
− 1
〉
η
=
∞∑
p=1
Cp
p!Np
∑
k1,...,kp
〈 p∏
j=1
[(
S(RkjP−n)− S(P−n)
)
·
(
1 +
a˜kj − b˜kj
2πρ(λ0)W
)]〉
η
,
where 〈. . .〉η is defined in (5.11). Hence, we have to study
Φk1,...,kp(a, b) =
〈 p∏
j=1
(
S(RkjP−n)− S(P−n)
)〉
η
. (5.14)
Let p < Cn/W for some constant C. Introduce i.i.d vectors {(xj , yj)} such that the
density of the distribution has the form
ρ(xj , yj) = 4(a+ − a−)4 xjyj exp{−(a+ − a−)2[x2j + y2j ]} · 10<xj ,yj<W/2. (5.15)
Introduce matrices
Q˜j = Vj · Uj ,
where
Vj =
(
V˜j 0
0 V˜ j
)
, V˜j =
(
r˜je
iσ˜j v˜je
iσj
−v˜je−iσj r˜je−iσ˜j
)
, (5.16)
Uj =
(
t˜je
iθ˜jI u˜je
iθjσ′
−u˜je−iθjσ′ t˜je−iθ˜jI
)
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with
v˜j = xj/pjW, u˜j = yj(1− 2v˜2j )−1/2/pjW
pj =
(
1 +
a˜j − b˜j
W (a+ − a−)
)1/2(
1 +
a˜j−1 − b˜j−1
W (a+ − a−)
)1/2
,
r˜j = (1− v˜2j )1/2, t˜j = (1− u˜2j)1/2
and θj , θ˜j, σj , σ˜j ∈ [−π, π). Define also
dη˜j = (2π)
−4ρ(xj , yj)dxj dyj dθj dθ˜j dσj dσ˜j , dη˜ =
n∏
j=−n+1
dη˜j. (5.17)
Note that ∫
dη˜j =
(
1− e−W 2(a+−a−)2/4)2 ≤ 1.
We need
Lemma 7.
Φ˜k1,...,kp(a, b) :=
〈 p∏
j=1
(
S
(
R˜kj · P−n
)
− S(P−n)
)
·
n∏
i=−n+1
(1− 2|(V˜i)12|2)
〉
η˜
= Φk1,...,kp(a, b) +O(e
−cW 2), (5.18)
where 〈. . .〉η˜ means the integration over dη˜ and
R˜kj =
−n+1∏
l=kj
Q˜l.
The proof of the lemma can be found in Sec. 6.
Denote
sj = 1−
(
1 +
a˜j − b˜j
W (a+ − a−)
)(
1 +
a˜j−1 − b˜j−1
W (a+ − a−)
)
. (5.19)
Expanding Vj, Uj of (5.16) with respect to sj we get
Vj =
(
V˜j(0) 0
0 V˜ j(0)
)
+
xj
W
· gv(sj) ·
(
V 1j 0
0 V
1
j
)
+
x2j
W 2
∞∑
r=1
(
V
(r)
j 0
0 V
(r)
j
)
srj ,
Uj = Uj(0) + yj
W
· hu(sj) ·
(
0 eiθjσ′
−e−iθjσ′ 0
)
+
y2j
W 2
∞∑
r=1
(
U
(r)
j 0
0 U
(r)
j
)
srj ,
where
gv(sj) = (1−sj)−1/2−1, hu(sj) = (1−2x2j/W 2)−1/2
((
1− sj
1− 2x2j/W 2
)−1/2
−1
)
. (5.20)
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Here V˜j(0), Uj(0) are unitary matrices (and hence ‖V˜j(0)‖ ≤ 1, ‖Uj(0)‖ ≤ 1),
V˜ 1j =
(
0 eiσj
−e−iσj 0
)
, ‖V˜ (r)j ‖ ≤ Cr, ‖U˜ (r)j ‖ ≤ Cr (r = 1, 2, . . .),
and {V˜ (r)j }, {U˜ (r)j } are diagonal matrices.
Since the integrals of eimθj equal 0 for m 6= 0 and 2π for m = 0, we conclude that if we
replace the coefficients in front of eiθj and e−iθj with the bounds for their absolute values,
then, after the averaging with respect to θj , the resulting coefficients in front of s
k
j will
grow. The same is true for the integral with respect to σj . Moreover, for xj ∈ (0,W/2)
gv(sj) ≺ g1v(s∗j) :=
C1
1− C2s∗j
,
hu(sj) ≺ h1u(s∗j ) :=
C3
1− C4s∗j
where Cl, l = 1, . . . , 4 are n-independent constant and
s∗j =
a˜j + b˜j + a˜j−1 + b˜j−1
W (a+ − a−) +
(a˜j−1 + b˜j−1)(a˜j + b˜j)
W 2(a+ − a−)2 .
Hence,
Φ˜k1,...,kp(a, b)− Φ˜k1,...,kp(0, 0)
≺
〈(
Prodp(x, σ)Prodp(y, θ)− 1
) n∏
j=−n
(
1− 2x
2
j
W 2
+
x2j
W 2
· s
∗
j
1− s∗j
)〉
xj ,yj ,σj ,θj
,
where
Prodp(x, σ) =
∏∣∣∣1 + xj
W
eiσjs∗jg(s
∗
j) +
x2j
W 2
s∗jg(s
∗
j)
∣∣∣2p,
Prodp(y, θ) =
∏∣∣∣1 + yj
W
eiθjs∗jh(s
∗
j ) +
y2j
W 2
s∗jh(s
∗
j)
∣∣∣2p
and g(t) and h(t) are the function of the form C1/(1− C2t) with positive n-independent
C1, C2 (we denote the set of such function by L[t]).
In addition,〈 x2kj
W 2k
〉
xj
≤ k!
(a+ − a−)2kW 2k ,
〈 y2kj
W 2k
〉
yj
≤ k!
(a+ − a−)2kW 2k ,
and thus we conclude〈
Prodp(x, σ) ·
n∏
j=−n
(
1− 2x
2
j
W 2
+
x2j
W 2
· s
∗
j
1− s∗j
)〉
xj ,σj
≺
∏(
1 +
p
W 2
s∗jg1(s
∗
j ) +
p2
W 2
(s∗j)
2g1(s
∗
j)
2
)
,〈
Prodp(y, θ)
〉
yj ,θj
≺
∏(
1 +
p
W 2
s∗jh1(s
∗
j)+
p2
W 2
(s∗j)
2h1(s
∗
j)
2
)
,
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where g1, h1 ∈ L[t]. Hence, we obtain
Φ˜k1,...,kp(a, b)− Φ˜k1,...,kp(0, 0) ≺
[∏(
1 +
p
W 2
s∗jf1(s
∗
j) +
p2
W 2
(s∗j )
2f1(s
∗
j )
2
)
− 1
]
(5.21)
+
[∏(
1 +
2
W 2
+
1
W 2
s∗j
1− s∗j
)
− 1
]
with some f1 ∈ L[t].
Set
Π3 =
p∏
j=1
(
1 +
a˜kj − b˜kj
(a+ − a−)W
)
, Π3,∗ =
p∏
j=1
(
1 +
a˜kj + b˜kj
(a+ − a−)W
)
.
Then Lemma 2 and (5.21) yield∣∣∣〈(Φ˜k1,...,kp(a, b)− Φ˜k1,...,kp(0, 0)) ·Π1 · Π2 ·Π3〉
0
∣∣∣ (5.22)
≤
〈(∏(
1 +
2p
W 2
sjf1(sj) +
p2
W 2
s2jf1(sj)
2
)
− 1
)
·Π1,∗ · Π2,∗ · Π3,∗
〉
0,∗
+
〈(∏(
1 +
2
W 2
+
1
W 2
s∗j
1− s∗j
)
− 1
)
· Π1,∗ · Π2,∗ ·Π3,∗
〉
0,∗
+ e−Cn/W
Since p ≤ Cn/W , we have 2p/W 2 ≤ W−1, p2/W 2 = o(1). In addition, Π3 has degree
p < Cn/W , |Π3| ≤ (1 + δ)p. Hence, we can write〈(∏(
1 +
2p
W 2
sjf1(sj) +
p2
W 2
s2jf1(sj)
2
)
− 1
)
·Π1,∗ · Π2,∗ · Π3,∗
〉
0,∗
≤ (1 + δ)p
〈(
exp
{ n∑
i=−n
(Cp
W 2
· a˜i + b˜i
W
+
p2c
W 2
· a˜
2
i + b˜
2
i
W 2
)}
− 1
)
· Π1,∗ · Π2,∗
〉
0,∗
≤ eδp
〈(
exp
{ n∑
i=−n
(Cp
W 2
· a˜i + b˜i
W
+
p2c
W 2
· a˜
2
i + b˜
2
i
W 2
)}
− 1
)2〉1/2
0,∗
·
〈
Π21,∗ · Π22,∗
〉1/2
0,∗
,
where Π1, Π2 are the products of the Taylor’s series for exp{ϕ+(a˜j/W )} and for
exp{ϕ−(b˜j/W )}, and Π1,∗, Π2,∗ are obtained form Π1, Π2 by changing the coefficients to
their absolute values.
The second factor is 1+o(1) (see Lemma 2(i)). Moreover, taking the Gaussian integral
of the first factor, we obtain
〈(∏(
1 +
2p
W 2
sjf1(sj) +
p2
W 2
s2jf1(sj)
2
)
− 1
)
· Π1,∗ ·Π2,∗ · Π3,∗
〉
0,∗
≤ eδp
(
exp
{cp2n
W 3
}
− 1
)
≤ eδp
(
exp
{cpn2
W 4
}
− 1
)
.
Similarly,
〈(∏(
1 +
2
W 2
+
1
W 2
s∗j
1− s∗j
)
− 1
)
· Π1,∗ · Π2,∗ · Π3,∗
〉
0,∗
≤ eδp
(
exp
{ cn
W 4
}
− 1
)
.
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Thus, since p < Cn/W , in view of (5.22), we get
Cn/W∑
p=1
(C1)
p
p!Np
∑
k1,...,kp
∣∣∣〈(Φ˜k1,...,kp(a, b)− Φ˜k1,...,kp(0, 0)) · Π1 · Π2 · Π3〉
0
∣∣∣
≤ exp{C1eδ+C2n2/W 4} − eC1eδ +
(
exp
{ cn
W 4
}
− 1
)
·
(
eC1e
δ − 1
)
= o(1). (5.23)
If p ≫ n/W , then 1/√p! ≪ e−Cn/W , and hence we can replace 〈. . .〉0 with 〈. . .〉0,∗ (see
Lemma 1) and then take the absolute value under the integral and get the bound
eC1n/W ([
√
Cn/W ]!)−1
∞∑
p=CN/W
(C2)
p/
√
p! = o(1).
Let us prove now that
Φ˜k1,...,kp(0, 0) =
〈 p∏
j=1
(
S(R˜kj(0)P−n)−S(P−n)
)
·
n∏
i=−n+1
(1− 2|V˜i(0)12|2)
〉
η˜
= o(1). (5.24)
For the simplicity let us write
R˜0k := R˜k(0), Q˜
0
k1 := Q˜k1(0), V˜
0
i := V˜i(0).
Note that S(P ) ∈ [0, 1] for P ∈ S˚p(2), and thus∣∣1− 2S(P )∣∣ ≤ 1,∣∣S(P1)− S(P2)∣∣ ≤ 1, P1, P2 ∈ S˚p(2), (5.25)∣∣1− 2|V˜i(0)12|2∣∣ ≤ 1.
Hence, we have∣∣∣Φ˜k1,...,kp(0, 0)∣∣∣ ≤ 〈∣∣∣S(R˜0k1P−n) − S(P−n)∣∣∣〉
η˜
≤
〈(
S(R˜0k1P−n) − S(P−n)
)2〉1/2
η˜
. (5.26)
In addition, 〈(
S(R˜0k1P−n)− S(P−n)
)2〉
η˜
=
〈((
S(R˜0k1−1P−n)− S(P−n)
)
(5.27)
+ S(Q˜0k1)
(
1− 2S(R˜0k1−1P−n)
)
+H
(
Q˜0k1, R˜
0
k1−1
))2〉
η˜
,
where
H(P,Q) =
∑
l 6=s
P1lQl2P 1sQs2 +
∑
l 6=s
P1lQl4P 1sQs4. (5.28)
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Since it is easy to check that〈((
S(R˜0k1−1P−n)− S(P−n)
)
+ S(Q˜0k1)
(
1− 2S(R˜0k1−1P−n)
))
H
(
Q˜0k1 , R˜
0
k1−1
)〉
η˜
= 0,(5.29)〈
H
(
Q˜0k1 , R˜
0
k1−1
)2〉
η˜
≤ C〈v˜k1(0)2〉η˜k1 + C〈u˜k1(0)2〉η˜k1 ≤ C1/W 2, (5.30)〈
S(Q˜0k1)
2
(
1− 2S(R˜0k1−1P−n)
)2〉
η˜
≤
〈
S(Q˜0k1)
〉
η˜k1
≤ C/W 2, (5.31)∣∣∣〈S(Q˜0k1)(S(R˜0k1−1P−n)− S(P−n))(1− 2S(R˜0k1−1P−n))〉
η˜
∣∣∣ ≤ 〈S(Q˜0k1)〉
η˜k1
≤ C/W 2.
This, (5.25) and (5.27) yield〈(
S(R˜0k1P−n)− S(P−n)
)2〉
η˜
≤
(
S(R˜0k1−1P−n)− S(P−n)
)2〉
η˜
+ C/W 2 ≤ . . . ≤ CN/W 2 = o(1). (5.32)
Now (5.26) and (5.32) give (5.24).
Therefore,
Cn/W∑
p=1
(C1)
p
p!Np
∑
k1,...,kp
∣∣∣〈Φ˜k1,...,kp(0, 0) · Π1 ·Π2 · Π3〉
0
∣∣∣
≤
√
CN
W 2
Cn/W∑
p=1
(C1)
p(1 + δ)p
p!
≤
√
C1N/W 2 = o(1),
which together with (5.23) completes the proof of Lemma 6.
Thus, we can change F (a, b, Q) to F (0, 0, I) in (5.7), and then integrate over η, ac-
cording to (5.9). We obtain
Σ± = 2N6N−1W−6N+4e−2Nc0
∫
S˚p(2)
∫
|a˜j |,|b˜j|≤W 1−κ
µc+(a)µc−(b)
× exp
{
−
n∑
j=−n
ϕ+(a˜j/W )−
n∑
j=−n
ϕ−(b˜j/W )
} n∏
j=−n+1
(
1− 2
W 2∆j∆j−1
)
(5.33)
× e− i2ρ(λ0) TrP ∗−nL4P−n ξˆ4 ∆2−n∆2nd ν(P−n)
n∏
q=−n
da˜q db˜q(1 + o(1))
Integrating over P−n by the Itsykson-Zuber formula (see Proposition 2) and using Lemma
2, we get finally
Σ± =
2N6N−1e−2Nc0 ·DS(π(ξ1 − ξ2))
W 6N−4
∫
|a˜j |,|b˜j|≤W 1−κ
n∏
q=−n
da˜q db˜q · µc+(a)µc−(b)
× (a+ − a− + (a˜−n − b˜−n)/W )2(a+ − a− + (a˜n − b˜n)/W )2(1 + o(1)) (5.34)
=
8π4ρ(λ0)
4e−2Nc0(24π)N ·DS(π(ξ1 − ξ2))
3W 6N−4
∣∣∣det−1(−∆+ 2c+
W 2
)∣∣∣(1 + o(1)).
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5.2.2 Σ+ and Σ−.
In this section we prove that the integrals Σ+ and Σ− over Ω+δ and Ω
−
δ have smaller orders
than Σ±.
Lemma 8. For the integral Σ+ over the domain Ω
+
δ of (1.14) we have, as W →∞
|Σ+| ≤ CW−2|Σ±|.
The same is valid for the integral Σ− over the domain Ω
−
δ .
Proof. Consider Ω+δ (Ω
−
δ is similar). Returning to xj , yj, wj1, wj2 coordinates (see (2.2)),
we can write that Ω+δ corresponds to the set
Ω˜+δ =
{
xj , yj, wj1, wj2 : xj , yj ∈ Uδ(a+), |wj1| ≤ δ, |wj2| ≤ δ
}
.
Change variables as
xj = a+ +
x˜j
W
, wj1 =
w˜j1
W
,
yj = a+ +
y˜j
W
, wj2 =
w˜j2
W
.
This yields
Σ+ =
12NC(ξ)−1
π2NW 6N
∫
|x˜j |,|y˜j|≤W 1−κ
dx˜ dy˜
∫
|w˜j1|,|w˜j2|≤W 1−κ
dℜw˜1 dℑw˜1 dℜw˜2 dℑw˜2
× exp
{
−
n∑
j=−n+1
(
(x˜j − x˜j−1)2/2 + (y˜j − y˜j−1)2/2 + |w˜j1 − w˜1,j−1|2 + |w˜j2 − w˜2,j−1|2
)}
× exp
{
− 1
2
n∑
j=−n
((
a+ +
x˜j
W
+
iλ0
2
+
iξ1
Nρ(λ0)
)2
+
(
a+ +
y˜j
W
+
iλ0
2
+
iξ2
Nρ(λ0)
)2)}
× exp
{
−
n∑
j=−n
(|w˜j1|2/W 2 + |w˜j2|2/W 2)}
×
n∏
j=−n
((
a+ +
x˜j
W
− iλ0
2
)(
a+ +
y˜j
W
− iλ0
2
)− |w˜j1|2 + |w˜j2|2
W 2
)
,
which gives after some transformations
Σ+ =
12Ne−ipi(ξ1+ξ2)
π2NW 6Ne2Nc0
∫
|x˜j |,|y˜j|≤W 1−κ
dx˜ dy˜
∫
|w˜j1|,|w˜j2|≤W 1−κ
dℜw˜1 dℑw˜1 dℜw˜2 dℑw˜2
× µc+(x˜) · µc+(y˜) · µc+(
√
2ℜw˜1) · µc+(
√
2ℑw˜1) · µc+(
√
2ℜw˜2) · µc+(
√
2ℑw˜2)
× exp
{
−
n∑
j=−n
(iπξ1
N
· x˜j
W
+ φ+(x˜j/W ) +
iπξ2
N
· y˜j
W
+ φ+(y˜j/W )
)}
× exp
{ n∑
j=−n
Φ+(x˜j/W, y˜j/W, w˜j1/W, w˜j2/W )
}
,
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where a˜+ = a+ − iλ0/2 and
Φ+(x, y, w1, w2) = log
(
1− |w1|
2 + |w2|2
(x+ a˜+)(y + a˜+)
)
+
|w1|2 + |w2|2
a˜2+
. (5.35)
Set
dµ˜γ =µc+(x˜)µγ(y˜)µγ(
√
2ℜw˜1)µγ(
√
2ℑw˜1)
× µγ(
√
2ℜw˜2)µγ(
√
2ℑw˜2) dℜw˜1 dℑw˜1 dℜw˜2 dℑw˜2,
and let 〈. . .〉µ˜γ and 〈. . .〉0,µ˜γ be an expectation with respect to dµ˜γ over R6N or over
[−W 1−κ,W 1−κ]6N respectively. Computing the integral ∫ dµ˜c+ we get
Σ+ =
(24π)Ne−ipi(ξ1+ξ2)det−3D
W 6Ne2Nc0
〈
Prod1(x) · Prod2(y) · Prod3
〉
0,µ˜c+
,
where Prodl(x) and Prod3 are the products of Taylor’s series of exp{−iπξlx˜j/(NW ) −
φ+(x˜j/W )}, l = 1, 2 and exp{Φ+} respectively, and
D = −∆+ 2c+
W 2
.
Since according to Lemma 2 we have〈
Prod1(x) · Prod2(y)
〉
0,µ˜c+
= 1 + o(1),
and (see Lemma 1)
det−1D ≤ CW,
we are left to prove that〈
Prod1(x) · Prod2(y) ·
(
Prod3 − 1
)〉
0,µ˜c+
= o(1). (5.36)
Note that the series for exp{Φ+} starts from the third order. Therefore, repeating almost
literally the proof of Lemma 5 of [17], we can prove that〈
exp
{ n∑
j=−n
Φ+(x˜j/W, y˜j/W, w˜j1/W, w˜j2/W )
}
− 1
〉
0,µ˜c+
= o(1).
The key point of Lemma 5 of [17] was Lemma 6. The only difference in the proof of
Lemma 6 of [17] is that now g is a polynomial of all variables together x˜j , y˜j, ℜw˜j1,ℑw˜j1,
ℜw˜j2,ℑw˜j2. But again we can change 〈. . .〉0,∗ to 〈. . .〉∗, then write〈
exp
{∑
j
g(x˜j, y˜j, w˜j1, w˜j2)
}〉
∗
− 1
≤
∑
i1
〈
g(x˜i1, y˜i1, w˜i11, w˜i12) · exp
{∑
j
g(x˜j, y˜j, w˜j1, w˜j2)
}〉
∗
,
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and apply the Wick theorem until we get 〈exp
{∑
j
g(x˜j, y˜j, w˜j1, w˜j2)
}
〉∗ or until the num-
ber of steps become bigger then sκ, which is the number such thatW
−κsκ ≤W−2 (see Step
2). Now we are integrating over dµ˜ℜc+, i.e., over all variables together, and so each vertex
of the multigraph H corresponding to some site j consists of six parts coming from the
degree of each variables x˜j , y˜j, ℜw˜j1,ℑw˜j1, ℜw˜j2,ℑw˜j2. This means that some pairing are
forbidden (for example, between vertices corresponding to (ℜw˜1i1)2x˜i1 and (ℑw˜2i2)2y˜i2),
and some different pairing can correspond to the same multigraph, but since the number
of such pairing is finite (since we make the finite number of steps), it does not change
the proof (recall that matrix M∗ = −△ + ℜγ/W 2 are the same for each set of variables
{x˜j}, {y˜j}, {ℜw˜j1}, {ℑw˜j1}, {ℜw˜j2}, {ℑw˜j2}).
To derive Lemma 5 of [17] from Lemma 6, we should change |xj/W |3 in the bound of
each addition of Σ0k to |s(w)2jxj/W 3| or |s(w)2jyj/W 3|, where s(w)j = ℜwj1, ℑwj1, ℜwj2
or ℑwj2 (note that each summand in the Taylor’s series of exp{Φ+} has s(w)2j/W 2 and
xj/W or yj/W ), and use
|s(w)2x/W 3| ≤ p
−1x2 + ps(w)4/W 4
2
instead of
|x|3 ≤ p
−1x2 + px4
2
(see eq. (4.23) in [17]).
Then using Lemma 2 we can prove (5.36), thus Lemma 8.
This together with Lemma 5 yield Lemma 4.
6 Auxiliary result
Proof of the Proposition 2. Statement (i) is the well-known Harish Chandra/Itsykson-
Zuber formula. Its proof can be found , e.g., in [13], Appendix 5.
To prove (4.13) note that one can diagonalize X by unitary transformation and keep Z
and T fixed. Indeed, consider any unitary matrix U which diagonalize X . Since U ∈ U(2),
it has the form
U =
(
cosϕ · eiθ1 sinϕ · eiθ2
− sinϕ · eiθ3 cosϕ · ei(θ2+θ3−θ1)
)
. (6.1)
Moreover, we can shift U by any diagonal unitary matrix U1. Choose U1 such that
U0 = UU1 =
(
cosϕ sinϕ · eiα
− sinϕ · e−iα cosϕ
)
.
Then
U0σU
t
0 = σ,
and thus(
U0 0
0 U0
)
F
(
U0 0
0 U 0
)∗
=
(
U0XU
∗
0 w2 U0σU
t
0
−w2U 0σU∗0 U 0X tU t0
)
=
(
Xˆ w2σ
−w2σ Xˆ
)
.
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Hence, changing X → U∗0 XˆU0 (the Jacobian is π/2(x1 − x2)2) and using (i), we obtain
It(G) =
π
2
∫
ΩY
∫
U(2)
e−
t
2
Tr (U∗0 XˆU0−D)2−t|w2|2(x1 − x2)2Φ(Xˆ, w2)dXˆ dw2 dw2 dµ(U0)
=
π
2t
∫
ΩY
e−
t
2
Tr (Xˆ−D)2−t|w2|2 · x1 − x2
d1 − d2 ·
(
1− e−t(x1−x2)(d1−d2))Φ(Xˆ, w2)dXˆ dw2 dw2
=
π
2t
∫
ΩY
e−
t
2
Tr (Y−D)2 · TrY L
d1 − d2 ·
(
1− e−t·Tr Y L·(d1−d2))Φ(Y )dY,
where
Y =
(
x1 w2
w2 x2
)
, L =
(
1 0
0 −1
)
, dY = dXˆ dw2 dw2, ΩY = {Y : F ∈ Ω}.
Now diagonalizing Y by the unitary transformation V , writing
Tr V ∗Yˆ V L = (y1 − y2)(1− 2|V12|2)
and again using (4.9), we get finally
It(G) =
π2
4t
∫
Ωˆ
∫
U(2)
exp
{
− t
2
Tr (V ∗Yˆ V −D)2
}
· 1− 2|V12|
2
d1 − d2
×
(
1− exp
{
− tTr V ∗Yˆ V L · (d1 − d2)
})
(y1 − y2)3dy1 dy2 dµ(V )
=
π2
4t2
∫
dy1 dy2 exp
{
− t
2
Tr (Yˆ 2 +D2)
}
· Φ(Yˆ ) · (y1 − y2)
2
(d1 − d2)2
×
[
et(y1d1+y2d2) ·
(
1− 2
t(y1 − y2)(d1 − d2)
)
+ et(y1d2+y2d1) ·
(
1 +
2
t(y1 − y2)(d1 − d2)
)]
,
which, taking into account the symmetry of Ωˆ, yields (4.13). Integral (4.12) can be
computed straightforward. 
Proof of Lemma 7. Note that all non-zero moments of measure dη can be ex-
pressed via expectations of v2sj := |(Vj)12|2s, u2lj := |(Uj)12|2l. In addition, according to
Proposition 2,
〈v2sj u2lj 〉ηj = 12q−1j
1∫
0
v2s+1j u
2l+1
j e
tj(1−2v2j )(1−2u2j )/2−tj/2(1− 2v2j )2duj dvj
= 24q−1j
1∫
0
duj
1/
√
2∫
0
dvj v
2s+1
j u
2l+1
j e
tj(1−2v2j )(1−2u2j )/2−tj/2(1− 2v2j )2
=
24q−1j
W 4p4j
pjW/
√
2∫
0
vj dvj
pjW
√
1−2v2j /p2j∫
0
uj duj
( vj
Wpj
)2s
·
( uj
Wpj(1− 2v2j/W 2p2j)1/2
)2l
× exp {− (a+ − a−)2(v2j + u2j)} · (1− 2v2jW 2p2j
)
= 〈v˜2sj u˜2lj ·
(
1− 2v˜2j
)〉η˜j +O(e−C1W 2),
26
where ηj , qj and tj are defined in (5.8), and in the third line we have changed tjv
2
j →
(a+ − a−)2v2j , tj(1− 2v2j )u2j → (a+ − a−)2u2j .
Now let Ek be the averaging with respect to the product of the measures dη˜j for j
from (−n + 1) to (−n+ k) and the measures dηj for j from (−n+ k + 1) to n. Thus, if
Ψk1,...,ks =
s∏
j=1
S(RkjP−n),
then it suffices to estimate ∣∣∣Ψ˜0k1,...,ks − Ψ˜2nk1,...,ks∣∣∣ ≤ e−cW 2
for s ≤ p, where
Ψ˜ik1,...,ks = Ei
{
Ψk1,...,ks
−n+i∏
j=−n+1
(1− 2v˜2j )
}
.
Note that ∣∣∣Ψ˜0k1,...,ks − Ψ˜2nk1,...,ks∣∣∣ ≤ 2n∑
i=1
∣∣∣Ψ˜i−1k1,...,ks − Ψ˜ik1,...,ks∣∣∣.
In each summand we write for γ = i− 1, i (we assume that all kj ≥ (−n + i))
Ψ˜γk1,...,ks = Eγ
{ s∏
j=1
S
(
R−n+i−1Q−n+i(R∗−n+iRkjP−n)
) −n+γ∏
j=−n+1
(1− 2v˜2j )
}
= Eγ
{ s∏
j=1
∑
l=2,4
|
∑
α,α′=1,...,4
(R−n+i−1)1α(Q−n+i)αα′(R∗−n+iRkjP−n))α′l|2
−n+γ∏
j=−n+1
(1− 2v˜2j )
}
=
{ ∑s+1
k,l=1Ck,lEγ{|(V−n+i)12|2k|(U−n+i)12|2l}, γ = i− 1,∑s+1
k,l=1Ck,lEγ{|(V−n+i)12|2k|(U−n+i)12|2l(1− 2v˜2−n+i)}, γ = i,
where the coefficients Ck,l are the same for γ = i and γ = i − 1 and can be bounded by
Cs, since |(R−n+i−1)1α| ≤ 1 and |(R∗−n+iRkjP−n))α′l| ≤ 1, l = 2, 4. Moreover, since
|Ei−1{|(V−n+i)12|2k|(U−n+i)12|2l}
−Ei{|(V−n+i)12|2k|(U−n+i)12|2l(1− 2v˜2−n+i)}| ≤ Csk!l!e−CW
2
,
we obtain∣∣∣Ψ˜0k1,...,ks − Ψ˜2nk1,...,ks∣∣∣ ≤ nCp1 (p!)2e−CW 2 ≤ neC2(n logn)/W e−CW 2 = O(e−C2W 2).
This yields Lemma 7. 
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