In this paper, we studied semantic vector space models which represents each word in real-valued vector for Korean. We conducted an experiment on Korean word representations for word analogies and word similarity in which a global vectors model, a continuous bag-of-words (CBOW) model as well as a skip-gram (SG) model are compared. We built an evaluation corpus which consisted of 70 target words and 819 pairs of Korean words for word similarities and word analogies, respectively. For the word similarity task, we obtained the Pearson correlation coefficient of 0.3133 compared with the human judgement in GloVe, 0.2637 in CBOW and 0.2177 in SG. For the word analogy task, the overall accuracy rate of 67% in semantic and syntactic relations was obtained in GloVe, 66% in CBOW and 57% in SG.
Introduction
Measuring and representing the semantic similarity of words has been one of the most fundamental issues in natural language processing. To achieve the goal, vector space models have been widely used to represent each word as a real-valued vector. The vector keeps track of the context (co-occurring words, for example) in which target terms appear in a large corpus as proxies for meaning representations, and apply geometric techniques to these vectors to measure the similarity in meaning of the corresponding words (Clark, 2014; Erk, 2012; Turney and Pantel, 2010) . Thus if the vectors of two words are close to each other, it can be said that they are semantically similar to each other. Due to its simplicity superiority, these vector space models have many useful applications, such as information retrieval (Manning et al., 2008) , document classification (Sebastiani, 2002) 1) From committees, we received comments that other tests with applied field tests such as named entity recognition or dependency parsing. We agree with the comments and will conduct the test in our further study.
There are two major model families for learning vector space representations of words: global matrix factorization methods and local context window methods. The former is latent semantic analysis (LSA) (Deerwester et al., 1990 ) and the latter the skip-gram model by Mikolov et al. (2013c) . Despite their successful applicability in diverse fields, it is currently observed that the two leading models have problems: global matrix factorization methods show relatively poor performance on a word analogy task and local context window methods do not involve corpus statistics.
Along these lines, Global Vector model is suggested as a solution to the problem. GloVe proposes a specific weighted least squares model, which is designed to train on global word-word co-occurrence counts. For a word similarity task, it is observed that the GloVe's performance is far better than the prior models.
While a number of studies on English word embedding models have been conducted and still under way, there have been no attempts to examine the potential of vector space representation for Korean language so far. This is important to note in light of possibility that GloVe can be valid in Korea as well.
Hence, the current study aims to examine whether the Global Vector model is applicable to Korean data as a universal learning algorithm. With the purpose in mind, we will briefly review the previous studies using GloVe and Word2Vec models in Section 2. Section 3 and 4 will each present the details of our experiment conducted in this study and its results. Section 5 will discuss main findings of the present study and draw a conclusion. We utilized the source code for the GloVe model at http://nlp.stanford.edu/projects/glove/.
The GloVe Model

Global Vectors Model
Global Vectors (henceforth GloVe) is an unsupervised learning algorithm for obtaining vector representations for words. It represents each word w V ∈ W and each context c ∈
VC as d-dimensional vectors x and c as in the equation below:
We use F(w,c) to denote the number of co-occurrences of pair (w,c). input is future and history words, and the result is classifying the current (middle) word. To be specific, the model predicts the current word based on the context. Instead, skip-gram models predict surrounding words given the current word. In other words, utilizing the current word as an input, skip-gram models predict words within a certain range before and after the current word.
Experimental Setup
Corpus Construction
We trained GloVe on our own Korean corpus which we constructed for this study. In Korea, the Sejong Corpus (a.k.a.,
The Korean National Corpus, The National Institute of Korean xmax as 100 and α as 3/4 for their study so that we also used these parameters in our experiment. 
Word Synthesis
In a pilot study for the experiment, we learned that it would be necessary to synthesize words with the same roots. As Lee et al. (2015) pointed, Korean is different from English as it is a agglutinative language. To be specific, as shown in Table 2 above, English noun 'boy' can have a limited number of its derived form such as a plural form ('boys', for example). Whereas, Korean noun 'pap'
can have significantly a larger number of derived forms ('pap-i
is because Korean allows a word to have multiple particles such as suffixes, and postpositions among others. This is important as in computational process, they will be recognized as different individual words although its semantic notion is same (or almost similar).
Based on this idea from the pilot study, we conducted the word synthesis process. As given in Figure 1 We built two types of word-vector mapping: one which underwent the vector synthesis process and one which was given the raw vector values by the corpus training. The results by two different mapping types were compared on a word similarity task.
Results and Analysis
Evaluation methods
To evaluate whether GloVe was successfully trained on our Korean data, we administered an experiment on a word similarity task and a word analogy task. Based on the findings )' pair is shown to be same with the one between 'namphyeon 남편 ( )' and 'anay 아내 ( )' pair because of gender difference. In the same way, we also build pairs for the latter, such as ' Hence we removed one of these four words and gave that query to our trained vector model.
A word similarity task was evaluated by comparing the human judgements with vector similarity values. By comparing their statistical correlations, we can justify the existence of positive relationship between human score and automatic vector score.
If a word analogy query containing three words a, b, c is given, we find the word d, which has the closest vector value to wbwa + wc, where wi is the vector value of the word i, and examined whether word d was the answer we expected.
Word similarity task
We present results on the word similarity task in Figure 2 .
Before the word synthesis process, Spearman rank correlation coefficient was the highest on dimension 100 and Pearson rank correlation coefficient was the highest on dimension 500;
whereas both Pearson and Spearman rank correlation coefficients were highest on dimension 500 after the word synthesis process. In the current study, Pearson rank correlation coefficient was higher than Spearman in all word categories except for entailment category. It can be followed by lack of divergence in human judgement. Despite a variety in cosine-similarity value, human scores could not reflect a subtle difference between words. This results in monotonous variance in human judgement and several ties.
Best performance was achieved from Pearson correlation in dimension 500 with vectors synthesized. Figure 3 shows the results of word2vec model, SG and CBOW at that circumstance.
As in the result of Pennington et al., (2014), GloVe outperformed SG and CBOW model.
Word analogy task
The word analogy task was conducted in two ways. One was to comparing the results of semantic-syntactic tasks between word2vec and GloVe. The other was comparing the similarity calculation methods, 3COSADD and 3COSMUL in GloVe-chosen circumstance. For the 3COSADD method, we answered the question "a is to b as c is to __?" by finding the word d whose representation wd is closest to wb w a + wc according to the cosine similarity. We additionally used 
(Y = 0.001 is used to prevent division by zero)
For semantic analogy task, 3COSADD method in dimension 1000 results the highest score, and for syntactic analogy task, 3COSADD method in dimension 50 results the highest score.
The result is given in Figure 4 and 5 2) .
2) One of our committees commented that vector dimensions are correlated with the size of corpus and vocabularies. We agree with the comments and will conduct an experiment reflecting that in the further study. In a syntactic analogy task, it was observed that the optimal number of dimensions was 50. If the number of dimensions was less or more than the optimal one (15 and 200, for example), wrong results were gained. To be specific, as shown in Table 4 , while higher dimension succeeded in getting correct stems and failed in choosing the correct particles, lower dimensions failed in finding correct stems and further produced words with intuitively similar meanings as outputs.
The results of the word2vec model in a semantic and syntactic task are shown in Figure 6 : the former was administered in dimension 500 and the latter in dimension 50.
The 3COSADD method was used for both tasks. The highest scores were obtained in CBOW for the semantic task and in GloVe for the syntactic task. Overall, the accuracy of three models (GloVe, CBOW, and SG) were 67%, 66%, and 57%, respectively. Figure 6 . Accuracy on the word analogy task of word2vec and GloVe model.
Conclusion
In the current study, we conducted experiments on GloVe, continuous bag-of-words, and skip-gram models with the aim to examine their applicabilities to Korean. In designing the experiments, we first built our own Korean corpus with the sufficient size of vocabulary. Based on the Korean language's distinctive features, we also administered a word synthesis process. As a result, for a word similarity task, it was observed that Pearson correlation coefficent was 0.3133 in GloVe, 0.2637 in CBOW, and 0.2177 in SG. For a word analogy task, GloVe resulted in 67% accuracy with compared to 66% in CBOW and 57% in SG. Hence, these results show that GloVe model outperformed word2vec model in both word similarity and word analogy tasks. Based on these results, we can prove that GloVe model can be utilized as an effective tool for calculating semantic similarity of Korean words and further discover linear relationships among them. 
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