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Los métodos automáticos para la detección de enfermedades de las plantas de arroz son vitales 
para la protección de cultivos contra los agentes de infecciones virales, como el virus Hoja Blanca 
(hoja blanca) (RHBV), que es transmitido por el vector plano Thagosodes orizicolus y prevalece en 
América Latina causando severas pérdidas de rendimiento en el arroz. Dado que los programas de 
mejoramiento de arroz clásico se basan en costosos y lentos protocolos de detección, existe la 
necesidad de alternativas como la selección de variedades de arroz a través de fenotipos basados 
en imágenes. Las imágenes multiespectrales aéreas proporcionan una forma rápida y no destructiva 
de escanear plantas en regiones enfermas y han sido utilizadas por varios investigadores para 
clasificar los niveles de síntomas en el perfil espectral de una planta. Sin embargo, las imágenes 
están sujetas a distorsiones durante la adquisición, compresión, transmisión y procesamiento. Estos 
deterioros de imagen afectan el rendimiento de los algoritmos de clasificación que apoyan la 
búsqueda de variedades de arroz resistentes. El objetivo de esta investigación es analizar y corregir 
el impacto de las distorsiones de imágenes multiespectrales en las tasas de clasificación / detección 
de los programas de mejoramiento de arroz RHBV. Comparamos la calidad de imagen de dos 
ortomosaicos. Métodos de mezcla (algoritmos de mezcla de mosaico y promedio) y un algoritmo de 
compresión Lempel-Ziv-Welch (LZW). Realizamos análisis comparativos de rendimiento de tres 
algoritmos supervisados de aprendizaje automático en tres escenarios diferentes: imágenes 
prístinas, imágenes borrosas y Compresión LZW. La Máquina de vectores de soporte (SVM), 
Random Forest (RF) y k-Nearest Los métodos de los vecinos (kNN) no fueron significativamente 
diferentes en su capacidad para separar a los susceptibles de clases no susceptibles, pero los 
mejores clasificadores SVM mostraron una mejor sensibilidad en las tasas de 0,74 (SVM), 0,71 (RF) 
y 0,68 (KNN). El rendimiento de todos los algoritmos ML fue negativo. Afectado por la distorsión de 
desenfoque, pero no fue afectado por la distorsión LZW. La calidad de las imágenes multiespectrales 
se evaluó para detectar distorsión borrosa en multiespectrales. imágenes para cambiar a un modelo 
ML pre-entrenado SVM (0.77) bajo esta condición de distorsión. La evaluación se llevó a cabo en 
diferentes bandas espectrales (azul, verde, rojo, borde rojo e infrarrojo cercano) y la evaluación de la 
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Automatic methods for the detection of rice plant diseases are vital for crop protection
against agents of viral infections, such as rice Hoja Blanca (white leaf) virus (RHBV), which
is transmitted by the planthopper vector Tagosodes orizicolus and it is prevalent in Latin
America causing severe yield losses in rice. Since classical rice breeding programs rely on
expensive and time-consuming screenings protocols, there is a need for alternatives such as
rice variety selection through image-based phenotyping. Aerial multispectral imaging pro-
vides a fast and non-destructive way of scanning plants in diseased regions and has been
used by various researchers to classify symptom levels on the spectral profile of a plant. Ne-
vertheless, images are subject to distortions during acquisition, compression, transmission,
and processing. These image impairments affect the performance of classification algorithms
that support the search for resistant rice varieties. The goal of this research is to analyze
and correct the impact of multispectral image distortions on the classification/detection ra-
tes of RHBV rice breeding programs. We compared the image quality of two orthomosaic
blending methods (mosaic and average blending algorithms) and one compression algorithm
Lempel-Ziv-Welch (LZW). We carried out comparative performance analysis of three super-
vised machine-learning algorithms under three different scenarios: pristine images, blur and
LZW compression. The Support Vector Machine (SVM), Random Forest (RF) and k-Nearest
Neighbor (kNN) methods were not significantly different in their ability to separate suscep-
tible from non-susceptible classes, but SVM best classifiers showed a better sensitivity rates
0.74 (SVM), 0.71 (RF) and 0.68 (KNN). The performance of all the ML algorithms was ne-
gatively affected by the blur distortion but it was not impaired by the LZW distortion. The
quality of the multispectral images was evaluated to detect blur distortion in multispectral
images to switch to a SVM pre-trained ML model (0.77) under this distortion condition.
The evaluation was carried out in different spectral bands (blue, green, red, red-edge and
near-infrared) and the evaluation of near-infrared (NIR) band provided a better prediction
of the quality of the classification task.
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1. Introduction
Agriculture researchers require to analyze many traits of thousands of plants across the
crop growth cycle. The need to evaluating different environments and to carry out replica-
ted trials makes more severe the problem of assessing multiple traits on large populations.
[Singh et al., 2016]. Phenotyping has driven passionate efforts by the plant biologists and
engineers to implement innovative machinery in field phenotyping. An instance of that is
high-throughput image-based phenotyping, which has unlocked novel projections for non-
destructive field-based plant phenotyping for many plant traits, comprising physiological,
biotic (pest and diseases) and abiotic (heat, drought, flooding, nutrient deficiencies) stress
traits [Deery et al., 2014, White et al., 2012].
Figure 1-1.: RHBV symptoms
Rice ‘Hoja Blanca’ virus (white leaf) is one of the most intricate, baffling, inspiring and re-
markable pathosystems come upon on the field of plant virology [Morales and Jennings, 2011].
The disease is triggered by the rice Hoja Blanca virus (RHBV), which is transmitted by the
planthopper vector Tagosodes orizicolus. RHBV gained more attention in the mid-1950s,
when it appeared in the state of Florida, intimidating rice production in the southeastern re-
gion of the United States [Atkins et al., 1957]. However, RHBV was first perceived in the rice
fields of the Cauca Valley state of Colombia, around 1935 [Garces-Orejuela et al., 1958]. The
disease has been reported in rice (Oryza sativa L.) growing countries in the Americas, inclu-
ding Belize, Brazil, Colombia, Costa Rica, Cuba, Dominican Republic, Ecuador, El Salvador,
French Guyana, Guyana, Honduras, Nicaragua, Mexico, Panama, Peru, Puerto Rico, Suri-
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nam, United States and Venezuela [Garces-Orejuela et al., 1958, Morales and Niessen, 1985,
Morales and Jennings, 2011]. Epidemics of RHBV occur infrequently, but with tragic results
regarding rice yields. Losses have been assessed at a country level to be as high as 50
- 100 % of the crop [Jennings, 1963, Vargas, 1985]. The symptoms in the rice plants are
chlorotic streaks that can merge and cause the leaves to turn yellow or white (See figu-
re 1-1). When young plants are diseased, they are stunted, and in severe infections, the
leaves turn necrotic, and finally, the plants die [Morales and Niessen, 1983]. Besides its im-
portant spatial propagation capacity, the main apprehension of agricultural scientists and
rice growers was the substantial yield losses that this disease could induce in susceptible
rice cultivars, as a result of reduced photosynthetic capacity, plant dwarfing, and grain steri-
lity [Everett and Lamey, 1969, Morales and Niessen, 1985, Lamey and Everett, 1967]. Mo-
reover, it has been informed that RHBV infection predisposes rice to Helminthosporium
oryzae and grain discoloration [Lamey and Everett, 1967]. There is indirect evidence that
rice infested by RHBV may be more susceptible to other diseases.
The development of plant resistance to both viruses and insects has been an effective stra-
tegy to combat this disease. The International Center for Tropical Agriculture (CIAT) and
the Latin American Fund for Irrigated Rice (FLAR) are developing resistant rice germplasm
to RHBV. This process requires the reliability testing of the new rice genotypes under the
influence of the biotic stress RHBV. CIAT evaluates an average of 20,000 genotypes yearly
from national and international plant breeding programs. The evaluation of the phenotypes
is carried out in the field, under artificial inoculation to guarantee that the insect (see, fi-
gure 1-2) transmits the virus on the plants under evaluation. Given the vast scale of the
evaluation process, it serves as screening to discard sensitive materials. The remaining ones,
that is to say, those that appear to be resistant to the disease, are evaluated in more specific
tests and under controlled greenhouse conditions. The evaluation of affected and unaffected
plants is done on a visual scale with three main disadvantages: the bias of the evaluator,
the lengthy time, and the elevated cost. Current approaches to image-based high through-
put phenotyping such as the use of aerial images acquired by UAV are objective, fast and
affordable alternatives to standard phenotyping.
Recently, different automatic classification methods have been used to classify remote-sensing
data and plant observations. Artificial neural networks and support vector machines are po-
werful machine learning techniques for supervised classification in plant disease research such
as in image-based plant disease detection [Sladojevic et al., 2016], recognition of plant disea-
ses by leaf images [Mohanty et al., 2016] and identification of rice leaf blast using remote-
sensing imagery [Yuan et al., 2016, Kobayashi et al., 2016]. Previous works using image-
based technologies in the evaluation of RHBV are not known.
Generally, images suffer from various kinds of degradations that come not only from the
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Figure 1-2.: Artificial Inoculation of Insects
imaging system but also from environmental factors determined by the atmosphere and the
weather. The image quality concerns each step of remote-sensing data processing procedure
such as restoration, enhancement, fusion, and compression. Image quality is also directly
related to the accuracy and reliability of the information acquired from remote-sensing sen-
sors. In an image based phenotyping applications, the image quality of remote-sensing data
is visually assessed by a human being, and it is under the influence of subjectivity. Due
to the substantial remote-sensing data volume, the subjective image quality assessment by
human beings is unfeasible. In traditional image quality assessment (IQA) algorithms, in-
dividual subjective scores are the ground truth. However, in this application, the ground
truth should be driven by the application, and generated according to the degree of impact
of the distortions on image classification. Regrettably, the lack of automated and accurate
image recognition for phenotyping creates a bottleneck that hinders the understanding of
basic plant biology.
Given the previous issues, this work addresses the following research questions:
How to devise a method to assess the classification/detection rates of biotic stress in
RHBV phenotyping tasks?
What is the impact of common multispectral image distortions (i.e., geometric and
radiometric degradations) on the classification/detection rates of Hoja Blanca virus in
rice phenotyping?
How to integrate perceptual-quality aware features into the classification of resistant
rice varieties concerning Hoja Blanca virus to discriminate between susceptible and
resistant rice varieties robust to image quality degradation?
This document is structured as follows: Section 2 presents a methodological framework that
serves as a basis for the implementation of this research. Section 3 describes the main findings
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of this work. Finally, section 4 presents the conclusions of this research.
2. Materials and methods
2.1. Hardware
2.1.1. Unmanned Aerial Vehicle (UAV) and multispectral camera
The aerial platform in this project consists of a DJI S1000 professional octocopter 1(see figu-
re 2-2a). Its time flight is 15 minutes. The A2 flight control system uses the controller unit
at its core, which is connected to the inertial measurement unit (IMU), GPS-COMPASS,
power management unit (PMU) and Electronic Speed Controller (ESC). The A2 autopilot
system was programmed for autonomous navigation using PC Ground Station 2 through a
data link of 2.4Ghz. PC Ground Station contains software tools such as Photogrammetry, F
channel controller, and General Purpose servo action configuration that permitted to plan
the UAV path, and configure the PWM output channel and ports to trigger the Camera
during the flight.
Figure 2-1.: Typical Plant Reflectance (brown) and Filter Tramissitivity (blue, green, red,
purple-rededge and black-nearinfrared). From: Micasense
The UAV was equipped with a multispectral camera RedEdge (Micasense Inc., Seattle, Wa-
shington, USA, see figure 2-2b) that consists of a multiple camera array with specific spectral




sensor to a narrow band of wavelengths, as shown in figure 2-1. The combination of filters
enables the system to sense spectral signatures that identify plant conditions. The sensors
contain 1.3 megapixel CMOS and provide images of size 1280 × 960 pixels. The camera is
equipped with a Micasense GPS (U-blox, Thalwil, Switzerland) that provides location and
time information for geo-referencing aerial photos. Micasense recommends automatic gain
and exposure (AGC) mode which are designed for aerial data collection. The AGC rules
prevent blurring in most cases by first increasing imager gain, and avoid over-exposure of
bright subjects.
2.1.2. Reflectance calibration panel
Multispectral cameras measures reflected light in different spectral bands using different
filter configurations. Without a calibration process, the data captured on different days or
at different times of the day can not be accurately compared. For radiometric calibration
and image quality assessment of remote sensing systems, it is necessary to characterize the
spectral response of easily recognizable objects in a scene such as a gray calibration board.
Micasense RedEdge cameras include a single calibrated panel that can be used to calibrate
acquired reflectance values. The panel images allow to compensate for different lighting
conditions, a black–gray–white grayscale board with known reflectance values was placed in
the field during flights for further image calibration. This grayscale calibration panel met
the requirements for further radiometric calibration including (1) the panel was spectrally
homogenous, (2) it was a near Lambertian and horizontal surface, (3) it covered an area
several times larger than the pixel size of the images, and (4) it covered a range of reflectance
values [Smith and Milton, 1999]. The calibration panel (Group 8, Provo, Utah, USA, see
figure 2-2c) used in this study had eight levels of gray that range from 85 % being white to
3 % being black, printed on matte vinyl. This surface made possible to choose several dark
and bright regions in the images to provide a more accurate regression for further radiometric
calibration analysis. For ground-truth validation, photos of the calibration panels were taken
in the field during a UAS flight using the Micasense RedEdge multispectral camera on the
DJI S1000+. For validation, spectral measurements of every calibration target were taken
using ASD HandHeld 2 Pro spectroradiometer (ASD Inc., Boulder, CO, see figure 2-2). The
instrument digitizes spectral values to 16 bits with a wavelength range of 325-1075 nm, a
wavelength accuracy of 1 nm with a fiber optics of 25 deg (aperture) full conical angle.
2.1.3. Ground control points
At the beginning of field trial, 12 ground control points (GCP) were placed around the
experimental field and measured using a Real-Time Kinematic (RTK) Global Navigation
Satellite System (GNSS). The GCPs were made from a square container (30cm2), filled with
cement and buried in the ground. The GCPs was painted black and yellow (see figure 2-2e)
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(a) DJI s1000 (b) Micasense RedEdge
(c) Reflectance Calibration Panels (d) South G1 RTK GNSS
(e) GCP (f) ASD Handheld 2 Spectrometer
Figure 2-2.: Hardware system
to provide easy identification. To achieve centimeter accuracy, we mapped each GCP using
a South Galaxy G1 RTK GNSS (South Surveying & Mapping Instrument Co., China, see
figure 2-2d), with a horizontal and vertical precision of 8 mm + 1 parts per million (ppm)
and 15 mm + 1 ppm respectively. The geographical coordinate system used in this work was
MAGNA-SIRGAS / COLOMBIA WEST ZONE EPSG:3115 which is suitable to calculate
distances and angles in plane coordinates.
2.1.4. Field data collection
The trial site was located at the International Center for Tropical Agriculture (CIAT) in
Palmira, Valle del Cauca, Colombia. To study the rice genotypes more resistant to RHBV,
FLAR agronomic staff sowed on October 20, 2017 an experimental augmented design compo-
sed of a set of 4588 non-replicated genotypes with a set of resistant and nonresistant ground
truth genotypes every 50 lines was sown on October 20, 2017. Each material was planted
in a linear design where each frame corresponds to a row of approximately 40 cm long by
15 cm wide, the separation between plots was 15 cm transverse and 20 cm lateral, and the
separation between blocks was 50 cm. The vector insects were released under normal condi-
tions on November 11, 2017, and virus evaluation was performed by two trained observers
on 13 December 2017. The FLAR evaluative methodology was implemented using a five
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levels quantitative scale where 1 corresponds to less than 10 %, 3 to 11-30 %, 5 to 31-50 %, 7
to 51-70 % and 9 refers to 71-100 % of plot plants with virus symptoms. The intra-observer
Spearman correlation coefficient was 0.80. The dataset was discretized into two classes: the
objective class called “susceptible”was composed of scores 7 and 9 while the remaining ones
(1, 3 and 5) integrated the class “not susceptible”. Subsequently, the data was filtered ob-
serving the class-score agreement of both observers using an XNOR logic gate. This process
allowed to filter 154 data samples and the final data distribution is simplified in the table
2-1 where a variety is any plant that will be reproduced reliably from seed and a line is a
plant which is produced from the repeated self pollination (inbreeding) of plants stemming
from a cross. Lines are not inherently stable so should not be called or named as a variety
until the point at which they become predominately stable.
Class Distribution No Susceptible Susceptible Proportion
Check Varieties 138 198 0.7 : 1
Breeding Lines 3799 299 12.71 : 1
Table 2-1.: Data distribution summary
The image acquisition carried out on the same period of visual evaluation as is shown in table
2-2. A UAV flight plan in which the aerial vehicle reaches a height of 20 m was designed with
lateral and frontal overlapping of 75 % providing images with a ground sampling distance
(GSD) of 1.31 cm/pixel. We took the field measurements within different hours to augment
the trainig dataset and increase the power of generalization of machine learning models
in different illumination conditions and solar zenith angle. Additionally, another flight was
made on at the beginning of the crop cycle as a reference for the process of plot-level data
extraction. This process allowed the acquisition of 860 (132 per band) geo-referenced images
per flight at 12 bits resolution.
Dataset ID Date Time Clouds
PM1 12/12/2017 1:48 PM Cloudy
AM1 13/13/2017 10:04 AM Scatter
PM2 13/13/2017 02:55 PM Clear
PM3 13/13/2017 03:11 PM Clear
Table 2-2.: Datasets summary
2.2. Software
In this research, a UAS-based data analysis pipeline was developed to allow high throughput
phenotyping (HTP) of large breeding nurseries. The data analysis was mainly done using
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Python scripts. To analyze hundreds of images taken by the UAS, which represents the entire
experimental area, we developed a semi-automated data analysis pipeline that completed the
following steps: (1) image preprocessing (2) generation of reflectance maps, (3) radiometric
calibration, (4) crop masking, (5) calculation of different vegetation indices and (6) plot
level data extraction from the vegetation index maps (7) data analysis and (8) image quality
assessment. The general workflow of the developed pipeline is presented in figure 2-3, and a
detailed description of each stage is presented.
Figure 2-3.: Image Processing Pipeline
2.2.1. Image Pre-processing
Camera Radiometric Calibration Model
The RedEdge radiometric calibration model transforms the raw pixel values of an image into
absolute spectral radiance values. It compensates for sensor black-level, the sensitivity of the
sensor, sensor gain, and exposure settings, and lens vignette effects. The parameters used in
the model can be read from the XMP metadata inside the TIFF file stored by the RedEdge
camera. The equation for calculating the spectral radiance L from raw pixel values p, is:
L = V (x, y) ∗ a1
g
∗ p− pBL
te + a2y − a3tey
(2-1)
Where,
p is the normalized raw pixel value
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pBL is the normalized black level value.
a1, a2, a3 are the radiometric calibration coefficients.
x, y are the pixel column and row number, respectively.
V (x, y) is the vignette polynomial function for pixel location (x, y).
te is the image exposure time.
g is the sensor gain setting (can be found in metadata tags).
L is the spectral radiance in W/m2/sr/nm
Pixel Value Normalization
The RedEdge camera collects data in 16-bit format. The radiometric model works with a
normalized pixel value (p). To estimate the normalized pixel value, divide the raw digital
numbers by 2N , where N is the number of bits in the image (In this case, divide by 65536).
This applies to both the pixel value and the black level value.
Vignette Model
The RedEdge applies a radial vignetting model to correct for the fall-off in light sensitivity
that befalls in pixels farther from the center of the image. To apply the model, we read from
the metadata cx, cy, and the six polynomial coefficients, then, we estimate the formula below
to determine a correction scale factor for each pixel intensity.
r =
√
(x− cx)2 + (y − cy)2 (2-2)






r is the distance of the pixel (x, y) from the vignetting center, in pixels.
(x, y) is the coordinate of the pixel being corrected.
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k is the correction factor by which the raw pixel value should be divided to correct for
vignetting.
x, y are the pixel column and row number, respectively.
V (x, y) is the vignetting polynomial function for pixel location (x, y).
Calibrated Reflectance Panel (CRP)
In this step, we describe how to use the single Micasense Calibrated Reflectance Panel (CRP)
to associate raw pixel values from RedEdge images to absolute reflectance (a value between
0.0 and 1.0). MicaSense offers CRP with known calibration curve linked with the visible and
near-infrared spectrum. The calibration data is given as absolute reflectance in the range of
400 nm to 850 nm (in increments of 1 nm) but can be discretized to be represented by 5
reflectance values, one for each band of the camera, by averaging the reflectance values in
the calibration curve across the band specific bandwidth. To convert raw pixel values into
reflectance, an image of the CRP acquired before an UAV flight is used. A panel image (in
this example displaying the NIR band) is shown in Figure 2-4:
Figure 2-4.: Calibrated Reflectance Panel (CRP)
To define the digital number (DN) to reflectance transfer function. First, transform the raw
pixels of the panel image to units of radiance. Next, calculate the mean value of radiance
for the pixels located inside the actual panel area of the image (the gray square to the left







Fi is the reflectance calibration factor for band i.
ρi is the average reflectance of the CRP for the ith band (from the calibration data of
the panel provided by MicaSense).
avg(Li) is the average value of the radiance for the pixels inside the panel for band i.
This factor can be used for the ith band to convert all radiance values to reflectance by
merely multiplying the radiance values of an image by the factor Fi. This same method
should be applied to each of the 5 bands separately to convert the images for each band to
units of reflectance.
2.2.2. Reflectance maps generation
Different software packages for merging aerial images are available in the market, most of
these based on the well known scale-invariant feature transform algorithm (SIFT) to extract
image key points and perform feature matching. In this research, we used the commercial
software Agisoft PhotoScan (Agisoft LLC, http://www.agisoft.com) to create reflectance
maps from a set of overlapping geo-referenced images in a semiautomatic manner using
Python. The pipeline to generate maps using PhotoScan comprises five main steps (1) the
camera alignment, (2) the importation of GCPs and geo-referencing information, (3) the
building of a dense point cloud, (4) the generation of a surface and (5) the generation of
an orthomosaic, Annex A describes each stage of the creation of geo-referenced reflectance
maps. The Gamma corrected RGB and color infrared (CIR) composites from the reflectance
maps are shown in picture 2-5. Since orthomosaics are the main source of information for
our analysis pipeline and due to the fact that in our expertise we notice that it is the process
most susceptible to artifacts and distortions we decide to compare the image quality of
two blending methods by creating reflectance maps using mosaic and average algorithms.
Additionally, the effect of LZW lossless compression algorithm was studied.
2.2.3. Empirical Line Radiometric Correction
After creating the reflectance maps, we made an empirical line radiometric calibration (ELC)
process [Staben et al., 2012] to increase the accuracy of the surface spectral reflectance ob-
tained with Agisoft using the Micasense calibration panel. To find the relationship between
uncalibrated UAS multispectral imagery and surface reflectance values measured from the
infield grayscale calibration board, we compute the mean (table: 2-3) and standard devia-
tion (table: 2-4) pixel value of the calibration panels extracted from a region of interest from
each band independently and plotted against the mean band equivalent reflectance (BER)
of panel spectra [Wang and Myint, 2015, Staben et al., 2011]:
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λmin and λmax denotes the lowest and highest wavelength of the waveband under
analysis.
ri is the spectral response function of the band at wavelength i, and
ρi means the spectroradiometer-based reflectance as measured in the field.
Panel Reference BLUE GREEN RED RED EDGE NIR
3 % 4.21 % 4.37 % 4.55 % 6.22 % 10.45 %
6 % 8.29 % 8.40 % 7.53 % 8.54 % 12.37 %
12 % 14.82 % 14.87 % 13.77 % 14.55 % 17.34 %
Table 2-3.: Mean reflectance using CRP
We use the 3 lowest values of reference (3, 6 and 12 %) to build the regression equations
for each band independently due to overexposure problems in some bands in the brightests
panels caused by Micasense AGC mode (see section, 2.1.1). In our experiments, we found
a linear relation between pixel based reflectance and their corresponding BER (theoretical)
as showed in the figure 2-6. Finally, we correct the raw reflectance maps by applying the
correction coefficient to each band as summarized in the tables 2-5 and 2-6.
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Panel Reference BLUE GREEN RED RED EDGE NIR
3 % 0.25 % 0.33 % 0.34 % 0.34 % 0.36 %
6 % 0.50 % 0.56 % 0.55 % 0.53 % 0.53 %
12 % 0.56 % 0.62 % 0.64 % 0.60 % 0.56 %
Table 2-4.: Reflectance standard deviation using CRP
Figure 2-6.: Empirical Line Calibration for NIR Band
2.2.4. Feature Extraction
The feature extraction for the classification of RHVB susceptible breeding lines is composed
of three steps. First, we mask the crop from the background, later we compute 8 different
normalized indices and finally, we extract local statistics (mean and standard deviation) from
the vegetation indices to represent each breeding plot.
Crop Masking
Crop masking is one of the most critical parameters in every imaging platform for crop
phenotyping. Here the crop mask is defined as the number of pixels covered by the canopy
from the total of the whole area’s pixels. As previusly used in [Wang et al., 2013], we used
the Green minus Red (GMR) values to segment rice canopy. The threshold of GMR was
determined by the Otsu method to perform clustering-based image thresholding [Otsu, 1979]
or, the reduction of a grey level image to a binary image. The algorithm assumes that
the image holds two kinds of pixels following bi-modal histogram (foreground pixels and
background pixels), it then computes the optimum threshold dividing the two groups so
that their combined spread (intra-class variance) is minimal, or equivalently (because the
sum of pairwise squared distances is constant), so that their inter-class variance is maximal.
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Panel Reference BLUE GREEN RED RED EDGE NIR
3 % 2.81 % 2.81 % 3.03 % 3.22 % 3.22 %
6 % 6.30 % 6.29 % 5.94 % 5.68 % 5.69 %
12 % 11.88 % 11.88 % 12.01 % 12.08 % 12.08 %
Table 2-5.: Mean reflectance using ELC
Panel Reference BLUE GREEN RED RED EDGE NIR
3 % 0.21 % 0.28 % 0.34 % 0.36 % 0.47 %
6 % 0.43 % 0.48 % 0.53 % 0.57 % 0.68 %
12 % 0.47 % 0.53 % 0.62 % 0.64 % 0.72 %
Table 2-6.: Reflectance standard deviation across the panel using ELC
Calculation of VIs
A Vegetation Index (VI) is a transformation of two or more spectral bands intended to heigh-
ten vegetation properties allowing reliable spatial and temporal comparisons of terrestrial
photosynthetic capacity and canopy architectural variations. The VIs were automatically
calculated by using a developed Python program. We explore all possible normalized VI
combination that could be extracted with the available bands. In total 9 VIs were used in
this study (Table 2-7).
Plot-level data extraction
In order to get data about each rice plot in the field, we need to extract plot-level data
from the radiometrically adjusted reflectance maps. Individual rice plot boundaries require
to be obtained and named with an assigned plot ID that determines their genomic type.
We employ a simple grid superimposed on top of the orthomosaic image as shown in figure
2-7. First, we formed polygon shapefiles for each plot with known size extracted from the
experimental field design and assigned plot ID to each plot employing the field map. To
delineate the geographic extent of the field, the python script has inputs for the coordinate
of four corners in the field: the start point of the first plot on the bottom right and the end
point of the last plot on the top left. The script starts from the bottom right and builds the
first polygon using the defined plot size, skips the gap between plots and generates the next
one until it gets to the last plot on the top left. In this approach, the plot IDs are attached
automatically. We perform a visual inspection to examine and adjust the results, we used
early season dataset instead of the evaluation data sets because of the presence of salient
features in the image (vegetation vs bare soil).
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Figure 2-7.: Grid superimposed on top of the psudocolor NIR band
2.2.5. Data Analysis Framework
Training and Validation Datasets
Table 2-1 shows the selected ground truth data (RHBV scores) survey and visual inter-
pretation using the FLAR protocols at the study site. We use check varieties to build the
training dataset because of the imbalance between No susceptible and Susceptible classes
(12.71:1) present in breeding lines in contrast with check varieties (0.7:1) also taking into
account the agronomical difference between variety and breeding line (see section 2.1.4) and
the fact that FLAR observers score the breeding lines based on check varieties behavior due
to the influence of different virulence of the vector between insect colonies. To avoid over-
fitting regarding lighting condition we use the features extracted from the check varieties of
the four datasets described in Table 2-2. Therefore, from each variety separately we use the
remaining data samples (breeding lines data records) to build the validation datasets.
Optimization and Performance Assessment of the Classification Models
In this study, we carried out a comparative analysis of the performance of the Random Fo-
rest (RF) [Breiman, 2001], Support Vector Machine (SVM) [Cortes and Vapnik, 1995], and
k-nearest neighbors (k-NN) [Fix and Hodges, 1951] algorithms with different combinations
of features and model parameters selected by k-fold cross-validation to find the best combina-
tion to classify RHVB susceptible breeding lines from orthophotos that come from different
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blending and illumination conditions. We carried out a stratified 10−fold cross-validation
using data corresponding to the classes “Susceptible” and “Non-susceptible,” dividing the
data into 10 parts with approximately the same size and maintaining the ratio of data of each
class. Each model was trained using 9 folds of the data and validated with the remaining fold.
In order to evade the overfitting problem, we followed a simple recommended approach
to compare classifiers using cross-validation [Salzberg, 1997] by carrying out the classifier
parameters tuning task using only the training data. The procedure is as follows:
We built a training set T = A− k for every of the k subsets of the dataset A.
We divided the training set T into subsets t1 and t2; these subsets were used for training
and tuning respectively. The subset of features used to fine tune the classifiers are the
optimized variables selected for each model, as shown in table 3-2.
When the parameters of the classifier were tuned for maximum accuracy, we re-
ran each of the models with the initial larger training set T . We chose values of
the tuning parameters that maximizes the average of sensitivity and specificity me-
trics. This criterion is recommended for studies where omission error is undesirable
[Jiménez-Valverde and Lobo, 2007].
The classification precision indicators were calculated using the fold k as the validation
data.
Mean and the standard deviation of the precision indicators was calculated for com-
parative analysis.
In this screening process, the objective is to discard the greatest number of susceptible
breeding lines with the highest degree of precision. Because of this, the target class is sus-
ceptible, and we used as performance indicators, the value of true positive (sensitivity)
rates and the area under the curve (AUC) from the receiver operating characteristic (ROC)
[Metz, 1978, Hanley and McNeil, 1982]. We used sensitivity values to rank the ML models;
these were calculated using a confusion matrix constructed with the results obtained by clas-
sifying the verification data. However, because of the imbalance in the proportion of data
between the two classes, the result was biased toward the no-susceptible. Thus, analyzing the
performance of the models with a probability threshold of 0.5 will under-predict the occu-
rrence of the rarest class [Liu et al., 2005, Freeman and Moisen, 2008]. To avoid this effect,
we used the ROC curve to determine the corresponding optimum threshold of each classi-
fication analysis by selecting the threshold value that maximizes the average of sensitivity
and specificity. Using the newly calculated threshold value for each classification result in the
cross-validation procedure, we constructed the corresponding confusion matrices from which
sensitivity rates were calculated. The AUC value is threshold independent, which means it
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gives a value of overall accuracy based on several probability thresholds. The value of AUC
varies from 0.5 to 1.0 (a perfect fit), and we calculated it with the sci-kit learn library3.
Classification Methods
Random Forest (RF) is a robust machine learning algorithm (MLA) that is widely used to
classify imagery data for land cover classification using multispectral sensor imagery. The
method performs well when the number of predictors is greater than the number of obser-
vations and has low sensitivity when the number of irrelevant predictors is large. Support
Vector Machines (SVM) is another MLA used for classification to determine a hyperplane
(or boundary in a high dimensional space) that can divide training data into a predeter-
mined number of categories. This method is used in many remote sensing studies because
of its capacity to process small training datasets [Mountrakis et al., 2011]. The k-nearest
neighbors (k-NN) method is simple to implement and has a low training computational
cost. This non-parametric method uses the k closest training data vectors to make predic-
tions. The tree methods have been used in High-Throughput Stress Phenotyping applications
[Singh et al., 2016].
1: Random Forest: The RF method is an ensemble of classification trees in which each tree
contributes a unit−vote to determine the most frequent class according to the input data:
Cmrf (x, y) = majority vote(Cm(x))
m
1 (2-7)
where Cmrf is the predicted class from the RF classification of data record x, and Cmi(x) is
the predicted class from the classification tree mi of the data record x. Each classification
tree is constructed using a bootstrap sample of 63.2 % of the training data, while the rest
of the data is considered out-of-bag (OOB) data. When forming a split point (node) in a
tree based on certain criterion, the algorithm randomly selects a subset of variables and
searches among these variables for the best split point to classify the data. The number
of variables in each sub-set is commonly denoted as maxfeatures. The performance of this
algorithm depends on the availability of a sufficient number of trees (nestimators) generated
to converge on the value of the OOB error and the number of variables randomly sampled
as candidate variables in each node of the classification trees (maxfeatures). The OOB error
is the average of the misclassification rates computed from each sample of the OOB data
when classified by all the trees constructed without such samples. We adjusted the value of
maxfeatures, nestimators, criterion and the maxdepth of the tree by carrying classification tests
with different parameters and calculated the corresponding AUCRF value. Then, we selected
3https://scikit-learn.org/stable/
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the value that had the maximum AUCRF value.
2: Support Vector Machines: SVM is a non-parametric supervised statistical learning classi-
fier that finds a hyperplane for optimal classification by minimizing the upper bound of the
classification error. To use this method, we standardized the values of the variables in the
training data. The method maximizes the distance from the data points of two classes (in the
case of binary classification) to an optimal separation vector of a hyperplane created from
the variables [Petropoulos et al., 2012]. The hyperplane is the surface used to determine the
classification.
Given a training set (xi, yi), where yi is the class label that takes the value of –1 or 1 and xi
is the training vector of the values of the corresponding explanatory variables, a solution to










Tφ(xi) + b) ≥ 1− ζi, ζi ≥ 0 (2-9)
Where φ is a projection function of the training vector given by the kernel model used by
the analyst;w and b are the adjustable weight and bias parameters, respectively; Ci is the
penalty parameter of the error term ζ; l is the number of samples in the training dataset;
and T denotes the transpose operator. We used the radial basis function kernel that depends






(xij − xi′j)2), ρ > 0. (2-10)
where xi and x
′
i are two different training vectors of the values of the explanatory variables;xij
and x′ij are the values of the j
th explanatory variable in the ith and i′th training vectors; and
p is the total number of variables. The parameter ρ defines the extent to which the impact
of a single training example extends to determine the decision surface. On the other hand,
C trades off misclassification of training data against the number of dimensions that the
decision surface should have. These two parameters were adjusted using a grid search analy-
sis; that is, the best decision hyperplane of the largest AUCSVM value was calculated using
different values of C and ρ in a series of sequential tests.
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3: k-Nearest Neighbors: k-NN is a well-known nonparametric classification method that as-
signs a sample vector x to the class represented by the majority of k nearest neighbors whose
similarity is determined by the distance measure. As with the SVM algorithm, the values of
the variables in the training data need to be standardized to use this method. We used the
Minkowski metric to define distance:
d(xi, xj) = (
p∑
s=1
|xis − xjs|q)1/q. (2-11)
where xi is the predictor vector of length p of observation i to be classified, and xj is the
jth nearest neighbor. Euclidean distances can be determined by setting the value of q = 2.




kr = k. (2-12)
The algorithm assigns observation xi to the class r for which kr is the largest. We restric-
ted the value of k to odd values to avoid the possibility of a tie between the numbers of
neighboring training data samples of two different classes. Because the performance of this
method depends on the value of k, we adjusted its value by calculating the AUCk−NN value
of a series of classification analyses using different values of the parameter and by choosing
the value that had the maximum AUCk−NN value.
Feature Selection
Since we want to determine which among these three machine learning algorithms (RF,
SVM, k-NN) can produce the most accurate model for RHBV screening, we chose to make
such a comparison using the models produced after feature selection and using the subsets
of data produced with the most tree relevant features (visualization) and using Sequential
Forward Floating Selection (SFFS) [Pudil et al., 1994] with k fold cross-validation. Addi-
tionally, in order to take into account the full capacity of the SVM and RF algorithms to
produce highly accurate classifiers, we introduced and tested classifiers produced with all
the available features.
Sequential feature selection algorithms are a class of greedy search algorithms used to reduce
an initial d-dimensional feature space to a k-dimensional feature subspace where k < d. The
idea behind feature selection algorithms is to automatically pick a subset of features that
are most important to the problem. The purpose of feature selection is three-fold: (i) to gain
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computational efficiency, (ii) to decrease the generalization error of the model by removing
unnecessary features or noise and (iii) to improve in visualization and interpretability by
reducing to 3 dimensions. SFFS can be considered as extensions to the simpler SFS met-
hod. The floating algorithms have a supplementary exclusion or inclusion step to eliminate
features once they were included (or excluded) so that a higher number of feature subset
combinations can be examined. The SFFS is described in pseudo code below:
Input:Y = y1, y2, ..., yd
The SFFS algorithm uses the entire feature set as input, 18 dimensions (d = 18) in
our case.
Output: Xk = xj|j = 1, 2, ..., k;xj ∈ Y , where k = (0, 1, 2, ..., d)
The delivered output of the algorithm is a subset of the feature space of a specified size.
We used a subset of 3 features from a 18-dimensional feature space (k = 3, d = 18).
Initialization: X0 = Y, k = d
The algorithm is initialized with an empty set (”null set”) so that the k = 0 where k
is the size of the subset).
Step 1 (Inclusion):
x+ = argmaxJ(xk + x), where x ∈ Y Xk (2-13)
Xk+1 = Xk + x
+ (2-14)
k = k + 1 (2-15)
Go to Step 2 (2-16)
Step 2 (Conditional Exclusion):
x− = argmaxJ(xk − x), where x ∈ Xk (2-17)
ifJ(xk − x) > J(xk − x) : Xk1 = Xk − x− and k = k − 1 (2-18)
Go to Step 1 (2-19)
In step 1, we add the feature from the feature space that leads to the biggest perfor-
mance increase for our feature subset (estimated by the criterion function).
In step 2, we only exclude a feature if the resulting subset would obtain an advance in
performance. If k = 2 or an improvement cannot be obtained (i.e., such characteristic
x+ cannot be found), go to step 1; else, repeat this step.
Steps 1 and 2 are iterated until the termination rule is reached.
Termination: stop when k equals the number of desired features.
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Image Quality Assessment
Multispectral orthomosaic images often suffer from blur and compression during the re-
flectance maps generation process which can adversely influence following automatic image
analysis results on the RHBV screening process. We propose a framework that automati-
cally assess the quality of orthomosaic images. This could be used to choose between different
pre-trained machine learning models according to the type of the distortion (The model A
was trained with images considered pristine while the model B with distorted images with
blur as shown in figure 2-8). The implementation details is illustrated in sections 3.1 and
3.5 respectively. We describe an application-driven no reference IQA model for multispectral
orthomosaic images affected by possibly multiple distortions. For this purpose, we created
multiple distortion datasets of orthomosaic images impaired by blur and compression in-
duced by the average blending mode and LZW compression respectively (see orthomosaic
generation process in section 2.2.2 and A). The basis of this model is one single distortion
IQA metrics that are sensitive to blur. Unlike traditional IQA algorithms, which use the
visual scoring as ground truth, here ground truth is defined by the application, and it is
build according to the degree of impact of the distortions on the susceptible breeding lines
classification rates.
Figure 2-8.: Image quality assessment diagram
Our IQA model is based on creating a set of quality aware features from each image channel
and matching them to a multivariate Gaussian (MVG) model independently. The quality
aware features are obtained from a simple but highly regular natural scene statistic (NSS)
model [Mittal et al., 2012]. The quality of a test image is then represented as the distance
between MVG fit of the NSS features derived from the test images, and an MVG model of
the quality-aware features obtained from a set of patches extracted from one pristine ortho-
mosaic.
Processing Model
In a pioneering in-depth study of the statistics of visible light images, Ruderman remarked
that using a local bandpass filter joined with a non-linear operation to a natural image has a
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decorrelating and Gaussianizing effect [Ruderman, 1994]. Given that highly successful IQA
models have used this property to measure distortions in visible light images, we examine this
Gaussianizing property further for multispectral images. Given an input luminance image,
I, its Mean-Subtracted Contrast Normalized (MSCN) coefficients are represented by:
Î(i, j) =
I(i, j)− µ(i, j)
σ(i, j) + 1
(2-20)
Over spatial indices with i ∈ {1, 2...M}, j ∈ {1, 2...N}, where M and N are the image height
and width, respectively, the constant 1 prevents inconsistencies when the denominator tends
toward zero. The factors µ and σ are weighted estimations of the local illuminance mean












ωk,l[I(i+ k, j + l)− µ(i, j)]2 (2-22)
Where ω = {ωk,l|k = K, ...,K, l = L, ..., L} is a 2D circularly-symmetric weighting function
sampled out to 3 standard deviations (K = L = 3) and re scaled to unit volume.
In the Blind/Referenceless Image Spatial QUality Evaluator (BRISQUE) model [Mittal et al., 2013],
neighboring MSCN coefficients are multiplied to generate paired product coefficients. Four
directional coefficient products are calculated at each coordinate (i, j):
H(i, j) = Î(i, j)Î(i, j + 1) (2-23)
V (i, j) = Î(i, j)Î(i+ 1, j) (2-24)
D1(i, j) = Î(i, j)Î(i+ 1, j + 1) (2-25)
D2(i, j) = Î(i, j)Î(i+ 1, j1) (2-26)
The signs of the image coefficients in equiation 2-20 have been noted to follow a fairly uni-
form structure. However, distortions disrupt this correlation structure [Mittal et al., 2013].
This variation can be captured by analyzing the sample distribution of the products of pairs
of adjacent coefficients estimated along horizontal, vertical and diagonal orientations. The
paired products are added for analyzing the directional response of both the statistical re-
gularity and disturbances for multispectral images.
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In an extension of BRISQUE named the Derivative Statistics-based QUality Evaluator
(DESIQUE) model [Zhang and Chandler, 2013], the MSCN histograms are extended by se-
ven log-derivative coefficients measured by differencing the logarithms of the magnitudes of
neighboring MSCN coefficients. The object of these coefficients is to produce higher sensiti-
vity to high-frequency noise. The next function is defined:
J(i, j) = log(|Î(i, j)|+K) (2-27)
where K is a stabilizing constant, and the log-derivative coefficients are computed as:
PD1(i, j) = J(i, j + 1)− J(i, j) (2-28)
PD2(i, j) = J(i+ 1, j)− J(i, j) (2-29)
PD3(i, j) = J(i+ 1, j + 1)− J(i, j) (2-30)
PD4(i, j) = J(i+ 1, j − 1)− J(i, j) (2-31)
PD5(i, j) = J(i− 1, j)− J(i+ 1, j)− J(i, j − 1)J(i, j + 1) (2-32)
PD6(i, j) = J(i, j) + J(i+ 1, j + 1)− J(i, j + 1)− J(i+ 1, j) (2-33)
PD7(i, j) = J(i− 1, j − 1) + J(i+ 1, j + 1)− J(i− 1, j + 1)− J(i+ 1, j − 1) (2-34)
A summary of the MSCN (f), paired product (pp) and paired log-derivative (pd) features is
presented in Table 2-8
.
Patch Selection
Once the image coefficients in equation 2-20 are estimated, the image is partitioned into 20
× 20 patches. Specific NSS features are then estimated from the coefficients of each patch.
Nevertheless, just a subset of the patches is utilized for the following idea. Considering
humans appear to more heavily weighted their judgments of image quality from sharped
image regions [Hassen et al., 2010], better quality measurements can be obtained from sharp
patches. Leaving aside the topic of the aesthetic appeal of holding parts of an image sharper
than others, any defocus blur signifies a possible loss of visual information. We use a simple
approach to preferentially select from amongst a set of natural patches those that are richest
in information and less probable to have been constrained to a limiting distortion. This subset
of patches is then employed to build a model of the statistics of natural image patches. The
variance field 2-35 has been generally disregarded in the past in NSS based image studies,
but it is a valuable source of structural image data that can be utilized to quantify local
image sharpness. Indexing the local patches with size of 100 × 100 with b = 1, 2, .., B, a
direct approach is to calculate the local average deviation of each indexed patch b as:





Where δ expresses local activity/sharpness. Once the sharpness of every patch is determined,
those holding a suprathreshold sharpness δ > T are picked. The threshold T is selected to
be a fraction p of the peak patch sharpness across the image. In our analyses, we accepted
the suggested value p = 0,75 for the training process as used in [Mittal et al., 2013]. For
testing process, the sharpness criteria 2-35 is not utilized to the patches because the lack of
sharpness in distorted images is suggestive of distortion and omitting them would derive to
an incorrect evaluation of the distortion severity.
Characterizing Image Patches
NSS features calculated from each patch describe the statistics of natural image patches
[Mittal et al., 2012]. Previous studies of NSS based image quality have proved that the ge-
neralized Gaussian distribution effectively catch the behavior of the coefficients in equation
2-20 of natural and distorted images [Moorthy and Bovik, 2010]. The generalized Gaussian
distribution (GGD) with zero mean is computed from the following equation:












ta−1etdt, a > 0 (2-37)
The products of neighboring coefficients are well-modeled as matching a zero mode asym-
metric generalized Gaussian distribution (AGGD) [Lasmar et al., 2009]:

















)γ), ∀x ≥ 0
(2-38)
The parameters of the GGD (α, β), can be estimated applying the moment-matching ba-
sed approach introduced in [Sharifi and Leon-Garcia, 1995]. The parameters of the AGGD
(γ, βl, βr) can be efficiently computed using the moment-matching based approach in [Lasmar et al., 2009].
The mean of the distribution is also useful:







All characteristics are estimated at two scales to reflect multiscale behavior, by low pass
filtering and downsampling by a factor of 2, allowing a set of 64 features (2 f, 16 pp and 14
pd per scale as shown in Table 3.4).
Multivariate Gaussian Model
A simple model of the NSS features derived from natural image patches can be achieved by
matching them with an MVG density:





(x− v)TΣ−1(x− v)) (2-40)
where (x1, ..., xk) are the NSS features, and and Σ indicate the mean and covariance matrix
of the MVG model, which are computed applying a standard maximum likelihood estimation
method [Bishop, 2012].
IQA Index
Finally, the quality of the distorted image is represented as the distance between the quality-
aware NSS feature model and the MVG fit to the features obtained from the distorted image
as employed in [Mittal et al., 2012]:
D(v1, v2,Σ1,Σ2) =
√
((v1 − v2)T (
(Σ1 + Σ2)−1
2
)(v1 − v2)) (2-41)
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[Van Beek et al., 2013]
Table 2-7.: List of VI used in this study
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FeatureID Feature Description Computation Procedure
f1 − f2 Shape and Variance GGD fit to MSCN coeffi-
cients
pp1 − pp4 Shape, mean, left, variance,
right variance
AGGD fit to H pairwise pro-
ducts.
pp5 − pp8 Shape, mean, left, variance,
right variance
AGGD fit to V pairwise pro-
ducts.
pp9 − pp12 Shape, mean, left, variance,
right variance
AGGD fit to D1 pairwise
products.
pp13 − pp16 Shape, mean, left, variance,
right variance
AGGD fit to D2 pairwise
products.
pd1 − pd2 Shape, mean, left, variance,
right variance
AGGD fit to PD1 pairwise
products.
pd3 − pd4 Shape and Variance GGD fit to PD2 pairwise
log-derivative.
pd5 − pd6 Shape and Variance GGD fit to PD3 pairwise
log-derivative.
pd7 − pd8 Shape and Variance GGD fit to PD4 pairwise
log-derivative.
pd9 − pd10 Shape and Variance GGD fit to PD5 pairwise
log-derivative.
pd11 − pd12 Shape and Variance GGD fit to PD6 pairwise
log-derivative.
pd13 − pd14 Shape and Variance GGD fit to PD7 pairwise
log-derivative.
Table 2-8.: Features summary for MSCN (f), paired products (pp), and pair log derivatives
(pd).
3. Analysis and Results
3.1. Pristine ML Model (Model A)
Table 3-1 tabulates the mean and standard deviation results using AUROC from each ML
model, obtained by the 10 fold cross-validation procedure and the optimized model para-
meters obtained from the grid search procedure for RF, SVM, and KNN machine learning
algorithms. On the other hand, table 3-2 shows the ranked variables in order of importance
to differentiate RHBV susceptible from resistant breeding lines. We can conclude that the
most critical features across all the ML models are the standard deviation values of NDVI
σNDV I followed by the mean values of µGBV I , µEGV .
Modelnumberoffeatures µAUC σAUC Model Parameters




SVM3 0.934 0.0180 kernel : rbf , C :
0,001, gamma : 0,01.
KNN3 0.913 0.017 nneighbors : 1.




SVM18 0.961 0.0145 kernel : rbf , C : 50,
gamma : 0,01.
Table 3-1.: Machine Learning Parameters (Model A - Pristine)
3.2. Sensitivity Results
Table 3-3 shows the sensitivity values obtained after testing the pristine ML models on
the breeding lines. We can observe that the model with the highest AUC and sensitivity
mean values is the SVM algorithm built with the full set of features: SVM18 (Model A). In
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Modelnumberoffeatures Feature 1 Feature 2 Feature 3
RF 3 σNDV I µGBV I µERV I
SVM3 σNDV I µGBV I µEGV I
KNN3 µBNDV I σERV I µGBV I
RF 18 NA NA NA
SVM18 NA NA NA
Table 3-2.: Selected features sets for each ML algorithm (Model A - Pristine)
contrast, the SVM model that applies the feature selection process: SVM3 had overfitting
with the lowest mean sensitivity value. This result suggests that the performance of a clas-
sifier produced by the SVM algorithm is highly related to the dimensionality of the training
dataset.
Modelnumberoffeatures PM1 AM1 PM2 PM3 MEAN STD
RF 3 0.68 0.73 0.58 0.66 0.662 0.0623
SVM3 0 0 0 0 0 0
KNN3 0.75 0.73 0.65 0.71 0.68 0.014
RF 18 0.69 0.81 0.62 0.71 0.71 0.086
SVM18 0.72 0.82 0.65 0.77 0.74 0.082
Table 3-3.: Sensitivity of classification algorithms with respect to datasets PM1, PM2, PM3,
and AM1 (Model A - Pristine)
Figure 3-1 shows the confusion matrix for the model A trained with the pristine versions
of check varieties extracted from the entire dataset described in Table 2-2, using as testing
samples the pristine version of the breeding lines subset from the concatenated dataset
summarized in Table 2-2. These results are positive since 74 % of the target class would
be correctly classified, the remaining 26 % would be poorly classified but would not come
out of the breeding process having new opportunities to be discarded. On the other hand,
in the non-susceptible class 85 % would be chosen well and only 15 % would come out from
the breeding process which is negative but it should be taken into account that in this class
there are materials with a quantitative visual scoring of 5 (intermediate).
3.3. Image quality distortion effects on classification tasks
We build 8 orthomosaics suffering from real distortions coming from the reflectance maps
generation process, including 4 orthomosaics impaired by blur distortions obtained by using
average blending mode and 4 orthomosaics affected by LZW compression (see appendix A).
Table 3-4 and 3-5 shows the distortion effects in terms of sensitivity for the Model A using
blur and LZW impairments discriminated by dataset. Finally, a compendium for all the
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Figure 3-1.: Confusion Matrix (Model A - Pristine)
breeding lines extracted from the distorted versions of the four sets available in table 2-2 is
illustrated in figures 3-2 and 3-3 respectively.
Modelnumberoffeatures PM1Blur AM1Blur PM2Blur PM3Blur MEANBlur STDBlur
RF 3 0.67 0.52 0.34 0.37 0.475 0.0151
SVM3 0 0 0 0 0 0
KNN3 0.57 0.19 0.41 0.45 0.405 0.0158
RF 18 0.17 0.17 0.22 0.29 0.212 0.0567
SVM18 0.25 0.10 0.11 0.12 0.145 0.0704
Table 3-4.: Sensitivity of classification algorithms with respect to datasets PM1, PM2, PM3,
and AM1 (Model A - Blur)
These results suggest that the performance of machine learning algorithms is negatively
affected by blur distortion as shown in figure 3-2. In contrast as shown in Figure 3-3.
This result points out that compression algorithms can compress the images at higher rates
without compromising the classification performance of the model. These results are expected
because model A uses as features means and standard deviations of vegetation indices, which
should be significantly affected by a blur effect but not by a loss-less compression.
3.4. IQA
To create orthomosaics we can use two blending modes (mosaic and average) to decide how
pixel values from various photos will be mixed in the final texture layer. Average blending
calculates the average brightness values from all overlapping pictures to deal the impact of
the bidirectional reflectance distribution that is important within low altitude wide-angle
photography [Wang et al., 2014]. On the other hand, blending pixel values applying mosaic
mode does not mix image details of overlapping photos, performing different approach with
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Figure 3-2.: Confusion Matrix (Model A - Blur)
Modelnumberoffeatures PM1LZW AM1LZW PM2LZW PM3LZW MEANLZW STDLZW
RF 3 0.70 0.73 0.58 0.66 0.667 0.065
SVM3 0 0 0 0 0 0
KNN3 0.76 0.73 0.65 0.71 0.712 0.0464
RF 18 0.71 0.81 0.62 0.71 0.712 0.0776
SVM18 0.75 0.82 0.65 0.77 0.747 0.0713
Table 3-5.: Sensitivity of classification algorithms with respect to datasets PM1, PM2, PM3,
and AM1 (Model A - LZW)
Figure 3-3.: Confusion Matrix (Model A - LZW)
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data divided into several frequency domains which are blended individually. The highest
frequency component is blended along the seamline only, each further step away from the
seamline resulting in a less number of domains being subject to blending. Multispectral ort-
homosaic has all channels of the original imagery, for multiband images, export is supported
in GeoTIFF format only. When exporting to other formats, only the primary channel will be
saved. For GeoTIFF export LZW options are available. Additionally, the file may be saved
without compression using None value on the compression type parameter.A comparative
figure of the blending modes is given in figure 3-4.
Figure 3-4.: Mosaic vs Average (Image patch of 200 × 200)
In this section, the ground-truth quality is determined using only the PM3 (see table 2-2)
cloud free dataset without compression and using mosaic blending mode, the effectiveness
of the proposed method is verified from the remaining 3 pristine and the 8 distorted ortho-
mosaic images. To visualize the clustering of the features over two scales, the the 64 feature
set (4 f, 32 pp and 28 pd) for each distortion class were projected into a 2D space using
Principle Component Analysis (PCA) as depicted in Fig. 3-5. The training pristine (green
dots in 3-5) and blur (red dots in 3-5) version images appear to cluster in this projection
only in NIR band, reasonably preserving their class groupings. A total of 32 features over 2
scales yields 64 features per image patch, projected here into 2D space using PCA. Despite
the total explained variance ratio being 0.888, distorted images cluster away from the pris-
tine images in NIR band as shown in figure 3-5.
Figure 3-6 presents the histograms of the MSCN coefficients extracted from the NIR bands
blended by mosaic (pristine) and average (distorted) modes. A remarkable characteristic is
the high sensitivity to blur distortions, which produces thinner histograms. To compute the




Figure 3-5.: (a) Blue (b) Green (c) Red (d) Red Edge (e) NIR
region of interest (ROI) of size 2000 × 2000 px from the training dataset.
Figure 3-6.: Histograms from f coeeficients extracted from NIR band.
Table 3-6 tabulates the IQA index scores (as defined in equation 2-41) according to the
dataset and distortion type, where pristine means that it was created with mosaic blending
mode. It is observed that the undistorted datasets have a low value of the IQA index which
means a shorter distance to the pristine model contrary to the blur datasets which shows a
higher IQA index value. Also, noteworthy is the fact that there is no difference in terms of
quality between pristine dataset and compressed dataset.
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TESTING DATASET INDEX PRISTINE INDEX BLUR INDEX LZW
PM1 8.44 39.41 8.44
AM1 7.31 37.42 7.31
PM2 4.10 29.32 4.10
PM3 0 27.91 0
Table 3-6.: IQA scores
3.5. Blur ML Model (Model B)
We follow the same procedure used in section 3.1 to optimize the ML models. In this case,
we use as training dataset the check varieties from the blurry orthomosaics. Table 3-7 shows
the mean, standard deviation scores and optimal model parameters from the 10 fold cross
validation procedure. Table 3-8 shows the optimized features from the feature selection
process.
Modelnumberoffeatures µAUC σAUC Model Parameters




SVM3Blur 0.939 0.0226 kernel : rbf , C :
0,001, gamma : 0,01.
KNN3Blur 0.941 0.0194 nneighbors : 1.




SVM18Blur 0.960 0.016 kernel : rbf , C : 100,
gamma : 0,01.
Table 3-7.: Machine Learning Parameters (Model B - Blur)
Table 3-9 summarizes the ML performance in terms of the recall in the objective class.
Again, the model with the highest AUC and sensitivity mean values were produced by the
SVM algorithm: SVM18Blur (Model B) but in contrast to what is illustrated in Table 3-1,
the characteristics are different (pristine vs blur). In addition, the value of the parameter C
is double in the latter case (50 vs 100). From the feature selection process, we can conclude
that the key features are the standard deviation values of NDVI σNDV I , σGRV I and σERV I .
Finally, figure 3-7 shows the confusion matrix for model B who was trained with images
affected by blur, using as testing samples the blurry version of the breeding lines subset from
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Modelnumberoffeatures Feature 1 Feature 2 Feature 3
RF 3Blur σERV I σGRV I µGRV I
SVM3Blur σNDV I µGBV I σGRV I
KNN3Blur σNDV I µBNDV I µERV I
RF 18Blur NA NA NA
SVM18Blur NA NA NA
Table 3-8.: Selected features sets for each ML algorithm (Model B - Blur)
Modelnumberoffeatures PM1 AM1 PM2 PM3 MEAN STD
RF 3Blur 0.64 0.70 0.80 0.75 0.722 0.0684
SVM3Blur 0 0 0 0 0 0
KNN3Blur 0.78 0.77 0.75 0.74 0.760 0.0182
RF 18Blur 0.76 0.72 0.76 0.80 0.760 0.0326
SVM18Blur 0.83 0.76 0.75 0.76 0.775 0.0369
Table 3-9.: Sensitivity of classification algorithms with respect to datasets PM1, PM2, PM3,
and AM1 (Model B - Blur).
Figure 3-7.: Confusion Matrix (Model B - Blur)
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all the entire dataset described in Table 2-2. We noticed an increase in the sensitivity of 4 %
compared to the presented in figure 3-1 and a reduction of the type II error of 3 % which is
positive for the classification task.
4. Conclusion
The evaluation and monitoring of RHBV are very important for food security, and RHBV
mapping is one valuable tool to accomplish them. Remote sensing is widely used to monitor
large areas of rice crops at relatively low cost and produce the necessary maps for RHBV
monitoring. This study presents an essential contribution to the selection of better classifi-
cation techniques to create more accurate maps for RHBV experimental fields.
We developed a semi-automated pipeline for data analysis of UAV imagery. The raw images
of a multispectral digital camera were pre-processed and used as the input of the image-
processing pipeline. During the mosaicking step, we found that the averaging method intro-
duces a blur effect compared to mosaic. Using an empirical line method, we radiometrically
calibrated the DN values extracted from Micasense Rededge and compared the calibrated
digital values with the reflectance values of the spectroradiometer to evaluate the compara-
bility of our data. Our results confirm that radiometric calibration is important to convert
the DN values to reflectance measurements and improve the radiometric accuracy of the
image data.
The RHBV evaluation through UAV imaging has a challenging plot size due to the low
availability of seeds in the early stages of the breeding process. We found that the field-map
based technique needs a human inspection to be accurate and fast. The advantage of this
method is that it applies to any crop types as long as the field map is provided, and also
this method is fully automated in Python.
Mapping and monitoring large areas of vegetation using remote sensing techniques is challen-
ging. Such is the case for the rice terrain, and its remaining low-density weeds and water. One
issue is the collection of good quality training data because the processes of acquisition and
processing introduce noise to the data [Ringrose et al., 1989]. Hence, robust segmentation
and classification methods are essential for mapping this type of environments. Well-known
non-parametric algorithms such as RF, SVM, and kNN which do not require prior knowledge
of the underlying probability density function. In particular, RF and SVM have been shown
to outperform KNN because they can handle large multivariate and highly collinear datasets
[Nitze et al., 2012], which are provided by multispectral (e.g., LANDSAT, SPOT) and newer
hyperspectral (e.g., AVIRIS, EO-1Hyperion) high-resolution satellite images.
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By comparing the performances of classifiers produced by the same optimization procedu-
re (See, Optimization and Performance Assessment of the Classification Models in section
2.2.5), we observed higher performances in models using all the features extracted from Ve-
getation Index rather than the optimal three extracted from the feature selection process.
The model SVM18 shows the highest mean AUC and objective class recall values in both
scenarios (pristine and blur), which suggests that using the entire feature space is helpful to
model RHBV susceptible and non-susceptible breeding lines, turning the feature selection
process useless and saving execution time.
Classification analysis using machine learning algorithms is effective depending on the qua-
lity and quantity of training data availability. An IQA process would be a highly desirable
part of the pipeline process of multispectral images to ensure that the images being analy-
zed are not distorted, and if they are, adapt the model for the distortion condition. Toward
this end, we introduced a novel application-driven IQA framework to analyze the quality of
multispectral orthomosaic images. In this document, two single distortions: blur and LZW
compression are separately evaluated. The ML and IQA models are adversely affected by
blur distortion but not by LZW compression , which is a positive characteristic concerning
storage space and classification performance.
The main contributions of this work are: (i) a new dataset of multispectral images. (ii)
an in-depth study of the orthomosaics standard operating procedures for acquistition, ort-
homosaic settings, and their extracted features to understand how different methodologies
affect the performance of ML algorithms. (iii) A new application driven IQA framework for
multispectral image classification of rice crops by deploying a single distortion metric that is
sensitive to blur distortion while insensitive to the LZW compression. The overall framework
provides an IQA solution that may prove useful for assessing blur distortions not only on
multispectral images but also on different types of orthomosaic images (RGB and Thermal).
A series of experiments which consisted in evaluating the image quality distortion effects
on classification tasks (section 3.3) and in observing how this is reflected in an IQA index
(section 3.4) confirmed that the proposed algorithm is effective and stable.
Our study provides strong evidence of the value of IQA for UAS-HTP applied to large
RHBV breeding nurseries. Further work is needed to investigate the strength of the rela-
tionship between remotely sensed derived plant phenological traits and the rice biophysical
properties collected in the field such as plant height, biomass, and yield. With the overall vi-
sion of integrating multiple measurements extracted from UAS (plant height, ground cover,
temperature etc.) with plant growth simulations to maximize the biological utility of the
estimated phenotypes new avenues will be opened to breeders for assessing RHBV. Moreo-
ver, the development of new sensors and robust imaging systems undoubtedly will continue
to improve our ability to phenotype very large experiments or breeding nurseries. When
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combined with genomic and physiological modeling, the rapid, low-cost evaluation of large
field trials in plant breeding with UAS platforms has the potential to greatly accelerate the
breeding process through more accurate and robust selections on larger populations.
A. Appendix: Generation of reflectance
maps
A.1. Camera Aligment
At this stage, PhotoScan finds key matching points between overlapping images, camera pose
estimation for each photo and builds sparse point cloud model. For alignment, PhotoScan
finds the camera position and orientation for each photo and builds a sparse point cloud
model; the software uses the SIFT algorithm to find matching points of detected features
across the photos. By default, PhotoScan estimates intrinsic camera parameters during the
camera alignment and optimization steps based on the Initial values derived from EXIF.
The following parameters control the photo-alignment procedure:
Accuracy: Highest (Highest accuracy setting upscales the image by a factor of 4. Since
tie point positions are estimated by characteristic feature points obtained from the
source images, it may be meaningful to upscale a source photo to localize a tie point
accurately. Nevertheless, this alignment rule is suggested only for very sharp image
data and often for research purposes due to the corresponding processing being quite
a time consuming.)
Pair preselection: Reference + Generic (In the Generic preselection mode, the overlap-
ping pairs of photos are selected by matching photos using lower accuracy setting first.
In the Reference preselection mode, the overlapping sets of photos are chosen based on
the measured camera positions. We switch on both options to speed up the processing
even more.)
Key point limit: 60,000 (The number indicates the upper limit of feature points on
every image to be taken into account during the current processing stage.)
Tie point limit: 4,000 (The number means the upper limit of matching points for each
image. Using zero value does not apply any tie point filtering.)
Apply mask to: disable (If a mask to key points option is selected, areas previously
masked on the photos are excluded from feature detection procedure.)
Adaptive camera model fitting: uncheck (This option allows automatic selection of
camera parameters to be included into adjustment based on their reliability estimates)
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A.2. Importing GCPs and geo-referencing
Markers are used to optimize camera positions and orientation data, which allows for better
model referencing results. To generate accurately georeferenced orthomosaic at least 10 − 15
GCPs (See figure 2-2e) should be distributed evenly within the area of interest. Generally
it is reasonable to run optimization procedure based on markers data only. It is due to the
fact that GCPs coordinates are measured with significantly higher accuracy compared to
GPS data that indicates camera positions. Thus, markers data are sure to give more precise
optimization results.
A.3. Building dense point cloud
After alignment optimization, the next step produces dense point clouds. Based on the
estimated camera positions the program calculates depth information for each camera to be
combined into a single dense point cloud. We set the following recommended values for the
parameters in the Build Dense Cloud dialog:
Quality: Higher (Defines the aspired reconstruction quality. Higher quality settings can
be managed to obtain more detailed and accurate geometry, but they require a longer
time for processing.)
Depth filtering modes: Disabled (At the stage of dense point cloud reconstruction,
PhotoScan estimates depth maps for every image. Due to some factors, like noisy,
badly focused or blurry images, there can be some outliers amongst the feature points.
To sort out the outliers, PhotoScan has different built-in filtering algorithms that solve
the challenges. If there are small critical details which are spatially defined in the
scene to be built, then it is suggested to disabled depth filtering mode, for important
features not to be classified out as outliers. This parameter may also be helpful for
aerial projects in case the area includes poorly textured roofs, for example.)
Calculate point colors: Unchecked (This option can be unchecked in case the color of
the points is not of interest. This will allow to save up processing time.)
A.4. Generation of a surface
After dense point cloud has been built, it is feasible to make polygonal mesh model from
dense cloud data. PhotoScan supports various reconstruction modes and settings, which
serve to deliver optimal reconstructions for a given data set.
Surface type: Height field (The surface mode is optimized for modeling planar surfaces.
It should be selected for aerial photography processing as it demands a lower amount
of memory and allows for larger data sets processing.)
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Source data: Dense cloud (Defines the origin for the mesh generation procedure. Dense
cloud setting will result in higher processing time but will generate the high-quality
output based on the previously reconstructed dense point cloud.)
Interpolation: Enabled (By default interpolation mode PhotoScan will interpolate some
surface areas within a circle of a certain radius around each dense cloud point. As a
result, some holes can be automatically covered.)
A.5. Generating orthomosaic
Orthomosaic is typically used for the creation of high-resolution imagery based on the source
photos and reconstructed model. The most popular application is aerial photographic survey
data processing, but it may also be valuable when a detailed view of an object is needed.
Projection type: Geographic (MAGNA-SIRGAS COLOMBIA WEST ZONE EPSG:3115)
Surface: Mesh (Orthomosaic creation based on Mesh data is exceptionally efficient for
aerial survey data processing scenarios allowing for time-saving on DEM generation
step)
Blending mode: Mosaic/Average (See section 3.4).
Pixel size: Default (The default value for pixel size refers to ground sampling resolu-
tion.)
A.6. Orthomosaic export
We set the following recommended values for the parameters in the Export Orthomosaic
dialog:
Projection type: Geographic (MAGNA-SIRGAS COLOMBIA WEST ZONE EPSG:3115)
Pixel size: 1.18 cm/px (The default value for pixel size in Export Orthomosaic dialog
relates to ground sampling resolution.)
Split in blocks: Uncheck (Split in blocks option in the Export Orthomosaic dialog can
be useful for exporting large projects).
Background color: Black/White (The default value for the orthomosaic background)
Region: Setup boundaries unchecked (To export a particular part of the project use
Region section of the Export Orthomosaic dialog).
Compression: None/LZW (See section 3.4)
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[Jiménez-Valverde and Lobo, 2007] Jiménez-Valverde, A. and Lobo, J. M. (2007). Threshold
criteria for conversion of probability of species presence to either–or presence–absence.
Acta oecologica, 31(3):361–369.
[Kobayashi et al., 2016] Kobayashi, T., Sasahara, M., Kanda, E., Ishiguro, K., Hase, S., and
Torigoe, Y. (2016). Assessment of rice panicle blast disease using airborne hyperspectral
imagery. The Open Agriculture Journal, 10(1).
[Lamey and Everett, 1967] Lamey, H. and Everett, T. (1967). Increased susceptibility of
hoja blanca virus-infected rice leaves to cochliobolus miyabeanus.
[Lasmar et al., 2009] Lasmar, N.-E., Stitou, Y., and Berthoumieu, Y. (2009). Multiscale
skewed heavy tailed model for texture analysis. In Image Processing (ICIP), 2009 16th
IEEE International Conference on, pages 2281–2284. IEEE.
[Liu et al., 2005] Liu, C., Berry, P. M., Dawson, T. P., and Pearson, R. G. (2005). Selecting
thresholds of occurrence in the prediction of species distributions. Ecography, 28(3):385–
393.
[Metz, 1978] Metz, C. E. (1978). Basic principles of roc analysis. In Seminars in nuclear
medicine, volume 8, pages 283–298. Elsevier.
[Mittal et al., 2012] Mittal, A., Moorthy, A. K., and Bovik, A. C. (2012). No-reference
image quality assessment in the spatial domain. IEEE Transactions on Image Processing,
21(12):4695–4708.
References 47
[Mittal et al., 2013] Mittal, A., Soundararajan, R., and Bovik, A. C. (2013). Making a
“completely blind” image quality analyzer. IEEE Signal Processing Letters, 20(3):209–
212.
[Mohanty et al., 2016] Mohanty, S. P., Hughes, D. P., and Salathé, M. (2016). Using deep
learning for image-based plant disease detection. Frontiers in Plant Science, 7.
[Moorthy and Bovik, 2010] Moorthy, A. K. and Bovik, A. C. (2010). Statistics of natu-
ral image distortions. In Acoustics Speech and Signal Processing (ICASSP), 2010 IEEE
International Conference on, pages 962–965. IEEE.
[Morales and Jennings, 2011] Morales, F. and Jennings, P. (2011). Rice hoja blanca: a com-
plex plant–virus–vector pathosystem. Plant Sciences Reviews 2010, page 163.
[Morales and Niessen, 1983] Morales, F. J. and Niessen, A. I. (1983). Association of spiral
filamentous viruslike particles with rice hoja blanca. Phytopathology, 73(7):971–974.
[Morales and Niessen, 1985] Morales, F. J. and Niessen, A. I. (1985). Rice hoja blanca virus.
[Mountrakis et al., 2011] Mountrakis, G., Im, J., and Ogole, C. (2011). Support vector ma-
chines in remote sensing: A review. ISPRS Journal of Photogrammetry and Remote Sen-
sing, 66(3):247–259.
[Nitze et al., 2012] Nitze, I., Schulthess, U., and Asche, H. (2012). Comparison of machine
learning algorithms random forest, artificial neural network and support vector machine
to maximum likelihood for supervised crop type classification. Proc. of the 4th GEOBIA,
pages 7–9.
[Otsu, 1979] Otsu, N. (1979). A threshold selection method from gray-level histograms.
IEEE transactions on systems, man, and cybernetics, 9(1):62–66.
[Petropoulos et al., 2012] Petropoulos, G. P., Kalaitzidis, C., and Vadrevu, K. P. (2012).
Support vector machines and object-based classification for obtaining land-use/cover car-
tography from hyperion hyperspectral imagery. Computers & Geosciences, 41:99–107.
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