We consider a spin model with both ferromagnetic interaction and Sherrington-Kirkpatrick couplings, in a high temperature region with the presence of an external field. We generalize some results obtained in the standard SK model, studying the overlap and the magnetization and the limit for the free energy. Those results show how the ferromagnetic interaction affects the behaviour of the model.
Introduction
We consider the Sherrington Kirkpatrick model with ferromagnetic interaction. The configuration space is Σ N = {−1, 1} N and the energy of each configuration σ ∈ Σ N is represented by the Hamiltonian
where {g i,j ; 1 ≤ i < j ≤ N } is a family of independent standard Gaussian random variables and h > 0 is the intensity of an external electromagnetic 1 field. The two parameters β 1 and β 2 play the role of two inverse temperatures. If β 1 = 0 the Hamiltonian is equivalent to the one of the Sherrington Kirkpatrick model. On the other hand, if β 2 = 0 the model reduces to Curie Weiss model, that is the canonical model for mean field (deterministic) ferromagnetic interaction. For this type of interaction, in which spins tend to align with the ones in their vicinity, we need a term proportional to σ i σ j in the Hamiltonian, or, equivalently, we can consider the square i≤N σ i 2 in order to write the Hamiltonian as a function of the magnetization
The partition function is given by
and the Gibbs' measure by
We will denote by f the average with respect to the Gibbs' measure of a function f : Σ N → R as well as for a function f : Σ n N → R. So
We write ν(f ) = E f where E denotes the expectation with respect to the randomness in the Hamiltonian. The high temperature regime of the SK model with external field has been widely studied (see e.g. [5] , [6] ), but the results on models with ferromagnetic interactions are scarce. The SK model with ferromagnetic interaction is a system with the difficulties due to the ferromagnetic interaction but with a familiar disorder, it appears as a first step in the study of models with this kind of interaction.
Our aim is to extend the well known results obtained in the SK model (see e.g. [6] ) to this model, trying to describe the behaviour of the model in the high temperature region. In our model, anyway, we have to consider two order parameters and not only one as in the SK model. One of them is the same one considered in the SK model, that is the overlap
where σ l , σ l are understood as two independent configurations under G N , and the other is the magnetization, defined in (1). Our first result regards the behaviour of these two quantities: we will prove that they converge in L 2 to two constants, q and µ respectively, that are the unique solutions of the replicasymmetric equations of this model:
where z is a standard Gaussian random variable. It will be natural then to obtain some extra information on the exponential moments of the quantities R 1,2 − q and m 1 − µ from which we will derive the following bounds
We will also obtain precise estimations for the second order moments of R 1,2 − q and m 1 − µ. Then we will study a quantity that is closely related to the free energy considered by physicists, p N (β 1 , β 2 ) = 1 N E log Z N and we will prove that, when the size of the system tends to infinity, p N (β 1 , β 2 ) converges almost surely to the function
Moreover we will talk about the regularity of the system and in order to understand the behaviour of the Gibbs' measure we will study the family of random variables { σ i } i=1,··· ,n . Our methods of proofs are mainly influenced by [6] , using two basic methods in spin glasses theory, the cavity method and the smart path method. However, the presence of the ferromagnetic interaction requires a careful study at each step of our computations.
Our paper is organized as follows: at Section 2 we introduce the cavity method for our model. In Section 3 we will prove that the system (2) admits a unique solution (q, µ) and we will prove the convergence of (R 1,2 , m 1 ) to it. Section 4 is devoted to the study of p N (β 1 , β 2 ). In Section 5 we will compute the moments of order 2k, k > 0, of the quantities R 1,2 − q and m 1 − µ that allow us to study the behaviour of the Gibbs' measure in Section 6. Finally in Section 7 we will give a more precise value to
in order to obtain central limit results. We will denote by K almost all constants, although their value may change from line to line.
The cavity method
With this method we reduce a system with N spins into one with N − 1 spins, creating a cavity, so we can think the last spin σ N independent from the others.
The main idea of the cavity method is to reorder in the Hamiltonian all the terms that depend on the last spin. Let ρ = (σ 1 , · · · , σ N −1 ) ∈ Σ N −1 and let
that will play the role of β 1 and β 2 in our reduced system. The Hamiltonian becomes
where
(ρ) is the Hamiltonian of the reduced system with N − 1 spins and g(ρ) is defined as
We will denote by · − the average with respect to the Gibbs' measure in Σ N −1 with reference to the Hamiltonian −H N −1 (ρ). For a function f : Σ N → R the following equality holds
where Av means average on the values σ N = ±1 and
Analougsly, for functions in Σ n N , we have
To simplify notation we will write l = σ l N . In order to construct a continuous path between the original configuration and a configuration where the last spin is independent of the others, let us define for a function f :
and
Moreover, let us write
Then, it will be simpler to compute ν 0 (f ) than ν 1 (f ) = ν(f ) and these two quantities are obviously related by
In the following lemma we show how to compute ν 0 (f ). The proof is an obvious extension of Lemma 2.4.4 in [6] .
Lemma 2.1 Let Y be the random variable defined as
So for any functions f − : Σ n N −1 → R and any subset I of {1, ..., n} we have
We now compute the derivative of ν t (f ) with respect to t.
Remark 2.3 Define
thus the following relations hold
Proof of Proposition 2.2. It suffices to prove
and then use relations (8). This proof is an extension of the proof of Proposition 2.4.5 in [6] . After a similar computation, we get
Then, using the definition of f t given in (4)
As a consequence of Proposition 2.2 we can bound
Since we can assume that |q| ≤ 1 and |µ| ≤ 1, we have |R 1,2 −q| ≤ 2 and |m 1 − µ| ≤ 2. So, from (7) we have
To conclude, we only have to integrate from t to 1.
Proof. Notice that
Using Hölder's inequality we have
Then, thanks to (7) we get that
We then use Proposition 2.4.
L 2 convergence to the parameters
Before proving that R l,l and m l converge in L 2 sense to q and µ, respectively, we will check that system (2) admits an unique solution (q, µ). Actually, it is enough to use the Banach fixed point theorem for the function
where Y is the random variable defined in (6). Now we can focus our attention on the main theorem of this section. Let us assume that from now on our high temperature region will be determined by the following relations
(10) Theorem 3.1 For β 1 and β 2 satisfying (10) and for q and µ solutions of (2), the following inequalities hold
Proof. Let f = (m 1 − µ) 2 . By simmetry we have
and using Lemma 2.1 with
Applying Proposition 2.5 with
and so
Using the same arguments for Q N we obtain
Then the problem reduces to study the system (13)-(14). Observe that hypothesis (10) and relation ( 
Study of the free energy
This quantitiy is closely related to the free energy considered by physicists, up to a scaling factor, and we call it the free energy of our system. In this section we will prove that the limit of p N (β 1 , β 2 ), when N → ∞, is the function
Theorem 4.1 If β 1 and β 2 satisfy hypothesis (10) we have
Proof. If we fix β 2 we have
Thanks to Theorem 2.4.18 proved by Talagrand in [6] , we know that
Indeed, if β 1 = 0 we are in the case of SK model with external magnetic field. Setting by B(σ) the Boltzman factor, B(σ) = exp(−H N (σ)), and taking derivative in β 1 we have
So we have to prove that
and this is an easy computation applying Theorem 3.1.
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The central result of this section is to control the moments of order 2k, k > 0 of R 1,2 − q and m 1 − µ. Notice that these bounds will permit us to prove, at the end of this section, the following bounds
Theorem 5.1 For all k ≥ 0 and for β 1 and β 2 satisfying (10) the following inequalities hold
We speak about exponential moments because Theorem 5.1 imply
Indeed, using the relation exp
We will prove Theorem 5.1 by induction, considering that we have already proved the induction step k = 1 in Theorem 3.1. The induction hypothesis is for all l ≤ k
To prove this theorem, anyway, we will need the following lemma, whose proof is an obvious extension of Lemma 2.5.2 in [6] .
Lemma 5.2 We assume (15) and k
We can now prove Theorem 5.1 Proof of Theorem 5.
Using Proposition 2.5 with n = 2,
2k+1 , τ 2 = α 2 = 2k + 2 and hypothesis (10) we have
So, using that for any numbers a, b < 1 such that a + b = 1 and x, y > 0, we have
and by similar arguments we have that
So we have to study the inequalities
If we prove that
the system becomes
and we conclude easily choosing L 0 = 128.
To prove (17) we use Lemma 2.1: it implies that ν 0 (( 1 − µ)(m
Using the inequality |x 2k+1 − y 2k+1 | ≤ (2k + 1)|x − y|(x 2k + y 2k ), Proposition 2.4 and relations (8) we have
Since (10) holds, we can assume exp(16β 2 2 + 8β 1 ) ≤ 2. So using Lemma 5.2 and the induction hypothesis we have
Similarly we have
Theorem 5.1 allows us to control ν(R 1,2 − q) and ν(m 1 − µ). Our next goal is to prove the following theorem
First, we need the following lemma:
Proof. From Proposition 2.2, Proposition 2.4 and Theorem 5.1 we have
that implies (18). To prove (19) we use Theorem 5.1 with k = 2 and we have
From now on setq
Proof of Theorem 5.3. Let f = m 1 − µ. By symmetry we have ν(f ) = ν( 1 − µ). Thanks to Lemma 5.4 we have
where ν 0 ( 1 − µ) = 0 because of Lemma 2.1. To compute ν 0 ( 1 − µ) we use (9) with n = 1 and Lemma 2.1. We have
Since (18) imply that
(20) becomes
Reasoning analogously with g = R 1,2 − q we have
So we have to compute the system
There exist two constants L and L , such that
and so ν(m 1 − µ) ≤ 4L + L .
Regularity of the system
One way of looking at the regularity of the system when N → ∞ is to investigate the limit of the laws of the random variables ( σ 1 , · · · , σ n ). In fact, one way to study the self averaging phenomenon for the model is to show that those quantities converge to some independent and identically distributed centered random variables that can be clearly identified, by analogy with the fact that the magnetization vanishes for the Ising model at high temperature. It turns out that the above sequence is formed by asymptotically i.i.d. random variables and the limit law of each one of them is the law of the random variable Y = tanh(β 2 z √ q + β 1 µ + h), where z is as usual a standard Gaussian random variable. The central theorem of this section reads as follows.
Theorem 6.1 If β 1 and β 2 satisfy (10) we can find independent standard Gaussian random variables {z i } i≤n such that
To prove it we need some preliminar results.
Lemma 6.2 Denote by q − and µ − the solutions of (2) when β 1 and β 2 are replaced by β − 1 and β − 2 defined in (3). Then for β 1 and β 2 satisfying (10) we have
Proof. Clearly
Since system (2) can be seen as β 2 ) ), .
Computing these derivatives we can conclude that
and analougsly that
Lemma 6.3
We can find a standard Gaussian random variable z, that depends only on (g i,j ) i<j≤N but it is probabilistically independent of the (g i,j ) i<j≤N −1 , such that
and let Y be the random variable defined in (6) . Using the inequalities
we have
We will prove in Lemma 6.4 that
Using the definition of z and taking expectation in (g i,N ) i≤N −1 , we have
Moreover, using Lemma 6.2 we have
and thanks to Jensen's inequality
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With a similar argument we have
The proof finishes putting together (24), (25), (26) and (27).
Lemma 6.4 For β 1 and β 2 satisfying (10) and g(c) defined in (22) we have
Remark 6.5 In the proof of Lemma 6.4 we will use Gronwall's inequality in the following way: let g(t) be a function such that
and then we can use Gronwall's inequality.
Proof. Consider g t (ρ) defined in (5) and set g t (c) in a similar way
We consider the function
where U (t) and V (t) are defined similarly, putting g t (c) instead of g t (ρ). Obviously, our aim is to check that
Then, it is enough to prove that
We begin with the study of ϕ 1 (t). The same kind of computations will be useful to study ϕ 2 (t) and ϕ 3 (t), provided that we will prove that relation (19) also holds for ϕ 2 (t) and ϕ 3 (t).
Step 1. Using symmetry we have
and thanks to (19) we have that
So it is sufficient to prove that ϕ 1 (0) ≤ K N . Using Proposition 2.2 with n = 2 and f = 1 2 and Lemma 2.1 we have
and we can conclude using (21) and Theorem 5.3.
Step 2. Study of ϕ 3 (t). For a function f : Σ n N → R, set
Using simmetry
The only difference between · t and · t is that instead of g t (ρ l ) we will have g t (c). So, (9) remains valid, provided one replaces ν t (·) by E · t , R 
To prove that (19) holds, we have to verify first that (18) also holds. We will use Remark 6.5 to prove that E
Some easy computations give that the functions
Thus, thanks to Proposition 2.4 and Theorem 3.1 we have
To show that ψ (t) ≤ Lψ(t), it is enough to use (30). We have to prove now that ϕ 3 (0) ≤ K N . Using (30) with n = 2 and f = 1 2 we have
and so ϕ 3 (0) ≤ K N .
Step 3. To study ϕ 2 (t) we will do the same things of Step 2. Set
Now, in the adapted version of (9) some of the terms R 
verify hypothesis (28). We will verify this just for the last function, considering that for ψ(t) and η(t) the previous reasoning holds. In this case, we have that for t = 0, E · 0 = E · 0 = ν 0 (·), and we obtain
Notice that
thanks to (21) and Theorem 5.3. Besides we have
On the other hand, it suffices to proceed as we did in Step 2 for ψ(t) and η(t), in order to obtain
Corollary 6.6 For β 1 and β 2 satisfying (10) we have
Proof. We will proceed as in the previous proof. Set
Clearlyφ(0) = 0, and we only need to prove that
where we defineφ 1 (t),φ 2 (t) eφ 3 (t) as in (29). Using simmetry we havê
Notice thatφ 3 (t) does not depend on t. Soφ 3 (0) = 0 and we just have to prove that
Using (9) and Lemma 2.1 we havê
Observe that from (18) we have
and using simmetry we can write
Thusφ
Then, using Cauchy-Schwarz's inequality and Theorem 3.1
To prove thatφ 2 (0) ≤ K N we proceed in a similar way. Deriving and using Lemma 2.1 we havê
We can now prove Theorem 6.1. Proof of Theorem 6.1. We will proceed by induction over n considering that in Lemma 6.3 we proved the case n = 1. We suppose that it is true for n and we will prove it for n + 1.
From Corollary 6.6 we obtain
and applying the induction hypothesis to the sistem with N − 1 spins and Hamiltonian
Using inequalities (23) and Lemma 6.2 we can write
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To conclude we use Lemma 6.3 choosing z n+1 = z:
Let us remark that z is probabilistically independent from (z i ) i≤n because these are functions of the random variables (g i,j ) i<j≤N −1 .
Second order moments computations
A first step through central limit results is to give a more precise value to
The estimates are established by our next Theorem.
where A 1 , B 1 , C 1 , D 1 , E 1 , F 1 are constants that we will define later. We need to introduce some new notations and definitions. With similar arguments we can also prove the next two propositions Proposition 7.6 Let f − : Σ n N −1 → R. Then
In a similar way we can prove all the next propositions that yield to the proof of Theorem 7.1 Proposition 7.13 If β 1 and β 2 sattisfy hypothesis (10) we have
where G 1 is such that
