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Abstract
In this document we present the distributed memory computer ARCHIPEL VolVox
IS  and dierent programming environments TROLLIUS  VOLCOM  and
VOLCOM  We measure the performances for dierent levels of these environments
as a fonction of time and dierent hardware parameters
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Resume
Dans ce rapport nous pr	esentons une mod	elisation des communications de la machine

a m	emoire distribu	ee ARCHIPEL VolVox IS  sous les environnements de program 
mation TROLLIUS  VOLCOM  et VOLCOM  Les couts de communication
des di	erents niveaux sont mod	elis	es comme une fonction du temps des param
etres de
la machine et de lenvironnement
Motscles  Archipel VolVox IS  i T Trollius VolCom
Chapitre  
Introduction
L	etude de la complexit	e des algorithmes parall
eles n	ecessite une bonne connaissance de la
machine cible et de ses environnements de programmation Une 	etude pr	ealable de la machine doit
donc etre faite pour en extraire des mod
eles pr	ecis qui permettront par la suite d	etudier de la
mani
ere la plus r	ealiste le futur comportement des algorithmes lors de leur ex	ecution
Le cout le plus p	enalisant sur une machine 
a m	emoire distribu	ee est le cout des communications
Si celles ci sont mal g	er	ees les performances dun algorithme parall
ele sen trouvent amoindries
Cette p	enalisation pouvant meme aller jusqu
a lobtention de performances moins int	eressantes que
celles obtenues sur une machine s	equentielle
Il convient donc de bien 	equilibrer les communications dans les algorithmes et si possible de
les masquer et dutiliser 
a bon escient les environnements de programmation disponibles an
dobtenir le plus rapidement possible les meilleures performances
Ce rapport est d	ecoup	e en  chapitres Dans le premier chapitre nous pr	esentons rapidement les
caract	eristiques de la machine cible Les deux chapitres suivants sont quant 
a eux consacr	es 
a une
pr	esentation pr	ecise des deux environnements de programmation et des solutions choisies dans le
domaine des communications Puis apr
es une rapide pr	esentation de la m	ethodologie de tests et du
mod
ele de communication nous pr	esentons dans les deux chapitres suivants les r	esultats obtenus
avec les di	erents niveaux des environnements test	es Pour chaque niveau et fonctionnalit	e nous
donnons un mod
ele pr	ecis qui permettra au lecteur de pouvoir pr	evoir le comportement de son
programme parall
ele

Chapitre 
La machine VOLVOX IS 
  Architecture de la machine VolVox IS
La machine ARCHIPEL VolVox IS  est une machine 
a m	emoire distribu	ee constitu	ee de 

a  nuds de calcul  nuds de calcul sur la machine test	ee et de  nuds dentr	ee
Chaque nud dentr	ee est un Transputer T utilis	e pour la connexion avec lext	erieur r	eseaux
Internet et stations SUN
Chaque nud de calcul est lui meme constitu	e dun processeur de calcul Intel i   et
dun processeur INMOS T   A lint	erieur dun nud ces processeurs sont reli	es par une
m	emoire partag	ee double port voir gure 
Tous ces nuds sont reli	es entre eux par un crossbar programmable INMOS C qui permet
de r	ealiser nimporte quelle topologie de degr	e inf	erieur ou 	egal 
a quatre
Pour de plus amples d	etails se r	ef	erer 
a la documentation Archipel 
   Le Transputer T
Le Transputer INMOS T a 	et	e le plus rapide des processeurs  bits et 	egalement le premier
processeur d	edi	e 
a la construction de machines parall
eles 
a m	emoire distribu	ee
En interne le Transputer T poss
ede une CPU et une unit	e ottante s	epar	ees une unit	e
hardware de gestion de processus deux timers une interface de gestion de la m	emoire externe une
m	emoire interne de  ko ainsi que  interfaces de communication poss	edant chacune  DMA Ces
DMA permettent au Transputer de faire des communications bidirectionnelles en parall
ele sur ses
quatre liens en meme temps que des calculs Cette fonctionnalit	e extremement int	eressante permet
de masquer les communications par les calculs La bande passante des liens est de  Mbitss
Lunit	e hardware de gestion de processus fait du Transputer un processeur multitache tr
es
performant
Ses performances scalaires sont de  Mips et de  Mops en crete
  Le processeur Intel i
Dans la course aux performances des processeurs Intel a sorti li en  Il a 	et	e baptis	e
Cray on a chip 
a son arriv	ee grace 
a des performances en crete dignes dun supercalculateur 
Mips  Mops en simple pr	ecision  Mops en double pr	ecision Ces performances font de lui
un processeur extremement int	eressant pour des calculs intensifs

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Fig     Architecture dun nud de la machine ARCHIPEL VolVox IS 
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Fig     Architecture du Transputer T dINMOS
Larchitecture est de type pipeline superscalaire ce qui lui permet de r	ealiser plusieurs op	era 
tions par cycle grace 
a des unit	es parall
eles 
Le processeur i constitue la brique de base de machines parall
eles tr
es performantes comme
liPSC la DELTA ou encore la Paragon Ce processeur est 	egalement pr	esent dans dautres
machines parall
eles 
a m	emoire distribu	ee comme lArchipel VolVox IS  o
u il est utilis	e comme
co processeur de calcul et sur des cartes additionnelles comme pour les SUNs
Le pipeline de lunit	e RISC est constitu	e de  	etages 
Li peut ex	ecuter en crete  instructions par cycle Le mode superscalaire est s	election 
nable mode double instructions Celui ci reste malgr	e tout assez dicile 
a programmer do
u des
performances r	eelles tr
es loin des performances en crete   Mops en Fortran
Ne poss	edant pas de liens avec lext	erieur li doit etre associ	e 
a un processeur de communi 
cation Mesh Routing Chip MRC sur la Paragon accessible par le biais dune m	emoire partag	ee
comme sur la machine Archipel
Li poss
ede une unit	e graphique assez performante permettant deectuer des op	erations de
Z buer et d	elimination des parties cach	ees
Contrairement au Transputer le processeur i est monotache Cela est assez p	enalisant dans
le cas de machines parall
eles en ce qui concerne la gestion des communications comme pour

liPSC Cest pour cette raison que sur la Paragon on associe 
a li d	edi	e aux calculs
un autre i g	erant les communications en liaison avec le MRC
Il faut 	egalement noter que la dicult	e de gestion des caches internes des registres et des
chemins de donn	ees ne permet pas aux compilateurs actuels de d	epasser  Mops et les routines
cod	ees en assembleur atteignent avec peine la moiti	e de la puissance en crete 

Chapitre 
Lenvironnement VOLCOM
 Presentation
Lenvironnement d	evelopp	e sur la machine VolVox par la soci	et	e Archipel fournit une plateforme
conviviale et ecace pour la programmation parall
ele VolAps constitue lensemble des logiciels de
bas niveau faisant tourner la machine VolVox VolUse est lenvironnement de programmation de la
machine il comprend VolCom VolConf Paragraph et VolXdr VolCom permet les communications
entre lhote les nuds de calcul et le syst
eme de gestion de chiers VolConf sert 
a congurer le
r	eseau des processeurs allouer les ressources et mapper automatiquement les applications sur la
machine Paragraph permet de visualiser les performances de la machine Lutilisation de VolXdr
permet d	eviter le probl
eme de la repr	esentation des donn	ees dans di	erents processeurs de lenvi 
ronnement VolVox Les routines de communications sur la machine VolVox ont 	et	e impl	ement	ees
par couches La couche sup	erieure h	erite des propri	et	es de la couche inf	erieure Donc il est pos 
sible de faire appel 
a des fonctions Low level au niveau High level linverse nest 	evidemment pas
possible
Pour de plus amples renseignements sur lenvironnement de programmation de la machine
VolVox se r	ef	erer 
a la documentation Archipel 
  Communications intraprocesseur
Comme ceci a 	et	e dit dans la section  le processeur i est mono tache Il ny a donc pas de
communications intra processeur possible Par contre le T est un processeur multitaches Il est
possible de lancer plusieurs taches sur un meme nud au moment du chargement des programmes
ou davoir une tache m
ere qui cr	ee dautres taches sur le meme nud Dans ce dernier cas les
taches cr	e	ees h	eritent du meme espace m	emoire que la tache m
ere Pour cr	eer des processus ls et
les lancer en s	erie ou en parall
ele la tache m
ere appelle les proc	edures dInmos C Toolset ProcAl 
loc ProcRun ProcPar        Elle a aussi la possibilit	e de d	enir des canaux entre ces processus
Les processus cr	e	es par un processus peuvent ainsi communiquer entre eux par linterm	ediaire de
messages Les communications 
a ce niveau sont bloquantes
 Communications interprocesseurs
Dans la machine VolVox IS  nous avons la possibilit	e de faire des communications dans
un r	eseau de i de T ou un r	eseau hybride constitu	e de T et di Dans les sections

suivantes nous expliquons bri
evement le fonctionnement de VolConf Puis nous nous int	eressons
plus particuli
erement 
a VolCom La section  concernent la premi
ere version de VolUse
	 VolConf et le syst
eme de routage
On ne peut pas parler des communications sans connatre un peu le syst
eme de routage Cest
pourquoi nous expliquons ce syst
eme dans cette section Celui ci est distribu	e 
a travers la machine
Il est constitu	e de di	erents processus appel	es Nrouter Ces processus collaborent pour le routage
des messages Le processus Nserver g	erant les entr	eessorties vers le monde ext	erieur se trouve
sur le point dentr	ee de la machine
Chaque processeur poss
ede un processus nomm	e Nrouter Ce processus controle les entr	eessorties
de chaque processeur Les entr	eessorties des processus de chaque nud passent obligatoirement
par le Nrouter associ	e 
a celui ci Chaque processus Nrouter poss
ede un tableau de routage et
un tableau didentication Pour un syst
eme 
a p processeurs le tableau de routage est constitu	e
de p lignes et p   colonnes une ligne et une colonne par processeur et une colonne consacr	ee
au processus Nserver Chaque case ij indique le lien 
a utiliser pour envoyer un message de
Nrouter i 
a Nrouter j Ce tableau est 	etabli au moment de linitialisation de lapplication Le
tableau didentication associe 
a chaque tache un Nrouter Chaque tache est associ	ee 
a au moins
un Nrouter
Prenons lexemple o
u une tache t  envoie un message 
a la tache t La tache t  est associ	ee au
processus Nrouter i Elle envoie le message 
a ce dernier Celui ci se r	ef
ere 
a sa table didentication
pour trouver j le num	ero de Nrouter associ	e 
a la tache t Puis il utilise la table de routage an de
trouver le lien 
a utiliser pour envoyer le message Si le Nrouter j est un des voisins de Nrouter i
il recevra 
a ce stade le message Sinon cest un Nrouter interm	ediaire k qui va recevoir le message
Celui ci va utiliser sa table didentication pour router le message vers le Nrouter j Ainsi le message
est rout	e au travers de la machine pour arriver au Nrouter j Grace 
a VolConf le programmeur
na plus la tache d	ecrire le chier de conguration Ceci 	elimine une source importante derreurs
au moment de la programmation
 VolCom
VolCom regroupe lensemble des logiciels g	erant des communications sur la machine VolVox
Ceci comprend des proc	edures denvoi et de r	eception des proc	edures d	etablissement des chemins
virtuels        VolCom fournit di	erents niveaux de programmation  High level Intermediate level
Low level
Au niveau High level VolCom facilite la programmation grace 
a ses multiples proc	edures de
communications Mais comme toute surcouche 	evolu	ee il implique un surcout relativement impor 
tant La programmation au niveau Low level correspond 
a lutilisation de lInmos Ansi C Toolset
Au niveau Intermediate level il y a lint	egration de quelques outils logiciels simpliant la program 
mation
Les proc	edures de communication sont identiques pour les deux niveaux Intermediate et Low
level Donc notre 	etude des performances de communications pour le niveau Low level est aussi
valable pour le niveau Intermediate 

  Niveaux Low level  Intermediate level
Ces niveaux correspondent pratiquement 
a la programmation 
a laide des outils fournis par
lInmos Ansi C Toolset 
La surcouche logicielle 
a ce niveau est tr
es faible Ce qui nous laisse envisager des performances
proches des performances mat	erielles La programmation 
a ce niveau nest par contre pas tr
es convi 
viale Pour communiquer entre les processus on doit 	etablir les canaux explicitement 
a laide des
proc	edures pr	ed	enies Ces canaux doivent etre aussi d	enis de facon coh	erente avec les possibilit	es
mat	erielles de la machine Il ny pas de proc	edure ou de m	ecanisme de multiplexage Cependant
il est possible dimpl	ementer des processus sp	eciques pour une telle r	ealisation Au niveau In 
termediate lint	egration de plusieurs outils permet le mapping entre les processus logiques les
processeurs et les connexions entre les processeurs 
  Niveau High level
Lenvironnement High level comprend une s	erie doutils logiciels Ces outils ont pour but de sim 
plier la programmation et permettre lex	ecution des programmes sur la machine parall
ele VolVox
Le niveau High level fournit un environnement de programmation plus convivial que celui du Low
level A ce niveau VolCom place automatiquement les taches sur les processeurs Le programmeur
peut donc se contenter seulement de pr	eciser les taches sans se soucier des probl
emes de commu 
nications entre elles Ceci a lavantage de rendre la programmation facile VolCom nimpl	emente
cependant pas forc	ement la topologie la plus adapt	ee Il n	etait pas possible de faire des communi 
cations non bloquantes au niveau High level dans notre version de VolCom version  Ceci rend
la programmation asynchrone impossible Ce probl
eme a 	et	e r	esolu dans la version  de VolCom
 Communications 
a partir de li
Les communications entre i et T sur un meme nud de calcul se font 
a travers la m	e 
moire partag	ee Dans la premi
ere version de VolCom il 	etait impossible dutiliser les routines de
communications pour envoyer des messages entre le T et li Ce probl
eme a 	et	e r	esolu dans la
deuxi
eme version de VolCom Les communications entre des i sur des nuds di	erents passent
par les T associ	es 
a chaque nud Les T transmettent les messages entre les nuds et les
i les recoivent 
a travers la m	emoire partag	ee

Chapitre 
Lenvironnement TROLLIUS
Cette partie bas	ee sur une 	etude du source de Trollius ne vise pas 
a pr	esenter la syntaxe des
di	erents niveaux de Trollius mais 
a en comprendre le fonctionnement interne tout en gardant 
a
lesprit que le but nal est den mesurer les performances Pour une pr	esentation plus g	en	erale de
Trollius on pourra se reporter 
a 
	 Presentation
En raison du manque doutils de d	eveloppement sur les machines multiprocesseurs 
a m	emoire
distribu	ee des chercheurs am	ericains ont d	ecid	e de d	evelopper un syst
eme dexploitation assez
souple pour pouvoir sadapter 
a un large nombre de machines pr	esentes et futures Ce projet a
d	ebut	e en  au Cornell Theory Center et continue maintenant 
a lOhio State University Le
d	eveloppement a 	et	e eectu	e sur une machine 
a base de transputers Cela a fortement marqu	e
la structure du syst
eme et 
a lheure actuelle Trollius nexiste que sur des machines 
a base de
transputers
Trollius vise 
a constituer une fondation sur laquelle se d	evelopperaient des fonctionnalit	es plus
	etendues De ce fait Trollius se veut tr
es simple Il est bati sur le mod
ele clientserveur Utilisant les
capacit	es multitaches hardware du T Trollius cr	ee un ensemble de processus syst
emes serveurs
qui sur requete du processus utilisateur renvoient un service tel quune information de routage
une allocation de m	emoire  Au cur du syst
eme se trouve le kernel qui contenu dans une taille
extremement r	eduite a pour role de mettre en rendez vous les messages
Trollius a 	et	e port	e sur li pour les machines IS  dArchipel
Pour plus dinformation sur les buts de Trollius et pour avoir un apercu de ses services se
r	ef	erer aux documents   dont cette partie sest fortement inspir	ee Pour des renseignements
plus complets se r	ef	erer 
a  
	  Inout
Toutes les communications interprocessus de Trollius seectuent physiquement avec les instruc 
tions in et out du transputer que ce soient les communications internes au transputer ou bien les
communications entre deux transputers Le processus envoyeur utilise out le processus receveur
utilise in

La syntaxe est 
inchanbufnbytes
int  channbytes!
char  buf!
outchanbufnbytes
int  channbytes!
char  buf!
o
u
chan identie le canal de communication Pour les communications entre deux processus sur un
meme transputer il doit etre initialis	e comme pointeur sur une adresse en RAM Les deux
processus doivent alors utiliser la meme adresse Pour des communications entre deux pro 
cessus sur deux transputers voisins chan doit pointer sur une adresse identiant le lien et le
sens utilis	es Lautre processus doit alors pointer sur lautre extr	emit	e du lien dans le sens
inverse Ces adresses sont x	ees par le T
buf est un pointeur sur le buer du receveur ou envoyeur
nbytes indique le nombre doctets 
a transf	erer Il doit etre le meme pour les deux processus sous
peine de blocage
Les envois et r	eceptions avec in et out sont bloquants
	 Communications intratransputer
Comme nous lavons vu dans la section  deux processus d	esirant communiquer doivent avoir
ladresse commune dun canal de communication Dans ce but ils vont eectuer tous deux une
requete aupr
es dun processus syst
eme appel	e kernel Ce processus dont ladresse du canal avec
lequel il communique est x	ee dans le source de Trollius se contente de mettre en contact les deux
processus et d	echanger leurs adresses
Trollius propose deux types de fonctions de communications
Fonctions bloquantes Le processus envoyant ou recevant reste bloqu	e tant quil na pas pass	e le
message 
a un autre processus  pour lenvoyeur ou bien tant quil na pas recu de message
pour le receveur
Fonctions non bloquantes La tentative est abandonn	ee si la communication ne peut pas avoir
lieu imm	ediatement
La di	erenciation se situe au niveau de la requete aupr
es du kernel Si le processus ny trouve
pas lautre partie et si la fonction est bloquante alors le processus est retenu par le kernel Par
contre si la fonction est non bloquante alors le processus est imm	ediatement relach	e avec un code
derreur
    qui nest pas obligatoirement le processus recevant

Lidentication des deux processus communicants se fait par deux entiers appel	es 	ev	enement
et type Les deux processus doivent avoir le meme 	ev	enement De plus 
a moins que lun des deux
types soit nul un et logique entre les deux types doit avoir un r	esultat non nul
En raison du cout dune requete Trollius ore la possibilit	e pour les deux parties de conser 
ver ladresse obtenue lors du rendez vous Cela permettra dor	enavant une communication directe
sans rendez vous pr	ealable chez le kernel Cest ce que Trollius appelle "cr	eer un circuit virtuel
 Le carnet dadresse de chaque processus est limit	e 
a seize entr	ees Le correspondant est identi 
	e par les quatres bits de poids faible de l	ev	enement utilis	e lors de l	etablissement du circuit virtuel
Notons que chaque processus systeme peut etre assimile a levenement sur lequel il se synchro 
nise An deviter toute collision avec les processus systemes lutilisateur doit se restreindre a
lutilisation des evenements positifs ou nuls
		 Communications intertransputer
Comme nous lavons vu dans la section  le transputer peut faire des communications bidi 
rectionnelles en parall
ele sur ses quatres liens Lacc
es en exclusion mutuelle des liens est assur	e par
huit processus syst
emes propri	etaires quatre dli t  et quatre dlo t 
Un processus d	esirant utiliser un lien devra dabord faire une requete aupr
es du routeur de son
nud qui lui renverra l	ev	enement correspondant au dlo t  propri	etaire du lien 
a emprunter
Notons tout de suite que le mod
ele de communication est du type store and forward
 Routage
# Le langage NaIL  La conguration de la VolVox 	etant statique sous Trollius la table de
routage est d	etermin	ee avant le boot lors de la compilation avec loutil map du chier de
conguration appel	e bnail  Le minimum 
a sp	ecier est lensemble des nuds utilis	es ainsi
que leurs connexions physiques
Lesprit dinitiative et la strat	egie de loutil map peuvent etre param	etr	es 
a loisir par luti 
lisateur Il est capable de g	en	erer un chemin de lhote vers chaque nud et vice versa et
lensemble des chemins possibles qui nont pas d	ej
a 	et	e sp	eci	es par lutilisateur
# Routeur  Lors du boot de Trollius un processus syst
eme router est cr	e	e sur chaque trans 
puter et initialis	e avec la partie de la table de routage le concernant Cette table est g	er	ee en
hash table A chaque nud destination est associ	e un 	ev	enement correspondant au processus
propri	etaire du lien 
a emprunter et un entier indiquant le type du nud destination ITB
OTB 
# La memoire cache  A chaque communication vers un nud distant il faut faire appel
au processus router pour obtenir l	ev	enement correspondant An de minimiser loverhead
chaque processus g
ere un cache Ce cache dune taille de  entr	ees est lui aussi g	er	e en
hash table Notons que la pr	esence de ce cache interdit tout changement de routage en cours
Data Link Input
Data Link Output
Par lien nous entendons un seul sens du lien physique
Node and Interconnect Language
In The Box
Out The Box
gere en FIFO

dex	ecution
 Dlidlo
Les processus syst
emes dli t  et dlo t  sont les seuls processus autoris	es 
a 	ecrire ou lire dans
leur lien respectif Mais an daccroitre les performances du syst
eme ils peuvent c	eder leur droit

a un autre processus an que ce dernier puisse 	ecrire ou lire directement sur le lien physique Le
processus syst
eme restera alors bloqu	e ie il ne r	epondra pas aux requetes 	eventuelles dautres
processus tant que le nouveau propri	etaire ne lui aura pas rendu la propri	et	e du lien
Un processus d	esirant communiquer avec un processus situ	e sur un autre transputer se synchro 
nisera donc avec le dlo t  indiqu	e par le routeur An d	eviter un interm	ediaire inutile et couteux
le dlo t  fournit au processus demandeur ladresse du lien lors du rendez vous chez le kernel
Sur le transputer receveur un dli t  recoit les informations Mais comme il ne peut pas
connaitre 
a lavance la taille du message Trollius doit accompagner chaque message dun en tete
de taille xe contenant la longueur du message contenu dans une deuxi
eme partie Cette deuxi
eme
partie est toutefois limit	ee 
a  octets Trollius alloue en eet de facon statique le buer de
dli t  car une allocation dynamique aurait entrain	e un overhead important par la n	ecessit	e dune
requete aupr
es du processus gestionnaire de m	emoire Cette limitation qui rend n	ecessaire une
paquetisation des longs messages fait apparaitre un surcout que nous quantierons
A ce niveau deux possibilit	es se pr	esentent
# Le message nest pas pour un processus local  dli t  va faire du store and forward
cest 
a dire quil recoit le message puis le renvoit vers le nud suivant apr
es avoir fait une
requete aupr
es du routeur local
# Le message est pour un processus local  dli t  va optimiser la transmission de la
deuxi
eme partie du message en c	edant la propri	et	e du lien apr
es avoir transmis len tete
Ainsi le processus receveur lira directement sur le lien la partie la plus volumineuse du
message
Lors dun transfert de message inter transputer les deux processus communiquants recoivent
la propri	et	e du lien Elle est normalement rendue au dlidlo d
es que le message a 	et	e transmis
Mais de meme que lors des communications intra transputer il est possible de cr	eer un circuit
virtuel qui permettra aux prochaines communications detre directes ie sans passage par les
dlidlo Linconv	enient majeur des circuits virtuels est quils interdisent 
a tous les autres processus
lutilisation du lien leur avantage 	etant bien entendu de r	eduire le cout des communications
	 Buerisation
Le but de la buerisation est d	eviter le blocage du processus 	emetteur Pour cela un processus
syst
eme bufferd se charge de recevoir stocker et faire parvenir 
a destination les messages ne
pouvant pas etre recu imm	ediatement par dautres processus
 IntraT	


Un message sera envoy	e vers bufferd si lutilisation dune fonction non bloquante denvoi a
	echou	e bufferd recevra et stockera alors le message puis il cr	eera un autre processus syst
eme

appel	e bfworker 
a qui il renverra le message Ce dernier est charg	e deectuer un envoi bloquant
du message bueris	e avec l	ev	enement et le type dorigine Ainsi 
a chaque message envoy	e 
a bufferd
est associ	e un processus bfworker Quand un bfworker a envoy	e son message il est mis en attente 
le surcout important du 
a sa cr	eation est donc limit	e 
a la premi
ere utilisation
Notons que si bufferd ne dispose pas de bfworker ils sont limit	es en nombre tous les messages
recus sont plac	es dans une le dattente jusqu
a la lib	eration dun bfworker Les messages ainsi
mis de cot	e sont inertes et ne tentent donc pas de se synchroniser chez le kernel
 InterT	


Une communication inter T fait intervenir deux rendez vous envoyeur dlo t  et dli t  
receveur Il y a donc une buerisation possible 
a deux endroits
envoyeur dlo t  Ce cas est simple Si le dlo t  nest pas pret alors le message est pris en charge
par un bfworker qui tente de se synchroniser avec le dlo t  comme expliqu	e ci dessus
dli t  receveur Ce cas est plus complexe On a vu quapr
es la r	eception de len tete du message
le dli t  tente de se synchroniser avec le receveur et lui c
ede alors la propri	et	e du lien pour
une transmission plus rapide du corps du message Si le receveur nest pas pret alors le dli t 
lira lui meme le corps du message sur le lien do
u un premier surcout Le dli t  retentera
ensuite un rendez vous avec le receveur et on se ram
ene alors au cas dune communication
intra T
	 Les couches de Trollius
Les di	erents niveaux de Trollius sont construits sur le principe des couches ISO Chaque niveau
ajoute des fonctionnalit	es au niveau imm	ediatement inf	erieur tout en conservant les acquis Lun des
concepteurs de Trollius parle 
a ce sujet de la technique de lognon que lon peut peler vers les plus
bas niveaux de fonctionnalit	es avec le moins doverhead  Cette technique conduit lutilisateur
on le verra 
a faire un choix entre la rapidit	e et le confort
inout Cest le niveau de base correspondant aux instructions in et out du transputer On se
reportera 
a la section  pour de plus amples informations
Kernel Le role de ce niveau est de fournir au niveau inf	erieur ladresse dun canal de communi 
cation commun aux deux parties 
a laide dune requete aupr
es du kernel Cest 
a ce niveau
que seectue la gestion des circuits virtuels Notons que ce niveau ne peut fonctionner que
si les deux processus se trouvent sur le meme nud
Datalink En accompagnant chaque message dun en tete ce niveau permet des communications
inter transputer De plus lutilisation des fonctions non bloquantes du niveau inf	erieur lui
permet de d	etourner si n	ecessaire les messages vers le processus bufferd Notons dune
part que len tete du message ouvre un circuit virtuel qui est normalement referm	e par la
deuxi
eme partie et que dautre part le routeur doit etre appel	e par lutilisateur et le message
ne doit pas d	epasser  octets
Network Ce niveau comble les deux lacunes pr	ecit	ees en appelant lui meme le routeur et en
eectuant une paquetisation des messages

Transport Ce niveau permet de communiquer en suivant une m	ethode request to send  tout ex 
p	editeur est bloqu	e tant quun receveur potentiel na pas 	emis un message dacquittement
Notons que ce niveau interdit lutilisation de circuit virtuel et impose une 	eventuelle bueri 
sation
Physical Ce niveau ne suit pas le principe des couches Il a pour but dutiliser aussi ecacement
que possible un circuit virtuel entre deux transputers voisins De ce fait apr
es avoir retrouv	e
ladresse du canal de communication il fait appel aux instructions inout du transputer
Notons que ce niveau ne fonctionne que si un circuit virtuel a d	ej
a 	et	e 	etabli 
a un autre
niveau entre deux processus situ	es sur deux transputers voisins
	 Communications 
a partir de li
Les communications entre li et le T se font par la m	emoire partag	ee et par interruptions
Lid	ee de base est que toutes les communications de li sont eectu	ees par un agent appel	e id
et situ	e sur le T noublions pas que li est monotache
On a vu dans la section  que toutes les communications inter processus seectuent avec
les instructions inout du transputer Il sut donc qu
a chaque fois que le processus de li
rencontre les fonctions inout de transmettre linstruction 
a lagent qui lex	ecute 
a sa place La
requete est plac	ee 
a un endroit x	e dans le source et lagent en est averti par interruption An de
rester en conformit	e avec le inout du transputer li reste bloqu	e tant que le inout nest pas
compl
etement ex	ecut	e un ag mis 
a jour par lagent servant dindicateur
Le probl
eme provient du cache de li qui fonctionne en lecture et en 	ecriture Cela impose 
a
li de vider lint	egralit	e de son cache avant dappeler lagent an detre assur	e de la pr	esence de
la requete et du message dans la m	emoire partag	ee De meme avant chaque lecture du ag li
doit vider son cache an de ne pas lire sans cesse la copie de sa pr	ec	edente lecture se trouvant dans
son cache
Lint	egration de li dans Trollius pr	esente lavantage que la plupart des programmes tournant
sur le T peuvent aussi tourner sur li sans subir de modications Par contre linconv	enient
majeur de cette int	egration est labsence de possibilit	es de r	ealiser des communications non blo 
quantes En eet comme nous lavons vu ci dessus li reste bloqu	e tant que lagent id na
pas ni deectuer la communication Nous ne pouvons que d	eplorer ce temps perdu et regretter
labsence dune fonction non bloquante associ	ee 
a une fonction probe qui aurait indiqu	e la valeur
du ag mis 
a jour par lagent

Chapitre 
Le modele de tests
 Mod
ele de communication
Le cout dune communication dun message de taille L entre deux nuds voisins peut etre
mod	elis	e de la facon suivante  
t $ c  Lc
o
u
c  temps de latence   correspond au temps dinitialisation de la communication
c  temps de transfert 	el	ementaire   correspond au d	ebit
An de tenir compte de la paquetisation des messages eectu	ee au niveau Network de Trollius
nous avons introduit un cout p par paquet suppl	ementaire Do
u nalement la mod	elisation sui 
vante 
t $ c  Lc Npp
o
u
Np $ d
L
Lp
e   si L  Lp
$  sinon
avec
# c  temps de latence en s
# L  taille du message en octets
# c  temps de transfert 	el	ementaire soctet
# Lp  taille dun paquet en octets  par d	efaut
# p  cout par paquet suppl	ementaire en spaquet

  Presentation des tests eectues
Nous avons utilis	e le test Ping Pong voir gure 
Nous avons test	e les communications pour di	erentes tailles de messages En ce qui concerne
Trollius deux s	eries de mesures ont 	et	e eectu	ees 
# Lune de  
a  Ko par pas de  octets Nous 	evaluons ainsi pr	ecis	ement les communications
pour des messages de petites tailles inf	erieures 
a la taille du paquet par d	efaut de Trollius
# Lautre de  
a  Ko par pas de  octets Nous 	evaluons ainsi la paquetisation eectu	ee par
le niveau Network
Procedure Ping
t  $ time
for i$ to nbiterations do
sendPongBuerLongueur
receiveBuerLongueur
endfor
t $ time
achert  t   nbiterations
endProcedure
Procedure Pong
for i$ to nbiterations do
receiveBuerLongueur
sendPingBuerLongueur
endfor
endProcedure
Fig     Algorithme PingPong
Nous eectuons ainsi  aller retour pour chaque test puis nous interpr	etons les r	esultats
par la m	ethode de r	egression lin	eaire Nous eectuons nos tests sur   et  liens en uni et bi 
directionnel Pour les tests multi unidirectionnels nous entendons par ceci les tests en   ou
 liens en unidirectionnels nous eectuons un Ping Pong sur chacun des liens Les Ping Pongs
sont synchronis	es au d	epart et nous veillons 
a ne pas fausser les mesures par le rapatriement des
r	esultats
Les tests multi bidirectionnels sont un peu particuliers en raison de la dicult	e de synchroniser
deux processus situ	es sur des nuds di	erents Nous voulions etre certains que chaque lien fonc 
tionne r	eellement en bidirectionnel Dans ce but nous avons utilis	e deux processus suppl	ementaires
qui 	etaient charg	es doccuper de facon continue un sens du lien tandis que lon eectuait les me 
sures avec lautre sens sur une suite denvois r	eceptionn	es sur le nud destination An de v	erier
la validit	e des mesures nous avons mesur	e une suite denvois sans occuper le lien dans lautre sens
Les r	esultats compar	es au Ping Pong 	equivalent ont conrm	e la validit	e de la m	ethodologie

Chapitre 
Les experimentations sous VOLCOM
 Introduction
Les tests intra processeur ont 	et	e eectu	es entre deux processus ls lanc	es par un processus
p
ere sur un meme T Les tests inter nuds ont 	et	e eectu	es entre des nuds voisins Ces tests
concernent les communications entre les T les i les T et les i situ	es sur deux nuds
voisins
Par la suite nous donnons les temps de latence et de transfert 	el	ementaire en micro secondes
s et le d	ebit en M	egaoctets par secondes Mos
  Communications intraT
Le processus p
ere lance les processus ls 
a laide des fonctions Inmos C ToolsetProcAlloc Au
moment de les cr	eer il alloue les canaux de communication entre ces processus Puis il passe ces
canaux ainsi cr	e	es comme param
etre aux processus ls pour leur permettre de communiquer entre
eux 
Le temps de transfert 	el	ementaire est de lordre de   microsecondes Dans ce cas le transfert
des donn	ees seectue 
a travers la m	emoire du T ce qui explique une bande passante aussi 	elev	ee
Par contre le temps de latence est relativement 	elev	e Ceci est du 
a lallocation de la m	emoire par
les processus et les appels de proc	edures pour linitialisation des canaux de communications Nous
donnons les mesures exactes dans le tableau 
 Communications interprocesseurs
Dans la section suivante nous testons dabord des communications entre deux T voisins dans
les di	erents niveaux de VolCom Puis en section  nous testons les communications entre les i
voisins et nalement entre un T et un i situ	es sur deux nuds voisins
	 Communications interT
Nous mesurons les performances des routines de communication entre deux T plac	es sur
deux nuds voisins aux di	erents niveaux de VolCom Dans les sections suivantes nous d	etaillons
nos tests par niveau

0.0 5000.0 10000.0 15000.0 20000.0
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0.015
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node to host
Fig     Temps de communication entre deux nuds au niveau Low level en fonction de la taille
du message
test s c d	ebit
Noeud Noeud      
Noeud Hote      
Intra Noeud      
Tab     La bande passante au Niveau Low level pour un lien
 Niveau Low level
A ce niveau il y a seulement possibilit	e de communiquer entre les nuds reli	es par un lien
physique Il ny a pas de possibilit	e dutiliser les proc	edures de VolConf Donc au besoin lutilisateur
doit mettre au point ses propres proc	edures de routage
Nous eectuons des tests concernant les liaisons entre un nud et ses voisins sans faire de tests
concernant le routage dans le r	eseau de processeurs
Dans le chapitre  nous avons vu que les nuds sont reli	es les uns aux autres par un switch
COO
Lhote est reli	e aux switches C 
a travers un transputer T
Les mesures montrent que les temps de latence sont sensiblement les memes dans les deux cas
Il existe cependant un 	ecart de lordre de % entre les temps de transfert 	el	ementaires Ceci est
du principalement au temps dacheminement entre la machine et le frontal Il faut aussi souligner
le temps de passage des messages par le T les T font linterface entre les nuds de travail
et lhote
Pour les communications entre  nuds nous obtenons une bande passante tr
es proche de la
bande passante maximale donn	ee par le constructeur
La premi
ere version de VolCom ne permet pas des envois de messages par des liens entre T

test s c d	ebit par lien logique
 lien Uni      
 lien Bi      
 liens Uni      
 liens Bi      
 liens Uni      
 liens Bi      
Tab     La bande passante au Niveau Low level pour plusieurs liens
et i dun meme nudde calcul Cependant il est possible de faire des communications entre les
deux 
a travers la m	emoire commune Ce probl
eme a 	et	e r	esolu dans la deuxi
eme version de VolCom
Nous eectuons en parall
ele des s	eries de communications sur   et  liens Dans les trois cas
nous trouvons les memes valeurs pour le d	ebit par lien Ceci montre quil ny a pas dinteraction
entre le fonctionnement des di	erentes unit	es dinterface Link interface Pour les communications
en bidirectionel sur  et  liens nous ne constatons pas la baisse du d	ebit comme pour un seul
lien bidirectionel Dans le cas dun lien cette baisse est due aux messages dacquittement envoy	es
par le r	ecepteur Pour les cas de  et  liens nous ne savons pas comment expliquer cette absence
de baisse Malheureusement nous navons pas pu eectuer nos tests pour  liens Il semble que le
nombre important de processus cr	e	es dans ce dernier cas cause un eondrement du syst
eme de
controle du transputer du 
a linsusance de la m	emoire Nous pensons cependant que dans une
machine avec assez de m	emoire il sera possible dobtenir les memes r	esultats que pour les cas  
et 
Nous avons voulu v	erier linuence des calculs sur les performances des proc	edures de communi 
cation Nous avons fait ex	ecuter une s	erie de calculs en loccurrence un daxpy  en meme temps
que nous eectuions des communications entre un nud et ses deux voisins
Nous avons trouv	e  s pour le temps de latence et  s pour le temps de transfert
	el	ementaire Ceci montre que les calculs ont tr
es peu dinuence sur les performances des proc	edures
de communication
Les deux s	eries de mesures pr	ec	edentes montrent lind	ependance entre les calculs et les commu 
nications Ceci est logique et est du 
a la r	epartition de ces taches entre di	erentes unit	es Dans un
cas il sagit de la FPU  et dans lautre cas des unit	es dinterface Link interface g	er	ees par DMA
 Niveau High level
A ce niveau il y a des processus de routage permettant denvoyer des messages aux processeurs
non voisins
Nous testons dabord les communications entre deux nuds voisins Puis nous eectuons des
mesures sur plusieurs nuds pour d	eterminer les performances des proc	edures de communication
et de routage
Dans la premi
ere version de VolUse il n	etait pas possible de lancer plusieurs taches sur un
meme processeur au niveau High level Ceci est possible au niveau Low level mais la dicult	e de
programmation 
a ce niveau rend lutilisation de plusieurs taches sur un meme processeur assez
 Floating Point Unit
Direct Memory Access

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Fig     Temps de communication selon les di	erentes topologies utilis	ees au niveau High level
test s c d	ebit
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Tab     La bande passante au Niveau High level pour  lien entre  nuds dans les versions 
et  de VolCom
dicile Ce probl
eme a 	et	e r	esolu dans la deuxi
eme version
Par d	efaut VolUse place automatiquement les taches sur les processeurs Lutilisateur peut
	egalement pr	eciser lemplacement des taches Plus lutilisateur pr	ecise lemplacement des taches et
les liens entre elles et plus il tend vers une programmation niveau Low level Cest un handicap
quand on veut avoir des topologies sp	eciques pour eectuer des pipelines ou mettre au point les
strat	egies de communication ecaces telles que celles utilisant des arbres de recouvrement  
      
Le fait que VolCom au niveau High level ne supporte pas des communications asynchrones
rend impossible la programmation asynchrone 
a moins que lutilisateur impl	emente des processus
tampons interm	ediaires Ce probl
eme a 	et	e r	esolu dans la version  de VolCom
Les communications entre  processeurs voisins
Dans le tableau  nous pr	esentons le temps de latence et de transfert 	el	ementaire entre deux
nuds voisins dans la version  et  
a laide des proc	edures vsend et vreceive
Le temps de latence et le temps de transfert sont 	elev	es Il semble que ceci soit du au temps
pass	e 
a recongurer le C lors de l	etablissement de chaque nouveau lien et au temps du routage
du message dans le r	eseau

Le ring test sur plusieurs processeurs
Nous eectuons des envois du premier processeur au dernier processeur en eectuant du store
 forward sur les nuds interm	ediaires Nous faisons deux s	eries de tests 
 En formant un anneau explicitement en placant les taches sur chacun des nuds et en
envoyant le message explicitement au processeur suivant
 En laissant 
a VolUse le soin de placer les taches sans lui pr	eciser la topologie 
a choisir et en
envoyant le message dune tache 
a la suivante jusqu
a la derni
ere tache
Nous pr	esentons les r	esultats dans la gure  La comparaison entre ces  s	eries de valeurs
montre que le temps mis par VolCom pour acheminer les messages est plus long que celui des stores
 forwards successifs VolCom d	etermine le chemin du routage 
a chaque 	etape 
a laide des tableaux
didentication Il y a donc un surcout pour trouver le processeur qui d	etient la tache suivante dans
le tableau didentication Cependant le plus important est de regarder l	ecart entre les  temps
On peut en d	eduire que les proc	edures de routages de VolCom ne sont pas tr
es ecaces Nous
avons eectu	e une derni
ere s	erie dexp	erience Nous avons laiss	e VolUse placer les taches et nous
avons eectu	e des communications entre le premier et le dernier nud Le temps de communication
correspond au temps de communications entre  nuds Ceci montre quen d	epit de la surcharge
due 
a la table didentication on peut gagner 	enorm	ement de temps par le choix du chemin optimal
entre deux nuds
 Communications interi
Comme cela a 	et	e dit pr	ec	edemment les communications entre les i passent par les T
associ	es 
a chaque nud Dans chaque nud les messages entre T et i passent par la m	emoire
partag	ee Les T sont reli	es entre eux par le biais dun crossbar Les communications entre les
T sont longuement discut	ees plus haut Nous obtenons pour le temps de latence au niveau
High level s et pour le temps de transfert 	el	ementaire  s ces r	esultats sont obtenus sous
VolCom 
 Communications Ti
Dans la premi
ere version de VolCom il est impossible denvoyer des messages entre un T et
un i situ	es sur le meme nud Nous 	etudions des performances des communications entre un
T et un i sur deux nuds voisins Nous obtenons pour le temps de latence s et  s
pour le temps de transfert 	el	ementaire ces r	esultats sont obtenus sous VolCom 
Nous obtenons sensiblement les memes temps de transfert 	el	ementaire pour les communications
entre T i et i i Ceci est logique car les communications entre deux nuds voisins
quels que soient les processeurs utilis	es passent par les T La transmission du message 
a travers
de la m	emoire commune est la seule di	erence dans les deux cas Le temps de latence est plus
long pour le cas i i Ceci montre le temps important n	ecessaire pour initialiser les canaux de
communications entre li et le T 
a travers la m	emoire commune

test s c d	ebit
T T Low level      
T T High level      
T i High level     
i i High level     
Tab     La bande passante pour les communications inter processeurs Pour le cas T i
les processeurs sont situ	es sur deux nuds voisins
 Conclusions concernant VolCom
Concernant les communications inter T la di	erence entre les temps de transfert 	el	emen 
taires et de latence entre les deux niveaux High level and Low level est importante Il est donc
raisonnable de penser 
a diminuer ce temps dune mani
ere signicative Lutilisation des User tasks
a lavantage de rendre la programmation facile Eectivement le programmeur peut se passer de
placer les taches lui meme sur le r	eseau de processeurs Cette approche a cependant linconv	enient
dimposer au syst
eme de cr	eer lui meme les chiers de conguration On sait que la g	en	eration au 
tomatique des chiers de conguration est un probl
eme assez compliqu	e sans oublier des probl
emes
pos	es au moment de lutilisation des techniques de plus en plus courantes que sont le pipelinage
le recouvrement calculcommunications        Lensemble de ces probl
emes pourrait aboutir 
a consi 
d	erer le niveau High level de VolCom beaucoup plus comme un logiciel dinitiation au parall	elisme
quun environnement de d	eveloppement de logiciels parall
eles
Il y a une nette am	elioration des performances dans la version  de VolCom par rapport 
a la
version  Nous croyons cependant quil est encore possible de les am	eliorer VolUse est un envi 
ronnement de programmation de haut niveau bien adapt	e pour eectuer des approches parall
eles
des probl
emes Cependant il ne nous semble pas adapt	e 
a limpl	ementation dapplications ayant be 
soin de performances 	elev	ees au niveau des communications Car ses proc	edures de communications
sont peu performantes
VolCom ore un environnement de programmation convivial permettant une mise au point
rapide des programmes parall
eles pour peu quon ait quelques connaissances dans le domaine En
tenant compte des di	erents niveaux de programmation de cette machine nous pensons quil est
possible dobtenir des performances satisfaisantes Dabord on fait une premi
ere approche et une
	etude des di	erentes solutions parall
eles du probl
eme 
a laide du niveau High level Ceci permet
de voir la faisabilit	e et les probl
emes algorithmiques en un minimum de temps Puis on essaye
daugmenter les performances de limpl	ementation en passant au niveau Low level Cette m	ethode
a linconv	enient de ne pas tenir compte des contraintes physiques dues 
a la machine au moment
de la conception de lalgorithme Elle a cependant lavantage d	eviter des erreurs algorithmiques et
facilite la conception des algorithmes parall
eles

Chapitre 
Les experimentations sous TROLLIUS
 Avertissement
En r	ep	etant les tests nous avons remarqu	e de facon non syst	ematique des variations 
a la baisse
des temps de latence allant jusqu
a % Comme nous ignorons les raisons de ces variations nous
ne savons pas quels sont les bons r	esultats Dautre part nous avons remarqu	e des variations des
performances selon le nud utilis	e et cela meme pour des communications intra transputer
  Introduction
La table  d	ecrit tous les tests eectu	es pour les di	erents niveaux de Trollius ainsi quavec
diverses fonctionnalit	es
Test Niveau
inout instructions inout
K Kernel
Kcv Kernel avec circuit virtuel
Dnb Datalink sans buerisation
Dcv Datalink avec circuit virtuel
Db Datalink avec buerisation forc	ee
Nnb Network sans buerisation
Ncv Network avec circuit virtuel
P Physical
Tab     Description des tests eectu	es
Tous les tests ont 	et	e eectu	es sur le meme nud
En plus des param
etres pr	esent	es dans le chapitre  nous indiquons pour les niveaux Datalink
et Network le temps de transmission de len tete du message qui peut contenir des informations
utiles Cette transmission est calcul	ee par lenvoi dun message de taille nulle do
u lappellation t
Il est 
a noter que l	etude du source de TROLLIUS indique que les temps de r	eception et denvoi
dun message doivent etre sensiblement 	egaux

Les tests montrent que le temps de transfert 	el	ementaire est ind	ependant du niveau utilis	e
La taille du message nintervient que lors du transfert eectif du message avec inout Seule la
buerisation modie le temps de transfert 	el	ementaire en le triplant
Nous avons not	e dans la section  la pr	esence dun cache pour les appels au routeur Lors
de chacun de nos tests nous avons initialis	e le cache par un 	echange pr	ealable de messages
 Communications intraT
Dapr
es la section  Chaque nud a trois types de m	emoire main mem externe T
onchip mem interne T et imain mem partag	ee Ti Les tests ont montr	e que
selon la m	emoire o
u se trouve le buer le temps de transfert 	el	ementaire varie Nous avons test	e
les transferts entre les m	emoires main et imain Le tableau  indique la valeur de c selon
lemplacement du buer ainsi que la valeur du d	ebit associ	e Il convient 	egalement de noter que la
m	emoire interne onchip peut etre utilis	ee sur le transputer pour stocker du code Celui ci pouvant
alors seectuer avec un gain de vitesse denviron %
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Fig     Communications intra T   messages courts
La m	emoire main est plus de deux fois plus rapide que la m	emoire partag	ee imain
Le tableau  indique les temps de latence des di	erents niveaux de Trollius Nous constatons
que 
# le cout de la requete aupr
es du kernel peut etre 	evalu	e 
a  s!

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Fig     Communications intra T   messages longs
main main main imain imain imain
cso      
d	ebit Mos      
Tab     Communications intra T   temps de transfert 	el	ementaire et d	ebit
# les temps de latence 	elev	es des niveaux Datalink et Network sont dus 
a la transmission de
len tete du message!
# le surcout dun paquet au niveau Network est du meme ordre que le temps de latence La
di	erence correspond 
a lappel dune fonction qui d	etermine sil y a lieu ou non de router le
message vers un autre nud!
# len tete du message peut contenir huit entiers Il est 
a noter quun message de longueur nulle
napporte pas de gain sensible Cela est du au fait que len tete ouvre un circuit virtuel que
le corps du message doit refermer Or la gestion des circuits virtuels seectuant au niveau
Kernel le corps doit obligatoirement passer par toutes les couches meme sil ny a nalement
pas de transmission

t cs psp
inout   
Kcv   
K   
Dcv   
Dnb   
Ncv   
Nnb   
Tab     Communications intra T   temps de latence et cout par paquet
	 Buerisation
En modiant l	eg
erement le source de Trollius nous sommes parvenus 
a forcer la buerisation
dun message avec le niveau Datalink Le test a 	et	e eectu	e entre deux processus sur un meme
nud les deux buers 	etant situ	es en m	emoire main
t cs cso d	ebitMos
Db      
Tab     Buerisation   niveau Datalink
Le tableau  indique les r	esultats obtenus 
# Le c correspond aux trois transmissions successives cf section  qui sont 
envoyeur
 
 bufferd

 bfworker

 receveur
On a bien c $     Dautre part nous constatons un temps de latence tr
es 	elev	e
 Communications interT
Nous avons test	e lensemble des niveaux avec les buers en m	emoire main et imain La
di	erence bien quexistante nest pas assez signicative pour pouvoir etre chir	ee de lordre de
s pour un message de  Ko
Le tableau  indique les r	esultats obtenus 
# La di	erence entre lutilisation ou non dun circuit virtuel est de lordre de s Or comme
nous lavons vu dans la section  il y a deux rendez vous envoyeur dlo t  et dli t 
 receveur En fait il y a un recouvrement partiel entre le temps de latence de lenvoi du
corps du message par l	emetteur et le rendez vous entre dli t  et le processus destination
# Nous narrivons pas 
a trouver de raisons valables 
a la valeur 	elev	ee de p par rapport au c
au niveau Nnb
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Fig     Communications inter T   messages courts
T T
cso  
d	ebit Mos  
Tab     Communication inter T voisins   temps de transfert 	el	ementaire
 Communications T  i
Les r	esultats obtenus sont assez 	etranges Nous navons pas trouv	e dexplications totalement
satisfaisantes pour les justier

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Fig     Communications inter T   messages longs
t s psp
P   
Dcv   
Dnb   
Ncv   
Nnb   
Tab     Communication inter T voisins   temps de latence et cout par paquet
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Fig     Communications T i   messages courts
La gure  repr	esente les courbes obtenues avec les di	erents niveaux Nous avons rajout	e

a titre de comparaison la courbe obtenue lors de communications intra T du type main 
imain avec les instructions inout du transputer courbe in$Ti
Dapr
es la section  on devrait obtenir lors des communications i T une courbe de
meme pente que in$Ti Cela se v	erie pour les messages de petite taille Apr
es le temps de
transfert 	el	ementaire augmente de facon irr	eguli
ere et non xe suivant le nombre dit	erations du
test La gure  certes beaucoup moins pr	ecise permet toutefois de relativiser lirr	egularit	e Le
cache de li peut avoir un eet sur les r	esultats dans la mesure o
u la lecture du ag indiquant
la n de la communication ne peut se faire quapr
es une nouvelle mise 
a jour du cache op	eration
qui prend un temps non n	egligeable Mais la courbe devrait alors avoir des paliers plus marqu	es
Bien quun peu 	etonnant le temps de transfert 	el	ementaire permet de calculer avec une bonne
pr	ecision les temps de communications de longs messages
Le tableau  indique les temps de latence des di	erents niveaux de Trollius Nous constatons 
# Un cout tr
es 	elev	e du niveau inout qui se r	epercute sur les autres niveaux
# Le cout de la requete aupr
es du kernel qui se trouve sur le T peut etre 	evalu	e 
a s
Ce chire peut etre attribu	e 
a une optimisation du code de la requete qui tient compte du
cout 	elev	e des communications entre li et le T
# Lemploi de circuit virtuel apporte logiquement un gain tr
es important par la requete quil
permet d	eviter
# En raison de lappel couteux 
a lagent id situ	e sur le T lenvoi de messages de longueur
nulle avec les niveaux Datalink et Network entraine un gain tr
es signicatif

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Fig     Communications T i   messages longs
i T
cso  
d	ebit Mos  
Tab     Communication i T   temps de transfert 	el	ementaire
# Ces couts 	elev	es des communications i T nous font regretter dautant plus labsence
de communications non bloquantes
 Communications multiunidirectionnelles
Le temps de transfert 	el	ementaire est ind	ependant du nombre de liens utilis	es unidirectionnel 
lement Cela conrme le fonctionnement en parall
ele des quatre liens du T cf section 
Le tableau  indique les temps de latence obtenus suivant le niveau et le nombre de liens
utilis	es simultan	ement de facon unidirectionnelle 
# Laugmentation rapide du temps de latence avec le niveau Datalink sans circuit virtuel est due

a lunicit	e du kernel sur un nud Cela provoque des conits entre les di	erentes requetes
et des attentes La forme tr
es irr	eguli
ere de la courbe sur la gure  illustre bien cela Nous
navons pas test	e le niveau Nnb pour cette raison

t s psp
inout   
Kcv   
K   
Dcv   
Dnb   
Ncv   
Nnb   
Tab     Communication i T   temps de latence et cout par paquet
t  p c d	ebit
T TP       
T TDcv       
T TDnb       
T TNcv       
T TNnb       
i T inout       
i TKcv       
i TK       
i TDcv       
i TDnb       
i TNcv       
i TNnb       
Tab     Le tableau r	ecapitulatif des bandes passante pour les communications inter processeurs
# Le temps de latence des autres niveaux augmente tr
es mod	er	ement avec le nombre de liens
utilis	es Cela sexplique par un partage du processeur pour lex	ecution de la partie Trollius
des communications
# La valeur du niveau Network avec circuit virtuel en utilisant quatre liens nest probablement
pas signicative
 Communications multibidirectionnelles
On constate le tableau  une baisse du temps de transfert 	el	ementaire lors de lutilisation
dun lien en bidirectionnel en raison dacquittements propres au transputer Chaque octet envoy	e
doit etre acquitt	e par deux bits par le T receveur On constate le fonctionnement en parall
ele
des quatre liens dans les deux sens
Le tableau  pr	esente les temps de latence pour lutilisation en bidirectionnel de  
a  liens
simultan	ement avec le niveau Physical
Par rapport 
a lutilisation en unidirectionnel il y a une augmentation sensible de lordre de
%

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Fig     Communications Multi unidirectionnelles avec  liens
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Tab     Communications Multi Unidirectionnelles   temps de latence
so d	ebit
unidirectionnel    
bidirectionnel    
Tab     Communications bidirectionnelles   temps de transfert 	el	ementaire
s unidirectionnel bidirectionnel
 lien   
 liens    
 liens    
Tab     Communications bidirectionnelles   temps de latence du niveau Physical

Chapitre 
Conclusion
Nous navons pas voulu comparer les r	esultats entre les di	erents niveaux des deux environ 
nements Ces niveaux ne sont eectivement pas forc	ement comparables dans leur approche du
syst
eme On peut malgr	e cela consid	erer que les performances des bas niveaux sont assez proches
dans les deux environnements Elles sapprochent des performances des communications au niveau
des liens physiques
Nous avons test	e les performances des communications sur les environnements VolCom et Trol 
lius Ceci nous a permis davoir une id	ee g	en	erale des performances des communications sur la
machine VolVox IS  Nos tests montrent clairement que les communications de haut niveau
sont trop ch
eres dans les deux environnements de programmation Il est donc possible de gagner
	enorm	ement au niveau des performances en passant au niveau Low level Ceci implique une perte
importante de la convivialit	e au niveau de la programmation Comme dans nimporte quel envi 
ronnement de programmation 	evolu	e le d	e majeur est de trouver un compromis optimal entre les
performances et la convivialit	e Lenvironnement VolCom de ce point de vue nous parat quelque
peu bancal L	ecart entre les performances au niveau High level et au niveau Low level et Inter 
mediate level est trop important
N	eanmoins 	etant donn	ees les bonnes performances de la machine au niveau Low level nous
pensons que cette machine devrait 	egalement etre capable de fournir de tr
es bonnes performances
au niveau High level

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