ABSTRACT. Linear and nonlinear boundary value problems for differential equations with reflection of the argument are considered.
a(x)y(x) + b(x)y(-x) + c(x), which are needed in order to prove our results for the general equations of the form (I.).
Before we proceed further, we present some results without proof, which help to simplify the proofs of our results. 
f(t,,) f2(t,r(t), s(t))(x-) + f3(t,(t),(t))(y-y),
where f2(t,r(t),s(t)) f2(t, x + (1 r), y + (I [(b-x)(t-a), a <_ t < x < b (b-t)(x-a), a <_ x <_ t _< b, [G(x t) [dt < (b-a) 
By Lemma 3.3, R(x) O, which implies u(x) v(x). So problem (2.1), (3.2) has a unique solution. To prove the existence, let u(x) and v(x) be solutions of the following initial value problems
We notice that u(x) and v(x) exist and are unique. Moreover, v(b) O 
Applying Lemma (3.2) and inequality (3.6) we get inequality (3.5).
Having Lemma 3.5, we can prove the following theorem. has a unique solution. Now, using Lemma 3.1, the Cauchy-Schwartz inequality, and the facts that
PROOF. Uniqueness follows from the fact that if u(x) and v(x) are two solutions of (3.3), (3.7), then R(x)
Hence, from Lemma 3.5, R(x) 0 and u(x) v(x). Now, we show that problem (3.3), (3.7) in fact has a solution. Let
From (3.3) and (3.9) we have
Since a(x) and b(x) are even, then
or by (3.8),
Problem (3.10), (3.11) is a form of (2.1), (3.2), then by Lemma 3.4, it has a unique solution u(x). Hence y(-x) is given by
Again by Lemma 3.4, Problem (3.12), (3.13) has a unique solution which is the solution of (3.3), (3.7). Proof is complete.
Now consider the following second order linear functional differential equation
where a(x) # 0 on [-a, a] . By differentiation and algebraic elimination this equation can be reduced to the fourth order differential equation 
By a solution of (3.14) we mean a solution that is four times dlfferentiable.
We shall show that equation (3.15) 
yI ( Yl(X) + sy 2(x) + Y3(X) + ty 4(x), s, t being scalars, satisfies the initial value problem z(4)=A(x)z"'+B(x)z"+C(x)z+D(x), z(-a) AI, z'(-a) s, z"(-a) BI, z"'(-a) t.
The function z(x) will be a solution of (3. (4) Similarly, p cannot be unbounded. Thus it follows that Y2(a) py(a), p < oo. " (8) y2 (8) PROOF. Since equation (3.14) can be reduced to equation (3.15), then by theorem 3.2, problem (3.14), (3.27) has a unique solution.
Now, we consider the general equation (i.I) and prove the following theorems. Then from (3.29) and the estimates on G(x,t) and G (x,t), it follows that 
Using the Lipschitz condition (3.32) we obtain
All of these considerations and inequality (3.33) show that T is a contraction mapping and thus has a unique fixed point which is the solution of (i.i), (1.2 
Then from Lemma 2.2, it follows that 
Gx(X,t)f(t,v(t),y(-t))dt. Iv'(x) <--de.
All of these considerations show that T is completely continuous by Ascoli's theorem.
Schauder's fixed point theorem then yields a fixed point of T, which is a solution of (I.i), (3.34 Thus, T is completely continuous by Ascoli's theorem. Schauder's fixed point theorem then yields a fixed point of T, which is a solution of (1.1), (1.3).
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