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GOPAKUMAR-VAFA BPS INVARIANTS, HILBERT
SCHEMES AND QUASIMODULAR FORMS. I.
SHUAI GUO AND JIAN ZHOU
Abstract. We prove a closed formula for leading Gopakumar-
Vafa BPS invariants of local Calabi-Yau geometries given by the
canonical line bundles of toric Fano surfaces. It shares some sim-
ilar features with Go¨ttsche-Yau-Zaslow formula: Connection with
Hilbert schemes, connection with quasimodular forms, and qua-
dratic property after suitable transformation. In Part I of this
paper we will present the case of projective plane, more general
cases will be presented in Part II.
1. Introduction
The problem of counting curves in algebraic varieties dates back to
the nineteenth century. Classical examples include the famous 27 lines
on a cubic surface and the 2875 lines on a quintic 3-fold. Through
the interaction with string theory, spectacular progresses in this classi-
cal branch of algebraic geometry have been made over the years since
1990’s. First of all, Gromov-Witten theory and its various variants
have laid the foundation for the modern treatment of many classical
enumerative problems and greatly expanded the range of enumerative
problems being considered. See [PT] for an introduction to some of the
exciting developments.
The study of the problems of counting curves in surfaces and Calabi-
Yau 3-folds have served both as motivations and applications of Gromov-
Witten theory. We will recall some results in these directions in §2 and
§3 to serve as motivations for this work. We emphasize on the following
three salient features for the curving counting problems for algebraic
surfaces: connection with Hilbert schemes, connection with quasimod-
ular forms, and quadratic properties of the node polynomials after suit-
able transformation. Our main results will show that these features are
also shared in the curve counting problems of some noncompact Calabi-
Yau 3-folds, arising as the the total space of the canonical line bundles
of toric Fano surfaces.
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From their constructions, Gromov-Witten invariants are rational
numbers in general. It is amazing that for Calabi-Yau 3-folds, physi-
cists [GV1] have suggested a way to convert them into integer invari-
ants, called the Gopakumar-Vafa BPS invariants. These invariants in
general are not the “numbers” of algebraic curves of some fixed degree
and genus, embedded in the Calabi-Yau 3-folds, but serve as a useful
alternative. Closed formulas for these invariants are very desirable to
find, our result adds an item to the very short list of examples known
at present.
For compact Calabi-Yau 3-folds such as the quintic 3-fold, mathe-
matical computations of their Gromov-Witten invariants are available
only in geneus 0 [Giv, LLY] and genus 1 [Zin], based on the string
theorists’ prediction using mirror symmetry [CDGP, BCOVK]. Unfor-
tunately it is not known at present how to generalize the computations
to higher genera (see Chang-Li [CL] for some recent progresses.)
On the other hand, in the noncompact setting a method to com-
pute the Gromov-Witten invariants of toric Calabi-Yau 3-folds called
the topological vertex [AKMV] has been developed by string theorists,
based on duality with Chern-Simons theory [W1, W2, GV2, OV, MV].
A mathematical theory of the topological vertex has been developed in
[LLLZ] to justify this method. Based on this method the Gopakumar-
Vafa integrality has been established in this case in [P, Ko1, Ko2]. In
this paper we will study the Gopakumar-Vafa invariants of the Calabi-
Yau 3-folds that are the total spaces of the canonical lines bundle of
toric Fano surfaces. In this case the duality of their Gromov-Witten
invariants with Chern-Simons link invariants was more straightforward
and was developed in [AMV, I], and its mathematical proof was pre-
sented in [Z3]. As mentioned in [AMV], the complexity of computa-
tions increases very fast: For degree d = 12, it involves evaluating
18239 terms, while for degree 20 involves 943304 terms. It turns out
that the colored HOMFLY polynomials play a key role in the compu-
tations. They can be given by some specializations of the skew Schur
functions, and this leads us to the theory basic hypergeometric series
and some simple results in that theory can be applied. This is one of
the key useful technical tools in our work.
As mentioned above, it is very interesting to compare our results with
the corresponding results on algebraic surfaces [YZ, Got]. They share
many common features, and their similarities and differences may shed
some lights on each other. First of all, both cases involve the theory
of quasimodular forms [KaZa], which first appeared in the counting
problems on elliptic curves [Dij]. Secondly, both cases involve Hilbert
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schemes of points on surfaces. Thirdly, both involve polynomials that
after suitable transformations become quadratic.
Let us present here our result for the special case of X = κP2 =
OP2(−3), the total space of the canonical line bundle of P2, to give a
sample of our results. In an earlier work by the second author [Z1], it
was observed based on the table in [AMV] that after a suitable trans-
formation, the Gopakumar-Vafa invariants of κP2 become quadratic
polynomials in the degree d:
M0d =
1
2
(d2 + 3d+ 2),(1)
M1d =
1
2
(d2 + 3d− 4), (d ≥ 3)(2)
M2d =
3
2
(d2 + 3d− 6), (d ≥ 4)(3)
M3d = 3(d
2 + 3d)− 24, (d ≥ 5)(4)
M4d = 6(d
2 + 3d− 11), (d ≥ 6)(5)
M5d =
21
2
(d2 + 3d)− 144, (d ≥ 7)(6)
M6d = 20(d
2 + 3d− 16), (d ≥ 8)(7)
M7d =
67
2
(d2 + 3d)− 626, (d ≥ 9)(8)
M8d =
117
2
(d2 + 3d)− 1233, (d ≥ 10)(9)
It was conjectured in [Z1] that in general for d ≥ m+ 2,
Mmd =
a(m)
2
(d2 + 3d)− b(m)
for some positive integers a(m) and b(m). (Similar observations were
also made for κP1×P1.) In this paper we will prove this conjecture,
and obtain the following closed formula for a(m) and b(m) in terms of
quasimodular forms (cf. Theorem 5.12):
(10)
1
(1− q)2(1− q2)
∞∑
m=0
Mmd q
m
=
1∏∞
n=1(1− qn)3
(
(d+ 1)(d+ 2)
2
− 3G2(q)
)
,
where G2(q) =
∑∞
n=1
∑
d|n dq
n is the second Einsenstein series. The
right-hand side of the above formula has a striking similarity with the
Yau-Zaslow formula [YZ]. We will also show that (10) verifies the
predictions made by Katz-Klemm-Vafa [KKV] based on M-theory. In
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this paper, we will also show that our method can be used to obtain
some results not predicted by [KKV] and not observed in [Z1]. In
Theorem 6.1 we prove the following formula holds for 0 ≤ m ≤ 2d− 5:
Mmd = coeff
(
[1]2[2]
[∞]!3
((
d+ 2
2
)
− 3
∑
i≥1
qi
(1− qi)2
)
− 3 · q
d−1[2][3]
[∞]!3
((
d+ 1
2
)
− 3
∑
i≥1
qi
(1− qi)2 − 3
q3
1− q3
)
, qm
)
.
(11)
Based on such results we will also make some observations and specu-
lations about higher order corrections: The quadratic property of the
transformed GV invariants seems to persist also in higher order correc-
tions.
We now explain the title of this paper. On the left-hand-side of
(10) we have the generating series for transformed Gopakumar-Vafa
invariants, on the right-hand side,
(12)
1∏∞
n=1(1− qn)3
=
∞∑
n=0
χ((P2)[n])qn,
where (P2)[n] is the Hilbert schemes of zero dimensional subschemes of
length n in P2. Also on the right-hand, G2 is a quasimodular form.
Furthermore, the term (d+1)(d+2)
2
on the right-hand side has the com-
binatorial meaning of number of lattice points in the triangle that de-
scribes the toric geometry of P2. In Part II of this paper, we will present
the same type of formulas for all toric Fano surfaces. In this general
formula, the meaning of each term on the right-hand side will become
more transparent. More precisely, let S be a toric Fano surface and
X = κS. For β ∈ H2(S;Z), there is a Z-valued function P S(β) qua-
dratic in β such that the generating series of the leading transformed
Gopakumar-Vafa invariants is given by:
(13)
[1]2[2]
[∞]!e(S) ·
(
P S(β)− e(S) ·
∑
i≥1
qi
(1− qi)2
)
.
The combinatorial meaning of P S(β) is the number of lattice points in
the integral lattices associated to S, with size controlled by β.
We work with Gromov-Witten invariants of noncompact Calabi-Yau
3-folds in this paper. It is also very interesting to compare our results
with the corresponding results for compact Calabi-Yau 3-fold such as
the quintic 3-fold. We hope our results can have some counterparts in
the compact case. In a work in progress, we extend our results to open
string invariants.
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The rest of this paper is arranged as follows. In Section 2 we recall
some work on counting curves in algebraic surfaces. In Section 3 we re-
call the definition of Gopakumar-Vafa invariants and the observations
on the quadratic properties of the transformed Gopakumar-Vafa invari-
ants. In Section 4 we recall some technical preliminaries. In Section
5 we will prove (10) and show that it matches with the prediction by
Katz-Klemm-Vafa [KKV], we will also make a comparison of this re-
sult with the corresponding result for counting curves in P2. In Section
6 we refine our approach to get stronger results not predicted in the
literature and make more observations on the general behavior of the
transformed Gopakumar-Vafa invariants of κP2.
Acknowledgements. The second author is partially supported by
NSFC grant 1171174. The first author thanks Professor Gang Tian
for helpful suggestions.
2. Counting curves in algebraic surfaces
In this section we recall some results on counting curves in a lin-
ear system on an algebraic surface, especially on a K3 surface. Even
though we will not use the results and methods in this section, the con-
tent of this section will suggest a suitable perspective to understand
our results. We will see that the following three features will emerge
also in the Calabi-Yau 3-fold setting that we will study in this paper:
Connection with quasimodular forms, connection with Hilbert schemes,
quadratic property of node polynomials after some transformation.
2.1. Counting curves in the projective plane. Let Nd be the num-
ber of irreducible rational curves in P2 of degree d through 3d−1 points
in general position. Then by an application of the WDVV equation
Kontsevich [KM] proved the following recursive formula:
N1 = 1,
Nd =
∑
d1+d2=d
d1,d2≥1
Nd1Nd2
[
d21d
2
2
(
3d− 4
3d1 − 2
)
− d31d2
(
3d− 4
3d1 − 1
)]
, d > 1.
The genus formula states that an irreducible algebraic curve in P2 of
degree d with only δ nodes as singularities has geometric genus
(14) g =
(d− 1)(d− 2)
2
− δ.
So the irreducible rational curves of degree dmust have g(d) = (d−1)(d−2)
2
nodes. For 0 ≤ δ ≤ g(d), denote by Ng(d)−δd the number of irreducible
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plane curves of degree d, genus g = g(d) − δ, with δ simple nodes,
through 3d− 1+ g points in general position. For example [KP1, Vai]:
N
g(d)−1
d = 3(d− 1)2, d ≥ 3,
N
g(d)−2
d =
3
2
(d− 1)(d− 2)(3d2 − 3d− 11), d ≥ 4,
N
g(d)−3
d =
9
2
d6 − 27d5 + 9
2
d4 +
423
2
d3 − 229d2 − 829
2
d
+ 525− δd,4
(
11
2
)
, d ≥ 4,
N
g(d)−4
d =
27
8
d8 − 27d7 + 1809
4
d5 − 642d4 − 2529d3
+
37881
8
d2 +
18057
4
d− 8865− δd,5
(
16
2
)
, d ≥ 5.
The following observation was made in [DI]: For fixed δ, when d is
large enough, N
g(d)−δ
d is a polynomial in d of degree 2δ:
zδ(d) =
3δ
δ!
[
d2δ − 2δd2δ−1 + δ(4− δ)
3
d2δ−2
+
δ(δ − 1)(20δ − 13)
6
d2δ−3
− δ(δ − 1)(69δ
2 − 85δ + 92)
54
d2δ−4 + · · ·
]
.
See Fomin-Mikhalkin [FM] for a proof.
2.2. Counting rational nodal curves in K3 surfaces. Let C be
a smooth curve in a generic K3 surface X representing a primitive
homology class, with C · C = 2n − 2. Then C has genus n and move
in a complete linear system |C| ∼= Pn. By a result of Chen [Che], all
the rational curves in |C| are nodal, hence by the genus formula, they
all have n nodes. Denote by N(n) the number of such curves in |C|.
Then Yau-Zaslow formula [YZ] is
(15)
∑
n≥0
N(n)qn−1 =
1
∆(q)
=
1
q
∏∞
n=1(1− qn)
.
Let us briefly outline the beautiful argument of Yau and Zaslow, which
has been completed into a mathematical proof by [Bea] under suitable
conditions to be specified below. Look at the compactified universal
Jacobian pi : J → |C| for the linear system |C|. Under the assump-
tion that If one assumes that all the curves in |C| are reduced and
irreducible, J is a smooth hyperka¨hler manifold of dimension 2n, and
GV INVARIANTS, HILBERT SCHEMES AND QUASIMODULAR FORMS 7
J is birationally equivalent to the Hilbert scheme X [n]. Under the as-
sumption that each member in the linear system |C| has at most nodal
singularities, then one can argue that
(16) N0(n) = χ(J ).
Now by a result of Batyrev [Bat],
(17) χ(J )qn−1 = χ(X [n])qn−1.
By a result of Go¨ttsche [Got],
(18)
∞∑
n=0
χ(X [n])qn−1 =
1
q
∏∞
n=1(1− qn)χ(X)
=
1
∆(q)
.
Hence (15) is obtained by combining the three equalities above.
2.3. Counting nodal curves on algebraic surfaces. Let L be a
line bundle on a projective algebraic surface S. Denote by tSδ (L) of
the numbers of δ-nodal curves in a general δ-dimensional sub-linear
system of |L|. The following result was conjectured by Go¨ttsche [Got]
and proved by Liu [Liu] and Tzeng [Tz]: For every integer δ ≥ 0, there
exists a universal polynomial Tδ(x, y, z, t) of degree δ with the following
property: Given a smooth projective surface S and a (5δ−1)-very ample
(5-very ample if δ = 1) line bundle L on S,
tSδ (L) = Tr(L
2, LκS, c1(S)
2, c2(S)).
Kool-Shende-Thomas [KST] gave a different proof and weakened the
condition to L being δ-very ample.
Inspired by the Yau-Zaslow formula, Go¨ttsche [Got] conjectured the
following closed form of this generating function: There exist universal
power series B1(q) and B2(q) such that∑
δ≥0
Tδ(L
2, L · κS, c1(S)2, c2(S)) · (DG2(q))δ
=
(DG2(q)/q)
χ(L)B1(q)
K2SB2(q)
L·κS
(∆(q)D2G2(q)/q2)χ(OS)/2
,
(19)
where D = q d
dq
, G2 is the second Eisenstein series
G2(q) = − 1
24
+
∑
n>0
∑
d|n
d · qn.
This formula is called the Go¨ttsche-Yau-Zaslow formula. See Liu [Liu]
and Tzeng [Tz] for proofs.
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For a K3 surface S, Go¨ttsche [Got] conjectured:
(20)
∑
l∈Z
nSδ (l)q
l =
(DG2(q))
δ
∆(q)
,
where for L sufficiently ample nSδ (L
2/2) stands for the number of χ(L)−
δ−1-nodal curves in a δ-dimensional sub-linear system of L. See Bryan-
Leung [BL] and Liu [Liu] for proofs. For Gromov-Witten theoretical
approach to this problm, see the work by Klemm et al [KMPS].
Go¨ttsche [Got] made a connection to Hilbert schemes of S in a differ-
ent way from that of Yau and Zaslow [YZ]. Let Zn(s) ⊂ S×S [n] be the
universal family with projections pn : Zn(S) → S, qn : Zn(S) → S [n].
Then for any line bundle L on S, Ln := (qn)∗p∗nL is a vector bundle
of rank n on S [n]. Let Sδ2 ⊂ S [3δ] be the closure of the locally closed
subset
Sδ2,0 =
{ δ∐
i=1
Spec(OS,xi/m2S,xi)
∣∣∣∣x1, . . . , xδ are distinct points on S}.
Go¨ttsche showed that when L is (5δ − 1)-very ample (5-very ample if
δ = 1), then a general δ-dimensional sublinear system of |L| contains
exactly
(21) dδ(L) =
∫
Sδ2
c2δ(L3δ)
curves with precisely δ nodes as singularities. This connection is cru-
cial to Tseng’s proof of the Go¨ttsche-Yau-Zaslow formula. Another
connection with Hilbert schemes was made in [KST].
2.4. Quadratic property of node polynomials after transforma-
tion. The Severi degree Nd,δ is the number of plane curves of degree d
with δ nodes passing through (d2+ 3d)/2− δ general points. Go¨ttsche
[Got] conjectured that for δ ≤ 2d − 2, Nd,δ = tP2δ (O(d)). He also
conjectured for d > 0,
(22)
∑
δ
Nd,δxδ = exp(d2C1(x) + dC2(x) + C3(x))
modulo the ideal generated by x2d−1. In particular, for δ ≤ 2d − 2,
the numbers Nd,δ are given by a polynomial zδ(d) (called the node
polynomials) of degree 2δ in d, as conjectured by DiFrancesco-Itzykson
[DI] and proved by Fomin-Mikhalkin [FM]. Kleiman and Piene [KP2]
made a slightly different formulation of Go¨ttsche’s conjecture as follows
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(here we use the version of Fomin-Mikkhalkin [FM]). Define polyno-
mials Aj(d) by:
(23)
∞∑
j=1
Aj(d)
xj
j
= log
∑
δ
zδ(d)x
d.
ThenAj(t) are quadratic polynomials with integral coefficients. Kleiman
and Piene [KP2] established this for j ≤ 8:
A1(d) = 3(d
2 − 2d+ 1),
A2(d) = −3(14d2 − 39d+ 25),
A3(d) = 3(230d
2 − 788d+ 633),
A4(d) = −9(1340d2 − 5315d+ 5023),
A5(d) = 9(24192d
2 − 107294d+ 114647),
A6(d) = −9(445592d2 − 2161292d+ 2545325),
A7(d) = 54(1386758d
2 − 7245004d+ 9242081),
A8(d) = −9(156931220d2 − 873420627d+ 1191950551).
Recently, building on ideas of Fomin and Mikhalkin [FM], Block [Blo]
developed an explicit algorithm for computing node polynomials, and
used it to compute Nδ(d) for δ ≤ 14, hence verified the above conjecture
and found Aj(d) up to j = 14.
Note the polynomials A1, A2, . . . are obtained from the node poly-
nomials z1, z2, . . . by the following transformation:
A1 = z1,
A2 = 2z2 − z21 ,
A3 = 3z3 − 3z1z2 + z31 ,
in general,
An = n
∑
m1,··· ,mk≥0∑
j jmj=n
(−1)m1+···+mk−1 (
∑
j mj − 1)!
m1! · · ·mk! z
m1
1 · · · zmkk .
Note the coefficients on the right-hand side are all integers.
3. Counting Curves in Calabi-Yau 3-folds
In this section we first recall in §3.1 some results for curve count-
ing in quintic Calabi-Yau 3-fold. Then we review the definition of the
Gopakumar-Vafa invariants in §3.2, and review in §3.4 the observations
made in [Z1] about the quadratic property mentioned in the Introduc-
tion of the Gopakumar-Vafa invariants under a suitable transformation.
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3.1. Gromov-Witten invariants of quintic 3-fold. Let X5 be the
quintic 3-fold, and let
Kgd =
∫
[Mg,0(X5;d)]
1
be degree d genus g Gromov-Witten invariants of X . The calculations
of such invariants are very difficult and predictions made by physicists
have played a crucial role in the mathematical research on them. Let
(24)
∞∑
j=0
Ij(t)w
j = ewt
∞∑
d=0
edt
∏5d
r=1(5w + r)∏d
r=1(w + r)
5
.
For example,
I0(t) = 1 +
∞∑
d=1
edt
(5d)!
(d!)5
,
I1(t) = tI0(t) + 5
∞∑
d=1
edt
(5d)!
(d!)5
5d∑
r=d+1
1
r
,
I2(t) =
t2
2
I0(t) + 5t
∞∑
d=1
edt
(5d)!
(d!)5
5d∑
r=d+1
1
r
+
1
2
∞∑
d=1
edt
(5d)!
(d!)5
(
25
( 5d∑
r=d+1
1
r
)2
−
5d∑
r=1
25
d2
+
d∑
r=1
5
r2
)
.
By the Frobenius method, it is easy to see that {I0, I1, I2, I3} form a
basis of solutions to the Picard-Fuchs equation
∂4t f = 5e
t(5∂t + 1) · · · (5∂t + 4)f(t).
Let
(25) Jj(t) =
Ij(t)
I0(t)
,
and
(26) T = J1(t).
Givental [Giv] and Lian-Liu-Yau [LLY] proved the following prediction
due to Candelas-de la Ossa-Green-Parkes [CDGP]:
(27) F0(T ) =
5
2
(J1(t) · J2(t)− J3(t)).
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Zinger [Zin] proved the following prediction due to Bershadsky-Cecotti-
Ooguri-Vafa [BCOV]:
(28) F1(T ) =
25
12
(J1(t)− t)− log
(
I0(t)
31/3(1− 55et)1/12J ′1(t)1/2
)
.
Predictions up to g = 51 have been made by Huang-Klemm-Quackenbush
[HKQ] based on ideas in [BCOV] and the work of Yamaguchi and Yau
[YY].
3.2. From GW invariants to curve counting in Calabi-Yau 3-
folds. In general, the numbers K0d are rational numbers. Candelas et
al [CDGP] suggested to consider numbers n0d defined as follows:
K0d =
∑
k|d
nk
k3
d3
,
i.e., ∑
d≥1
K0de
dT =
∑
k≥1
n0k
∞∑
l=1
eklT
l3
.
Then one can observe that n0k become integral, for example, n
0
1 = 2875,
n02 = 609250. These numbers are expected to be the “number” of
rational curves of degree k in X5. In general, Gopakumar and Vafa
[GV1] found a relationship between the Gromov-Witten invariants of
a Calabi-Yau 3-fold X and counts of BPS states in M-theory. This
suggests the definition of some invariants called the Gopakumar-Vafa
BPS invariants which we now turn to. They will be used as alternatives
of “number” of curves inX . We will recall their definition momentarily.
Let X be a projective algebraic variety. For any β ∈ H2(X,Z),
denote by Mg,n(X, β) the moduli space of stable maps from genus g
n−pointed curves to X with the image in the class β :
f : (C, p1, · · · , pn)→ X stable map, s.t. f∗[C] = β.
The virtual dimension of this space is
vdimMg,n(X, β) = (1− g)(dimX − 3) +
∫
β
c1(TX) + n.
When X is a Calabi-Yau 3−fold, the virtual dimension of Mg,0(X ; β)
is 0. Define the 0-point Gromov-Witten invariant Kgβ(X) by
Kgβ(X) :=
∫
[Mg(X,β)]vir
1.
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Conjecture/Definition 3.1. There are integers ngβ(X) called Gopakumar-
Vafa BPS invariants such that:
(29)
∑
β 6=0
∑
g≥0
Kgβ(X)λ
2g−2tβ =
∑
β 6=0
∑
g≥0
ngβ(X)
∑
k>0
1
k
(2 sin(
kλ
2
))2g−2tkβ,
where tkβ is an element of the Novikov ring associated with H2(X ;Z),
i.e. the group ring of H2(X ;Z).
For fixed genus g ≥ 0, denote by
(30) FXg :=
∑
β 6=0
Kgβ(X)t
β
the instanton part of the genus g free energy. By taking the coefficients
of λ−2 on both sides of (29), one gets
(31) FX0 =
∑
β 6=0
n0β(X)
∑
k>0
1
k3
tkβ =
∑
β 6=0
n0β(X) · Li3(tβ),
where Lir(z) =
∑
k>0 k
−rzk. By taking the coefficients of λ0 on both
sides of (29), one gets
FX1 =
∑
β 6=0
n0β(X)
∑
k>0
1
12k
tkβ +
∑
β 6=0
n1β(X)
∑
k>0
1
k
tkβ
=
∑
β 6=0
(
1
12
n0β(X) + n
1
β(X)) · Li1(tβ).
(32)
The numbers n1β(X) should not be interpreted as the “numbers” n
∗1
β (X)
of elliptic curves in class β, but instead the number of BPS states
associated to β. By a result of Pandharipande [Pan], they are related
as follows:
(33)
∑
β 6=0
∑
k>0
n1β(X)
k
tkβ =
∑
β 6=0
∑
k>0
n∗1β
σ1(k)
k
tkβ,
where σr(k) =
∑
l|k l
r. Combining this with the above formula for FX1 ,
one gets
(34) FX1 =
∑
β 6=0
(
1
12
n0β(X) · Li1(tβ) + n∗1β (X) · log
∞∏
l=1
(1− tlβ)−1).
For more mathematical work on contributions of embedded curves to
the Gromov-Witten invariants, see Faber-Pandharipande [FP], Bryan-
Pandharipande [BP], Bryan-Leung [BL], and Bryan [Bry].
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3.3. Local Gromov-Witten invariants and local Gopakumar-
Vafa invariants. A powerful technique for the computations of Gromov-
Witten invariants is the localization method [K, GP]. The successes in
computing the genus zero and genus one Gromov-Witten invariants of
quintic 3-fold are based on transforming the calculations to the ambi-
ent space P4. Unfortunately it is not clear how this can be done for
genus g > 1 at present.
While a compact Calai-Yau 3-fold does not have continuous sym-
metry group, a noncompact Calabi-Yau 3-fold may have a 3-torus as
symmetry group which has isolated fixed points. For example, let S be
a toric Fano surface and let X = κS be the total space of its canonical
line bundle. It is interesting to study their Gromov-Witten invariants
of such spaces [CKYZ, KZ]. First of all, suppose that S is a toric Fano
surface embedded in a Calabi-Yau 3-fold Y . Because S is Fano, its
canonical line bundle is negative, so the normal bundle NS/Y is negative
because it is isomorphic to κS by the adjunction formula and the triv-
iality of KY . If we have a stable map f : C → Y , such that f(C) ⊂ S,
by the negativity of NS/Y , under deformations of f , the images will
remain in S. In other words, let β ⊂ H2(S;Z), and let iS : S → Y be
the inclusion, then Mg,0(S; (iS)∗β) will have a component isomorphic
toMg,0(S; β), so so there is a contribution, denoted by Kgβ(κS), to the
Gromov-Witten invariant Kg(iS)∗β(Y ), from this component. Recall we
have the following diagram
M g,1(S, β)
ev

π
// M g(S, β)
S
where pi is the forgetful map and ev is the evaluation map. Define a
bundle (κS)
g
β as follows:
(κS)
g
β := R1pi∗ev∗κS,
One can show that
Kgβ(κS) =
∫
[Mg,0(S,β)]vir
e((κS)
g
β).
Besides providing local contributions to the Gromov-Witten invari-
ants, another more important motivation to study local Gromov-Witten
invariants is that by suitably choosing the local Calabi-Yau geometries,
one can reproduce the partition functions of gauge theories, an idea
called the geometric engineering by the string theorists [KKV1].
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In exactly the same fashion as (29), the local Gopakumar-Vafa in-
variants of κS is defined as follows:
(35)
∑
β 6=0
∑
g≥0
Kgβ(κS)λ
2g−2tβ =
∑
β 6=0
∑
g≥0
ngβ(κS)
∑
k>0
(2 sin(
kλ
2
))2g−2
tkβ
k
.
Suppose that C is a smooth curve in S such that [C] = β, then the
genus of C which we denote by g(β) is given by the adjunction formula:
(36) g(β) = 1 +
1
2
(β2 + κS · β).
Based on empirical evidence in [AMV], it is implicitly assumed in
physics literature that
(37) ngβ(κs) = 0
for g > g(β). We will prove this in later sections. Under this as-
sumption, the summation over g in (38) becomes a finite summation∑g(β)
g=0 .
3.4. Quadratic properties of the local Gopakumar-Vafa invari-
ants. Now we recall an observation made by the second author in [Z1].
Write the left-hand side of (35) as F κS and let q = e
√−1λ, then one can
rewrite (35) in the following form
(38) F κS =
∑
β 6=0
∑
g≥0
ngβ(κS)
∑
k>0
(−1)g−1(qk/2 − q−k/2)2g−2 t
kβ
k
.
Let us recall how Gopakumar and Vafa [GV1, Section 2] defined the
number ngβ(X). See also Katz-Klemm-Vafa [KKV, Section 3], espe-
cially (3.1)-(3.3). Then for each β ∈ H2(X ;Z), and half integers
jL, jR ∈ 12Z, the number NβjL,jR(X) denote the number of BPS states
with charge represented by the class β and with SU(2)L×SU(2)R rep-
resentation [(jL)]⊗ [(jR)] indexed by (jL, jR). The numbers NβjL,jR(X)
may change under the deformation of the complex structures on X ,
however, they claimed that the number∑
jR
(−1)2jR(2jR + 1)NβjL,jR
is an invariant, and they defined the invariants ngβ(X) by (cf. [KKV,
(3.2)]):
(39)
∑
g
ngβ(X)Ig =
∑
jL
(
∑
jR
(−1)2jR(2jR + 1)NβjL,jR)[(jL)],
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where
(40) Ig = [(
1
2
) + 2(0)]⊗g.
Let us give some explanation of the physical notations. By SU(2)L and
SU(2)R we mean two copies of SU(2). Let
(41) tL,R =
(
eiθ 0
0 e−iθ
)
.
By [(jL,R)] we mean the irreducible representation of SU(2)L,R on which
tJ,R acts as
diag(e2jL,Riθ, e2(jL,R−1)iθ, . . . , e−2jL,Riθ)
in a suitable basis. This representation has dimension 2jL,R+1. Given
a representation V of SU(2), its character χV is the trace of the matrix
representation of t. In particular,
χ[(j)] = e
2jiθ + e2(j−1)iθ + · · ·+ e−2jiθ,(42)
χIg = (e
iθ + e−iθ + 2)g.(43)
Write eiθ = −q, one gets:
χ[(j)] = (−1)2j(q2j + q2(j−1) + · · ·+ q−2j),(44)
χIg = (−1)g(q1/2 − q−1/2)2g.(45)
Write Rg(q) = q
g + qg−2 + · · ·+ q−g. Then by (39),∑
g
ngβ(X)(−1)g(q1/2 − q−1/2)2g
=
∑
jL
(
∑
jR
(−1)2jL+2jR(2jR + 1)NβjL,jR(X))R2jL(q).
Define
(46) Ngβ (X) =
∑
jR
(−1)g+2jR(2jR + 1)Nβg/2,jR(X).
We then arrive at the following identity (cf. [HIV, (111)], see also [Z1,
(5)]):
(47)
∑
g
ngβ(X)(−1)g(q1/2 − q−1/2)2g =
∑
g≥0
Ngβ(X)Rg(q).
The main observation of [Z1] is the following:
Conjecture 1. Fix δ ≥ 0. For local Calabi-Yau geometries given
by the canonical line bundles of toric Fano surfaces, N
g(β)−δ
β (κS) is a
quadratic polynomial in d, up to a suitable sign, when d is sufficiently
large compared to δ.
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It was also suggested in [Z1] that the argument in [KKV] might give
an explanation of quadratic behavior of the transformed Gopakumar-
Vafa invariants Ngβ .
Note the transformation from the invariants ngβ to N
g
β is quite dif-
ferent from the transformation of the node polynomials introduced by
Go¨ttsche [Got] (cf. §2.4).
4. Some Combinatorial Preliminaries
In this section we collect some combinatorial results which we use
later.
4.1. Partitions and some associated combinatoiral numbers.
Let µ = (µ1, µ2, . . . , µl, . . . ) be a partition, i.e., µ1 ≥ µ2 ≥ · · · is a
sequence of nonnegative integers such that µn = 0 for n≫ 0. We will
use the following numbers associated with µ:
l(µ) = |{i : µI > 0}|, |µ| =
∑
i≥1
µi, mi(µ) = |{i : µj = i}|,
zµ =
∏
i≥1
mi(µ)!
∏
i≥1
λi, nµ =
∑
i≥1
(i− 1)µi,
kµ = nµt − nµ =
∑
i≥1
µi(µi − 2i+ 1).
It is very useful to represent a partition µ by its Young diagram Y (µ).
By transposing the rows and columns of Y (µ), we get the Young dia-
gram of another partition, denoted by µt. For a box x sitting at the
i-th row and the j-th column of Y (µ), its arm number, leg number and
hook number are defined by
a(x) = µi − i, l(x) = µtj − j, h(x) = a(x) + l(x) + 1.(48)
Let µ be a partition of n > 0. Then µ can be used either to index
an irreducible representation Rµ of Sn, or a conjugacy class Cµ of Sn
(cf. e.g. [Mac, §1.7]). In particular, R(n) is the trivial representation,
R(1n) is the sign representation; C(1n) is the conjugacy class of the
identity element, and C(n) is the conjugacy class of the n-cycles. For
two partitions µ and ν, denote by χµ(ν) the value of the irreducible
character χRµ on the conjugacy class Cν . They satisfy the following
orthogonality relations:∑
ν
1
zν
χµ1(ν) · χµ2(ν) = δµ1,µ2 ,(49) ∑
µ
χµ(ν
1) · χµ(ν2) = δν1,ν2zν1 .(50)
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4.2. Estimates of some combinatorial numbers. Let µ and ν be
two partitions of n. We write µ > ν or ν < µ if the first nonzero µi−νi
is positive. This defines an ordering on the set Pn of partitions of n,
called the reverse lexicographic ordering [Mac].
Lemma 4.1. Suppose that µ, ν ∈ Pn and µ > ν, then one has
(51) nµ < nν , κµ > κν .
In particular, if µ < (n), then
(52) κµ ≤ κ(n) − 2n.
Proof. It suffices to consider the case when µ and ν are adjacent in the
reverse lexicographic ordering. Suppose that l(µ) = l. We have two
cases to consider.
Case 1. Suppose that µl > 1, then one has
ν = (µ1, . . . , µl−1, µl − 1, 1).
Then we have
nµ − nν =
l−1∑
i=1
(i− 1)µi + (l − 1)µl
− (
l−1∑
i=1
(i− 1)µi + (l − 1)(µl − 1) + l · 1)
= −1 < 0,
and
κµ − κν =
l−1∑
i=1
µi(µi − 2i+ 1) + µl(µl − 2l + 1)
− ( l−1∑
i=1
µi(µi − 2i+ 1) + (µl − 1)(µl − 1− 2l + 1)
+1 · (1− 2(l + 1) + 1))
= µl(µl − 2l + 1)− (µl − 1)(µl − 2l) + 2l
= 2µl > 0.
Case 2. Suppose that µk > 1, µk+1 = µk+2 = · · · = µl = 1. Then we
have
ν = (µ1, . . . , µk−1, µk − 1, νk+1 = 1, . . . , νl+1 = 1),
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and so we have
nµ − nν =
k∑
i=1
(i− 1)µi +
l∑
j=k+1
(j − 1) · 1
− (
k−1∑
i=1
µi + (k − 1) · (µk − 1) +
l∑
j=k+1
(j − 1) · 1 + l · 1)
= −(l − k + 1) < 0
and
κµ − κν =
k∑
i=1
µi(µi − 2i+ 1) +
l∑
j=k+1
1 · (1− 2j + 1)
− ( k−1∑
i=1
µi(µi − 2i+ 1) + (µk − 1)(µk − 1− 2k + 1)
+
l+1∑
j=k+1
1 · (1− 2j + 1))
= µk(µk − 2k + 1)− (µk − 1)(µk − 2k) + 2l
= 2µk − 2k + 2l > 0.

4.3. Symmetric functions and their specializations. Let x =
(x1, x2, . . . ) be a sequence of indeterminates. Consider the infinite
product
∏∞
i=1(1− xit). One has the following expansions:
∞∏
i=1
(1− xit) =
∞∑
k=0
(−1)kek(x)tk,(53)
∞∏
i=1
1
(1− xit) =
∞∑
k=0
hk(x)t
k,(54)
log
∞∏
i=1
(1− xit) = −
∞∑
k=0
pk(x)
tk
k
,(55)
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where
ek(x) =
∑
i1<i2<···<ik
xi1xi2 · · ·xik ,
hk(x) =
∑
∑
kj=k
xk1i1 x
k2
i2
· · ·xksis ,
pk(x) =
∑
j≥1
xkj ,
These date back to Euler. The following monomials of these symmet-
ric functions can be used to obtain additive basis of the space Λ of
symmetric functions:
eµ(x) =
∏
i≥1
eµi , hµ(x) =
∏
i≥1
hµi , pµ(x) =
∏
i≥1
pµi ,
so do the Schur functions sµ defined by:
sµ(x) = det(hµi−i+j(x))1≤i,j≤n,
where n > max{µ1, l(µ)}. The bases {sν} and {pη} are related as
follows [Mac, §I.7]:
sν(x) =
∑
|η|=|ν|
χν(η)
zη
· pη(x),(56)
pη(x) =
∑
|η|=|ν|
χν(η) · sν(x).(57)
4.4. Symmetric functions and their specializations. The follow-
ing identities are also due to Euler:
(58)
∞∏
n=0
(1− qnz) = 1 +
∞∑
n=1
(−1)n q
n(n−1)/2∏n
j=1(1− qj)
zn,
(59)
∞∏
n=0
1
1− qnz = 1 +
∑
n≥1
1∏n
j=1(1− qj)
zn.
From these one gets:
ek(1, q
−1, q−2, . . . ) =
q−k(k−1)/2
[k]q−1 !
,(60)
hk(1, q
−1, q−2, . . . ) =
1
[k]q−1 !
,(61)
where we have used the following notations:
(62) [k]q := 1− qj, [k]q! := [1]q[2]q · · · [k]q.
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It is trivial to see that
(63) pk(1, q
−1, q−2, . . . ) =
1
1− q−k =
1
[k]q−1
.
We have [Mac]:
(64) sµ(1, q
−1, q−2, . . . ) = q−n(µ)
∏
x∈Y (µ)
1
1− q−h(x) ,
where Y (µ) is the Young tableau of µ and h(x) is the hook number of
x.
4.5. Basic hypergeometric series. First we recall the following no-
tations:
(a; q)∞ =
∞∏
i=0
(1− aqi),
(a; q)n =
(a; q)∞
(aqn; q)∞
=
n−1∏
i=0
(1− aqi).
Let
[∞]q! = (q; q)∞.
The following Lemma will be used repeatedly in this work (cf. e.g.
[GR], page 7-10).
Lemma 4.2. We have the q-analog of binomial theorem:
(65)
∑
n≥0
(a; q)n
(q, q)n
zn =
(az; q)∞
(z; q)∞
.
A particular case of (65) is when a = 0, we get the q-analog expo-
nential function:
(66)
∑
n≥0
zn
[n]q!
=
1
(z, q)∞
.
This is just another way to write (59).
4.6. Link invariants of the Hopf link. For calculations of the Gromov-
Witten invariants of local Calabi-Yau geometries, we will need the fol-
lowing expressions arising from the colored HOMFLY polynomials of
the Hopf link (see e.g. [AMV, I, Z2]):
(67) Wµ1,µ2(q) = sµ1(q̺)sµ2(qµ1+̺),
GV INVARIANTS, HILBERT SCHEMES AND QUASIMODULAR FORMS 21
where q̺ = (q−1/2, q−3/2, q−5/2, · · · ) and qµ+̺ = (qµ1−1/2, qµ2−3/2, qµ3−5/2, · · · ).
These invariants have the following symmetric properties:
(68) Wµ,ν(q) =Wν,µ(q).
The following are some examples:
W(1),(1)(q) = q
2 − q + 1
(q − 1)2 ,
W(2),(1)(q) = q
3
2 (q3 − q2 + 1)
(q − 1)2(q2 − 1) ,
W(1,1),(1)(q) = q
3 − q + 1
q
1
2 (q − 1)2(q2 − 1) ,
W(2),(1,1)(q) = q(q
4 − q2 + 1)
(q − 1)2(q2 − 1)2 ,
W(1,1),(1,1)(q) = q
6 − q5 + 2q3 − q2 − q + 1
q2(q − 1)2(q2 − 1)2 ,
W(2),(2)(q) = q
2(q6 − q5 − q4 + 2q3 − q + 1)
(q − 1)2(q2 − 1)2 ,
From these examples, one can see that Wµν has the following form:
Wµ,ν(q) = f(q)
g(q)
or
q1/2f(q)
g(q)
,
where f(q) and g(q) are polynomials in q.
In general, if f(q) is a series in C[q, q−1]], i.e., of the form:∑
n≤M
anq
n
for some integer M such that aM 6= 0, then we define degq f(q) = M .
It is easy to see that these definitions are well-defined. In the following
when we take degq of some function f(q), we mean first taking the
expansion of f(q) into a series in C[q, q−1]]. If f(q) and g(q) are two
series in q of the above form, then it is easy to see that
degq
f(q)
g(q)
= degq f(q)− degq g(q).
We define
degq
q1/2f(q)
g(q)
=
1
2
+ degq f(q)− degq g(q).
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Lemma 4.3. For two partitions µ and ν, one has
(69) degqWµ,ν(q) ≤ |µ| · |ν| − (|µ|+ |ν|)/2.
The equality holds iff µ = (|µ|) and ν = (|ν|).
Moreover, if µ 6= (|µ|), we have
degqWµ,ν(q) ≤ |µ| · |ν| − (|µ|+ |ν|)/2− (|ν|+ 1),
the equality holds iff µ = (|µ| − 1, 1) and ν = (|ν|); if µ 6= (|µ|) and
µ 6= (|µ| − 1, 1) , we have
degqWµ,ν(q) ≤ |µ| · |ν| − (|µ|+ |ν|)/2− 2(|ν|+ 1),
the equality holds iff µ = (|µ| − 2, 2) and ν = (|ν|).
Proof. Because (64), we have
(70) sµ(q
̺) = q−|µ|/2−n(µ)
∏
x∈Y (µ)
1
1− q−h(x) ,
where Y (µ) is the Young tableau of µ and h(x) is the hook number. It
is clear that
(71) degq sµ(q
ρ) = −|µ|/2− n(µ).
Note
pm(q
µ+ρ) = q−m/2
(
qmµ1 + qm(µ2−1) + · · ·+ qm(µl−(l−1)) +
∞∑
j=l
q−mj
)
= q−m/2
(
qmµ1 + qm(µ2−1) + · · ·+ qm(µl−(l−1)) + q
−ml
1− q−m
)
,
so one has for all partitions η with |η| = |ν|,
(72) pη(q
µ+ρ) = q|ν|·µ1−|ν|/2 + · · · ,
where · · · stands for lower order terms. Hence by (56):
sν(q
µ+̺) =
∑
|η|=|ν|
χν(η)
zη
pη(q
µ+ρ)
=
∑
|η|=|ν|
χν(η)
zη
q|ν|·µ1 + · · ·
= δν,(|ν|)q
|ν|·µ1 + · · · .
In the last equality we have used the orthogonality relations for char-
acters to get: ∑
|η|=|ν|
χν(η)
zη
= δν,(|ν|).
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It follows that
(73) degq sν(q
µ+ρ) ≤ µ1 · |ν| − |ν|/2 = degq s(|ν|)(qµ+ρ),
with the equality holds iff η = (|η|). Therefore, by (67),
(74) degqWµ,ν ≤ µ1 · |ν| − n(µ)−
1
2
(|µ|+ |ν|) = degqWµ,(|ν|).
The equality holds iff η = (|η|). Now we use the symmetry (68) to get:
degqWµ,(|ν||) = degqW(|ν|),µ ≤ degqW(|ν|),(µ|)
= |µ| · |ν| − (|µ|+ |ν|)/2.
The equality holds iff µ = (|µ|).
If µ 6= (|µ|), we have µ1 ≤ |µ| − 1 and −nµ ≤ −1, hence
(75) degqWµ,ν ≤ (|µ| − 1) · |ν| − 1−
1
2
(|µ|+ |ν|) = degqW(|µ|−1,1),(|ν|).
Moreover, if µ 6= (|µ|) and µ 6= (|µ| − 1, 1), we have µ1 ≤ |µ| − 2 and
−nµ ≤ −2, hence
(76) degqWµ,ν ≤ (|µ| − 2) · |ν| − 2−
1
2
(|µ|+ |ν|) = degqW(|µ|−2,2),(|ν|).

4.7. Explicit formula for W(m),(n). In last subsection we have shown
that
degqW(m),(n) = mn− (m+ n)/2.
In this subsection we will present an explicit formula for W(m),(n).
Lemma 4.4. The following identity holds:
(77) W(m),(n)(q) = qmn− 12 (m+n)
n∑
k=0
q−k(m+1)
[m]q−1 ![k]q−1 !
.
Proof. By (67), (70) we have
W(m),(n)(q) = s(m)(q̺)s(n)(q(m)+̺).
We now compute s(m)(q
̺) and s(n)(q
(m)+̺). Recall s(m) = hm, hence
(78) s(m)(q
̺) = hm(q
ρ) =
q−m/2
[m]q−1 !
,
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and ∑
n≥0
s(n)(q
(m)+̺)tn =
∑
n≥0
hn(q
(m)+̺)tn
=
1
1− qm−1/2t ·
∞∏
i=1
1
1− q−i−1/2t =
∞∑
j=0
qmj−j/2tj ·
∞∑
j=0
q−k/2
[k]q−1 !
tk
=
∑
n≥0
q−n/2tn
n∑
k=0
qm(n−k)−k
[k]q−1 !
.
Hence
(79) s(n)(q
(m)+̺) = q−n/2
n∑
k=0
qmn−(m+1)k
[k]q−1 !
.
This completes the proof. 
5. Closed Formula for Leading Gopakumar-Vafa
Invariants of Local P2 Geometry
In this section we will explicitly compute the Gopakumar-Vafa in-
variants n
(d−1)(d−2)/2−δ
d of κ¶2 for 0 ≤ δ ≤ d − 2 based on duality with
link invariants. We will verify the predictions of Katz-Klemm-Vafa
[KKV] in this case. This method will be generalized to the case of
0 ≤ δ ≤ 2d − 4 where no predictions of the closed formula have been
made in the literature. It will be applied to other toric Fano surfaces
in Part II of this paper [GZ].
5.1. A formula for the free energy F κP2 . Since H2(P
2;Z) = ZH ,
where H is the hyperplane class, we will use an integer d to index
a homology class in H2(P
2;Z) and write Kgd(κP2) for K
g
dH(κP2). The
instanton part of the free energy of κP2 is
(80) F κP2 =
∑
g≥0
λ2g−2
∑
d>0
Kgd(κP2) · td,
and the topological partition function of the local P2 geometry is de-
fined by
ZκP2 = expF κP2 .
It can be explicitly computed [AMV, I, Z3] by Chern-Simons invariants
of Hopf link:
ZκP2 =
∑
µ1,µ2,µ3
Wµ1,µ2(q)Wµ2,µ3(q)Wµ3,µ1(q) · q
1
2
∑3
i=1 κµi (−t)
∑3
i=1 |µi|.
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For a fixed d ≥ 1, denote the coefficient of td in ZκP2 by I(d), and
denote by F (d) the coefficient of td in F κP2 , i.e., we have
ZκP2 = 1 +
∑
d≥1
I(d)td,
F κP2 =
∑
d≥1
F (d)td.
So from F κP2 = logZκP2 we have
F (1) = I(1)
F (2) = I(2)− 1
2
I(1)2,
F (3) = I(3)− I(1)I(2) + 1
3
I(1)3,
in general
(81) F (d) =
∑
k≥1
(−1)k−1
k
∑
d1+···+dk=d
I(d1) · · · I(dk).
It is clear that
(82) I(d) = (−1)d ·
∑
∑
i |µi|=d
q
1
2
(
∑3
i=1 kµi )Wµ1,µ2(q)Wµ2,µ3(q)Wµ3,µ1(q),
so one has a way to explicitly compute all F (d) and hence compute
the Gopakumar-Vafa invariants of P2. This has been used in [AMV]
to obtain a table of Gopakumar-Vafa invariants of κP2, on which the
observations in [Z1] were based. In this section we will use it to obtain
closed formula for some leading Gopakumar-Vafa invariants.
5.2. Degree estimates for F κP2 . Our starting point is the degree
estimates of the terms in I(d) based on Lemma 4.1 and Lemma 4.3.
We regroup the terms in I(d) as follows:
I(d) = (−1)d ·
∑
∑
i di=d
q
1
2
∑
i κ(di)W(d1),(d2)(q)W(d2),(d3)(q)W(d3),(d1)(q)
+ (−1)d ·
′∑
∑
i |µi|=d
q
1
2
∑
i κµiWµ1µ2(q)Wµ2µ3(q)Wµ3µ1(q),
where
∑′
|µ1|+|µ2|+|µ3|=d means at least one of µ
1, µ2, µ3 is not of the form
(m). By (77),∑
∑
i di=d
q
1
2
∑
i κ(di) · W(d1),(d2)(q)W(d2),(d3)(q)W(d3),(d1)(q) = q(d
2−3d)/2Wd(q),
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where
(83) Wd(q) =
∑
d1+d2+d3=d
d1∑
k1=0
d2∑
k2=0
d3∑
k3=0
q−k2(d1+1)q−k3(d2+1)q−k1(d3+1)∏3
i=1([di]q−1 ![ki]q−1 !)
.
In particular, we have
(84)
degq
∑
∑
i di=d
q
1
2
∑
i κ(di)W(d1),(d2)(q)W(d2),(d3)(q)W(d3),(d1)(q) = (d2−3d)/2.
Lemma 5.1. Assume that µ1, µ2, µ3 such that |µi| = di, i = 1, 2, 3,
and at least one of them is not of the form (m).
degq(q
1
2
∑
i κµiWµ1µ2(q)Wµ2µ3(q)Wµ3µ1(q))
− degq(q
1
2
∑3
i=1 κ(di) · W(d1),(d2)(q)W(d2),(d3)(q)W(d3),(d1)(q))
≤ −(d1 + d2 + d3)− 2.
Proof. There are three cases to consider: Case 1. Exactly one of µi’s
is not of the form (m); Case 2. Exactly two of µi’s are not of the form
(m); Case 3. Exactly three of µi’s are not of the form (m). For Case 1,
assume µ1 = (d1), µ
2 = (d2), |µ3| = d3 but µ3 6= (d3), then by Lemma
4.1 we have
degq q
κµ3/2 − degq qκ(d3)/2 ≤ −d3,
and by Lemma 4.3 we have
degqW(d2),µ3(q)− degqW(d2),(d3)(q) ≤ −(d2 + 1),
degqWµ3,(d1)(q)− degqW(d3),(d1)(q) ≤ −(d1 + 1),
therefore,
degq(q
1
2
∑2
i=1 κ(di)+
1
2
κµ3 · W(d1),(d2)(q)W(d2),µ3(q)Wµ3,(d1)(q))
− degq(q
1
2
∑3
i=1 κ(di) · W(d1),(d2)(q)W(d2),(d3)(q)W(d3),(d1)(q))
≤ −d3 − (d2 + 1)− (d1 + 1)
= −d− 2.
The other two cases can be treated in the same fashion. 
We will use the following notations: For a series f(q) and g(q) of the
form
f(q) = anq
n + an−1qn−1 + an−2qn−2 + · · ·
where n ∈ Z, and m ∈ Z such that m ≤ n, define f(q)|g≥m by
f(q) = anq
n + an−1q
n−1 + an−2q
n−2 + · · ·+ amqm.
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If f(q) and g(q) are series of the above form, and f(q)|q≥m = g(1)|g≥m,
then we write
f(q) = g(q)|q≥m.
So we have proved the following:
Lemma 5.2. For d ≥ 1,
(85) I(d) = (−1)dq(d2−3d)/2Wd(q)
∣∣∣∣
q≥(d
2−3d)/2−d−1
,
Proposition 5.3. For d ≥ 1, degq F (d) ≤ (d2 − 3d)/2. Furthermore,
all the terms of the form q(d
2−3d)/2−δ for 0 ≤ δ ≤ d−2 come from I(d).
I.e.,
(86) F (d) = I(d)|q≥(d2−3d)/2−d+2 .
Proof. Suppose that k > 1, and d1, . . . , dk > 0 are positive integers
such that d1 + · · ·+ dk = d, then
degq(I(d1) · · · I(dk)) =
1
2
[(d21 − 3d1) + · · ·+ (d2k − 3dk)]
=
1
2
(d2 − 3d)−
∑
1≤i<j≤k
didj ≤ 1
2
(d2 − 3d)− (d− 1).
Here we have use the following inequality: For positive integers d1, . . . , dk
(k > 1), one has
(87)
∑
1≤i<j≤k
didj ≥
k∑
i=1
di − 1.
This can be easily proved by induction. The proof is completed by
noting (81). 
5.3. A vanishing result for Gopakumar-Vafa invariants for lo-
cal P2. For the local P2 geometry the Gopakumar-Vafa Conjecture has
been proved by Peng [P] and Konishi [Ko1, Ko2]. So we have
(88) F =
∑
d≥1
∑
g≥0
ngd(κP2)
∑
k>0
(−1)g−1
k
(q
k
2 − q− k2 )2g−2tkd,
for some integers ngd(κP2). Therefore by comparing the coefficients of
td, one gets:
(89) F (d) =
∑
k|d
∑
g≥0
ngd/k(κP2)
(−1)g−1
k
(q
k
2 − q− k2 )2g−2.
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This must be a finite sum because we have
(90) degq F (d) = (d
2 − 3d)/2.
It follows that if ngd/k 6= 0, then
(91) k · (g − 1) ≤ (d2 − 3d)/2.
In particular, taking k = 1 we get
Proposition 5.4. For the local P2 geometry, if ngd 6= 0, then
(92) g ≤ g(d) := (d− 1)(d− 2)/2.
This was empirically observed in [GV1, AMV] and proved by Peng
[P] by similar arguments.
5.4. Leading Gopakumar-Vafa invariants for local P2. With the
above vanishing result one can rewrite (89) as follows:
(93) F (d) =
∑
k|d
g(d/k)∑
g=0
ngd/k(κP2)
(−1)g−1
k
(q
k
2 − q− k2 )2g−2.
We can write it as
(94) F (d) =
∑
k|d
F k(d),
where
(95) F k(d) =
g(d/k)∑
g=0
ngd/k(κP2)
(−1)g−1
k
(q
k
2 − q− k2 )2g−2.
Because for k > 1 and 0 ≤ g ≤ g(d/k), we have
degq(q
k
2 − q k2 )2g−2 = k
2
· (2g − 2)
≤ k
2
· (2g(d/k)− 2) = 1
2
(
d2
k
− 3d)
=
1
2
(d2 − 3d+ 2)− [d
2
(d− d
k
) + 1] ≤ g(d)− d,
moreover if d > 3 we have
degq(q
k
2 − q k2 )2g−2 ≤ g(d)− (d
2
4
+ 1) ≤ g(d)− (2d− 3).
So one gets,
(96) F (d) = F 1(d) =
g(d)∑
g=0
ngd(κP2)(−1)g−1(q
1
2 − q− 12 )2g−2
∣∣∣∣
q≥g(d)−d+1
,
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and if d > 3
(97) F (d) = F 1(d)
∣∣∣∣
q≥g(d)−2d+4
.
In other words,
(98)
g(d)∑
g=g(d)−d+1
ngd(κP2)(−1)g−1(q
1
2 − q− 12 )2g−2 = F (d)|q≥g(d)−d+1
Now we combine this equation with (86) and (85) to get:
g(d)∑
g=g(d)−d+2
ngd(κP2)(−1)g−1(q
1
2 − q− 12 )2g−2
=(−1)d · q(d2−3d)/2Wd(q)|q≥g(d)−d+1.
(99)
The following easy result will be useful:
Lemma 5.5. Suppose that f(q) = g(q)|q≥m. Then
(a) qf(q) = qg(q)|q≥m+1.
(b) For j > 0, (1− q−j)f(q) = (1− q−j)g(q)|q≥m.
Proof. Suppose that f(q) = anq
n+an−1qn−1+ · · ·+amqm+am−1qm−1+
· · · , and g(q) = anqn + an−1qn−1 + · · ·+ amqm + bm−1qm−1 + · · · , then
we have
qf(q) = anq
n+1 + an−1qn + · · ·+ amqm+1 + am−1qm + · · · ,
qg(q) = anq
n+1 + an−1qn + · · ·+ amqm+1 + bmqm−1 + · · · ,
this proves (a). Similarly,
(1− q−j)f(q) = anqn + an−1qn−1 + · · ·+ amqm + am−1qm−1 + · · ·
−anqn−j + an−1qn−1−j + · · ·+ amqm−j + am−1qm−1−j + · · ·
(1− q−j)g(q) = anqn + an−1qn−1 + · · ·+ amqm + bm−1qm−1 + · · ·
−anqn−j + an−1qn−1−j + · · ·+ amqm−j + bm−1qm−1−j + · · · ,
hence (b) is evident. 
Multiplying both sides of (99) by q(1 − q−1)2, we get by the above
Lemma:
g(d)∑
g=g(d)−d+2
ngd(κP2)(−1)g−1(q
1
2 − q− 12 )2g
=(−1)d · qg(d)(1− q−1)2 ·Wd(q)|q≥g(d)−d+2.
(100)
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It follows that for fixed d, when g(d) − d + 2 ≤ g ≤ g(d), ngd(κP2) is
determined by the coefficients of ql in Wd(q) for −d+ 2 ≤ l ≤ 0. Such
invariants will be referred as the leading Gopakumar-Vafa invariants.
We will not directly evaluate ngd(κP2), but instead will consider the
transformed Gopakumar-Vafa invariants.
5.5. Transformed Gopakumar-Vafa invariants. Recall the trans-
formed Gopakumar-Vafa invariants Ngd (κP2) is defined by:
g(d)∑
g=0
Ngd (κP2)(q
g + qg−2 + · · ·+ q−g) =
g(d)∑
g=0
(−1)gngd(κP2)(q
1
2 − q− 12 )2g,
Multiply both sides by 1− q−2 to get:
g(d)∑
g=0
Ngd (κP2) · (qg − q−g−2) = (1− q−2)
g(d)∑
g=0
(−1)gngd(κP2)(q
1
2 − q− 12 )2g.
We take the terms of the form qk for k ≥ g(d)− d+ 2 to get
g(d)∑
g=g(d)−d+2
Ngd (κP2)q
g
=(1− q−2)
g(d)∑
g=0
(−1)gngd(κP2)(q
1
2 − q− 12 )2g
∣∣∣∣
q≥g(d)−d+2
=(−1)d−1(1− q−2)(1− q−1)2qg(d)Wd(q)|q≥g(d)−d+2.
(101)
So in order to find the leading transformed Gopakumar-Vafa invariants
Ngd (κP2) for g(d)− d+2 ≤ g ≤ g(d), we need to find the coefficients of
q−δ in Wd(q) for δ ≤ d− 2.
5.6. Calculations of Wd(q) by hypergeometric series. In this sub-
section we will evaluate the following summation:
(102) Wd(q) =
∑
d1+d2+d3=d
d1∑
k1=0
d2∑
k2=0
d3∑
k3=0
q−k2(d1+1)q−k3(d2+1)q−k1(d3+1)∏3
i=1([di]q−1![ki]q−1 !)
.
For m ≥ 0, we introduce an operator T xm : C[[x]]→ C as follows: For
f(x) = a0 + a1x+ a2x
2 + · · · , define
(103) T xmf(x) := a0 + a1 + a2 + · · ·+ am.
Lemma 5.6. The following identities hold:
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m∑
k=1
q−k(d+1)
[k]q−1 !
= T xm
(
1
(xq−d−1; q−1)∞
− 1
)
,(104)
1
[d2]q−1 !
d3∑
k=0
q−k(d2+1)
[k]q−1 !
=
1
[∞]q−1!T
x
d3
(
(q−d2−1; q−1)∞
(xq−d2−1; q−1)∞
)
.(105)
Proof. Take z = xq−d−1 in (66),
(106)
∑
n≥0
xnq−n(d+1)
[n]q!
=
1
(xq−d−1, q)∞
.
Then one applies T xm on both sides to get the first identity. For the
second identity, just note
(107)
1
[d2]q−1 !
=
(q−d2−1; q−1)∞
[∞]q−1 ! .

By (105),
Wd(q) =
∑
∑
i di=d
(
1
[∞]q−1 !T
x
d3
(
(q−d2−1; q−1)∞
(xq−d2−1; q−1)∞
− 1
)
+
1
[∞]q−1!
)
·
(
1
[∞]q−1 !T
x
d2
(
(q−d1−1; q−1)∞
(xq−d1−1; q−1)∞
− 1
)
+
1
[∞]q−1!
)
·
(
1
[∞]q−1!T
x
d1
(
(q−d3−1; q−1)∞
(xq−d3−1; q−1)∞
− 1
)
+
1
[∞]q−1!
)
Now we can regroup the terms on the right-hand side of (102) as
follows:
(108) Wd(q) = W
1
d (q) +W
2
d (q) +W
3
d (q) +W
4
d (q),
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where
W 1d (q) =
∑
∑
di=d
1
([∞]q−1!)3 =
(d+ 1)(d+ 2)
2 · ([∞]q−1 !)3 ,(109)
W 2d (q) = 3
∑
∑
di=d
1
([∞]q−1 !)3 · T
x
d2
(
(q−d1−1; q−1)∞
(xq−d1−1; q−1)∞
− 1
)
,(110)
W 3d (q) = 3
∑
∑
di=d
1
([∞]q−1 !)3 · T
x
d2
(
(q−d1−1; q−1)∞
(xq−d1−1; q−1)∞
− 1
)
(111)
·T xd3
(
(q−d2−1; q−1)∞
(xq−d2−1; q−1)∞
− 1
)
,
W 4d (q) = 3
∑
∑
di=d
1
([∞]q−1 !)3 · T
x
d2
(
(q−d1−1; q−1)∞
(xq−d1−1; q−1)∞
− 1
)
(112)
·T xd3
(
(q−d2−1; q−1)∞
(xq−d2−1; q−1)∞
− 1
)
· T xd1
(
(q−d3−1; q−1)∞
(xq−d3−1; q−1)∞
− 1
)
.
Lemma 5.7. We have the following formulas for the leading term:
1
[∞]q−1 ! −
1
[d]q−1!
= q−(d+1) · (1 + a1q−1 + a2q−2 + · · · ),(113)
T xm
(
(q−d−1; q−1)∞
(xq−d−1; q−1)∞
− 1
)
= q−(d+1)(m+1) · (b0 + b1q−1 + · · · ).(114)
Proof. These follow from straightforward calculations:
1
[∞]q−1! −
1
[d]q−1 !
=
1
[d]q−1!
( ∞∏
j=d+1
1
1− q−j − 1
)
=
1
[d]q−1 !
· (q−(d+1) + · · · ) = q−(d+1) + ·.
Similarly,
T xm
(
(q−d−1; q−1)∞
(xq−d−1; q−1)∞
− 1
)
= T xm
(
1
(xq−d−1; q−1)∞
· 11
(q−d−1;q−1)∞
− 1
)
=
∑m
k=0
q−k(d+1)
[k]q−1 !∑∞
k=0
q−k(d+1)
[k]q−1 !
− 1 = 1
1 +
∑∞
k=m+1
q−k(d+1)
[k]
q−1
!
∑m
k=0
q−k(d+1)
[k]
q−1
!
− 1
= −q−(m+1)(d+1) + · · · ,
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where in the third identity we have used (66). 
Using Lemma 5.7 we get
W 3d (q) = 3
∑
∑
di=d
(q−(d1+1)(d2+1) + · · · ) · (−q−(d2+1)(d3+1) + · · · ),
it follows that degqW
c
d (q) ≤ −(d+ 2). Similarly,
degqW
4
d (q) = max{−(d1 + 1)(d2 + 1)− (d2 + 1)(d3 + 1)
−(d3 + 1)(d1 + 1) : d1 + d2 + d3 = d} ≤ −(2d+ 3).
Since we are concerned with the coefficients of ql for −d + 2 ≤ l ≤ 0,
such part of contributions are all from W ad (q) and W
b
d (q).
5.7. Computations of W 2d (q).
Proposition 5.8. We have∑
d≥0
(
1
[∞]q−1! −
1
[d]q−1!
)
=
1
[∞]q−1!
∑
i≥1
q−i
1− q−i .
Proof. Consider∑
d≥0
td
(
1
[d]q−1 !
− 1
[∞]q−1 !
)
=
1
(t, q−1)∞
− 1
(1− t)(q−1, q−1)∞
=
1
t− 1(
1
(tq−1, q−1)∞
− 1
(q−1, q−1)∞
).
Hence
lim
t→1
∑
d≥0
td
(
1
[∞]q−1! −
1
[d]q−1!
)
=
d
dt
1
(tq−1, q−1)∞
∣∣∣∣
t=1
=
1
[∞]q−1!
∑
i≥1
q−i
1− q−i .

Proposition 5.9. Write
W 2∞ =
3
[∞]q−1 !3
∑
d1,d2≥0
T xd2
(
(q−d1−1; q−1)∞
(xq−d1−1; q−1)∞
− 1
)
,
then we have:
(115) W 2∞ = −
3
[∞]q−1 !3
∑
i≥1
q−i
(1− q−i)2 .
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Proof. We use Abel summation to carry out
∑
d1≥0.
∑
d1≥0
(
(q−d1−1; q−1)∞
(xq−d1−1; q−1)∞
− 1
)
= lim
t→1
∑
d1≥0
(
(q−d1−1; q−1)∞
(xq−d1−1; q−1)∞
td1 − td1
)
= lim
t→1
(
(q−1; q−1)∞
(xq−1; q−1)∞
∑
d1≥0
(xq−1; q−1)d1
(q−1; q−1)d1
td1 − 1
1− t
)
= lim
t→1
(
(q−1; q−1)∞
(xq−1; q−1)∞
· (xq
−1t; q−1)∞
(t; q−1)∞
− 1
1− t
)
.
In the last equality we have used the q-binomial identity (65). Note
(t; q−1)∞ = (1− t) · (tq−1; q−1)∞.
So we can move forward as follows:
∑
d1≥0
(
(q−d1−1; q−1)∞
(xq−d1−1; q−1)∞
− 1
)
= − lim
t→1
1
t− 1
(
(q−1; q−1)∞
(xq−1; q−1)∞
· (xq
−1t; q−1)∞
(tq−1; q−1)∞
− 1
)
= − d
dt
(
(q−1; q−1)∞
(xq−1; q−1)∞
· (xq
−1t; q−1)∞
(tq−1; q−1)∞
)∣∣∣∣
t=1
=
∑
i≥1
(
xq−i
1− xq−i −
q−i
1− q−i
)
.
Note
T xd2
(
xq−i
1− xq−i
)
=
d2∑
j=1
xjq−ij|x=1 =
d2∑
j=1
q−ij =
(1− q−id2)q−i
1− q−i ,
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so we have ∑
d2≥0
T xd2
∑
d1≥0
(
(q−d1−1; q−1)∞
(xq−d1−1; q−1)∞
− 1
)
=
∑
d2≥0
T xd2
∑
i≥1
(
xq−i
1− xq−i −
q−i
1− q−i
)
=
∑
d2≥0
∑
i≥1
(
(1− q−id2)q−i
1− q−i −
q−i
1− q−i
)
= −
∑
d2≥0
∑
i≥1
(q−i)(d2+1)
1− q−i = −
∑
i≥1
q−i
(1− q−i)2 .

As a corollary we have
Proposition 5.10. We have
(116) W 2d (q) = −
3
[∞]q−1 !3
∑
i≥1
q−i
(1− q−i)2
∣∣∣∣
q≥−d
.
Proof. Just consider
W 2
′
d (q) = W
2
d (q)−W 2∞(q) =
−3
[∞]q−1!3
∑
d1+d2>d
T xd2
(
(q−d1−1; q−1)∞
(xq−d1−1; q−1)∞
− 1
)
,
by Lemma 5.7 we have
degqW
2′
d (q) = max{−(d1 + 1)(d2 + 1) : d1 + d2 > d} ≤ −(d+ 1).

Combining all the results in this subsection, we get
Theorem 5.11. When Wd(q) is expanded into a series in C[q, q
−1]],
one has
(117) Wd(q) =
1
[∞]q−1!3
((
d+ 2
2
)
− 3
∑
i≥1
q−i
(1− q−i)2
)∣∣∣∣
q≥−d
.
5.8. Computation of leading transformed GV invariants. By
(101) we have
(118)
d−2∑
δ=0
(−1)d−1Ng(d)−δd (κP2)q−δ = (1− q−2)(1− q−1)2Wd(q)|q≥−d+2.
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Hence by Theorem 5.11 we get:
d−2∑
δ=0
(−1)d−1Ng(d)−δd (κP2)q−δ
=
[1]2q−1[2]q−1
[∞]q−1!3
((
d+ 2
2
)
− 3
∑
i≥1
q−i
(1− q−i)2
)∣∣∣∣
q≥−d+2
.
(119)
In other words, we have proved the following
Theorem 5.12. For δ ≥ 0, when d ≥ δ+2,M δd (κP2) := (−1)d−1Ng(d)−δd (κP2)
is a quadratic polynomial Mδ(d) in d, and they have the following gen-
erating series
(120)
∑
δ≥0
Mδ(x)q
δ =
[1]2[2]
[∞]!3
((
x+ 2
2
)
− 3
∑
i≥1
qi
(1− qi)2
)
.
The first few terms as in the Introduction where we useM δd forMδ(d)
are
M0(d) =
1
2
(d2 + 3d+ 2),(121)
M1(d) =
1
2
(d2 + 3d− 4), (d ≥ 3)(122)
M2(d) =
3
2
(d2 + 3d− 6), (d ≥ 4)(123)
M3(d) = 3(d
2 + 3d)− 24, (d ≥ 5)(124)
M4(d) = 6(d
2 + 3d− 11), (d ≥ 6)(125)
M5(d) =
21
2
(d2 + 3d)− 144, (d ≥ 7)(126)
M6(d) = 20(d
2 + 3d− 16), (d ≥ 8)(127)
M7(d) =
67
2
(d2 + 3d)− 626, (d ≥ 9)(128)
M8(d) =
117
2
(d2 + 3d)− 1233, (d ≥ 10).(129)
5.9. Closed formula for leading GV invariants of local P2 geom-
etry. Recall the GV invariants ngd and the transformed GV invariants
Ngd are related as follows:
(130)
g(d)∑
g=0
(−1)gngd(q1/2 − q−1/2)2g =
g(d)∑
g=0
Ngd (q
g + qg−2 + · · · q−g).
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Denote by SP (q) the space of Laurent polynomials p(q) ∈ C[q, q−1]
such that
p(q−1) = p(q).
Consider the following two bases of SP (q):
Sg = (q
1/2 − q−1/2)2g,(131)
Rg = (q
g + qg−2 + · · ·+ q−g).(132)
Lemma 5.13. The bases {Sg} and {Rg} are related as follows:
Sg =
g∑
j=0
(−1)g−j
((
2g
g − j
)
−
(
2g
g − j − 2
))
Rj ,(133)
Rg =
g∑
j=0
(
g + j + 1
g − j
)
Sj .(134)
Proof. By applying the binomial expansion to (131) one gets:
(135) Sg = g
g −
(
2g
1
)
qg−1 +
(
2g
2
)
qg−2 + · · ·+ q−g.
From this one gets the first identity. To prove the second identity,
consider the generating series:
S(t) =
∞∑
g=0
Sgt
g =
1
1− (q1/2 − q−1/2)2t ,
R(t) =
∞∑
g=0
Rgt
g =
1
q − q−1
(
q
1− qt −
q−1
1− q−1t
)
=
1
(1− qt)(1− q−1t) .
By an elementary calculation one can see that
R(t) =
1
(1− t)2S
(
t
(1− t)2
)
.
I.e., ∑
g≥0
Rgt
g =
∑
j≥0
Sj · t
j
(1− t)2j+2
=
∑
g≥0
tg
g∑
j=0
(
g + j + 1
g − j
)
Sj.

As a consequence we have
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Lemma 5.14. The GV numbers {ngd} and {Ngd} are related as follows:
Nhd = (−1)h
∑
g≥h
((
2g
g − h
)
−
(
2g
g − h− 2
))
,(136)
ngd = (−1)g
∑
h≥g
Nhd
(
g + h+ 1
h− g
)
.(137)
Applying this result, we have for the local P2 geometry,
(138) n
g(d)−δ
d (κP2) = (−1)g(d)−δ
δ∑
j=0
N
g(d)−j
d ·
(
2g(d)− δ − j + 1
δ − j
)
.
Recall g(d) = (d−1)(d−2)
2
and by Theorem 5.12, when d ≥ δ + 2, the
number (−1)d−1Ng(d)−jd is a quadratic polynomial, it follows that under
the same condition, (−1)g(d)+d−1−δng(d)−δd (κP2) is a polynomial nδ(d)
given by:
(139) nδ(d) :=
δ∑
j=0
Mj(d) ·
(
d2 − 3d+ 3− δ − j
δ − j
)
.
The first few terms are
n0(d) =
1
2
(d2 + 3d+ 2),(140)
n1(d) =
1
2
d(d− 1)(d2 + d− 3), (d ≥ 3)(141)
n2(d) =
1
4
(d− 1)(d5 − 2d4 − 6d3 + 9d2 + 36), (d ≥ 4)(142)
Theorem 5.15. Let t and q be related by
(143) t =
q
(1− q)2 , q =
1 + 2t−√1 + 4t
2t
.
Then we have
(144)
∑
δ≥0
nδ(x)t
δ =
1
(1− q)x2−3x+2(1− q2) ·
∑
j≥0
Mj(x)q
j
and
(145)
∑
δ≥0
nδ(x)t
δ =
1
(1− q)x2−3x · [∞]!3
((
x+ 2
2
)
−3
∑
i≥1
qi
(1− qi)2
)
.
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Proof. We will use the following identity:
(146)
∑
k≥0
∏2k−1
j=k (m− j)
k!
tk =
1√
1 + 4t
(
1 +
√
1 + 4t
2
)m+1
.
From this we get
∑
δ≥0
nδ(x)t
δ =
∑
δ≥0
δ∑
j=0
Mj(x) ·
(
x2 − 3x+ 3− δ − j
δ − j
)
tδ
=
∑
j≥0
Mj(x)q
j
∑
k≥0
(
x2 − 3x+ 3− 2j − k
k
)
tk
=
∑
j≥0
Mj(x)q
j · 1√
1 + 4t
(
1 +
√
1 + 4t
2
)x2−3x+4−2j
=
1√
1 + 4t
(
1 +
√
1 + 4t
2
)x2−3x+4
·
∑
j≥0
Mj(x)t
j
(
1 +
√
1 + 4t
2
)−2j
=
1− q
1 + q
· 1
(1− q)x2−3x+4 ·
∑
j≥0
Mj(x)q
j
=
1
(1− q)x2−3x+2(1− q2) ·
∑
j≥0
Mj(x)q
j .
This proves the first identity. Now the second identity follows from the
first one and Theorem 5.12 as follows:∑
δ≥0
nδ(x)t
δ
=
1− q
1 + q
· 1
(1− q)x2−3x+4 ·
[1]2[2]
[∞]!3
((
x+ 2
2
)
− 3
∑
i≥1
qi
(1− qi)2
)
=
1
(1− q)x2−3x · [∞]!3
((
x+ 2
2
)
− 3
∑
i≥1
qi
(1− qi)2
)
.

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Note there is an amazing similarity with Go¨ttsche-Yau-Zaslow for-
mula [Got] (see also (19)):∑
δ≥0
Tδ(L
2, L · κS, c1(S)2, c2(S)) · (DG2(q))δ
=
(DG2(q)/q)
χ(L)B1(q)
K2SB2(q)
L·κS
(∆(q)D2G2(q)/q2)χ(OS)/2
,
where D = q d
dq
, G2 is the second Eisenstein series
G2(q) = − 1
24
+
∑
n>0
∑
d|n
d · qn = − 1
24
+
∞∑
n=1
nqn
1− qn .
Note
(147) DG2 =
∞∑
n=1
n2qn
(1− qn)2 ,
and t is the first term in the above expression of DG2.
5.10. Comparison with the predictions by Katz-Klemm-Vafa.
In this subsection we will match our results with the prediction of
Katz-Klemm-Vafa [KKV] in the case of local P2, where the formulas
for 0 ≤ δ ≤ 3 were presented. They have used [KKV, (5.4)-(5.6)], We
will instead use [KKV, (4.2),(4.15)].
Our notations are different from that in [KKV]. Denote by Chd(P2)
the Chow variety of degree d plane algebraic curves. By the genus
formula, a generic curve in this space has genus
g(d) =
(d− 1)(d− 2)
2
.
Each such curve is defined by a nontrivial homogeneous polynomial in
three variables x, y, z of degree d, and the space of such polynomials
have degree
(
d+2
2
)
, so we know that Chd(P2) is a projective space of
dimension
(148) g(−d)− 1 = d
2 + 3d
2
.
The prediction of [KKV, (4.2)] in the local P2 case is
(149) n
g(d)
d (κP2) = (−1)dimCh
d(P2)e(Chd(P2)) = (−1)(d2+3d)/2
(
d+ 2
2
)
.
Denote by pi : Cd(P2) → Chd(P2) the universal curves, and for each
j, let pi(j) : Cd(P2)(j) → Chd(P2) be the relative Hilbert schemes of
j points. In other words, each fiber of pi is a plane algebraic curve
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C ⊂ P2, and the corresponding fiber of pi(j) is the Hilbert scheme of j
points on C. It follows that there is a natural map
ϕ(j) : Cd(P2)(j) → (P2)(j),
because of a 0-dimensional subscheme of length j on a plane algebraic
curve C is automatically 0-dimensional subscheme of length j on P2. In
the first paragraph of [KKV, §8], the authors claimed that for j ≤ d+2,
ϕ(j) is a fibration with fiber Pd(d+3)/2−j , then one has
e(Cd(P2)(j)) = e(Pd(d+3)/2−j) · e((P2)(j))
=
((
d+ 2
2
)
− j
)
· e((P2)(j)).(150)
It follows that when d ≥ j − 2, e(Cd(P2)(j)) is a quadratic polynomial
ej(d) in d, and we have the following generating series:
(151)
∑
j≥0
ej(x)q
j =
∑
j≥0
(
(x+ 2)(x+ 1)
2
− j
)
· e((P2)(j))qj
By Go¨ttsche’s formula,∑
j≥0
e((P2)(j))qj =
1∏
n≥0(1− qn)e(P2)
=
1∏
n≥0(1− qn)3
.
By applying the operator D = q d
dq
we get:∑
j≥0
j · e((P2)(j))qj = −3 · 1∏
n≥0(1− qn)3
∞∑
n=1
nqn
1− qn .
Hence
(152)
∑
j≥0
ej(x)q
j =
1
[∞]!3
(
(x+ 2)(x+ 1)
2
− 3
∞∑
n=1
nqn
1− qn
)
.
By comparing with Theorem 5.12 we get
Proposition 5.16. The polynomials Mδ(x) and ej(x) are related as
follows:
(153)
∑
δ≥0
Mδ(x)q
δ = (1− q)2(1− q2) ·
∑
j≥0
ej(x)q
j .
The prediction of [KKV, (4.15)] in the local P2 case is
(154) n
g(d)−δ
d (κP2) = (−1)dimCh
d(P2)+δ
δ∑
j=0
b(g(d)−j, δ−j)e(Cd(P2)(j)),
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where
(155) b(g, k) =
{
2
k!
(g − 1)∏k−1i=1 (2g − (k + 2)− i), k ≥ 1,
1, k = 0.
Note there are some misprints in the formula for b(g, k) in [KKV], but
the correct expression can be found in [KKV, (5.5)]. It is clear that
(156) b(g, k) =
(
2g − 2− k
k
)
+
(
2g − 3− k
k − 1
)
.
Since we have defined the numbers nδ(d) = (−1)g(d)+d−1−δng(d)−δd (κP2),
we can rewrite (154) as follows:
(157) nδ(d) =
δ∑
j=0
b(g(d)− j, δ − j)e(Cd(P2)(j)).
Theorem 5.17. Let t and q be related by
(158) t =
q
(1− q)2 , q =
1 + 2t−√1 + 4t
2t
.
Then we have
(159)
∑
δ≥0
nδ(d)t
δ =
1
(1− q)d2−3d
∑
j≥0
qj · e(Cd(P2)(j)).
Proof. We use (146) to get∑
δ≥0
nδ(d)t
δ
=
∑
δ≥0
tδ
δ∑
j=0
((
2g(d)− 2− j − δ
δ − j
)
+
(
2g(d)− 3− j − δ
δ − j − 1
))
· e(Cd(P2)(j))
=
∑
j≥0
tj · e(Cd(P2)(j))
·
∑
k≥0
((
2g − 2− 2j − k
k
)
+
(
2g − 3− 2j − k
k − 1
))
tk
=
∑
j≥0
tj · e(Cd(P2)(j))
· 1√
1 + 4t
((
1 +
√
1 + 4t
2
)2g(d)−1−2j
+ t ·
(
1 +
√
1 + 4t
2
)2g(d)−3−2j)
=
1
(1− q)d2−3d
∑
j≥0
qj · e(Cd(P2)(j)).
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In the last equality we have used t = q
(1−q)2 . 
Now the prediction by Klemm-Katz-Vafa [KKV] for the local P2
geometry can be formulated as follows: For δ ≤ d+ 2,
(−1)(d2+3d)/2+δng(d)−δd (κP2)
=
δ∑
j=0
((
2g(d)− 2− j − δ
δ − j
)
+
(
2g(d)− 3− j − δ
δ − j − 1
))
·
((
d+ 2
2
)
− j
)
· e((P2)(j)).
(160)
Theorem 5.18. The formula in Theorem 5.15 matches with (160).
Proof. By (145),∑
δ≥0
nδ(d)t
δ =
1
(1− q)d2−3d
∑
j≥0
qj ·
((
d+ 2
2
)
− j
)
· e((P2)(j))
=
1
(1− q)d2−3d
1
[∞]!3
(
(d+ 2)(d+ 1)
2
− 3
∞∑
n=1
nqn
1− qn
)
,
which is the right-hand side of (145). 
5.11. Another comparison with Go¨ttsche-Yau-Zaslow formula
for P2. Let us make a comparison with the work of Kool, Shende
and Thomas [KST] on the number of δ-nodal curves in a generic δ-
dimensional linear subsystem Pδd ⊂ |OP2(d)|. Let Cδd → Pδd be the
restriction of the universal family, and let (Cδd)(j) → Pδd be the relative
Hilbert schemes. Then by [KST, Theorem 3.4], there is an expansion
of the form:
(161) q1−g(d)
∞∑
j=0
e((Cδd)(j))qj =
g(d)∑
r=g(d)−δ
nrt
1−r,
where t = q
(1−q)2 is exactly the variable t we use in Theorem 5.15.
Furthermore, the leading coefficient ng(d)−δ is the number of δ-nodal
curves in Pδd.
5.12. Three invariants associated to three bases. We rewrite the
identity (153) as follows. First we have∑
δ≥0
Mδ(x)q
δ+1 =
∑
j≥0
ej(x) · (1− q)2(1− q2)qj+1,
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then change q to q−1 to get:∑
δ≥0
Mδ(x)q
−(δ+1) =
∑
j≥0
ej(x) · (1− q−1)2(1− q−2)q−j−1.
We then subtract the second identity from the first one and divide both
sides by q − q−1 to get∑
δ≥0
Mδ(x)Rδ = −
∑
j≥0
ej(x) · (q1/2 − q−1/2)2(qj+3 + q−(j+3)),
This suggests to introduce a third basis of SP (q) as follows:
(162) Tg :=

1, g = 0,
(q1/2 − q−1/2)2, g = 1,
(q1/2 − q−1/2)2(qg−1 + q−(g−1)), g ≥ 2.
Lemma 5.19. The bases {Sg} and {Tg} are related as follows:
Sg =
g∑
j=1
(−1)g−j
(
2g − 2
g − j
)
Tj ,(163)
Tg =
g∑
j=1
((
g + j − 1
g − j
)
−
(
g + j − 3
g − 2− j
))
Sj .(164)
Proof. The first identity follows easily from the definitions by writing
Sg = (q
1/2 − q−1/2)2 · (q1/2 − q−1/2)2g−2 and applying the binomial ex-
pansion to (q1/2 − q−1/2)2g−2. For the second identity we apply (134)
to get
Tg = (q
1/2 − q−1/2)2 · (Rg−1 −Rg−3)
= (q1/2 − q−1/2)2 ·
(g−1∑
j=0
(
g + j
g − 1− j
)
Sj −
g−3∑
j=0
(
g + j − 2
g − 3− j
)
Sj
)
=
g−1∑
j=0
((
g + j
g − 1− j
)
−
(
g + j − 2
g − 3− j
))
Sj+1
=
g∑
j=1
((
g + j − 1
g − j
)
−
(
g + j − 3
g − 2− j
))
Sj.

Define the numbers {Ehd : 0 ≤ h ≤ g(d)} as follows:
(165)
g(d)∑
g=0
(−1)gngdSg =
g(d)∑
h=0
EhdTh.
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As a corollary to the above Lemma, we have
Lemma 5.20. The numbers {ngd : 0 ≤ g ≤ g(d)} and the numbers
{Ehd : 0 ≤ h ≤ g(d)} are related as follows:
ngd = (−1)g
g(d)∑
h=g
Ehd ·
((
h+ g − 1
h− g
)
−
(
h + g − 3
h− g − 2
))
,(166)
Ehd = (−1)h
g(d)∑
g=h
(
2g − 2
g − h
)
· ngd.(167)
In particular, if we set g = g(d)− δ and h = g(d)− j, we get
n
g(d)−δ
d = (−1)g(d)−δ
δ∑
j=0
E
g(d)−j
d
·
((
2g(d)− δ − j − 1
δ − j
)
−
(
2g(d)− δ − j − 3
δ − j − 2
))
.
(168)
It is not hard to check that(
2g(d)− δ − j − 1
δ − j
)
−
(
2g(d)− δ − j − 3
δ − j − 2
)
=
(
2g(d)− 2− j − δ
δ − j
)
+
(
2g(d)− 3− j − δ
δ − j − 1
)
.
(169)
So we have
n
g(d)−δ
d = (−1)g(d)−δ
δ∑
j=0
E
g(d)−δ
d
=
(
2g(d)− 2− j − δ
δ − j
)
+
(
2g(d)− 3− j − δ
δ − j − 1
)
.
(170)
By comparing with (160), we get the following geometric interpretation
of E
g(d)−j
d :
(171) E
g(d)−j
d = (−1)d+1e(Cd(P2)(j)).
To summarize, we have discussed three bases of SP (q):
Rg = q
g + qg−2 + · · ·+ q−g,
Sg = (q
1/2 − q−1/2)2g,
Tg =
{
1, g = 0,
1
1+δg,1
(q1/2 − q−1/2)2(qg−1 + q−(g−1)), g ≥ 1,
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and their associated invariants Ngd , n
g
d and E
g
d . From the geometric
point view, Egd is most natural, but from the representation theoretical
point of view, the introduction of Tg is artificial and Rg is most natural.
6. Going Beyond the Predictions of Katz-Klemm-Vafa
In this section we will refine our method in last section to compute
the Gopakumar-Vafa invariants n
(d−1)(d−2)/2−δ
d of κ¶2 for 0 ≤ δ ≤ 2d−5.
We will go beyond the predictions made by Katz-Klemm-Vafa [KKV]
for the case when ϕ(j)’s are fibrations. We have the following stronger
version of Theorem 5.12:
Theorem 6.1. For δ ≥ 0, when d ≥ (δ + 5)/2, the transformed GV
invariants M δd (κP2) := (−1)d−1Ng(d)−δd (κP2) is almost a quadratic poly-
nomial Mδ(d) in d, and they have the following generating series∑
δ≥0
Mδ(d)q
δ =
[1]2[2]
[∞]!3
((
d+ 2
2
)
− 3
∑
i≥1
qi
(1− qi)2
)
− 3 · q
d−1[2][3]
[∞]!3
((
d+ 1
2
)
− 3
∑
i≥1
qi
(1− qi)2 − 3
q3
1− q3
)
.
(172)
This theorem is a corollary of Theorem 6.12.
Under the same conditions, under the same condition, the numbers
(−1)g(d)+d−1−δng(d)−δd (κP2) is almost a polynomial nδ(d) given by:
(173) nδ(d) :=
δ∑
j=0
Mj(d) ·
(
d2 − 3d+ 3− δ − j
δ − j
)
.
As a consequence we then have
Theorem 6.2. Let t and q be related by
(174) t =
q
(1− q)2 , q =
1 + 2t−√1 + 4t
2t
.
Then we have∑
δ≥0
nδ(x)t
δ =
1
[1]x2−3x · [∞]!3
((
x+ 2
2
)
− 3
∑
i≥1
qi
(1− qi)2
)
− 3 · q
x−1 · [3]
[1]x2−3x+2[∞]!3
((
x+ 1
2
)
− 3
∑
i≥1
qi
(1− qi)2 − 3
q3
1− q3
)
.
(175)
Proof. Just recall (144):∑
δ≥0
nδ(x)t
δ =
1
[1]x2−3x+2[2]
·
∑
j≥0
Mj(x)q
j
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
Recall the prediction of [KKV, (4.15)] can be rephrased as follows
(cf. (159)):
(176)
∑
δ≥0
nδ(d)t
δ =
1
(1− q)d2−3d
∑
j≥0
qj · e(Cd(P2)(j)).
Hence by (175) we get the following prediction for the Euler numbers
of relative Hilbert schemes:∑
j≥0
qj · e(Cd(P2)(j)) = 1
[∞]!3
((
d+ 2
2
)
− 3
∑
i≥1
qi
(1− qi)2
)
− 3 · q
d−1 · [3]
[1]2[∞]!3
((
d+ 1
2
)
− 3
∑
i≥1
qi
(1− qi)2 − 3
q3
1− q3
)(177)
modulo q2d−4. It is interesting to establish this geometrically.
6.1. A formula of I(d). Recall that by formula (82), we can write
down the leading terms of I(d) in the following form:
I(d) =(−1)d ·
∑
∑
i di=d
q
1
2
∑
i κ(di)W(d1),(d2)(q)W(d2),(d3)(q)W(d3),(d1)(q)
+ (−1)d · 3
∑
∑
i di=d
q
1
2
(κ(d1)+κ(d2−1,1)+κ(d3))
· W(d1),(d2−1,1)(q)W(d2−1,1),(d3)(q)W(d3),(d1)(q)
+ · · ·
=(−1)dqg(d)−1
[
Wd(q) + I(2)(q) + · · ·
]
,
where
I(2)(d) = q−(g(d)−1) · 3
∑
∑
i di=d
q
1
2
(κ(d1)+κ(d2−1,1)+κ(d3))
· W(d1),(d2−1,1)(q)W(d2−1,1),(d3)(q)W(d3),(d1)(q).
Proposition 6.3. We have the following degree estimates:
degq(I(d)− (−1)dqg(d)−1 ·Wd(q) = (g(d)− 1)− (d+ 2),
degq(I(d)− (−1)dqg(d)−1[Wd(q) + I(2)(q)] = (g(d)− 1)− (2d+ 1).
Proof. The first estimate is in fact a reformulation of Lemma 5.1. For
the second one, note that for three partitions µ1, µ2, µ3 of d1, d2, d3
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respectively, if they are not of the following forms:
(d1), (d2), (d3)
(d1 − 1, 1), (d2), (d3)
(d1), (d2 − 1, 1), (d3)
(d1), (d2), (d3 − 1, 1)
then there are two cases: Case 1. They are of the forms
(d1 − 1, 1), (d2 − 1, 1), (d3)
(d1), (d2 − 1, 1), (d3 − 1, 1)
(d1 − 1, 1), (d2), (d3 − 1, 1)
Case 2. One of them say µi must have µi1 ≤ di − 2.
For the first case, recall
W(d1−1,1),(d2−1,1)(q) = q−
1
2
(d1+d2)s(d1−1,1)(q
̺)s(d2−1,1)(q
(d1−1,1)+̺),
where qµ+̺ = (qµ1 , qµ2−1, qµ3−2, · · · ). By s(d−1,1) = hd−1h1 − hd,
s(d2−1,1)(q
(d1−1,1)+̺)
=(qd1−1 − q−1 + 1
1− q−1 )(q
(d1−1)(d2−1) + q(d1−1)(d2−2)(1 + q−2 + · · · ))
− (q(d1−1)(d2) + q(d1−1)(d2−1)(1 + q−2 + · · · )).
Hence
degqW(d1−1,1),(d2−1,1) = −
1
2
(d1 + d2) + (−1) + (d2 − 1)(d1 − 1),
we have
degq
[ ∑
∑
i di=d
q
1
2
(κ(d1−1,1)+κ(d2−1,1)+κ(d3))
· W(d1−1,1),(d2−1,1)(q)W(d2−1,1),(d3)(q)W(d3),(d1−1,1)(q)
]
=(g(d)− 1)− (d1 + d2)− (d1 + d2 + d3 + 1 + d3 + 1)
=(g(d)− 1)− (2d+ 2).
For the second case, without loss of generality suppose that µ11 ≤ d1−2.
By Lemma 4.3,
degqWµ1,µ2(q) ≤ d1 · d2 − (d1 + d2)/2− 2(d2 + 1),
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hence
degq
[ ∑
∑
i di=d
q
1
2
(κµ1+κµ2+κµ3 )Wµ1,µ2(q)Wµ2,µ3(q)Wµ3,µ1(q)
]
≤(g(d)− 1)− (2d1 − 1)− 2(d2 + 1 + d3 + 1) = (g(d)− 1)− (2d+ 1)
The equality holds if µ1 = (d1 − 2, 2) and µ2 = (d2), µ3 = (d3). This
finishes the proof. 
Now we can write down the following formula for more leading terms
of I(d), which is in fact a generalization of Lemma 5.2 and Theorem
5.11.
Theorem 6.4. We have
I(d) = 1
[∞]q−1!3
[((
d+ 2
2
)
− 3
∑
i≥1
q−i
(1− q−i)2
)
+(178)
3 · q−d−2
(1− q−1)2
((
d+ 1
2
)
− 3
∑
i≥1
q−i
(1− q−i)2 + 3
)]∣∣∣∣
q>−2d
.
We will finish the proof in the following two subsections.
6.2. Contribution of Wd. First we consider the q
>−2d contributions
from W 2d ,W
3
d and W
4
d . Since
degqW
4
d ≤ −(2d+ 3),
it has no contribution. Recall
W 2
′
d (q) = W
2
d (q)−W 2∞(q)
= −3
∑
d1+d2>d
1
([∞]q−1 !)3 · T
x
d2
(
(q−d1−1; q−1)∞
(xq−d1−1; q−1)∞
− 1
)
,
W 3d (q) = 3
∑
∑
di=d
1
([∞]q−1!)3 · T
x
d2
(
(q−d1−1; q−1)∞
(xq−d1−1; q−1)∞
− 1
)
·T xd3
(
(q−d2−1; q−1)∞
(xq−d2−1; q−1)∞
− 1
)
,
by Lemma 5.7,
degqW
2′
d (q) = max{−(d1 + 1)(d2 + 1) : d1 + d2 ≥ d+ 1}
degqW
3
d (q) = max{−(d1 + 1)(d2 + 1)− (d2 + 1)(d3 + 1) :
3∑
i=1
di = d}
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If d1, d2 ≥ 1, we have
− (d1 + 1)(d2 + 1) = −(d1 − 1)(d2 − 1)− 2(d1 + d2) ≤ −2d.
If d2 ≥ 1, we have
− (d1 + 1)(d2 + 1)− (d2 + 1)(d3 + 1)
=− (d+ d1d2 + d2d3 + d2 + 2) ≤ −(2d+ 2).
Hence we only need to consider the terms of d1 = 0 or d2 = 0 (respec-
tively d2 = 0) in the summation of W
2′
d (respectively W
3
d ).
Since
T xd2
(
(q−d1−1; q−1)∞
(xq−d1−1; q−1)∞
− 1
)
|d2=0
=(q−d1−1; q−1)∞ − 1 = −[∞]q−1 !( 1
[∞]q−1! −
1
[d1]q−1 !
),
T xd3
(
(q−d2−1; q−1)∞
(xq−d2−1; q−1)∞
− 1
)∣∣∣∣
d2=0
= T xd3
(
(q−1; q−1)∞
(xq−1; q−1)∞
− 1
)
=
d3∑
k=0
q−k · [∞]q−1 !
[k]q−1 !
− 1 = −[∞]q−1 !( 1
[∞]q−1 ! −
1
[d3]q−1!
).
We have the following formula of these terms:
W 2
′
d (q) =
2 · 3
([∞]q−1!)2
∑
d1>d
(
1
[∞]q−1 ! −
1
[d1]q−1!
) + q−2d(· · · ),(179)
W 3d (q) =
∑
d1+d3=d
3
[∞]q−1! (
1
[∞]q−1! −
1
[d3]q−1 !
)(180)
· ( 1
[∞]q−1! −
1
[d1]q−1 !
) + q−2d−2(· · · ).
Moreover, we can take the summations to get the following:
Proposition 6.5. We have
W 2
′
d (q) =
2 · 3q−(d+2)
(1− q−1)2([∞]q−1!)3 + q
−2d · (· · · ),(181)
W 3d (q) =
3q−(d+2)
(1− q−1)2([∞]q−1!)3 (d+ 1− 2
∑
i≥2
q−i
1− q−i )(182)
+ q−2d−2(· · · ).
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Proof. By formula (179) and
−3
([∞]q−1!)2
∑
d1>d
(
1
[∞]q−1! −
1
[d1]q−1 !
)
=
−3
([∞]q−1!)2
∑
d1>d
(
∑
k>d1
q−k
[k]q−1 !
)
=
−3
([∞]q−1!)2
∑
d1>d
(
∑
k>d1
q−k
[∞]q−1 ! − (
∑
k>d1
q−k(
1
[∞]q−1! −
1
[k]q−1 !
))
=
−3
([∞]q−1!)3
q−d−2
(1− q−1)2 +
3q−2d−4
([∞]q−1!)2 · (1 + a1q
−1 + · · · )
we get the first formula. For the second one, by formula (180) we need
to calculate:
∑
d1+d3=d
3
[∞]q−1 ! (
1
[∞]q−1! −
1
[d3]q−1 !
)(
1
[∞]q−1! −
1
[d1]q−1 !
)
=
∑
d1+d3=d
3
[∞]q−1 ! (
∑
k>d1
q−k
[k]q−1 !
)(
∑
l>d2
q−l
[l]q−1 !
)
=
∑
d1+d3=d
3
[∞]q−1 !
[
(
∑
k>d1
q−k
[k]q−1 !
− q
−k
[∞]q−1! )(
∑
l>d3
q−l
[l]q−1 !
− q
−l
[∞]q−1! )+
2(
∑
k>d1
q−k
[k]q−l!
− q
−k
[∞]q−1! )(
∑
l>d3
q−l
[∞]q−1 ! ) + (
∑
k>d1
q−l
[∞]q−k !
)(
∑
l>d3
q−l
[∞]q−1! )
]
=
∑
d1+d3=d
q−(d1+1+d1+2+d3+1+d3+2)(· · · ) + 3q
−(d1+1+d3+1)
(1− q−1)2([∞]q−1!)3
+
∑
0≤d1≤d
2(
∑
k>d1
q−k
[k]q−l!
− q
−k
[∞]q−1! )(
q−(d−d1)−1
(1− q−1)[∞]q−1! )
=q−2d−6(· · · ) + 3(d+ 1)q
−(d+2)
(1− q−1)2([∞]q−1 !)3 +
6q−(d+2)
(1− q−1)([∞]q−1!)2
·
∑
0≤d1
qd1+1(
∑
k>d1
q−k
[k]q−l!
− q
−k
[∞]q−1! ) + q
−2d−4(· · · ).
We have used Lemma 5.7 repeatedly. The proof is completed by using
the following Lemma. 
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Lemma 6.6. The following identity holds:∑
d1≥0
∑
k>d1
qd1+1−k(
1
[∞]q−1! −
1
[k]q−1 !
) =
1
(1− q−1)[∞]q−1!
∑
i≥2
q−i
1− q−i .
Proof.∑
d1≥0
qd1+1
∑
k>d1
q−k(
1
[∞]q−1! −
1
[k]q−1 !
) =
∑
d1≥0
qd1+1
∑
k>d1
(
∑
l>k
q−k−l
[l]q−1 !
)
=
∑
d1≥0
qd1+1
∑
l>d1+1
(
∑
l>k>d1
q−k−l
[l]q−1 !
) =
∑
d1≥0
∑
l>d1+1
q−l
[l]q−1 !
· 1− q
−(l−d1−1)
1− q−1
=
1
1− q−1
∑
l>1
∑
0≤d1<l−1
q−l
[l]q−1 !
− q
−(2l−d1−1)
[l]q−1 !
=
∑
l>1
1
[l]q−1 !
(
(l − 1)q−l
(1− q−1) −
(q−l−1 − q−2l)
(1− q−1)2 )
=
∑
l≥0
1
[l]q−1 !
(
lq−l
1− q−1 −
q−l − q−2l
(1− q−1)2
)
.
Since ∑
d≥0
dq−d
[d]q−1 !
= t
d
dt
∑
d≥0
tdq−d
[d]q−1 !
∣∣∣∣
t=1
= t
d
dt
1
(tq−1, q−1)∞
∣∣∣∣
t=1
=
1
[∞]q−1!
∑
i≥1
q−i
1− q−i .
We have∑
l≥0
1
[l]q−1 !
(
lq−l
1− q−1 −
q−l − q−2l
(1− q−1)2 )
=
1
(1− q−1)[∞]q−1 !
∑
i≥1
q−i
1− q−i −
1
(1− q−1)2
(
1
[∞]q−1! −
1− q−1
[∞]q−1 !
)
=
1
(1− q−1)[∞]q−1 !
∑
i≥2
q−i
1− q−i .

6.3. Contribution of I(2)d (q). Introduce
W˜(m),(n)(q) =
n∑
k=0
q−k(m+1)
[m]q−1 ![k]q−1 !
=
1
[∞]q−1!T
x
n
(
(q−m−1; q−1)∞
(xq−m−1; q−1)∞
)
.
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By (77),
(183) W˜(m),(n)(q) = q−mn+(m+n)/2W(m),(n)(q).
Because it has been proved in [Z2] that Wµ,ν(q) = Wν,µ(q), it follows
that W˜(m),(n)(q) = W˜(n),(m)(q), i.e.
(184)
m∑
k=0
q−k(n+1)
[n]q−1 ![k]q−1 !
=
n∑
k=0
q−k(m+1)
[m]q−1 ![k]q−1 !
.
Lemma 6.7. The following identities hold:
W(m),(n−1,1)(q)
= qm(n−1)−1−
1
2
(m+n) ·
[
1
1− q−1W˜(m),(n−1)(q)−
q−(m+1)(n−1)
[m]q−1 ![n]q−1 !
]
.
Proof. Recall
W(m),(n−1,1)(q) = s(m)(q̺)s(n−1,1)(q(m)+̺)
=
q−m/2
[m]q−1 !
· s(n−1,1)(q(m)+̺).
Because s(n−1,1) = hn−1h1 − hn = s(n−1)s(1) − s(n),
s(n−1,1)(q
(m)+̺) = s(n−1)(q
(m)+̺) · s(1)(q(m)+̺)− s(n)(q(m)+̺)
= q−(n−1)/2
n−1∑
k=0
qm(n−1)−(m+1)k
[k]q−1 !
· q−1/2(qm + q
−1
1− q−1 )
− q−n/2
n∑
k=0
qmn−(m+1)k
[k]q−1 !
=
qmn−n/2−1
1− q−1
n−1∑
k=0
q−(m+1)k
[k]q−1 !
− q
−3n/2
[n]q−1 !
.
Here we have used (79).
(185) s(n)(q
(m)+̺) = q−n/2
n∑
k=0
qmn−(m+1)k
[k]q−1 !
.

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By the above Lemma we can write down the contribution of Id(q)
as follow:
I(2)d (q) = 3q−(g(d)−1)
∑
∑
i di=d,d2−1≥1
q
1
2
(κ(d1)+κ(d2−1,1)+κ(d3))·
W(d1),(d2−1,1)W(d2−1,1),(d3)W(d3),(d1)
=3
∑
∑
i di=d,d2≥2
q−(d+2) · (W˜(d1),(d2−1)
1− q−1 −
q−(d1+1)(d2−1)
[d1]q−1![d2]q−1!
)
· (W˜(d2−1),(d3)
1− q−1 −
q−(d3+1)(d2−1)
[d3]q−1 ![d2]q−1 !
) · W(d3),(d1)
=
3q−d−2
(1− q−1)2
∑
∑
i di=d−1,d2≥1
W˜(d1),(d2)W˜(d2),(d3)W˜(d3),(d1)
− 3q−d−2
∑
∑
i di=d,d2≥2
2q−(d3+1)(d2−1)W˜(d1),(d2−1)W˜(d3),(d1)
(1− q−1)[d1]q−1![d2]q−1! + q
−d−1(· · · ).
We can rewrite it as
I(2)d (q) = I(2a)d (q) + I(2a
′)
d (q) + I(2b)d (q) + q−d−1(· · · ).
where
I(2a)d (q) =
3q−d−2
(1− q−1)2
∑
∑
i di=d−1
W˜(d1),(d2)W˜(d2),(d3)W˜(d3),(d1)
I(2a′)d (q) = −
3q−d−2
(1 − q−1)2
∑
d1+d3=d−1
W˜(d1),(0)W˜(0),(d3)W˜(d3),(d1)
I(2b)d (q) = −6q−(d+2)
∑
∑
i di=d,d2≥2
q−(d3+1)(d2−1)W˜(d1),(d2−1)W˜(d3),(d1)
(1− q−1)[d3]q−1![d2]q−1!
Proposition 6.8. We have
I(2b)d (q) =
−6q−(d+2) · q−1
(1− q−1)3([∞]q−1!)3 + q
−2d(· · · )
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Proof.∑
∑
i di=d,d2≥2
q−(d3+1)(d2−1)W˜(d1),(d2−1)W˜(d3),(d1)
(1− q−1)[d3]q−1 ![d2]q−1!
=
∑
∑
i di=d,d2≥2
q−(d3+1)(d2−1)
(1− q−1)[d3]q−1![d2]q−1!
· 1
[∞]q−1 !T
x
d2
(
(q−d1−1; q−1)∞
(xq−d1−1; q−1)∞
)
.
1
[∞]q−1!T
x
d3
(
(q−d2−1; q−1)∞
(xq−d2−1; q−1)∞
)
,
and
T xd2
(
(q−d1−1; q−1)∞
(xq−d1−1; q−1)∞
)
− 1 = q(d2+1)(d1+1)(· · · ),
we have
I(2b)d (q) = −6q−d−2
∑
d2+d3≤d,d2≥2
q−(d3+1)(d2−1)
(1− q−1)[d3]q−1![d2]q−1!([∞]q−1 !)2+q
−2d−2(· · · ).
We now take the summations. By the q-analog of binomial theorem:∑
d3≥0
q−(d3+1)(d2−1)
[d3]q−1 !
= q−(d2−1)
1
(q−(d2−1); q−1)∞
= q−(d2−1)
[d2 − 2]q−1!
[∞]q−1 ! ,
we have ∑
d2≥2,d3≥0
q−(d3+1)(d2−1)
(1− q−1)[d3]q−1 ![d2]q−1 !
=
1
(1− q−1)([∞]q−1!)
∑
d2≥2
q−(d2−1)
(1− q−(d2−1))(1− q−d2)
=
1
(1− q−1)2([∞]q−1 !)
∑
d2≥2
(
1
1− q−(d2−1) −
1
1− q−d2 )
=
1
(1− q−1)2([∞]q−1 !)(
1
1− q−1 − 1) =
q−1
(1− q−1)3([∞]q−1!) .
Noting the fact that∑
d2+d3>d,d2≥2
q−(d3+1)(d2−1)
(1− q−1)[d3]q−1 ![d2]q−1 !([∞]q−1 !)2 = q
−d+1(· · · ),
we finish the proof. 
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Proposition 6.9. We have
I(2a′)d (q) = −
3q−(d+2)
(1− q−1)2([∞]q−1 !)3
(
d− 2
∑
i≥1
q−i
1− q−i
)∣∣∣∣
q≥−2d−1
.
Proof. ∑
d1+d3=d−1
W˜(d1),(0)W˜(0),(d3)W˜(d3),(d1)
=
∑
d1+d3=d−1
d3∑
k=0
q−k(d1+1)
([d1]q−1!)2[d3]q−1 ![k]q−1 !
=
∑
d1+d3=d−1
1
[d1]q−1 ![d3]q−1 ![∞]q−1! (T
x
n
(
(q−m−1; q−1)∞
(xq−m−1; q−1)∞
)
− 1)
+
∑
d1+d3=d−1
1
[d1]q−1 ![d3]q−1 ![∞]q−1! .
By Lemma 5.7 and the following lemma, we finish the proof. 
Lemma 6.10. We have∑
d1+d3=d
1
[d1]q−1![d3]q−1!
=
1
([∞]q−1!)2
(
(d+ 1)− 2
∑
i≥1
q−i
1− q−i
)∣∣∣∣
q≥−d
Proof.∑
d1+d3=d
1
[d1]q−1 ![d3]q−1 !
=
∑
d1+d3=d
[
− 2
[∞]q−1 ! (
1
[∞]q−1! −
1
[d3]q−1 !
)
+
1
([∞]q−1 !)2 + (
1
[∞]q−1! −
1
[d1]q−1 !
)(
1
[∞]q−1! −
1
[d3]q−1!
)
]
By Proposition 5.8 and Lemma 5.7,∑
d≥d1≥0
(
1
[∞]q−1 ! −
1
[d3]q−1!
)
=
1
[∞]q−1!
∑
i≥1
q−i
1− q−i + q
−(d+1)(· · · ),
hence∑
d1+d3=d
1
[d1]q−1 ![d3]q−1 !
=
1
([∞]q−1!)2
(
(d+ 1)− 2
∑
i≥1
q−i
1− q−i
)
+q−(d+1)(· · · ) + q−(d1+1+d2+1)(· · · ).

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Proof of Theorem 6.4 . By Proposition 6.3, we need to consider:
I(d) =(−1)dqg(d)−1
[
[W 1d (q) +W
2
∞(q)] + I(2a)(q)
+ [W 2
′
d (q) +W
3
d (q) + I(2a
′)(q) + I(2b)(q)] + q−2d(· · · )
]
.
Recall we have shown that (cf. (109) and (115)):
W 1d (q) +W
2
∞(q) =
1
[∞]q−1 !3
((
d+ 2
2
)
− 3
∑
i≥1
q−i
(1− q−i)2
)
.
Also by Theorem 5.11 we have
I(2a)(q) = 3q
−d−2
(1− q−1)2 ·Wd−1(q)
=
1
[∞]q−1!3
3q−d−2
(1− q−1)2
((
d+ 1
2
)
− 3
∑
i≥1
q−i
(1− q−i)2
)∣∣∣∣
q≥−2d−2
By Proposition 6.5, Proposition 6.9 and Proposition 6.8 proved in the
last two subsections, we have
W 2
′
d (q) +W
3
d (q) + I(2a
′)(q) + I(2b)(q)
=
2 · 3q−(d+2)
(1− q−1)2([∞]q−1!)3 +
3q−(d+2)
(1− q−1)2([∞]q−1 !)3 (d+ 1− 2
∑
i≥2
q−i
1− q−i )
− 3q
−(d+2)
(1− q−1)2([∞]q−1 !)3 (d− 2
∑
i≥1
(
q−i
1− q−i
)
) +
−6q−(d+2)·q−1
(1− q−1)3([∞]q−1 !)3
+ q−2d(· · · )
=
3q−(d+2)
(1− q−1)2([∞]q−1!)3 (2 + 1) +
−6q−(d+2)(q−1 − q−1)
(1− q−1)3([∞]q−1!)3 + q
−2d(· · · )
=
9q−(d+2)
(1− q−1)2([∞]q−1!)3 + q
−2d(· · · )
We finish the proof by the above three terms. 
6.4. Contribution of I(1)I(d − 1).
Proposition 6.11. We have
I(1)I(d − 1)
=
3qg(d)−1−(d−1)
(1− q−1)2[∞]q−1!3
((
d+ 2
2
)
− 3
∑
i≥1
q−i
(1− q−i)2
)∣∣∣∣
q≥−2d+1
.
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Proof. By definition,
W˜(1),(0)(q) = 1
(1− q−1) , W˜(0),(0)(q) = 1,
we have
W1(q) =
∑
d1+d2+d3=1
W˜(d1),(d2)W˜(d2),(d3)W˜(d3),(d1) =
3
(1− q−1)2 ,
and
I(1) = q−1W1(q) = 3q
−1
(1− q−1)2 .
Hence
I(1)I(d − 1) = 3q
g(d−1)−1−1
(1− q−1)2 Wd−1(q) =
3qg(d)−1−(d−1)
(1− q−1)2 Wd−1(q),
together with Theorem 5.11 we finish the proof. 
Theorem 6.12. If d > 3, we have
F 1(d) = F (d) =
1
[∞]q−1!3
[((
d+ 2
2
)
− 3
∑
i≥1
q−i
(1− q−i)2
)
−
3 · q−d+1(1− q−3)
(1− q−1)2
((
d+ 1
2
)
−
∑
i≥1
3q−i
(1− q−i)2 −
3q−3
1− q−3
)]∣∣∣∣
q>−(2d−4)
Proof. Recall
degq(I(d1) · · · I(dk)) =
1
2
[(d21 − 3d1) + · · ·+ (d2k − 3dk)]
=
1
2
(d2 − 3d)−
∑
1≤i<j≤k
didj.
If {d1, · · · , dk} 6= {1, d− 1} or {d}, there must be some ds ≤ d− 2,∑
1≤i<j≤k
didj ≥ ds · (
∑
i 6=s
di) = ds(d− ds) ≥ 2d− 4.
Hence we have
F (d) = I(d)− I(1)I(d − 1) + q−(2d−4)(· · · ),
together with formula (97), Theorem 6.4 and Proposition 6.11 we finish
the proof. 
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6.5. Further observations on quadratic properties. Our results
in this and last sections have suggested the following form of the gen-
erating series for the transformed GV invariants:∑
δ≥0
M δdq
δ =
∑
δ≥0
Cδd,0q
δ + qd−1 ·
∑
δ≥0
Cδd,1q
δ
+ q2d−4 ·
∑
δ≥0
Cδd,2q
δ + q3d−9 ·
∑
δ≥0
Cδd,3q
δ + · · · ,
(186)
where for sufficiently large d,
(187) Cδd,j = aj(δ)
(
d+ 2− j
2
)
+ bj(δ).
I.e. we have
M δd = C
δ
d,0 + C
δ−(d−1)
d,1 + C
δ−(2d−4)
d,2 + C
δ−(3d−9)
d,3 + · · · .
In the above we have established this for Cδd,0 and C
δ
d,1. Using the table
of ngd for local P
2 in [HKR] we have checked that
C0d,2 = 6 ·
(
d
2
)
, (d ≥ 5),
C1d,2 = 12 ·
(
d
2
)
− 18, (d ≥ 6),
C2d,2 = 24 ·
(
d
2
)
− 90, (d ≥ 6),
C3d,2 = 30 ·
(
d
2
)
− 252, (d ≥ 7),
C4d,2 = 33 ·
(
d
2
)
− 549, (d ≥ 7),
C5d,2 = −15 ·
(
d
2
)
− 882, (d ≥ 8).
It will be interesting to have geometric interpretation of such phenom-
enon.
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