Abstract-Today, chip multiprocessors (CMPs) that accommodate multiple processor cores on the same chip have become a reality. As the communication complexity of such multicore systems is rapidly increasing, designing an interconnect architecture with predictable behavior is essential for proper system operation. In CMPs, general-purpose processor cores are used to run software tasks of different applications and the communication between the cores cannot be precharacterized. Designing an efficient network-on-chip (NoC)-based interconnect with predictable performance is thus a challenging task. In this paper, we address the important design issue of synthesizing the most power efficient NoC interconnect for CMPs, providing guaranteed optimum throughput and predictable performance for any application to be executed on the CMP. In our synthesis approach, we use accurate delay and power models for the network components (switches and links) that are obtained from layouts of the components using industry standard tools. The synthesis approach utilizes the floorplan knowledge of the NoC to detect timing violations on the NoC links early in the design cycle. This leads to a faster design cycle and quicker design convergence across the high-level synthesis approach and the physical implementation of the design. We validate the design flow predictability of our proposed approach by performing a layout of the NoC synthesized for a 25-core CMP. Our approach maintains the regular and predictable structure of the NoC and is applicable in practice to existing NoC architectures.
area that is reachable within a single clock cycle is reducing. It has been estimated that in the future, it will take up to ten clock cycles for the signals to traverse across a processor die [1] . Moreover, the cost involved in designing and verifying such a complex system is so high that the price-to-performance ratio of the design increases significantly.
To efficiently utilize the large number of transistors that are available on the chip with manageable design complexity and wiring requirements, chip multiprocessors (CMPs) have been recently proposed [1] - [4] . In CMPs, the chip area is divided into a number of regular and identical tiles, where each tile represents a processor/memory core. The use of a simpler architecture for the processor in a single tile, coupled together with the reuse of the tile across the chip, results in a reduced design complexity, when compared to conventional single-core processor systems.
The different tiles on the chip are interconnected by means of an on-chip micronetwork or networks-on-chip (NoCs). The use of NoCs to replace the global wires enables better structure, performance, and modularity [5] - [8] . An example of a mesh-based NoC is shown in Fig. 1 . The NoC links between adjacent tiles in such an architecture are small and can be traversed in a single clock cycle. Moreover, the layout of the design is predictable and the wires have uniform length and electrical properties.
A. NoC Design Challenges for CMPs
The systems that utilize NoCs can be broadly classified into two types: application-specific systems-on-chip (ASSoCs) and CMPs. In ASSoCs, a single or a fixed set of applications are statically mapped onto the different processor and hardware cores in the design. The communication between the various cores is known and the interconnect architecture can be tailor-made to suit the application traffic characteristics. On the other hand, in CMPs, general-purpose processor cores are used to run software tasks of different applications. In such systems, the communication between the cores cannot be precharacterized, as the different application processes can be mapped differently to the cores, typically with the support of the compiler [1] . While a large body of research works exists ( [21] - [28] ) on designing the NoC architecture for ASSoCs, relatively few works have considered the issue of NoC design for CMPs. As the total system performance of CMPs is increasingly dominated by the interconnect performance [1] , designing an interconnect architecture with predictable performance is critical.
In NoC-based systems for CMPs, to provide predictable performance and optimal network throughput, the bandwidth capacity of the different links of the NoC should be sufficient to support the peak rate of traffic on the links. If the network links cannot support the peak traffic that can be routed on them, then the network might experience traffic congestion. In a congested network, the latency for the traffic streams and hence the interconnect performance will become unpredictable, which needs to be avoided for dependable system operation.
In traditional multiprocessor interconnection networks (the chip-to-chip networks), the bandwidth on the network links is limited by the number of pins that are available on the chip and all the links of the network have the same bandwidth capacity [35] . For most interconnect topologies and routing patterns, the load on the different links of the network is nonuniform. Thus, in traditional multiprocessor networks, the interconnect throughput is limited by the bottleneck links of the network [35] .
On the other hand, CMPs have enormous wiring resources at their disposal [7] . The links in different parts of the network can be sized differently, so that the network throughput is no longer limited by few bottleneck links. As chip designs are increasingly power consumption limited, when sizing the links, it is important to achieve a NoC design with the least power consumption.
However, in order to design such a network, the following several challenges need to be addressed.
• The first challenge is that the exact traffic pattern of the CMP cannot be precharacterized. Usually, to evaluate the quality of the interconnection network in multiprocessors, the network is simulated with different traffic patterns, such as uniform, nearest neighbor, hot-spot, etc. If such a template of traffic patterns is used to size the links of the NoC, there is a huge drawback that the methodology is ad hoc and does not guarantee network throughput for other traffic patterns that can occur when real applications are executed.
• The second challenge is to efficiently utilize the link bandwidth (which is a product of link width and frequency) available. Traditionally, links with different bandwidth capacities are obtained by varying either their frequency of operation or their width. However, both schemes require complex frequency and width converters for potentially every input of every switch in the design. This drastically increases the design complexity and NoC area. Moreover, such designs incur significant serialization and parallelization delay at every switch, which results in high packet latencies. Thus, a way to efficiently utilize the link bandwidth is needed.
• Finally, the interconnect has to maintain a regular structure, so that a predictable and modular architecture is obtained. In this paper, we address the important problem of synthesizing the most power efficient NoC for CMPs, providing theoretically guaranteed optimum throughput and predictable performance for any application to be executed on the CMP. To the best of our knowledge, this is the first paper that presents an NoC synthesis method for CMPs where the application traffic cannot be precharacterized.
We achieve a predictable interconnect design in two ways. First, the architecture is designed to provide predictable performance under all application traffic conditions. Second, the synthesis approach considers accurate information of the physical layer measures (such as wire-lengths, wire delays, network component delays), thereby bridging the gap between the synthesis models and the actual physical layout implementation. Thus, the design process becomes more predictable, leading to quicker design convergence.
B. Basics of the Synthesis Approach
To efficiently utilize the large on-chip wiring resources that are available, we use multiple physical channels for each link, namely, a link is segmented into different physical channels that can be utilized by different traffic flows in parallel. As an example, a 2 3 mesh topology is presented in Fig. 2 . Each vertex in the figure represents a switch (and the core that is connected to the switch) and a link between two vertices has one or more physical channels. For example, the link from vertex to vertex has two physical channels, while the link from vertex to vertex has one physical channel. In our synthesis process, we size the different links with a different number of physical channels, such that each channel supports the load due to any traffic pattern of the NoC.
When multiple physical channels are used between two switches, if different channels are dynamically assigned to incoming packets, it may lead to out-of-delivery of packets. In this case, reorder buffers are required for ordering the packets at each receiver. Such buffers have large power and area overhead and deterministically sizing them is infeasible in practice [21] . To avoid such out-of-order delivery, for the traffic flow from each source to destination, we statically assign a single channel in every link that is used by the flow. We integrate this mapping of traffic flows to the different channels in our synthesis procedure.
We also tune the setting up of NoC operating frequency during the synthesis process. To evaluate the quality of the different NoC designs, we use accurate analytical models for power consumption of the network components. The power consumption values are obtained from layouts with back-annotated resistance and capacitance information at 0.13-m technology using standard industrial tools. During the synthesis of the NoC, we consider the physical layer measures as well: the delay encountered on the wires in the NoC and the target frequency that can be supported by the designed network components. The synthesis approach utilizes the floorplan knowledge of the NoC to detect timing violations on the NoC links early in the design cycle. This results in a faster design cycle that leads to a reduction in the number of design respins and faster time-to-market, which are critical for today's complex chips. We validate the design flow predictability of our proposed approach by performing a layout of the NoC synthesized for a 25-core CMP. Our approach maintains the regular and predictable structure of the NoC and is applicable in practice to existing NoC architectures.
II. PREVIOUS WORK
Today, several academic as well as commercial CMP architectures exist [1] - [4] . The use of scalable micronetworks to replace the global wiring of CMPs and ASSoCs has been presented in [5] - [8] . The advantages of NoCs when compared to the state-of-the-art bus-based communication architectures have been presented in [7] and [41] . Several NoC architectures have been developed in the recent years [9] - [14] . The AEthereal [9] architecture addresses the issue of building an on-chip network with predictable performance by providing quality-of-service (QoS) guarantees to traffic streams. The architecture supports time-division multiple access (TDMA) of the network components across the different traffic streams, with the TDMA timeslots allocated to match the application characteristics. In [15] and [16] , the use of virtual channels and tokens to achieve QoS guarantees have been presented.
Several works have addressed different aspects of the NoC design for ASSoCs. Methods to collect and analyze application traffic information for ASSoCs that can be fed as input to the NoC design process have been presented in [17] and [18] . In [21] - [23] , methods to map cores onto standard NoC topologies and for computing paths for the different traffic streams, while satisfying the design constraints of the application have been presented. The mapping approaches in [22] and [23] also consider the floorplan information, so that the wire delay and power consumption values can be accurately estimated during the mapping process itself. Mapping, routing, and resource reservation for predictable NoC designs have been presented in [24] . In [19] and [20] , the authors consider the problem of mapping multiple applications onto a single NoC architecture. The synthesis of application-specific irregular topologies for ASSoCs have been presented in [25] - [28] . In these works, an NoC topology that is tailor-made to suit the application-traffic characteristics is automatically synthesized. Application-specific insertion of long links in regular NoCs for known communication traffic pattern has been presented in [31] . However, all these earlier works address NoC synthesis where the application traffic is statically known and cannot be applied to synthesize the NoC for CMPs.
The design of traditional multiprocessor interconnection networks has been addressed by several researchers [34] , [35] . In [35] , the effect of bisection bandwidth on interconnect performance has been studied in detail. An algorithm to find the worst case throughput for interconnection networks and a method to find a routing function for achieving near optimal throughput have been presented in [38] and [39] . We show that, unlike traditional multiprocessor networks, the links of the NoCs for CMPs can be sized in a heterogeneous fashion.
Topology exploration of on-chip networks for different process technologies has been presented in [32] . The use of accurate floorplan information for estimating interconnect delay and power consumption have been used in many early works [22] , [26] , [27] , [29] , [30] . In this paper, while considering the interconnect delay in the synthesis process, we also consider accurate information from layout level on the delay values of the network components. As most CMPs use a regular NoC topology (such as a mesh topology), the wire lengths and delays are more predictable than the general bus/NoC designs considered in these earlier works.
III. DESIGN FLOW
In this section, we present the synthesis flow used to design the NoC (see Fig. 3 ). The network topology, utilized routing function, operating frequency of the core, core data width, and network link width are inputs from the user. In the outer loop of the synthesis process, the operating frequency of the NoC is varied in a user-defined range. The designer usually has knowledge of the range of the frequencies that need to be explored. As an example, the designer can choose the set of possible frequencies from minimum to a maximum value, with allowed frequency step sizes. For each frequency point, the number of physical channels on each link and an assignment of traffic flows to the different physical channels are computed by the synthesis process, which is explained in detail in Sections IV and V.
From the number of physical channels instantiated between the switches, the different switch sizes are obtained. Then, we evaluate whether every switch of the NoC can support the corresponding frequency point (chosen in the outer loop). As the switch size increases, the maximum frequency of operation it can support reduces (as the critical path inside the switch gets longer) [37] . This information is obtained from the layout of the switches for different sizes, which is taken as an input library for the synthesis method. Then, all the links in the NoC are checked for timing delay violations. For evaluating the wiring delays, we include the floorplan of the NoC as an input to the synthesis flow. Usually, standard topologies, such as mesh, are used for CMPs because the floorplan of the NoC is regular and known at design time. Based on the link lengths and wire models from [40] , the delay values on the NoC links are calculated. Any timing violations on the NoC links are then evaluated by the method. If the design satisfies the timing constraints on NoC switches and links, then the power consumption of the NoC is computed based on the layout-level power models. From the set of all feasible NoC designs, the design with the least power consumption is finally chosen by the synthesis process.
IV. PROBLEM FORMULATION
The topology of the network that defines the connectivity between the switches and the cores is taken as input. The number of physical channels used for each link is to be determined by the synthesis procedure. Formally, the NoC topology is defined by the topology graph.
Definition 1: The NoC topology graph is a directed graph , with each vertex representing a core (and the switch to which it is connected) and the directed edge , denoted as , representing a link between vertices and . The set of physical channels that are instantiated for each link , is represented by the set . An example topology graph was presented earlier in Fig. 2 , which represents a 2 3 mesh network. The graph has 6 vertices ( -) and 14 links . The number of physical channels used in each link varies. For example, link has two physical channels. Please note that this number is an output of the synthesis process. To begin with, all the links are initialized to have no physical channels. Then, the communication among NoC nodes can be defined as follows.
Definition 2: The communication between each pair of cores is treated as a flow of single commodity, represented as , , with the source of the commodity represented as and the destination represented as . 1 We assume that a deterministic routing function is utilized for routing packets, as most existing NoC architectures support only a deterministic routing function [9] , [12] , [13] . This is because the area-power overhead involved in adaptive routing is quite high. Moreover, adaptive routing presents several problems such as out-of-order packet delivery, which are hard to tackle in on-chip networks that need to have low power overhead. The routing function defines the set of links used by each commodity in the following.
Definition 3: The routing function maps the traffic flows of commodities onto the links of the network, i.e.,
. The set of links utilized by the commodity for the routing function is represented by the set .
In Fig. 2 , links and are used by the traffic flow that has vertex as source and vertex as destination, for the dimension-ordered (with first, next) routing scheme.
The maximum rate at which each core injects traffic into the network is also taken as an input to the synthesis engine. It is defined formally as follows.
Definition 4: The rate of traffic injection of each core is represented by . The rate of each commodity , represented as , is equal to the rate of traffic injection of the source core of that commodity, i.e., . Practically, for most CMPs each core can inject one data word into the network every clock cycle. Thus, the injection rate is the product of the operating frequency of the core and its data width. For instance, if a core has a data width of 32 bits and operates at 100 MHz, its injection rate is 400 MB/s (i.e., 4B 100 MHz).
We also obtain, as inputs, the set of interesting operating frequencies to explore for the NoC design and the data width of the channels (which is usually set to match the data width of the cores).
Then, the Problem Statement is as follows.
The synthesis procedure has to determine the number of channels required for each link and a static mapping of each commodity onto a single channel of each link
. The mapping has to satisfy the constraint that every channel should support the traffic rates of all the commodities mapped onto that channel for any traffic pattern. The synthesis process should also determine the NoC operating frequency that results in the most power efficient NoC design.
In order to solve this problem, we need to determine the following two things: the number of physical channels needed between the switches and a mapping of the traffic flows onto the channels. Please note that the complexity of the problem is due to the fact that the worst case traffic pattern that can load each link has to be determined and this process is not trivial. Moreover, the number of physical channels needed between the switches cannot be obtained by merely dividing the worst case traffic rate on the link by the bandwidth available on a physical channel. This is because, in this case, the worst case traffic may not be evenly spread across the different physical channels. Thus, while some of the channels may be under utilized, some other channels will be overloaded. So, a procedure that evenly spreads the traffic on the different channels and guarantees that the worst case traffic rate can be supported by each of the channels is needed.
An optimum (100%) throughput can be achieved if each channel supports its worst case load, i.e., the channel bandwidth matches or exceeds the channel load. Here, we would like to point out that to practically achieve the full throughput value, the NoC architecture should have a predictable communication behavior, as in [9] , [15] , and [16] .
V. SYNTHESIS ALGORITHM
The detailed synthesis algorithm to solve the defined problem is presented in Algorithm 1. In step 1, the NoC frequency of operation is varied in user-defined steps. Then, in step 2, we consider each link individually to size the different links with different channels. . The weight of the edge is the rate of traffic flow of the commodity, i.e., equal to . The edges of the LLG represent the set of all traffic flows that utilize the link, depending on whether the link is part of the route for the different traffic flows. The weights of the edges represent the rate of the traffic flows.
Algorithm 1 Synthesis Algorithm

1) Example 1:
The LLG for the link (i.e., ) of the 2 3 mesh example is presented in Fig. 4 . With -routing, the link is used by the traffic flows that originate from vertex to and , and by the traffic flows that originate from vertex to and . The maximum rate of all these traffic flows is 400 MB/s. In the LLG bipartite graph, each vertex on both the left and the right columns represents a single core. Those vertices with traffic flows that utilize this particular link have edges between them. In this example, there are edges between those vertices that represent core_0 and core_1 with core_2 and core_4, with the edge weights being the rate of the flows.
The load on a link is equal to the sum of the loads caused by each source-destination pair using that link. The worst case link load can be obtained by considering all possible permutation traffic patterns. In [38] , the authors show that the worst case load can be obtained by representing all permutations as matchings within the LLG bipartite graph. A maximum-weight matching on the graph yields the exact worst case permutation for a particular link and the worst case (maximum) load on that link. We utilize this basic approach to evaluate the worst case load on the different channels.
In step 4 of the algorithm, we build the vertex conflict graph (VCG), defined as follows.
Definition 6:
The is an undirected graph with (i.e., with vertices). An edge exists between two vertices and , if . The weight of the edge is the value of the maximum weight bipartite matching of modified LLG, where the edges from all vertices other than and are removed. The edge-weight assignment in VCG is such that, if the traffic flows from a pair of cores (representing two vertices connected by an edge in VCG) are mapped onto the same physical channel, then they would together cause a maximum load on the channel that is given by the edge weight.
2) Example 2:
The VCG for link is presented in Fig. 5 . In , as the two cores core_0 and core_1 have traffic flows originating from them, the edges from vertices and to all other vertices exist. Let us consider the edge between and . The value of the maximum weight matching obtained on the modified LLG when only edges of vertex and are maintained is 400. Thus, the weight of the edge between vertices and is 400, as shown in Fig. 5 . Then, in steps 5-20, physical channels are instantiated for the link and the commodities are mapped onto the channels. The number of channels is increased from one until the load on each channel can be satisfied by the channel. Note that the maximum number of instantiated physical channels would be . Thus, the traffic flows from every source that utilizes the link would be assigned to a separate channel. For a certain number of physical channels, the is divided into that many number of partitions (step 7 of the algorithm). The partitioning is such that the sum of the edge weights cut across the partitions is maximized and the total number of vertices within each partition is almost the same. For partitioning, we use Chaco, an efficient hierarchical graph partitioning tool [36] . The intuition behind such partitioning is that the traffic flows that would cause higher channel loads are assigned to different channels, and channels are loaded uniformly.
3) Example 3:
The two max-cut partitions of the VCG graph for link are shown in Fig. 5 . Note that vertices and are in different partitions.
To evaluate the load on each physical channel, we build the partition loading graph (PLG) for each partition. This bipartite graph is obtained from a modified LLG, where the edges from all vertices other than those of the partition are removed. By finding the maximum weight matching of the PLG, the load caused by the partition on a channel is obtained. Then (in step 12), we check whether the load on each channel is less than or equal to the bandwidth capacity of the channel. For the channel bandwidth calculation, the data width of all the channels (width in Algorithm 1) is taken as an user input.
4) Example 4:
The two PLG graphs for the two partitions for the mesh example are shown in Fig. 6 . The load on the two physical channels, onto which the flows from the vertices of the two partitions are mapped is 400 MB/s (obtained from the value of the maximum weight matching of each of the PLG graphs). If the vertices and had been assigned to the same partition, then the load on the channel supporting the traffic flows from the vertices of the partition would be 800 MB/s (with the load on the other physical channel being 0). Thus, the partitioning process is steered to uniformly load the different channels of the link.
B. Timing Feasibility Check
In step 21 of the algorithm, the sizes of the different switches are obtained, which are based on the number of physical channels instantiated for each link. In the next step, we evaluate whether all the switches can meet the particular NoC operating frequency design point. This check is needed because, when switch size increases, the maximum supported frequency of operation reduces (as the critical path inside the switch gets longer) [37] . This information is obtained from the Place&Route of the switches, which is an input to the synthesis algorithm. Based on the frequency design point and the size of the switches, the power consumption values of the switches are obtained. For power consumption estimations, the switching activities of NoC components are obtained from several functional traffic traces. In step 26, the different links of the NoC are checked for timing violations. The length of the links are obtained from the NoC floorplan, which is taken as an input to the synthesis engine. The timing models for the interconnect wires are obtained from [40] , for a 0.13-m technology.
For each frequency design point (steps 1-25, outer loop), the best NoC topology is synthesized. Finally, the most power efficient design across all these points is chosen in step 26.
Algorithm Run-Time
The run-time complexity of the algorithm is dominated by the maximum weight matching calculations carried out for each channel (as fast heuristics are used for partitioning, it has a low impact on the algorithm run time). The maximum weight matching for a PLG graph can be computed in time complexity [38] and the total number of times the matchings are performed (for each frequency design point) is at most . This is because each link can have at most channels and we need to perform at most matchings for each link. Overall, the algorithm finds the best solution for even large CMP designs in few tens of minutes, running on a 3.2-GHz workstation (see Section VII for more details).
VI. NOC POWER AND DELAY MODELS
We built accurate analytical models for the power consumption of the network components based on the pipes architecture [37] . To get the power estimates, the place&route of the components is performed using Cadence SoC Encounter 2 and accurate wire capacitances and resistances are obtained, as back-annotated information from the layout, with 0.13-m technology library. The switching activity in the network components is varied by injecting functional traffic. The capacitance, resistance, and the switching activity report are combined to estimate power consumption, using Synopsys PrimePower. 3 Several implementation runs were performed, varying parameters such as the number of input, output ports, and the amount of switching activity at the layout level. These runs were performed by individually varying each one of these parameteres, while fixing the others. Linear regression was used to build analytical models for the power consumption of the components as a function of these parameters. Due to the intrinsic modularity and symmetry of NoC components, the models built are very accurate (with maximum and mean error of less than 7% and 5%, respectively) when compared to the actual values. Power consumption on the wires are obtained from the models presented in [40] . The analytical and experimental power consumption values for some of the NoC components (with 900-MHz frequency, link width of 32 bits, buffer depth of 3 in switches, and 50% switching activity at all components) are presented in Table I . For the total NoC power consumption, we also include the power consumption of the clock-tree for the clock supplied to the NoC.
When the size of a NoC switch increases, its maximum supported frequency of operation decreases, as the critical path inside the switch increases. From the layouts, we also obtain the maximum frequency of operation of the switches for different sizes, which is used in the synthesis process to prune infeasible designs. Similarly, the maximum delay of the wires for different lengths are obtained from the models presented in [40] and utilized in the synthesis process.
VII. EXPERIMENTAL RESULTS
In this section, we present the experimental results obtained after applying the proposed synthesis algorithm on NoC designs with different parameter values. First, we present the application of the method to a 5 5 mesh topology. Then, we study the impact of varying the data injection rates and the number of processing cores in the design. Then, we perform experiments to show the effect of link lengths on the solutions produced. The generality of the method (applicability to any CMP NoC topology and deterministic routing function) is shown next, by applying it on a torus topology with two different routing functions. Finally, the design flow predictability is validated by performing a complete layout of the synthesized NoC architecture. 
A. Experiments on a Mesh Topology
In this experiment, we consider a 5 5 mesh topology. We assume the operating frequency of each core is 200 MHz, the data width of the cores and NoC channels are 32 bits, and dimension-ordered ( -first, -next) routing is utilized. We assume that the length of each NoC link to be 1 mm. We assume these as the default values, and in the subsequent subsections, we study the impact of varying some of these parameters.
We vary the NoC operating frequency from 200 MHz to 1 GHz and synthesize the efficient NoC for each frequency point using the proposed synthesis procedure. The total power consumption values for the synthesized NoCs (sum of switch and link power consumption) for the different frequency points are plotted in Fig. 7 . In Fig. 7 , no result is shown below 400 MHz and at 1 GHz operating frequency. This is because, at operating frequencies lower than 400 MHz, a large number of physical channels were needed for each link. This resulted in switches with a large number of inputs and outputs, and the designed switches could not support the required NoC operating frequencies. Similarly, at the 1-GHz frequency point, the designed switches could not support the frequency point.
NoCs synthesized at lower operating frequencies (e.g., 400 MHz) require larger switches, which leads to higher power consumption. At higher operating frequencies, such as 900 MHz, the switch hardware complexity is higher (as more logic is needed to achieve faster clock speeds during physical design) and the clock-net power consumption is also higher. In fact, clock nets account for approximately 15% of NoC power consumption. Note that, for the power consumption estimations of the NoC components, we run several functional traffic traces and obtain the average values. Thus, we do account for the fact that the switch input/output ports and the links of a NoC running at a higher frequency have lower switching activities than for a NoC design operating at a lower frequency. The most power optimal frequency point for the 5 5 mesh is 600 MHz, and the synthesized NoC at this frequency is presented in Fig. 8 .
As no previous work has directly addressed NoC design for CMPs, for comparison purposes we evaluate how a direct extension of the approach from [38] would perform (we call this the Reference approach). When the procedure from [38] is applied to the 5 5 mesh topology, the maximum load on a link is computed to be 4 the traffic rate of each core. Thus, the NoC operating frequency required would be 800 MHz. As seen from Fig. 7 , the NoC designed using the Reference approach would consume 1.17 more power than the optimal NoC designed using our proposed approach.
B. Effect of Core Injection Rates
When the processor operating frequency increases, the rate of traffic injected on the NoC links also increases significantly. The actual operating frequency of the cores varies widely across the different CMP architectures proposed in the literature. As an example, the RAW architecture has cores operating around few hundred megahertz [43] , while some of the commercial CMPs operate at much higher operating frequencies [4] .
The power consumption requirements for different operating frequencies of the cores for the Reference and proposed approaches are depicted in Fig. 9 . Fig. 9 shows that the Reference approach does not produce valid NoC designs when the operating speed of the cores exceeds 200 MHz. This is because the designed NoCs needed very high operating frequencies, which could not be supported by the switches. While these values strongly depend on the underlying NoC architecture, the basic fact is that the Reference approach typically requires the NoC to be several times faster than the cores (4 for the 5 5 mesh and higher for larger topologies). In systems where the cores themselves operate at high frequencies, it would not be feasible in practice to clock the network at such excessively high frequencies. Thus, the Reference approach cannot produce a valid design. On the contrary, our approach supports a larger range of core operating speeds and produces more power-efficient designs as well.
C. Effect of Different NoC Sizes
The different CMP architectures available today have different number of tiles on the chip and thus require NoCs of different sizes. As an example, for exploiting fine grained parallelism, CMP architectures with 50-100 tiles can be utilized, while to exploit coarse-grained parallelism, architectures with few tens of tiles are utilized [3] . In this experiment, we study the impact of different mesh sizes on the quality of the synthesized NoCs.
The NoC power consumption for different mesh sizes for the proposed synthesis approach is presented in Fig. 10 . The power numbers are normalized with respect to the power consumed by the 10 10 mesh design. As expected, when the mesh size increases, NoC power consumption rapidly grows as well. Even for the largest 10 10 mesh design, our method completed in few tens of minutes on a 3.2-GHz workstation. This shows that, due to the use of fast heuristics and exact polynomial algorithms, the proposed synthesis method is highly scalable to large problem instances.
D. Effect of Link Length
To see the importance of considering wire power consumption during the synthesis process, we have varied the length of the NoC links in the design. For this experiment, we fixed the NoC topology to be a 5 5 mesh. Thus, the designs with different link lengths represent designs with different total chip area. For example, when the link length is 1 mm, the dimensions of the mesh NoC are 5 mm 5 mm, but when the link length is 4 mm, the dimensions are 20 mm 20 mm.
The motivation for considering different link lengths is that different CMP architectures have wires of different lengths. As an example, in the Smart Memories architecture [2] , the link lengths of the global network are around 4 mm [44] , while the link lengths in a smaller NoC design are from 1 to 2 mm [41] .
The NoC switch and link power consumption values for different link lengths are presented in Fig. 11 . As the link length starts to increase, the link power consumption largely augments. This shows that the wire power consumption must be considered during the NoC synthesis phase, as it is done in our approach. Note that the power numbers are for 130-nm technology. With more advanced process technologies (especially at 90 nm and below), the impact of wire power consumption on the total NoC power consumption is expected to increase considerably [32] . Thus, the exploration of such technology dependent effects is a necessary direction for future work in the design of efficient on-chip interconnects.
E. Application to Torus Topology
Our proposed approach is applicable to any NoC topology and deterministic routing function. We have applied it to a 5 5 torus topology and studied the impact of two different routing functions: one routing function in which the wrap-around links of the torus are not used (Routing 1) and another one where the wrap-around channels are utilized (Routing 2). The NoC power consumed by the synthesized designs for the two routing functions are shown in Fig. 12 . It shows that the use of the wrap-around links in the torus topology is beneficial, not only as generally believed for latency, but also for power. This is because, when the wrap-around links are utilized, the traffic is spread more evenly in the network. Thanks to our synthesis approach, this type of architectural test can be easily performed, showing its effectiveness for NoC design exploration purposes. Usually, standard NoC topologies, such as mesh and torus, are used for CMPs, as the NoC floorplan for such topologies is predictable [1] , [2] . This is the reason for choosing these topologies for our experiments. However, our synthesis approach is general and applicable to any NoC topology. 
F. Validating Design Flow Predictability
Usually, a design gap exists between the architectural level model and the actual physical layout implementation. Bridging this design gap is key to decrease the number of design iterations and to achieve quicker design convergence and faster time-to-market. In our paper, we achieve a predictable design flow by bridging this design gap between the architectural and physical models. This is achieved due to two factors. First, we consider the physical layer measures, such as wire delays and accurate NoC component delays, during the synthesis process. Second, the use of regular NoC topologies results in easily predictable NoC floorplan and link lengths, which help us to accurately model the wire delays. In fact, achieving a predictable design flow is one of the most important reasons for utilizing NoC-based interconnects [41] . To validate the predictability of the design flow, we implemented the layout of the optimal 5 5 mesh topology synthesized by our procedure at 600 MHz (refer to Section VII-A). The CMP consists of 25 cores, and the area of each core is 1 mm 1 mm.
To obtain the layout, we have first generated the RTL code of the designed NoC components using a custom built tool, ipesCompiler [42] . Then, we have synthesized the RTL design using Synopsys Design Compiler. 3 After this, we have performed the place&route phase of the synthesized design using Cadence SoC Encounter. 2 The resulting layout of the design is presented in Fig. 13 . For the layout, a 0.13-m process technology with eight metal layers are used for wire routing. Among these, five metal layers are used for intra-cell routing inside the cores and the remaining three metal layers are used for over-thecell routing of NoC links.
We have performed post-layout timing checks on the different switches and links of the NoC. We could achieve a fully functional design at the target frequency of 600 MHz, without any timing violations. We could design the NoC to the layout level quickly, thanks to the predictability of the design flow.
Finally, we studied the impact of adding multiple physical channels on NoC area. For the 5 5 mesh topology, the use of multiple physical channels increased the total switch area from 0.94 mm (when only a single physical channel is used for all the links) to 1.18 mm , which is negligible when compared to the total chip area of the CMPs. From our layouts, we also found that sufficient routing area was available for the multiple physical channels that were instantiated. This is in accordance with several earlier studies [7] , [41] , which have shown that sufficient routing area is available between the switches of regular topologies to route a large number of wires.
VIII. CONCLUSIONS AND FUTURE WORK
Having a predictable interconnect architecture is critical to manage the increasing interconnect complexity of current CMPs. Interconnect predictability needs to be tackled at several design levels. On the one hand, from the architectural viewpoint, the interconnect has to provide predictable performance under different operating conditions. On the other hand, from the design flow viewpoint, the design gap between the architectural model and the physical implementation should be minimized, so that a quicker design convergence is obtained. The use of NoCs to replace the point-to-point or bus-based global wiring aims at helping with both aspects, by leading to modular interconnect architectures with predictable layouts. However, designing an efficient NoC architecture that provides predictable performance for any application running on a CMP is a challenging task.
In this paper, we have presented a synthesis method that addresses this important design issue of synthesizing the most power efficient NoC interconnect for CMPs, providing guaranteed optimum throughput and predictable performance for any application to be executed on the CMP. We achieve a predictable interconnect design in two ways. First, the architecture is designed to provide predictable performance under all application traffic conditions. Second, the synthesis approach considers accurate information of the physical layer measures, such as wire lengths, wire delays, and network component delays, thereby bridging the gap between the synthesis models and the actual physical layout implementation. This leads to a faster design cycle and quicker design convergence across the high-level synthesis approach and physical implementation of the design. We have validated the design flow predictability of our proposed approach by performing a layout of the NoC synthesized for a 25-core CMP. Our proposed synthesis approach can also be used as a design space exploration tool to evaluate the efficiency of different NoC topologies and routing functions. Finally, our approach maintains the predictable layout of regular NoC architectures; Thus, it can be applied to existing NoC architectures.
There are several interesting directions for future research using our approach. First, the impact of different NoC topologies and routing functions for CMPs of different sizes can be explored. Second, the impact of different technology generations on the choice of the topologies and routing functions can be analyzed. An earlier study (see [32] ) has tried to address some of these topics, but without considering the requirements for predictable performance. Finally, the design flow predictability of nonregular topologies can be investigated since it would be interesting to see how well nonregular topologies perform when compared to regular topologies for CMPs. His research interests are mostly focused upon advanced digital designs and development of network-on-chip architectures.
