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For the filtration equation with a density which is rapidly decreasing at infinity. 
we have found a class of unique solvability of the Cauchy problem. Furthermore. 
we have studied the behaviours of solutions as t + ‘x.. ‘i 1990 Academic Press. Inc 
I. INTRODUCTION 
We shall consider the problem 
Ax-) u, = dG(u), (.G t) E e, (1.1) 
4,=o=d~), x E R jv, (2.1) 
where Q=iW"'x{t~t>0),~~3, 
cr>N, x= 1+ 1x1, 
0 G rp(.u) < c2, x E RN, (4.1) 
G(0) = 0, G'(O) 2 0, (5.1) 
G'(u)>0 Vu>O. (6.1) 
We are looking for a weak solution u(x, f) of the problem (l.l), (2.1), 
satisfying the conditions 
O<u(x, t)<c,, V(-T t) E e, (7.1) 
s 
i- 
G(u)~~<c(T)X-("-~', VXE R", T> 0, (8.1) 
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where c,, c(T) do not depend on (x, t), .x, respectively. We prove the 
uniqueness and existence of solutions belonging to this class. Besides that 
we are dealing with the large time behaviour of these solutions. 
There is a need to stress that the condition (3.1) is crucial. It is well 
known [2] that for p=const the problem (l.l), (2.1) is uniquely solvable 
in some class of functions, growing for large IsI. It should be valid also for 
p(s), slowly decreasing at infinity. But for densities p subject to (3.1) it is 
incorrect. We show that for Na 3 there is no uniqueness even in the class 
of bounded solutions. 
The case N= I was treated in [3,4], where there was proven the unique 
solvability in the class of bounded solutions, and where the behaviour of 
these solutions for large t was investigated. It turned out that if G(u) = zP, 
m> 1, ph ~1.~1 -’ for 1.~1 + 30 and O<sc < 1 then u+O as t + x8. Unlike 
this case, if u > 1 then u + cO, where 
(9.1) 
A result, analogous with (9.1), is valid for a > N= 2. However, we show 
that for CI > N > 3, solutions u, belonging to the class defined by (7.1), (8.1), 
tend to zero as t + m, and 14 are decreasing exponentially for m = 1, u are 
decreasing as a power of t ~ ’ for m > 1, where G(u) IV U* as u + 0. 
It is easy to explain the difference between the cases N 6 2 and N > 3 for 
G(u) = u. Indeed, for c( > N, , where N,=N if N>2, N,=2 if N=l, the 
operator 
.4 = p-IA, (10.1) 
treated in the weighted L2-space (with the weight p), has a discrete spec- 
trum. For N > 3 the point A = 0 does not belong to the spectrum, and all 
eigenfunctions of A are decreasing at infinity as IxI~-~. Using the corre- 
sponding Fourier expansion one can construct a solution satisfying (7.1), 
(8.1) and tending to zero as t --f cc. Unlike this case, if N< 2 then A = 0 
does belong to the spectrum, and tiO = 1 is the corresponding eigen- 
function. Thus in general a solution u satisfies (7.1) but not (8.1), and 
z4+co#0 as t+ a j^. 
Let us give a precise description of our results. We shall impose below 
the following condition on q, p, G: 
Condition 1.1. Let 
(a) cp E C(R”) be a function satisfying (4.1). 
(b) ~EC’(R”‘) satisfy (3.1) where c(> N. 
(c) GE C’[O, co) satisfy (5.1), (6.1) and let G’(u) increase over 
[0,6, ] for some 6, > 0. 
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Qr,r,(R)=i(-u,t)lT,<t<T~,?c~[W”,Ixl<R}, 
QdR)= Q,,(R), C?(R) = Q, (RI, QT=QT(a). 
S,(R)= {sl.u~P”, 1.~1 = RJ-, 
S(R)=S.,(R)x[W+. 
All functions below are real-valued. 
DEFINITION 1.1. A function Ii/(x, t) is a test function if $EC~(Q)~ 
C(Q) and + = 0 when Ix/> r($) = const > 0. 
DEFINITION 2.1. A function UEC(Q) is a weak solution of (l.l), (2.1) if 
u satisfies (7.1), (8.1) and for any test function $, VT> 0 
1 ijpud.x=~ 
Fe’ 
$pcpdx+j (pu$,+G(u)d$)d,udt. (11.1) 
Iw.2 QT 
THEOREM 1.1. Let Condition 1.1 be satisfied. Then there exists one and 
only one weak solution of ( 1. 1 ), (2.1). 
Let us define the weighted space Li with the norm 
(12.1) 
THEOREM 2.1. Let the conditions 1.1 and 
c4u’6G(u)dc,u’, O<ud6,, (13.1) 
be satisfied, where t > 1, cj > 0, j = 1, 2, do not depend on u. Let u be the 
weak solution of ( 1.1 ), (2.1). Then there exist constants c/ > 0 so that for 
t>o 
(14.1) 
btvhere z, = T + 1. 
Theorem 1.1 follows from theorems proven in Sections 2 and 3, and 
Theorem 2.1 is proven in Section 3. 
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2. UNIQUENESS OF SOLUTION 
THEOREM 1.2. Let p E C( IF!.“), p > 0 Vx E [w-“, G E C ’ [0, a ) sutisfy (5.1), 
(6.1). Then the weak solution of (1.1 ), (2.1 ) is unique. 
Proof. We shall use the scheme of the proof of the uniqueness theorem 
given in [4]. Let u,, u2 be two weak solutions of (1.1). (2.1) and let F(x, t) 
be a test function such that F= 0 for TV [0,6], for t> T-S (where 
0 < 6 < T- 6) and for 1x1> R, > 0. It is enough to show that for any E > 0 
(24, - u2) pFdx dt < 2E. (1.2) 
Set G,= G(u,), j= 1,2, and define the function qO(x, t) on the set 
{(-~,t)l(,~,f)~Q.,u,Zu,} as 
q=(G,-G,)(u,-u,)-‘p-l. (2.2) 
Let q(x, t) be a continuous extension of q. onto QT. Then for each jI > 0 
on Q&U 
0 d q < c(B). (3.2) 
Set cutoff functions {Jr), m = 1, 2, . . . . as 
L(r)= f L,(r), 
i= I 
(4.2) 
<,j=l/nz for re[O,R.i], [,,=O for r>R,+,, [,,=(l/m){(R,-‘(r-R,)) 
for rE(R,,R,+,), where Ri+,=2Rj, j=O, 1, . . . . and c(r) is some polyno- 
mial of r, so that <(O)=l, ~‘(0)=~“(0)=~(1)=~‘(1)=~“(1)=0. Then 
[,,, E C2(RN), 0 <[,,, < 1 on RN, i,,, = 1 if r d R,, i,, = 0 if 1x1 > R, = 2”Ro, 
and on RN 
IV[,,I <cm-‘r-l, (5.2) 
IA[,l <crnpLV2, (6.2) 
where c does not depend on m, r. Set fl,,, = R, + 1, QL = QT(flm), choose 
functions qml,, E C “( Qm), m, n = 1, 2 . . . . so that 
II~mn-qllL+Q,,< lb (7.2) 
and (3.2) is valid for qmn with /? = B,,, and put qm,r = qm,, + l/n. If f(x, t) is 
a test function vanishing for t = T, then because of Definition 2.1 
I (u,-~+)(f~+qdf)pdvxdf=O. (8.2) QT 
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Let f,, be the classical solution of the following problem in Qh: 
Then 
.f, + qnm Af= 6 (9.2) 
flr=T=fl,.Y,=/3m=o. (10.2) 
IL I G c v(.x, t) E Q:,, (11.2) 
I q,,,,,(A.fm, )* d-v dr d c, Qb (12.2) 
f 
Ffmrr I* d,v < c, Vt E co, n (13.2) 
Qm 
where a,,, =sZ(fl,,,), c does not depend on tn, n. Substitute f=i,,, j;,,, into 
(8.2). By (9.2) 
s p(u, -u2) Fdsx dt = 8, + 8, + 8,, QT (14.2) 
0,=2j (Gz-G,)Vf,,,,Vi,d~~dt, Qkl 
ez=f Cc,-G,)f,,K,,d.~& 0;. 
By (5.2), (6.2), (10.2), (13.2) 
I r2-N(lAi,I +mlV~,I*)dx<c, (15.2) Qm 
(16.2) 
By (&I), (13.2), (15.2), (16.2) 
to, I+ ie21 <cm-“2. (17.2) 
Fix m so that (8,I + 10, ( is less than E. Now we can choose n, using (7.2), 
(12.2), so that 10, I is less than E. Thus (14.2) yields (1.2). Q.E.D. 
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3. EXISTENCE OF SOLUTION 
THEOREM 1.3. Let Condition 1.1 be satiJji:ed. Then there exists u weak 
solution u of the problem ( 1.1 ), (2.1), so that G(u) has distributive derivatives 
dG( u)/S?r, E L2( Q), I= 1, . . . . N, and for any T > 0 and test function $ 
(9,pu-VILVG(u))d-~dt+j~,,~prpd.~. (1.3) 
Proof: Let g( t’), v > 0, be the inverse function for G(u). We can choose 
sequences r,,, cp,(.x), P,,(X), g,,(t)) so that r,,> 1, r,, -+ = as n + ocj, 
(p,~c”(lR~), c~,~=O if 1x1 3r,-1, (Pi satisfies (4.1) where c2 does not 
depend on n, pn E C “( R”), pII satisfies (3.1), where cj, GI are independent 
of 4 cp, -+ cp, pn + p in Cloc(lRN), C :,,( R”), respectively, g, E C X’ [0, x ), 
g,(O) = 0, for 1’ > 0, n = 1, 2, . . . . 
0 < g, d gk( v) 6 g’(u), (2.3) 
where g, is independent of v, n, and g, + g in C[O, a], Vu > 0. Denote 
inverse functions for g,,(u) by G,,(u), u > 0. Then because of (2.3) 
G,,(u) < g,‘u, Qu>O. (3.3 j 
Let us consider the problem 
P,(,K) $= AC,(u), Lx, t) E Q”, 
4,=Cl=(P,,, x E Q”, (5.3) 
ulp=O, t > 0, (6.3) 
where Q’=Q(rn)=S2’xR+, s” = S(r,,). Then [S] there exists a unique 
solution U, E Cm(@) of (4.3k(6.3), and on Q” 
0 < u,, d Cl. (7.3) 
Set G,(u,,) = II,,, then by (3.3), (7.3) 
odt),<g&. (8.3 ) 
We can rewrite (4.3t(6.3) as 
kw 
P,(X) at = Au,, (9.3) 
~)nI,=o=G,(c~n)r (10.3) 
u,l,“=o. (11.3) 
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It follows from (4.3))(6.3) that for T>O 
B,( 0) - B,,( T) = j IVo, 1’ d.y dt, 
Q. 
(12.3) 
where 
Ut) = j ~nG,,(u,,) d-c 
R” 
(13.3) 
G,,,(w) = 
s 
” G,,(z) dz. 
0 
By (12.3) and (4.1) for ~p,~ we get 
I IVo,I’d~~dt<c, (14.3) Q” 
where c in independent of n. Now using (7.3), (9.3), (14.3) and results of 
[l] we can choose a subsequence of t’,, (we denote it also by u,), which 
converges in C(o) to DE C(Q) for any compact OE Q, and t’, + u, 
I= 1, . ..) N, where the convergence is weak in any L2(QT(R)), 
?z “R ?6, and u,, are distributive derivatives belonging to L*(Q). 
Let T>O, $ be a test function. By (9.3), (10.3) 
Denote g(u) = U, then u E C(Q) and because of (7.3) the inequality (7.1) is 
valid. Moreover, LI=G(u), aG(u)j&u,~L~(Q), and (15.3) yields (1.3) and, 
consequently, ( 11.1). The only condition that we have to verify is (8.1). For 
T> 0 set 
h,,(x) = joT u, dt. 
It follows from (9.3), (11.3) that 
where S” = S.JT,~), xn = u,, ) I = T. Since (8.3) 
(16.3) 
(17.3) 
(18.3) 
505.84 2-x 
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c(T) does not depend on s, n. By (14.3) 
j 
(Vh,, ( 2 d.Y Q Cl(T). 
R” 
Integrating by parts and using (17.3) we obtain 
N-2 
dS,+2 j (Vh,l’d.x. (20.3) 
R” 
Since (3.1) (for p,) and (16.3)-(20.3) 
rn I IVh,, I2 dS, 6 c(T). S” 
For XEW since (16.3), (17.3) 
(19.3) 
(21.3) 
where v is an external normal on S” at the point y and cN depends on N 
only. Now we can pass to the limit in (22.3) as n -+ (;o. Using (21.3) and 
estimates for P,,, u,~, rp,z in R”, we obtain that for XE RN 
(23.3) 
where I= UI I = T. Now (23.3) yields (8.1). Q.E.D. 
Note 1.3. It follows from Theorem 1.3 that there is no uniqueness in 
the class of solutions bounded in C(Q). Indeed, suppose cp = 1, then except 
for the trivial solution u = 1 there is a solution provided by Theorem 1.3 
satisfying the conditions (7.1), (8.1). 
4. PROOF OF THEOREM 2.1 
Suppose 0 < to d 1 < T and set @ = Q,,,(r,). Multiplying (4.3) by G,,, 
and integrating (by parts) over @ we obtain 
J ~,,G,Wd,dxdt+;j IVG,(u,)12 d.r ‘=O. p’ R” 10 
Since (14.3), (1.4) 
s IVG,(u,,)12 dx < co, t>, 1, R” 
(1.4) 
(2.4) 
THE NON-LINEAR FILTRATION EQUATION 317 
where cg does not depend on n, t. Suppose 16 t, < T. Since (12.3), (2.4) 
ORB,-B,,(T)~c,(T-t,). (3.4) 
Using the identity 
i 
t’,u,, d-X = i ( 2 _ N) jQn $ d.y, 
RR r 
where u,, = G,(u,), v,, = dv,/dr, we obtain 
(4.4) 
It follows from Section 3 that for any compact w  c Q we have u, -+ u in 
C(w), and therefore for each interval [t,, t2], 0 < t, < t,, B,Jt) converges in 
at,, tzl to 
E(t) = j &(u) dx, 
b-4’ 
where 
G(u) = j” G(z) dz. 
0 
Using (3.1), ( 13.1) and the Holder inequality with p = 22( 1 + T)- ‘, where 
T > 1. we obtain 
B,P(t)<c s % dx, (5.4) Q” r- 
where c independent of t, n. Obviously (5.4) is valid also for T = 1. Now 
from (12.3), (4.4) (5.4) 
B,(T)-B,(t,)+c jh:dt<O. 
[I 
(6.4) 
Here we can pass to the limit as n + cc. Thus 
B(T)-E(t,)fcjTBPdt<O. 
II 
(7.4) 
It follows from (3.4) that 
O<B(t,)-B(T),<c,(T-t‘). (8.4) 
318 
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dB 
z+cBp<O (9.4) 
almost everywhere on t > 1. This differential inequality combined with 
(8.4), ( 13.1) yields ( 14.1). Q.E.D. 
REFERENCES 
1. E. DIBENEDETTO. Continuity of weak solutions to a general porous medium equation, 
Indiana Unir. Math. J. 32, No. 1 (1983), 83-118. 
2. A. S. KALASHNIKOV, The Cauchy problem in a class of growing functions for equations of 
unsteady tiltration type, Vesrnik Moskott Univ. Ser. VI Mar. Mech. 6 (1963), 17-27. 
[Russian] 
3. S. KAMIN AND P. ROSENAU, Propagation of thermal waves in an inhomogeneous medium, 
Comm. Pure Appl. Marh. 34 (1981), 831-852. 
4. S. KAMIN AND P. ROSENAU, Non-linear diffusion in a tinite mass medium, Comm. Pure 
Appl. Math. 35 (1982), 1133127. 
5. 0. A. LADYZENSKAYA, V. A. SOLONNIKOV. AND N. N. URAL’TZEVA, “Linear and Quasi- 
linear Equations of Parabolic Type, ” Amer. Math. Sot.. Providence, RI, 1968. 
