Introduction
In this paper, we consider the weakly singular Volterra integral equations of the second kind, was the research topic for many researchers [1, 4, 21] . Weakly singular Volterra integral equations of the second kind are an important category of the singular integral equations and appear in numerous applications. Since an analytical solution of this kind of equation is not available, numerical solution methods play an important role. One example is the collocation method [6] . The convergence rate of the collocation method in the piecewise polynomial space on uniform mesh with mesh diameter h for solving (1.1) is O(h 1−α ), independent of the degree of the polynomials [6, 10] , where α is the denominator power of integral kernel. Brunner [6, Th. 6.2.14] showed that the discretized collocation method preserves the convergence rate of the exact collocation method on the collocation points. He also showed that the collocation method on the graded mesh with r = m/ (1 − α) grading exponent has O(h m ) global convergence rate [5, Th. 2.2] , where the degree of the approximating polynomials does not exceed m − 1. Since graded mesh points have more dense distribution near the left end point of the interval domain, the collocation method on graded mesh loses its efficiency in practice, and an accurate solution is not accessible with higher degree polynomials using more collocation points. In this paper, we extend the multiprojection method [14] and apply it to the collocation method for solving weakly singular Volterra integral equations (1.1). We also implement a fully discretized version and indicate that the discretized version has superconvergence rate O(h m+1−α ) at the collocation points, which the classic collocation method lacks. Asymptotic analysis of computational complexity indicates that this superconvergence order is obtained by additional computations.
The outline of this paper is as follows: in Section 2, we recall some basic concepts. In Section 3, we introduce the exact multiprojection method and implement the fully discretized version. At the end of this section we compare the computational complexity of the proposed fully discretized multiprojection with the ordinary collocation method in an asymptotic sense. In Section 4, we study the local convergence estimate at the collocation points. Some numerical examples are given in Section 5. Finally, Section 6 is dedicated to a brief conclusion.
Multiprojection method
In this section, some basic concepts and notations are recalled. Let K denote the weakly singular Volterra with |y ′ (x)| ≤ C α x −α for x ∈ (0, T ] (see [6, Th. 6.1.8] ). For the sequence {X n } (n ∈ N ) of finite-dimensional subspaces of X satisfying
let {P n } denote a sequence of linear projection operators from X into X n , which satisfy the following conditions [8] :
(H1) The set of operators {P n : n ∈ N} is uniformly bounded, i.e. there exists a positive constant p such that
(H2) Operators P n converge pointwise to the identity operator I on V, i.e. for any y ∈ V, ∥P n y − y∥ → 0, as n → ∞.
In the standard collocation method, we use K n = P n KP n as an approximation of K and find y n ∈ X n such that
Chen et al. [7] represented the solution of (1.1) as y = y L n +y H n , where y L n = P n y and y H n = (I −P n )y correspond to lower and higher resolutions of the solution y . Using this decomposition, they rewrote the operator K as
.
Hence, (1.1) has the following representation:
In order to remove the interconnection between y L n and y H n , they assumed K HH n = 0 and defined the multiprojection operator
To find the approximate solution u n ∈ X n , we use the above notation in the multiprojection method and then equation (1.1) can be written in the following form:
It follows from (2.4) and (H1) that
Since K is a compact operator from X into V [17, Lem. 4.3] , from (H2) we conclude that ∥K M n − K∥ → 0 as n → ∞ . Therefore, (I − K) −1 exists and is uniformly bounded on X.
Applying P n and I − P n to (2.4) yields
where u L n = P n u n , and u
Implementation of multiprojection method
For a constant N ∈ N , let
denote a mesh on the given interval I = [0, T ] where
and set
For uniform mesh, we have x n = n N T and
We define the graded mesh with grading exponent r as
In this section the solution of (2.7) is approximated by collocation in the piecewise polynomial space
Assume that P h is a collocation projection into P
m−1 (I h ) and the given mesh I h and the given collocation parameters {c i } ⊂ [0, 1] determine the set of collocation points
The exact multiprojection method
. Thus, we have
and
The collocation solution u L h on the subinterval σ ℓ employing the Lagrange base functions with respect to the collocation parameters {c i } has the following representation:
where
On the subinterval σ ℓ , we can write
and define b
T . Hence, we have
For x = x n + υh n in the subinterval σ n , we can write
. . .
Dirichlet's formula [11] we obtain
By the change of variable y = (x − t)Y + t,
Hence, we have
By substituting H(x, t) for K(x, t) in the definition of entries in B , we define lower triangular block matrix B H similar to the definition of B . We define
x ∈ X h has the matrix form Bf . We also define
The low resolution solution u L h is determined by the solution of the following liner system of equations:
where A M = I − (B + B H − B 2 ) and R M = f + kf − Bf . Note that I denotes the identity matrix of size mN . Proof The proof is similar to that of Theorem 2.2.1 of [6] . By the assumptions on the kernel factor K in (1.1), the entries of the matrices B and B H are bounded for α ∈ (0, 1]. This implies that the inverse of 
Fully discretized multiprojection method
LetK andK denote the discrete versions of KP h and K , where the interpolatory product Gauss-type quadrature formula [12] on the uniform and graded meshes is employed to approximate the singular integrals, respectively.
Hence, the fully discretized version of (3.3) is the following collocation equation:
whereû h =û L h +û H h denotes the discrete version associated with the solution u h to (2.7). On the subinterval σ n for x = x n + υh n (0 < υ < 1), we have
The discrete collocation solutionû L h on the subinterval σ ℓ similar to (3.4) has the following representation:
m).
and defineb
respectively. In the following multiple integral, using Dirichlet's formula similar to (3.6) we obtain
where H(x, t) is given by (3.5). For simple K(x, t), e.g., polynomial functions, H(x, t) can be computed exactly.
For more complex K(x, t), H(x, t) is approximated by the interpolatory product Gauss-type quadrature formula [12] employing the graded mesh defined in (3.1a) with grading exponent r = m 1−α . LetH(x, t) denote the approximate value of H(x, t). In the case of 1 2 < α < 1, we will proceed in the following way. Similar toB , define the lower triangular block matrixB by the following entries:
In the case of 0 < α < 
Hence,KKû L h (x), x ∈ X h has the matrix formBû L . Furthermore,Kf (x) , x ∈ X h has the matrix formBf .
In order to evaluateKf (x) for x ∈ X h , we use the graded mesh {y n } N n=0 of type (3.1b). For x ∈ [y n , y n+1 ] , set x := y n + υh n (0 < υ < 1), whereh n = y n+1 − y n . Thus, we have
Using the aboveb
n,j (x) andb n,j (x) entries for x ∈ X h , defineB similar to the definition ofB .
Hence,Kf (x) , x ∈ X h has the matrix formBf . The low resolution solutionû with mesh diameter h satisfying h <ĥ , for sufficiently smallĥ > 0 depending on α .
2
In the ordinary collocation (OC) method the linear system of equationsÂy = f should be solved and the coefficient matrixÂ is a lower triangular matrix defined byÂ = I −B. Computational costs of different terms including multiplications/divisions involved in OC and multiprojection (MP) methods are presented in Table  1 . The operation counts needed for solution of linear systems are also presented, where µ is the quotient of a division cost versus multiplication cost. Computer specification determines the value of µ and usually we have 2.5 ≤ µ ≤ 3 [3] . Let CC OC and CC M P denote the computational complexity of OC and MP methods, respectively. Using the information given in Table 1 , we get the following comparison results of computational costs in an asymptotic sense 
In the case of 0 < α ≤ . As implied by these limits, the computational cost underlying the MP method is significantly more than that of the OC method. Let us note, however, that the term N m 6 appearing in these limits is related to the matrix-matrix multiplicationBB in the MP method, which can be performed by parallel computation to reduce the computational time.
Local error estimate
In this section we estimate the decay-rate of ∥û h − y∥ ∞ at the collocation points as h → 0 . In this regard, for x = x n + υh n , we define
and introduce the interpolatory product quadrature errors at x n,j ∈ X h (n = 0, 1, . . . , N − 1, j = 1, . . . , m) ,
where ℓ < n . In the following, we present some results about the optimal order of the product quadrature rules on the uniform and graded meshes. 
Then, for any α ∈ (0, 1) on the uniform mesh I h ,
where x n = nh (n = 0, 1, . . . , N ).
Theorem 4.2 ([20]). Suppose that k is defined as (4.1) in Theorem 4.1 and assume that u ∈ C
m+k (I) in the case of k > 0 ; otherwise, u ∈ C m+1 (I). Then for any α ∈ (0, 1) on the graded mesh Ih characterized by
we have 
Remark 4.1 ([20]). Since
∫ 1 0 ( x n,i − x ľ h ℓ − s ) −α s η ds ≤ ρ(α)(n − ℓ) −α (i = 1, . . . , m),where 1 ≤ ℓ ≤ n ≤ N − 1 , η ∈ N ∪ {0} , and ρ(α) = 2 α /(1 − α).
Theorem 4.3 ([15]). Let the nonnegative sequence {z n } satisfy the following discrete Gronwall inequality:
with M > 0 , α ∈ (0, 1) , and nonnegative and nondecreasing sequence µ n . Then the elements of {z n } are bounded by
where E β denotes the Mittag-Leffler function [16] .
The following theorem expresses the main result of this section on the error estimate order for the solution of the fully discretized equation at the collocation points. 
Theorem 4.4 Assume that
holds at collocation points X h characterized by uniform mesh I h , where y is the exact solution of (1.1) and
m−1 (I h ) denotes the discretized collocation solution obtained using the interpolatory product quadrature formula in (3.10) and (3.14).
Proof Letting u h denote the exact collocation solution of (2.5), then for any x n,i ∈ X h we can write
By (2.2), (2.5), and (2.6) we have
From (2.7b) and (3.14) it follows that u
By (3.7) and (3.13),
and (4.2) on σ n has the following form:
where ℓ < n . Then we have
Consequently, we have
By Lemma 4.1, it is evident that
Also, Theorem 4.3 implies
We have nh ≤ T (n = 0, 1, . . . , N − 1). 
and the assertion of the theorem holds. 2
Numerical examples
In the following examples, the approximate solutionû h is obtained in the space of piecewise constant functions (m = 1 ) with respect to the uniform partition {x n : x n = n N (n = 0, 1, . . . , N )}, with h = 1/N . The collocation points are given by
We have used four point Gauss-Legendre quadrature in (3.12), i.e. m ′ = 4 . Instead of the graded mesh defined by (3.1b), the following mesh points,
, are used. In order to validate the error estimate results for the convergence order (see, for instance [19] ), the following O c as the computational order of convergence (COC) is defined and reported in tables: 
with the exact solution
where erfc is the complementary error function [2] . In Figures 1(a)-1(d) , we present the absolute errors and superposition of exact and approximate solutions obtained by OC and MP methods with N = 512 . In Table 2 and Figure 2, with the exact solution
Example 5.3 ([13]). Consider the second kind of linear Abel-Volterra integral equation,
and where J 0 (x) is the Bessel function. In Figures 6(a) 
Conclusion
In this paper, we have extended the multiprojection method and applied it to the collocation version for solving weakly singular Volterra integral equations. We have also implemented the fully discretized multiprojection method and indicated that the fully discretized version has a superconvergence property, which the conventional collocation method lacks. Presented numerical examples confirm the error analysis results. 
