[1] With large volumes of data arriving in near real time from environmental sensors, there is a need for automated detection of anomalous data caused by sensor or transmission errors or by infrequent system behaviors. This study develops and evaluates three automated anomaly detection methods using dynamic Bayesian networks (DBNs), which perform fast, incremental evaluation of data as they become available, scale to large quantities of data, and require no a priori information regarding process variables or types of anomalies that may be encountered. This study investigates these methods' abilities to identify anomalies in eight meteorological data streams from Corpus Christi, Texas. The results indicate that DBN-based detectors, using either robust Kalman filtering or Rao-Blackwellized particle filtering, outperform a DBN-based detector using Kalman filtering, with the former having false positive/negative rates of less than 2%. These methods were successful at identifying data anomalies caused by two real events: a sensor failure and a large storm.
Introduction
[2] Recently, there have been efforts to make use of streaming data from environmental sensors for real-time applications. For example, draft plans for the Water and Environmental Research Systems (WATERS) network, a proposed national environmental observatory network, have identified real-time analysis and modeling as a significant priority [National Research Council, 2006] . Furthermore, the National Science Foundation -sponsored workshop on sensors for environmental observatories has indicated the need for automated quality assurance and control (QA/QC) [National Science Foundation, 2005] .
[3] Anomaly detection is the process of identifying data that deviate markedly from historical patterns [Hodge and Austin, 2004] . Anomalous data can be caused by sensor or data transmission errors or by infrequent system behaviors that are often of interest to scientific and regulatory communities. Anomaly detection performed in real time has many practical applications for environmental sensors such as real-time QA/QC, adaptive sampling, and anomalous event detection. Successful real-time anomaly detection in environmental streaming data must surmount four key challenges: (1) continuous collection of streaming data results in a large volume of data, so the entire data set cannot usually be held in memory nor can all existing data be reprocessed when new measurements become available;
(2) real-time decisions can only use previous observations, so future observations cannot be used for anomaly classification; (3) environmental sensors go off line frequently because of the harsh environments in which they are deployed, so if a significant number of specific historical measurements are necessary to process a new measurement, then many measurements will not be able to be processed; and (4) sensors deployed in the natural environment behave in unexpected ways, so no a priori definition of the types of anomalies that may be encountered is available.
[4] Several methods have been suggested for addressing the problem of real-time detection of anomalies in streaming data. These methods can be divided into three categories: (1) redundancy-based approaches, (2) Bayesian filtering approaches, and (3) rule-based approaches. Redundancy-based approaches can be further divided into two subcategories: physical and analytical. Physical redundancy-based approaches employ two or more identical sensors at a particular location, resulting in multiple coincident measurements which can be directly compared. If the measurements deviate significantly, then at least one of the measurements can be deemed erroneous. However, if only one redundant sensor is used (two total sensors), then it is impossible to determine which measurement is erroneous; thus, it has been suggested [Mourad and Bertrand-Krajewski, 2002] that at least two redundant sensors should be used. However, because environmental sensors are often deployed in areas with limited power supplies (e.g., solar arrays), physical redundancy-based methods are undesirable because they take power that could be used for measuring additional processes. Furthermore, physical redundancy methods are only useful for identifying sensor faults and thus cannot be used for adaptive sampling or event detection.
[5] Analytical redundancy-based methods remove the burden of operating redundant sensors. Instead, a model of the sensor data stream is used to simulate a redundant sensor. Since the model will reflect the ''expected'' behavior of the system given a record of historical measurements, analytical redundancy-based methods are suitable for identifying anomalies caused by sensor errors as well as by infrequent events of scientific interest. The classification of a measurement as anomalous is based on the difference between the model prediction and the sensor measurement. Krajewski and Krajewski [1989] present a method that employs model error standard deviations to set the threshold for identification of errors in stream gauge data. This method, however, relies on a physically based real-time model of the natural system, a tool that may not always be readily available. Hill and Minsker [2006] and D. J. Hill and B. S. Minsker (Anomaly detection in streaming environmental sensor data: A datadriven modeling approach, submitted to Environmental Modelling and Software, 2007) present an analytical redundancy method for wind speed data that employs the model error distribution to set the threshold and compares several data-driven modeling methods for simulating the redundant sensor. However, because of the complexity of modeling time series with frequent missing values, this method employs univariate autoregressive models and thus does not permit coupled anomaly detection on multiple data streams at once. Additionally, this method requires a fixed set of historical measurements to be available to classify a new measurement: thus, it is incapable of classifying measurements that immediately follow the missing values. The method presented by Krajewski and Krajewski [1989] may also have this limitation, but the exact details of the model used in the study were not provided.
[6] Bayesian filtering approaches operate similarly to analytical redundancy methods except that they use Bayesian filtering to determine the likelihood of a particular measurement, given all previous measurements in the sensor data stream. Filtering-based methods have been used for error detection in robotic sensors Goel et al. [2000] , Nicholson and Brady [1994] , and Lerner et al. [2000] demonstrate a filtering error detection method using a hypothetical process control case study. Extending these methods to the data collected by environmental sensors requires that the methods be modified such that they are robust to the large quantities of missing values encountered in environmental data streams, and such that they can be deployed without a welldefined model of the processes controlling anomalous data. Recently, Dereszynski and Dietterich [2007] presented a dynamic Bayesian network -based method for anomaly detection in environmental sensors. This method, however, only models individual sensor streams; thus, this method is unable to identify anomalies that only become apparent when information from other sensors are added to the anomaly detection process.
[7] Rule-based approaches use knowledge regarding normal sensor operation and likely data sequences to indicate data that may be anomalous. For example, Ramanathan et al. [2006] explored the use of rule-based anomaly detection for identifying sensor errors in a large array of groundwater quality sensors deployed in a rice field. Unfortunately, they were unable to verify their system's classifications because of deployment conditions. However, Krajewski and Krajewski [1989] investigated rule-based approaches, including several of those employed by Ramanathan et al. [2006] , and found that analytical redundancy methods had greater potential for real-time QA/QC based on a comparison of the methods' abilities to detect errors in stream gauge data. Furthermore, since no model of the processes being measured is used, estimates of the erroneous data values cannot be suggested, a valuable feature if the anomaly detection is used as part of a real-time QA/QC system that prepares the data for real-time forecast models.
[8] This paper proposes three real-time anomaly detection methods that employ dynamic Bayesian networks (DBNs) to identify anomalies in streaming environmental data. DBNs are artificial intelligence techniques that model the evolution of discrete-and/or continuous-valued states of a dynamic system by tracking changes in the system states over time (K. P. Murphy, Dynamic Bayesian networks, unpublished manuscript, 2002) . The methods developed in this study use three different DBN implementations: the well-known Kalman filter; the robust Kalman filter, which, to the authors' knowledge, has not found wide application in the field of environmental engineering; and the Rao-Blackwellized particle filter, which has only recently been developed [Doucet et al., 2000a] . Unlike the method presented by Dereszynski and Dietterich [2007] , all of the methods developed in this study can treat multiple sensor data streams and thus can take advantage of correlated information from different sensors. Furthermore, because of the nature of environmental streaming data, it was necessary for the implementations of each of these DBNs to be modified such that they were robust to missing values in the sensor data. The following section describes these methods in more detail. The DBNbased methods are then tested using a case study, where they are used to identify anomalous measurements in eight meteorological data streams from the WATERS Network Corpus Christi testbed. Finally, implications of the results are discussed.
Methodology
[9] This study develops three DBN-based methods for real-time detection of anomalies in environmental sensor data streams. Bayesian networks represent a set of variables and their dependencies as directed acyclic graphs, whose nodes represent the variables and whose arcs represent the conditional dependencies between the variables. DBNs are Bayesian networks that grow dynamically by adding new variables incrementally at each time step according to a template that defines the conditional dependencies among the new variables and between the new variables and the existing network. Thus, DBNs are well suited for modeling data sequences because new variables can be added incrementally to the network to represent new members of the sequence. Additionally, DBNs are well suited for time series modeling because of their flexibility in handling multivariate data and nonstationary processes and their ability to capture the uncertainty in expected state variables and measurements arising from uncertain process dynamics and noisy or missing sensor measurements [Spall, 1988] .
[10] The DBN time series models used in this research take the general form
where X t is a random variable describing the true state of the system at time t, Z t is a random variable describing the sensor measurement corresponding to the system state at time t, A is an operator describing the evolution of the state variable distribution from time t to t + 1 (transition model), e a is the error of model A, C is an operator describing the relationship between the state variables and the observed variables (observation model), and e c is the error of model C. Since the future state (i.e., at time t + 1) depends only on the previous state (i.e., at time t), the model in equation (1) assumes that the time series is generated by a first-order Markov process.
[11] Filtering refers to the process of inferring the current system state (X t ) in equation (1) given all of the measurements up to and including the measurement at time t. The system state at time t can also be inferred using both previous and future measurements, in a process known as smoothing. However, since smoothing requires future data (and complete reprocessing of the data when new measurements are taken), it is less suitable for real-time applications and thus is not considered in this study. Solving equation (1) through filtering has a long history, with the most notable early work being attributed to Kalman [1960] , who developed a filtering algorithm for continuous linear-Gaussian variables. Since then, many researchers have generalized this work and associated it with state space models and hidden Markov models (e.g., M. I. Jordan, An introduction to probabilistic graphical models, unpublished manuscript, 2002). The result of this study is a well-known recursive algorithm for filtering DBNs, the state variables of which possess the Markov property (i.e., are generated by finiteorder Markov processes) (Murphy, unpublished manuscript, 2002) . In a recursive algorithm, data are processed sequentially, rather than in batch form; the complete set of data never needs to be stored prior to calculating the filtered estimate; and reprocessing of existing data is unnecessary if new measurements become available. Thus, recursive algorithms are well suited for real-time forecasting of streaming data. The next three subsections describe the three recursive DBN-based anomaly detectors developed in this study, while the final subsection describes a method based on a conventional time series model that will be used for comparison of the DBN-based methods.
BCI-kf
[12] In the BCI-kf method, Kalman filtering is used to track the system state according to equation (1). Kalman filtering is an analytical method for filtering a DBN in which the system state is a continuously valued vector or scalar, the state transition and observation models are linear, and the errors in the state and measurement models are considered to be Gaussian. A graphical representation of this DBN is shown in Figure 1 . In this model, the operators A(X t ) and C(X t ) in equation (1) are equal to the products of a matrix A and the vector X t and a matrix C and the vector X t , respectively. The terms e a and e c are represented as N(0,Q) and N(0,R), respectively, where the operator N(m,S) indicates a normal distribution with mean m and covariance matrix S, and Q and R are the system and observation noise covariance matrices, respectively. Because the state and observation vectors are normally distributed, and because the state transition and observation models are linear, the exact prior and posterior distributions can be calculated analytically. This results in a compact representation of the belief state of the DBN (i.e., mean and covariance matrix), as well as in efficient updates to accommodate new measurements [Maybeck, 1979] . Additionally, these updates can accommodate missing or partially missing measurements in the vector Z t by treating the missing measurements as uninformative [Liu and Goldsmith, 2004; Shumway and Stoffer, 1982] . These equations can be found in section 1 of Text S1 in the auxiliary material.
1
[13] In this study, the transition and observation models used for Kalman filtering are learned from sensor data using the expectation maximization (EM) method [Ghahramani and Hinton, 1996; Digalakis et al., 1993; Shumway and Stoffer, 1982] . Since the measurements correspond directly to the state variables tracked by the DBN, the observation model is constrained such that the observation matrix is the identity matrix and the observation covariance matrix is diagonal. These constraints incorporate domain knowledge into the DBN, indicating that the measurements directly correspond to the process being measured and that measurement errors are not correlated between sensors, respectively. Because of the tendency of the EM method to converge to suboptimal solutions as the joint probability distribution narrows to a degenerate distribution centered on one of the training data points [Hastie et al., 2001] , it was necessary to perform nine EM trials starting with different initial conditions before a suitable parameterization was found. In four of the trials EM converged to the same parameterization, while the other five trials converged to degenerate solutions. The parameters common to the four nondegenerate solutions were used in the study.
[14] Using the Kalman filter estimate of the current system state, anomalies can be detected sequentially as new measurements become available from the sensors by constructing the Bayesian credible interval (BCI) for the current measurement. Since failure of one sensor should not affect the capabilities of other sensors (i.e., the measurement capabilities of different sensors are independent), the marginal posterior distributions of the observed variables can then be used to construct BCIs for the most recent set of measurements from each of the sensors. The p% BCI indicates that the posterior (i.e., adjusted for the available observations) probability of the observed state variables falling within the interval is p; thus, the BCI delineates the range of plausible values for sensor Figure 1 . Schematic of DBN used in the BCI-kf method. Vector X is a random variable representing the continuousvalued system variables, and vector Z is a random variable representing the continuous-valued observations. Subscripts indicate time. Oval nodes represent Gaussian distributions.
measurements. For this reason, any measurements that fall outside of the p% BCI will be classified as anomalous. The 100(1 À a)% BCI for a new measurement can be calculated as
where z a/2 is the 100(1 À a/2)th percentile of a normal distribution, and s 2 is the variance of the marginal posterior distribution of the measurement prediction. This method of classifying anomalous data from a DBN model will hereafter be referred to as the BCI method. The BCI method of anomaly detection is similar to the prediction interval -based method presented by Minsker [2006, also submitted manuscript, 2007] ; however, because the BCI is based on the posterior distribution (whereas the prediction interval is not), the width of the p%-BCI changes dynamically with the uncertainty of the modeled system.
BCI-rkf
[15] The BCI-rkf method is similar to the BCI-kf method, except that robust Kalman filtering is used to track the state variables. The Kalman filter used in the BCI-kf method requires the strong assumption of linear Gaussian distributions; thus, it is very sensitive to outlying observations. This can adversely affect inferences about the belief state [Schick and Mitter, 1994; Meinhold and Singpurwalla, 1989] because, upon receiving an observation that deviates significantly from the expected observation specified by the process and observation models, the Kalman filter expands the variance of the state variable such that it includes the anomalous measurement. Thus, the Kalman filter will include the observations in future detections even if they are erroneous. This limitation is a particular concern for anomaly detection, which seeks to identify outlying observations.
[16] The BCI-rkf method uses a DBN in which the system state is a continuously valued vector or scalar, the state transition and observation models are linear, the errors in the state model are considered to be Gaussian, and the errors in the measurement models are considered to be a mixture-of-Gaussian (MOG) distribution. Thus, like the Kalman filter, the operators A(X t ) and C(X t ) in equation (1) take the products of a matrix A and the vector X t and a matrix C and the vector X t , respectively, and e a is represented as N(0,Q). The observation model error term e a , however, is represented as a MOG distribution. MOG distributions have been demonstrated to approximate many heavy-tailed distributions (i.e., distributions that contain outliers) with high fidelity [McLachlan and Peel, 2000; Blum et al., 1999; Efron and Olshen, 1978] , and thus this model should be much less sensitive to outliers than Kalman filtering. A graphical representation of this DBN is shown in Figure 2 .
[17] The probability density function of the MoG distribution is represented as a weighted average of the probability distribution functions of Gaussian mixture components:
where a i is the mixture proportion, the weight of the ith mixture component, P i a i = 1, and f i (x) is the probability density function of the ith mixture component. Heavy-tailed distributions can be modeled by MOG distributions consisting of some components with large variance and small mixture proportions and some components with small variances and large mixture proportions [Blum et al., 1999] . For example, a univariate MOG distribution with two components with means and variances of (0, 1) and (0, 10), respectively, will have heavy-tail behavior because of the second mixture component.
[18] To filter the DBN shown in Figure 2 , robust Kalman filtering [Frühwirth, 1995; Peña and Guttman, 1988] is used, which is discussed in detail in section 2 of the auxiliary material. Robust Kalman filtering using MOG distributions for the observation error is a special case of an assumed density filter/moment matching filter (Murphy, unpublished manuscript, 2002) ; hence, it can be envisioned as using a mixture of Kalman filters, each specific to one Gaussian mixture component. Since the number of components in the MOG distribution grows exponentially with the number of time steps evaluated by the robust Kalman filter, it is necessary to limit the number of components. In this research, this is done by approximating the MOG posterior distribution as a Gaussian. Thus, robust Kalman filtering is an approximate filtering algorithm.
[19] In the BCI-rkf method, the distribution of the sensor measurements at each time step is represented as a mixture of 2 N Gaussians, where N is the number of sensors, each corresponding to a unique combination of normal and anomalous measurements. For example, if there are two sensors, then the Gaussian mixture will have four components corresponding to the cases (normal, normal); (normal, anomalous); (anomalous, normal); and (anomalous, anomalous). The transition and observation models learned for the Kalman filter via EM are adapted for use in the robust Kalman filter as follows. The state transition model for each mixture component in the robust Kalman filter is equivalent to that of the Kalman filter. For the observation model, the observation matrix of the robust Kalman filter is the same as that of the Kalman filter, but the observation covariance matrix changes for each of the mixture components. For the case in which all of the measurements are nonanomalous, the observation covariance matrix is equivalent to that of the Kalman filter, whereas for the cases in which one or more measurements are anomalous, the parameter specifying the measurement variance of the anomalous measurement is set to be a large number (e.g., 1,000), indicating that regardless of the true state of the system, the measurement could take any real value with approximately equal probability. This description of anomalous measurements is used because it Figure 2 . Schematic of DBN used in the BCI-rkf method. Vector X is a random variable representing the continuousvalued system variables, and vector Z is a random variable representing the continuous-valued observations. Subscripts indicate time. Oval nodes represent Gaussian distributions, and diamond nodes represent MOG distributions.
indicates that an anomalous measurement is more likely to fall outside the range of plausible measurements than is a nonanomalous measurement, without requiring a priori knowledge of the types of anomalies that can occur. The mixture proportion prior used by the robust Kalman filter is set manually, using domain knowledge regarding the frequency of measurement anomalies. Manually setting the parameters for the cases in which one or more measurements are anomalous is necessary because anomalous measurements are, by definition, infrequent; as such, sufficient information may not be available for learning these parameters from the data. Furthermore, learned parameters may define anomalies too narrowly to identify the range of anomalies that may be encountered. Because the BCI-rkf method does not explicitly track the anomalies through time, it cannot represent any dependency relationships between anomalies; thus, the assumption of time independence of the anomalies is implicit in this method.
MAP-ms
[20] The MAP-ms anomaly detection method uses a DBN that is very similar to the BCI-rkf method, in which the system state is a continuously valued vector or scalar, the state transition and observation models are linear, the errors in the state model are considered to be Gaussian, and the errors in the measurement models are modeled with a mixture of Gaussians. However, unlike the BCI-rkf method, the distribution of the measurement error is constructed using a discrete variable to indicate whether or not each sensor measurement at time t is anomalous and a conditional linear Gaussian distribution for the measurement error, rather than combining these variables to create a MOG distribution. A graphical representation of this DBN is shown in Figure 3 . If there are N measurements within each time step, and if there are only two possible measurement states (i.e., normal/ anomalous), then this variable will have 2 N values, each corresponding to a unique combination of measurement classifications. For example, if there are two measurements, then the measurement status variable will have four values: (normal, normal); (normal, anomalous); (anomalous, normal); and (anomalous, anomalous); thus, it can be seen that with a binary (normal/anomalous) classification strategy, the DBNs considered in the BCI-rkf and MAP-ms method are similar because each represents the belief state as a mixture of 2 N Gaussian components. Thus, this DBN will also be able to represent heavy-tailed distributions well.
[21] Since there are no known exact algorithms for performing inference on DBNs that contain both discrete and continuous variables [Lerner and Parr, 2001 ], RaoBlackwellized particle filtering is used to sequentially infer the posterior distribution of the state variables and their observations as new measurements become available from the sensors. The Rao-Blackwellized particle filter is a special type of particle filter that uses the Rao-Blackwell formula [Casella and Robert, 1996] to separate inference on the continuous and discrete state variables. This separation of variables requires only that the discrete variables be conditionally independent of the continuous variables; however, in this research the discrete variable indicating the measurement status is considered to be independent in time. Thus, to propagate each particle in the filter to the next time step, the value of the discrete variable is sampled from its prior, and the continuous variables are propagated using the Kalman filter parameters associated with the value of the discrete variable. Thus, the Rao-Blackwell division results in significantly increased computational efficiency over traditional particle filters [Doucet et al., 2000a [Doucet et al., , 2000b . The mathematical formulation of the Rao-Blackwellized particle filter can be found in section 3 of the auxiliary material.
[22] The MAP estimate (i.e., the most likely value, given the posterior distribution) of the state variable that indicates the measurement status can then be used to classify the sensor measurements as normal or anomalous. As in the case of the robust Kalman filter, the transition and observation models learned via EM for the Kalman filter are used to describe the case in which all measurements are normal; for the cases in which one or more measurements are anomalous, the parameter specifying the measurement variance of the anomalous measurement is set to be a large number (e.g., 1,000). Like the MOG mixture proportions used by the BCI-rkf method, the probability of different combinations of measurement anomalies is specified using domain knowledge.
AR_ADET
[23] In order to illustrate the performance of the DBNbased detectors compared to anomaly detection with an Figure 3 . Schematic of DBN used in MAP-ms anomaly detection. Vector X is a random variable representing the continuous-valued system variables, vector Z is a random variable representing the continuous-valued observations, and scalar MS is a random variable indicating the discrete measurement status. Oval nodes represent Gaussian distributions, rectangular nodes represent discrete distributions, and subscripts indicate time. autoregressive time series model, the AR_ADET detector of Minsker [2006, also submitted manuscript, 2007] is used. In order to avoid complications arising from missing measurements, this method considers each data stream independently [Hill, 2007] . This detector uses an autoregressive model of the sensor data stream incrementally for one-stepahead prediction, and measurement anomalies are classified on the basis of the deviation of the observed sensor measurement from its predicted value. Specifically, this detector uses a neural network that takes a moving window of historical measurements as input to predict the expected value of the sensor measurement at time t + 1. It then calculates the prediction interval (PI) of the new measurement. When the measurement at time t + 1 arrives from the sensor, it is compared to the PI: if it falls outside of the PI it is classified as anomalous; otherwise it is classified as nonanomalous. This method was demonstrated to outperform several other autoregressive model-based anomaly detectors [Hill, 2007] , and it performed well on identifying real anomalies in a wind speed data stream from Corpus Christi Bay [Hill and Minsker, 2006] . (Note that this data stream was different from the one addressed in the case study below.)
Case Study
[24] To test the efficacy of the three Bayesian anomaly detectors developed in this study, each approach was applied to eight meteorological data streams from Corpus Christi Bay collected by the Shoreline Environmental Research Facility (SERF) (available at http://www.serf.tamus.edu/). The data streams measure wind speed, wind direction, air temperature, and barometric pressure at 2-min intervals at two SERF sensor platform locations: CC003 and CC009.
[25] Because the sensor network addressed in this case study is a research network, there are many missing measurements because of sensor outages in the historical data record. Additionally, even though the historical data were subjected to manual quality control measures before they were archived, an initial application of the anomaly detection algorithms identified several anomalous events that were subsequently confirmed, through investigation by the SERF data managers, to be the result of sensor failures. Data from November 2006 were used for parameterizing the DBNs because these data do not appear to contain sensor failure errors and because they are reasonably complete (during this time period, there were approximately 10 and 800 missing measurements in the CC003 and CC009 data streams, respectively). This time period does, however, reflect the effects of two storm events on 11 and 31 November. During November, the approximate ranges of the wind speed, wind direction, air temperature, and barometric pressure at both platform locations were 0 -40 knots (kt), À180-180 degrees from north (dfn), 5°-28°C (°C), and 1,000 -1,040 mbar, respectively. The performance of the anomaly detectors was then evaluated using data from early December. This time period was chosen because the CC003 wind direction sensor went offline around 15 December. To demonstrate the efficacy of these anomaly detection methods, their performance is evaluated using both synthetic anomalies and actual data anomalies that were identified within the December meteorological data.
Detector Parameterization
[26] Two of the data types addressed in this study represent measurements of processes with nonlinear dynamics: wind speed, which cannot be negative, and wind direction, which has a discontinuity between À180 and 180 dfn. Despite the nonlinearity of wind speed, preliminary work demonstrated that good anomaly classifications could be achieved using a linear dynamics model. A linear dynamics model, however, is not sufficient for anomaly classification in wind direction data; thus, this study uses a transformation that converts wind direction into a twocomponent vector composed of the cosine of the angle (with respect to north) of the wind and the sine of the angle (with respect to north) of the wind. Preliminary work also investigated the transformation of the wind speed and wind direction data streams into a two-dimensional wind velocity vector. This transformation addressed not only the nonlinearity of wind direction, but also removed the nonnegativity condition of the wind speed data. However, it rendered the detectors unable to distinguish between anomalies in the wind speed sensor, the wind direction sensor, or both sensors because the transformation fused the data from the two different sensors. For this reason, this latter transformation was not pursued further.
[27] Because of the transformation of the wind direction data, the DBNs in all three anomaly detection methods tracked 10 state variables (one each for wind speed, temperature, and pressure at each location and two each for wind direction at each location). Thus, the vector X in equation (1) has 10 dimensions referring to the true system states: wind speed, sin(wind direction), cos(wind direction), air temperature, and barometric pressure at both the CC003 and CC009 locations. The vector Z in equation (1) also has 10 dimensions referring to the measurements of these 10 states.
[28] Parameters (i.e., transition model and error covariance matrix and observation noise covariance matrix) for the Kalman filter were learned from the approximately 21,600 measurements made by each of the eight sensors during the month of November 2006, using EM. Four versions of the BCI-kf method were created using an 80%, 90%, 95%, and 99% BCI for anomaly classification to test the sensitivity of the method to this parameter.
[29] The transition model and error covariance matrix and observation model of the robust Kalman filter were specified to be equivalent to the transition model and error covariance matrix and observation model used in the Kalman filter. Since the failure of a sensor rarely affects the capabilities of other sensors, it was assumed that concurrent anomalies in different data streams were independent. Thus, the robust Kalman filter used a mixture of 2 8 = 256 Gaussians in the observation model to represent all of the possible anomaly combinations from the eight sensors. The observation covariance matrix of the Gaussian component representing no failure was equivalent to the observation covariance matrix used in the Kalman filter model. The covariance matrix of each of the components corresponding to a combination of failed sensors was equivalent to the measurement covariance matrix of the no anomaly case, except that the variance of the anomalous measurements was set to a large value. In this study we compared three versions of the BCI-rkf detector with values of 100, 500, and 1,000 for the covariance of an anomalous measurement to test the sensi-tivity of the method to this parameter. The mixture proportion was set to the probability of the combination of anomalies in the data stream. The probability of an anomaly was specified to be 5%, which was selected to be representative of the frequency of data anomalies because of measurement or data transmission errors in the Corpus Christi sensor array, based on the results of previous work conducted with the Corpus Christi meteorological sensors [Hill and Minsker, 2006 , respectively. Again four levels of 80%, 90%, 95%, and 99% BCI were used for anomaly classification to test the sensitivity of the BCI-rkf method to this parameter.
[30] The Rao-Blackwellized particle filter used a discrete variable with 2 8 = 256 values to represent the status of the eight sensors at each time step. For every value of the discrete variable, the transition model and error covariance matrix and observation model of the continuous variables were equivalent to the transition model and error covariance matrix and observation model used by the Kalman filter. For the value of the discrete variable representing no sensor failures, the observation covariance matrix of the continuous variables was equivalent to the observation covariance matrix used in the Kalman filter model, while the covariance matrix of each of the discrete variable values corresponding to a combination of failed sensors was equivalent to the measurement covariance matrix of the no anomaly case, except that the variance of the anomalous measurements was set to a large value. Again, three different versions of the MAP-ms detector with values of 100, 500, and 1,000 for the covariance of an anomalous measurement were compared to test the sensitivity of the method to this parameter.
[31] Although the MAP-ms method can model the time dynamics of the sensor status variable, there was no specific information regarding the persistence of anomalies caused by sensor failures. Thus, anomalies in the sensor data stream were assumed to be time independent with a likelihood of 5%. Additionally, it was assumed that concurrent anomalies in different data streams were independent because failure of a sensor rarely affects the capabilities of other sensors. Thus, the probability of the discrete variable taking a value corresponding to 0, 1, 2, 3, 4, 5, 6, 7, or ), and 0.05 8 , respectively. The particle filter was specified to use 50,000 particles because Hill [2007] showed that this number of particles resulted in the best trade-off between accuracy and computational demand based on a comparison of the performance of particle filters with 1,000, 10,000, 50,000, and 100,000 particles, using the synthetic anomaly data set described in the next section. The synthetic data set was used instead of actual anomalies because too few real anomalies exist in the data to provide a suitable comparison. Figure 3 shows a graphical representation of the DBN used in the MAP-ms method.
[32] The parameters for the AR_ADET detector were selected using correlation analysis to determine the salient autoregressive variables, as described by Hill [2007] . The resulting autoregressive models for wind speed and wind direction use the most recent 30 measurements to predict the next measurement, while the resulting models for air temperature and barometric pressure use the most recent two measurements. The models were then trained using 30,000 randomly selected data points from October through November 2006. These data were selected for training because data prior to October were not available and data from December were to be used for demonstration of the detectors. Since neural networks are suitable for modeling nonlinear data, the wind direction was modeled directly (i.e., the cosine/sine transformation described in the Detector Parameterization section was not used). A 95% PI was used for anomaly classification, as suggested by Hill [2007] .
Detection of Synthetic Anomalies
[33] Synthetic anomalies affecting data from 2 to 5 December are used to compare the performance of the anomaly detection methods developed in this study with each other, as well as with the AR_ADET method. Synthetic anomalies are used for this comparison because there are not enough known anomalies in the historical sensor data to evaluate the relative performance of the methods and because it is difficult to know the true classification of observed data, which is necessary for false positive/negative calculations.
[34] The synthetic errors were specified to be transient errors (i.e., they did not persist) and were generated according to the following equation:
where M* is the anomalous measurement, M is the true measurement, and D is an offset. The range of the offsets for wind speed, wind direction, air temperature, and barometric pressure were selected on the basis of judgment, to be [4 -12] kt, [45 -180] dfn, [3-9]°C, and [10 -30] mbar, respectively. Synthetic anomalies of this type were randomly introduced into each of the eight data streams independently with a frequency of 5%. For each anomaly instance, addition or subtraction of the offset was chosen at random with equal probability (i.e., 50% addition and 50% subtraction), and the value of the offset was selected by sampling a uniform distribution over the offset range. Since the anomalies in one sensor data stream were independent of other previous and current anomalies, both concurrent anomalies in different data streams and multiple sequential anomalies in a single data stream could occur sequentially.
[35] The false positive rates of the BCI-kf detector using a 99% BCI, the BCI-rkf detector using a 99% BCI and anomalous measurement variance of 1,000, the MAP-ms detector using an anomalous measurement variance of 1,000, and the AR_ADET detector are shown in Figure 4 . Here the false positive rate is the ratio of the number of data misclassified as anomalous to the total number of nonanomalous data, where misclassification is based on data points that were randomly selected to be modified according to equation (4). Only one version of each of the DBN-based detectors is shown in Figure 4 because the BCI-rkf and MAP-ms detectors were reasonably insensitive to the setting of the BCI and/or anomalous measurement variance, while the BCI-kf detector was sensitive to the selected BCI, but performed poorly overall. The false positive rates of the 12 versions of the BCI-rkf detector using BCIs of 80%, 90%, 95%, and 99% and anomalous measurement variances of 100, 500, and 1,000 varied by 0.14% on average (1.3% maximum), while the false positive rates of the three versions of the MAP-ms detector using anomalous measurement variances of 100, 500, and 1,000 varied by 0.19% on average (0.82% maximum). The false positive rate of the four versions of the BCI-kf detector varied by 5.3% on average (maximum 9.5%).
[36] Because of the stochastic nature of particle filtering, the results for the MAP-ms detector were averaged over five replicates. As can be seen in Figure 4 , not only do the BCI-rkf and MAP-ms detectors perform well (with false positive rates in the range of 0 to 2% for the different data streams), but they also performed significantly better than the BCI-kf and AR_ADET detectors, which had false positive rates in the ranges of 2 to 15% and 2 to 8%, respectively. This result is not surprising, because both the BCI-kf method (as discussed previously) and the AR_ADET method are adversely affected by anomalous measurements, and because the AR_ADET method cannot take advantage of information in other data streams that may help the detector discern between an anomalous and nonanomalous measurement. There is little difference between the false positive rates of the BCI-rkf detector and the MAP-ms detector. These results indicate that a conceptual model that accounts for outlying measurements is better suited for describing systems in which measurements can be anomalous.
[37] Figure 5 illustrates the false negative rates of the Bayesian and AR_ADET anomaly detection methods, where the false negative rate is the ratio of the number of data misclassified as nonanomalous to the total number of anomalous data, and misclassification is based on the original data points that were selected to be modified according to equation (4). Again the results of the MAP-ms method were averaged over five replicates, and only one version of each of the detectors is shown because the BCI-rkf and MAP-ms detectors are reasonably insensitive to the setting of the BCI and/or anomalous measurement variance, and the BCI-kf method, while sensitive to the BCI, performs poorly overall. The false negative rates of the 12 versions of the BCI-rkf detector varied by 0.065% on average (0.74% maximum), the false negative rates of the three versions of the MAP-ms detector using anomalous measurement variances of 100, 500, and 1,000 varied by 0.18% on average (1.3% maximum), and the false negative rates of the four versions of the BCI-kf detector varied by 3.8% on average (maximum 18%).
[38] As can be seen in Figure 5 , the BCI-rkf and MAP-ms detectors again behave similarly, resulting in false negative rates of at most 1.5%. On the other hand, the BCI-kf method has low false negative rates (<2%) for some data streams (generally those data streams on which the method had a high false positive rate), and high false positive rates (2 -16%) for others (generally, those data streams on which the method had a low false negative rate). This result is caused by adverse effects of anomalous measurements on the quality of the Kalman filter estimate of the BCI. Finally, the AR_ADET method has the highest false negative rates of all the detectors.
[39] In the above analysis, the DBNs considered all eight sensor data streams at once to perform coupled anomaly detection; thus, the detectors could take advantage of correlated data being measured by other sensors. To demonstrate the beneficial effect of considering multiple data streams in the DBN model, eight additional detectors using the MAP-ms method of anomaly detection and an anomaly variance of 1,000, but addressing only one of the data streams each, were created. Parameterization of these DBNs was performed using the same method used to parameterize the DBNs addressing all eight data streams; however, because of the reduced dimensionality, 1,000 particles were sufficient for the MAP-ms detector. Figure 6 shows the false positive and false negative rates of these detectors for identifying synthetic anomalies in the 2 -5 December data and illustrates that coupling the anomaly detection process significantly reduces the false negative rate. [40] During the period of 2 -5 December, there were 14 missing measurements in the data from the CC009 sensors. Because the AR_ADET method requires a particular number of previous measurements to be available in order to process a new measurement, these missing data rendered the AR_ADET detectors for the CC009 sensors unable to classify 427, 427, 44, and 107 measurements from the wind speed, wind direction, air temperature, and barometric pressure data streams, respectively. Since the Bayesian anomaly detection methods do not require any fixed set of measurements to be available, the BCI-kf, BCI-rkf, and MAP-ms methods were able to classify all of the available measurements.
[41] The time required by the AR_ADET, BCI-kf, BCIrkf, and MAP-ms detectors to classify a new measurement was 0.004, 0.002, 0.49, and 32 s, respectively. Timing was performed on a Suse Linux workstation equipped with AMD dual core Opteron 1.8 GHz processors and 7 GB of memory. Since the AR_ADET detector only operates on one data stream at a time, the time reported here is equal to the time needed to process a new measurement in a single data stream multiplied by eight (the number of data streams concurrently processed by the Bayesian anomaly detectors). Since the measurement frequency of the sensors considered in this study is 2 min, all of the anomaly detection methods are quite viable for real-time use.
Detection of Observed Anomalies
[42] This subsection describes how the MAP-ms method (using an anomalous measurement variance of 1,000), which performed best on the synthetic anomalies, performs on two real data anomalies observed within the December meteorological data. The first anomalous event occurs around midnight on 16 December. The anomalous measurements caused by this event were first identified by the anomaly detectors developed in this study and subsequently brought to the attention of the data managers, who suggested that the anomalous data were errors caused by the failure of the CC009 barometer. The second anomalous event, which the SERF data managers attributed to the arrival of a storm front, occurs around 0400 on 1 December.
[43] Figures 7 and 8 show a 24-h segment of data spanning from 1200 UT 15 December through 1200 UT 16 December and their classifications (discussed below) by the MAP-ms detector, from the CC003 and CC009 detectors, respectively. Figures 7 and 8 , it can be seen that the CC003 wind direction sensor goes off line at approximately 1930 UT 15 December and that all of the CC009 sensors go off line at approximately 0600 16 December. Furthermore, the CC009 barometer reports a large transient deviation at 2100 15 December, as well as a rapid decrease followed by a rapid increase of pressure starting at 0200 15 December and continuing until the sensor goes off line. This behavior, according to the SERF data managers, is indicative of a barometer failure on platform CC009. Further evidence that this event was caused by a sensor failure, rather than by a system anomaly, is found by considering the behavior of the CC003 barometer, which does not echo the behavior of the CC009 barometer. A similar event also occurred at approximately 0900 on 2 October. Neither of these events was identified during SERF's manual QA/QC regimen, but both were identified by all three of the detection methods presented in this paper during preliminary work.
[44] The classification (shown in Figures 7 and 8 ) of the meteorological data from 1200 15 December to 1200 16 December from the CC003 and CC009 detectors indicates that the MAP-ms detector can effectively identify the anomalous measurements caused by the CC009 barometer failure. This result indicates that the assumption of temporal independence used in the anomaly definition of the MAP-ms method does not adversely affect the detector's ability to identify persistent failures. The assumption of independence does, however, cause the detector to classify a couple of CC009 barometric pressure data points at approximately 0300 as normal, because these data fall into the expected range of the barometric pressure, given previous CC009 measurements and the current CC003 measurement. Figures 7 and 8 also show that the detector makes only a few false positive classifications (i.e., normal data classified as anomalous), though it does appear that the false positive rate of the CC009 wind direction data has increased slightly from what was expected, given Figure 4 . Further inspection reveals that this slight increase in false positive rate occurs after the wind direction sensor on the other platform (CC003) has gone off line and after the barometer on the same platform (CC009) has begun malfunctioning. These sensor failures, however, do not appear to increase the false positive rate in the other seven data streams; thus, since these failures only resulted in a marginal increase in the number of false positives on one data stream, this method appears to be robust to the failure of up to two sensors for this case study. Though the results are not shown, the BCI-rkf detector also exhibited behavior similar to that shown in Figures 7 and 8 .
[45] Figures 9 and 10 show a 24-h segment of data corresponding to 1 December from the CC003 and CC009 detectors and their classifications (discussed below) by the MAP-ms detector, respectively. From Figures 9 and 10 , it can be seen that at approximately 03:40, the wind speed increases dramatically (maximum rate of change of approximately 15 kt over 2 min), the wind direction changes from southerly to northerly, the temperature drops dramatically (maximum rate of change of approximately 5°C over 2 min), and the barometer rises. Furthermore, the corresponding sensors on both sensor platforms report similar observations. This behavior, according to the SERF data managers, is indicative of the arrival of a severe storm front (an infrequent event).
[46] The classification (shown in Figures 9 and 10 ) of the meteorological data from 1 December from the CC003 and CC009 detectors indicates that the MAP-ms detector identifies data corresponding to the severe changes in the wind speed and temperature as anomalous, indicating that the anomaly detectors are able to identify anomalies caused by infrequent system behaviors. Figures 9 and 10 also show that the MAP-ms detector behaves differently on the wind speed data than on the temperature data. Following the large change in wind speed, the MAP-ms detector quickly returns to classifying the majority of the wind speed data as normal; however, it continues to classify wind speed data as anomalous for approximately 12 h following the initial large increase in wind speed, at a rate higher than the expected false positive rate. Following the initial wind speed increase, the wind speed variability is higher than usual (as should be expected during a storm), and the data that are classified as anomalous appear to represent more extreme deviations from the general wind speed pattern than the data that are classified as nonanomalous. Following the large drop in temperature, however, the MAP-ms detector does not return to classifying the temperature measurements as nonanomalous for approximately 5 h. This difference in behavior is related to the state transition model used by the MAP-ms detector, as well as the assumption in the MAP-ms method that the anomalies are independent in time. Because the historical data indicate that the wind speed changes more rapidly than the temperature, the MAP-ms detector requires more evidence (in the form of measurements) to change its belief state about the air temperature than to change its belief state about the wind speed. Once the belief state of the MAP-ms detector has changed to reflect the decrease in temperature caused by the storm, it ceases to classify new measurements as anomalous because, following the initial decrease in temperature, the observed air temperature does not exhibit higher variability than usual. On the other hand, after the initial increase in wind speed, the variability of the wind speed remains larger than usual; thus, even though the MAP-ms detector quickly reflects the increased wind speed, it continues to classify data that exhibit large deviations from the general wind pattern as anomalous. If the MAP-ms method had assumed that the anomalies were correlated in time, rather than being time independent, then the detector would likely have continued to classify the wind speed and temperature data as anomalous for a longer period of time following the initial increase/decrease than was observed in Figures 9 and 10 . Though the results are not shown, the BCI-rkf detector also exhibited behavior similar to that shown in Figures 9 and 10. 
Discussion
[47] The previous section demonstrated that the BCI-rkf and MAP-ms anomaly detection methods developed in this study can reliably identify anomalies in the SERF meteorological data collected at two spatial locations within Corpus Christi Bay. Through the use of simple data transformations (e.g., transforming the wind direction variable into two variables that varied smoothly between À1 and 1 by calculating the cosine and sine of the wind direction), filtering algorithms like robust Kalman filtering or Rao-Blackwellized particle filtering, which achieve significant computational efficiency through the use of linear transition models, can be successfully applied for anomaly detection. For highly nonlinear processes, transformations that project the data into a different, possibly higher-dimensional space, in which it behaves linearly, should be considered [e.g., Liu and Motoda, 1998 ]. For processes whose measurements do not vary smoothly, more complex DBNs should be explored [e.g., Lerner, 2002] .
[48] The Bayesian framework of the anomaly detection methods presented in this study renders them well suited for concurrently processing multiple nonstationary data streams that may contain many missing values. Since these methods consider multiple correlated data streams at the same time, they can process data immediately following one or more missing values in a particular data stream. Furthermore, information from other sensors improves the classification accuracy of the detectors, as demonstrated in Figure 6 , and may be instrumental in identifying certain types of anomalies, such as those caused by the slow drift of one sensor.
[49] For this case study, the BCI-rkf and MAP-ms anomaly detectors were able to evaluate new measurements more quickly than the measurement frequency of the sensors, so they can be used to detect anomalies in real time for this case study. Other sensor arrays may contain substantially more sensors than the Corpus Christi Bay meteorological sensor array; hence, it is valuable to consider how the time complexity of the anomaly detection methods would scale as a function of the number of sensors. Since robust Kalman filtering and Rao-Blackwellized particle filtering have commonalities with Kalman filtering, the analysis will begin with Kalman filtering. Assuming that there are n sensors, each measuring one process variable, and that each DBN state variable corresponds to one of the n sensor measurements, the system noise covariance matrix (matrix Q in equations (4) and (5) in the auxiliary material) and the measurement noise covariance matrix (matrix R in equation (5) in the auxiliary material) will have dimensions n Â n. Propagating the state distribution forward to the next measurement time and updating for the new measurements via the Kalman filter equations (see equations (3) -(5) in the auxiliary material) requires a finite number of matrix multiplications and inversions of n Â n matrices. Using the CoppersmithWinograd algorithm, each multiplication or inversion is an O(n 2.376 ) process [Coppersmith and Winograd, 1990] ; thus, the time complexity of the BCI-kf detector will scale approximately with the square of the number of sensors. As discussed previously, robust Kalman filtering is a weighted average of k Kalman filters, where k is the number of Gaussian components in the MOG distribution. Since the number of Gaussian components of the BCI-rkf detector is related to the number of sensors as 2 n , the BCI-rkf detector will scale as O(2 n n 2.376 ). As discussed previously, the RaoBlackwellized particle filter is essentially a population of p Kalman filters, where p is the number of particles; thus, the MAP-ms detector will scale as O (pn 2.376 ). This result is confirmed by Hill's [2007] observation that the time complexity of the Rao-Blackwellized particle filter scales linearly with the number of particles. As discussed in the previous section, the upper limit for p is inversely proportional to the frequency of the least likely measurement status (in this study, the failure of all eight sensors, which has probability of 0.05 8 ), though to achieve a performance similar to that of the BCI-rkf method, the number of particles, p, needs to be much larger than 2 n . These results suggest that p increases faster than an exponential function of the number of sensors. From this analysis, it appears that the time complexity of both the BCI-rkf and MAP-ms detectors scales faster than an exponential function of the number of sensors, thus suggesting that these methods would be intractable for a very large number of sensors. However, this analysis assumes that all of the sensor data streams modeled by the DBNs are highly correlated, thus requiring a fully coupled model of the processes being measured. For processes that are marginally correlated, however, a fully coupled model would not be necessary. Decoupling weakly correlated processes within the DBN framework does not significantly affect the quality of the DBN model Koller, 1998, 1999] and would result in substantial computational economy.
[50] Because DBNs do not require that the processes they model be stationary, but only that the process dynamics be stationary, the DBNs employed by the BCI and MAP-ms detectors would only have to be retrained if the dynamics of the system were to change. While it is unlikely that system dynamics will change quickly, periodic reparameterization of the DBN may be desirable, so that new data streams or new information about the types of anomalies that may be encountered can be included in the DBN. Parameter learning is somewhat time consuming, requiring several minutes on a RedHat Linux workstation equipped with an Intel Xeon 2.4 GHz processor and 1 GB of memory. However, a dual model approach can be used, in which a new model is trained while the previous model is being used for anomaly detection, such that data to be processed do not accumulate while reparameterization of the DBN is occurring. Finally, since the BCI-rkf method is reasonably insensitive to the anomalous measurement variance and BCI, and the MAP-ms method is reasonably insensitive to the anomalous measurement variance, selecting a large BCI and/or a large-valued anomalous measurement variance will suffice (as discussed in section 2).
Conclusions
[51] This paper presents three DBN-based anomaly detection methods employing the well-known Kalman filter, the robust Kalman filter, and the recently developed Rao-Blackwellized particle filter, which have not yet found wide application in environmental research, and compares these methods to each other and to an autoregressive datadriven anomaly detector. The DBNs were implemented such that they are robust to missing values in the sensor data streams by adaptively modifying the filtering method to use only the available measurements. The Bayesian anomaly detection methods perform fast, incremental evaluation of data as they become available, can scale up to large quantities of data, and require no a priori information regarding process variables or the types of anomalies that may be encountered. Furthermore, these methods can process data from multiple sensors at the same time and thus, as demonstrated, can be applied to a network of heterogeneous sensors.
[52] The value and efficacy of the BCI-kf, BCI-rkf, and MAP-ms anomaly detection methods are illustrated using a case study involving eight data streams, including wind speed, wind direction, air temperature, and barometric pressure, at two spatial locations within Corpus Christi Bay. In this case study, the performance of these detectors was evaluated using a suite of synthetic and actual data anomalies. The synthetic anomaly results indicated that all of the methods require less time to evaluate a new measurement than the frequency at which the measurements are collected and are thus suitable for real-time anomaly detection. Furthermore, the BCI-rkf and MAP-ms methods had false positive and negative rates of less than 2% and 1.5%, respectively, and misclassified significantly fewer data points than did the BCI-kf or AR_ADET methods, both of which had false positive and negative rates in excess of 10%. The BCI-rkf and MAP-ms methods outperformed the BCI-kf and AR_ADET methods because the DBNs employed by these detectors can explicitly account for outliers in the sensor measurements and thus are not as adversely affected by measurement outliers as are the BCI-kf and AR_ADET methods. Additionally, the AR_ADET method only considers a single data stream and thus cannot take advantage of information from other sensors, which improved the classification accuracy of the DBN-based detectors. The BCI-rkf and MAP-ms methods also performed well at identifying anomalous data caused by two real anomalous events that manual QA/QC had failed to detect. The detection of both system anomalies, such as the storm front in the first event, and measurement anomalies caused by failing sensors in the second event, indicates that even with no a priori information about the types of anomalies that could be encountered, the Bayesian anomaly detectors were effective at identifying real anomalies in the data.
[53] These anomaly detection methods could be incorporated into an adaptive sampling method that would trigger further sampling in real time. For this type of application, the nonspecific identification of both types of anomalies might be acceptable (since it is often desirable to know under what conditions the sensors fail). However, if anomaly detection were to be incorporated into a real-time QA/QC algorithm or into a data cleaning system, or if it were to be used for real-time modeling, then developing detectors capable of making distinctions among system and measurement anomalies would clearly be beneficial. While there are existing models [e.g., Koushanfar et al., 2003 ] that explain how sensor failures affect data, the parameters of these models are specific to each deployed sensor, and sufficient instances of sensor failure have not been observed to parameterize these models, especially for new sensor deployments (such as the Corpus Christi meteorological array). Deployment of one of the DBN-based anomaly detectors presented here on a sensor array would make possible the accumulation of a labeled set of data corrupted by sensor failure that could be used to create better models of sensor failures. These models could then be incorporated into the DBN-based anomaly detector, such that the detector could recognize known types of sensor failures. This feature would be beneficial for suggesting remedial action on the sensor, as well as for aiding the detector in discriminating between measurement and process anomalies.
[54] There are at least two other extensions of this research that could be explored. The first extension would be to investigate DBNs that can represent a wider variety of distributions than the linear Gaussian, mixture of Gaussian, and conditional linear Gaussian variables considered here. For example, perhaps the circular Gaussian (von Mises) distribution [Best and Fisher, 1979] could be used to represent the wind direction variable. The second extension would be to test the detectors on other types of sensors and evaluate whether errors in these sensors have correlations and, if so, whether the anomaly detectors need to be modified to reliably identify correlated errors.
