The localization problem is important in mobile robots and wireless sensor network and has been studied for many years. Among many localization methods, the hop-count based approach is simple and scalable; however, the localization accuracy is not satisfactory if the node density is low. To solve this problem, in this paper a multi-robot approach is proposed to utilize the cooperation and mobility of the robots to improve the node distribution (density), thus enhancing the hop-count based localization. By an auction based task allocation scheme, the robots can negotiate with the static sensor nodes and then select the most suitable robots to move to the area of sparse node density, thus increasing the localization accuracy for the static sensor nodes. On the other hand, the robots also can localize themselves with the help of the static sensor nodes. The efficacy of this approach is shown by simulation.
Introduction
In robotics research, it is important and necessary to know the location of the mobile robots with respect to the environment or the global coordinate for many kinds of applications, such as exploration and map building, distributed sensing, pattern formation and marching, and robot soccer. For instance, in Parker's approach of Cooperative Multi-robot Observation of Multiple Moving Targets (CMOMMT, [1] ), one critical assumption is that the robots are able to localize themselves with respect to a global coordinate system; without this location information, robots cannot effectively cooperate to work. From the perspective of wireless sensor networks research, localization is also meaningful in applications of data aggregation, velocity estimation, and geographic-aware routing. For example, to achieve better routing with less overhead, Ko and Vaidya [2] propose the Location Aided Routing (LAR) algorithm that utilizes the location information to limit the search space for route discovery; therefore the power consumption and overhead are greatly reduced.
Due to the sensor limitation, environment confinement, and cost constraints, it is difficult to achieve satisfactory localization for both mobile robots and wireless sensor networks. In robotics, usually two classes of localization schemes are used. One class is to get the position via positioning systems/equipments, such as the Global Positioning System (GPS). However, positioning systems are usually expensive and the implementation is constrained by the environment, e.g., GPS cannot work in the regions without the satellite coverage. Another class is to get the position relying on the processing of the data obtained through sensing or intercommunications, e.g., SLAM (Simultaneous Localization and Map building). However, such methods usually require complex computation (in sensor data processing and matching) and the location estimation may take a long time to "converge" to the real location gradually. Furthermore, because this kind of approach usually uses Kalman filter [3] or particle filter [4] to predict and refine the location estimation, if the robot team is large or the environment is complex, the state space (for Kalman filter) or the number of particles (for particle filter) will be excessively large and the whole system may not work appropriately. Therefore, the application of this approach is normally limited to small robot groups or small environment. In addition, the traditional localization methodologies are highly dependent on the quality of the sensors. To improve the localization accuracy, the system designers have to select accurate but expensive sensors. Obviously, this is also not applicable for large robot groups or mass sensor networks.
For wireless sensor networks, especially the ad-hoc networks, the localization is also a hard problem due to the constraints in form factor (small size), bandwidth, power, and cost. In current research, the most well known localization method is the multilateration, which can estimate the location of the nodes based on its distance to the neighbors and the neighbors' location [5] . Such algorithms need to know the distance among the sensor nodes; however, for mass sensor networks, it is difficult to get acceptable distance information by the simple ranging sensors or the received signal strength index (RSSI). To solve this problem, Approx Point-in-Triangulation (APIT) is proposed to reduce the reliance on the information of the distance among neighbors [6] . However, this approach is still not range free in that it requires knowing the changes in range.
In recent years, the hop-count based localization scheme is proposed and studied for infrastructure-less wireless ad-hoc networks [7] . This localization scheme can be simply implemented in ad-hoc networks without adding extra sensors or equipments. However, if the nodes are sparsely distributed in the networks, the location estimation may be very coarse because the hop count is inaccurate. To address this problem, we propose a robotics approach that deploys multiple robots to increase the node density of the nodes in sparse areas in the network to improve the localization precision. On the other hand, from the view of the robots, the robots in the networks can also locate themselves using the hop-count based localization. The incorporation of robotics to ad-hoc networks is beneficial to both.
In this paper, the hop-count based localization method and its constraints are introduced in Section 2. Then, our multi-robot "intelligent" mobility enhanced localization approach is presented in Section 3. Following which, the simulation results are shown in Section 4. Finally, Section 5 concludes this paper.
Hop-count based Localization
In wireless ad-hoc networks, one node can only directly "talk" with its neighbors within one hop range. If the destination node is beyond this range, the communication packets have to be ferried by intermediate nodes through multi-hops. Based on this communication methodology, the hop count (number of hops) between two nodes is a metric to represent the distance between them. This is the basis for hop-count (connectivity) based localization.
To apply hop-count based localization in ad-hoc networks [8] , two assumptions should be satisfied. One is that the position of some nodes in the network is known, and they serve as the reference/anchor nodes who broadcast their position throughout the entire network; the other is that the "dumb" nodes, which need to learn their position, can find the shortest links connecting to at least three reference nodes through one hop or multi-hops. Based on these two assumptions, the dumb nodes, by finding the shortest path (minimal number of hops) to the reference nodes, can roughly estimate the distance to the reference nodes based on the hop count; and then, since the position of the reference nodes is known, the dumb nodes can estimate their position by triangulation [9] . In theory, the localization error of the hop-count based localization is in the same order of the magnitude of the hop distance. For many applications that do not have stringent accuracy requirements, such accuracy is acceptable.
Comparing to other localization methods, the hop-count based localization only needs the hop-count information, which is a by-product of the routing protocols for wireless ad-hoc sensor networks, e.g., Adhoc On Demand Distance Vector Routing [10] . Therefore, it normally does not incur much communication overheads, and is scalable for mass sensor networks. The most well known hop-count based localization algorithms are DV-Hop [11] and Hop-TERRAIN [12] algorithms.
For the hop-count based localization, one main drawback is that the location estimation accuracy depends largely on the node density of the network. If the node density is low, e.g., one node has very few neighbors, the link between dumb nodes (to be localized) and reference nodes may take more hops compared with dense networks [13] . This problem is illustrated in Fig. 1 , where the arrows indicate the shortest link (the connection with lowest number of hops) from node A to B. If the node density is high (1-a), node A can easily find a "straight" path to node B; however, if the node density is low (1-b), the shortest link from node A to node B has to be "indirect". Therefore, although the real distance between node A and B are the same in both scenarios, the hop count between them is different. Obviously, the overestimated hop count number in the sparse networks may lead to large error in distance estimation.
To address this problem, two classes of approaches are proposed. One is to adjust the distance estimation according to the node density. For example, DV-Hop algorithm [11] refines the location estimation by adjusting the hop distance according to the hop-counts among reference nodes; density-aware hop-count based localization (DHL) [14] adjusts the hop distance of the node according to its number of neighbors. By these means, if the network is sparse and the link between nodes takes more hops, the hop distance can be reduced and thus the errors in distance estimation are reduced. This class of methods usually generates large communication overhead and cannot perform well in non-uniform networks.
Another class of approaches to address the problem with regard to sparse networks is to increase the node density of the sparse area. Lim and Rao introduce mobile nodes to the traditional static ad-hoc networks [15] . The idea is to let multiple robots move randomly, thus may occupy the node sparse area and then serve as the intermediate nodes to "bridge" the static nodes with shorter path. This approach is shown through simulation to be an improvement over traditional, static, hop-count based localization methods. However, random mobility usually takes an excessively long time for the mobile robots to move to the demanding locations where nodes are sparse; in other words, the performance gains from random mobility are not reliable or predictable. In our research, we plan to address this problem by enabling the mobile robots to move to the most demanding area intelligently. The details are introduced in the next section. 
Our "Intelligent" Approach
To enhance the hop-count based localization, our research aims to enable the mobile robots to move to the node sparse areas; thereby increasing the node density to improve the localization precision. In this section, we present our approach by introducing the environment, main research issues, and our solutions. The mobile nodes consist of simple robot with sensors, e.g., the range sensor to detect the obstacles and static nodes. When a static node is within the sensor range of the robot, the robot can detect and identify the ID of the static node. The static nodes and mobile nodes can fail at any time.
Environment and Assumptions
In this network, the multi-hop network communication protocol and the Media Access Control (MAC) ( [16, 17] ) can enable the nodes to find the shortest path (link with lowest hop number) to communicate.
In addition, we make the following assumption:
The nodes (both static and mobile) are fully connected without any partitioning: one node can communicate with any other node through one hop or multi-hop wireless link.
Main Research Issues
The main purpose of our research is to enable the mobile robots to move to the most demanding area, thus increasing the node density to improve the localization precision for the hop-count based localization
Essentially, this is a task allocation problem, in which the movements to specific locations are the tasks to be performed, and the resources in question are the mobile robots. In general, there are mainly four research issues that need to be examined as follows:
Where are the most desirable locations to move to? -where to move Once these locations are identified, how should the robots cooperate in order to move to these locations? In other words, which robot(s) is most suitable to move to the desired area? -who to move Considering a robot that has been allocated a location to move to, how should the robot move to that location? -how to move What if the robot fails? How should the algorithm recover from failure? -failure recovery
Where to Move
Considering the main research issues, the first important point is to identify the locations requiring robots to move to. As outlined in previous research work, the accuracy of hop-count based localization is affected by the node density in the network: areas with low node density are more likely to generate localization errors. At this juncture, it is meaningful to introduce an additional assumption: the number of neighbors of a node is an indicator of the local node density of that area. This is a reasonable assumption as a node with few neighbors within direct communications range would suggest that area is sparse in node density. In our approach, the robots are going to move to the static nodes with few neighbors. To achieve this, we propose an auction based task allocation scheme to assign robots to move to the sparse area. Regarding the auction, the static nodes with insufficient numbers of neighbors (and hence likely in low node density regions) will become the auctioneer who issues a move request, retrieves the bid from the robot(s), and then assigns the robot(s) to move. Comparing to the MURDOCH algorithm, which is an auction based task allocation framework "built upon a principled, resource centric, publish/subscribe communication model" [18] , our approach is unique in the following aspects: In our approach, the auctioneer to initiate tasks is a static sensor node, and not a robot. In most real applications, the number of static sensors is much larger than the number of robots; obviously, it is easier to let the static nodes initiate tasks because they have higher chances to find the tasks. For example, we can deploy many cheap static thermal sensors to monitor the temperature of the room and if there is a fire, the sensor can call robots for help. In our approach, the negotiation among robots and static nodes is through the ad-hoc communications, which let the information transmitted hop-by-hop. Based on this communication methodology, it is easy to limit the communications within a sub-region of the environment by setting the maximal communication hops. This can reduce the communication overheads, and not affect the system performance because in many cases only the robots near to the task area should be involved.
In the environment, all the static nodes in the node sparse area have very few neighbors. Obviously, they will all require the robots to approach them. In our approach, there is only one active auctioneer at a time.
Hence there is a need to select which static node to be the auctioneer. Since the node with fewest neighbors is likely to have the largest localization estimation error, it is given the priority to become the auctioneer.
Each static node makes a 1-hop broadcast to its neighbors. All nodes will therefore know the number of 1-hop neighbors it has. If a node has very few neighbors (i.e., less than "least neighbor threshold"), it will broadcast this information to the entire network. All nodes will therefore know nodes that need help and can determine which node has the least number of neighbors. That node then becomes the auctioneer. The details of this distributed algorithm are shown in Algorithm 1. Each static node executes this algorithm. Else, wait until a signal is received before going to Step 1.
In this distributed auctioneer selection algorithm, the static nodes need to be coordinated to broadcast and wait. A node is randomly selected as a coordinator at the start. (For example, it can be node 0.) This coordinator starts the selection process according to Algorithm 1, and sends the triggers required (Steps 4 and 8). When a node is selected as the auctioneer, it will request robots to approach. This node (auctioneer) will also serve as the coordinator to select the next auctioneer. Since the static node does not have absolute positioning sensors or equipments, the location information of this node is estimated by hop-count based localization.
Who to Move
Knowing where to move, the next issue is to choose the most suited robot(s) to move to the area. In the proposed auction scheme, the auctioneer will broadcast the task (its own position) throughout the entire network. The robot who receives this message will give a bid (robot's position and speed) if it is free (i.e., the robot is not executing the task assigned by the previous auctioneers). Then, the auctioneer, in order to minimize the time that the robot(s) may spend in moving to the locations, chooses the most suitable robot(s) to do the task by awarding a contract. For this purpose, a metric using both position and speed is designed and used to select the most suitable robot(s): the nearest robot(s) with the highest speed is (are) awarded the contract (i.e., assigned the task to move towards the auctioneer). Details of the auction are presented in Algorithms 2 (from point of view of auctioneer) and 3 (from point of view of robot). It should be noted that in the auction, since the static nodes and mobile robots do not have absolute positioning sensors, their location information is estimated by hop-count based localization. If it receives a reply from robot r during this time, e.g., <r, B r > (r is the ID of robot, B r is the bid offered by robot r) Record this information in a queue Q, in which the robots are ordered by the value of bid (The highest is at the beginning). RobotPool = RobotPool +1.
Compare R and RobotPool
If R > RobotPool, available robots are not enough, Unicast a contract <i, x i , y i , "contract"> to each of the robots in Q. When the auctioneer has assigned the tasks to the selected robots, it will keep monitoring its neighborhood. If the required robots have arrived and thus the density of the neighborhood (number of neighbors) reaches the least-neighbor-threshold, the auctioneer will release the recruited robots by cancelling the contracts, and this static node will not "call for help" (hold new auctions) in future. The freed robots can participate in the next auction. (A robot that is working on a task will not participate in new auctions until it is freed.)
Now we compare our approach with a well-known task allocation scheme for robots in sensor networks proposed by Batalin and Sukhatme [19, 20] . Our approach is different in following aspects:
In our task allocation scheme, at any time, only one single static node holds the auction. This auctioneer will send the task information to the robots and then allocate the task based on the bid received. In [19, 20] , all the static nodes in the sensor networks will set the navigation field as a landmark (motion direction suggestion) for the robots in the vicinity. For our auction based task allocation scheme, two auctions cannot be held together, the static nodes will hold the auction sequentially, according to the priority (inverse of the number of neighbors). In [19, 20] , the tasks can be allocated in parallel. The robots will choose the task based on the suggestions of the nearby static nodes.
We note that the main difference in our auction based task allocation is that in our work, the static node is the master that controls the robots, while in Batalin and Sukhatme's work, the robots are the masters that only ask for suggestions from static nodes and they can even violate the suggestions based on their own consideration. Since our research objective is to enhance the hop-count based localization by deploying the robots to node sparse area, it is more suitable to let the static node (indicator of node sparse area) control the robots.
In addition, our approach may generate less communication and computation overhead because only the static nodes involved with the task will perform actions (auction); other static nodes are free and their job is merely delivering messages. The drawback is that the system cannot assign multiple tasks simultaneously; the tasks have to be queued and auctioned one by one. On the other hand, Batalin and Sukhatme's approach requires the participation of all the static nodes. Even if a static node is far away from the task and has no robot neighbor, it still needs to calculate the task requirement. However, this approach can simultaneously assign multiple tasks to the robots. In our task scenario of mobility enhanced localization, there are more tasks (static nodes needing robots) than resources (robots); in this case, the ability of multi-task concurrent assignment may not be meaningful because even though a robot can receives many task enquiries, it can only perform one task at a time.
How to Move
When a robot is assigned a target position, it needs to move towards the target with obstacle avoidance based on its local sensing and communications. One simple solution is to use the Artificial Potential Field (APF) method [21] . Essentially, the APF approach models the goal and obstacles (neighboring robot) as sources for attractive and repulsive forces, respectively. The vector sum of these forces is then used to determine the motion of the robot.
In our approach, when a robot is assigned a task (target area), the location of the target area becomes the attractive force for the robot. It should be noted that both target location and robot location are estimates based on the localization scheme.
Failure Recovery
The final main research issue concerns fault tolerance. Owing to the assumption that the robots may fail at any time, as well as the possibility that the robots may fail to find a path towards the goal due to obstacles along the way or the local minimum problem inherent in APF methods [22] , there is thus a need to consider task failure on the part of the robot. To address this, contract renewal is used, whereby the assigned task expires in a preset time interval. If a robot cannot reach the target in the set time interval, or loses communications with the auctioneer of the task, it is deemed to have failed in its task. Then, this robot will give up current task and participate in the next auction. On the auctioneer's side, the static node which issued the move request will restart another auction to assign the work to other robot(s) to replace this failed one(s).
A further consideration is that the static nodes may also fail at any point in time. This may, for example, be in the form of communications failure. A possible problem with this might be that robots allocated to a task by the auctioneer (a static node with communications failure) may not be freed from the task if the static node fails to free it from the contract. This can be dealt with through a similar implementation of a "time out" for the mobile nodes. That is, if the mobile node has not been freed from the task after a sufficiently long time period, the robot will assume static node failure, and then free itself to participate in the next auction.
Localization
Both static and mobile nodes need to estimate their positions to enable the "intelligent" mobility. In auction based task allocation, the auctioneer needs to broadcast its position to the robots and on the other hand, the robots need to give a bid containing their location information. In addition, to move to the target area, the robots also need to know the position of the target.
In our work, the reference nodes know their respective positions and broadcast their positions to the nodes within the communications range. This information is then propagated throughout the entire network since we assume that the network is fully connected. By the method introduced in [11] , the average hop distance can be calculated and together with the hop count to the reference nodes, the node can roughly estimate its distance to the reference nodes. Since the locations of the reference nodes are known, a node's position can then be calculated by triangulation.
For the triangulation in each "dumb" node or robot, the estimated distance to the reference nodes and the location of the reference nodes are the input. Obviously, the error in distance estimation will lead to the error in location estimation. However, the trend of these two kinds of errors may not be consistent. If the errors of distance estimation are of the same nature, i.e., overestimate or underestimate, they may cancel themselves out in the triangulation in a "least-squares-error sense", and finally the localization errors may be small. For example, consider one node at the center of the environment and the four reference nodes are at the corners which are away from this node with the same distance. If there are errors in the estimation of the distance from this node to the four reference nodes, and the errors are almost the same, no matter how large the errors are, the location estimation of this node (by triangulation) is always nearly at the center of the environment. Therefore, in this paper, we use both distance and location estimation error to evaluate the performance of the localization algorithms.
Communications
In ad-hoc networks, some kind of multi-hop network communication protocol and the Media Access Control (MAC) can enable the nodes to find the shortest link (lowest hop count) to communicate [16, 17] . Since the focus of this paper is on task allocation, we do not concern much on the problems associated with transmissions. In our approach, we assume the entire network can update the information periodically with reasonable transmission delay.
Simulation Results and Discussion

Environment and Settings
To justify the efficacy of our "intelligent" motion approach, we benchmark it against the "random" motion approach [15] . The simulation environment and settings are as follows:
The simulator: Webots [23] . Simulation environment: 4.5x4.5m square area including 4 reference nodes, 30 static nodes, and 10 mobile robots. The robots, reference nodes, and static nodes are represented by circles with radius less than 0.1m. This is a reduced scenario simulating a museum that has many sensors and some security guards.
In the environment, the reference nodes are placed at the 4 corners; the static nodes are placed as shown in Fig. 3 . The initial position of the robots is random. The density of the static node in the environment is 1.48/m 2 . This is actually sparse sensor network because the communication range and sensor range of the robots and static nodes are quite small. If the distribution of the static nodes is uniform, in average one static node has only 1.35 static node neighbors. The communications radius of each node is 0.8m. The update interval of the entire network by wireless communication is 1.6 second. The result is the average of 50 episodes. Each simulation episode is 10000 steps long. 1 simulation step is about 0.16 second in real world. For our "intelligent" motion approach. Different least-neighbor-thresholds of "dense" are tested. For example, when the threshold is 6, if a static node has 2 neighbors, it will require 4 robots to approach; however, if the static node has 7 neighbors, it will not require any robot to come. The thresholds we tested are 4, 6, and 8 for the thirty static nodes.
Results and Discussions
As mentioned previously in 3.2.5, the error in distance estimation will affect the resultant location estimation during the triangulation process, but the trend of these two kinds of errors may not be consistent. Therefore, we use both distance and location estimation error to evaluate the performance of the localization algorithms. Besides, since the robots are moving and their real location is always changing, we only use the estimation error of the static nodes to evaluate the performance of the localization algorithms.
For each dumb node, the distance error is the average of the differences (absolute values) between estimated distance and real distance to the four reference nodes; the location error is the distance between estimated location and its real location. In our simulation, we use the average of the 30 dumb nodes' distance error and location error to evaluate the system performance. Fig. 4 shows the average distance and location estimation errors in the end of the simulation. We can find that intelligent mobility (threshold = 4, 6) achieves better localization performance than random mobility as we expected. By the auctions, the robots can proactively and intelligently move to the most demanding area (node sparse area) to serve as "bridges" to shorten the link between static nodes and reference nodes. Figs. 5 and 6 show the decreasing of distance/location estimation errors during the simulation (when threshold = 6). The intelligent mobility can reduce the error faster than the random mobility. Observing the behavior of the robots in the simulation, we also find that in intelligent mobility mode, when several robots are assigned the same target node to approach to, they usually move in a group. This motion pattern can increases the chance to construct the "bridge" between static nodes and reference nodes.
Besides, we also find that different threshold of "dense" results in different performance. As shown in Fig.  4 , the threshold as 4 (threshold and static node ratio is 0.13) generates the best result. With the increasing of threshold number, the performance becomes worse, and when the threshold is 8, our intelligent mobility is even worse than the random mobility mode. The possible explanation is that if the threshold is too large, the static nodes will require more robots to approach. This may slow down the progress because more time is needed to wait for the last robot to come before the target static node can release the robots to work for the next task. Furthermore, when the neighbor number is above a threshold, e.g., "magic number = 6" [24] , increasing neighbor number may not greatly improve the localization precision. Another significant difference between random and intelligent mobility is in the performance fluctuations. This can be seen from Figs. 7 and 8, which show the distance and localization error for each approach after 10000 simulation steps for each simulation episode. Random mobility produces much more variation in performance than intelligent mobility across the 50 runs of the simulation. These significant fluctuations in performance between each run for random mobility are evident from both performance perspectives of distance error and localization error. The standard deviation of the distance/location estimation errors of the 50 runs in the last simulation step is shown in Fig. 9 . This shows that the intelligent mobility mode can achieve more repeatable and consistent estimations. The lack of repeatability and consistency for random mobility can be attributed to the fact that the mobile robots move in random, unpredictable directions, and hence the improvement in localization information depends largely on chance in that the robots happen to move to locations with low node density. In contrast, the performance gains through the use of intelligent mobility are much more repeatable and consistent, due to the fact that the mobile robots know the approximate locations of the areas of low node density, and thus moving purposely towards those locations to improve localization accuracy. In this paper, we only compare our intelligent mobility approach to the random mobility approach proposed by Lim and Rao [15] . To the best of our knowledge, there are no other algorithms that address improved hop-count based localization using mobility.
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Conclusion and Future Work
In this paper, an intelligent multi-robot approach is proposed with the aim to improve the accuracy of hopcount based localization in a wireless ad-hoc network. This algorithm is proposed with due consideration to efficiency and fault tolerance. The core of this algorithm lies in the auction based task allocation algorithm with no fixed auctioneer such that any node in the network can "call for help" through self discovery of its surrounding node density.
Through simulations, it is shown that this new intelligent mobility model out-performs the current model of random mobility, both in terms of distance error and location error. The intelligent mobility model is also found to produce more consistent and repeatable results as compared to random mobility. To further test the efficacy of this approach, we are planning to implement it in real robots and wireless sensor networks, as a part of TARANTLAS project [25] .
In this paper, the threshold of the minimum number of neighbors for the surrounding area of a node to be considered sufficiently dense is also investigated. However, it is yet unknown how to determine the optimal threshold. Intuitively, this is a function of the environment size, number of nodes in the area, and the communications radius of each node. In our future research, we plan to test more scenarios to find a method to determine the optimal threshold of "dense".
In our current approach, we have not put much emphasis on the communication issues such as transmission throughput, contention, or route failure recovery. We only simulate the update interval (delay) in our approach. To further validate our algorithms, we need to make the assumptions on communications more realistic in our future research.
