Abstract -In this paper, we develop an importance sampling method with the help of flexible control on the Lévy measure in the density transformation. The method has significant efficacy even on evaluating random variables with complex path-dependent structures. Numerical examples are presented to illustrate convergence acceleration through variance reduction with a view towards financial derivatives pricing.
Introduction
In practical finance, one often needs to rely on the Monte Carlo simulations, e.g., for pricing financial derivatives or for computing their Greeks as soon as their analytical formula cannot be derived. In particular, when asset price dynamics are modeled by general Lévy processes, we hardly arrive at desired analytical solutions. In spite of the intense need for the Monte Carlo method due to its wide applicability, its square root convergence is not always satisfactory and thus it has been a major effort to develop various variance reduction techniques for Monte Carlo simulations, including the importance sampling method.
The aim of this paper is to develop an importance sampling method based on the density transformation of Lévy processes. In the Brownian setting, on one hand, there is the literature discussing importance sampling and their methods are based only on transformation of the drift parameter, but not of the variance. Indeed, the Girsanov transformation tells us that in the Brownian case, the transformation of the drift is the best one could do. On the other hand, although the density transformation of general Lévy processes is of much complexity, its relatively unrestricted control on the Lévy measure may change the shape of the marginal, which is the key of our construction.
The rest of the paper is organized as follows. Section 2 recalls the density transformation and the series representation of Lévy processes, which are building blocks for our entire construction. Section 3 introduces our new importance sampling method and, for illustration purpose, considers a simplified Esscher-transform framework so as to look closely at how our method serves as a variance reduction method. Section 4 presents numerical examples with discussion on some issues arising out of actual numerical procedures. Finally, Section 5 concludes this work.
Preliminaries
Let us begin with some notations which will be used throughout the text. functions from [0, ∞) into R d . P| F t is the restriction of a probability measure P to the σ-field F t .
∆X t denotes the jump of X at time t, that is, ∆X t := X t − X t− , while the continuous part of X is denoted by X t := X t − ∑ s∈(0,t] ∆X s . As usual, for a ∈ R, (a) + := max(a, 0). Finally, we say that a Lévy process {X t : t ≥ 0} in R d is generated by the triplet (γ, A, ν) if its characteristic function is given by
where γ ∈ R d , A is a symmetric nonnegative-definite d × d matrix, and ν is a Lévy measure on
Density transformation of Lévy processes
We here recall the density transformation of (multivariate) Lévy processes in the most general form. For more details, we refer the reader to Sato [7] . Let ({X t : t ≥ 0}, P) and ({X t : t ≥ 0}, Q) be Lévy processes in R d generated, respectively, by (γ P , A P , ν P ) and (γ Q , A Q , ν Q ), and let (F t ) t≥0 be the natural filtration of {X t : t ≥ 0}. If the following four conditions hold;
(ii) the Lévy measures ν P and ν Q are equivalent, (iii) the function ϕ :
(iv) the constants γ P and γ Q satisfy
for some η ∈ R d , then the probability measures P and Q are equivalent with the Radon-Nikodym derivative,
where the stochastic process {U t : t ≥ 0} in R is defined by, Q-a.s.,
Here, {U t : t ≥ 0} is uniformly convergent in t on any bounded interval Q-a.s., and satisfies
Series representation of Lévy processes
As seen in (2.5), the density transformation requires jumps of sample paths, and so the incrementbased sample path is of no use for our purpose. We will use a well known jump-based sample paths generation method, the so-called series representation of Lévy processes. Let us here briefly summarize its essence. (See Rosiński [5] for details.) Assume that a Lévy measure ν can be decomposed in the following form
where V is a random variable taking values in a suitable space S with a distribution F, and where
a Lévy process {X t : t ∈ [0, T ]} generated by (0, 0, ν) admits the following series representation in the finite dimensional distributions sense,
where {Γ i } i≥1 are arrival times of a standard Poisson process, {V i } i≥1 is a sequence of iid random variables in S with the distribution F, {T i } i≥1 is a sequence of iid uniform random variables on [0, T ], {c i } i≥1 is defined by
and the sequences {Γ i } i≥1 , {V i } i≥1 and {T i } i≥1 are mutually independent. Moreover, several Lévy processes can be compared at once in Monte Carlo simulations by putting those random sequences in common, that is,
where H k and {c k i } i≥1 are derived suitably for each k. Let us note that the decomposition (2.6) is not necessarily unique. 
where C > 0, G ≥ 0, M ≥ 0, and Y < 2. (See Carr et al [2] for details.) If G, M ∈ (0, ∞) and Y ∈ (0, 2), then it is a special class of the tempered stable process of Rosiński [6] and a series representation can be derived as follows, 
with a, b ∈ (0, ∞). Its sample paths can be generated via the series representation
where {Γ i } i≥1 , {V i } i≥1 and {T i } i≥1 are same as in the last example.
Main framework
We are now in a position to construct our method. Consider a Lévy process {X t : t ≥ 0} defined on a filtered probability space
and suppose that we want to evaluate
by Monte Carlo simulation, provided that the expectation is well defined. Following Monte Carlo procedures, on one hand, we first generate a sequence {X
of iid Lévy process sample paths, each of which replicates {X t : t ∈ [0, T ]} under the probability measure P, and then compute n −1 ∑ n i=1 F(X P,i ). By the strong law of large numbers,
The speed of convergence is usually measured in terms of the variance of the estimator, i.e.,
Clearly, the convergence is likely to be faster with smaller Var P (F(X )). On the other hand, in view of the equality
we also get, Q-a.s.,
where {X
is a sequence of iid Lévy processes replicating {X t : t ∈ [0, T ]} under Q, and where
is a corresponding sequence sampled in accordance with (2.5). The Monte Carlo computation (3.1) after the density transformation will perform more efficiently once we find a probability measure Q which makes the new variance Var Q (e U t F(X )) smaller than the original Var P (F(X )). A widely used criterion in choosing such a probability measure Q is the importance sampling of the random variable e U T F(X ). The fundamental idea of the importance sampling is to choose Q under which we may more likely sample Monte Carlo summands of large values, which contributes more to the computation. Now, among the density transformations of Section 2.1, there is a simple class ending up with a path-independent structure and thus does not need jumps of sample paths. It is well known as the Esscher transform, where the function ϕ in (2.2) is linear, i.e., ϕ(z) = λz with some λ ∈ R, so that ∑ ϕ(∆X ) only depends on the terminal value of X . This simple structure enables us to investigate closely how our method may contribute to variance reduction in Monte Carlo simulations.
We first recall the Esscher transform in brief. Let {X t : t ≥ 0} be a Lévy process in R generated by (γ, σ 2 , ν) and let (F t ) t≥0 be the natural filtration of {X t : t ≥ 0}. Assume that there exists λ ∈ R such that E P [e λX 1 ] < +∞. Under the probability measure Q λ , which is defined via the Radon-Nikodym derivative, P-a.s.,
, the stochastic process {X t : t ≥ 0} is again a Lévy process generated by (γ λ , σ 2 , ν λ ) where
The probability measure Q λ is then equivalent to P. Therefore, we also get
Moreover, letting T > 0 and let p be the probability density function of the random variable X T under P, the density function p λ of X T under Q λ is then given by
and, conversely,
In the simplified Esscher-transform framework, suppose that we want to evaluate
by Monte Carlo simulation, where f : R → R satisfies E P [ f (X T )] < +∞ and where the density p of X T under P is known. We generate a sequence of iid random variables {x P i } i≥1 with common density p and computes n −1 ∑ n i=1 f (x P i ). Just as before, in view of the equality
it also holds that, Q λ -a.s.,
where {x
is a sequence of iid random variables with common density p λ , which is the density of X T under Q λ . The new variance is then given by
We want to find λ minimizing J(λ), or such that
Here, the sign of the first derivative of J,
depends on p and f , while J is convex since
provided that for n = 1, 2, 
where K is a prescribed strike price. We set X to be a random variable with Meixner (a, b, d, m) distribution of Schoutens and Teugels [8] under the probability measure P. Recall that the Meixner (a, b, d, m) distribution is infinitely divisible on R defined via the Lévy measure of the form
and the probability density function p of X is given in closed form by . Clearly, the interval x ∈ (−∞, ln K) makes no contribution to the computation since then (exp(x) − K) + = 0. In this case, we intuitively want X to realize greater values, and thus wish to tilt the density p to the right, i.e. we set λ to be positive. For exact comparison purpose in the simulations, we will sample the sequences {x P i } i≥1 and {x
by the transformation method with a common sequence of iid uniform random variables, i.e., for each i, The left of Figure 1 shows the variance ratios J(λ)/J(0) for each fixed moneyness K/S 0 (= K, in this case). We find the variance reduced uniformly with λ > 0, and our method performs more effectively for the far-out-of-money cases. The right figure shows typical convergences with K = 1.02 under the original P and under Q λ with λ = 30. The convergence is clearly accelerated, and 5,775 non-zero realizations out of 20,000 under Q λ , while only 1,994 under P.
Numerical examples and considerations
We have observed that our method effectively accelerates convergence of Monte Carlo simulations in the simplified Esscher-transform framework. In this section, we put our method to full use with illustrating numerical examples. Before proceeding to numerical experiments, however, let us discuss two new possible numerical problems.
One issue is the discretization error, just as in most numerical procedures simulating stochastic process sample paths. In our case, the discretization originates from the series representation since we cannot simulate infinity many jumps and thus need to discard small jumps. This is typically equivalent to truncating to a finite number of terms of the series due to the nonincreasingness of the function r → H(r, ·) in (2.6). To deal with this problem, we may use the Gaussian approximation of Asmussen and Rosiński [1] , which approximates small jumps of Lévy processes by a Gaussian random variable. Let us briefly state its multivariate version (Cohen and Rosiński [3] ). Let {X ε t : t ≥ 0} be a compensated Lévy process in R d without Gaussian component and consisting only of bounded jumps, i.e., its characteristic function is given in the form of
where ν ε is a restriction of a Lévy measure ν to {z ∈ R d 0 : z ≤ ε} with some ε > 0. Moreover, let Σ ε be the covariance matrix of X ε 1 , i.e., Σ ε = 
if and only if for every κ > 0,
This result implies that the process consisting of discarded small jumps may also be approximated by a Brownian motion, i.e.,
where {W t : t ≥ 0} is a d-dimensional standard Brownian motion, since for Lévy processes, the weak convergence of the marginal at some fixed time is necessary and sufficient for the weak convergence in D([0, ∞), R d ) equipped with the Skorohod topology. The second problem comes from the explosion of the compensation term in the definition (2.5) of {U t : t ≥ 0}, i.e.,
Although the compensation term after the Gaussian approximation with any positive threshold ε is necessarily finite, i.e., R z >ε |e ϕ(z) − 1|ν Q (dz) < +∞, it is still very sensitive to the threshold, since its choice directly relates to the singularity of the Lévy measure around the origin. Indeed, by our numerical experiences, the equation
was far from being satisfied. To avoid this, we will replace the sequence {e U i T } i≥1 of RadonNikodym derivatives by its self-normalized version
Note that the latter achieves (4.2), while it does no longer consist of iid random variables. Let us mention that this was not a problem in the Esscher-transform framework since then the Esscher transform requires us to choose λ so that E P [e λX T ] < +∞, or equivalently,
Let us give a precise summary of our method after the suggested modifications. Fix a sufficiently small threshold ε ∈ (0, 1) and replace a Lévy process generated by (γ P , 0, ν P ) with one generated by
, so that the new probability measure Q is likely to provide a faster convergence in interested Monte Carlo simulations. Here, the transformation is defined via the Radon-Nikodym derivative, Q-a.s., dP dQ
where
Notice that the density transformation via (4.3) has no effect on the approximating Gaussian component. Moreover, the Lévy measure ν Q and the constant γ Q are required to satisfy, respectively,
and with η = 0 in (2.4),
We then compute
is a sequence of iid Lévy processes, each of which replicates {X t : t ∈ [0, T ]} under Q and where {U
is a sequence of iid random processes
Example 4.1. (A lookback type) Suppose that we are interested in the expectation
where {X t : t ≥ 0} is a CGMY process generated by (γ P , 0, ν P ) and γ P is chosen so that E P [exp(X 1 )] = 1. Its analytical solution is unknown in the Lévy setting. From the path-dependent structure above, we infer that as the "volatility" * of X is greater, the random variable inside the expectation is more likely to generate non-zero realizations. For clear illustration, we will compare three CGMY processes;
Clearly, we intend by (ii) greater jumps via fatter tails of the Lévy measure, while smaller ones by (iii) via the heavily tempered Lévy measure. We use the series representation of (2.8) to generate jump-based sample paths and remove small jumps |∆X | ≤ ε. In this example, we put ε = 1.0 × 10 −5 , where the required number of jumps is then around 5 × 10 3 for (i), 2 × 10 4 for (ii) and 3 × 10 3 for (iii). Denoting by (γ P , σ 2 ε , ν P − ν ε P ) the triplet after the Gaussian approximation, where
and Γ : R + × R + → R + is the lower incomplete gamma function, we perform a transformation
, where ν Q is the well-transformed Lévy measure of (ii) and where γ Q is the constant satisfying (4.4). The sequence {e U i 1 } i≥1 of Radon-Nikodym derivatives is generated in accordance with
where the function ϕ is defined via
6) * We use the word "volatility" for an association with the Black-Scholes setting although it is an abuse of word for a Lévy process without Gaussian component. and where the constant γ 2 is given by
Finally, we use the self-normalized sequence
The entire procedure for (iii) can be taken just in a similar manner. Table 4 summarizes the variance ratios, with respect to the original CGMY, estimated from 20,000 Monte Carlo summands for several K's. We see that the simulation works more efficiently for greater K, just as expected. The right of Figure 2 shows a typical convergence when K = 0.5. The number of non-zero realizations is 4,487 out of 20,000 in the "Original", 6,100 in the "Well-transformed" achieving faster convergence, and 2,974 for the "Badly-transformed" with an undesirable performance. and Ratio2=
(badly-transformed) (original)
One might have wondered whether or not our importance sampling method with the jumpbased sample paths outperforms an ordinary Monte Carlo simulation with the increment-based sample paths in terms of the CPU time. We give in Table 2 the elapsed time required for ±0.5% accuracy, together with that by the Monte Carlo simulation with increment-based sample paths. For the increment-based MC, each sample path is approximated by 500 equidistant increments and the Fourier inversion computation time (only once) for the unknown CGMY density is included in the CPU time. Since the true value is unknown, we set the average of 5 × 10 4 samples from the "Original" simulation to be the basis for the ±0.5% accuracy for "Original" and "Well-transformed", while the average of 1 × 10 5 samples from the "incrementbased MC" simulation to be its basis. This distinction is made since the rough discretization by 500 increments in "increment-based MC" yields a smaller expected value, due to sup t∈ [0, 1] exp(X t ) ≥ sup t∈{t 1 ,t 2 ,...} exp(X t ) and inf t∈ [0, 1] exp(X t ) ≤ inf t∈{t 1 ,t 2 ,...} exp(X t ). Let us also mention that the extra computations of the Radon-Nikodym derivatives and of more jumps for "Well-transformed" did not have much impact on the CPU times. (Remember that we need to generate around 2×10 4 jumps to achieve the threshold ε = 1.0×10 −5 for each sample path in "Well-transformed", while only 5 × 10 3 jumps in "Original.") Table 2 indicates that our method is still behind the increment-based sample paths framework in terms of the CPU time at least for this example. [4] . Now, as in the last example, let us again consider a lookback type, 
and then by fixing Y 1 , we get
where {T i } i≥1 is now a sequence of iid uniform random variables on [0,
Meanwhile, in the increment-based sample paths framework, each Monte Carlo summand requires a density of its own because of the randomness of the terminal value Y 1 , and so it is unrealistic to implement the increment-based MC for this example. Now, in view of the trivial inequality, for t 1 < t 2 ,
we want the terminal value Y 1 to end up with greater values. Since
{Y t : t ∈ [0, 1]} is again a Gamma process after the Esscher transform as long as λ ∈ (−∞, 1/b), and the new probability measure Q λ is defined via the Radon-Nikodym derivative, Q λ -a.s.,
where (F t ) t∈ [0, 1] is the natural filtration of
Here, we fix (C, G, M,Y ) = (0.02, 1.0, 1.0, 1.8) for the CGMY process {X t : t ≥ 0} and (a, b) = (1, 1) for the original Gamma process {Y t : t ∈ [0, 1]}, and perform the Esscher transform on the Gamma subordinator Y with the Esscher parameter λ = 0.3 and 0.6. To be more precise, we will compare the original estimator
with the transformed one
where the last equality holds since X is independent of the filtration (F t ) t∈ [0, 1] . For each i, we sample Y P,i 1 and Y Q λ ,i 1 via the transformation method with a common uniform random variable. Table 3 summarizes variance ratios estimated from 20,000 Monte Carlo summands, while the right of Figure 3 shows a typical convergence with K = 2.5, where the number of nonzeros is only 49 out of 20,000 via the original subordinator, while 128 via the transformed one and 578 via the more transformed one. We can see that the transformation Q λ with positive λ contributes to a faster convergence. and Ratio2=
(more-transformed(λ=0.6)) (original) 
Conclusion
In this paper, we have developed a new importance sampling method based on the density transformation of Lévy processes in the form of the jumps-based sample paths. The relatively unrestricted control on the Lévy measure in the density transformation of Lévy processes enables us to change shapes of the marginal density, unlike the drift is the only transformable parameter in the Brownian case. In actual numerical procedures, the discretization error may be eased through approximating discarded small jumps by a Brownian motion, while the unit mean of Radon-Nikodym derivative sequences can be achieved by instead using its self-normalized version.
The numerical examples show that using our method with a "right" choice of the density transformation leads to very efficient simulations, especially for random variables with complex path-dependent structure. We expect that our method plays an active part in a variety of intricate financial derivatives modelling in the future. Meanwhile, we also find our method still behind the increment-based Monte Carlo in terms of the CPU time, especially for simple Monte Carlo simulations. This is mainly due to the cost of sample paths generation via the series representation, and its cost improvement is left as a future research.
