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Abstract
As parallel machines increase their number of processors, so does the failure rate of the global
system, thus, long-running applications will need to make use of fault tolerance techniques to
ensure the successful execution completion. Most of current HPC systems are built as clusters of
multicores. The hybrid MPI-OpenMP paradigm provides numerous beneﬁts on these systems.
This paper presents a checkpointing solution for hybrid MPI-OpenMP applications, in which
checkpoint consistency is guaranteed by using a coordination protocol intra-node, while no inter-
node coordination is needed. The proposal reduces network utilization and storage resources in
order to optimize the I/O cost of fault tolerance, while minimizing the checkpointing overhead.
Besides, the portability of the solution and the dynamic parallelism provided by OpenMP
enable the restart of the applications using machines with diﬀerent architectures, operating
systems and/or number of cores, adapting the number of running OpenMP threads for the
best exploitation of the available resources. Extensive evaluation using hybrid MPI-OpenMP
applications from the ASC Sequoia Benchmark Codes and NERSC-8/Trinity benchmarks is
presented, showing the eﬀectiveness and eﬃciency of the approach.
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1 Introduction
Current High Performance Computing (HPC) systems are clusters of multicore nodes that
can beneﬁt from the use of a hybrid programming model, in which MPI (Message Passing In-
terface) [18] is used for the inter-node communications while a shared memory programming
model, such as OpenMP [13], is used intra-node [17, 7]. Even though programming using a hy-
brid MPI-OpenMP model requires some eﬀort from application developers, this model provides
several advantages such as reducing the communications needs and memory consumption, as
well as improving load balance and numerical convergence [15, 7].
As parallel machines increase their number of processors, so does the failure rate of the global
system. This is not a problem while the mean time to complete the execution of an application
remains well under the mean time to failure of the underlying hardware. However that is not
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always possible on applications with long runs, where users and programmers need to make
use of fault tolerance techniques to ensure that not all computation done is lost on machine
failures. Checkpointing is a widely used fault tolerance technique, in which the computation
state is saved periodically to disk into checkpoint ﬁles, allowing the recovery of the application
when a failure occurs.
Although a number of checkpointing solutions for parallel applications have been pro-
posed [5, 8, 14, 3, 1], to our best knowledge, only Martsinkevich et al. [11] have focused on
hybrid message-passing and shared memory applications. However, they only tackle transient
errors and focus on hybrid MPI-OmpSs programs. In this work, CPPC (ComPiler for Portable
Checkpointing), a portable and transparent checkpointing infrastructure for MPI and OpenMP
parallel applications, is extended to cope with fail-stop failures in hybrid MPI-OpenMP applica-
tions. The main contribution of this work is the proposal of an application-level checkpointing
solution for hybrid programs, in which checkpoint consistency is guaranteed by using a coordi-
nation protocol intra-node, while no inter-node coordination is needed. This approach ensures
data consistency and allows the user to specify an adequate checkpointing frequency, while
performance is not penalized by global coordination. The experimental results section shows
the low overhead introduced by the proposal. Additionally, the choice of an application-level
approach and the portability of the checkpoint ﬁles allows building adaptable applications, that
is, applications that are able to be restarted in a diﬀerent resource architecture and/or number
of cores. This feature will be specially useful on heterogeneous clusters, allowing the adaptation
of the application to the available resources.
This paper is structured as follows. Section 2 introduces the CPPC tool. Section 3 describes
how CPPC is modiﬁed and extended to cope with hybrid MPI-OpenMP codes. Section 4
presents the experimental evaluation of the proposal. Finally, Section 5 concludes this paper.
2 CPPC overview
CPPC is an open-source checkpointing tool for MPI [16] and OpenMP [9] applications available
at http://cppc.des.udc.es under GNU general public license (GPL). It is implemented at
the application level, and, thus, it is independent of the MPI or OpenMP implementation, the
operating system, and any lower-level framework used.
At compile time the CPPC source-to-source compiler automatically transforms a parallel
code into an equivalent fault-tolerant version instrumented with calls to the CPPC library, as
exempliﬁed in Figure 1. This instrumentation includes calls to the CPPC Register() and the
CPPC Do checkpoint() routines. The CPPC Register() routine marks the relevant variables
for their inclusion in the checkpoint ﬁles. The CPPC Do checkpoint() function allows each
process or thread to generate a checkpoint ﬁle every N calls to this function (being N the
user-deﬁned checkpointing frequency).
The CPPC compiler identiﬁes the most expensive loops in the application by using a heuris-
tic evaluation of computational cost. Checkpoint calls are placed in the most expensive loops
in the application, allowing users to specify an adequate checkpointing frequency. Checkpoint
consistency is guaranteed by locating the CPPC Do checkpoint() routine in the ﬁrst safe point
of these loops. In MPI applications, the CPPC compiler performs a static analysis of inter-
process communications and identiﬁes safe points as code locations where it is guaranteed that
no inconsistencies due to messages may occur. This way, processes are implicitly coordinated
and no inter-process communications or runtime synchronization are necessary when check-
pointing, because processes checkpoint at the same selected safe locations and at the same
relative moments (according to the checkpointing frequency). We have called this technique
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(a) CPPC global ﬂow. (b) Instrumentation example.
Figure 1: CPPC operation
spatial coordination [16]. On the other hand, safe points in OpenMP applications correspond
with code locations outside or inside of an OpenMP parallel region, as long as they are reach-
able by all running threads. In OpenMP applications the checkpointed variables can be private
to each thread or shared among all of them. Therefore, a coordinated checkpointing protocol is
needed to ensure data consistency. All threads must checkpoint at the same time, guaranteeing
that none of them modify the shared state when it is being saved, ensuring that both private
and shared variables are consistently checkpointed, and allowing the recovery of a consistent
global state. When a thread determines that a checkpoint ﬁle must be generated (according
to the user-deﬁned checkpointing frequency) it forces all the other threads to do so in the
next CPPC Do checkpoint() call. This call does not have to be necessarily placed in the same
relative point of the code nor in the same iteration of the loop.
CPPC implements several optimizations to reduce the checkpointing overhead. The check-
point ﬁle sizes are reduced by using a liveness analysis to save only those user variables in-
dispensable for the application recovery; and by using the zero-blocks exclusion [4] technique,
which avoids the storage of memory blocks that contain only zeros. Besides, a multithreaded
dumping overlaps the checkpoint ﬁle dumping to disk with the computation of the application.
Finally, in OpenMP applications, only a copy of the shared variables is dumped to disk. More-
over, a heuristic analysis is used to distribute CPPC management of the shared variables among
the running threads, notably improving the performance of the checkpoint operation [10].
One of CPPC main features is portability. Applications can be restarted on machines
with diﬀerent architectures and/or operating systems than those in which the checkpoint ﬁles
were generated. Checkpoint ﬁles are portable because of the use of a portable storage format
(HDF5 [6]) and the exclusion of architecture-dependent state from checkpoint ﬁles. Such non-
portable state is recovered through the re-execution of the code responsible for its creation in
the original execution. This is specially useful in heterogeneous clusters, where this feature
enables the completion of the applications even when those resources that were being used are
no longer available or the waiting time to access them is prohibitive.
Upon failure, the restart phase is comprised of three fundamental parts: identifying the most
recent valid recovery line formed by the newest checkpoint ﬁle available simultaneously to all
processes/threads, reading the checkpoint data into memory, and reconstructing the application
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state. The reconstruction of the application state is achieved through the ordered execution
of certain blocks of code of the application. These blocks of code move the recovered data
to its proper memory location, re-create the non-portable state, and position the application
control ﬂow in the point in which the checkpoint ﬁles were generated, so that the execution can
continue. The compiler inserts control ﬂow code (labels and conditional jumps), as shown in
Figure 1b, to ensure an ordered re-execution.
3 Extending CPPC for hybrid MPI-OpenMP applica-
tions
This section covers the modiﬁcations performed in CPPC to cope with hybrid MPI-OpenMP
applications. Hybrid applications are based on the use of MPI for the inter-node communica-
tions while OpenMP is used intra-node. During the execution, each MPI process creates one
team of OpenMP threads.
In hybrid MPI-OpenMP applications, checkpoints can be located inside or outside an
OpenMP parallel region. Many hybrid codes present the optimal checkpoint location outside
an OpenMP parallel region, and thus, they can be adequately checkpointed just by treating
them as regular MPI programs. This is the case of those hybrid applications in which the most
expensive loop contains several OpenMP parallel regions, allowing the checkpoint call to be
placed between two of them. However, there are hybrid codes that do not follow this pattern,
and their most expensive loops, in which a checkpoint should be located to meet an adequate
checkpoint frequency, are inside an OpenMP parallel region. Thus, these codes can not be
treated as regular MPI or OpenMP programs. To obtain the most general solution for the
hybrid MPI-OpenMP programming model, its speciﬁc characteristics have to be studied.
As in OpenMP and MPI applications, in hybrid MPI-OpenMP programs checkpoints must
be located at safe points. These safe points correspond with code locations that verify the
conditions applied both for MPI and OpenMP applications. Firstly, safe points must be code
locations where it is guaranteed that no inconsistencies due to MPI messages may occur. Sec-
ondly, safe points placed inside an OpenMP parallel region must be reachable by all the threads
in the team. The CPPC compiler automatically detects the most costly loops and inserts a
checkpoint call in the ﬁrst safe point of these loops. Both the relevant shared and private
variables in the application are identiﬁed by the CPPC liveness analysis for their inclusion in
the checkpoint ﬁles. Besides, shared variables are distributed among the running threads for
minimizing the checkpointing overhead.
To ensure data consistency when checkpointing hybrid applications, all threads in the same
team must checkpoint at the same time, so that none of them modify the shared state when it is
being saved and ensuring that both private and shared variables are consistently checkpointed.
Thus, a coordination protocol must be used. From the perspective of MPI communications,
consistency is guaranteed by the spatial coordination between teams of threads obtained by the
use of safe points. However, the use of the OpenMP coordination protocol in hybrid applications
can transform a safe point into an unsafe one. This is the case of the example code in Figure 2a,
in which MPI communications are performed by the master threads of each process. Supposing
a checkpointing frequency of 4 (a checkpoint ﬁle will be generated every four checkpoint calls),
it is possible to reach the situation shown in Figure 2b, in which the fastest thread in the
team forces the other ones to take a checkpoint, breaking the spatial coordination among
the diﬀerent teams of threads. In this case, if the application is recovered from checkpoint
ﬁles in recovery line RL1, the master thread of process 0 will expect to receive a message from
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(a) Example code.
(b) Coordination protocol for OpenMP applications is not
adequate.
(c) New coordination protocol for hybrid applications.
Figure 2: New coordination protocol for hybrid MPI-OpenMP applications.
Figure 3: CPPC on hybrid MPI-OpenMP applications: coordinated checkpointing across
OpenMP threads and uncoordinated across MPI processes.
process 1 that will never be sent, leading to an inconsistent global state. Therefore, to guarantee
global consistency when checkpointing hybrid MPI-OpenMP applications, a new coordination
protocol is implemented. In this protocol, instead of bringing forward the checkpointing by
the fastest thread in the team, it is postponed. When the fastest thread determines that a
checkpoint ﬁle must be generated, it waits within the CPPC Do checkpoint() routine until
all other threads in the same team also determine that a checkpoint ﬁle must be generated,
according to the checkpointing frequency (as shown in Figure 2c). Therefore, the proposed
solution, as illustrated in Figure 3, applies a coordinated checkpointing among the threads in
the same OpenMP team, while an uncoordinated checkpointing is applied between diﬀerent
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teams of threads. This strategy may appear costly for those applications in which the threads
from the same team run asynchronously, because of the stalls in the fastest threads when
checkpointing. However, in many occasions these stalls will not introduce extra overhead in the
application, as they only bring forward further synchronizations in the execution.
This proposal enhances the portability features of CPPC. Not only applications can be
restarted in machines with diﬀerent architectures and/or operating systems, but also this ap-
proach allows building adaptable applications. Thanks to the application-level checkpointing
and the portability of the state ﬁles, the restart process can adapt the number of OpenMP
running threads for the best exploitation of the available resources. The CPPC instrumenta-
tion only maintains the original number of OpenMP threads in the parallel region in which
the checkpoint ﬁles were generated (necessary for the recovery of the application state), while
further parallel regions run with the updated number of OpenMP threads. This feature will
be specially useful on heterogeneous clusters, allowing the adaptation of the application to the
available resources.
4 Experimental evaluation
The experimental evaluation of the proposed solution with hybrid MPI-OpenMP applications
was performed at CESGA (Galicia Supercomputing Center, Spain) in the FinisTerrae-II su-
percomputer, comprised of nodes with two Intel Xeon E5-2680 v3 @ 2.50GHz processors, with
12 cores per processor and 128 GB of RAM, interconnected to an InﬁniBand FDR 56Gb/s.
The experiments were run spawning one MPI process per node and a team of 24 OpenMP
threads per MPI process, therefore, using one thread per core. Tests were performed storing
the checkpoint ﬁles in remote disk (using Lustre over InﬁniBand) or in the local storage of the
nodes (1TB SATA3 disk). OpenMPI v1.10.1 and GNU compilers v5.3 were used. Applications
were compiled with optimization level O3. The average runtimes of 5 executions are reported
(the standard deviation is always below 3.5% of the original runtimes).
The application testbed used is comprised of two diﬀerent programs. The ASC Sequoia
Benchmark SPhot [2] is a physics package that implements a Monte Carlo Scalar PHOTon
transport code. It was run setting the parameter NRUNS to 3×216. SNAP is a proxy application
from the NERSC-8/Trinity benchmarks [12] to model the performance of a modern discrete
ordinates neutral particle transport application. SNAP was run processing 219 cells, 32 groups
and 400 angles.
Figure 4 presents the runtimes without checkpointing (but including the instrumentation
overhead) and the runtimes when generating a checkpoint ﬁle in the remote and in the local disk
of the nodes for diﬀerent number of cores. The aggregated checkpoint ﬁle sizes (the addition of
the checkpoint ﬁle sizes of each thread) are also represented in the ﬁgure. In the experiments
generating a checkpoint ﬁle, the checkpointing frequency is set for each application so that only
one checkpoint ﬁle is generated when the 75% of the computation is completed. Note that
the multithreaded dumping implemented by CPPC is being used, thus, the checkpointed data
is dumped to disk in background. Both the instrumentation and checkpointing overheads are
low. The instrumentation overhead is always below 0.7%. The maximum relative checkpointing
overhead is 1.1% when checkpointing in the remote disk, and 0.8% when using the local storage.
Figure 5 shows the average and standard deviation of the absolute overheads (in seconds),
that is, the diﬀerence between the original parallel runtimes and the parallel runtimes of each
scenario presented in Figure 4. Note that, when increasing the number of cores, the overheads
do not increase and the variability of the results decreases. This proves the scalability of the
proposal, which applies a massively parallel checkpointing at software and hardware level: a
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Figure 4: Runtimes for the testbed applications varying the number of cores.
Figure 5: Absolute overheads varying the number of cores.
large number of threads checkpoint small contexts and checkpointing is now spread over several
processors/nodes/networks/switches/disks. In some experiments, the overhead takes negative
values. The CPPC instrumentation modiﬁes the application code, thus, the optimizations
applied by the compiler (and their beneﬁt) may diﬀer.
Figure 6 presents the times of the CPPC operations performed when checkpointing: the
coordination protocol, the checkpoint preparation, and the background dumping. Firstly, the
coordination protocol times measure the time spent by the synchronization between the threads
created by each process to guarantee checkpoint consistency, and they are highly tight to the
applications. For SNAP these times are negligible. On the other hand, tests using a small
number of processes in SPhot show higher protocol times, due to the synchronization patterns
between threads used in this application. However, note that threads in hybrid MPI-OpenMP
applications present synchronizations at some point of their execution. In SPhot, the coordina-
tion protocol brings forward synchronizations already present in the original application code,
and therefore, protocol time is not translated into overhead. Moreover, in this application, the
synchronization times decrease as more cores are used because the distribution of work among
the processes and threads is more balanced when scaling out. Secondly, the checkpoint prepa-
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Figure 6: CPPC operation times varying the number of cores.
ration disposes the checkpointed data for its dumping to disk, including the copy in memory
of the data and the creation of the auxiliary threads for the data background dumping. The
checkpoint preparation times are consistent with the checkpoint ﬁles sizes. For SPhot, the
aggregated checkpoint ﬁle size increases with the number of processes because the checkpoint
ﬁle size of each individual process is constant, no matter how many processes run the applica-
tion. Thus, the checkpoint preparation times remains constant for SPhot. On the other hand,
for SNAP, the application data is distributed among the processes. As such, the aggregated
checkpoint ﬁle size remains almost constant, and each individual checkpoint ﬁle size decreases
as more processes run the application. Therefore, the checkpoint preparation times for SNAP
decrease with the number of processes, as each one of them manages less data. Finally, the
checkpointed data is dumped to disk in background by the auxiliary threads. The background
dumping times are also explained by the checkpoint ﬁle sizes. The use of the multithreaded
dumping implemented by CPPC contributes to hide almost completely these dumping times.
With regard to the restart times, Figure 7 shows the reading and reconstructing times
when restarting from the checkpoint ﬁles generated previously. The reading phase includes
identifying the most recent valid recovery line and reading the checkpoint data into memory.
The reconstructing phase includes all the necessary operations to restore the application state
and to position the application control ﬂow in the point in which the checkpoint ﬁles were
generated. Both reading and reconstructing times depend on the aggregated checkpoint ﬁle
size. For SPhot, the aggregated checkpoint ﬁle size increases with the number of processes, and
thus both the reading and reconstructing times slightly increase as more processes execute the
applications. On the other hand, the aggregated checkpoint ﬁle size for SNAP remains almost
constant when varying the number of running processes. Thus, as more processes are used,
reading and reconstructing times decrease.
Note that the reconstructing times for SPhot are similar, even lager in some cases, to those
of SNAP. However, the aggregated checkpoint ﬁle sizes in these applications present relevant
diﬀerences. These results are explained by the use of the zero-blocks exclusion technique [4].
This technique avoids the dumping to disk of the memory blocks containing only zeros. However,
upon restart, these zero-blocks must be rebuilt. In SPhot, the zero-blocks exclusion technique
reduces the aggregated checkpoint ﬁle size from several tens of gigabytes to less than 3 GB.
Therefore, the reconstructing times are higher because of the reconstruction of the zero-blocks.
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Figure 7: Restart times for the testbed applications, varying the number of cores.
HARDWARE PLATFORM DETAILS
NODES #0 (16CORES)
2x Intel E5-2660
2.20GHz, 8 cores, 64GB memory
NODES #1 (6CORES)
1x Intel X5650 Westmere-EP
2.66, 6 cores, 12GB memory
Figure 8: Restart times varying the computation nodes.
4.1 Portability beneﬁts
The independence between the CPPC checkpoint ﬁles and the MPI or OpenMP implementation,
the operating system, and the machine architecture allows for restarting the execution on
diﬀerent machines. Furthermore, the application-level approach, enables hybrid MPI-OpenMP
applications to be restarted varying the number of threads per process for the best exploitation
of the available resources. CPPC only maintains the original number of threads during the
reading and reconstructing phases, i.e., in the parallel region in which the checkpoint ﬁles
were generated. On heterogeneous clusters, applications can be started in the available set of
resources, to later continue their execution using a more appropriate or powerful set of resources.
The experimental study of the restart on diﬀerent machines was carried out in a heteroge-
neous system. Figure 8 presents the computation nodes used and the restart runtimes in both
conﬁgurations. Tests were performed using the optimal number of threads for each compute
node (as many threads as cores) and the maximum number of nodes available, i.e., 4 compu-
tation nodes. The checkpoint ﬁles used for restarting were generated on NODES#1 when the
75% of the computation was completed in an NFS mounted directory. The restart runtimes
include the full restart execution, that is, the restart process (reading and reconstructing the
application state), and the computation from the restart point to the end (the 25% of the total
execution in these experiments). SPhot was run setting the parameter NRUNS to 214 and
Portable ALC for Hybrid MPI-OpenMP Applications Losada, Mart´ın, Rodr´ıguez and Gonza´lez
27
SNAP processing 215 cells, 24 groups and 192 angles. For SPhot, restarting in NODES#0 instead
of using NODES#1 shows an improvement of 7.5%. This improvement is low because most of the
computation in this application is performed within the parallel region in which the checkpoint
is located, and thus CPPC maintains the original number of threads in that parallel region.
However, this is not the case for SNAP, which can be fully adapted to the restart nodes and
presents an improvement of 43% when changing from NODES#1 to NODES#0.
5 Concluding remarks
This paper presents the extension of the CPPC checkpointing tool to cope with hybrid MPI-
OpenMP applications in supercomputing clusters. The proposal provides a general application-
level checkpointing approach for hybrid codes. Checkpoint consistency is guaranteed by using
an intra-node coordination protocol, while inter-node coordination is avoided by performing an
static analysis of communications. The experimental evaluation, using up to 6144 cores, shows
the scalability of the proposed approach with a negligible instrumentation overhead (<0.7%),
and a low checkpointing overhead (below 1.1% when checkpointing in an remote disk and less
than 0.8% when using the local storage of the computation nodes). The restart experiments
using a diﬀerent system architecture with a diﬀerent number of cores conﬁrm the portability
and adaptability of the proposal. This characteristic will allow to improve the use of available
resources in heterogeneous cluster supercomputers.
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