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In superfluid 3He-B confined in a slab geometry, domain walls between regions of different order
parameter orientation are predicted to be energetically stable. Formation of the spatially-modulated
superfluid stripe phase has been proposed. We confined 3He in a 1.1µm high microfluidic cavity
and cooled it into the B phase at low pressure, where the stripe phase is predicted. We measured
the surface-induced order parameter distortion with NMR, sensitive to the formation of domains.
The results rule out the stripe phase, but are consistent with 2D modulated superfluid order.
PACS numbers: 67.30.H-, 67.30.hr, 67.30.hj, 74.20.Rp
The pairing of fermions to form a superfluid or super-
conductor at sufficiently low temperatures is a relatively
ubiquitous phenomenon [1, 2]. Examples include: elec-
trically conducting systems from metals to organic mate-
rials to metallic oxides [3]; neutral atoms from 3He [4, 5]
to ultracold fermionic gases [6]; and astrophysical ob-
jects such as neutron stars and pulsars [7]. In the most
straightforward case the pairs form a macroscopic quan-
tum condensate which is spatially uniform. In type-
II superconductors a spatially inhomogeneous state, the
Abrikosov flux lattice, arises in a magnetic field [8]. Its
origin is the negative surface energy between normal
and superconducting regions. However the realisation
and experimental identification of states with spatially-
modulated superfluid/superconducting order has proved
challenging.
The Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) state
[9, 10], has been predicted to arise in spin-singlet su-
perconductors. An imbalance between spin-up and spin-
down Fermi momenta, driven by ferromagnetic interac-
tions or high magnetic fields, induces pairing with non-
zero centre of mass momentum. This results in both
the order parameter and the spin density oscillating in
space with the same wavevector. The FFLO state is pre-
dicted to intervene beyond the Pauli limiting field, in-
hibiting the destruction of superconductivity [11]. It re-
quires orbital effects to be weak, restricting possible ma-
terials for its observation. There is evidence of the FFLO
state in the layered organic superconductors κ-(BEDT-
TTF)2Cu(NCS)2 and β
′′-(ET)2SF5CH2CF2SO3 [12–16],
and in the canonical heavy fermion superconductor
CeCu2Si2 [17]. Previously identified as FFLO [18], a
more complex state, with intertwined p-wave pair density
wave (PDW) and spin density wave has been proposed in
the heavy fermion d-wave superconductor CeCoIn5 [19–
21]. Elsewhere a PDW commensurate with a charge
density wave, has been clearly demonstrated in the d-
wave cuprate superconductor Bi2Sr2CaCu2O8+x [22]. In
the ultracold fermionic gas 6Li, superfluidity with im-
balanced spin populations has been observed [23] with
thermodynamic evidence consistent with FFLO [24]. In
addition to these condensed matter systems it has been
proposed that quantum chromodynamics may provide
a pathway to inhomogeneous superconductivity, poten-
tially realised in astrophysical objects [25].
In general the order parameter modulation is expected
to be more complex than the model FFLO state [11, 26].
Potential examples are: 1D domain walls of thickness
much smaller than the width of domains; 2D modulated
structures, involving multiple wavevectors [11]. Further-
more, nucleation barriers and metastability may inhibit
the formation of periodic states [26].
In this paper we report experimental investigation of
a predicted spatially modulated state in the topological
p-wave, spin-triplet, superfluid 3He [27]. This requires
the superfluid to be confined in a thin cavity of uniform
thickness. At the heart of this predicted stripe phase is
the stabilisation of a hard domain wall, of thickness com-
parable to the superfluid coherence length, in superfluid
3He-B under confinement in a slab geometry. These B-
B domain walls were first classified in Ref. [28], and the
analogy drawn with cosmic domain walls. Their stability
in the bulk, and possible evidence for their observation
is discussed in [29]. Under confinement the presence of
the domain wall reduces surface pair-breaking, and can
result in a negative domain wall energy, leading to the
formation of the stripe phase [27, 30, 31].
In superfluid 3He the nuclear spins constitute the
spin part of the pair wavefunction; thus nuclear mag-
netic resonance (NMR) is widely used to provide a di-
rect fingerprint of the superfluid order parameter [4, 5].
NMR has been predicted to distinguish clearly between
the striped and translationally-invariant states of the B
phase [30, 32].
To optimise the formation of stripes in this work we
chose a slab geometry of height D = 1.1µm, where the B
phase is stable down to zero pressure [33]. The stripe
phase was originally predicted in the weak-coupling
2limit of Bardeen-Cooper-Schrieffer theory [27], while
the strong-coupling corrections to this theory in gen-
eral favour the A phase and suppress the stability of
stripes [30]. At present the strong coupling effects are
not fully understood theoretically, leaving the stability
of the stripe phase an open question [30, 33]. We per-
formed the experiment at low pressure to minimise the
strong-coupling effects.
Here we show that under our experimental conditions
the stripe phase is clearly ruled out. However, there is
NMR evidence for a spatially modulated superfluid of
two-dimensional morphology, similar to states discussed
in the context of FFLO [11]; we term this polka-dot.
The 3×3 matrix order parameter of a p-wave superfluid
3He allows for multiple superfluid phases with different
broken symmetries and topological invariants [4, 5]. In
the bulk, at low pressure and magnetic field the stable
state is the quasi-isotropic B phase with order parameter
matrix A = eiφR∆, where ∆ is the energy gap, isotropic
in the momentum space, φ is the superfluid phase and
R = R(nˆ, θ) is the matrix of relative spin-orbit rotation,
parametrised by angle θ and axis nˆ. This quasi-isotropic
phase is relatively easily distorted by magnetic field or
flow. Under confinement the distortion is strong and spa-
tially inhomogeneous, induced by surface pair-breaking.
In a slab normal to the z-axis, the order parameter is
predicted to take the form
A(z) = eiφR
∆‖(z) ∆‖(z)
∆⊥(z)
 , (1)
with 0 ≤ ∆⊥ < ∆‖ due to stronger surface pair-breaking
of Cooper pairs with orbital momentum parallel to the
slab surface [34]. This distortion is named planar after
the planar phase, in which ∆⊥ = 0 [5].
The order parameter (1) has a large manifold of ori-
entations, determined by φ, nˆ and θ, allowing domain
walls between regions of different orientations [28, 29].
Domain walls where ∆⊥ changes sign, shown in Fig. 1,
are predicted to have negative surface energy in the B
phase confined in a thin slab, close to the A-B tran-
sition [27, 35]. As a consequence the slab of 3He-B
would spontaneously break into domains, until the do-
main walls get close enough that their mutual repulsion
becomes significant. This is predicted to result in the pe-
riodic stripe phase with a typical domain size W of order
D [27, 30, 31]. Phases with spontaneously broken trans-
lational invariance are also predicted to stabilise in 3He
confined to narrow pores [36, 37] and in films of d-wave
superconductors [38].
In this experiment we performed pulsed NMR studies
on a slab of 3He confined in a D = 1144 ± 7 nm thick
silicon-glass microfluidic cavity, in a field of 31 mT per-
pendicular to the slab (corresponding to 3He Larmor fre-
quency fL = 1.02 MHz), using the setup described in
Refs. [39, 40]. The measurements were performed at low
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FIG. 1. Domain wall at the heart of the stripe phase in 3He-
B [27]. Shown here are the elements of the energy gap matrix
∆, such that A = eiφR∆. When the domain wall is absent
∆ is diagonal, see Eq. (1). Crossing the domain wall lying
in yz-plane at x = 0, ∆zz changes from ∆⊥ to −∆⊥, and
off-diagonal elements ∆xz and ∆zx emerge, while ∆xx and
∆yy (not shown) remain close to ∆‖. The gap amplitudes
were calculated z = 2.5ξ0 away from one of the surfaces in a
D = 10ξ0 thick slab at T = 0.5T
bulk
c ; ξ0 is the Cooper pair
diameter, ∆bulk is the bulk B phase gap.
pressure P = 0.03 bar, where the bulk superfluid transi-
tion temperature T bulkc = 0.93 mK, and close to specular
scattering, achieved by preplating the cell walls with a
64µmol/m2 (∼ 5 atomic layers) 4He film.
We first mapped the phase diagram with small tipping
angle, β = 4◦, NMR pulses, Fig. 2a. The A-B transi-
tion was observed at TAB = 0.7T
bulk
c in agreement with
torsional oscillator measurements, with a 1.08µm cavity
[33]. As we previously observed in the 0.7µm cavity, the
B phase nucleated stochastically in two spin-orbit ori-
entations with distinct NMR signatures: stable B+ and
metastable B− [32, 39].
The magnitudes of the frequency shifts of translation-
ally invariant B+ and B−, ∆f+ and ∆f−, are deter-
mined by averages of the gap structure across the cav-
ity [32]: 〈∆2‖〉, 〈∆‖∆⊥〉 and 〈∆2⊥〉. In case of the pu-
tative spatially-modulated phase the averaging is also
performed in the plane of the slab. This procedure is
valid when the width of the stripes W is smaller than
the dipole length ξD ≈ 10µm [32], a condition predicted
to hold for this cavity (W ≈ D√3  ξD), except very
close to the stripe-to-B transition [30]. In the stripe phase
〈∆‖∆⊥〉 = 0 due to ∆⊥ having opposite sign in the adja-
cent domains [32]. This has clear signatures in the NMR
response, as a function of tipping angle β.
We define the dimensionless gap distortion parameters
q = 〈∆‖∆⊥〉/〈∆2‖〉, Q =
√
〈∆2⊥〉/〈∆2‖〉. (2)
The tipping angle dependence of the frequency shift of
B+, below the so called “magic angle”, β
∗ > 104◦, scaled
by the small-tipping-angle shift of B− is given by [32]
∆f+(β → 0)
∆f−(β → 0) =
2Q
2 − q2 − 1
1 + 2Q
2 , (3a)
∂∆f+(β)/∂ cosβ
∆f−(β → 0) =
2Q
2 − 2q2
1 + 2Q
2 , (3b)
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FIG. 2. NMR measurements on a D = 1.1µm slab of super-
fluid 3He. (a) Signatures of the A and B phases observed with
small tipping pulses. At the second-order normal-superfluid
transition a negative frequency shift develops as the slab en-
ters the A phase with the dipole-unlocked orientation. On
further cooling a first-order phase transition into the B phase
with a planar distortion occurs, where two spin-orbit orien-
tations B+ and B− are observed. Inset: sharp A-B transi-
tion with small hysteresis. (b) Technique for applying a set
of pulses with different tipping angle β but equal heating:
all pulses coincide in length and amplitude; β is reduced by
applying the initial section of the pulse with a 180◦ phase
shift, which cancels out a similar section that follows (both
light blue), so only the remainder of the pulse (red) tips the
spins. (c) Initial frequency shifts in B+ after such pulses yield
∂∆f+/∂ cosβ and ∆f+(β → 0). Good agreement between
∆f+(β → 0) obtained here and ∆f+(4◦), smoothed from (a),
indicates that the heating due to the 20-60◦ pulses is neg-
ligible. Open/filled symbols show data taken on step-wise
warm-ups after a fast/slow cool-down from the A phase.
where β is the tip angle. We further note that: ∆f−(β)
does not depend on q; the magic angle at which there is
a kink in ∆f+(β) is given by β
∗ = arccos(q− 2)/(2q+ 2)
[32]. Thus there is no magic angle expected for the stripe
phase, for which q = 0.
Application of large tipping pulses in our setup results
in rapid heating of the confined helium via an unidenti-
fied mechanism, that previously restricted measurements
of the planar distortion to temperatures well below TAB
[32, 40]. Here we focus on moderate pulses, β . 60◦,
that allow us to probe the temperature dependence of the
distortion parameters up to TAB, according to Eq. (3).
In order to measure the tipping-angle dependence of the
frequency shift at constant temperature, we developed a
scheme for applying pulses with different β while induc-
ing identical heating, shown in Fig. 2b. Triplets of such
pulses with β = 20◦ to 60◦ were applied to B+ during
step-wise warm-ups after a fast (at approx. 40µK/min
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FIG. 3. Temperature dependence of planar distortion param-
eters q, Q (a) and their ratio (b) inferred from NMR mea-
surements, Fig. 2. Solid lines show weak-coupling calculations
for translationally-invariant B phase [44]. In the absence of
strong coupling the temperature of the AB transition TBCSAB
is higher than TAB observed experimentally. While Q is in
agreement with the theory, q gets progressively reduced ap-
proaching TAB. We interpret this in terms of development of
domains with opposite sign of ∆⊥ on warming. The right-
hand vertical axis in (b) estimates the fraction of the slab oc-
cupied by the majority domains, taken here to have positive
∆⊥ [45], under a qualitative assumption of step-like energy
gap profile, Eq. (4). Any systematic difference between mea-
surements taken while warming after a fast and a slow cool-
down through A-B transition (open/filled symbols) is small.
rate) and slow (4µK/min) cool-down through the A-B
transition. We inferred ∂∆f+/∂ cosβ and ∆f+(β → 0)
from the data shown in Fig. 2c and confirmed the heating
effects to be negligible for the chosen pulses. Combining
with ∆f−(4◦) at the same temperature, Fig. 2a, we deter-
mine the planar distortion parameters q and Q through
Eq. (3), shown in Fig. 3.
In the above analysis the off-diagonal elements of the
gap matrix near domain walls (see Fig. 1) have been ne-
glected. Incorporating the detailed gap structure at the
domain walls into the NMR model leaves the signature
of the stripe phase, q = 0, Q > 0, virtually unchanged
[30]. We can therefore conclude unambiguously that the
stripe phase was not present in our experiment.
Nevertheless, while Q matches the weak-coupling cal-
culations for the translationally-invariant B phase [44],
q is found to be reduced, see Fig. 3. This contrasts with
the good agreement between these calculations and sim-
ilar measurements in a D = 0.7µm slab at higher pres-
sure [32, 40], ruling out strong coupling effects as the
origin of this discrepancy. We therefore consider domain
structures in which the amount a and 1 − a of domains
with positive and negative ∆⊥ is unequal [45]. For a
qualitative estimate we assume that the domain walls
are step-like and ignore gap variation across the slab,
∆‖ = const, |∆⊥| = const. Then
Q =
|∆⊥|
∆‖
, q = (2a− 1) |∆⊥|
∆‖
,
q
Q
= 2a− 1, (4)
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FIG. 4. Possible regular domain configurations in 3He-B con-
fined to a slab, view perpendicular to the slab plane. +/− in-
dicates the sign of ∆⊥. (a) Translationally-invariant B phase,
(b) predicted stripe phase, (c,d) proposed polka dot phase
that is easier to nucleate than the stripe phase. The values of
the gap distortion parameter q/Q are derived under a simpli-
fied assumption of step-like domain walls, Eq. (4). Pinning of
domain walls in the experimental cell may introduce disorder
to these structures. All features in (c-d) are taken to be of
characteristic size similar to the pitch W of the stripe phase.
(e) A variant of (d) in which dot diameter W ′ is smaller than
dot separation W .
demonstrating that while q is sensitive to the presence of
domains, to the first approximation Q is not, in agree-
ment with our observations. The gradual variation of ∆‖,
∆⊥ and the emergence of the off-diagonal gap matrix el-
ements inside the domain walls would lead to corrections
to this model that should be taken into account in future
theoretical work.
Our measurement q/Q = 0.6±0.1 near TAB suggests a
+/− domain proportion of 4 : 1. A likely scenario for an
imbalance of the domains is a two-dimensional structure.
Within possible regular morphologies, Fig. 4, this imbal-
ance corresponds to a polka dot phase with hexagonal or
square symmetry, Fig. 4c,d. Such structures have been
suggested theoretically [27], but the detailed analysis of
their energetic stability has not been carried out. A pre-
liminary Ginzburg-Landau study finds the square lattice
of dots, Fig. 4d, to be locally stable, with free energy
only slightly higher than that of the stripe phase [46].
Further theoretical work is required to understand the
stability of various modulated states in the presence of
strong coupling effects.
Even if less energetically favourable than stripes, the
dots may arise because of a lower energy barrier for flip-
ping the sign of ∆⊥ in a microscopic dot, compared with
a stripe, that is macroscopic in one dimension. A lattice
of dots would form if the neighbouring dots nucleate close
enough to prevent them from growing beyond a typical
size W before getting within W of the others.
Our experimental protocol is first to cool deep into the
B phase, in order to destabilise the domain walls, and
then to take data on warming. The key observation of the
decrease in q/Q with increasing temperature is consistent
with the formation of negative-energy domain walls in
the B phase approaching the transition into the A phase,
as predicted theoretically. The observation of a single
NMR line implies that the domain size is shorter than
ξD. The measured temperature dependence of q/Q can
be explained by allowing the separation between dots W
and their diameter W ′ be unequal, see Fig. 4e. Pinning of
the domain walls by scratches on the cavity walls [47] may
play a role in restricting W ′, and introduce disorder into
the domain morphology. Improved cavities have been
developed for future experiments [48].
As an alternative scenario, we now consider metastable
domain walls with positive energy. Defects are known to
form at the A-B transition either due to inhomogeneous
nucleation [49, 50] or as relics [51] of defects, present
in the A phase at the start of the transition [52, 53].
These may include the domain walls where ∆⊥ changes
sign [29, 51, 54, 55], which, if produced at unusually high
density, would result in a reduced q/Q ratio; however this
ratio would remain constant if the defects are pinned or
increase with time as they decay, contrary to our ob-
servation. This does not rule out sparse positive-energy
defects with typical separation larger than ξD, giving rise
to small satellite NMR signals, specific to each type of de-
fect [51, 53, 56, 57]. Detection of such signals is beyond
the scope of this work. Within errors our observations are
independent of the rate of cooling through the A-B tran-
sition, Fig. 3. This supports our proposal that defects
produced at this transition do not play a major role in
the formation of domains on micron scale. A systematic
study of the influence of the cooling rate will be subject
of future work.
In conclusion our NMR study of superfluid 3He con-
fined in a 1.1µm cavity in the vicinity of the AB tran-
sition has found neither the predicted stripe phase,
nor translationally-invariant planar-distorted B phase.
This leads us to propose a superfluid phase with two-
dimensional spatial modulation, in a form of a regular or
disordered array of island domains, driven by negative en-
ergy of domain walls under confinement. Further system-
atic studies of the nucleation of this phase, to determine
the equilibrium morphology, as well as its stability as a
function of pressure, predicted to be influenced by strong
coupling effects, are both desirable. Superfluid 3He un-
der confinement appears to provide a clean model system
for spatially modulated superconductivity/superfluidity,
long sought in a wide variety of physical systems.
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