Contrôle collaboratif entre un pilote humain et un module semi-autonome de navigation by Kelouwani, Sousso
UNIVERSITE´ DE MONTRE´AL
CONTROˆLE COLLABORATIF ENTRE UN PILOTE HUMAIN ET UN MODULE
SEMI-AUTONOME DE NAVIGATION
SOUSSO KELOUWANI
DE´PARTEMENT DE GE´NIE E´LECTRIQUE
E´COLE POLYTECHNIQUE DE MONTRE´AL
THE`SE PRE´SENTE´E EN VUE DE L’OBTENTION DU DIPLOˆME DE
PHILOSOPHIÆ DOCTOR
(GE´NIE E´LECTRIQUE)
DE´CEMBRE 2010
c© Sousso Kelouwani, 2010.
UNIVERSITE´ DE MONTRE´AL
E´COLE POLYTECHNIQUE DE MONTRE´AL
Cette the`se intitule´e :
CONTROˆLE COLLABORATIF ENTRE UN PILOTE HUMAIN ET UN MODULE
SEMI-AUTONOME DE NAVIGATION
pre´sente´e par : KELOUWANI Sousso.
en vue de l’obtention du diploˆme de : Philosophiæ Doctor
a e´te´ duˆment accepte´e par le jury constitue´ de :
M. GOURDEAU, Richard, Ph.D., pre´sident.
M. COHEN, Paul, Ph.D., membre et directeur de recherche.
M. LESAGE, Fre´de´ric, Ph.D., membre.
M. LAGANIE`RE, Robert, Ph.D., membre.
iii
A` mon e´pouse Marie-Claude Bluteau,
A` la famille Kelouwani,
merci pour votre support.
iv
Remerciements
Les re´sultats de cette the`se sont le fruit d’une collaboration e´troite et fructueuse avec mon
directeur de recherche, M. Paul Cohen. Je tiens a` lui dire en premier lieu un grand merci pour
son soutien et pour avoir ge´ne´reusement partage´ son talent, son e´nergie et son expe´rience en
recherche. Je remercie e´galement le Conseil de Recherches en Sciences Naturelles et en Ge´nie
(CRSNG) pour son soutien financier pendant mes e´tudes doctorales.
Toute ma gratitude aux professeurs Richard Gourdeau et Joelle Pineau pour leurs pre´cieux
conseils lors de mon examen pre´doctoral. Mes remerciements vont aux professeurs Fre´de´ric
Lesage et Robert Laganie`re pour avoir accepte´ d’eˆtre membres de jury de cette the`se.
Je remercie tous les membres du Groupe de Recherche en Perception et Robotique qui a`
divers niveaux m’ont e´paule´ et aide´ dans la re´alisation de ma the`se. Un merci spe´cial a` Patrice
Boucher, Hai Nguyen, Patrick Mutchmore, Simon St-Pierre et Charles Gervais-Dumont pour
leurs contributions appre´cie´es dans la re´alisation des divers modules robotiques. Merci aussi
a` Christian Ouellette et Bassel Shaer pour leurs participations volontaires aux diffe´rents tests
de validation expe´rimentale.
Merci e´galement a` M. Kodjo Agbossou (professeur a` l’UQTR), a` l’Association des E´tudiants
des Cycles Supe´rieurs de Polytechnique et a` la direction du de´partement de ge´nie e´lectrique
pour leurs soutiens a` divers niveaux pendant mes e´tudes.
Un grand merci a` Marie-Claude Bluteau qui m’a apporte´ son support sans faille tout le
long de mon projet doctoral.
vRe´sume´
L’intervention d’un pilote humain dans le processus de controˆle d’une plate-forme mo-
bile par un module semi-autonome de navigation pose le proble`me complexe de partage de
controˆle. Ce proble`me est d’autant plus difficile a` re´soudre lorsque le module semi-autonome
et le pilote ne partagent pas les meˆmes ensembles d’observations et ne re´agissent pas de la
meˆme manie`re devant un contexte de dangers. Le but de cette the`se est de de´velopper une
approche de controˆle collaboratif entre un pilote humain et un module semi-autonome de
navigation ayant chacun diffe´rents syste`mes de perception de danger et diffe´rentes manie`res
d’action face au danger.
En conside´rant que le module semi-autonome assiste le pilote dans ses manoeuvres de
navigation, nous proposons une approche de controˆle collaboratif base´e sur l’estimation de
l’aptitude du pilote et comportant deux modules principaux : un module semi-autonome
inte´grant directement les signaux de controˆle du pilote et un module de de´libe´ration base´ sur
l’estimation de l’entropie comportementale du pilote.
Le module semi-autonome utilise une version modifie´e de l’approche d’e´vitement de dan-
gers base´e sur la me´thode des champs de potentiels artificiels. La modification introduite vise
a` re´duire les effets ne´gatifs de la version classique sur le syste`me de navigation collaboratif. En
effet, la me´thode classique d’e´vitement de dangers base´e sur l’approche des champs de poten-
tiel artificiel produit souvent des mouvements oscillatoires lorsque l’espace de navigation est
contraint. Par ailleurs, cette me´thode peut engendrer des directions de de´placements e´loigne´es
de celles de´sire´es par le pilote. Ce qui n’est pas souhaitable. La me´thode de champ de poten-
tiel directionnel pre´sente´e dans cette the`se consiste a` ponde´rer la force artificielle re´pulsive
d’un danger en fonction de sa position ge´ome´trique par rapport a` la direction du mouvement
de la plate-forme avant de l’inte´grer dans le calcul de la force re´pulsive artificielle re´sultante
de tous les dangers imme´diats. Comme la direction du mouvement provient des observations
des signaux de controˆle du pilote, cette me´thode privile´gie essentiellement les dangers qui en-
travent directement le mouvement de la plate-forme. Cependant, l’utilisation de la me´thode
de champs de potentiel directionnel augmente la fre´quence du proble`me de minimum local.
La pre´sence d’un minium local conduit la plate-forme a` s’immobiliser en de´pit du de´sir de
mouvement voulu par le pilote. Nous avons donc introduit le concept d’arc re´flexe me´canique
comme e´tant une association entre un contexte de navigation (ensemble de mesures de proxi-
mite´ de dangers) et les signaux de controˆle du pilote. Un nouvel algorithme de construction
en ligne d’une bibliothe`que d’arcs re´flexes me´caniques est propose´, imple´mente´ et valide´. Le
contexte de dangers pre´sent lors d’une impasse est utilise´ pour rechercher un contexte simi-
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laire dans la bibliothe`que. Les expe´rimentations effectue´es en laboratoire ont de´montre´ que
l’approche de champ potentiel directionnel combine´e a` l’utilisation de la bibliothe`que des
arcs re´flexes me´caniques permet une re´duction des temps morts dus aux impasses et produit
un mouvement fluide et se´curitaire dans un environnement contraint.
L’assistance du module semi-autonome n’est effective qu’en tenant compte de l’aptitude
du pilote. En de´finissant l’aptitude comme e´tant la capacite´ a` l’e´vitement de dangers, nous
de´montrons que son e´valuation est lie´e a` celle de la charge de travail. Nous proposons alors
le concept d’estimation de l’entropie comportementale du pilote. Cette me´thode pre´sente
l’avantage de produire une estimation sans dispositifs de mesures additionnels. A` l’aide de
cette estimation, nous proposons un sche´ma de de´libe´ration re´solvant le proble`me de controˆle
collaboratif. L’analyse de l’approche de de´libe´ration montre qu’elle est efficace en terme de
rapidite´ de calcul et qu’elle couvre les situations de dangers faisant l’objet de cette the`se.
Les re´sultats de tests de tous les syste`mes de´veloppe´s sugge`rent que l’intervention du
module semi-autonome dans le processus de controˆle collaboratif n’engendre pas de per-
turbations non de´sirables de la dynamique de la plate-forme. Dans la majorite´ des cas, le
pilote n’est pas en mesure de dire exactement la pe´riode pendant laquelle, il perc¸oit que
le module semi-autonome l’assiste dans l’exe´cution de ses manoeuvres. La compilation du
nombre de collisions montre que le mode collaboration est plus se´curitaire que le mode ma-
nuel. Par ailleurs, un des points novateurs du syste`me de controˆle collaboratif pre´sente´ dans
cette the`se est l’e´mergence de nouveaux comportements dynamiques de la plate-forme sous
l’action combine´e du pilote et du module semi-autonome.
La principale contribution originale a` la recherche est l’e´laboration d’une approche de
controˆle collaboratif d’une plate-forme mobile base´e sur l’estimation de l’aptitude du pilote
humain. Les autres contributions novatrices sont :
1. l’e´laboration d’un algorithme d’agre´gation en ligne des exemplaires qui ne requie`rent
ni la connaissance pre´alable du nombre de classes, ni celle du nombre d’exemplaires a`
traiter. Cette me´thode peut eˆtre utilise´e dans des applications d’agre´gations reque´rant
le minimum possible de supervision de la part d’un ope´rateur. Dans le domaine du
controˆle non line´aire, la me´thode propose´e peut eˆtre utilise´e pour identifier les pa-
rame`tres dynamiques d’un actionneur (poˆles, retards, de´lais, etc.) ;
2. la mise en e´vidence the´orique et pratique d’une mesure permettant de caracte´riser
l’aptitude d’un pilote dans un contexte de navigation en environnement contraint. Cette
mesure, base´e sur l’estimation en temps-re´el de l’entropie de la se´quence repre´sentant
la dangerosite´ des signaux de controˆle du pilote, s’appelle entropie comportementale ;
3. la mise au point d’un sche´ma de de´libe´ration efficace et rapide qui permet au syste`me
forme´ par le pilote et le module semi-autonome de naviguer se´curitairement en environ-
vii
nement contraint. Cette me´thode ne requiert aucun e´change de messages directs entre
le pilote et le module semi-autonome. Elle posse`de aussi l’avantage de permettre un
mouvement fluide exploitant a` la fois les capacite´s de perception du pilote humain et
de celles du module semi-autonome.
Les domaines d’application du syste`me propose´ sont nombreux : le controˆle assiste´ de
ve´hicules motorise´s (fauteuil roulant motorise´, ve´hicule routier, ve´hicules d’exploration ter-
restre, marine et spatiale, etc.), la te´le´ope´ration de plate-forme mobile, la te´le´manipulation
de bras robotiques et le guidage se´curitaire d’instruments robotiques chirurgicaux.
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Abstract
The intervention of a human agent when a semi-autonomous navigation module is driving a
mobile platform raises the shared control problem. This problem is especially complex when
the semi-autonomous module and the human agent do not have the same perception system
and do not avoid imminent dangers in the same way. The aim of this thesis is to develop
a collaborative control approach between a human agent and a semi-autonomous navigation
module by considering that the agents have different perception systems and different ways
to avoid dangers.
By considering that the semi-autonomous navigation module helps the human agent dur-
ing its navigation maneuvers, we propose a collaborative control approach based on an es-
timation of the human agent ability. The system consists of two main modules: a semi-
autonomous navigation module which allows the direct integration of the human agent con-
trol signals and a deliberative module based on the estimation of the behavioral entropy of
the human agent.
The semi-autonomous navigation module uses a modified version of the well-known ar-
tificial potential field danger avoidance approach. This modification aims at reducing the
negative effects of the classical version on the collaborative navigation system. Indeed, the
classical method often produces oscillations when the navigation space is cluttered. More-
over, it may produce motion directions far from those desired by the human agent. The
method of directional potential field proposed in this thesis consists in weighting the arti-
ficial repulsive force of a danger based on its geometrical position relative to the platform
motion direction. As this motion direction is derived from the sequence of the human agent
control signals, the directional potential field method focuses mainly on dangers that directly
interfere with the platform movement. However, the use of the proposed danger avoidance
method increases the occurrence of the local minimum problem. The presence of a local min-
imum leads the platform to stop, despite the desire of movement of the human agent. We
have therefore, introduced the concept of the mechanical reflex arc defined as the association
between a danger context and the human agent control signals. A new algorithm for online
clustering of the mechanical reflex arcs is proposed, implemented and validated. When a
motion deadlock occurs, the involved danger context is used to find a similar context in the
set of available mechanical reflex arcs. The experiments in the laboratory have shown that
the directional potential field approach combined with the use of the set of mechanical reflex
arcs reduces the downtime due to motion deadlocks and produces a smooth and safe motion
in a constrained environment.
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The semi-autonomous navigation module support is effective if the human agent ability
to avoid perceived dangers is taken into account. We show that this ability evaluation
is linked to the human agent workload. We propose the concept of behavioral entropy
estimation as a measure of this ability. This measure has the advantage of producing an
instantaneous estimate without additional measurement devices. Using this estimate, we
propose a deliberative scheme that solves the collaborative control problem. The analysis of
this deliberative approach shows that it is effective in terms of speed of computation, and it
covers the contexts of danger involved in this thesis.
The test results of the whole system suggest that the intervention of the semi-autonomous
module when the human agent is navigating does not cause significant interference to the
platform dynamics. Usually, the human agent is unable to say precisely the period during
which he perceives that the semi-autonomous module helps in the execution of its navigation
tasks. The compilation of the number of collisions shows that the collaborative mode is safer
than the manual mode. In addition, the proposed collaborative control system allows the
emergence of new platform dynamic behaviors such as the wall following and the doorway
traversal.
The thesis main contribution to research is the design of a mobile platform collabora-
tive control approach based on the instantaneous estimation the human agent ability. This
approach extends the human agent ability to avoid dangers in a constrained navigation en-
vironment. The other innovative contributions are:
1. the development of a new deliberative scheme that is effective and fast and that allows
both agents to safely navigate in constrained environments. This method does not re-
quire a direct exchange of messages between the human agent and the semi-autonomous
navigation module. In addition, the deliberative scheme provides a smooth motion that
takes advantage of the two agents perception system strengths;
2. the theoretical and the practical characterization of the ability of a human agent during
the navigation in constrained environments. This measure, based on the real-time
estimation of the human agent control signals safetiness entropy is called behavioral
entropy;
3. the development of an algorithm for the inline clustering, which does not require the
prior knowledge of the number of classes and the number of instances. This method can
be useful in clustering applications requiring a minimum operator supervision. In the
nonlinear control domain, the proposed method can be used to identify the dynamic
parameters of an actuator (poles, dead zones, delays, etc.).
xTargeted applications of this work could be: assistive control of electrical vehicles (electric
powered wheelchair, electric powered cars, etc.), safe teleoperation of mobile platform, remote
robotic arm control and safe robotic surgery tool guidance.
xi
Table des matie`res
De´dicace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
Remerciements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
Re´sume´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
Table des matie`res . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
Liste des tableaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xv
Liste des figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvi
LISTE DES ANNEXES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xix
Liste des sigles et abre´viations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xx
CHAPITRE 1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Controˆle partage´ d’une plate-forme mobile : application a` un fauteuil roulant
motorise´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 De´finitions et concepts de base . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.1 Plate-forme mobile . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.2 Repre´sentation de l’environnement de navigation . . . . . . . . . . . 3
1.2.3 Danger et espace d’e´ve´ne`nements dangereux . . . . . . . . . . . . . . 4
1.2.4 Module semi-autonome de navigation . . . . . . . . . . . . . . . . . . 5
1.2.5 Agent de controˆle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2.6 Signal de controˆle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 E´nonce´ de la proble´matique . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3.1 Proble´matique ge´ne´rale . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3.2 Proble´matiques spe´cifiques . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Objectifs de recherche . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.5 Plan de la the`se . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
xii
CHAPITRE 2 REVUE DE LITTE´RATURE . . . . . . . . . . . . . . . . . . . . . . 9
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Fondements de la the´orie des jeux du controˆle partage´ et domaines d’application 9
2.3 Aides techniques a` mobile . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.1 Approche cascade du controˆle partage´ . . . . . . . . . . . . . . . . . 13
2.3.2 Approche fusion du controˆle partage´ . . . . . . . . . . . . . . . . . . 15
2.4 Limitation des diffe´rentes approches . . . . . . . . . . . . . . . . . . . . . . . 17
2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
CHAPITRE 3 CONCEPT D’ARCS RE´FLEXES ME´CANIQUES POUR LA NAVIGA-
TION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Arcs re´flexes me´caniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2.1 Table relationnelle simple . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2.2 Construction pratique d’une base de donne´es d’arcs re´flexes me´caniques 21
3.2.3 Partitionnement de la base de donne´es . . . . . . . . . . . . . . . . . 22
3.2.4 Algorithme d’agre´gation base´e sur le calcul de fonctions de densite´
soustractives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3 Me´thode ite´rative d’agre´gation en ligne . . . . . . . . . . . . . . . . . . . . . 24
3.4 Simulation et e´tude comparative . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.4.1 Description d’un sce´nario de navigation . . . . . . . . . . . . . . . . . 26
3.4.2 Analyse visuelle des exemplaires . . . . . . . . . . . . . . . . . . . . 27
3.4.3 Re´sultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.4.4 E´volution dynamique du nombre de nouvelles classes trouve´es . . . . 28
3.4.5 E´tude comparative . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
CHAPITRE 4 ARCS RE´FLEXES ME´CANIQUES POUR LA NAVIGATION : E´TUDE
EXPE´RIMENTALE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.2 Environnement expe´rimental . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.2.1 Plate-forme robotique . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.2.2 Pilote humain et modalite´ de controˆle . . . . . . . . . . . . . . . . . . 35
4.2.3 Module semi-autonome . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.2.4 Sce´nario de navigation . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.3 Re´sultats expe´rimentaux et discussion . . . . . . . . . . . . . . . . . . . . . . 37
4.3.1 Donne´es ge´ne´rales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
xiii
4.3.2 Analyse et interpre´tation des classes d’exemplaires . . . . . . . . . . . 37
4.3.3 Construction ite´rative de la blibliothe`que . . . . . . . . . . . . . . . . 39
4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
CHAPITRE 5 MODULE SEMI-AUTONOME POUR LA NAVIGATION COLLABO-
RATIVE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.2 E´vitement de dangers par la me´thode des champs potentiels artificiels . . . . 44
5.3 Potentiel directionnel d’un danger . . . . . . . . . . . . . . . . . . . . . . . . 47
5.4 E´vitement d’impasses par la me´thode des arcs re´flexes me´caniques . . . . . . 52
5.4.1 Proble`mes de minimums locaux de la me´thode des champs potentiels
artificiels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.4.2 Me´thode de de´gagement d’impasses base´e sur les arcs re´flexes me´caniques 53
5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
CHAPITRE 6 MODULE SEMI-AUTONOME : VALIDATION EXPE´RIMENTALE 58
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
6.2 Environnement expe´rimental . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
6.2.1 Plate-forme robotique . . . . . . . . . . . . . . . . . . . . . . . . . . 58
6.2.2 Modalite´ de controˆle du pilote humain . . . . . . . . . . . . . . . . . 58
6.2.3 Module semi-autonome . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.2.4 Sce´nario de navigation . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.3 Re´sultats expe´rimentaux et discussion . . . . . . . . . . . . . . . . . . . . . . 60
6.3.1 Construction dynamique de la bibliothe`que d’arcs re´flexes me´caniques
pour un pilote type . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
6.3.2 Validation expe´rimentale du de´tecteur d’impasses . . . . . . . . . . . 63
6.3.3 Utilisation de la bibliothe`que des arcs re´flexes me´caniques . . . . . . 66
6.4 E´tude comparative . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.4.1 Comparaison des trajectoires d’un pilote type utilisant chacun des trois
modes du module semi-autonome . . . . . . . . . . . . . . . . . . . . 72
6.4.2 Comparaison des dure´es d’exe´cution de trajectoires . . . . . . . . . . 75
6.4.3 Comparaison du nombre d’usages de l’arreˆt d’urgence pendant l’exe´cution
de trajectoires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.4.4 Comparaison des temps morts pendant l’exe´cution de trajectoires . . 78
6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
xiv
CHAPITRE 7 CONTROˆLE COLLABORATIF PAR ESTIMATION DE L’APTITUDE
DU PILOTE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
7.2 Diffe´rentes approches de mesure de la charge de travail . . . . . . . . . . . . 81
7.3 Aptitude du pilote par l’approche d’entropie comportementale . . . . . . . . 83
7.3.1 Approximations successives de l’entropie . . . . . . . . . . . . . . . . 91
7.3.2 Exemples de de´termination de l’aptitude du pilote . . . . . . . . . . . 93
7.3.3 Simulation et analyse the´orique . . . . . . . . . . . . . . . . . . . . . 94
7.3.4 E´valuation expe´rimentale de l’aptitude du pilote . . . . . . . . . . . . 96
7.4 Approche de´libe´rative de controˆle collaboratif base´e sur l’estimation de l’apti-
tude au pilotage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
7.4.1 Proble´matique de de´libe´ration . . . . . . . . . . . . . . . . . . . . . . 99
7.4.2 Approche de´libe´ration base´e sur l’aptitude au pilotage . . . . . . . . 99
7.4.3 Validation expe´rimentale . . . . . . . . . . . . . . . . . . . . . . . . . 102
7.4.4 Limites de l’approche de collaboration par estimation de l’aptitude du
pilote . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
7.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
CHAPITRE 8 EXPE´RIMENTATIONS, ANALYSES ET DISCUSSIONS . . . . . . 111
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
8.2 Environnement expe´rimental . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
8.3 Proce´dure expe´rimentale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
8.4 Re´sulats et analyses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
8.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
CHAPITRE 9 CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
9.1 Synthe`se des travaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
9.2 Limitations de la solution propose´e . . . . . . . . . . . . . . . . . . . . . . . 130
9.3 Ame´liorations futures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
Re´fe´rences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
Annexes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
xv
Liste des tableaux
Tableau 1.1 Exigences du controˆle collaboratif . . . . . . . . . . . . . . . . . . . . 7
Tableau 3.1 Table relationnelle simple pour contexte de dangers-re´action de mou-
vement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
Tableau 3.2 Donne´es enregistre´es . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Tableau 3.3 Classes de´couvertes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
Tableau 4.1 Donne´es recueillies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
Tableau 4.2 Classes identifie´es pour le pilote A . . . . . . . . . . . . . . . . . . . . 38
Tableau 4.3 Classes identifie´es pour le pilote B . . . . . . . . . . . . . . . . . . . . 38
Tableau 4.4 Classes identifie´es pour le pilote C . . . . . . . . . . . . . . . . . . . . 39
Tableau 4.5 Classes identifie´es pour le pilote D . . . . . . . . . . . . . . . . . . . . 39
Tableau 4.6 Liste des arcs re´flexes me´caniques . . . . . . . . . . . . . . . . . . . . 40
Tableau 6.1 Liste des arcs re´flexes me´caniques . . . . . . . . . . . . . . . . . . . . 61
Tableau 7.1 Se´quence de symboles associe´s a` la se´quence de Γ de la figure 7.2 . . 89
Tableau 7.2 Probabilite´s approximatives des symboles . . . . . . . . . . . . . . . . 93
Tableau 7.3 Aptitudes au pilotage . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
Tableau 8.1 Donne´es du pilote I . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
Tableau 8.2 Donne´es du pilote II . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
Tableau 8.3 Donne´es du pilote III . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
Tableau 8.4 Donne´es du pilote IV . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
Tableau 8.5 Lieux de collisions en mode manuel . . . . . . . . . . . . . . . . . . . 120
Tableau 8.6 Sections difficiles a` exe´cuter d’apre`s le pilote I . . . . . . . . . . . . . 121
Tableau 8.7 Sections difficiles a` exe´cuter d’apre`s le pilote II . . . . . . . . . . . . . 121
Tableau 8.8 Sections difficiles a` exe´cuter d’apre`s le pilote III . . . . . . . . . . . . 121
Tableau 8.9 Sections difficiles a` exe´cuter d’apre`s le pilote IV . . . . . . . . . . . . 122
xvi
Liste des figures
Figure 1.1 Repre´sentation de l’environnement de navigation . . . . . . . . . . . 4
Figure 1.2 Diagramme d’e´ve`nements dangereux autour de la plate-forme . . . . 6
Figure 3.1 Exemple d’arc re´flexe me´canique . . . . . . . . . . . . . . . . . . . . 20
Figure 3.2 Application de la me´thode ite´rative d’agre´gation en ligne lors d’un
de´placement dans un couloir non rectiligne . . . . . . . . . . . . . . . 27
Figure 3.3 E´volution du nombre de classes par la me´thode ite´rative d’agre´gation
en ligne . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
Figure 3.4 E´volution de la classification des exemplaires . . . . . . . . . . . . . . 30
Figure 3.5 Nombre de classes lorsque le parcours est exe´cute´ trois fois de la meˆme
manie`re . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Figure 3.6 Temps de calcul des deux algorithmes . . . . . . . . . . . . . . . . . . 32
Figure 4.1 Repre´sentation de la plate-forme et du syste`me exte´roceptif . . . . . 35
Figure 4.2 Photo panoramique de l’environnement de navigation . . . . . . . . . 36
Figure 4.3 E´volution temporelle du nombre d’arcs re´flexes me´caniques . . . . . . 40
Figure 5.1 Diagramme d’interaction pilote - module semi-autonome . . . . . . . 46
Figure 5.2 Exemple d’e´chec de l’application de la me´thode de CPA en pre´sence
de dangers de Sh non visibles au module semi-autonome . . . . . . . 47
Figure 5.3 Particule sous l’action d’un danger de´tectable par le module semi-
autonome . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
Figure 5.4 Exemple de contexte dans lequel la me´thode de CPA est inefficace . . 50
Figure 5.5 Exemple de contexte avec l’utilisation du potentiel directionnel de
chaque danger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Figure 5.6 Exemple de fonction de potentiel directionnel . . . . . . . . . . . . . 51
Figure 5.7 Exemple d’impasse . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
Figure 5.8 Diagramme d’interactions . . . . . . . . . . . . . . . . . . . . . . . . 54
Figure 6.1 Vue panoramique de l’environnement de navigation et du poste de
controˆle du pilote humain . . . . . . . . . . . . . . . . . . . . . . . . 59
Figure 6.2 Illustration du contexte de navigation pour l’arc re´flexe 0 . . . . . . . 62
Figure 6.3 E´volution temporelle du nombre d’arcs re´flexes me´caniques . . . . . . 63
Figure 6.4 Fonction de potentiel directionnel utilise´e pour le test du module de
de´tection d’impasses. . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
xvii
Figure 6.5 Exemple de signaux de controˆle avec pre´sence d’impasses :(a) signal de
controˆle en translation de la part du pilote et vitesse de translation de
la plate-forme mesure´e ; (b) signal de controˆle en rotation de la part du
pilote et vitesse de rotation de la plate-forme mesure´e ; (c) une valeur
’1’ indique une impasse, tandis qu’une valeur ’0’ indique une absence
d’impasse. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
Figure 6.6 Trajectoire de´crite par la plate-forme pendant la seconde exe´cution du
parcours . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Figure 6.7 De´cision du module autonome et arcs re´flexes actifs : (a) De´cision en
fonction du temps ; (b) Arcs re´flexes me´caniques utilise´s. . . . . . . . 68
Figure 6.8 Comparaison entre le module du vecteur repre´sentant les signaux de
controˆle du pilote et le module du vecteur repre´sentant la vitesse me-
sure´e de la plate-forme . . . . . . . . . . . . . . . . . . . . . . . . . . 69
Figure 6.9 Configuration de la plate-forme pendant l’utilisation de l’arc re´flexe 3 70
Figure 6.10 Signaux de controˆle du pilote et du module semi-autonome . . . . . . 71
Figure 6.11 Comparaison de trois trajectoires :(a) Trajectoire en mode arreˆt d’ur-
gence. (b) Trajectoire en mode re´actif simple. (c) Trajectoire en mode
re´actif et re´flexe me´canique. Les fle`ches indiquent les endroits critiques
dans l’exe´cution des manoeuvres de navigation. . . . . . . . . . . . . 74
Figure 6.12 Comparaison des dure´es d’exe´cution de trajectoires en mode arreˆt d’ur-
gence, en mode re´actif simple et en mode re´actif et re´flexe. . . . . . . 75
Figure 6.13 Comparaison du nombre d’arreˆts d’urgences pendant les exe´cutions de
trajectoires en mode arreˆt d’urgence, en mode re´actif simple et en mode
re´actif et re´flexe. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
Figure 6.14 Comparaison du nombre des dure´es de temps mort pendant les exe´cutions
de trajectoires en mode arreˆt d’urgence, en mode re´actif simple et en
mode re´actif et re´flexe. . . . . . . . . . . . . . . . . . . . . . . . . . . 78
Figure 7.1 Exemple de repre´sentation de Γ dans le cas d’inaptitude de type 1 . . 85
Figure 7.2 Exemple de repre´sentation de Γ dans le cas d’inaptitude de type 2 . . 86
Figure 7.3 Trois repre´sentations diffe´rentes de Γ . . . . . . . . . . . . . . . . . . 87
Figure 7.4 Diagramme de transitions . . . . . . . . . . . . . . . . . . . . . . . . 90
Figure 7.5 E´volution de l’aptitude . . . . . . . . . . . . . . . . . . . . . . . . . . 92
Figure 7.6 Simulation :(A) Γ(n) ; (B) P00(n) ; (C) HΓ(n) . . . . . . . . . . . . . 95
Figure 7.7 Photo panoramique de l’environnement de navigation . . . . . . . . . 96
Figure 7.8 E´valuation expe´rimentale de l’aptitude d’un pilote pendant la traverse´e
d’un corridor e´troit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
xviii
Figure 7.9 Diagramme de controˆle collaboratif . . . . . . . . . . . . . . . . . . . 100
Figure 7.10 Diagramme des signaux de controˆle . . . . . . . . . . . . . . . . . . . 101
Figure 7.11 Environnement de test de l’approche de de´libe´ration . . . . . . . . . . 103
Figure 7.12 Trajectoire de la plate-forme mobile controˆle´e par le module semi-
autonome a` l’inte´rieur de la carte d’occupation. . . . . . . . . . . . . 104
Figure 7.13 Trajectoire de la plate-forme mobile controˆle´e par le pilote seul. . . . 105
Figure 7.14 Trajectoire de la plate-forme mobile controˆle´e par les deux agents. . . 106
Figure 7.15 Diffe´rentes composantes de l’aptitude du pilote . . . . . . . . . . . . 107
Figure 7.16 Signaux de controˆle pendant le test de validation . . . . . . . . . . . 108
Figure 8.1 Photos de l’environnement expe´rimental . . . . . . . . . . . . . . . . 112
Figure 8.2 Vue de la plate-forme expe´rimentale . . . . . . . . . . . . . . . . . . . 113
Figure 8.3 Carte de l’environnement expe´rimental re´alise´ a` l’aide de la me´thode
localisation et de navigation simultane´e . . . . . . . . . . . . . . . . . 114
Figure 8.4 Vues de´taille´es aux points de passages G et H . . . . . . . . . . . . . 115
Figure 8.5 Exemple d’exe´cution du parcours . . . . . . . . . . . . . . . . . . . . 118
Figure 8.6 Histogrammes des signaux de controˆle du pilote I . . . . . . . . . . . 123
Figure 8.7 Histogrammes des signaux de controˆle du pilote II . . . . . . . . . . . 124
Figure 8.8 Histogrammes des signaux de controˆle du pilote III . . . . . . . . . . 125
Figure 8.9 Histogrammes des signaux de controˆle du pilote IV . . . . . . . . . . 126
Figure .1 Exemple de de´viation cause´e par l’application des me´thodes de CPA 151
Figure .2 Exemple d’e´chec de l’application de la me´thode de CPA en pre´sence
de dangers de Sh . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
Figure .3 Exemple d’impasse avec la me´thode de CPA . . . . . . . . . . . . . . 153
Figure .1 Trois repre´sentations diffe´rentes de Γ avec le meˆme nombre de transitions157
Figure .2 Diagramme de transitions . . . . . . . . . . . . . . . . . . . . . . . . 158
Figure .1 Architecture de collaboration pour la navigation . . . . . . . . . . . . 160
Figure .2 Ge´ne´ration de trajectoires . . . . . . . . . . . . . . . . . . . . . . . . 161
Figure .3 Diagramme de controˆle. . . . . . . . . . . . . . . . . . . . . . . . . . 162
xix
LISTE DES ANNEXES
1- Revue de la litte´rature sur la the´orie ge´ne´rale des jeux . . . . . . . . . . . . . . . . 140
2- Analyse des proble`mes de controˆle avec les me´thodes de champs potentiels artificiels 150
3- Modulation de la distance de se´curite´ minimale . . . . . . . . . . . . . . . . . . . . 154
4- De´tails de calculs de l’entropie comportementale . . . . . . . . . . . . . . . . . . . 157
5- Architecture robotique pour la navigation collaborative . . . . . . . . . . . . . . . 159
xx
Liste des sigles et abre´viations
α Aptitude du pilote humain
αL Seuil normalise´ pour conside´rer qu’un secteur est occupe´
CPA Champs Potentiels Artificiels
C Espace de configuration
D0 La distance de se´curite´ minimale
EMi L’e´tat i du mouvement
f(X(n), U) Fonction repre´sentant la dynamique de la plate-forme
F La force re´sultante totale applique´e sur une particule e´voluant
dans un CPA
FA La force attractive applique´e sur une particule e´voluant
dans un CPA
Fi(Q) La force re´pulsive d’un danger situe´ a` Qi sur une particule situe´e
a` Q
FR Re´sultante des forces re´pulsives applique´es sur une particule
e´voluant dans un CPA
G Origine du re´fe´rentiel mobile
k E´tape dans un jeu se´quentiel
KE Le facteur d’e´chelle permettant d’harmoniser les intensite´s
des forces re´pulsives et attractives
KI Le facteur d’influence dans la de´termination de KR(Qi)
KR(Qi) Ponde´ration directionnelle de Fi(Q)
I Exemplaire d’une base de donne´es
IA Exemplaire repre´sentant un arc de re´flexe me´canique
n Repre´sentation d’une instance de temps e´chantillonne´
NA Nombre d’arcs re´flexes me´caniques
NC Nombre de classes de´couvertes
ND Nombre de dangers de´tecte´s par le syste`me exte´roceptif
NE Nombre maximal d’e´tats du mouvement
NI Nombre d’exemplaires dans une base de donne´es
O Origine du re´fe´rentiel fixe
Obi Obstacle i
ω(n) Vitesse de rotation de la plate-forme a` l’instant n
PI Potentiel d’un exemplaire par la me´thode de Chui
xxi
Pr(x) Probabilite´ d’une variable ale´atoire dont la valeur est x
φ E´cart angulaire entre les vecteurs direction du mouvement et
de l’oppose´ de la force re´pulsive
Q La pose de la plate-forme exprime´e dans le re´fe´rentiel fixe
QG La pose cible a` atteindre
Qi La pose d’un danger quelconque i
θ Orientation de la plate-forme mesure´e par rapport au re´fe´rentiel fixe
∇ Symbole du gradient
S Ensemble des dangers dans l’entourage imme´diat de la plate-forme
Sm Ensemble des dangers perceptibles par le syste`me
exte´rioceptif du MSAN
Sh Ensemble des dangers perceptibles par le syste`me visuel du PH
Shm Ensemble des dangers perceptibles par les syste`mes sensoriels
du PH et du MSAN
u Axe u dans le re´fe´rentiel mobile de l’environnement de navigation
U Signal collaboratif
UISR Unite´ d’Identification et de Se´lection de Re´flexes
Uh Signal de controˆle du pilote humain
Um Signal de controˆle du module de semi-autonome de navigation
Uo Signaux de translation et de rotation observe´s sur la plate-forme
v Axe v dans le re´fe´rentiel mobile de l’environnement de navigation
v(n) Vitesse de translation de la plate-forme a` l’instant n
W Environnement de navigation
x Axe x dans le re´fe´rentiel fixe de l’environnement de navigation
X Configuration de la plate-forme dans le re´fe´rentiel fixe
dont l’origine est G
y Axe y dans le re´fe´rentiel fixe de l’environnement de navigation
1CHAPITRE 1
INTRODUCTION
1.1 Controˆle partage´ d’une plate-forme mobile : application a` un fauteuil rou-
lant motorise´
Certaines plates-formes robotiques sont dote´es de modules ayant la capacite´ de prendre
des de´cisions et de re´agir convenablement a` leur environnement avec une supervision mi-
nimale d’un ope´rateur humain. Ces modules sont de´signe´s par modules autonomes. Malgre´
les progre`s technologiques re´cents notamment en intelligence artificielle et en automatisme,
les modules autonomes sont loin de remplacer comple`tement l’humain. Cependant, il est
raisonnable de penser que l’humain et le module autonome posse`dent des forces et des fai-
blesses comple´mentaires. En effet, il est couramment admis que les modules autonomes sont
beaucoup plus rapides et plus pre´cis dans le traitement des donne´es (Taylor, 2006). De son
coˆte´, l’humain est performant dans la gestion d’informations complexes reque´rant une prise
de de´cision rapide. En proce´dant de manie`re a` ce que l’humain et les modules autonomes
cohabitent sur la meˆme plate-forme robotique, il serait possible de tirer avantage de la mise
en commun de leurs forces comple´mentaires. Toutefois, la pre´sence de l’humain et son inter-
vention sur les de´cisions prises par les modules autonomes posent alors le proble`me complexe
de partage de controˆle de la plate-forme robotique sur laquelle les deux entite´s cohabitent.
Plusieurs exemples de controˆle partage´ entre un humain et un module autonome ont e´te´ rap-
porte´s dans les litte´ratures me´dicale, militaire, automobile et e´conomique. Dans le domaine
me´dical, des efforts sont de´ploye´s afin de re´duire les risques d’erreurs humaines. En particulier
en chirurgie, une nouvelle ge´ne´ration d’instruments chirurgicaux dits intelligents a e´te´ mise
au point dans le but d’aider le chirurgien dans l’exe´cution de gestes me´dicaux de´licats (abla-
tion de tumeurs cance´reuses, remplacement de genoux, remplacement de la hanche, etc.).
Dans un aperc¸u bibliographique paru en 2006, les auteurs (Taylor, 2006) dressent une liste
des raisons fondamentales qui ont conduit a` la mise au point de ces plates-formes robotiques
apre`s avoir examine´ les causes relie´es aux erreurs humaines en chirurgie. Cette liste faisait
ressortir des aspects importants : (i) l’exactitude et la rapidite´ d’exe´cution de mouvement
par un instrument intelligent ; (ii) la susceptibilite´ a` la fatigue et le manque de concentration
momentane´ du chirurgien. Les auteurs (Taylor, 2006) sont alors arrive´s a` la conclusion que
l’inte´gration des avantages des plates-formes robotiques chirurgicales tels que la pre´cision et
la rapidite´ dans l’exe´cution des manoeuvres, l’absence de fatigue et la capacite´ d’inte´grer plu-
2sieurs sources d’information permettrait de re´duire les risques d’erreurs me´dicales. Plusieurs
plates-formes robotiques chirurgicales sont en cours d’expe´rimentation ou meˆme d’utilisation
routinie`re dans divers hoˆpitaux universitaires.
Dans le domaine militaire, des ve´hicules ae´riens non habite´s sont utilise´s pour des mis-
sions de reconnaissance ou de combat. Bien que ces ve´hicules soient e´quipe´s de modules
autonomes de navigation, ils requie`rent la collaboration e´troite d’un coordinateur au sol afin
d’atteindre convenablement les objectifs de mission. Ce type d’application demande un par-
tage du controˆle du ve´hicule ae´rien. Une autre application connexe concerne la coordination
d’un groupe d’avions non habite´s a` partir d’une base ae´rienne au sol. S’il est difficile de
codiriger un avion non habite´, il est encore plus difficile d’en coordonner plusieurs.
La conduite automobile est un domaine dans lequel on voit apparaˆıtre des concepts d’as-
sistance active a` la navigation, sous la forme de modules dont le but est d’identifier une condi-
tion de risque de se´curite´ et d’aider le conducteur humain a` corriger la situation. Il existe par
exemple des modules d’e´vitement de collision en avant et en arrie`re du ve´hicule qui de´tectent
toute proximite´ dangereuse d’objets et re´gulent la vitesse du ve´hicule en conse´quence. Il y
a e´galement des modules spe´cialise´s dans la de´tection de l’e´tat de fatigue du conducteur
humain.
Le domaine e´conomique n’e´chappe pas non plus au proble`me de controˆle partage´. En effet,
depuis les travaux de Von Neumann (Neumann et Morgenstern, 1944) sur la the´orie des jeux
et ceux de John Nash (Nash, 1951), il y a une forte tendance a` exploiter les re´sultats publie´s
dans le domaine afin de re´soudre les proble`mes e´conomiques complexes. Un des grands enjeux
dans ce domaine concerne le controˆle optimal du prix d’un bien. D’autres enjeux comme la
ne´gociation commerciale entre plusieurs compagnies, la re´partition e´quitable de gain entre
plusieurs agents e´conomiques, les strate´gies optimales en situation de monopole, duopole ou
oligopole e´conomiques ont fait l’objet d’application des the´ories associe´es au controˆle partage´.
L’autre application ponctuelle du controˆle collaboratif a` laquelle s’inte´resse le pre´sent
travail concerne le pilotage d’un fauteuil roulant motorise´. Cette application pre´sente des
spe´cificite´s concernant le pilote humain, le milieu et les taˆches a` accomplir.
– Le pilote n’est pas un expert dans l’exe´cution des manoeuvres de de´placement contrai-
rement au chirurgien qui maˆıtrise son outil de travail ;
– Les faculte´s perceptuelles et motrices du pilote sont limite´es et variables au cours du
temps ;
– Le pilote utilise la majorite´ du temps son fauteuil roulant dans un environnement de
navigation inte´rieure, contraignant et variable. En effet, l’espace disponible pour le
de´placement du fauteuil est tre`s limite´ et parseme´ de dangers (par exemple la pre´sence
des meubles). La position de ces meubles est variable dans le temps et des obstacles
3mouvants (animaux domestiques, aidants naturels, etc.) peuvent eˆtre aussi pre´sents
dans l’environnement de navigation ;
– Les taˆches de navigation a` accomplir par le pilote sont ge´ne´ralement routinie`res. En ef-
fet, elles sont gouverne´es par le temps, les habitudes de vie et les besoins the´rapeutiques.
Il y a donc un caracte`re pre´visible dans l’exe´cution de ces taˆches. Le manque d’expertise
dans l’exe´cution des manoeuvres de pilotage dans un espace restreint et le caracte`re
re´pe´titif de ces manoeuvres sont des contextes d’application du controˆle partage´.
Concevoir un module d’assistance intelligent de fauteuil roulant motorise´ requiert une me´thode
de design dans laquelle les signaux de controˆle du pilote sont inte´gre´s. La mise au point et
la preuve de concept d’une telle me´thode font partie inte´grante du travail pre´sente´ dans ce
document. Nous utilisons de nouvelles approches inspire´es de la the´orie ge´ne´rale des jeux.
Le reste de ce chapitre est organise´ en quatre sections. La premie`re section pre´sente les
de´finitions ge´ne´rales et les concepts de base utilise´s dans les autres chapitres. La proble´matique
faisant l’objet de notre e´tude est formule´e dans la seconde section, tandis que les objectifs de
recherche et le plan de la dissertation de the`se sont aborde´s respectivement dans les troisie`me
et quatrie`me sections.
1.2 De´finitions et concepts de base
1.2.1 Plate-forme mobile
Une plate-forme mobile (PM) est un corps rigide dote´ d’actionneurs lui permettant de
se de´placer dans un environnement de navigation. Ainsi, sa cine´matique et sa dynamique
sont re´gies par les lois de la physique des corps rigides. Nous nous inte´ressons spe´cifiquement
aux plates-formes mobiles e´lectriques a` propulsion diffe´rentielle et posse´dant une contrainte
non-holonomique (Astolfi, 1999).
1.2.2 Repre´sentation de l’environnement de navigation
Un environnement de navigation (W ) est un espace euclidien, conside´re´ dans ce travail
comme e´tant a` deux dimensions. Sur la figure 1.1 sont repre´sente´s une plate-forme mo-
bile e´voluant dans cet environnement et deux dangers nomme´s Ob1 et Ob2. Les capteurs
exte´roceptifs ne sont pas repre´sente´s sur la plate-forme afin d’alle´ger la figure.
Re´fe´rentiels de fixe et mobile
Sur la figure 1.1, deux re´fe´rentiels sont utilise´s pour de´crire l’e´volution cine´matique de
PM dans W . Le re´fe´rentiel fixe dont l’origine est de´signe´e par O, est repre´sente´ par les axes
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x et y. Sur la plate-forme mobile est attache´ un second re´fe´rentiel dont l’origine G est le point
de giration entre les axes principaux des deux actionneurs est repre´sente´ par les axes u et v.
Espace de configuration d’une plate-forme mobile
Une configuration X(k) est la spe´cification a` l’e´tape k, de la position [x(k), y(k)]′ du
centre de giration G et de l’orientation θ(k) (angle entre les axes x et u). Ainsi, l’espace
de configuration de PM est l’ensemble des configurations possibles de PM dans W . Cet
espace est de´signe´ par C. Cette notion d’espace de configuration est tre`s utile parce que la
plupart des plates-formes mobiles utilise´es en pratique posse`dent au moins une contrainte
non-holonomique.
1.2.3 Danger et espace d’e´ve´ne`nements dangereux
Lors d’une taˆche de navigation, la pre´sence d’obstacles constitue des dangers. Nous
de´signons par obstacle, une re´gion de C que la plate-forme mobile ne peut acce´der sans
entrer en contact avec un corps physique qui s’y trouve. Ce contact peut e´ventuellement
entraˆıner des dommages a` la plate-forme ou au pilote humain, pre´sent sur la plate-forme
(par exemple : usager a` bord d’un fauteuil roulant motorise´). Les dangers de´tectables par le
syste`me sensoriel du pilote humain font partie de l’ensemble des e´ve´nements dangereux Seh.
De fac¸on similaire, ceux qui sont de´tectables par les capteurs exte´roceptifs de PM constituent
l’ensemble Sem.
51.2.4 Module semi-autonome de navigation
Un module semi-autonome de navigation est un programme informatique dote´ d’un
syste`me de capteurs exte´roceptifs lui permettant de controˆler les actionneurs d’une plate-
forme mobile de fac¸on a` e´viter les dangers potentiels dans l’environnement. Il re´agit locale-
ment a` son environnement et ne posse`de pas de connaissances globales de navigation telles
que le plan des lieux et les endroits ou` se trouvent les points d’inte´reˆts du pilote. Les points
d’inte´reˆts re´fe`rent aux configurations spe´cifiques dans W que le pilote humain pourrait y
conduire la plate-forme mobile.
1.2.5 Agent de controˆle
Un agent de controˆle est une entite´ physique ou virtuelle capable :
– de percevoir les obstacles par l’entremise de son syste`me perceptuel propre ;
– d’utiliser une plate-forme mobile pour interagir avec l’environnement physique dans
lequel se trouve ladite plate-forme.
Deux agents sont directement implique´s dans notre e´tude : le pilote humain et le module
semi-autonome de navigation.
1.2.6 Signal de controˆle
Un signal de controˆle est une commande e´mise par un agent de controˆle afin d’induire
un de´placement d’une plate-forme mobile. Le signal de controˆle du pilote humain a` l’instant
n est de´signe´ par Uh(n), n = 0, 1, 2, .... De fac¸on simulaire, celui du module semi-autonome
sont repre´sente´s par Um(n), n = 0, 1, 2, .... Le signal de controˆle re´sultant de la collaboration
est repre´sente´ par U(n), n = 0, 1, 2, ....
61.3 E´nonce´ de la proble´matique
1.3.1 Proble´matique ge´ne´rale
Nous conside´rons le cas ge´ne´ral dans lequel un pilote ge´ne`re des signaux de controˆle discret
afin de commander une plate-forme mobile dans un environnement de navigation. Sur la meˆme
plate-forme mobile se trouve un module semi-autonome de navigation qui collabore avec le
pilote de manie`re a` e´viter les e´ve`nements dangereux de´tectables. Le pilote humain utilise
son syste`me visuel pour percevoir des dangers appartenant a` Seh et re´agir en conse´quence.
Cependant, sa re´action peut s’ave´rer inapproprie´e et entraˆıner des collisions dangereuses.
Une re´action inapproprie´e du pilote humain pourrait eˆtre le re´sultat des facteurs comme
l’inattention, la fatigue et les limites de son syste`me visuel.
Le module semi-autonome de navigation utilise des capteurs exte´roceptifs pour percevoir
les dangers appartenant a` l’ensemble Sem. Ces capteurs posse`dent ine´vitablement de limita-
tions et ne peuvent donc ne pas percevoir tous les dangers dans l’entourage imme´diat de la
plate-forme. Parmi les limitations couramment rencontre´es figurent le bruit des mesures de
proximite´, la nature et la ge´ome´trie de certains dangers qui rendent difficile leurs de´tections
et les zones autour de la plate-forme qui sont non couvertes par les capteurs.
Figure 1.2 Diagramme d’e´ve`nements dangereux autour de la plate-forme
E´tant donne´ que ces deux syste`mes de perception sont diffe´rents, plusieurs situations
peuvent survenir dans lesquelles (voir figure 1.2) :
– un danger est uniquement perceptible par le module semi-autonome ; nous de´signons
par Sm, l’ensemble de ces e´ve´nements ;
– un danger est uniquement perceptible par le pilote humain ; nous de´signons par Sh,
l’ensemble de ces e´ve´nements ;
– un danger est perceptible par les deux agents ; nous de´signons par Shm, l’ensemble de
ces e´ve´nements ;
– un danger n’est perceptible ni par le pilote humain, ni par le module semi-autonome
de navigation ; nous de´signons par S, l’ensemble de ces e´ve´nements.
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parmi un ensemble de signaux admissibles. En conside´rant que les agents collaborent afin
d’e´viter un e´ve`nement dangereux et que chacun d’eux posse`de a` la fois son propre syste`me
de perception de danger et son propre me´canisme de se´lection de signaux de controˆle, com-
ment concevoir un signal de controˆle collaboratif applicable a` la plate-forme mobile de fac¸on
a` e´viter cet e´ve´nement. Par ailleurs, la se´lection du signal de controˆle du pilote humain pour-
rait eˆtre affecte´e par des facteurs re´duisant sa capacite´ a` re´agir convenablement au danger
appartenant a` Shm. Dans ces conditions, comment re´duire les conse´quences potentielles dues
a` la de´gradation de l’aptitude du pilote humain a` e´viter ade´quatement ce genre d’e´ve`nement
dangereux ?
1.3.2 Proble´matiques spe´cifiques
En conside´rant que lorsqu’un e´ve`nement dangereux appartient a` S, il est impossible de
l’e´viter, le proble`me ge´ne´ral de controˆle collaboratif consiste a` trouver une me´thode per-
mettant de ge´ne´rer a` chaque instant n, le signal de controˆle collaboratif U(n) en fonction
de l’aptitude du pilote. U(n) doit permettre d’e´viter tout danger de´tectable par le syste`me
exte´roceptif du module semi-autonome.
1.4 Objectifs de recherche
En ayant acce`s seulement au signal de controˆle du pilote humain et aux informations
sensorielles des capteurs exte´roceptifs et en conside´rant que le module semi-autonome de
navigation collabore avec le pilote humain, l’objectif principal de la recherche est de proposer
une me´thode collaborative d’e´vitement de dangers en fonction de l’aptitude du pilote et qui
re´pond aux exigences suivantes e´nume´re´es dans le tableau 1.1.
Tableau 1.1 Exigences du controˆle collaboratif
E´ve`nements dangereux Priorite´ de controˆle
1 Sm Priorite´ au module semi-autonome
2 Sh Priorite´ au pilote
3 Shm De´libe´ration
1.5 Plan de la the`se
Le reste du document de the`se est organise´ en huit chapitres. Afin de connaˆıtre l’e´tat de
la recherche sur le controˆle partage´ en ge´ne´ral et sur le controˆle collaboratif entre un pilote
8de fauteuil roulant et un module semi-autonome en particulier, une revue bibliographique est
pre´sente´e dans le chapitre 2.
Le controˆle d’une plate-forme mobile par un pilote humain dans un environnement res-
treint comporte ge´ne´ralement des ope´rations de navigation re´pe´titives. Le pilote a tendance
a` re´agir de manie`re similaire dans des contextes de dangers semblables. C’est pourquoi une
me´thode permettant de trouver des associations de contextes de dangers et de signaux de
controˆle du pilote qui sont similaires est pre´sente´e dans le chapitre 3. Dans le chapitre 4, une
e´tude expe´rimentale de la me´thode d’identification de ces associations est pre´sente´e.
Le module semi-autonome est l’une des composantes essentielles au controˆle collaboratif.
C’est pourquoi dans le chapitre 5, nous pre´sentons le design de´taille´ de ce module base´ sur une
version modifie´e de l’approche des champs potentiels artificiels. La modification introduite
vise a` re´duire les effets ne´gatifs ge´ne´ralement associe´s a` l’approche des champs potentiels
artificiels (oscillations du mouvement en environnement contraint, changement brusque de
direction de mouvement, etc.). Par ailleurs, dans le design de ce module, les arcs re´flexes
me´caniques sont utilise´s afin de diminuer les effets dus au proble`me de minimum local. Le
module semi-autonome permettant l’intervention du pilote humain dans son processus de
controˆle est valide´ a` travers a` travers plusieurs expe´riences en laboratoire dont les re´sultats
sont discute´s dans le chapitre 6.
Le design du module semi-autonome permet de de´velopper une approche de controˆle
collaboratif impliquant les signaux de controˆle du pilote. Dans le chapitre 7, nous pre´sentons
d’abord une approche d’estimation de l’aptitude du pilote en temps-re´el. Elle est base´e sur la
the´orie de l’entropie de Shannon (Shannon, 1948). Ensuite, cette estimation est utilise´e dans
un algorithme de´libe´ratif respectant les objectifs de controˆle collaboratif de cette the`se.
Le chapitre 8 est consacre´ aux expe´riences de validation d’ensemble et a` une e´tude com-
parative impliquant plusieurs pilotes humains. Cette validation concerne tous les concepts
pre´sente´s dans cette the`se.
Enfin, un survol des concepts pre´sente´s, une liste de contributions originales et des sug-
gestions d’ame´liorations futures sont pre´sente´s dans le dernier chapitre.
9CHAPITRE 2
REVUE DE LITTE´RATURE
2.1 Introduction
Le controˆle partage´ est utilise´ dans plusieurs domaines : l’e´conomie, la me´decine, la robo-
tique, l’aviation, la conduite automobile, etc. La pre´sente revue bibliographie est organise´e en
trois sections. Dans la section 2, une revue des the´ories qui ont e´te´ propose´es est pre´sente´e.
Pour une revue plus de´taille´e, veuillez consulter l’annexe 1. Les aides techniques a` la mo-
bilite´ constituent un champ d’applications pouvant exploiter les re´sultats pre´sente´s dans ce
document. La section 3 y est consacre´e. Enfin dans la section 4, nous pre´sentons une mise en
lumie`re des principales limitations des travaux pre´sente´s dans la litte´rature.
2.2 Fondements de la the´orie des jeux du controˆle partage´ et domaines d’appli-
cation
Le proble`me de controˆle partage´ entre dans la cate´gorie plus ge´ne´rale des proble`mes
de de´cisions strate´giques impliquant plusieurs agents. Un agent est un humain ou un mo-
dule semi-autonome de controˆle capable de prendre des de´cisions. Le premier formalisme
mathe´matique rigoureux permettant de re´soudre les proble`mes de de´cision strate´gique im-
pliquant plus d’un agent remonte a` 1928. Par la suite, Von Neumann a publie´ l’ouvrage
fondamental sur la the´orie de jeu (Neumann et Morgenstern, 1944). Il a e´galement propose´
deux grandes classes de jeux : jeu non collaboratif et jeu collaboratif.
La the´orie du jeu non collaboratif s’inte´resse aux situations dans lesquelles les agents ne
sont pas autorise´s a` former de coalitions en vue d’augmenter leurs gains respectifs. Un re´sultat
fondamental qui a e´te´ propose´ par Nash en 1951 (Nash, 1951) concerne la notion de solution
globale ou de point d’e´quilibre strate´gique dans les jeux non collaboratifs. En utilisant le
the´ore`me de point fixe de Brouwer, Nash a prouve´ qu’il existe un point d’e´quilibre pour un
jeu bien de´fini. Ce point d’e´quilibre, appele´ e´quilibre de Nash est de´fini de telle sorte qu’aucune
de´viation unilate´rale de strate´gies d’un agent par rapport a` ce point, ne lui procure plus de
gain (Luce et Howard, 1989).
Il existe des syste`mes diffe´rentiels line´aires de´crivant la dynamique d’une plate-forme robo-
tique. Si ces syste`mes sont affecte´s par des bruits gaussiens, alors ils sont de´signe´s par syste`mes
line´aires gaussiens. Lorsqu’un controˆle optimal est requis pour les asservir, une fonction de
couˆt cumulative dont les termes sont quadratiques est de´finie. L’utilisation des fonctions
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de couˆts quadratiques et des syste`mes line´aires donne lieu a` une classe de syste`mes nomme´s
syste`mes line´aires quadratiques et gaussiens. Pour cette classe de syste`mes, lorsque le controˆle
implique plusieurs agents, il a e´te´ de´montre´ qu’il existe une solution unique (Papavassilopou-
los, 1981). Ce re´sultat est base´ sur le the´ore`me d’e´quilibre de Nash et la programmation
dynamique. Par ailleurs, Uchida (Uchida et Shimemura, 1981) a aussi de´montre´ l’existence
d’une solution unique pour les syste`mes line´aires quadratiques et gaussiens lorsque plus de
deux agents sont implique´s. Dans les deux cas, la solution est toujours le point d’e´quilibre de
Nash (Dixon, 2003).
La the´orie du jeu collaboratif s’inte´resse aux situations dans lesquelles les agents ont le
droit de communiquer entre eux afin de fixer une strate´gie conjointe. Ce faisant, toutes les
combinaisons possibles de strate´gies sont permises. Von Neumann (Neumann et Morgenstern,
1944) a propose´ le concept de fonction caracte´ristique qui, a` chaque combinaison de strate´gies,
associe une valeur de gain. Lorsqu’on conside`re la classe des proble`mes de jeux collaboratifs
sans transfert de gain, la me´thode de ne´gociation de Nash appele´e Nash bargaining est la
plus utilise´e (John F. Nash, 1950). Par ailleurs, la pre´sence d’une hie´rarchie entre des agents
pourrait eˆtre exploite´e pour mieux de´finir les strate´gies en cause. Un agent joue le roˆle de
meneur tandis que les autres agents sont des suiveurs du meneur. Cette forme de jeu a e´te´
propose´e pour la premie`re fois par Stackelberg (Medanic, 1978). Dans le jeu de Stackelberg
impliquant deux agents, le meneur choisit en premier sa strate´gie (un signal de controˆle)
en optimisant sa propre fonction de couˆt. Cette strate´gie est porte´e a` la connaissance du
suiveur qui, de son coˆte´, tentera d’optimiser sa fonction de couˆt en prenant en compte la
strate´gie du meneur. Harmati (Harmati, 2006) a utilise´ le concept de jeu de Stackelberg
dans un contexte de coordination multi-robots pour des applications de poursuite de cible.
Les re´sultats pre´sente´s indiquent que les strate´gies obtenues par cette me´thode donnent des
valeurs de couˆts infe´rieures a` celles obtenues par la me´thode de Nash.
Le concept de guidage virtuel a e´te´ introduit en 1993 par Rosenberg (Rosenberg, 1993).
C’est un syste`me de controˆle installe´ sur une plate-forme robotique et qui est destine´ a` aider
un agent humain a` exe´cuter avec plus de facilite´ des manoeuvres qui autrement seraient
difficiles a` exe´cuter. Par exemple, tracer une droite sur une feuille de papier et a` main leve´e
est plus difficile a` re´aliser que de tracer une droite en s’appuyant sur un support rectiligne
(une re`gle). Dans ce cas, le support rectiligne joue essentiellement un roˆle de guidage.
Les domaines d’application du controˆle partage´ sont nombreux. Les plates-formes robo-
tiques sont utilise´es dans le domaine me´dical notamment dans les ope´rations chirurgicales. Ces
plates-formes posse`dent les avantages tels que la pre´cision dans l’exe´cution des mouvements,
la re´duction des oscillations des outils inte´gre´s et la miniaturisation (ce qui leur permet de
fonction dans un environnement restreint). Cependant, ces plates-formes s’adaptent difficile-
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ment aux impre´vus et sont limite´es dans leurs capacite´s de jugement. Par ailleurs, l’excellent
jugement, la bonne dexte´rite´ et la capacite´ d’inte´grer plusieurs sources d’information font
des qualite´s du chirurgien, un comple´ment ide´al aux plates-formes me´dicales (Taylor, 2006).
Le de´fi re´side dans la mise en commun de ces deux entite´s. Deux tendances de controˆles
robotiques ont e´te´ identifie´es :
– l’approche industrielle : les me´thodes de controˆle robotique de´veloppe´es dans l’industrie
(controˆle PID, controˆle optimal, controˆle robuste, etc.) sont adapte´es aux exigences
me´dicales. Par exemple, un controˆle PID dont les parame`tres sont adapte´s en utilisant
la logique floue a e´te´ propose´ comme me´thode robuste permettant de controˆler un bras
chirurgical spe´cialise´ dans l’ablation de tumeurs cance´reuses du foie (Qinjun et Xueyi,
2006). L’approche de non-collaboration a e´te´ adopte´e pour concevoir ce controˆleur. Le
chirurgien planifie comple`tement toutes les se´quences que la plate-forme robotique doit
exe´cuter et l’assiste dans l’exe´cution des plans.
– l’approche d’inte´gration humain-machine : cette tendance vise une collaboration beau-
coup plus e´troite entre le chirurgien et la plate-forme robotique. Plusieurs me´thodes
ont tente´ d’exploiter cette notion de collaboration. La forme la plus re´pandue utilise
une approche base´e sur le guidage virtuel. Des contraintes de position et de vitesse sont
inte´gre´es dans l’e´laboration de la loi de commande de la plate-forme afin d’e´viter que le
chirurgien n’ope`re sur des zones interdites ou n’exe´cute des mouvements pre´judiciables
pour le patient. Le guidage virtuel re´duit aussi l’amplitude des oscillations ou des
tremblements des mains du chirurgien augmentant ainsi la se´curite´ de l’ope´ration chi-
rurgicale. Le robot chirurgical Acrobot est un exemple re´ussi de l’implantation de cette
approche de controˆle (Taylor, 2006).
Les applications du controˆle partage´ en robotique mobile sont nombreuses : pilotage auto-
mobile, controˆle de fauteuil pour personne handicape´e, gestion de ve´hicules ae´riens, controˆle
de sous-marin et coordination multi-robots.
Dans le domaine du pilotage automobile, deux tendances de controˆle ont e´te´ identifie´es :
– le controˆle partage´ et non collaboratif entre des modules autonomes et le conducteur
du ve´hicule ;
– le controˆle partage´ avec collaboration entre des modules autonomes et le conducteur
du ve´hicule.
Dans la premie`re cate´gorie, le conducteur spe´cifie la destination et les modules auto-
nomes sont entie`rement responsables de planifier une route et d’exe´cuter le plan. Toutefois,
le conducteur a` la possibilite´ d’intervenir lors du de´roulement de la conduite automatique.
Ce concept a e´te´ pre´sente´ par Lan (Lan et Rui, 2003) dans une e´tude dont l’objectif principal
e´tait de savoir comment le module semi-autonome influenc¸ait la perception, les de´cisions et
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le controˆle du conducteur. Pour ce faire, une architecture meneur-suiveur a e´te´ utilise´e : le
premier sce´nario place le conducteur en mode esclave, c’est-a`-dire que c’est le module semi-
autonome qui, connaissant l’objectif de navigation (la destination), e´tablit la planification de
la route et assure son exe´cution. Le roˆle du conducteur humain revient a` assister le module de
navigation dans les prises de´cisions. Dans le second sce´nario, les roˆles sont inverse´s. D’apre`s
son analyse, le conducteur humain, lorsqu’il joue le roˆle de maˆıtre, commet en ge´ne´ral 60%
d’erreurs de perception, 35% d’erreurs de de´cision et 5% d’erreurs de controˆle. La pre´sence de
module semi-autonome de navigation pourrait alors ame´liorer les performances dues a` la per-
ception du conducteur humain. Par ailleurs, le module semi-autonome, dans le roˆle de maˆıtre,
est inefficace lorsqu’il y a des impre´vus qui surgissent pendant l’exe´cution des ope´rations de
conduite a` cause principalement de sa difficulte´ a` prendre de bonnes de´cisions. Malheureuse-
ment pour cette e´tude, aucune information n’est disponible afin de savoir comment le module
semi-autonome a e´te´ conc¸u et inte´gre´ au pilotage.
Dans la seconde cate´gorie, c’est-a`-dire le controˆle partage´ avec collaboration, plusieurs
me´thodes ont e´te´ propose´es. Chacune de ces me´thodes vise un aspect bien pre´cis de la
conduite automobile : changement de voie (Boo et Jung, 2000) , e´vitement de collision en
avant et en arrie`re du ve´hicule (Tricot et al., 2004), alerte quand le conducteur humain est fa-
tigue´ (Bao et al., 2007). Aucune me´thode ne semble s’appliquer a` toutes les situations. Dans
tous les cas, le conducteur humain reste le pilote du ve´hicule et les modules d’assistance
l’aident a` re´duire les risques d’accident en signalant toute anomalie releve´e.
Le controˆle partage´ est aussi utilise´ dans les applications de coordination multi-robots.
Semsar (Semsar et Khorasani, 2007) a pre´sente´ une approche de controˆle optimale base´e la
the´orie des jeux coope´ratifs pour coordonner plusieurs ve´hicules non habite´s. Il a conside´re´
le cas particulier d’un groupe de ve´hicules autonomes dispose´s en anneau. Chaque ve´hicule
posse`de une liaison de communication avec le ve´hicule qui le pre´ce`de et aussi avec le ve´hicule
qu’il suit. Dans un premier temps, il a applique´ la the´orie du controˆle optimal de´centralise´
pour trouver une loi de commande pour l’e´quipe. Et dans un second temps, il a fait usage de
la the´orie de ne´gociation de Nash afin de de´terminer la loi de commande optimale minimisant
toutes les fonctions de couˆt de tous les participants au groupe de ve´hicules. Cet article a eu le
me´rite de proposer deux approches de controˆle collaboratif. Cependant, aucune comparaison
n’a e´te´ fournie afin de pouvoir connaˆıtre les avantages et les inconve´nients de chaque me´thode.
2.3 Aides techniques a` mobile
Le controˆle des fauteuils roulants motorise´s constitue un domaine d’application dans le-
quel le controˆle partage´ est une approche de controˆle inte´ressante. En effet, les usagers (pilotes
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humains) de ces plates-formes ne sont pas des experts dans l’exe´cution des taˆches de naviga-
tion. Ils e´prouvent parfois des difficulte´s a` effectuer certaines manoeuvres dans des espaces
restreints comme le passage de porte, l’e´vitement des coins de murs, etc. Par ailleurs, l’as-
pect routinier des ope´rations de navigation qu’ils effectuent offre la possibilite´ d’avoir une
structure d’information stable (routes suivies, profiles de vitesse et endroits souvent visite´s).
Un module semi-autonome de controˆle peut donc exploiter ce contexte favorable pour aider
un agent humain dans l’exe´cution des manoeuvres de navigation difficiles.
Deux approches de controˆle partage´ des fauteuils roulants motorise´s sont recense´s : cas-
cade et fusion.
2.3.1 Approche cascade du controˆle partage´
L’approche cascade consiste a` interpre´ter les se´quences de signaux de controˆle e´mis par
le pilote humain afin d’en extraire une configuration (position et orientation) de destination.
Une fois cette configuration estime´e, le module semi-autonome est responsable de la planifi-
cation et de l’exe´cution des diffe´rentes manoeuvres permettant a` la plate-forme d’atteindre
la destination tout en e´vitant au passage des dangers. L’effet cascade de´coule de l’aspect
se´quentiel dans le traitement des signaux de controˆle des deux parties implique´es dans le
processus de partage du controˆle. Dans un premier temps, les signaux du pilote sont uti-
lise´s par le module semi-autonome qui, dans un second temps, ge´ne`re les signaux qui sont
re´ellement exe´cute´s par la plate-forme mobile. Le proble`me principal a` re´soudre lorsque cette
approche est utilise´e est d’estimer correctement la destination du pilote humain. Pour une
telle estimation, deux classes de me´thodes ont e´te´ propose´es.
Dans la premie`re classe de me´thodes, le pilote se´lectionne grossie`rement la destination
qu’il aimerait atteindre a` l’aide d’une carte. Il peut e´galement se´lectionner manuellement la
manoeuvre de navigation souhaite´e parmi un ensemble limite´ de manoeuvres pre´alablement
imple´mente´es sur le module semi-autonome. Ces donne´es, ge´ne´ralement entache´es d’incerti-
tudes, sont traite´es par le module semi-autonome afin d’en extraire une manoeuvre ou une
destination candidate. La premie`re ge´ne´ration de fauteuils roulants intelligents a utilise´ cette
approche (Simpson et al., 2002; Simpson et Levine, 1999, 1997; Levine et al., 1999). Des ap-
proches dites de se´lection automatique base´es ge´ne´ralement sur le contexte de navigation et
l’historique des signaux de controˆle ont e´te´ rapporte´es. Ainsi, une me´thode de mode´lisation
de la re´ponse au stimulus (van Kuijk et al., 2009) a e´te´ utilise´e dans (Levine et al., 1994). Elle
consiste a` perturber intentionnellement le signal de controˆle du pilote humain et a` mode´liser
sa re´action en pre´sence de cette perturbation (Levine et al., 1999). Le mode`le obtenu est uti-
lise´ pour se´lectionner une des manoeuvres suivantes : passage de porte, suivi de mur et suivi
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de deux murs paralle`les (un corridor). Les re´sultats rapporte´s avec cette me´thode sont encou-
rageants. Par exemple, une seule perturbation permet de savoir si le pilote humain utilisant
une manette de controˆle voudrait traverser un local avec ou sans suivi de mur. L’expe´rience a
e´te´ mene´e avec deux personnes. La faiblesse principale de ces me´thodes est le manque de ro-
bustesse et le manque de re´pe´tabilite´ qui sont dus a` la complexite´ de mode´liser correctement
le comportement du pilote afin d’en de´duire raisonnablement la destination ou la manoeuvre
souhaite´e. C’est pourquoi re´cemment, Zeng (Q. Zeng, 2008) a propose´ un syste`me de controˆle
collaboratif simple et peu couˆteux a` re´aliser et qui est base´ sur le concept de guidage vir-
tuel. Au lieu de vouloir absolument mode´liser les signaux du pilote, Zeng e´met l’hypothe`se
qu’il serait plus be´ne´fique pour le module semi-autonome et pour le pilote de laisser tous les
aspects de planification de trajectoires au pilote humain. Le roˆle du module semi-autonome
serait donc celui d’assistance simple. Ce syste`me reprend et ame´liore le concept de guidage
par cibles fiduciaires installe´es dans l’environnement de navigation de la plate-forme, formule´
par Wakaumi (H. Wakaumi et Matsumura, 1992). Avant de commencer une taˆche de na-
vigation, le pilote reproduit sur une carte virtuelle, la trajectoire de´sire´e en tenant compte
e´videmment des dangers pre´sents. Le roˆle du module semi-autonome consiste donc a` guider
le pilote tout au long de la trajectoire pre´assigne´e en tenant compte des signaux de controˆle
e´mis par ce dernier. L’avantage d’un tel syste`me re´side dans sa simplicite´ de conception,
car nul besoin de capteurs exte´roceptifs de proximite´ et surtout de traitement de donne´es
complique´. Il n’est plus ne´cessaire d’estimer la destination ou la manoeuvre souhaite´e par
le pilote. Par contre, l’usage d’une telle approche se limite a` des pilotes ayant toutes leurs
capacite´s de planification de trajectoires et de perception de dangers.
La seconde classe de me´thodes fait appel a` des approches d’estimations probabilistiques
de plans du pilote. Parmi les me´thodes les plus utilise´es figurent les me´thodes baye´siennes
pures et les mode`les de Markov.
En conside´rant que toutes les destinations du pilote sont connues, l’approche baye´sienne
consiste a` estimer la destination la plus probable en fonction de fonctions de distribution de
probabilite´ pre´alablement e´tablies. Ainsi, Demeester a propose´ une mode´lisation probabilis-
tique des se´quences de signaux du pilote en fonction du contexte de navigation, des signaux
de controˆle ante´rieurement e´mis et du mode`le de pre´diction des signaux ulte´rieurs (Demees-
ter et al., 2003). Cette approche a e´te´ reprise et ame´liore´e par Huntemann (A. Huntemann
et al., 2007) et Simpson (Simpson et Levine, 1996). La capacite´ de cette approche a` estimer
correctement la destination du pilote de´pend fortement du mode`le de pre´diction des signaux
de controˆle.
Parmi les me´thodes de mode´lisation base´es sur les chaˆınes de Markov cache´es figurent la
me´thode de processus de de´cision markovien partiellement observable (POMDP) et les pro-
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cessus de de´cision markoviens (MDP). Doshi (Doshi et Roy, 2008) a utilise´ le mode`le POMDP
afin de mode´liser l’interaction entre un pilote et un module semi-autonome de navigation.
Dans son approche, le pilote fournit des commandes vocales dans un environnement sonore
normal (ambiance de re´sidence de personne). En tenant compte des incertitudes de localisa-
tion et d’e´chantillonnage de la voix, le syste`me a e´te´ en mesure de reconnaˆıtre correctement
les commandes contenues dans les phrases prononce´es par le pilote dans la plupart des cas.
Une fois les commandes de navigation reconnues, le module semi-autonome est responsable
de toutes les taˆches de navigation. Par ailleurs, l’auteur a de´montre´ que plus le pilote inter-
agissait avec le syste`me de reconnaissance vocale, mieux e´tait le taux d’exe´cution de bonnes
manoeuvres. L’aspect partage du controˆle de syste`me propose´ vient du fait que l’usager peut
intervenir n’importe quand lors d’exe´cution de manoeuvres pour la modifier ou carre´ment
changer de consigne. Lorsque l’espace de navigation (espace d’e´tat) est grand, cette approche
ne´cessite beaucoup de temps pour rechercher une solution. Afin de pallier ce proble`me, plu-
sieurs auteurs ont sugge´re´ des me´thodes base´es sur la de´composition hie´rarchique des espaces
d’e´tats et d’observations (Tao et al., 2009; Foka et Trahanias, 2007; Hansen et Zhou, 2003).
Toutes les approches markoviennes pre´ce´demment mentionne´es font usage de donne´es en
provenance de l’environnement imme´diat de la plate-forme mobile. Cet environnement est
ge´ne´ralement repre´sente´ par le local dans lequel se trouve la plate-forme. Taha (T. Taha
et Dissanayake, 2007; Taha et al., 2008) a propose´ une extension a` ces mode`les pour tenir
compte de l’estimation d’une destination se trouvant dans un autre local diffe´rent de celui
dans lequel est situe´ la plate-forme. Son approche vise a` amener l’usager a` s’occuper de la
planification globale, tandis que le module semi-autonome s’occupe de la planification et de
l’exe´cution de manoeuvres locales. Cependant, la me´thode propose´e souffre e´galement des
meˆmes limitations qu’ont les pre´ce´dentes me´thodes. Aucune e´vidence re´elle des avantages
d’une telle approche par rapport aux approches markoviennes locales n’a e´te´ de´montre´e.
2.3.2 Approche fusion du controˆle partage´
L’approche fusion tente de trouver une loi de commande qui combinerait les signaux de
controˆle du pilote humain et du module semi-autonome lors de l’exe´cution d’une taˆche de
navigation locale. Aucun mode`le de pre´diction a` court ou a` moyen terme n’est requis. E´tant
donne´ la configuration courante de la plate-forme et le contexte de dangers entourant celle-
ci, le pilote humain et le module semi-autonome proposent individuellement un signal de
controˆle. Le principal proble`me a` re´soudre avec l’approche fusion du controˆle partage´ est de
trouver une loi de commande permettant de combiner les deux types de signaux de controˆle
de fac¸on a` ce que l’application du signal re´sultant (signal fusionne´) entraˆıne le moins possible,
la plate-forme dans une situation dangereuse. Ce faisant, il faudrait e´viter des situations dans
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lesquelles les deux types de signaux ont des effets contraires sur le de´placement de la plate-
forme. En effet, l’on pourrait imaginer que devant un danger (par exemple un obstacle), le
module semi-autonome propose un contournement par la droite alors que visiblement, le pilote
pre´fe`re effectuer la meˆme manoeuvre du coˆte´ gauche. C’est une approche dite re´active en
opposition a` l’approche cascade qui doit planifier a` court ou moyen terme les manoeuvres de la
plate-forme mobile. Parikh (Parikh et al., 2004) a propose´ un sche´ma d’attribution de priorite´
a` chacun des deux agents (pilote ou module semi-autonome) en fonction du risque de collision
de la plate-forme. Le module semi-autonome est construit en utilisant une me´thode de champs
potentiels artificiels pour l’e´vitement d’obstacles (Latombe, 1993). Toutefois, en pre´sence d’un
danger, le signal de controˆle re´sultant est une projection orthogonale du signal de controˆle
du pilote sur l’axe perpendiculaire au gradient descendant du champ potentiel artificiel.
Compte tenu du fait que la direction du signal de controˆle du pilote n’est pas conside´re´e au
moment de ge´ne´rer le vecteur directeur, il peut arriver des cas ou` le signal re´sultant conduit
la plate-forme dans une direction oppose´e a` celle du pilote. Ce qui n’est pas ne´cessairement
souhaitable. Re´cemment, Urdiales (Urdiales et al., 2007) a e´galement utilise´ la me´thode de
champs potentiels artificiels pour baˆtir un module semi-autonome dans une application de
controˆle collaboratif de fauteuil roulant motorise´ impliquant un pilote humain. Ce module
comprend e´galement trois manoeuvres : suivi de mur, passage de porte et de´placement dans un
corridor. Le signal de controˆle re´sultant est une somme ponde´re´e des signaux de chaque agent.
Les poids sont de´termine´s d’apre`s un crite`re d’efficacite´ tenant principalement compte de la
proximite´ des obstacles. Aucun me´canisme de se´lection de manoeuvres n’a e´te´ pre´sente´, ce qui
suppose qu’elle se fait manuellement. Par ailleurs, le fait de ne pas prendre en conside´ration le
signal du pilote lors de l’e´laboration du signal du module semi-autonome fait en sorte que le
pilote humain a parfois l’impression que l’apport du module semi-autonome est inefficace. Afin
d’e´valuer cette inefficacite´, les auteurs ont de´fini un crite`re de de´saccord comme e´tant l’angle
entre les vecteurs repre´sentant les deux signaux de controˆle. Une version adaptative du meˆme
syste`me a e´te´ par la suite propose´e afin de pallier cette insuffisance (Urdiales et al., 2009).
La me´thode de raisonnement par cas (CBR) est l’approche d’adaptation utilise´e (Aamodt
et Plaza, 1994). Les re´sultats pre´liminaires indiquent une ame´lioration, cependant aucune
comparaison tangible n’est fournie.
Dans l’optique d’inte´grer la capacite´ du pilote humain a` manoeuvrer un fauteuil rou-
lant motorise´ dans la conception du module semi-autonome, Fernandez (Fernandez-Carmona
et al., 2009) a utilise´ des signaux biome´triques dans le syste`me collaboratif propose´ par Ur-
diales et dont nous avions fait mention ci-dessus. Ces signaux biome´triques sont se´lectionne´s
de fac¸on a` quantifier le niveau d’anxie´te´ du pilote pendant l’exe´cution des manoeuvres. E´tant
donne´ que le signal de collaboration est une somme ponde´re´e des signaux des agents, le poids
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du signal du pilote est inversement proportionnel au niveau d’anxie´te´ estime´e. La faisabilite´
d’une telle approche a e´te´ de´montre´e avec des sujets sains, cependant l’impact re´el de la prise
en compte de l’e´tat d’anxie´te´ par l’interme´diaire de mesures biome´triques n’a pas e´te´ prouve´.
2.4 Limitation des diffe´rentes approches
La revue bibliographique pre´sente´e dans la section pre´ce´dente comporte certaines limita-
tions lorsqu’il s’agit de controˆle partage´ impliquant un humain. Nous analysons ces limitations
en tenant compte des principes fondamentaux des proble`mes de de´cision. Par ailleurs, e´tant
donne´ que les aides techniques a` la mobilite´ constituent un champ d’application inte´ressant,
nous analysons e´galement les limitations des approches qui y ont e´te´ mentionne´es.
La the´orie fondamentale sur les proble`mes de de´cision conside`re que les agents sont ra-
tionnels et que les fonctions de gain (ou inversement les fonctions de couˆt) sont comple`tement
de´finies. Ces deux hypothe`ses sont ve´rifiables quand les agents ne sont pas des eˆtres humains.
Lorsqu’au moins un des agents est un humain, ces hypothe`ses sont en ge´ne´ral difficiles a`
ve´rifier pour les raisons suivantes :
– la complexite´ du processus cognitif qui soutend les prises de de´cision chez l’humain
n’est pas simple a` mode´liser (DJ Barraclough et Lee, 2004) ;
– dans les applications ou` la dynamique des interactions entre les agents varie dans dans le
temps, il est difficile de s’assurer que l’agent humain est toujours rationnel (Walton ME
et MF., 2004) ;
– la complexite´ des interactions avec l’environnement et la difficulte´ de mode´liser le pro-
cessus de de´cision chez l’humain font en sorte qu’une description formelle des interac-
tions entre lui et son environnement est non triviale a` obtenir.
L’analyse du formalisme de guidage virtuel de Rosenberg nous re´ve`le qu’il inhibe toute
initiative de´cisionnelle propre au module semi-autonome de la plate-forme robotique. C’est
donc l’agent humain qui de´cide et exe´cute les taˆches avec l’aide du module semi-autonome.
Cette limite vaut e´galement pour les plates-formes robotiques chirurgicales. Par contre, un
pilote humain d’une aide technique a` la mobilite´ a besoin plus que d’une fonctionnalite´ de
guidage. En effet, e´tant non expert du pilotage, un apport substantiel et actif du module
semi-autonome l’aiderait a` surmonter ses difficulte´s d’exe´cution de certaines manoeuvres
difficiles.
Lorsque nous examinons l’e´tat de la recherche concernant le controˆle partage´ des aides
techniques a` la mobilite´, nous constatons qu’aucune me´thode prenant en comptes toutes les
situations de dangers dans un environnement de navigation n’est pre´sente´e. Dans le cas de
l’approche cascade du controˆle partage´, la capacite´ d’e´viter tout danger repose uniquement
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sur l’aptitude du syste`me sensoriel de la plate-forme robotique a` de´tecter de tels dangers.
Les contraintes pratiques telles que les contraintes technologiques dues a` la limitation des
capteurs, les contraintes ge´ome´triques dues a` la configuration physique de la plate-forme
ne permettant pas l’installation de ces capteurs partout et les contraintes de couˆt sont au-
tant de raisons faisant en sorte que le syste`me sensoriel ne peut de´tecter tous les dangers.
Lorsque nous conside´rons l’approche fusion du controˆle partage´, il est clair qu’elle he´rite des
meˆmes limitations que celles mentionne´es pour l’approche cascade. Par ailleurs, la plupart
des me´thodes pre´sente´es conside`rent toujours que le pilote est rationnel, ce qui n’est pas
ne´cessairement le cas en pratique. En effet, certaines affections des syste`mes musculosquelet-
tiques et neurologiques (par exemple : la myasthe´nie) induisent chez des personnes atteintes,
une baise d’attention et de motricite´ lors de se´ances de pilote prolonge´es. Dans des situa-
tions pareilles, il est clair qu’une prise en compte de l’aptitude du pilote a` e´viter les dangers
rendrait globalement plus se´curitaire le pilotage de telles plates-formes.
2.5 Conclusion
La proble´matique de controˆle partage´ d’une plate-forme robotique mobile s’inscrit dans
la cate´gorie plus ge´ne´rale de proble`mes de de´cisions strate´giques. La the´orie de jeux constitue
un formalisme ade´quat pour l’e´tude de tels proble`mes. Cependant, les deux hypothe`ses de
base concernant la rationalite´ des agents et la connaissance a priori de toutes les fonctions de
gains ou de couˆts sont difficiles a` ve´rifier lorsqu’un des agents implique´s dans la proble´matique
est un humain. Afin de contourner une partie de ces difficulte´s, plusieurs auteurs ont propose´
des approches dites re´actives (par opposition aux approches avec planification sur plusieurs
e´tapes). L’approche fusion qui fait partie de cette cate´gorie de me´thodes ne prend pas en
conside´ration ni l’aptitude a` l’e´vitement de dangers du pilote humain ni les limitations in-
trinse`ques du syste`me exte´roceptif installe´ sur la plate-forme.
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CHAPITRE 3
CONCEPT D’ARCS RE´FLEXES ME´CANIQUES POUR LA NAVIGATION
3.1 Introduction
Dans le contexte de design d’un syste`me d’assistance a` la navigation, il est important de
savoir ce que le pilote entreprend comme manoeuvre afin de pouvoir l’aider ade´quatement.
Par exemple, un syste`me d’assistance a` l’e´vitement de dangers ne devrait pas empeˆcher un
pilote qui voudrait s’approcher sans entrer en contact avec un danger, de le faire. Au meˆme
moment, ce meˆme syste`me doit eˆtre en mesure d’initier une manoeuvre d’e´vitement du danger
lorsqu’une rencontre est imminente.
Le controˆle d’une plate-forme mobile par un pilote humain dans un environnement res-
treint comporte ge´ne´ralement des ope´rations de navigation re´pe´titives. Le pilote a tendance
a` re´agir de manie`re similaire dans des contextes de dangers semblables. La similarite´ des
re´actions devant des contextes de dangers semblables offre la possibilite´ de constituer des
associations entre les re´actions et les contextes de dangers. Ces associations permettent de
construire une repre´sentation concise de la manie`re dont le pilote conduit la plate-forme
dans l’environnement. Parfois, lorsque les re´actions du pilote sont juge´es dangereuses, il est
inte´ressant de trouver des re´actions de substitut. Les associations re´actions et contextes de
dangers peuvent alors eˆtre mises a` contribution afin de de´terminer la manie`re dont le pilote
aurait duˆ re´agir face au contexte de dangers.
Dans ce chapitre, nous proposons le concept d’arcs re´flexes me´caniques repre´sentant des
associations entre les re´actions du pilote et les contextes de dangers dans la section 2. Nous
montrons comment identifier ces arcs re´flexes me´caniques a` partir des taˆches de navigation
exe´cute´es par le pilote dans la section 3. Dans la section 4, nous proposons un nouvel al-
gorithme efficace de classification ne reque´rant ni la connaissance pre´alable du nombre de
classes, ni la connaissance du nombre d’exemplaires a` classer. L’avantage de cet algorithme
est de permettre une construction e´volutive de la bibliothe`que des arcs re´flexes me´caniques
au fur et a` mesure que le pilote exe´cute des taˆches de navigation. Une validation the´orique
et une e´tude comparative sont pre´sente´es dans la section 5. Nous concluons ce chapitre dans
la section 6.
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3.2 Arcs re´flexes me´caniques
Afin de permettre a` la plate-forme de re´agir rapidement devant une situation donne´e,
par exemple dans un espace tre`s contraint, il est propose´ d’observer dans un premier temps
la fac¸on dont un pilote arrive dans de pareilles situations a` diriger la plate-forme. Dans un
second temps, ces observations sont organise´es de fac¸on a` pouvoir les mettre a` contribution
plus tard lorsque des situations similaires se pre´senteront et que les signaux de controˆle du
pilote ne seront pas se´curitaires.
En l’absence d’interfe´rence sur le controˆle du pilote, si un contexte de dangers l’ame`ne a`
produire des re´actions similaires, alors il est possible d’associer ce contexte et les re´actions
similaires. Cette association a l’avantage de permettre a` la plate-forme de re´agir rapidement
dans un contexte, car aucune ope´ration de calcul longue et complique´e n’est requise. Les
caracte`res de rapidite´, d’association contexte de dangers - re´ponse motrice et de ste´re´otype
sont les meˆmes qui permettent de de´finir un re´flexe biologique (Longtin et Derome, 1986;
Okuno et al., 1996; Freeman, 2007). Nous proposons de de´finir un re´flexe me´canique comme
une re´action de mouvement ste´re´otype´e et imme´diate a` un contexte de dangers. L’association
entre un contexte de dangers et une re´action ste´re´otype´e est appele´e arc re´flexe me´canique.
La figure 3.1 illustre les diffe´rentes composantes d’un arc re´flexe me´canique. Le contexte
de dangers est achemine´ a` une unite´ d’identification et sur la base d’un crite`re de similitude
un re´flexe est associe´.
Figure 3.1 Exemple d’arc re´flexe me´canique
.
21
3.2.1 Table relationnelle simple
Une manie`re de construire l’unite´ d’identification et de se´lection de re´flexes (UISR) serait
de cre´er manuellement une table dans laquelle sont enregistre´s les contextes de dangers et les
re´actions correspondantes. Un exemple typique est repre´sente´ par la table relationnelle 3.1.
Dans cette table, chaque ligne repre´sente un arc re´flexe me´canique. Le concepteur de cette
table a identifie´ NR arcs re´flexes me´caniques en observant, par exemple, un pilote naviguer
seul avec une plate-forme. Oji repre´sente l’observation i (mesure te´le´me´trique) de l’arc re´flexe
j. vj et ωj repre´sentent respectivement les vitesses de translation et de rotation a` acheminer
aux actionneurs lorsque la se´quence d’observations correspondant au re´flexe j, c’est-a`-dire
Oj1, O
j
2, ..., O
j
NO
, aurait e´te´ se´lectionne´e comme e´tant la plus proche d’une se´quence rec¸ue par
cette unite´.
Tableau 3.1 Table relationnelle simple pour contexte de dangers-re´action de mouvement
Re´action de mouvement Contexte de dangers
1 v1, ω1 O
1
1, O
1
2, ..., O
1
NO
2 v2, ω2 O
2
1, O
2
2, ..., O
2
NO
3 v3, ω3 O
3
1, O
3
2, ..., O
3
NO
... ... ...
NR vNR , ωNR O
NR
1 , O
NR
2 , ..., O
NR
NO
La me´thode de la table relationnelle pre´sente les inconve´nients suivants :
– la difficulte´ d’identifier de fac¸on manuelle, les arcs les plus repre´sentatifs des taˆches de
navigation ;
– l’absence de me´canisme permettant de rajouter automatiquement de nouveaux arcs
re´flexes me´caniques. En effet, une fois que les arcs sont identifie´s, la table reste statique
alors que le contexte de navigation peut changer. Ce changement de contexte peut
amener le pilote a` produire des re´actions de mouvement non identifie´es dans la table
statique pre´ce´dente.
Nous proposons donc une approche adaptative de construction de l’UISR qui requiert peu
d’interventions du concepteur et qui est base´e sur les techniques d’agre´gation non supervise´es.
3.2.2 Construction pratique d’une base de donne´es d’arcs re´flexes me´caniques
Les arcs re´flexes me´caniques collecte´s sont regroupe´s dans une base de donne´es qui peut
eˆtre partitionne´e en plusieurs classes. Les exemplaires appartenant a` la meˆme classe sont
homoge`nes. Le caracte`re homoge`ne est mesurable par une fonction de similitude propre au
domaine d’application. Par exemple, la fonction de distance euclidienne est tre`s utilise´e dans
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les applications de navigation dans un plan.
Afin de construire l’UISR, nous nous inte´ressons a` la manie`re dont le pilote seul na-
vigue se´curitairement dans un environnement contraint. Le roˆle du module semi-autonome
se re´sume simplement a` celui de garde-fou afin d’interfe´rer le moins possible avec les signaux
de controˆle du pilote. La fonctionnalite´ de garde-fou consiste a` arreˆter, sans changer de di-
rection, le de´placement de la plate-forme en pre´sence d’un danger de Shm ou de Sm. Toutes
les donne´es qui sont recueillies pendant que la plate-forme est immobilise´e sous l’action de
la fonctionnalite´ de garde-fou ne sont pas utilise´es.
A` chaque instant n, la plate-forme se de´place sous l’action du signal de controˆle du pilote
Uh(n) = [vh(n), ωh(n)]
′. vh(n) et ωh(n) sont respectivement les vitesses de translation et de
rotation commande´es.
Lorsque la plate-forme se de´place, son syste`me de capteurs exte´roceptifs perc¸oit des ob-
servations O(n) = [O1(n), O2(n), O3(n), ..., ONO(n)]. NO est le nombre d’observations a` un
instant n.
Un exemplaire de la base de donne´es est une se´quence de donne´es :
I(n) = [vh(n), ωh(n), O1(n), O2(n), O3(n), ..., ONO(n)]
Par exemple, I(n) est une ligne de la table 3.1.
3.2.3 Partitionnement de la base de donne´es
Une des techniques couramment utilise´es pour re´aliser une classification avec le minimum
de supervision est la me´thode de partitionnement de donne´es en groupes homoge`nes. Plusieurs
algorithmes de partitionnement hors ligne ont e´te´ rapporte´s dans la litte´rature : K-moyennes,
agre´gation floue K-moyennes, agre´gation base´e sur les fonctions de densite´ et agre´gation
base´e sur les fonctions de densite´ soustractives (Lv et al., 2006; Lourenco et Fred, 2005; Liu
et al., 2005). Une e´tude comparative de ces algorithmes a e´te´ pre´sente´e par Dehuri (Dehuri
et al., 2006). Il ressort de cette e´tude qu’en ge´ne´ral, l’algorithme de K-moyennes produit des
re´sultats plus pre´cis et plus rapides que les trois autres algorithmes. Cependant, l’algorithme
de K-moyennes requiert que le nombre de classes soit connu au pre´alable. Dans l’application
qui nous inte´resse, il serait souhaitable d’utiliser une approche qui de´couvre automatiquement
le nombre de classes pour les raisons suivantes :
– les changements de contexte de navigation dans l’environnement requie`rent que le pilote
adapte sa conduite. Cette adaptation pourrait se traduire par l’apparition de nouvelles
classes ;
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– la grande quantite´ de donne´es fait en sorte qu’il serait plus efficace d’utiliser une
me´thode de de´couverte automatique de classes.
Les algorithmes d’agre´gation base´e sur le calcul de fonctions de densite´ soustractives ne
requie`rent pas la connaissance a priori du nombre de classes. Il a e´te´ prouve´ que l’algorithme
d’agre´gation base´e sur le calcul de fonctions de densite´ soustractives est plus rapide en termes
de calcul que celui d’agre´gation base´e sur le calcul de fonctions de densite´. Cependant, cet
algorithme ne fonctionne qu’en mode hors-ligne. En effet, tous les exemplaires doivent eˆtre
pre´sents dans la base de donne´es avant de l’utiliser. Cette contrainte rend difficile son uti-
lisation, car a` chaque fois qu’un nouvel exemplaire est enregistre´ dans la base de donne´es,
tout le processus de classification est a` recommencer. C’est pourquoi nous proposons une
nouvelle me´thode d’agre´gation base´e sur le calcul de fonctions de densite´ soustractives et
permettant de proce´der a` une classification en ligne sans augmenter la complexite´ de cal-
cul. Nous l’avons nomme´ me´thode ite´rative d’agre´gation en ligne. Avant de pre´senter notre
algorithme, nous introduisons l’algorithme d’agre´gation base´e sur le calcul de fonctions de
densite´ soustractives.
3.2.4 Algorithme d’agre´gation base´e sur le calcul de fonctions de densite´ sous-
tractives
L’algorithme d’agre´gation base´e sur le calcul de fonctions de densite´ soustractives a e´te´
propose´ pour la premie`re fois par Chiu (Chiu, 1994b,a). Le coeur de l’algorithme repose sur
le calcul d’une valeur de potentiel associe´e a` chaque exemplaire I(n) de la base de donne´es.
Le calcul de cette valeur prend en conside´ration une mesure de similitude. Une valeur e´leve´e
de potentiel est un indicateur que l’exemplaire concerne´ repre´senterait un sous-ensemble
d’exemplaires similaires.
Pour une collection de NI exemplaires, la valeur du potentiel P
I(I(n)) de l’exemplaire
I(n) est donne´e par :
P I(I(n)) =
NI−1∑
i=0
e
−4 d(I(n),I(i))2
r2a (3.1)
ou` d(I(n), I(i)) est une mesure de similitude entre deux exemplaires de la base de donne´es.
Dans son article, Chiu (Chiu, 1994a) a utilise´ la distance euclidienne pour mesurer la simili-
tude entre les exemplaires. ra est un parame`tre qui permet de fixer le rayon d’influence des
autres exemplaires sur l’exemplaire I(n).
La premie`re e´tape de l’algorithme consiste donc a` de´terminer le potentiel de chaque
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exemplaire I(n) en utilisant l’expression 7.2. Ainsi,
P I(I(n), 0) = P I(I(n)) (3.2)
Le parame`tre 0 indique que le potentiel est obtenu a` la premie`re e´tape.
A` l’issue du calcul de tous les potentiels, l’exemplaire I∗(n) ayant le potentiel le plus e´leve´
P I(I∗(n), 0) est conside´re´ comme le centre de la premie`re classe.
Dans les e´tapes subse´quentes, tous les potentiels sont mis a` jour de la fac¸on suivante :
P I(I(n), t) = P I(I(n), t− 1)− P I(I∗(n), t− 1)×
NI−1∑
i=0
e
−4 d(I∗(n),I(i))2
r2
b (3.3)
ou` rb est une constance positive.
Une fois la mise a` jour termine´e, l’exemplaire I∗∗(n) ayant le potentiel le plus e´leve´
P I(I∗∗(n), t) est conside´re´ comme le centre d’une nouvelle classe si :
P I(I∗∗(n), t) > × P I(I∗(n), t− 1) (3.4)
ou`  ∈]0, 1].
3.3 Me´thode ite´rative d’agre´gation en ligne
Supposons que NC(n) est le nombre de classes identifie´es a` l’instant n par la me´thode
d’agre´gation base´e sur le calcul de fonctions de densite´ soustractive. Chaque classe Ci, i =
1, ..., NC est repre´sente´e par un exemplaire ICi . Lorsqu’un nouvel exemplaire I(n) est enre-
gistre´, les contributions de son potentiel a` chacune des classes existantes sont calcule´es en
utilisant la formule :
P ICi = e
−4 d(ICi ,I(n))
2
r2a , i = 1, ..., NC (3.5)
Conside´rons P IC∗ = max
{
P ICi , i = 1, ..., NC
}
. Supposons que P Imin soit le potentiel mini-
mal qu’exemplaire doit avoir afin de conside´rer sa contribution au potentiel de ICi comme
e´tant significative.
Cas 1 :P IC∗ > P
I
min
Si P IC∗ > P
I
min alors, classer I(n) comme appartenant a` C
∗. Comme la classe C∗ est
modifie´e avec l’ajout d’un nouvel e´le´ment, alors le centre de cette classe peut eˆtre mis a` jour.
Notons que cette ope´ration n’est pas obligatoire.
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Mise a` jour du centre de classe
Supposons que IC∗(j), j = 1, ..., N
C∗
I soient des exemplaires de classe C
∗ et que NC
∗
I soit
le nombre d’exemplaires de la classe C∗. Pour tout IC∗(j) :
P I(IC∗(j)) =
NC
∗
I∑
k=1
e
−4 d(IC∗ (j),IC∗ (k))
2
r2a (3.6)
L’exemplaire dont le potentiel P I(IC∗(j)) est le plus e´leve´ est conside´re´ comme le repre´sentant
de la classe C∗.
Cas 2 : P IC∗ ≤ P Imin
Dans le cas ou` P I(C∗) ≤ P Imin alors le nouvel exemplaire I(n) trop diffe´rent (d’apre`s le
crite`re de similitude utilise´) pour appartenir a` une des classes existantes. Cependant, elle est
toute seule pour former une classe a` part entie`re. C’est pourquoi I(n) sera place´ dans une
classe spe´ciale des exemplaires non classe´s nomme´e CNC .
Se´lection d’une nouvelle classe
Lorsque le nombre d’exemplaires dans la classe CNC est suffisant, la proce´dure de mise a`
jour est utilise´e en conside´rant CNC a` la place C
∗. Le nombre minimal d’exemplaires dans
CNC de´pend de l’application. En ge´ne´ral, nous avons observe´ qu’un nombre aussi peu que
3 est suffisant. L’exemplaire de CNC ayant obtenu le potentiel le plus e´leve´ est alors choisi
comme le centre d’une nouvelle classe.
Tous les autres exemplaires de CNC dont la contribution de potentiel en conside´rant le
centre de la nouvelle classe est supe´rieure a` P Imin sont classe´s comme membre de cette nouvelle
classe. Ceux dont la contribution du potentiel est infe´rieure a` P Imin demeurent dans CNC .
Re´capitulatif de la me´thode ite´rative d’agre´gation en ligne
Supposons que NC(n) est le nombre de classes avant la classification du nouvel exem-
plaire I(n). Chaque classe est repre´sente´e par ICi , i = 1, ..., NC(n). Soit CNC la classe des
exemplaires non classe´s. Conside´rons que P Imin soit le potentiel minimal qu’un exemplaire
doit posse´der pour que sa contribution au potentiel de ICi soit significative. La me´thode
d’agre´gation ite´rative proce`de comme suit :
1. Calculer la contribution du potentiel P ICi par rapport a` chaque classe.
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2. Calculer : P IC∗ = max
{
P ICi , i = 1, ..., NC
}
.
3. Si P IC∗ > P
I
min alors,
(a) classer I(n) comme membre de la classe C∗.
(b) mettre a` jour l’exemplaire repre´sentant la classe C∗.
4. Si P IC∗ ≤ P Imin alors,
(a) classer I(n) comme membre de la classe CNC .
(b) si le nombre d’exemplaires de CNC est suffisant, alors mettre a` jour l’exemplaire
repre´sentant cette classe.
(c) l’exemplaire repre´sentant CNC est conside´re´ comme e´tant le centre de la nouvelle
classe C∗∗. Cet exemplaire est de´signe´ par IC∗∗ .
(d) tous les exemplaires de CNC dont le potentiel par rapport a` I
∗∗(n) est supe´rieur a`
P Imin sont classe´s comme membre de C
∗∗.
3.4 Simulation et e´tude comparative
3.4.1 Description d’un sce´nario de navigation
Conside´rons une plate-forme mobile se de´plac¸ant dans un couloir non rectiligne comme
l’illustre la figure 3.2. Le syste`me exte´roceptif est forme´ de trois capteurs de proximite´ note´s
L0, L1 et L2. Lorsqu’un capteur de´tecte un danger, il renvoie la valeur ”0” au module semi-
autonome installe´ sur la plate-forme. Dans le cas contraire, la valeur ”1” est renvoye´e. Un
pilote humain est charge´ de diriger seul la plate-forme graˆce a` une modalite´ de controˆle
fournissant les commandes de vitesses line´aires et angulaires suivantes :
– (0, 0) pour arreˆter ;
– (1, 0) pour avancer en ligne droite ;
– (0, 1) pour tourner sans avancer dans le sens antihoraire ;
– (0,−1) pour tourner sans avancer dans le sens horaire.
Un re´fe´rentiel fixe forme´ de deux axes x et y permet de repe´rer la plate-forme dans l’environ-
nement de navigation. La plate-forme est initialement a` (5, 5). Lors de son de´placement et a`
chaque position occupe´e (x, y), les valeurs des capteurs L0, L1 et L2 ainsi que les commandes
de vitesses sont enregistre´es.
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Figure 3.2 Application de la me´thode ite´rative d’agre´gation en ligne lors d’un de´placement
dans un couloir non rectiligne
.
A` un instant donne´ n, un exemplaire I(n) est forme´ par les donne´es suivantes :
– les commandes de vitesses line´aire et angulaire du pilote : v(n) et ω(n) ;
– les donne´es des 3 capteurs ;
Le tableau suivant repre´sente l’ensemble des exemplaires enregistre´s ainsi que les diffe´rentes
positions. La plate-forme avance jusqu’a` la position (24, 5) et tourne dans le sens anti-horaire.
Une fois rendu a` la position (26, 7), elle avance tout droit jusqu’a` la position (26, 25). Elle
tourne de nouveau dans le sens horaire et avance jusqu’a` un arreˆt complet a` la position
(41, 28).
3.4.2 Analyse visuelle des exemplaires
Une analyse visuelle nous permet de distinguer 4 groupes homoge`nes d’exemplaires cor-
respondant aux quatre commandes disponibles. En effet :
– la commande (0, 0) est toujours associe´e au triplet d’observations (0, 0, 0) ;
– la commande (1, 0) est toujours associe´e au triplet d’observations (1, 0, 0) ;
– la commande (0, 1) est toujours associe´e au triplet d’observations (0, 1, 0) ;
– la commande (0,−1) est toujours associe´e au triplet d’observations (0, 0, 1) ;
La me´thode ite´rative d’agre´gation en ligne devrait eˆtre en mesure de de´couvrir ces quatre
groupes comme e´tant des classes distinctes.
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Tableau 3.2 Donne´es enregistre´es
n x y v ω L0 L1 L2
0 5 5 1 0 1 0 0
... ... 1 0 1 0 0
2 7 5 1 0 1 0 0
... ... ... ... ... ... ... ...
18 23 5 1 0 1 0 0
19 24 5 1 0 0 1 0
20 25 6 0 1 0 1 0
21 26 7 0 1 0 1 0
22 26 8 1 0 1 0 0
23 26 9 1 0 1 0 0
24 26 10 1 0 1 0 0
... ... ... ... ... ... ... ...
40 26 25 1 0 1 0 0
41 26 26 0 -1 0 0 1
42 27 27 0 -1 0 0 1
43 28 28 0 -1 0 0 1
44 29 28 1 0 1 0 0
45 30 28 1 0 1 0 0
... ... ... ... ... ... ... ...
50 40 28 1 0 1 0 0
51 41 28 0 0 0 0 0
... ... ... ... ... ... ... ...
55 41 28 0 0 0 0 0
3.4.3 Re´sultats
La distance euclidienne est utilise´e comme mesure de similitude. Lorsque me´thode ite´rative
d’agre´gation en ligne est applique´e, quatre classes sont effectivement trouve´es. Ces classes
sont mentionne´es dans le tableau suivant :
Les classes trouve´es sont cohe´rentes avec l’analyse visuelle effectue´e pre´ce´demment.
3.4.4 E´volution dynamique du nombre de nouvelles classes trouve´es
Afin d’analyser l’aspect concernant la reconnaissance ite´rative de cette me´thode, nous
pre´sentons sur la figure 3.3 les classes trouve´es en fonction des instants de navigation n.
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Tableau 3.3 Classes de´couvertes
Classe v ω L0 L1 L2
1 1 0 1 0 0
2 0 1 0 1 0
3 0 -1 0 0 1
4 0 0 0 0 0
Figure 3.3 E´volution du nombre de classes par la me´thode ite´rative d’agre´gation en ligne
.
La classe 1 correspondant au mouvement d’avance simple est trouve´ au de´but de la
navigation. A` l’instant n = 20, apparaˆıt la classe 2 qui est associe´e a` un mouvement de
rotation simple dans le sens anti-horaire. D’apre`s la table 3.2, le pilote commence a` tourner a`
l’instant n = 19. L’instant d’apre`s, une nouvelle classe correspondant a` ce type de mouvement
est constitue´e. Ce qui porte le nombre de classes trouve´es a` 2. Ce nombre de classes reste
e´gale a` 2 jusqu’a` n = 41. Cependant, lorsque nous observons la figure 3.4, il est clair que la
me´thode ite´rative d’agre´gation en ligne a attribue´ le nume´ro de classe 1 aux exemplaires entre
n = 22 et n = 40. Cette attribution est tout a` fait conforme avec le mouvement et le contexte
de dangers en vigueur pendant cette pe´riode. En effet, d’apre`s la table 3.2, le pilote utilise
les meˆmes commandes face aux meˆmes observations que pendant la pe´riode s’e´chellonnant
entre n = 1 et n = 19.
A` partir de n = 41, une troisie`me classe est trouve´e (figure 3.3). Cette classe est associe´e a`
la commande de rotation dans le sens horaire. Le nombre de classes restera inchange´ jusqu’a`
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l’instant n = 50. L’observation de la figure 3.4 montre que pendant la meˆme pe´riode, les
exemplaires associe´s aux instants de n = 41 jusqu’a` n = 43 sont classe´s comme membres de
la classe 3, tandis que les exemplaires associe´s aux instants de n = 44 a` n = 50 sont classe´s
comme menbres de la classe 1.
A` n = 51, le pilote arreˆte le mouvement de la plate-forme. La me´thode ite´rative d’agre´gation
en ligne de´couvre alors une quatrie`me classe comme l’illustre la figure 3.3. Sur la figure 3.4,
tous les exemplaires de n = 51 a` n = 55 sont classe´s comme membres de la classe 4.
Figure 3.4 E´volution de la classification des exemplaires
.
Par ailleurs, dans le but d’e´valuer les performances de cette me´thode en terme d’identifi-
cation de nouvelles classes, le sce´nario de navigation pre´sente´ pre´ce´demment est exe´cute´ trois
fois. La figure 3.5 montre que toutes les classes ont e´te´ identifie´es de`s la premie`re exe´cution
du sce´nario. Lors des exe´cutions subse´quentes, aucune nouvelle classe n’est cre´e´e.
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Figure 3.5 Nombre de classes lorsque le parcours est exe´cute´ trois fois de la meˆme manie`re
.
3.4.5 E´tude comparative
Afin de de´terminer les points forts et faibles de l’algorithme de classification en ligne, nous
proposons dans cette section, une e´tude comparative entre l’algorithme classique d’agre´gation
par le calcul de fonctions de densite´ soustractives et la me´thode ite´rative d’agre´gation en ligne.
Une premie`re e´tude au niveau de l’exactitude de la classification non supervise´e sugge`re
que les deux algorithmes produisent les meˆmes classes sur la base de donne´es de la table 3.2.
Une seconde e´tude concernant le temps de calcul de chaque algorithme a e´te´ effectue´e.
Afin de ne pas biaiser l’e´tude, la version officielle de l’algorithme d’agre´gation base´e sur le
calcul de fonctions de densite´ soustractives incluse dans le logiciel Matlab est utilise´e. Le nom
de la fonction s’appelle ”subclust”. Notre algorithme a e´te´ aussi imple´mente´ en Matlab.
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Figure 3.6 Temps de calcul des deux algorithmes
.
Les courbes de la figure 3.6 montrent que la me´thode ite´rative d’agre´gation en ligne est
beaucoup plus rapide que celle de l’agre´gation base´e sur le calcul de fonctions de densite´
soustractives, quand le nombre d’exemplaires est e´leve´ (plusieurs milliers). Cette rapidite´ est
essentiellement due a` la re´duction du nombre de calculs de potentiel de chaque exemplaire
par rapport aux classes existantes.
Les points faibles concernent la lenteur et la pre´cision de classification comparativement
a` la me´thode de K-moyennes.
3.5 Conclusion
L’exe´cution des taˆches de navigation re´pe´titives par le pilote permet de constituer des
associations entre ses re´actions et les contextes de dangers. Ces associations sont de´signe´es
par arcs re´flexes me´caniques. Nous avons propose´ une nouvelle approche permettant de par-
titionner un ensemble de donne´es d’associations re´actions-contextes de dangers qui n’exige
pas les connaissances pre´alables du nombre de classes et du nombre d’exemplaires. La vali-
dation the´orique a e´te´ re´alise´e en simulation. Une e´tude comparative de cet algorithme avec
un autre couramment utilise´ (agre´gation base´e sur le calcul de fonctions de densite´ soustrac-
tives) de´montre sa rapidite´ d’exe´cution. Les arcs re´flexes me´caniques sont utilise´s lorsque
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les re´actions du pilote sont inade´quates et qu’un substitut a` ses re´actions est requis. Une
expe´rimentation de´taille´e est pre´sente´e dans le chapitre 4.
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CHAPITRE 4
ARCS RE´FLEXES ME´CANIQUES POUR LA NAVIGATION : E´TUDE
EXPE´RIMENTALE
4.1 Introduction
Le concept des arcs re´flexes me´caniques pre´sente´ dans le chapitre pre´ce´dent sera utilise´ par
le module semi-autonome pour de´gager la plate-forme aux prises avec une situation d’impasse.
Cependant, la validation expe´rimentale de la me´thode de collection et d’organisation de ces
arcs doit eˆtre valide´e avant son inte´gration dans le module semi-autonome. C’est la raison
pour laquelle, dans ce chapitre, nous pre´sentons une e´tude sur la validation expe´rimentale du
processus ite´ratif de constitution de la bibliothe`que des arcs re´flexes me´caniques
Le reste du chapitre est subdivise´ en trois sections. La section 2 est consacre´e a` la des-
cription de l’environnement expe´rimental. La section 3 pre´sente les re´sultats expe´rimentaux.
La section 3 est consacre´e a` la conclusion.
4.2 Environnement expe´rimental
4.2.1 Plate-forme robotique
La plate-forme expe´rimentale est un robot mobile a` 4 roues motrices e´quipe´ d’un syste`me
odome´trique et d’un te´le´me`tre laser place´ en avant comme illustre´ sur la figure 4.1. Le
te´le´me`tre laser joue le roˆle du syste`me exte´roceptif du module semi-autonome. Sa zone de
couverture est un demi-disque de 8m de diame`tre et dont le centre co¨ıncide avec le centre
ge´ome´trique du te´le´me`tre. Le demi-disque est localise´ dans le plan horizontal situe´ a` 50cm de
la surface de navigation. Les dangers sont constitue´s de tous les obstacles (corps physiques)
pre´sents dans l’environnement. Cependant, les dangers n’ayant aucun point d’intersection
avec le demi-disque ne sont pas de´tectables par le syste`me exte´roceptif. Ces dangers n’ap-
partiennent pas a` Sm ou a` Shm. Un exemple de ce type d’obstacle est un objet pose´ sur la
surface de navigation et dont la hauteur maximale est infe´rieure a` 50cm.
Le demi-disque de de´tection est constitue´ de 180 faisceaux lasers en raison d’un faisceau
par degre´ d’angle. Il est subdivise´ en 7 secteurs angulaires de 22.7 degre´s chacun, nomme´s
L0, L1,...,L6. Afin de de´tecter les dangers e´ventuels, nous utilisons l’approche de grille d’oc-
cupation simplifie´e pre´sente´e par Borenstein (Borenstein et Koren, 1991).
Un secteur Ls, s = 0, ..., 6 est conside´re´ sans danger si la somme de toutes les distances
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de proximite´ des faiseaux laser du secteur est supe´rieure a` αL × 205.7, αL ∈]0, 1[. Le chiffre
205.7 correspond a` la valeur maximale de la somme des distances de tous les faisceaux laser
de ce secteur. En effet, 205.7 = 22.7× 8. Une valeur de 1 est utilise´ pour marquer un secteur
sans danger, tandis qu’une valeur de 0 signifie que le secteur est potentiellement occupe´ par
un danger.
Figure 4.1 Repre´sentation de la plate-forme et du syste`me exte´roceptif
.
4.2.2 Pilote humain et modalite´ de controˆle
Un pilote humain est une personne utilisant une manette de jeu d’ordinateur pour controˆler
la plate-forme robotique. La manette de jeu comporte deux axes permettant de controˆler les
vitesses de translation avant et arrie`re d’une part et les vitesses de rotation suivant le sens
antihoraire ou suivant le sens horaire, d’autre part. Ces valeurs de commandes de vitesses
sont normalise´es.
4.2.3 Module semi-autonome
Le module semi-autonome est re´duit a` sa plus simple fonctionnalite´ : e´vitement de col-
lisions avec arreˆt complet. En effet, dans le but pratique d’assurer l’inte´grite´ physique de
la plate-forme, le module semi-autonome arreˆte toute progression vers un danger lorsque ce
dernier se trouve tre`s proche (distance de proximite´ minimale de 35cm).
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4.2.4 Sce´nario de navigation
L’environnement expe´rimental est illustre´ sur la photo ci-dessous. Divers objets faisant
office de dangers sont place´s dans l’environnement. Un couloir e´troit et non rectiligne (largeur
maximale moyenne de 85cm) est e´rige´ a` l’aide de plaques de styromousse.
Figure 4.2 Photo panoramique de l’environnement de navigation
Le pilote peut se positionner physiquement n’importe ou` en arrie`re de la plate-forme afin
de percevoir tous les dangers pre´sents dans l’environnement. Une telle configuration pilote-
capteurs exte´roceptif fait en sorte que tous les dangers de´tectables par le syste`me exte´roceptif
le sont aussi par le pilote.
Partant de la position de de´part spe´cifie´e par la lettre A, le pilote doit :
– traverser le couloir sans entrer en contact avec ses parois en passant par les points
marque´s B et C ;
– a` la sortie du couloir, il doit tourner dans le sens anti-horaire et passer par les points
D et E ;
– le pilote doit repasser par le couloir pour atteindre les points F , G et A.
La se´quence de navigation propose´e (A,B,C,D,E,B,C, F,G,A) permet d’exposer le
pilote a` des contextes de dangers couramment rencontre´s par des usagers de fauteuils roulants
motorise´s dans des e´difices a` logements ou a` bureaux.
Quatre personnes ont pilote´ la plate-forme. Aucune pe´riode d’essais pre´alables n’est re-
quise. Chaque personne de´crit une fois le parcours pre´ce´demment mentionne´. Toutes les
donne´es recueillies pendant que le module semi-autonome est actif (par exemple en empeˆchant
la plate-forme de rencontrer un danger de´tecte´) sont ignore´es. La fre´quence d’e´chantillonnage
et de production des exemplaires est fixe´e a` 10Hz. Chaque exemplaire comporte les donne´es
suivantes :
– les signaux de controˆle du pilote : v(n) et ω(n) ;
– les mesures d’occupation des secteurs : Ls, s = 0, ..., 6.
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4.3 Re´sultats expe´rimentaux et discussion
4.3.1 Donne´es ge´ne´rales
Les donne´es suivantes ont e´te´ recueillies (tableau 4.1) :
– dure´e : la somme des dure´es de chaque se´quence de navigation ;
– vitesse de translation moyenne vmoy et e´cart-type de la vitesse de translation σv ;
– vitesse de rotation moyenne ωmoy et e´cart-type de la vitesse de rotation σω.
Nous avons utilise´ les meˆmes parame`tres de classification pour tous les pilotes.
Tableau 4.1 Donne´es recueillies
Pilote Dure´e (s) vmoy(m/s) σv (m/s) ωmoy (rad/s) σω (rad/s)
A 1000 0.33 0.20 0.02 0.21
B 657 0.38 0.21 0.02 0.24
C 700 0.41 0.20 0.06 0.27
D 602 0.83 0.32 0.16 0.58
Le tableau 4.1 montre que les caracte´ristiques cine´matiques (vitesses line´aire et angulaire)
des pilotes diffe`rent beaucoup. Ces diffe´rences notables s’expliquent par le fait que chaque
personne posse`de sa manie`re propre de conduire une plate-forme. La question est de savoir
comment cette diffe´rence influence la classification en ligne des exemplaires.
4.3.2 Analyse et interpre´tation des classes d’exemplaires
Les tableaux 4.2, 4.3, 4.4 et 4.5 pre´sentent les dife´rentes classes trouve´es respectivement
pour les pilotes A, B, C et D.
De´finissons un contexte de dangers comme e´tant une suite de 0 et de 1 correspondant
dans l’ordre a` L0, L1, L2, L3, L4, L5 et L6. Li, i = 0, ..., 6 prend la valeur 0 s’il y a pre´sence
d’un danger. Dans le cas contraire, Li = 1. P
I
min = 10
−30.
D’apre`s les classifications obtenues, il y a trois contextes de dangers qui sont communs a`
tous les pilotes :
– contexte 0 : 0, 0, 0, 0, 0, 0, 0 ;
– contexte 1 : 1, 1, 0, 0, 1, 1, 0 ;
– contexte 2 : 0, 0, 1, 1, 1, 1, 1.
Cependant, la re´action (signaux de controˆle moyens) diffe`re d’un pilote a` l’autre, ce qui vient
confirmer le fait que ces pilotes ont chacun leur propre fac¸on de commander.
Tous les pilotes, devant une distribution spatiale de dangers partout autour de la plate-
forme (contexte 0), ont tendance a` avancer tout en tournant le´ge`rement dans le sens anti-
horaire. Le fait d’avancer pendant qu’il y a pre´sence de dangers peut paraˆıtre inapproprie´
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a` premie`re vue. En re´alite´, le seuil tre`s e´leve´ (par exemple, 4m de distance de proximite´
moyenne dans ces expe´riences) permettant de de´terminer qu’un secteur est occupe´ et l’envi-
ronnement de navigation parseme´ de dangers font en sorte que les mesures de Li, i = 0, ..., 6
sont souvent a` 0. Par ailleurs, les pilotes ayant rapidement re´alise´ que la plate-forme mobile
n’avait pas besoin d’une grande distance d’arreˆt, se sont permis de s’approcher suffisamment
des dangers avant des les contourner.
Devant un contexte de dangers suivant lequel il y a plus de dangers dans les secteurs
me´dians en avant de la plate-forme (secteurs 2 et 3 occupe´s), les pilotes A et B ont tendance
a` tourner dans le sens antihoraire, tandis que les pilotes C et D pre´fe`rent tourner dans le sens
horaire. Cette diffe´rence de re´action face au danger est cohe´rente avec la re´alite´ fre´quemment
observe´e lorsque des humains pilotent des fauteuils roulants. En effet, en pre´sence d’un danger
situe´ en avant de la plate-forme, certaines personnes pre´fe`rent le contournement vers la gauche
(sens antihoraire) et d’autres vers la droite (sens horaire). Il a e´te´ remarque´ que quelques
fois, la meˆme personne utilisera les deux manie`res de contourner devant le meˆme obstacle.
Lorsque les secteurs situe´s a` droite de la plate-forme (secteurs 0, 1) sont occupe´s alors que
les autres secteurs sont libres de dangers, tous les pilotes avancent en tournant vers la gauche
(sens antihoraire). Cette situation est repre´sente´e par la classe 3 dans les tables 4.2, 4.3, 4.4
et 4.5.
Nous avons e´galement constate´ que l’algorithme de IIC produit plus de classes lorsque la
vitesse moyenne est e´leve´e. Une raison trouve´e concerne le fait que le pilote qui conduit vite
a tendance a` s’approcher de trop pre`s des dangers et a` changer rapidement de direction pour
e´viter des rencontres avec ces dangers. Les plages de valeurs des attributs des exemplaires
sont larges comparativement aux plages obtenues en conduite mode´re´e.
Tableau 4.2 Classes identifie´es pour le pilote A
Classe vmoy(m/s) ωmoy (rad/s) L0 L1 L2 L3 L4 L5 L6
1 0.25 0.01 0 0 0 0 0 0 0
2 0.33 -0.01 1 1 0 0 1 1 0
3 0.48 0.13 0 0 1 1 1 1 1
Tableau 4.3 Classes identifie´es pour le pilote B
Classe vmoy(m/s) ωmoy (rad/s) L0 L1 L2 L3 L4 L5 L6
1 0.25 0.02 0 0 0 0 0 0 0
2 0.36 -0.09 1 1 0 0 1 1 0
3 0.57 0.14 0 0 1 1 1 1 1
4 0.39 -0.04 1 1 1 1 0 0 0
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Tableau 4.4 Classes identifie´es pour le pilote C
Classe vmoy(m/s) ωmoy (rad/s) L0 L1 L2 L3 L4 L5 L6
1 0.35 0.05 0 0 0 0 0 0 0
2 0.42 0.04 1 1 0 0 1 1 0
3 0.51 0.16 0 0 1 1 1 1 1
4 0.43 -0.02 1 1 1 1 0 0 0
Tableau 4.5 Classes identifie´es pour le pilote D
Classe vmoy(m/s) ωmoy (rad/s) L0 L1 L2 L3 L4 L5 L6
1 0.88 0.05 0 0 0 0 0 0 0
2 0.95 0.06 1 1 0 0 1 1 0
3 0.80 0.73 0 0 1 1 1 1 1
4 0.69 0.07 1 1 1 1 1 0 0
5 0.83 -0.69 1 1 1 1 1 1 0
4.3.3 Construction ite´rative de la blibliothe`que
Afin de valider l’aspect concernant la construction ite´rative de la bibliothe`que, nous re-
prenons le sce´nario de navigation pre´sente´ pre´ce´demment. Cette fois, la mesure d’occupation
d’un secteur Li peut prendre des valeurs entre 0 et 1. Un pilote de´crit deux fois le parcours
du sce´nario de test. Pour une valeur de P Imin = 10
−10, les arcs re´flexes me´caniques trouve´s
sont indique´s dans le tableau 4.6.
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Tableau 4.6 Liste des arcs re´flexes me´caniques
Nume´ro de ARM vmoy(m/s) ωmoy(rad/s) L0 L1 L2 L3 L4 L5 L6
0 0.12 0.04 0.31 0.30 0.34 0.45 0.42 0.17 0.29
1 0.05 0.00 0.67 0.69 0.22 0.90 0.90 0.16 0.17
2 0.38 0.26 0.77 0.78 0.89 0.86 0.67 0.67 0.69
3 0.07 -0.015 0.99 0.17 0.15 0.07 0.08 0.19 0.45
4 0.12 -0.26 0.03 0.79 0.17 0.19 0.23 0.19 0.32
5 0.27 -0.07 0.23 0.89 0.98 0.98 0.96 0.90 0.70
6 0.16 -0.17 0.23 0.76 0.79 0.34 0.23 0.23 0.20
7 0.27 0.00 0.34 0.23 0.36 0.39 0.77 0.67 0.89
8 0.25 -0.07 0.89 0.89 0.90 0.90 0.47 0.49 0.23
9 0.19 0.12 0.98 0.37 0.39 0.46 0.40 0.12 0.79
10 0.15 0.05 0.25 0.29 0.39 0.48 0.47 0.85 0.90
11 0.13 0.46 0.89 0.13 0.13 0.19 0.45 0.66 0.56
12 0.31 0.17 0.67 0.69 0.56 0.78 0.90 0.23 0.19
13 0.14 0.10 0.59 0.50 0.78 0.35 0.39 0.78 0.68
14 0.14 -0.10 0.90 0.50 0.70 0.75 0.39 0.20 0.08
Figure 4.3 E´volution temporelle du nombre d’arcs re´flexes me´caniques
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Sur la figure 6.3, nous remarquons que la majorite´ des arcs re´fle`xes me´caniques sont
trouve´s avant l’instant n = 3000. En effet, 12 des 15 arcs re´flexes me´caniques ont e´te´ trouve´s
pendant cette pe´riode qui correspond au premier parcours de l’exe´cution du test expe´rimental.
Lors du second parcours (3000 < n < 5200), seuls 3 nouveaux arcs re´flexes me´caniques
sont ajoute´s a` la bibliothe`que pour porter le nombre total a` 15. La de´couverte de ces nouveaux
arcs re´flexes me´caniques s’explique par :
– la rapidite´ l’exe´cution du parcours la deuxie`me fois. Le pilote n’ayant pas encore exe´cute´
de taˆches de navigation dans le parcours avant le premier tour conduit la plate-forme
de fac¸on prudente (temps d’exe´cution de 300s). Lors du second tour, son acclimatation
avec le syste`me de controˆle fait en sorte qu’il a tendance a` aller plus vite (220s).
– le fait de conduire vite la plate-forme occasionne des rapprochements des dangers et
des virages serre´s comparativement a` une conduite moins vite.
Ce re´sultat valide le processus de construction ite´rative de la bibliothe`que. En effet, les
arcs re´flexes me´caniques trouve´s sont en nombre limite´ et correspondent effectivement a` des
associations entre les contextes de dangers et les signaux de controˆle observe´s dans l’envi-
ronnement. Dans une application de controˆle collaboratif impliquant des fauteuils roulants
motorise´s, le caracte`re routinier des taˆches de navigation associe´e a` un environnement de
navigation dont les changements topologiques ne sont pas fre´quents, favorise l’utilisation
l’approche par arcs re´flexes me´caniques.
4.4 Conclusion
Les tests effectue´s dans un environnement de navigation de laboratoire prouvent que l’al-
gorithme d’agre´gation en ligne est valide. Quatre pilotes ont e´te´ implique´s dans la validation
expe´rimentale. Les arcs re´flexes me´caniques des pilotes ont e´te´ interpre´te´s et une analyse des
re´sultats produite. L’utilisation re´elle de la bibliothe`que fera l’objet du prochain chapitre.
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CHAPITRE 5
MODULE SEMI-AUTONOME POUR LA NAVIGATION COLLABORATIVE
5.1 Introduction
D’apre`s la premie`re loi de l’e´crivain ame´ricain de science-fiction Isaac Asimov, un robot
ne peut porter atteinte a` un eˆtre humain, ni, restant passif, permettre qu’un eˆtre humain soit
expose´ au danger.
Nous pre´sentons le design d’un module de navigation semi-autonome qui assiste acti-
vement un pilote humain dans ses taˆches de navigation dans un environnement contraint.
Cette assistance active fait partie du controˆle collaboratif faisant l’objet de notre projet de
recherche. La manie`re dont le module semi-autonome e´vite les dangers influence directement
la navigation collaborative. C’est pourquoi dans ce chapitre, nous nous inte´ressons a` son
design.
Lorsque nous nous re´fe´rons a` la proble´matique ge´ne´rale de controˆle collaboratif pre´sente´e
dans le premier chapitre, nous remarquons que l’e´vitement d’un danger imminent et de´tectable
par le syste`me exte´roceptif peut eˆtre re´alise´ en utilisant une approche re´active exploitant une
grille d’occupation des dangers autour de la plate-forme mobile. Une telle approche permet-
trait au module semi-autonome de re´agir rapidement aux conditions changeantes de l’envi-
ronnement. Par ailleurs, les remarques spe´cifiques suivantes s’ajoutent a` la remarque ge´ne´rale
pre´ce´dente lorsque nous conside´rons le domaine des aides techniques a` la mobilite´ :
– le module semi-autonome doit eˆtre suffisamment rapide pour faire face a` toute nouvelle
situation dangereuse ;
– le pilote humain n’est pas ne´cessairement un expert du pilotage de la plate-forme. Il se
peut donc que son signal de controˆle l’entraˆıne vers un danger ;
– des e´tudes re´centes sur le controˆle partage´ entre un pilote humain et un module semi-
autonome ont montre´ qu’il est important de re´duire autant que possible les e´carts
angulaires entre les vecteurs repre´sentant les signaux de controˆle du pilote humain et
ceux en provenance du module semi-autonome afin de (S. Katsura, 2004; Goodrich et
Schultz, 2007) :
– augmenter le sentiment de controˆle du pilote ;
– re´duire les confusions dans les dynamiques de´sire´e et observe´e par le pilote. Un
exemple de confusion couramment rencontre´ se produit lorsque devant un danger
perc¸u par les deux agents, le pilote voudrait l’e´viter du coˆte´ gauche alors que le
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module d’assistance initie une manoeuvre d’e´vitement du coˆte´ droit.
– l’exe´cution par la plate-forme du signal de controˆle ge´ne´re´ par le module semi-autonome
doit produire un mouvement qui n’engendre pas de changements brusques de direction.
Il est donc important de re´duire les oscillations potentielles dans le mouvement de la
plate-forme ;
– le syste`me exte´roceptif posse`de des limites de de´tection et d’interpre´tation de dan-
gers. Ainsi, il y a des dangers qui ne sont de´tectables que par le pilote humain. Son
signal pourrait alors indiquer la direction la moins dangereuse en tenant compte de son
ensemble d’e´ve`nements de´tectables.
Ces remarques montrent que le temps de re´action face aux dangers et la prise en compte
ade´quate du signal de controˆle du pilote humain sont les facteurs essentiels au design d’un mo-
dule d’assistance a` la navigation. Parmi les approches propose´es en robotique, les me´thodes
d’e´vitement de dangers base´es sur les champs de potentiel artificiels (CPA) offrent la possi-
bilite´ de rencontrer ces exigences. La diffe´rence fondamentale entre les me´thodes recense´es
dans la litte´rature re´side dans le choix des fonctions de CPA. Deux fonctions sont requises
afin de proce´der a` l’e´laboration d’un algorithme d’e´vitement de dangers : une fonction CPA
re´pulsive et une fonction CPA attractive. La force artificielle induite par le gradient de la
somme vectorielle de ces deux fonctions est alors conside´re´e comme une indication de la
direction la plus prometteuse du mouvement (Latombe, 1993).
La majorite´ des me´thodes utilisent une fonction de champ de potentiels re´pulsifs expo-
nentielle et une fonction de champ de potentiels attractifs parabolique. La fonction de CPA
attractive utilise la prochaine configuration (position et orientation) a` atteindre comme un
parame`tre important. Le choix de cette configuration a une influence capitale sur la dyna-
mique de la plate-forme (Kulic et Croft, 2007; Huang et al., 2006; Alboul et al., 2008). En
effet, si cette configuration est e´loigne´e de la configuration courante, la plate-forme a ten-
dance a` se de´placer tre`s vite et une dynamique oscillatoire apparait fre´quemment pendant
le de´placement (Carlson et Demiris, 2008; van Kuijk et al., 2009; Parikh et al., 2004). Par
contre si elle est proche, le mouvement de la plate-forme est he´sitant.
Une me´thode permettant de se´lectionner une configuration acceptable consiste a` utiliser
un module supple´mentaire de planification (Latombe, 1993) faisant usage d’une carte locale et
globale. La configuration se´lectionne´e par ce module est ensuite utilise´e par un module semi-
autonome utilisant les CPA afin de produire un signal de controˆle se´curitaire permettant
un e´vitement de dangers localement (dans l’entourage imme´diat de la plate-forme). Dans
le contexte du controˆle collaboratif, le signal de controˆle exe´cute´ par la plate-forme est la
re´sultante des signaux de controˆle ponde´re´s en provenance de l’algorithme CPA et du pilote
(Urdiales et al., 2009, 2007; Fernandez-Carmona et al., 2009). Cette approche pre´sente les
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inconve´nients suivants :
– la non-inte´gration des contraintes holonomiques ou non holonomiques dans le processus
de ge´ne´ration du signal de controˆle re´sultant. Cette absence de ces contraintes rend la
plate-forme beaucoup plus sensible aux oscillations ;
– la pre´sence de dynamique d’oscillations dans un environnement parseme´ de dangers
appartenant a` Sm (dangers de´tectables uniquement par le syste`me exte´roceptif de la
plate-forme) ou Shm (dangers de´tectables a` la fois par le pilote et le syste`me exte´roceptif
de la plate-forme) ;
– la ne´cessite´ d’avoir un module de planification globale ;
– le risque e´leve´ des diffe´rences notables entre les configurations propose´es par le module
de planification globale et les configurations re´ellement de´sire´es par le pilote.
Nous avons donc opte´ pour une nouvelle approche inte´grant a` la fois l’historique du signal
de controˆle observe´ de la part du pilote et les contraintes non holonomiques d’une plate-forme
mobile. Nous de´montrons que le module semi-autonome propose´ permet de :
– e´viter tout danger appartenant a` Sm ou a` Shm, peu importe l’interfe´rence occasionne´e
par la pre´sence du signal de controˆle du pilote ;
– re´duire l’e´cart entre les signaux de controˆle propose´s par le pilote humain et ceux ge´ne´re´s
par le module autonome de navigation ;
– e´viter tous dangers appartenant a` Sm ou Shm.
Le reste de chapitre est organise´ en 4 sections. La section 2 pre´sente la me´thode d’e´vitement
de dangers base´e sur l’approche de CPA et les proble`mes de controˆle relie´s a` l’utilisation d’une
telle approche. Les e´carts angulaires entre les vecteurs repre´sentant les signaux de controˆle
ge´ne´re´s par la me´thode de CPA et ceux en provenance du pilote constituent un des proble`mes
majeurs des approches de collaborations propose´es. Afin de re´duire ces e´carts, l’approche de
CPA directionnel est propose´e dans la section 3. Cette approche, bien qu’efficace pour re´duire
cet e´cart, pre´sente ne´anmoins un inconve´nient additionnel : la pre´sence d’impasses (absence
de mouvement se´curitaire en raison de l’intervention du module semi-autonome et en de´pit
du de´sire du pilote de de´placer la plate-forme) lorsque l’environnement est parseme´ de dan-
gers. Une approche de de´gagement de la plate-forme en situation d’impasse utilisant les arcs
re´flexes me´caniques est pre´sente´e dans la section 4. Enfin, une conclusion est pre´sente´e dans
la section 5.
5.2 E´vitement de dangers par la me´thode des champs potentiels artificiels
La me´thode classique d’e´vitement de dangers base´e sur les champs potentiels artificiels
conside`re la plate-forme mobile comme une particule e´voluant dans un espace de configuration
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(Latombe, 1993). Cette particule est sous l’influence d’un CPA P (Q), Q = [x, y]′ e´tant la
position de la particule dans le re´fe´rentiel fixe dont l’origine est le point G (se re´fe´rer a` la
figure 1.1). P (Q) est ge´ne´ralement de´fini comme e´tant la re´sultante de deux types de CPA :
un CPA re´pulsif PR(Q) ayant pour effet d’e´loigner la particule des dangers qui l’entourent
et un CPA attractif PA(Q) dont le but est d’attirer la particule vers une position cible QG
repre´sente´e dans le re´fe´rentiel fixe.
A` chaque instant n, la force artificielle F (Q) = −∇P (Q) induite par P (Q) est conside´re´e
comme e´tant la direction la moins dangereuse.
∇P (Q) =
[
∂P (Q)
∂x
∂P (Q)
∂y
]
(5.1)
ou`
P (Q) = PR(Q) + PA(Q) (5.2)
et en ge´ne´ral :
PA(Q) =
1
2
KA × d(Q,QG)2 (5.3)
PR(Q) =

∑ND
i=0
1
2
KR
(
1
d(Q,Qi)
− 1
D0
)2
, d(Q,Qi) ≤ D0
0 , d(Q,Qi) > D0
(5.4)
KA et KR sont des coefficients re´els. d(., .) est une fonction de distance et D0 est la
distance minimale a` ne pas franchir. Qi est la pose du danger i et ND est le nombre de
dangers de´tecte´s autours de la particule situe´e a` Q.
Afin d’inte´grer les signaux de controˆle du pilote, le diagramme de la figure 5.1 est utilise´.
Sur ce diagramme, le pilote observe l’environnement de navigation et planifie mentalement
son chemin. Il ge´ne`re les signaux de controˆle Uh de manie`re a` suivre son plan. Le module
semi-autonome utilise l’approche de CPA afin d’e´viter les dangers. QG = [xh(n+1), yh(n+1]
est requis a` chaque instant n afin de trouver la direction la moins dangereuse. QG repre´sente
l’estimation de la position de la particule a` l’instant (n+1) si Uh(n) est applique´ comme signal
de controˆle. En supposant que la dynamique de la particule est repre´sente´e par l’expression
5.5 et connaissant Uh, QG est de´termine´e en utilisant l’expression 5.6.
Xh(n+ 1) = f(X(n), Uh(n)) (5.5)
ou` X(n) = [x(n), y(n), θ(n)] est la configuration courante de la particule.
Xh(n+ 1) = [QG, θ(n+ 1)] (5.6)
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Figure 5.1 Diagramme d’interaction pilote - module semi-autonome
.
Avec la valeur de QG, le module semi-autonome ge´ne`re Um de manie`re a` ce que la particule
se de´place dans la direction la moins dangereuse.
Les limitations inhe´rentes au syste`me exte´roceptif font en sorte que certains dangers de
Sh (dangers de´tectables uniquement par le pilote) peuvent ne pas eˆtre de´tecte´s. Un proble`me
complexe a` re´soudre peut survenir lorsque la re´partition spatiale de dangers fait en sorte
que l’application de signal de controˆle issu de la me´thode de CPA conduit la particule a`
rencontrer un danger de Sh. Une illustration d’une situation semblable est pre´sente´e sur la
figure 5.2. Sur cette figure, FA(Q), FR(Q) et F (Q) repre´sentent respectivement les forces
attractive, re´pulsive totale et re´sultante. La force FA(Q) tend a` conduire la plate-forme dans
la direction indique´e par le pilote. Cependant, en raison de la proximite´ des dangers de Shm
d’un coˆte´ et ne percevant pas le danger de Sh de l’autre coˆte´, la force re´puslive FR(Q) tendra
a` e´loigner la particule des dangers de Shm. F (Q) e´tant la re´sultante des deux pre´ce´dentes
forces, pourrait alors conduire la particule vers le danger de Sh.
F (Q) = FA(Q) + FR(Q) (5.7)
FA(Q) = −∇PA(Q) (5.8)
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FR(Q) =
ND∑
i=0
Fi(Q) (5.9)
Fi(Q) = −∇
(
1
2
KR
(
1
d(Q,Qi)
− 1
D0
)2)
(5.10)
Figure 5.2 Exemple d’e´chec de l’application de la me´thode de CPA en pre´sence de dangers
de Sh non visibles au module semi-autonome
.
Une approche de re´solution de ce proble`me consiste a` limiter l’influence des dangers qui
n’entravent pas directement le de´placement de la particule. Par exemple, sur la figure 5.2, les
dangers situe´s en arrie`re ou sur le coˆte´ devraient avoir peu d’impacte sur la ge´ne´ration de la
force re´pulsive re´sultante.
5.3 Potentiel directionnel d’un danger
Dans la de´finition classique des me´thodes d’e´vitement de dangers base´es sur l’utilisation
de CPA, seule la distance entre la pose de la particule et la pose du danger est prise en compte.
Pour un danger situe´ a` Qi, l’e´cart angulaire entre le vecteur forme´ par (Q,Qi) et celui forme´
par (Q,QG) est ignore´. Ce faisant, les effets de dangers qui ne figurent pas directement sur
la trajectoire de la particule sont conside´re´s de meˆme importance que celles qui y figurent.
Ainsi, dans le cas d’une plate-forme mobile, les dangers situe´s sur les coˆte´s ou en arrie`re et
qui en re´alite´ n’entraveront pas le mouvement avant de la plate-forme ont le meˆme effet que
les dangers situe´s en avant.
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Les me´thodes rapporte´es dans la litte´rature pour tenter de re´duire cet inconve´nient uti-
lisent une approche de feneˆtre d’observation (de´finie autour de la plate-forme) dans laquelle
seuls les dangers de´tecte´s a` l’inte´rieur de cette feneˆtre sont conside´re´s (Borenstein et Ko-
ren, 1989). Une fraction de la force re´sultante re´pulsive FR(Q) obtenue a` l’aide de cette
approche est multiplie´e par le cosinus de l’angle forme´ par cette force et le vecteur direction
de de´placement. Cette approche vise essentiellement a` minimiser les oscillations provenant
de l’application de la me´thode originale de CPA. Cependant, elle accorde le meˆme poids aux
dangers, peu importe les positions relatives par rapport au mouvement. Dans un environne-
ment parseme´ de dangers, il est anormal d’accorder la meˆme influence aux dangers situe´s sur
le coˆte´ de la plate-forme et a` ceux situe´s en avant. Afin de privile´gier les dangers qui sont les
plus susceptibles de se retrouver sur la trajectoire de la plate-forme, nous introduisons une
notion appele´e potentiel directionnel d’un danger.
L’ide´e de base est de permettre a` un danger situe´ pre`s de la trajectoire a` de´crire par
la plate-forme d’avoir un potentiel directionnel plus e´leve´ qu’un autre danger situe´ partout
ailleurs autour de la meˆme plate-forme. Ce faisant, la contribution re´elle sur FR(Q) de la
pre´sence d’un danger pre`s de la trajectoire, lorsque son potentiel directionnel est conside´re´,
est plus important que la contribution qu’il aurait eu s’il e´tait situe´ en arrie`re.
Figure 5.3 Particule sous l’action d’un danger de´tectable par le module semi-autonome
.
Conside´rons un danger situe´ a` Qi tel qu’illustre´ sur la figure 5.3. L’application de la
me´thode de CPA permet d’obtenir la force re´pulsive FRi(Q). Nous de´finissons le potentiel
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directionnel d’un danger situe´ a` Qi comme e´tant une ponde´ration K
′
R(Qi) ∈ [0, 1] de FRi(Q)
qui est fonction de l’e´cart angulaire φi(Q) ∈ [−pi, pi] entre les vecteurs (Q,Qi) et (Q,QG).
Une valeur de φi(Q) nulle signifie que le danger est situe´ directement sur la trajectoire et en
avant de la plate-forme. La ponde´ration accorde´e devrait eˆtre e´gale a` 1. La contribution de
FRi(Q) dans le calcul de FR(Q) est alors maximale. Plus φi(Q) augmente, moins importante
est la contribution de FRi(Q).
Une fonction ge´ne´ralement rencontre´e en robotique mobile et qui posse`de les caracte´ristiques
recherche´es est la fonction exponentielle de´croissante :
K ′R(Qi) = KE × e
−φ
2
i (Q)
2K2
I (5.11)
ou` KE et KI repre´sentent respectivement le facteur d’e´chelle et le facteur d’influence.
Le facteur d’e´chelle sert a` harmoniser les intensite´s des forces re´pulsives et attractives. Le
facteur d’influence joue le meˆme roˆle qu’une variance dans une fonction de la loi gaussienne.
La nouvelle expression de FR(Q) est :
F ′R(Q) = −∇P ′R(Q) (5.12)
avec
P ′R(Q) =

∑ND
i=0
1
2
K ′R(Qi)
(
1
d(Q,Qi)
− 1
D0
)2
, d(Q,Qi) ≤ D0
0 , d(Q,Qi) > D0
(5.13)
Afin d’illustrer comment le potentiel directionnel influence la force re´sultante totale F (Q),
nous conside´rons une particule situe´e a` Q et entoure´e de 8 dangers. Ces dangers sont dispose´s
de fac¸on syme´trique par rapport a` un axe perpendiculaire au plan des dangers et passant par
le centre d’un cercle reliant toutes les poses de ces dangers ( voir la figure 5.4). L’application
de la me´thode classique de CPA fait en sorte que la force re´pulsive re´sultante FR est nulle.
La particule est donc soumise seulement a` la force attractive, ce qui pourrait causer une
rencontre avec le danger situe´ a` Q8.
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Figure 5.4 Exemple de contexte dans lequel la me´thode de CPA est inefficace
.
Lorsque nous conside´rons l’exemple pre´ce´dent et utilisons la fonction de potentiel direc-
tionnel repre´sente´ a` la figure 5.6, la force re´pulsive re´sultante F ′R(Q) est non nulle comme
l’illustre la figure 5.5. La pre´sence de cette force fait en sorte que la particule n’est plus
soumise a` la seule force attractive. Elle peut reculer et s’immobiliser lorsque F ′R(Q) et FA(Q)
s’annuleront. La fonction de potentiel directionnel est construite avec les parame`tres sui-
vants : KI = 1, KE = 1. Chaque petit cercle (de couleur rouge sur la figure 5.6) repre´sente
le potentiel directionnel d’un danger.
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Figure 5.5 Exemple de contexte avec l’utilisation du potentiel directionnel de chaque danger
.
Figure 5.6 Exemple de fonction de potentiel directionnel
.
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La distance de se´curite´ D0 de la fonction de champ de potentiel re´pulsif P
′
R(Q) (se re´fe´rer
a` l’e´quation 5.13) doit eˆtre modulable afin de permettre au pilote d’effectuer des manoeuvres
d’approches se´curitaires. En effet, la re´duction D0 lorsque Uh est faible permet un mouvement
lent vers un danger. Une me´thode pratique de modulation de D0 est pre´sente´e en annexe 2.
5.4 E´vitement d’impasses par la me´thode des arcs re´flexes me´caniques
5.4.1 Proble`mes de minimums locaux de la me´thode des champs potentiels ar-
tificiels
Une impasse est une absence de mouvement de la plate-forme en raison de la pre´sence
de dangers de Sh ou de Shm malgre´ la pre´sence du signal de controˆle Uh. Cette situation
se produit en raison principalement de la pre´sence de minimum local lorsque la me´thode de
CPA directionnel est utilise´e. La figure 5.7 est une illustration de ce proble`me. La particule
situe´e a` Q est entoure´e de 6 dangers de Sm ou de Shm.
Figure 5.7 Exemple d’impasse
.
L’application de la me´thode de CPA directionnel fait en sorte que seules les contributions
des dangers Q3, Q4 et Q5 sont significatives. La force re´pulsive re´sultant F
′
R s’oppose a` la
force attractive FA immobilisant ainsi la particule.
De´gager la plate-forme d’une situation d’impasse consiste a` la mouvoir dans la direction
la moins dangereuse. Une premie`re me´thode de de´gagement consiste a` modifier la contrainte
lie´e a` la re´gion de recherche en l’e´largissant de manie`re a` couvrir toute la zone de navigation
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entourant la plate-forme. Ce faisant, en ope´ration normale (sans impasse), le module semi-
autonome aura tendance a` proposer des directions trop e´loigne´es de celles du pilote, ce qui
pourrait entraˆıner la plate-forme a` rencontrer des dangers de Sh. Le compromis entre le de´sir
de re´duire les e´carts de direction et le de´sir d’e´vitement des impasses n’est pas trivial a`
obtenir. Nous proposons une me´thode de de´gagement d’impasses dans laquelle, les signaux
de controˆle en provenance des arcs re´flexes me´caniques sont mis a` contribution.
5.4.2 Me´thode de de´gagement d’impasses base´e sur les arcs re´flexes me´caniques
Un arc re´fle`xe me´canique j comprend un contexte de dangers de NO observations discre`tes
note´ Ojm = [O
j
1, O
j
2, O
j
3, ..., O
j
NO
] et une re´ponse de mouvement Ajm = [v
j,Ωj]. Lors d’une
impasse, il y a pre´sence d’un contexte de dangers. Il est possible de trouver un arc re´flexe
me´canique dont le contexte de dangers est tre`s proche du contexte de dangers trouve´ au
moment de l’impasse. La me´thode propose´e pour de´gager la plate-forme de l’impasse est
base´e sur l’hypothe`se suivant laquelle l’utilisation de la re´ponse du mouvement correspondant
a` cet arc re´flexe me´canique permet de de´gager la plate-forme de sa situation d’impasse.
Le diagramme repre´sente´ a` la figure 5.8 illustre les interactions pendant une taˆche de
navigation dans laquelle survient une impasse.
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Figure 5.8 Diagramme d’interactions
.
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Le pilote e´met Uh pour initier un mouvement. Prenant en compte Uh et les observations
de dangers, la me´thode de CPA directionnel ge´ne`re Um. La pre´sence de Uh et l’absence de
vitesse de de´placement Uo sont des indicateurs d’une situation d’impasse. Si le module de
de´tecteur d’impasses ne de´tecte aucune impasse, alors Um est se´lectionne´ par le multiplexeur
de signaux de controˆle et achemine´ a` la plate-forme pour eˆtre exe´cute´. Sinon, le contexte
de dangers pre´sent pendant l’impasse est utilise´ par le module de se´lection d’arcs re´flexes
me´caniques pour trouver la composante Am d’un arc re´flexe permettant de de´gager la plate-
forme. Dans ce cas, le multiplexeur se´lectionne Am qui sera alors exe´cute´ par la plate-forme.
Si aucun arc re´flexe n’existe, alors la consigne d’arreˆt correspondant a` Am = [0, 0] est utilise´e.
Nous expliquons la me´thode utilise´e par le module de se´lection d’arcs re´flexes me´caniques
afin de produire Am.
La me´thode de de´gagement d’impasses suppose au pre´alable qu’une bibliothe`que de NA
arcs re´flexes me´caniques est a` la disposition du module semi-autonome a` un instant n. Sup-
posons que la plate-forme se trouve dans une impasse. A` l’aide des mesures des capteurs
exte´roceptifs, le contexte de dangers suivant est forme´ :
O(n) = [O1(n), O2(n), O3(n), ..., ONO(n)]
E´tape 1 :
Trouver l’arc re´flexe me´canique Im dont le contexte de dangers Om est le plus proche de
O(n).
E´tape 2 :
Si la re´ponse de mouvement Am de Im est se´curitaire, alors elle est achemine´e au mul-
tiplexeur de signaux de controˆle. Sinon, nous fixons Am = [0, 0] afin de permettre a` la
plate-forme de s’immobiliser.
E´tape 3 :
La plate-forme e´tant dans une impasse, le multiplexeur de signaux de controˆle se´lectionnera
Am pour eˆtre exe´cute´ par la plate-forme.
Afin de trouver Im, une fonction de couˆt comprenant les e´le´ments suivants est de´finie :
– une pe´nalite´ associe´e la dissimilitude entre O(n) et le contexte de dangers d’un arc
re´flexe me´canique candidat de la bibliothe`que. Cette pe´nalite´ vise a` privile´gier les so-
lutions permettant un de´placement de la plate-forme aussi proche que possible du
de´placement qu’aurait initie´ le pilote devant un contexte de dangers semblable ;
– une pe´nalite´ associe´e a` la dangerosite´ de Am de l’arc re´flexe me´canique candidat. Elle
vise a` assurer que Am est se´curitaire.
Pour des raisons pratiques, le couˆt associe´ a` la dangerosite´ de Am doit eˆtre supe´rieur a`
celui associe´ a` la dissimilitude.
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Une manie`re naturelle de de´finir la pe´nalite´ sur la dissimilitude est de trouver une fonction
dont la valeur est proportionnelle a` une mesure de distance entre les contextes de dangers
O(n) et Om. La fonction suivante repre´sente le couˆt associe´ a` la dissimilitude :
Fd(n) = αd × d(Om, O(n))2 (5.14)
ou` αd est un coefficient re´el. Sa valeur est fixe´e en tenant compte de la pe´nalite´ impose´e sur
la dangerosite´ du signal de controˆle associe´ a` un arc re´flexe me´canique.
E´tant donne´ que Am est connu, il est possible d’estimer la configuration QG si Am est
exe´cute´ par la plate-forme. Nous de´finissons la dangerosite´ d’un signal de controˆle comme
e´tant l’indice de risque de rencontre de la plate-forme et d’un danger de Sm ou de Shm si ce
signal est exe´cute´. Cet indice doit eˆtre e´leve´ si une rencontre est imminente avec un danger
et faible dans le cas contraire. La fonction du potentiel re´pulsif directionnel repre´sente´e
par l’expression 5.13 est une bonne candidate pour repre´senter la pe´nalite´ associe´e a` la
dangerosite´.
Fr(n) = P
′
R(QG(n)) (5.15)
Rappelons que le potentiel re´pulsif directionnel est calcule´ en utilisant l’expression sui-
vante :
P ′R(QG) =

∑ND
i=0
1
2
K ′R(Qi)
(
1
d(QG,Qi)
− 1
D0
)2
, d(QG, Qi) ≤ D0
0 , d(QG, Qi) > D0
ou`
K ′R(Qi) = KE × e
−φ
2
i (Q)
2K2
I (5.16)
La fonction de couˆt total associe´e a` un arc re´flexe Im est repre´sente´e par l’expression
suivante :
Fc(n) = Fd(n) + Fr(n) (5.17)
La re´ponse de mouvement de l’arc re´flexe me´canique qui minimise cette fonction est
envoye´e au multiplixeur de signaux de controˆle si le couˆt est infe´rieur a` un seuil pre´dermine´
F0(n). Par contre si Fc(n) > F0(n), alors le signal de controˆle [0, 0] est envoye´ au multiplexeur.
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5.5 Conclusion
Les plates-formes mobiles dote´es de modules autonomes ou semi-autonomes de navigation
sont utilise´es comme des aides techniques a` la mobilite´ ou des engins de navigation non
habite´s pour des missions d’exploration par exemple. L’intervention d’un pilote humain dans
le processus de de´cision et de controˆle de ces plates-formes pose le proble`me complexe de
controˆle partage´.
Un concept diffe´rent de module semi-autonome permettant l’intervention d’un pilote hu-
main dans son processus de controˆle est pre´sente´ dans ce chapitre. Ce concept est base´ sur
l’approche par champ de potentiel artificiel. Afin de re´duire les e´carts entre les directions
de´sire´es par le pilote et celles propose´es par la me´thode de champs potentiels artificiels,
nous avons propose´ une ponde´ration de la contribution de chaque danger en fonction de son
e´loignement par rapport a` la direction du mouvement. Par ailleurs, nous avons e´galement
e´labore´ une me´thode utilisant les arcs re´flexes me´caniques de´finis dans le pre´ce´dent chapitre
pour de´gager la plate-forme d’une impasse.
Le module semi-autonome propose´ est purement re´actif. Cette re´activite´ lui permet de
re´pondre rapidement aux situations impre´vues. Par contre, une re´action brusque et non
planifie´e a pour effet de surprendre parfois le pilote. Une e´tude expe´rimentale dans un envi-
ronnement inte´rieur et contraint avec une plate-forme mobile te´le´ope´re´e est pre´sente´e dans
le prochain chapitre.
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CHAPITRE 6
MODULE SEMI-AUTONOME : VALIDATION EXPE´RIMENTALE
6.1 Introduction
Dans ce chapitre, le module semi-autonome tel que pre´sente´ dans le chapitre pre´ce´dent est
valide´ expe´rimentalement. Cette validation vise essentiellement a` de´monter la capacite´ du mo-
dule semi-autonome a` e´viter les dangers de´tectables uniquement par le syste`me exte´rioceptif
(dangers de Sm) et de dangers de´tectables a` la fois par le syste`me exte´roceptif et le pilote
(dangers de Shm) tout en exploitant la bibliothe`que des arcs re´flexes me´caniques de manie`re
a` e´viter les impasses de mouvement.
La suite de ce chapitre est organise´e en quatre sections. Afin de tester les fonctionna-
lite´s de´veloppe´es pour le module semi-autonome, un environnement contraint constitue´ de
divers objets a e´te´ monte´ en laboratoire. La section 2 est consacre´e a` la pre´sentation de
cet environnement. La section 3 pre´sente les re´sultats expe´rimentaux et la discussion. Une
e´tude comparative est pre´sente´e et discute´e dans la section 4. La conclusion est pre´sente´e a`
la section 5.
6.2 Environnement expe´rimental
6.2.1 Plate-forme robotique
L’environnement expe´rimental est semblable a` celui utilise´ dans le chapitre 4. La plate-
forme expe´rimentale est un robot mobile a` 4 roues motrices e´quipe´ d’un syste`me odome´trique
et d’un te´le´me`tre laser place´ en avant comme illustre´ sur la figure 4.1. Le te´le´me`tre laser joue
le roˆle du syste`me exte´roceptif du module semi-autonome. Le demi-disque de de´tection est
constitue´ de 180 faisceaux lasers en raison d’un faisceau par degre´ d’angle. Il est subdivise´
en 7 secteurs angulaires de 22.7 degre´s chacun, nomme´s L0, L1,...,L6. L’approche de grille
d’occupation de Borenstein (Borenstein et Koren, 1991) est utilise´e. La valeur de Ls, s =
0, ..., 6 est obtenue en additionnant les distances de proximite´ des faisceaux laser du secteur
vise´. Cette somme est par la suite normalise´e.
6.2.2 Modalite´ de controˆle du pilote humain
Le pilote humain utilise une manette de jeu d’ordinateur pour controˆler la plate-forme
robotique. La manette de jeu comporte deux axes permettant de controˆler les vitesses de
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translation avant et arrie`re d’une part et les vitesses de rotation suivant le sens antihoraire ou
suivant le sens horaire, d’autre part. Ces valeurs de commandes de vitesses sont normalise´es.
6.2.3 Module semi-autonome
Le module semi-autonome assiste le pilote humain dans l’exe´cution d’une taˆche de navi-
gation de la manie`re suivante :
– lorsqu’il n’y a pas de dangers imminents (c’est-a`-dire qu’il n’y a pas de dangers situe´s
a` une distance infe´rieure a` D′min dans la direction du mouvement), le signal de controˆle
du module semi-autonome est le meˆme que celui du pilote humain ;
– lorsqu’il y a un danger imminent :
– le module semi-autonome ralentit la course de la plate-forme afin de permettre au
pilote de changer se´curitairement de direction ;
– si le pilote ne change pas de direction, alors la me´thode de CPA directionnel est
utilise´e pour e´viter une rencontre avec ce danger ;
– si malgre´ l’utilisation de la me´thode de CPA directionnel, la condition de danger ne
s’ame´liore pas et qu’une impasse est sur le point de survenir, alors les arcs re´flexes
me´caniques sont mis a` contribution.
6.2.4 Sce´nario de navigation
L’environnement expe´rimental est illustre´ sur la vue ci-dessous. Divers objets faisant office
de dangers s’y retrouvent. Un couloir e´troit et non rectiligne (largeur moyenne de 85cm) est
e´rige´ a` l’aide de panneaux de styromousse.
Figure 6.1 Vue panoramique de l’environnement de navigation et du poste de controˆle du
pilote humain
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Le pilote peut s’asseoir pre`s du poste de controˆle pour te´le´ope´rer la plate-forme a` l’aide
de la manette. Une telle position du pilote fait en sorte qu’il y a plusieurs endroits occlus
par les panneaux de styromousse. Par exemple, les dangers qui sont dans le couloir entre les
points de passage C et F ne sont pas visibles pour le pilote. Ainsi, il n’est pas en mesure de
percevoir si la plate-forme est trop proche d’un des panneaux formant le couloir. Les dangers
entre les panneaux de cette portion du couloir font partie alors de Sm. De meˆme, les dangers
situe´s a` l’exte´rieur du couloir du coˆte´ du point de passage D ne sont pas tous visibles au
pilote.
Tous les dangers dont la plus grande hauteur est infe´rieure a` 50cm ne sont pas de´tecte´s
par le syste`me exte´roceptif de la plate-forme. Ces dangers font partie de Sh s’il sont visibles
au pilote. Par exemple : sur la vue ci-dessus, une boˆıte situe´e a` l’exte´rieure du couloir et
proche de la table amovible est un exemple de danger de Sh. La table amovible ainsi que
l’objet situe´ pre`s du point de passage F sont des exemples de dangers de Shm.
Partant de la position de de´part spe´cifie´e par la lettre A, le pilote doit :
– traverser le couloir sans entrer en contact avec ses parois en passant par les points
marque´s B et C ;
– a` la sortie du couloir, il doit tourner dans le sens anti-horaire et passer par les points
D et E ;
– le pilote doit repasser par le couloir pour atteindre les points F , G et A.
Le pilote exe´cute deux fois le parcours. Pendant la premie`re exe´cution, il est positionne´
de manie`re a` voir tous les dangers. Cette e´tape permet la construction de la bibliothe`que
des arcs re´flexes me´caniques. Lors de la seconde exe´cution, le pilote est assis pre`s du poste
de controˆle et ope`re la plate-forme. En raison de sa position, il y a des dangers qu’il ne
percevra pas. Cette deuxie`me exe´cution nous permet de de´montrer l’assistance du module
semi-autonome et surtout l’utilisation en temps re´el des arcs re´flexes me´caniques.
La performance globale de la navigation en terme d’e´valuation de temps mort pendant une
se´ance de navigation permettra de de´montrer l’apport de l’usage des arcs re´flexes me´caniques.
Un temps mort est une pe´riode pendant laquelle, aucun mouvement de la plate-forme n’est
enregistre´ alors que les signaux de controˆle du pilote ne sont pas tous nuls.
6.3 Re´sultats expe´rimentaux et discussion
6.3.1 Construction dynamique de la bibliothe`que d’arcs re´flexes me´caniques
pour un pilote type
Le tableau 6.1 repre´sente la liste des arcs re´flexes trouve´s pendant l’expe´rimentation.
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Tableau 6.1 Liste des arcs re´flexes me´caniques
Nume´ro de ARM vmoy(m/s) ωmoy(rad/s) L0 L1 L2 L3 L4 L5 L6
0 0.05 0.00 0 0 0 0 0 0 0
1 0.12 0.04 1 1 0 1 1 0 0
2 0.38 0.26 1 0 1 1 1 1 0
3 0.07 -0.015 1 0 0 0 0 0 0
4 0.12 -0.26 0 1 0 0 0 0 0
5 0.27 -0.07 0 0 1 1 1 1 1
6 0.16 -0.17 0 1 1 0 0 0 0
7 0.27 0.00 0 0 0 0 1 1 1
8 0.25 -0.07 1 1 1 1 0 0 0
9 0.19 0.12 1 0 0 0 0 0 1
10 0.15 0.05 0 0 0 0 0 1 1
11 0.13 0.46 1 0 0 0 0 1 1
12 0.31 0.17 1 1 1 1 1 0 0
13 0.14 0.10 1 1 1 0 0 1 1
Plusieurs remarques sont a` mentionner avant d’interpre´ter les arcs re´flexes :
– toutes les vitesses line´aires correspondant aux arcs re´flexes me´caniques sont positives.
En effet, l’absence de capteurs exte´roceptifs couvrant le demi-plan arrie`re de la plate-
forme expe´rimentale rend impossible la construction des arcs re´flexes me´caniques cohe´rents
avec la direction du mouvement ;
– une vitesse de rotation positive produit un mouvement de rotation dans le sens anti-
horaire ;
– sur la figure 4.1, les secteurs sont nume´rote´s en suivant le sens anti-horaire.
Le premier arc re´flexe me´canique (nume´ro 0) repre´sente la situation dans laquelle il y a
pre´sence de dangers dans les sept secteurs couverts par le syste`me exte´roceptif de la plate-
forme. Une telle situation s’est produite au point de passage C de l’environnement de navi-
gation (se re´fe´rer a` la figure 6.1), lorsque le pilote s’est rapproche´ de trop pre`s de la parois
exte´rieur du couloir curviligne. La figure 6.2 est une illustration du contexte de navigation
lorsque l’arc de re´flexe 0 a e´te´ identifie´ pour la premie`re fois.
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Figure 6.2 Illustration du contexte de navigation pour l’arc re´flexe 0
Dans ces conditions, le pilote s’arreˆte et recule avant de tenter de contourner les dan-
gers. Les vitesses line´aire de 0.05m/s et angulaire de 0.0rad/s sont associe´es aux signaux de
controˆle d’arreˆt du mouvement de la plate-forme e´mis par le pilote.
Les plus grandes vitesses line´aire et angulaire enregistre´es sont associe´es a` l’arc re´flexe
me´canique 2 (vmoy = 0.38, ωmoy = 0.26). Le pilote a fait usage de ces signaux lorsqu’il navigue
pre`s du point de passage D. En effet dans cette portion du parcours, il n’y a pas de dangers
qui entravent directement le mouvement du pilote. Ceci est notamment mis en e´vidence par
les valeurs de L2, L3, L4 et L5 qui sont a` 1. Par ailleurs, il est a` remarquer que L6 = 0
indiquant ainsi que le secteur situe´ a` l’extreˆme gauche de la plate-forme est occupe´. Cette
occupation provient du fait que le pilote longe la paroi pre`s du point de passage D pendant
qu’il navigue dans cette section du parcours.
Sur la figure 6.3, nous remarquons que la majorite´ des arcs re´fle`xes me´caniques sont
trouve´s avant l’instant n = 300. Ce qui correspond au mi-parcours de la premie`re exe´cution.
En effet, 11 des 14 arcs re´flexes me´caniques ont e´te´ trouve´s pendant cette pe´riode.
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Figure 6.3 E´volution temporelle du nombre d’arcs re´flexes me´caniques
6.3.2 Validation expe´rimentale du de´tecteur d’impasses
Rappelons que pour qu’il y ait impasse il faudrait que :
– les signaux de controˆle du pilote soient non nuls ;
– les vitesses de translation et de rotation observe´es soient nulles, signifiant que la plate-
forme est immobile. L’absence de mouvement malgre´ la pre´sence de signaux de controˆle
non nuls provient du fait que le module semi-autonome juge les actions du pilote dan-
gereuses et inhibe toute e´volution cine´matique.
Afin de tester cette fonctionnalite´, le roˆle du module semi-autonome est re´duit a` celui
d’e´vitement de collision sans changer de direction du mouvement. Pour ce faire, la fonction
de potentiel directionnelle repre´sente´e par la figure 6.4 est utilise´e. Son expression est :
K ′R(Li) = e
(−φ2(Li)/2×0.072) (6.1)
ou` φ(Li), i = 0, 1..., 6, repre´sente l’e´cart angulaire entre la limite infe´rieure du secteur Li
et la direction du mouvement de la plate-forme. Par exemple, le secteur L0 occupe les angles
entre 0rad et 25.7rad. Sa limite infe´rieure est donc 0rad.
Le choix de cette fonction de potentiel est motive´ par le de´sir de permettre au danger
situe´ directement dans la direction du mouvement de l’influencer.
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Figure 6.4 Fonction de potentiel directionnel utilise´e pour le test du module de de´tection
d’impasses.
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Figure 6.5 Exemple de signaux de controˆle avec pre´sence d’impasses :(a) signal de controˆle
en translation de la part du pilote et vitesse de translation de la plate-forme mesure´e ; (b)
signal de controˆle en rotation de la part du pilote et vitesse de rotation de la plate-forme
mesure´e ; (c) une valeur ’1’ indique une impasse, tandis qu’une valeur ’0’ indique une absence
d’impasse.
Le de´tecteur d’impasses est le module qui permet d’enclencher l’utilisation des arcs re´flexes
me´caniques. La figure 6.5 illustre un exemple de navigation avec pre´sence d’impasses. Sur
cette figure, nous observons 7 e´pisodes d’impasses. Nous de´crivons en de´tail le premier e´pisode
et de´montrons le fonctionnement de module de de´tection d’impasses. Les autres e´pisodes
s’expliquent de manie`re similaire.
E´pisode 1 : Entre 17s et 21s
Pendant cette pe´riode de temps, la plate-forme navigue proche du point de passage C et
le contexte de dangers perc¸u par le syste`me exte´rioceptif est :
L0, L1, L2, L3, L4, L5, L6, L7 = 1, 1, 1, 0, 0, 0, 0.
Cet contexte indique clairement que le secteur L3 est occupe´. Pourtant, d’apre`s les courbes
en bleu des graphiques a et b de la figure 6.5 le signal de controˆle ge´ne´re´ par le pilote
est (v = 0.1m/s, ω = 0.01rad/s). L’application d’un tel signal entraˆıne un mouvement de
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la plate-forme vers l’avant et en direction du danger pre´sent dans L3. L’utilisation de la
me´thode de CPA directionnel par le module semi-autonome en tenant compte de la fonction
de potentiel pre´sente´e sur la figure 6.4 conduit a` une force re´pulsive qui est directement
oppose´e a` la force attractive ge´ne´re´e par les signaux de controˆle du pilote. C’est pourquoi le
module semi-autonome a inhibe´ le mouvement de la plate-forme dans cette direction. Cette
inhibition (v = 0.0m/s, ω = 0.0rad/s) est visible sur les courbes en pointille´ des graphiques
a et b de la figure 6.5. C’est donc l’absence de mouvement de la plate-forme pendant que les
signaux de controˆle du pilote sont non nuls qui de´termine la pre´sence d’une impasse.
Autres e´pisodes
Les autres e´pisodes d’impasses on eu lieu pendant la seconde traverse´e du couloir excepte´
l’e´pisode qui s’est de´roule´ entre 52s et 57s. A` chaque fois, le signal du pilote e´tait non
se´curitaire et l’utilisation de la me´thode de CPA directionnel ne se suffisait pas a` e´viter le
danger.
Le temps mort cumulatif duˆ aux impasses est de 8.2s. Cette pe´riode pendant laquelle
aucun mouvement se´curitaire n’est possible n’est pas de´sirable pour le pilote.
6.3.3 Utilisation de la bibliothe`que des arcs re´flexes me´caniques
Nous analysons l’usage de la bibliothe`que des arcs re´flexes me´caniques (voir le tableau
6.1) pendant la seconde exe´cution expe´rimentale du parcours. Le module semi-autonome
ge´ne`re les signaux de controˆle en fonction de la me´thode de champs potentiels artificiels
directionnels. Lorsqu’une impasse est de´tecte´e, il cesse d’utiliser cette me´thode pour faire
appel a` la me´thode des arcs re´flexes me´caniques (se re´fe´rer au diagramme d’interactions de
la figure 5.8).
La figure 6.6 illustre la trajectoire de´crite par la plate-forme. Elle est obtenue en uti-
lisant un calcul odome´trique. Aucun syste`me de localisation n’a e´te´ mis a` contribution.
Nous remarquons que la trajectoire est lisse et ne pre´sente aucun changement de courbure
brusque, malgre´ l’absence de tout module de planification de chemin. En effet, les me´thodes
usuelles pre´sente´es dans la litte´rature utilisent de tels modules afin d’e´viter toute oscillation
ou de´viation soudaine de la trajectoire de´crite par la plate-forme en pre´sence de dangers
rapproche´s.
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Figure 6.6 Trajectoire de´crite par la plate-forme pendant la seconde exe´cution du parcours
La bibliothe`que des arcs re´flexes contient 11 arcs re´flexes me´caniques nume´rote´s de 0 a`
10 au moment de de´buter la seconde exe´cution du parcours expe´rimental. Quelques-uns de
ces 11 arcs re´flexes sont donc utilise´s lorsque des impasses sont de´tecte´es.
Le module semi-autonome dispose de quatre diffe´rentes de´cisions repre´sente´es par les
chiffres de 1 a` 4 pour mener a` bien une taˆche de navigation :
– de´cision 1 : les signaux de controˆle du pilote sont juge´s se´curitaires par le module
semi-autonome et sont alors exe´cute´s par la plate-forme ;
– de´cision 2 : les signaux de controˆle du pilote sont juge´s non se´curitaires par le module
semi-autonome et la me´thode de CPA directionnel est mise a` contribution afin de
re´duire le risque d’e´ve`nements dangereux ;
– de´cision 3 : les signaux de controˆle du pilote sont juge´s non se´curitaires par le module
semi-autonome, la me´thode de CPA directionnel est mise a` contribution et par la suite
une impasse est de´tecte´e ; le module semi-autonome utilise alors l’approche base´e sur
les arcs re´flexes me´caniques afin d’e´viter l’impasse ;
– de´cision 4 : les signaux de controˆle du pilote sont juge´s non se´curitaires par le module
semi-autonome ; la me´thode de CPA directionnel est mise a` contribution sans succe`s ;
les signaux de controˆle d’un arc re´flexe me´canique n’ont pas e´te´ en mesure de sortir la
plate-forme d’une impasse. Elle est immobilise´e.
Afin d’analyser l’impact re´el de l’utilisation des arcs re´flexes me´caniques, nous avons
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ge´ne´re´ un graphique comportant la de´cision active et le nume´ro de l’arc re´flexe se´lectionne´.
Figure 6.7 De´cision du module autonome et arcs re´flexes actifs : (a) De´cision en fonction du
temps ; (b) Arcs re´flexes me´caniques utilise´s.
Analyse ge´ne´rale
1. Les signaux de controˆle du pilote ont e´te´ juge´s se´curitaires (de´cision 1) et applique´s
comme tels seulement pendant 5% du temps de navigation.
2. L’environnement de navigation e´tant parseme´ d’obstacles, c’est la de´cision 2 (assistance
active du module semi-autonome en utilisant la me´thode de CPA directionnel) qui a
e´te´ se´lectionne´e pendant 93% du temps de navigation. Pendant ce temps, aucun arc
re´flexe me´canique n’est utilise´ (valeur de -1 sur le graphique (b) de la figure 6.7).
3. Pendant 2% du temps de navigation, les arcs re´flexes me´caniques ont e´te´ utilise´s
a` des moments diffe´rents (de´cision 3). Ces nume´ros d’arcs re´flexes me´caniques sont
3, 4, 5, 6, 9. Cette utilisation, bien que minimale, est suffisante pour permettre a` la
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plate-forme d’e´viter des temps morts dus aux impasses. Aucun temps mort n’est enre-
gistre´ pour cette expe´rience. L’absence de temps mort est observable sur la figure 6.8.
En effet, si a` chaque fois que le module du vecteur repre´sentant les signaux de controˆle
du pilote est non nul, les vitesses mesure´es sur la plate-forme sont aussi non nulles et
qu’il n’y a pas de collision, alors le temps mort est nul. Pendant cette expe´rience, au-
cune collision n’est enregistre´e. Sur la figure 6.8, l’on peut observer qu’a` chaque fois que
le module du vecteur de vitesse du pilote est non nul (ce qui correspond aux pe´riodes
pendant lesquelles le pilote voudrait faire bouger la plate-forme), le module du vecteur
vitesse de de´placement de la plate-forme est e´galement non nul.
Figure 6.8 Comparaison entre le module du vecteur repre´sentant les signaux de controˆle du
pilote et le module du vecteur repre´sentant la vitesse mesure´e de la plate-forme
Analyse spe´cifique
Les arcs re´flexes me´caniques ont e´te´ utilise´s surtout lorsque la plate-forme, naviguant dans le
couloir, de´passe le point C (voir la vue repre´sentant l’environnement expe´rimentale : figure
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6.1). Ce point correspond au dernier endroit dans le couloir qui soit visible comple`tement au
pilote, lorsque ce dernier est assis pre`s du poste de controˆle.
Le premier arc re´flexe me´canique qui a e´te´ utilise´ (au temps n = 16s) a pour nume´ro 3,
lorsque la plate-forme a de´passe´ le point de controˆle C. Analysons en de´tail le contexte de
navigation.
Les mesures des capteurs de proximite´ recueillies ont permis d’obtenir la grille d’occupa-
tion suivante :
{L0, L1, L2, L3, L4, L5, L6} = {0.87, 0.82, 0.38, 0.24, 0.21, 0.15, 0.08}.
La figure 6.9 est une illustration du contexte de navigation. Les secteurs L0 et L1 sont
moins occupe´s que les autres secteurs. Par ailleurs, les signaux de controˆle du pilote e´taient :
v = 0.1m/s, ω = 0.024rd/s.
L’utilisation de la me´thode de CPA directionnel n’est pas suffisante pour e´viter une im-
passe. En effet, il aurait fallu que la plate-forme tourne beaucoup dans le sens horaire. Ce
qui n’est pas permis par cette me´thode. Rappelons que l’ide´e d’utiliser la me´thode de CPA
directionnel est de re´duire autant que possible les e´carts entre les vecteurs forme´s par les
signaux de controˆle (et repre´sentant le de´sir de mouvement du pilote) et ceux obtenus en
utilisant la me´thode traditionnelle de champs de potentiels artificiels.
Figure 6.9 Configuration de la plate-forme pendant l’utilisation de l’arc re´flexe 3
Le contexte de l’arc re´flexe me´canique 3 a e´te´ se´lectionne´ comme e´tant le plus proche
du contexte courant de la plate-forme. Les vitesses associe´es a` cet arc re´flexe sont : v =
0.07m/s, ω = −0.015rd/s.
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L’utilisation des signaux de commandes de l’arc re´flexe me´canique 3 permet deux effets
importants :
– re´duire la vitesse de translation de la plate-forme qui passera de 0.1m/s a` 0.07m/s.
Cette re´duction est ne´cessaire afin d’assurer un changement de direction se´curitaire ;
– changer de direction en passant de la vitesse de rotation positive a` une vitesse de
rotation ne´gative (de 0.024rd/s a` −0.015rd/s). Ce changement permet a` la plate-forme
de tourner dans le sens horaire vers les zones les moins occupe´es de l’environnement de
navigation.
Ces deux effets mis en ensemble permettent a` la plate-forme :
– d’e´viter l’impasse en cours ;
– de garder une direction cohe´rente avec la direction de´sire´e par le pilote.
La figure 6.10 pre´sente les signaux de controˆle du pilote et ceux du module semi-autonome.
Nous remarquons qu’a` partir de l’instant n = 16s, la vitesse de rotation du module semi-
autonome s’inverse tandis que la vitesse de translation dimimue. Ceci durera environ deux
secondes pour e´viter l’impasse.
Figure 6.10 Signaux de controˆle du pilote et du module semi-autonome
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6.4 E´tude comparative
L’objectif de l’e´tude comparative est de mesurer les diffe´rences lorsque le module semi-
autonome :
– joue un simple roˆle d’arreˆt d’urgence du mouvement de la plate-forme sans changer de
direction : fonctionnement en mode arreˆt d’urgence ;
– utilise la me´thode de CPA directionnel : fonctionnement en mode re´actif simple ;
– utilise la me´thode de CPA directionnel et l’e´vitement d’impasse par la me´thode des
arcs re´flexes me´caniques : fonctionnement en mode re´actif et re´flexe.
L’environnement expe´rimental est le meˆme que celui utilise´ pre´ce´demment. Les quatre
pilotes (PI , PII , PIII , PIV ) qui ont pris part aux expe´rimentations ont utilise´ chaque mode de
fonctionnement du module semi-autonome. Pour chaque mode de fonctionnement, le pilote
effectue trois fois la trajectoire :
A, B, C, D, E, B, C, F, G, A.
Aucune consigne particulie`re n’est donne´e aux pilotes. De plus, ils ne savent pas quel
mode de fonctionnement est utilise´. Cependant, plusieurs d’entre eux ont e´te´ en mesure de
suspecter une forme d’aide pendant la traverse´e du couloir. A` chaque exe´cution du parcours
expe´rimental, les parame`tres suivants sont mesure´s :
– le nombre d’arreˆts d’urgences. La pre´sence de la fonction d’arreˆt d’urgence permet
d’e´viter tout contact direct avec les dangers de l’environnement. Ce parame`tre est
mesure´ en comptant le nombre de fois que la de´cision 4 a e´te´ se´lectionne´e par le module
semi-autonome ;
– le temps mis pour terminer une exe´cution comple`te du parcours ;
– le temps mort calcule´.
Avant d’e´valuer ces diffe´rents parame`tres, nous analysons trois trajectoires du pilote PI .
Chaque trajectoire correspond a` un mode de fonctionnement. L’analyse qui sera ainsi faite
reste valide pour les trois autres pilotes.
6.4.1 Comparaison des trajectoires d’un pilote type utilisant chacun des trois
modes du module semi-autonome
La figure 6.11 repre´sente les trois trajectoires obtenues. De fac¸on ge´ne´ral, aucune oscil-
lation notable n’est observe´e sur les trajectoires correspondant aux modes re´actif simple et
re´actif-re´flexe. Ce re´sultat indique effectivement que l’utilisation de CPA directionnel n’in-
troduit pas d’oscillations notables ge´ne´ralement pre´sentes lorsque les me´thodes de champs
potentiels artificiels sont utilise´es en environnement contraint.
Une diffe´rence subtile dont l’existence justifie l’effort mis pour de´velopper la me´thode
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d’e´vitement d’impasses est repre´sente´e par les fle`ches. En mode arreˆt d’urgence, le pilote qui
est assis pre`s du poste de controˆle, ne peut pas bien observer tous les dangers au dela` du point
de controˆle C. Sur la trajectoire (a) de la figure 6.11, il y a un point d’inflexion repre´sente´ par
une fle`che. En re´alite´, le pilote a trop pousse´ la plate-forme vers le mur de gauche du couloir,
provoquant un premier arreˆt d’urgence. Pour corriger la course de la plate-forme, il change
brusquement son orientation. Cette fois-ci, la nouvelle orientation impose´e fait en sorte que
c’est le mur de droite du couloir qui est trop proche, provoquant une deuxie`me fois un arreˆt
d’urgence.
Sur les trajectoires (b) et (c) aucun point d’inflexion n’est observe´e a` cause de l’usage de
la me´thode de CPA directionnel. En effet de`s que la plate-forme s’approche du mur exte´rieur
du couloir, une correction est automatiquement effectue´e sur l’orientation de la plate-forme
de fac¸on a` re´duire le risque d’utiliser un arreˆt d’urgence. Cependant, nous avons observe´
que la correction seule n’e´tait pas suffisante et l’arreˆt s’enclenchait parfois. Ce qui a pour
conse´quence d’entraˆıner des impasses. Ces impasses ne sont pas visibles sur les trajectoires
pre´sente´es. Lorsque le mode re´actif et re´flexe est utilise´, la dure´e de temps morts dus aux
impasses est conside´rablement re´duite.
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Figure 6.11 Comparaison de trois trajectoires :(a) Trajectoire en mode arreˆt d’urgence. (b)
Trajectoire en mode re´actif simple. (c) Trajectoire en mode re´actif et re´flexe me´canique. Les
fle`ches indiquent les endroits critiques dans l’exe´cution des manoeuvres de navigation.
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6.4.2 Comparaison des dure´es d’exe´cution de trajectoires
Sur la figure 6.12, tous les temps d’exe´cution de tous les pilotes sont repre´sente´s. Deux
remarques importantes sont a` mentionner.
– Chaque pilote conduit la plate-forme avec sa propre vitesse. Le pilote IV a visiblement
une vitesse moyenne beaucoup plus importante que le pilote I. Malgre´ cette diffe´rence
de vitesse, tous les pilotes ont comple´te´ les trois modes de fonctionnement.
– Pour chaque pilote, il y a une diffe´rence entre les dure´es de chaque mode. Le temps de
parcours en mode re´actif et re´flexe semble le´ge`rement infe´rieur aux autres dure´es en
raison principalement de la re´duction des temps morts dus aux impasses.
Ces re´sultats sugge`rent que tous les modes de´veloppe´s dans ce projet de recherche alte`rent
tre`s peu le style de conduite des pilotes. En effet, un pilote qui conduit vite peut se faire
aider sans re´duire significativement sa vitesse propre.
Figure 6.12 Comparaison des dure´es d’exe´cution de trajectoires en mode arreˆt d’urgence, en
mode re´actif simple et en mode re´actif et re´flexe.
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6.4.3 Comparaison du nombre d’usages de l’arreˆt d’urgence pendant l’exe´cution
de trajectoires
L’usage de l’arreˆt d’urgence par le module semi-autonome est une indication tangible
d’une situation dans laquelle une rencontre avec un danger est imminente. Lorsque l’arreˆt
d’urgence est active´, la plate-forme n’avance plus vers le danger le plus proche dans la di-
rection du mouvement. Le pilote doit lui-meˆme trouver une manie`re pour e´loigner ladite
plate-forme du danger.
La figure 6.13 pre´sente les graphiques de nombre de fois que la fonction d’arreˆt d’urgent
est active´e. Les barres de couleur verte, repre´sentant le nombre d’usages de la fonction d’arreˆt
d’urgence lorsque le module semi-autonome fonctionne en mode re´actif et re´flexe, sont in-
existantes sur les graphiques car leurs valeurs sont faibles (infe´rieures a` 6). Par ailleurs, les
points suivants sont a` mentionner.
– Pour tous les pilotes, la fonctionnalite´ d’arreˆt d’urgence est beaucoup plus active´e lors-
qu’il n’y a aucune assistance ni par la me´thode de CPA directionnels (mode re´actif
simple), ni par la me´thode de CPA directionnel et des arcs re´flexes me´caniques (mode
re´actif et re´flexe). Ce re´sultat montre que les deux modes d’assistances ci-dessus men-
tionne´s contribuent a` re´duire l’usage de l’arreˆt d’urgence et donc a` aider activement le
pilote a` conduire se´curitairement la plate-forme dans un environnement contraint.
– Pour tous les pilotes, en mode re´actif et re´flexe, l’usage de l’arreˆt d’urgence est quasi
inexistant. Ce re´sultat confirme le fait que l’utilisation des arcs re´flexes me´caniques
contribue a` une re´duction significative des impasses qui sont entre autres, sources de
temps morts.
– Une vitesse de conduite moyenne e´leve´e n’est pas ne´cessairement corre´le´e avec un
nombre plus e´leve´ de recours aux arreˆts d’urgence. En effet, d’apre`s notre contexte
expe´rimental, le pilote IV qui est plus rapide que le pilote I, n’a pas eu recours a`
plus d’arreˆts d’urgence comparativement au pilote I. Toutefois, il aurait fallu avoir un
e´chantillonnage beaucoup plus e´leve´ de pilotes afin de mieux caracte´riser la vitesse
moyenne de pilotage et le nombre d’arreˆts d’urgence en environnement contraint.
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Figure 6.13 Comparaison du nombre d’arreˆts d’urgences pendant les exe´cutions de trajectoires
en mode arreˆt d’urgence, en mode re´actif simple et en mode re´actif et re´flexe.
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6.4.4 Comparaison des temps morts pendant l’exe´cution de trajectoires
En ge´ne´ral, nous avons remarque´ que le temps mort cumulatif est corre´le´ avec le nombre
d’arreˆts d’urgence sauf pour le pilote I (figure 6.14). Pour ce pilote, le temps mort cumulatif
lors de la seconde ite´ration du parcours est plus e´leve´ en mode re´actif simple qu’en mode
arreˆt d’urgence. Ceci s’explique par le fait que lors de l’ite´ration 2 et pendant le passage
dans le couloir, le pilote a passe´ beaucoup de temps a` de´gager la plate-forme de la situation
d’impasse dans laquelle elle se trouvait.
Par ailleurs, nous remarquons sur la figure 6.14 que le temps mort est tre`s re´duit, voire
inexistant, lorsque le pilote est assiste´ par le module semi-autonome fonctionnant en mode
re´actif et re´flexe. Les re´ductions moyennes de temps morts varient de 75% a` 100%, lorsque
nous comparons le mode re´actif simple et le mode re´actif et re´flexe.
Figure 6.14 Comparaison du nombre des dure´es de temps mort pendant les exe´cutions de
trajectoires en mode arreˆt d’urgence, en mode re´actif simple et en mode re´actif et re´flexe.
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6.5 Conclusion
Les fonctionnalite´s du module semi-autonome ont e´te´ teste´es expe´rimentalement dans
un environnement contraint. Apre`s avoir valide´ le module de de´tection d’impasses, nous
avons montre´ la manie`re dont les arcs re´flexes me´caniques sont utilise´s pour re´duire les
temps morts dus a` ces impasses. Les re´sultats d’une e´tude comparative mene´e avec quatre
pilotes sugge`rent que la me´thode de CPA directionnel introduit peu d’oscillations dans la
dynamique de la plate-forme en plus de permettre une navigation se´curitaire. L’utilisation
des arcs re´flexes me´caniques re´duit significativement les temps morts chez les pilotes teste´s.
Tous les contextes d’impasses ne sont pas e´vitables par la me´thode propose´e. Il arrive parfois
qu’aucun arc re´flexe me´canique n’existe dans la bibliothe`que pour une situation d’impasse
particulie`re. Dans ce cas, la plate-forme est arreˆte´e devant le danger le plus rapproche´. Une
intervention se´curitaire du pilote permettant de changer de direction au mouvement pourrait
de´gager la plate-forme de cette impasse.
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CHAPITRE 7
CONTROˆLE COLLABORATIF PAR ESTIMATION DE L’APTITUDE DU
PILOTE
7.1 Introduction
Le but principal du module semi-autonome est d’assister le pilote humain dans l’exe´cution
des taˆches de navigation. Le niveau d’implication de ce module doit s’adapter au niveau
d’assistance de´sire´e par le pilote (Zieba et al., 2009; Bethel et al., 2007). Cette implication
se manifeste par la ge´ne´ration de signaux de controˆle destine´s a` compenser les manoeuvres
du pilote conside´re´es lorsque celles-ci sont dangereuses par le module semi-autonome. Nous
avons se´lectionne´ l’aptitude au pilotage comme une mesure permettant de construire un
me´canisme d’adaptation de l’assistance du module semi-autonome. Certains dangers sont
a` la fois de´tectables par le pilote et le module semi-autonome. L’aptitude au pilotage se
mesure par la capacite´ du pilote a` e´viter correctement de tels dangers. La mise en oeuvre
de cette capacite´ requiert de sa part la mobilisation de ressources perceptuelles, cognitives
et motrices (Hart, 1988). Dans la litte´rature, les syste`mes de pilotages collaboratifs entre
un humain et un module de navigation supposent ge´ne´ralement que le pilote maintient le
meˆme niveau d’aptitude a` e´viter les dangers perc¸us, peu importe le contexte de navigation
(C. Urdiales et Sandoval, 2007; Li et al., 2008; Riley et al., 2008; Galluppi et al., 2008). Cette
hypothe`se, meˆme si elle peut s’ave´rer correcte lorsque le pilote est un expert des taˆches de
navigation, s’ave`re inade´quate quand il ne posse`de pas toutes les aptitudes requises pour de
telles ope´rations. Par ailleurs, il a e´te´ abondamment documente´ que l’aptitude d’un pilote
pendant les taˆches de navigation, peu importe son degre´ d’expertise, est variable en fonction
de certains facteurs comme :
– les facteurs personnels : la distraction ou l’inattention, les conditions me´dicales person-
nelles, l’e´tat mental, l’humeur, la fatigue, etc. (Hart, 1988) ;
– les facteurs environnementaux : la densite´ de dangers pre´sents, la complexite´ des ope´rations
de navigation a` re´aliser, les contraintes ge´ome´triques lie´es aux aspects physiques de la
plate-forme mobile et l’espace restreint disponible pour les manoeuvres.
Plusieurs e´tudes de´montrent une corre´lation forte entre la de´gradation de performance
d’un pilote de ve´hicule et l’augmentation de la charge de travail (complexite´ et nombre de
manoeuvres a` exe´cuter) (Steinfeld et al., 2006; Young et Jerome, 2009; Wang et al., 2006;
Coleman et al., 1999). Caracte´riser l’aptitude au pilotage revient donc a` estimer la charge
81
de travail que le pilote doit effectuer. Dans le milieu de la recherche sur les interactions
homme-machine, aucun consensus n’existe en ce qui concerne la de´finition de la charge de
travail. Cependant, la de´finition de Hart (Hart, 1988) revient souvent. Ce dernier de´finit la
charge de travail d’un pilote comme e´tant la relation perc¸ue entre ses ressources et celles
requises pour accomplir une taˆche donne´e.
Une manie`re de diminuer cette charge de travail consiste a` fournir au pilote un module
d’assistance (Fields et al., 2009; Damian et al., 2009). La nature variable de cette charge fait
en sorte qu’une adaptation du niveau d’assistance est requise afin d’aider ade´quatement le
pilot par le biais d’outils d’estimation de la charge de travail.
Le reste du chapitre est organise´ en 5 sections. Le lien entre l’e´valuation de l’aptitude
et celle de la charge de travail, nous ame`ne a` pre´senter dans la section 2, une revue des
diffe´rentes approches utilise´es et a` montrer les raisons pour lesquelles elles ne sont pas
ade´quates dans le cadre de notre the`se. Dans la section 3, nous pre´sentons une nouvelle
approche d’estimation de l’aptitude base´e sur l’entropie comportementale et de´montrons les
avantages d’une telle approche. Un algorithme de de´libe´ration re´solvant la proble´matique
de controˆle collaboratif de cette the`se et base´ sur l’entropie comportementale est pre´sente´
dans la section 4. Les sections 5 et 6 pre´sentent respectivement les limites de l’approche
propose´e et la conclusion.
7.2 Diffe´rentes approches de mesure de la charge de travail
L’estimation de la charge de travail d’un pilote est tre`s difficile a` re´aliser en raison de
l’implication de facteurs personnels dont les e´valuations ne sont pas toujours objectives.
Quatre approches d’estimation de la charge de travail ont e´te´ recense´es :
– approche par les mesures physiologiques,
– approche par les mesures de performance,
– approche par les mesures de parame`tres subjectifs,
– approche syste´mique.
Il est bien documente´ dans la litte´rature de la biologie me´dicale que plusieurs manifestations
physiologiques soient lie´es aux efforts cognitifs ou physiques associe´s a` des charges de
travail chez un humain (Sciarini et Nicholson, 2009; Hama et al., 2009; Takken et al., 2009;
Reimer et al., 2009; Rabbi et al., 2009). L’ide´e primaire de cette approche est d’exploiter
la corre´lation entre le niveau de charge de travail et ses manifestations physiologiques. Les
principales mesures utilise´es sont : l’e´lectrocardiogramme (Brookhuis et al., 2009; Hirshfield
et al., 2009), l’e´lectromiogramme, la tension arte´rielle (Zotov et al., 2009; Mulder et al.,
2009), l’e´lectroence´phalogramme, les mouvements et la forme des pupilles (Tremoulet et al.,
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2009), la transpiration de la peau et l’impe´dance ou la conductance de la peau. L’approche
par mesure physiologique de la charge de travail pre´sente les avantages suivants :
– l’estimation quasi instantane´e ;
– l’estimation objective comparativement a` la me´thode de mesure de parame`tres subjectifs
notamment la me´thode de NASA-TLX (Hart, 1988).
Les inconve´nients de cette approche sont :
– l’installation sur le corps du sujet faisant l’objet de l’estimation de la charge, des diffe´rents
instruments de mesure. Ces instruments interfe`rent physiquement avec son environne-
ment d’ope´ration normal.
– le niveau tre`s faible de certains signaux fait en sorte que les traitements destine´s a` re´duire
les effets ne´gatifs du bruit de mesure sont souvent complexes (Goodrich et Schultz, 2007).
Une manie`re indirecte de mesurer la charge de travail consiste a` quantifier le taux de
de´croissance de la performance d’exe´cution d’une taˆche principale en fonction de l’accrois-
sement de la complexite´ d’une taˆche secondaire. Les deux taˆches sont exe´cute´es en paralle`le.
Comme la complexite´ de cette taˆche secondaire est controˆlable, il est possible alors d’e´tablir
une relation entre la de´gradation de la performance de la taˆche principale et la complexite´
de la taˆche de la taˆche secondaire. Les e´tudes montrent que plus la complexite´ de la taˆche
secondaire croˆıt, plus la performance de l’exe´cution de la taˆche principale de´croˆıt (Goodrich
et Schultz, 2007).
L’ajout de la taˆche secondaire est envahissant pour le sujet e´value´. De plus, certains cher-
cheurs conside`rent que cette proce´dure de´tourne une partie de l’attention du sujet pour
l’exe´cution de la taˆche principale (Brookhuis et al., 2009; Goodrich et Schultz, 2007).
Afin de contourner la difficulte´ d’estimation fiable et en temp-re´el de la charge de tra-
vail, plusieurs auteurs ont propose´ des approches base´es sur des e´valuations subjectives
produites par le pilote apre`s avoir exe´cute´ une taˆche. Ces approches tentent d’exploiter
la capacite´ d’une personne d’exprimer la charge perc¸ue aussitoˆt apre`s avoir exe´cute´ une
taˆche (Goodrich et Schultz, 2007). Afin d’estimer cette charge, le pilote doit remplir un
questionnaire qui servira a` calculer un indice repre´sentant le niveau de charge.
Les mesures propose´es par l’Agence Spatiale Ame´ricaine (NASA) font offices de standard
pour cette cate´gorie de me´thodes. Elles sont connues sous l’appellation de NASA-TLX
(Steinfeld et al., 2006; Schiele, 2009; Hart, 1988). NASA-TLX utilise six composantes pour
e´valuation la charge d’un pilote :
– les exigences mentales perc¸ues par le pilote de la taˆche implique´e ;
– les exigences physiques ressenties par le pilote lors de l’exe´cution de ladite taˆche ;
– les exigences de temps : le pilote a-t-il eu suffisamment de temps pour comple´ter la
taˆche ;
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– les exigences de performance ;
– le niveau d’efforts que le pilote a duˆ de´ployer afin d’accomplir la taˆche ;
– le niveau de frustration ressentie.
Subjective Workload Assessment Technique (SWAT) est une autre technique souvent ren-
contre´e dans la litte´rature concernant l’estimation de la charge de travail (Dey et Mann,
2009). Cette me´thode utilise trois composantes :
– les requis pour accomplir la taˆche ;
– l’effort mental que le pilote croit avoir de´ploye´ afin d’arriver a` accomplir la taˆche ;
– le stress ressenti pendant l’exe´cution de la taˆche.
L’e´valuation de parame`tres subjective pre´sente l’avantage de permettre au pilote d’expri-
mer sa manie`re de vivre l’expe´rience associe´e a` la taˆche implique´e dans le processus de
mesure. Cependant, cette me´thode pre´sente les inconve´nients suivants :
– l’estimation de la charge de travail perc¸ue est une moyenne sur toute la pe´riode d’exe´cution
de la taˆche. Il est donc difficile de de´terminer la charge en temps-re´el de manie`re a` ajuster
l’interaction conse´quemment.
– la difficulte´ d’obtenir des estimations fiables. En effet, la meˆme taˆche exe´cute´e dans les
meˆmes conditions expe´rimentales peut aboutir a` des e´valuations de charges diffe´rentes.
La tendance re´cente consiste a` utiliser une approche syste´mique. Une combinaison des
diffe´rentes approches mentionne´es pre´ce´demment est mise a` contribution afin de mieux
estimer la charge de travail (Brookhuis et al., 2009; Cao et al., 2009; Mehler et al., 2009;
Dey et Mann, 2009).
Dans le contexte du pilotage collaboratif d’une plate-forme mobile, le caracte`re adaptatif
pendant l’exe´cution des taˆches de navigation fait en sorte que les me´thodes base´es sur
les e´valuations subjectives ne sont pas applicables. L’utilisation de l’approche par mesures
physiologiques de la charge pose un proble`me d’interfe´rence avec l’environnement de pilo-
tage. Par conse´quent, elle ne sera pas conside´re´e. Les mesures de performance sont juge´es
non pratiques en raison de la ne´cessite´ d’introduire une taˆche interfe´rente secondaire. Pour
toutes ces raisons, nous proposons une approche permettant de de´tecter les moments pen-
dant lesquels, l’aptitude du pilote est re´duite en analysant ces signaux de controˆle.
7.3 Aptitude du pilote par l’approche d’entropie comportementale
Comme mentionne´ dans l’introduction, nous conside´rons que le pilote est apte si, devant
un danger de´tectable a` la fois par le pilote et le module semi-autonome, il ge´ne`re une
se´quence de Uh de manie`re a` e´viter correctement toute rencontre avec ce danger. Ainsi,
afin de de´terminer si un signal Uh(n) contribue a` l’e´vitement de danger du point de vue du
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module semi-autonome, nous de´finissons une variable binaire Γ(n) de la manie`re suivante :
– Γ(n) = 0 si une rencontre avec un danger risque de survenir dans le cas ou` Uh(n) est
directement exe´cute´ par la plate-forme ;
– Γ(n) = 1 si l’exe´cution de Uh(n) n’entraˆıne pas de rencontre avec un danger.
Comme Γ est directement lie´e a` la manie`re dont le pilote controˆle la plate-forme, nous
conside´rons qu’une se´quence de N valeurs de Γ est une repre´sentation du comportement
du pilote vis-a`-vis des dangers de l’environnement de navigation. Afin de caracte´riser
ade´quatement les situations d’inaptitude du pilote controˆlant seul une plate-forme dans un
environnement restreint, plusieurs expe´riences ont e´te´ mene´es au laboratoire. Ces expe´riences
ont consiste´ a` laisser le pilote diriger la plate-forme et a` enregistrer les se´quences de Γ
pendant des e´pisodes de perte de controˆle, de collisions ou d’accrochage avec les dangers
pre´sents dans l’environnement de navigation. Il ressort de cette analyse pre´liminaire, deux
principales situations dans lesquelles la contribution du module semi-autonome serait im-
portante.
– Inaptitude de type 1 : le pilote, seul au controˆle, en tentant d’e´viter un danger perc¸u,
ge´ne`re des signaux de controˆle qui n’arrivent pas a` produire l’e´vitement de´sire´ entraˆınant
ainsi des rencontres avec des dangers. C’est souvent le cas lorsqu’il perd le controˆle de
la plate-forme en raison d’une trop grande vitesse de de´placement. Cette situation est
repre´sente´e par une se´quence de Γ ayant une longue se´rie de 0.
– Inaptitude de type 2 : le pilote, seul au controˆle, e´vite un danger avec beaucoup de diffi-
culte´s. Ces difficulte´s se manifestent par la ge´ne´ration de signaux de controˆle pre´sentant
beaucoup de variations d’amplitudes brusques ainsi que beaucoup de changements de
direction abrupts entraˆınant parfois des accrochages avec les dangers. Une se´quence de
Γ dans ce cas contient beaucoup d’alternances entre 0 et 1.
La figure 7.1 est une illustration de l’inaptitude de type 1. En effet, sur cette figure, nous
observons 5 valeurs de Γ a` 1 et 26 valeurs de Γ a` 0.
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Figure 7.1 Exemple de repre´sentation de Γ dans le cas d’inaptitude de type 1
.
La figure 7.2 repre´sente l’e´volution dynamique de Γ lorsque l’inaptitude de type 2 se
pre´sente. 18 valeurs de Γ ont la valeur 1, tandis que 13 valeurs en ont 0. Cependant,
comparativement a` la figure 7.1, il y beaucoup plus de changements de valeurs de Γ dans
la figure 7.2 : 11 alternances.
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Figure 7.2 Exemple de repre´sentation de Γ dans le cas d’inaptitude de type 2
.
L’estimation de l’aptitude du pilote α(n) doit tenir compte des deux situations ci-dessus
mentionne´es. Afin de de´finir son expression, nous conside´rons une se´quence de N valeurs
passe´es de Γ : Γ(n− 1),Γ(n− 2), ...,Γ(n−N). Une manie`re de caracte´riser l’inaptitude de
type 1 serait de de´terminer la proportion de valeur de Γ a` 0 (P00) dans cette se´quence et de
de´finir α de manie`re que sa valeur de´croisse lorsque P00 augmente. Le nombre de valeurs
passe´es N est choisi de manie`re a` e´valuer sur une pe´riode courte l’inaptitude de type 1. Ce
choix permet une contribution rapide du module semi-autonome dans le cas e´che´ant.
En raison du caracte`re non pre´visible de Γ, la se´quence Γ(n− 1),Γ(n− 2), ...,Γ(0) est une
re´alisation d’un processus stochastique discret. La caracte´risation de l’inaptitude de type
2 est plus complexe a` re´aliser que celle de l’inaptitude de type 1. En effet, la me´thode
triviale de de´compte de nombre de transitions dans une se´quence de Γ ne permet pas de
diffe´rencier, par exemple, les trois se´quences illustre´es sur la figure 7.3. Les trois graphiques
de cette figure pre´sentent chacun quatre changements de valeurs de Γ. Ils repre´sentent les
comportements de trois pilotes qui controˆlent seuls des plates-formes lors d’une manoeuvre
de passage entre deux dangers rapprochers de Shm (par exemple, le passage d’une porte
e´troite). La se´quence du graphique A correspond au comportement d’un pilote qui a de
la difficulte´ a` produire des signaux de controˆle se´curitaires pendant plus de 0.75s. Pour
les graphiques B et C, malgre´ un de´but difficile (pre´sence de plusieurs changements), ces
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pilotes re´ussissent a` maintenir un controˆle se´curitaire vers la fin et pendant plus de 1.25s.
Par ailleurs, l’observation des graphiques B et C nous montre que l’un ressemble a` une
version translate´e de l’autre.
Une bonne mesure de l’inaptitude de type 2 devrait permettre de conclure que le pilote
dont la se´quence de Γ est repre´sente´e par le graphique A est moins apte que les pilotes de
B et C. De plus, la mesure de l’inaptitude de type 2 devrait conside´rer que les graphiques
B et C re´fle`tent le meˆme comportement.
Figure 7.3 Trois repre´sentations diffe´rentes de Γ
.
Afin d’e´laborer une mesure efficace de l’inaptitude de type 2, conside´rons une longue
se´quence de Γ : Γ(n−1),Γ(n−2), ...,Γ(0). Cette se´rie peut eˆtre repre´sente´e par un mode`le
de Markov discret a` deux e´tats :
– S0 : cet e´tat repre´sente un signal de controˆle se´curitaire du pilote (Γ posse`de la valeur
0) ;
– S1 : cet e´tat repre´sente un signal de controˆle non se´curitaire du pilote (Γ posse`de la
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valeur 1).
Ces deux e´tats permettent de de´finir quatre transitions. Chaque transition est associe´e a`
un symbole Oij. i et j prennent les valeurs 0 ou 1. Ainsi,
– le symbole O00 est associe´ a` la transition de S0 a` S0 ;
– le symbole O01 est associe´ a` la transition de S0 a` S1 ;
– le symbole O10 est associe´ a` la transition de S1 a` S0 ;
– le symbole O11 est associe´ a` la transition de S1 a` S1.
Chaque se´quence de Γ est alors associe´e a` une se´quence de symbolesO. Reprenons l’exemple
de la figure 7.2. La se´quence de symboles associe´s a` l’e´volution dynamique de Γ est pre´sente´
dans le tableau 7.1.
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Tableau 7.1 Se´quence de symboles associe´s a` la se´quence de Γ de la figure 7.2
n Γ(n) O(n)
0 0
1 0 O00
2 0 O00
3 0 O00
4 1 O01
5 1 O11
6 0 O10
7 0 O00
8 1 O01
9 1 O11
10 1 O11
11 1 O11
12 1 O11
13 0 O10
14 1 O01
15 1 O11
16 1 O11
17 1 O11
18 0 O10
19 1 O01
20 1 O11
21 1 O11
22 1 O11
23 0 O10
24 0 O00
25 0 O00
26 1 O01
27 1 O11
28 0 O10
29 0 O00
30 1 O01
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Le diagramme de la figure 7.4 repre´sente le mode`le de Markov associe´ a` Γ.
Figure 7.4 Diagramme de transitions
.
La structure statistique des se´quences O peut eˆtre de´crite par les quatre probabilite´s de
transitions. E´tant donne´ que chaque transition est associe´e a` un symbole, nous obtenons
les expressions suivantes :
P00 + P01 = 1 (7.1)
et
P10 + P11 = 1 (7.2)
ou` Pij, {i, j} ∈ {0, 1} repre´sente la probabilite´ d’apparition du symbole Oij.
Chaque e´tat repre´sente´ sur ce diagramme est joignable a` partir de n’importe quel autre e´tat.
Cette proprie´te´ nous permet d’assumer que ce processus de Markov peut eˆtre approxime´
par un mode`le ergodique (Shannon, 1948). Par ailleurs, les changements de valeurs de Γ
sont repre´sente´es par les deux symboles 001 et 010. Une manie`re de caracte´riser ce mode`le
discret consiste a` calculer l’entropie de Shannon (Shannon, 1948) associe´e a` O. En effet,
plus il aura de changements de Γ, plus il y aura pre´sence de symboles 001 et 010, e´leve´e
sera la valeur de l’entropie. L’expression de l’entropie de Shannon est :
H(n) = −P00ln(P00)− P01ln(P01)− P10ln(P10)− P11ln(P11) (7.3)
Lorsque la se´quence de O est tre`s longue (n→∞), H(n)→ H∗ . H∗ repre´sente l’entropie
exacte du processus ge´ne´rant la se´quence O (Shannon, 1948). L’utilisation de l’entropie
comme mesure de variabilite´ de Γ nous garantie que H(n) sera nulle seulement dans un
des deux cas suivants : P00 = 1 ou P11 = 1.
En effet, si P00 = 1, d’apre`s l’expression 7.1, P01 = 0 signifiant qu’aucune transition vers
S1 n’est enregistre´e. L’entropie d’une telle se´quence est e´quivalente a` celle d’un syste`me
dont le seul e´tat est S0. Elle est nulle. Le meˆme raisonnement s’applique dans le cas ou`
P11 = 1.
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Toute pre´sence de changements de Γ se traduit pas une valeur de H(n) > 0.
7.3.1 Approximations successives de l’entropie
Shannon (Shannon, 1948) a de´montre´ que l’entropie H∗ est approxime´e successivement par
le calcul de H(n), n = 0, .... Lorsque n→∞, H(n)→ H∗. H(n) est donc une approxima-
tion d’ordre n de H∗. Ce re´sultat permet en pratique de disposer d’une valeur approche´e
de H∗ au fur et a` mesure que les symboles sont observe´s. En l’absence de connaissance
suffisante sur les fonctions de distribution de chaque symbole, l’approximation suivante de
probabilite´ du symbole Oij est utilise´e (Shannon, 1948) :
Pij ≈ Nij
n+ 1
(7.4)
ou` Nij est le nombre d’apparitions du symbole Oij dans la se´quence O obtenue a` l’instant
n.
Pour des raisons pratiques, il est pre´fe´rable que la valeur H soit comprise entre 0 et 1.
Sachant que la valeur maximale de H(n) est ln(4), l’expression de l’entropie normalise´e
est :
HΓ =
H
ln(4)
(7.5)
L’aptitude du pilote α est donc fonction des deux composantes suivantes : HΓ ∈ [0, 1] et
P00 ∈ [0, 1]. Il est de´sirable que α de´croisse lorsque qu’une des deux composantes croˆıt.
La fonction exponentielle de´croissance souvent rencontre´e en robotique (C. Urdiales et
Sandoval, 2007) est une bonne candidate. Son expression est repre´sente´e par :
α(n) = e
−
(
K0P00(n)
1−K0P00(n) +
KHHΓ(n)
1−KHHΓ(n)
)
(7.6)
ou` K0 ∈ [0, 1] et KH ∈ [0, 1] sont deux coefficients permettant d’ajuster le poids de chacune
des deux composantes dans la de´termination de α(n). Les de´nominateurs (1 −K0P00(n))
et (1 −KHHΓ(n)) sont introduits dans l’expression 7.6 afin permettre a` α de tendre vers
0 quand P00 ou HΓ tend vers 1.
La figure 7.5 repre´sente l’e´volution de l’aptitude en fonction des deux composantes, lorsque
K0 = 1 et KH = 1. Nous observons que α varie de 0 a` 1 et qu’elle de´croissante.
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Figure 7.5 E´volution de l’aptitude
.
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7.3.2 Exemples de de´termination de l’aptitude du pilote
Afin d’illustrer la de´termination de α, conside´rons les trois se´quences de Γ repre´sente´s sur
la figure 7.3. Toutes les se´quences ont une longueur N = 30. En observant les graphiques
(B) et (C), nous remarquons que les changements de valeurs de Γ sur le graphique (C)
sont des versions translate´es des changements de valeurs de Γ sur le graphique B. Il serait
raisonnable que les valeurs de α de ces deux graphiques soient semblables.
La premie`re e´tape consiste a` calculer P00 pour chaque se´quence :
– se´quence du graphique (A) : P00 = 0.3333 ;
– se´quence du graphique (B) : P00 = 0.1333 ;
– se´quence du graphique (C) : P00 = 0.1333.
La seconde e´tape consiste a` e´valuer les probabilite´s approximatives d’apparition de chaque
symbole Pij. Ces valeurs sont pre´sente´es dans la tableau 7.2. Les de´tails de calculs sont
pre´sente´s en annexes 4.
Tableau 7.2 Probabilite´s approximatives des symboles
Se´quence O00 O01 O10 O11
A 0.3333 0.0667 0.0667 0.533
B 0.1333 0.0667 0.0667 0.7333
C 0.1333 0.0667 0.0667 0.7333
Nous remarquons que les valeurs de Pij des graphiques (B) et (C) sont identiques. Ce qui
est cohe´rent avec la re´alite´.
La troisie`me e´tape consiste a` calculer les valeurs approche´es de H∗. Ces valeurs sont en-
suite normalise´es. Connaissant P00 et HΓ, les diffe´rentes aptitudes sont calcule´es dans la
quatrie`me e´tape. Les re´sultats de ces calculs sont re´sume´s dans le tableau 7.3. Notons que
P00 et HΓ sont calcule´s pour N = 30. K0 = 1 et KH = 1. Notons e´galement que α a la
meˆme valeur pour B et C.
Tableau 7.3 Aptitudes au pilotage
Graphique A B C
HΓ 0.7665 0.6183 0.6183
P00 0.3333 0.1333 0.1333
α 0.0228 0.1697 0.1697
L’aptitude, en conside´rant le graphique (A), est infe´rieure aux deux autres valeurs d’ap-
titudes en raison de l’e´talement des transitions sur toute la se´quence. En pratique, ceci
te´moigne d’un pilote qui n’arrive pas a` atteindre un e´tat stable. Par contre, les graphiques
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(B) et (C) te´moignent du comportement de pilotes ayant re´ussi, malgre´ les difficulte´s de
de´but, a` atteindre l’e´tat stable 1 pendant une pe´riode de temps un plus longue que dans
le cas du graphique (A).
7.3.3 Simulation et analyse the´orique
La composante HΓ est moins susceptible de changer brusquement en raison de la prise en
compte de longues se´quences de valeurs passe´es de Γ. Cette e´volution progressive permet
a` la valeur de l’aptitude de ne pas changer brusquement. En effet, α sera utilise´e comme
parame`tre pour de´terminer le niveau de contribution du module semi-autonome pendant le
controˆle collaboratif. Un changement brusque de ce parame`tre aura pour effet un transfert
de controˆle trop rapide entre le pilote et le module semi-autonome. Ce transfert trop
rapide peut avoir pour effet de provoquer des mouvements brusques de la plate-forme. Les
deux coefficients K0 et KH de l’expression 7.6 permettent d’ajuster le poids de chaque
composante dans la de´termination de l’aptitude du pilote.
Dans l’exemple suivant, nous e´tudions l’e´volution dynamique de α et de ses deux compo-
santes (P00 et HΓ). Conside´rons un sce´nario the´orique dans lequel, un pilote e´prouve de
la difficulte´ a` conduire se´curitairement une plate-forme entre deux dangers rapproche´s de
Shm. La figure ci-dessous illustre une se´quence de Γ typique (graphique A), l’e´volution de
P00 pour N = 10 (graphique B) et l’e´volution de HΓ (graphique C) et l’e´volution de α
pour K0 = 0.25 et KH = 0.75 (graphique D).
95
Figure 7.6 Simulation :(A) Γ(n) ; (B) P00(n) ; (C) HΓ(n)
; (D) α(n)
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L’analyse de la simulation se fera en trois phases : de´marrage (de n=0 a` n=50), in-
terme´diaire (n=51 a` n=200) et finale (de n=201 a` n=325).
Phase de de´marrage : lors de cette phase, les signaux de controˆle Uh sont se´curitaires.
P00 = 0 et HΓ = 0 ; la valeur de l’aptitude du pilote est donc e´leve´e.
Phase interme´diaire : au cours de cette phase, la pre´sence de Γ = 0 fait en sorte que
P00 > 0. Au meˆme moment, la valeur approche´e de l’entropie augmente graduellement.
L’aptitude du pilote de´croˆıt.
Phase finale : dans la phase, les signaux Uh sont redevenus se´curitaires. P00 = 0, cependant
HΓ de´croˆıt progressivement, permettant une remonte´e tout aussi progressive de l’aptitude
du pilote.
7.3.4 E´valuation expe´rimentale de l’aptitude du pilote
Le but de l’expe´rimentation est de valider la me´thode d’estimation de l’aptitude pilote en
tenant compte des deux types d’inaptitudes mentionne´s dans ce chapitre.
Environnement et sce´nario de navigation
L’environnement expe´rimental est illustre´ sur la photo ci-dessous. Divers objets faisant
office de dangers sont place´s dans l’environnement. Un couloir e´troit et non rectiligne
(largeur maximale moyenne de 85cm, largeur de la plate-forme expe´rimentale de 55cm) est
e´rige´ a` l’aide de plaques de styromousse.
Figure 7.7 Photo panoramique de l’environnement de navigation
Le pilote est assis pre`s du poste de controˆle. Une partie du couloir curviligne lui est non
visible. Le roˆle du module semi-autonome se limite a` arreˆter la plate-forme en face d’un
danger imminent, sans changer de direction. Partant de la position de de´part spe´cifie´e par
la lettre A, le pilote doit :
– traverser le couloir en passant par les points marque´s B et C ;
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– a` la sortie du couloir, il doit tourner dans le sens anti-horaire et passer par les points D
et E avant de terminer au point A.
Re´sultats expe´rimentaux
Sur la figure 7.8 sont repre´sente´s les re´sultats expe´rimentaux. Le graphique (A) repre´sente
l’e´volution de Γ pendant l’expe´rience. Nous remarquons que 20s apre`s son de´part, le pilote
e´prouve des difficulte´s a` controˆler se´curitairement la plate-forme (pre´sence de changements
dans la courbe de Γ). Cette pe´riode correspond a` la traverse´e de la partie du couloir
non comple`tement visible au pilote. L’e´valuation de l’inaptitude de type 1 se fait sur une
pe´riode de 3s. Le re´sultat de cette e´valuation est pre´sente´ sur le graphique (B). Nous re-
marquons e´galement que P00 pre´sente des valeurs e´leve´es pendant cette pe´riode. Au meˆme,
l’e´valuation de l’inaptitude de type 2 (graphique (C)) pre´sente une progression en par-
tant de 0. Cette progression s’arreˆte au moment ou` les signaux de controˆle deviennent
se´curitaires. Par la suite, une re´gression lente s’amorce jusqu’a` la fin de l’expe´rience.
Les e´volutions dynamiques de P00 et de Γ justifient l’allure du graphique (D) qui est
la repre´sentation de l’aptitude du pilote.
Le calcul de l’entropie peut s’ave´rer lourd lorsque le temps augmente. Une manie`re de
limiter cet inconve´nient est de recommencer l’e´valuation de HΓ lorsque sa valeur de´croˆıt
en dec¸a` d’une certaine limite.
Cette expe´rience montre que dans le contexte d’un controˆle collaboratif, l’utilisation de α
permettrait de module en douceur le niveau de contribution du module semi-autonome.
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Figure 7.8 E´valuation expe´rimentale de l’aptitude d’un pilote pendant la traverse´e d’un cor-
ridor e´troit.
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7.4 Approche de´libe´rative de controˆle collaboratif base´e sur l’estimation de
l’aptitude au pilotage
La section pre´ce´dente a fait l’objet de la pre´sentation d’une me´thode d’estimation de
l’aptitude du pilote. Dans le contexte du controˆle collaboratif, il est raisonnable d’utiliser
ce parame`tre afin de moduler le niveau d’assistance du module semi-autonome. Avant de
pre´senter l’approche de controˆle collaboratif, nous rappelons la proble´matique
7.4.1 Proble´matique de de´libe´ration
L’objectif principal de notre approche est de concevoir un syste`me qui peut permettre a`
un pilote et un module semi-autonome de collaborer pendant les taˆches navigation. E´tant
donne´ que chaque agent (pilote ou module semi-autonome) posse`de son propre syste`me de
perception, plusieurs situations peuvent se produire dans lesquelles :
– un danger appartient a` Sh ; la priorite´ du controˆle devrait eˆtre confie´e au pilote, quelle
quen soit son aptitude au pilotage. En effet, ce type de danger n’e´tant pas de´tectable par
le module semi-autonome, ce dernier conside`re alors qu’il n’y a pas de danger et donc
que le pilote est apte ;
– un danger appartient a` Sm ; la priorite´ de controˆle devrait eˆtre confie´e au module semi-
autonome ;
– un danger appartaient a` Shm. Une de´libe´ration est requise afin de de´terminer un seul
signal de controˆle a` utiliser par la plate-forme.
Le proble`me consiste donc a` trouver une proce´dure de de´libe´ration permettant d’attribuer
les priorite´s ci-dessus mentionne´es.
7.4.2 Approche de´libe´ration base´e sur l’aptitude au pilotage
La solution au proble`me ci-dessus mentionne´ peut eˆtre sche´matiquement repre´sente´e par
le digramme de controˆle collaboratif de la figure 7.9. Sur ce diagramme, le module semi-
autonome utilise le signal du pilote Uh afin de ge´ne´rer son propre signal Um en utilisant
l’approche pre´sente´e dans le chapitre 5. La couche de´libe´rative s’occupe de :
– de´terminer l’aptitude du pilote α ;
– utiliser α pour de´terminer la contribution de Um dans l’e´laboration du signal collaboratif
U . C’est le me´diateur qui est responsable de cette taˆche.
Le signal U = [v, ω]′ de´termine´ par la couche de´libe´rative est alors applique´ a` la plate-forme
mobile. L’exe´cution de ce signal entraˆıne une mise a` jour de la configuration X.
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Figure 7.9 Diagramme de controˆle collaboratif
.
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E´tant donne´ que les deux agents ne sont pas en compe´tition, un choix raisonnable du signal
U(n) est de le conside´rer comme e´tant une somme ponde´re´e de Uh(n) et Um(n). L’agent
ayant la plus grande priorite´ aura le poids le plus important. Re´soudre le proble`me de
controˆle de´libe´ratif revient alors a` trouver les poids correspondants aux signaux de chaque
agent. Le but de la collaboration e´tant d’assister le pilote, nous conside´rons alors l’aptitude
du pilote repre´sente le poids de son controˆle. En effet, si α(n) est e´leve´e, le pilote est apte,
par conse´quence, le poids de Uh devrait eˆtre e´leve´. Dans le cas contraire le poids de Uh
devrait eˆtre faible. Comme α(n) ∈ [0, 1], le poids de Um(n) est alors (1−α(n)). L’expression
de U(n) est :
U(n) = α(n)Uh(n) + (1− α(n))Um(n) (7.7)
La figure 7.10 pre´sente le diagramme des signaux de controˆle. Les vecteurs ~OD et ~OA
repre´sentent respectivement le signal du pilote Uh et la portion de ce signal qui intervient
dans la ge´ne´ration de U . Les vecteurs ~OE et ~OB repre´sentent respectivement le signal du
module semi-autonome Um et la portion de ce signal qui intervient dans la ge´ne´ration de
U . L’extre´mite´ C du vecteur repre´sentant U se situe sur le segment de droite [DE]. ~OC
tend vers ~OD lorsque α tend vers 1. Ce cas repre´sente un controˆle de la plate-forme par
un pilote apte. ~OC tend vers ~OE lorsque α tend vers 0. Ce cas repre´sente un controˆle de
la plate-forme par un module semi-autonome.
Figure 7.10 Diagramme des signaux de controˆle
.
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Bien que la me´thode de de´libe´ration propose´e soit efficace, elle ne garantit pas l’absence de
rencontre avec des dangers dans le cas ou` un danger de Sh et un autre danger de Sm sont
simultane´ment pre´sents dans l’environnemnt. En effet, dans sa tentative d’e´viter le danger
Sh, le pilote peut produire Uh dont l’application peut entraˆıner la rencontre avec le danger
de Sm. De son coˆte´, ayant perc¸u le danger de Sm et en prenant en compte le signal Uh,
le module semi-autonome peut ge´ne´rer Um dont l’effet sur la plate-forme produirait une
rencontre avec le danger de Sh.
7.4.3 Validation expe´rimentale
Le but de l’expe´rimentation pre´sente´e dans cette section est de de´montrer qu’en utilisant
l’approche de de´libe´ration base´e sur l’estimation de l’aptitude du pilote, un pilote et un
module semi-autonome de navigation sont conjointement en mesure d’e´viter des rencontres
avec des dangers pre´sents autours de la plate-forme dans les cas suivants :
– les dangers sont de type Sh ;
– les dangers sont de type Sm ;
– les dangers sont de type Shm ;
– une partie des dangers sont de type Sh et l’autre partie des dangers sont de type Sm.
Environnement de navigation et proce´dure expe´rimentale
L’environnement de navigation utilise´ lors des tests de validation est repre´sente´ sur la figure
7.11
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Figure 7.11 Environnement de test de l’approche de de´libe´ration
.
Trois se´ries de tests ont e´te´ effectue´es. Pour tous les tests, la plate-forme doit passer par les
points A, B, C, D, E et A. Les points de passage B, C et D sont a` l’inte´rieur d’un couloir
e´troit et curviligne de 85cm de largeur moyenne. La largeur de la plate-forme est de 55cm.
Pre`s de la position C se trouve un obstacle visible au pilote mais non visible au module
semi-autonome en raison de sa petite hauteur. Pour ces raisons, le danger au point C est
de type Sh. Le pilote est assis pre`s du poste de controˆle et doit conduire se´curitairement
la plate-forme positionne´e en A. La position du pilote lui permet de percevoir tous les
dangers entre A, B et C d’une part et entre D, E et A d’autre part. De plus, tous les
dangers pre´sents sur ces deux portions du parcours sont aussi perceptibles par le te´le´me`tre
laser de la plate-forme mobile. Ces dangers sont donc de type Shm. La portion du parcours
entre C et D n’est pas visible au pilote en raison de sa position pre`s du poste de controˆle.
Les parois du couloir entre ces deux points sont donc des dangers de type Sm.
La difficulter de ce parcours re´side dans la pre´sence a` la fois de dangers de type Sh et
Sm au point C. En effet, percevant l’obstacle, le pilote tentera de l’e´viter en conduisant
la plate-forme vers le mur du couloir situe´ a` droite de la plate-forme. Or, il n’est pas
en mesure de percevoir l’espace libre pour sa manoeuvre d’e´vitement de ce danger. Par
ailleurs, l’obstacle n’e´tant pas visible au te´le´me`tre laser, le module semi-autonome ne peut
l’e´viter seul.
Dans la premie`re se´rie de tests, le parcours pre´de´fini est enregistre´ a` l’inte´rieur du module
semi-autonome qui doit l’exe´cuter sans l’apport du pilote humain. Dans la seconde se´rie de
tests, le pilote humain seul exe´cute le meˆme parcours. La troisie`me se´rie de tests concerne
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le controˆle collaboratif impliquant les deux agents.
Re´sultats expe´rimentaux et discussion
Controˆle par le module semi-autonome : Sur la figure 7.12 sont repre´sente´es la carte
d’occupation et la trajectoire (forme´e de carre´s noirs superpose´s) suivie par la plate-forme
pendant l’exe´cution du parcours. Cette carte est obtenue par la me´thode de navigation
et de localisation simultane´e (SLAM) (Eliazar et Parr, 2003). Un rectangle de couleur
jaune repre´sentant le danger Sh est rajoute´ a` la carte afin de faciliter l’interpre´tation des
re´sultats. La trajectoire de la plate-forme traverse le danger. Ce qui signifie que le module
semi-autonome seul n’a pas e´te´ en mesure d’e´viter le danger de type Sh. Par contre, aucune
collision n’est enregistre´e avec les parois du couloir.
Figure 7.12 Trajectoire de la plate-forme mobile controˆle´e par le module semi-autonome a`
l’inte´rieur de la carte d’occupation.
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Controˆle par le pilote : La figure 7.13 pre´sente la trajectoire suivie par la plate-forme
sous le controˆle du pilote seul. La portion du parcours entre A et C s’est de´roule´e sans
contact avec le danger Sh en C et les parois du couloir. Cependant, il n’a pas e´te´ en
mesure d’e´viter le mur de droite apre`s avoir e´vite´ le danger en C. Comme ce mur est forme´
de plusieurs sections de panneaux en styromousse, tout contact entraˆıne le de´placement
d’une section de ces panneaux. Le de´placement d’un panneau pendant l’exe´cution de la
navigation et de la localisation simultane´e est observable sur cette figure par des contours
flous de cette portion du couloir.
Figure 7.13 Trajectoire de la plate-forme mobile controˆle´e par le pilote seul.
Controˆle collaboratif : Le pilote, avec l’assistance du module semi-autonome, a effectue´
10 fois le parcours de test. Il y a eu au total 2 accrochages (la plate-forme eﬄeure les sections
de panneaux formant le mur). Aucun contact direct n’a e´te´ observe´. La figure 7.14 pre´sente
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une trajectoire suivie par la plate-forme lors du test en mode collaboratif. Nous remarquons
qu’il n’y a eu aucun contact ni avec le danger Sh, ni avec le danger Sm.
Figure 7.14 Trajectoire de la plate-forme mobile controˆle´e par les deux agents.
Sur la figure 7.15, nous observons que le graphique de Γ pre´sente des variations entre t=30s
et t=56s. C’est la pe´riode la plus critique du test. Elle correspond au parcours entre les
points B et D.
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Figure 7.15 Diffe´rentes composantes de l’aptitude du pilote
.
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La figure 7.16 illustre l’e´volution de l’aptitude du pilote et les diffe´rents signaux de controˆle
implique´s.
Figure 7.16 Signaux de controˆle pendant le test de validation
.
Sur cette figure, nous remarquons trois phases distinctes. La premie`re phase commence a`
t=0s jusqu’a` t=37s. L’aptitude du pilote est e´leve´e. Cette phase correspond au parcours
entre les points A et B. Aucun danger n’est pre´sent sur cette portion. La composante
line´aire du signal de controˆle collaboratif v (de couleur verte) suit la composante line´aire
du signal de controˆle du pilote vh (couleur bleue). La meˆme observation est applicable pour
les vitesses angulaires.
Entre les points B et C, il y a pre´sence de dangers de type Shm. Le parcours de cette portion
du trajet s’e´chelonne entre t=38s et t=45s. Nous observons que le module autonome ge´ne`re
de signaux de controˆle afin de corriger le´ge`rement la trajectoire de la plate-forme, lorsque
le pilote est trop pre`s d’un danger. Pendant ce temps, l’aptitude de´croit le´ge`rement.
Entre C et D (de t=46s a` t=55s), le pilote contourne le danger de type Sh. Cependant
ses signaux de controˆle sont non se´curitaires vis-a`-vis des dangers de Sm. C’est pourquoi
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α de´croˆıt rapidement afin de permettre un apport substantiel des signaux de controˆle du
module semi-autonome. Nous observons clairement que c’est au cours de cette pe´riode que
l’e´cart entre les signaux de controˆle du pilote et ceux du module semi-autonome est le plus
marque´. Il est a` remarquer que malgre´ la pre´sence d’un signal de vitesse angulaire du pilote,
le signal collaboratif qui est applique´ est plus proche du signal du module semi-autonome.
La plate-forme a re´ussi a` e´viter les deux types de dangers graˆce a` l’apport du pilote et
du module semi-autonome. Ce dernier, en raison de l’utilisation de la me´thode de CPA
directionnel a ge´ne´re´ les signaux requis pour a` la fois e´viter le mur et surtout ne pas
entrer en collision avec le danger de type Sh. S’il avait utilise´ l’approche classique de CPA,
la correction de trajectoire introduite par la pre´sence trop rapproche´e du mur de droite
aurait e´te´ trop grande, ce qui aurait eu pour effet de provoquer une rencontre avec le
danger de type Sh.
Entre les points D et A en passant par E, aucun danger n’entravait le parcours se´curitaire
de la plate-forme. Le signal de controˆle collaboratif (couleur verte) est presque identique
au signal du pilote (couleur bleue), malgre´ le fait que l’aptitude du pilote soit infe´rieure
a` 1. En l’absence de dangers de Sm ou de Shm, le module semi-autonome est conc¸u pour
suivre le signal de controˆle de l’usager.
Ce test de´montre comment le syste`me collaboratif e´vite les dangers dans les cas mentionne´s
dans l’objectif de cette the`se.
7.4.4 Limites de l’approche de collaboration par estimation de l’aptitude du
pilote
L’aptitude du pilote remonte lentement apre`s une de´croissance de sa valeur. Cette dyna-
mique permet l’intervention rapide du module semi-autonome en cas de besoin d’assistance
et de prolonger cet apport sur une pe´riode plus longue que ne´cessaire. Ce qui pourrait
de´ranger un pilote qui de´sire conserver le plus longtemps possible le controˆle de la plate-
forme. Par ailleurs, la me´thode ne peut garantir l’e´vitement des dangers de Sh et de Sm
lorsque ces deux types de dangers sont pre´sents simulatane´ment. Par contre, l’approche
propose´e re´duit les risques de rencontre avec ces dangers.
7.5 Conclusion
Le but premier du module semi-autonome est d’assister le pilote dans ses manoeuvres de
navigation. Cependant, cette assistance n’est effective qu’en tenant compte de l’aptitude
du pilote. En de´finissant l’aptitude comme e´tant la capacite´ a` l’e´vitement de dangers, nous
avons montre´ que son e´valuation est lie´e a` celle de la charge de travail. Apre`s avoir mis
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en lumie`re les limitations de me´thodes classiques d’e´valuation de charge de travail telle,
les me´thodes par mesures physiologiques, par mesures de performance, par mesures de pa-
rame`tres indirects et par mesures syste´miques, nous avons propose´ le concept d’estimation
de l’aptitude comportementale du pilote. Cette me´thode pre´sente l’avantage d’une estima-
tion sans dispositifs de mesure supple´mentaires. A` l’aide de cette estimation, un sche´ma de
de´libe´ration re´solvant le proble`me de controˆle collaboratif est propose´. L’analyse de l’ap-
proche de de´libe´ration montre qu’elle est efficace en terme de rapidite´ de calcul et qu’elle
couvre les situations les plus usuelles. Par ailleurs, elle procure une fluidite´ du mouvement
de la plate-forme. Toutefois, elle ne garantie pas d’e´vitement de dangers lorsque des dan-
gers de Sh et de Sm existent simultane´ment autour de la plate-forme. L’approche propose´e
re´duit ne´anmoins les risques d’e´ve`nements dangereux.
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CHAPITRE 8
EXPE´RIMENTATIONS, ANALYSES ET DISCUSSIONS
8.1 Introduction
Dans le but de valider de manie`re globale les concepts de´veloppe´s dans les chapitres
pre´ce´dents, nous pre´sentons plusieurs expe´rimentations, analysons et discutons les re´sultats.
Les expe´riences visent a` valider :
– la capacite´ du syste`me collaboratif a` assister un pilote dans un environnement inte´rieur
et encombre´ ;
– l’absence de confusion de la part du pilote en raison de l’interfe´rence du module semi-
autonome.
Le reste du chapitre est organise´ en quatre sections. La section 2 pre´sente l’environnement
de navigation ainsi l’architecture robotique utilise´e pendant les e´valuations. Dans la section
3, nous pre´sentons la proce´dure expe´rimentale permettant d’atteindre les objectifs de tests
e´nonce´s pre´ce´demment. La section 4 est consacre´e a` la pre´sentation et a` l’analyse des
re´sultats. La section 5 pre´sente une conclusion.
8.2 Environnement expe´rimental
Les expe´riences se sont de´roule´es au 5e`me e´tage du pavillon Lassonde de l’E´cole Polytech-
nique de Montre´al. L’environnement choisi est celui d’un e´difice a` bureaux couramment
rencontre´. Il est forme´ d’une salle meuble´e, de portes (ouvertes ou ferme´es), de couloirs
et d’intersections. La vue ci-dessous est une mosa¨ıque forme´e par diffe´rentes photos de
sections composant l’environnement de navigation. La figure 8.2 repre´sente le plan de l’en-
vironnement de navigation tel que perc¸u par le te´le´me`tre laser embarque´ sur la plate-forme
expe´rimentale. Une vue de cette dernie`re est pre´sente´e sur la figure 8.3. La plate-forme mo-
bile est munie d’une came´ra sans fil a` faible angle. L’orientation de cette came´ra fait en
sorte que l’espace de navigation perc¸u par son utilisateur se re´duit a` un coˆne de 3.5m de
long et de 1.5m de diame`tre a` sa base. Cette configuration permet de cre´er des contextes de
navigation pre´sentant beaucoup d’angles morts pour un pilote te´le´ope´rant la plate-forme.
Le parcours suivi par la plate-forme est dans l’ordre : A, B, C, D, E, F , G, H, I, J , K,
L, M , N et A. Ce parcours est illustre´ par des lettres alphabe´tiques sur les figures 8.1 et
8.2. Plusieurs contextes de navigation difficiles sont pre´sents sur ce parcours.
112
Figure 8.1 Photos de l’environnement expe´rimental
.
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Figure 8.2 Vue de la plate-forme expe´rimentale
.
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Figure 8.3 Carte de l’environnement expe´rimental re´alise´ a` l’aide de la me´thode localisation
et de navigation simultane´e
.
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La premie`re difficulte´ se trouve au point de passage D. En effet, apre`s avoir de´passe´ le point
de passage C, la plate-forme doit se de´placer entre deux obstacles : (la table amovible) a` sa
droite et un autre obstacle (la poubelle a` sa gauche). L’obstacle a` droite (la table amovible)
est perceptible par le module semi-autonome tandis que celui a` gauche (la poubelle) ne l’est
pas en raison de sa hauteur re´duite et de la position du te´le´me`tre laser sur la plate-forme.
De son coˆte´, le pilote perc¸oit les deux obstacles a` travers la came´ra sans fil. L’obstacle a`
droite est donc un danger de type Shm, tandis que celui a` gauche est un danger de type
Sh.
La seconde difficulte´ est le passage a` l’inte´rieur du couloir e´troit non rectiligne. En effet, le
module semi-autonome doit eˆtre suffisamment efficace pour pre´venir les contacts avec les
deux coˆte´s du couloir tout en acceptant que la plate-forme ne soit pas centre´e sur la ligne
du milieu du couloir. Notons que l’utilisation de l’approche classique de CPA engendre
souvent dans le couloir des mouvements oscillatoires (C. Urdiales et Sandoval, 2007).
Les troisie`me et quatrie`me difficulte´s se trouvent aux points de passage G et H (voir la
vue 8.4). A` ces deux endroits se trouvent des dangers de type Sh. Le point de passage H
posse`de a` la fois la difficulte´ de passer a` travers la porte (danger de type Shm) et celle
d’e´viter le danger Sh.
Pendant le de´roulement des ope´rations de navigation, il y avait des personnes qui circulaient
dans les couloirs rectilignes (points de passage I, K).
Figure 8.4 Vues de´taille´es aux points de passages G et H
.
L’architecture robotique utilise´e pour toutes les expe´rimentations est pre´sente´e en annexe
5.
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8.3 Proce´dure expe´rimentale
Quatre personnes volontaires ont e´te´ invite´es a` participer aux expe´riences. Un participant
est assis pre`s du point de controˆle A et controˆle la plate-forme en utilisant la came´ra sans
fil et une manette jeu. Une pe´riode maximale de 10 min est accorde´e a` chaque participant
afin de s’habituer au controˆle via la came´ra de la plate-forme expe´rimentale. Pendant la
pe´riode d’entraˆınement (en dehors du parcours de test), le roˆle du module semi-autonome
se limite a` pre´venir toute collision frontale avec un danger.
Une fois la pe´riode d’entraˆınement termine´e, chaque participant doit exe´cuter 4 fois le
parcours de´crit pre´ce´demment. Deux modes de navigation ont e´te´ teste´s : controˆle manuel
et controˆle collaboratif. En mode controˆle manuel, seul le pilote controˆle la plate-forme. Les
donne´es sensorielles sont enregistre´es aux fins d’analyse. En mode collaboratif, toutes les
fonctions de´veloppe´es dans cette the`se sont mises a` contribution pour assister le participant.
Deux des quatre exe´cutions sont en mode manuel, tandis que les deux autres sont en mode
collaboratif. L’ordre dans lequel les diffe´rents modes sont active´s n’est pas communique´
au participant. Par exemple, le premier participant a effectue´ les expe´riences dans l’ordre
suivant : manuel-collaboratif-manuel-collaboratif. Le second a eu comme ordre de modes :
collaboratif-manuel-manuel-collaboratif.
Deux consignes sont donne´es au de´but du test :
– suivre le parcours dont des repe`res visuels sont dispose´s sur la surface de navigation ;
– controˆler de manie`re se´curitaire, autant que possible, la plate-forme.
Toutes les donne´es de mesures te´le´me´triques, les signaux de controˆle des diffe´rents agents
et les donne´es odome´triques sont enregistre´s.
A` la fin de chaque exe´cution du parcours, le participant est invite´ a` dire la section du
parcours qui a e´te´ la plus difficile a` exe´cuter parmi les sept sections suivantes :
– section 1 : A, B et C
– section 2 : D
– section 3 : E, F et G
– section 4 : H
– section 5 : I, J , K
– section 6 : L
– section 7 : M , N et A
A` la fin des quatre exe´cutions de parcours, le participant est invite´ a` donner d’apre`s son
expe´rience, l’exe´cution la moins e´prouvante.
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8.4 Re´sulats et analyses
La figure 8.5 est un exemple de parcours suivi par la plate-forme. La carte est obtenue en
faisant de la navigation et de la localisation simultane´e.
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Figure 8.5 Exemple d’exe´cution du parcours
.
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Tableau 8.1 Donne´es du pilote I
Exe´cution Modes Nombre de collisions Temps d’exe´cution (s)
1 manuel 2 576
2 collaboratif 1 523
3 manuel 3 589
4 collaboratif 1 513
Tableau 8.2 Donne´es du pilote II
Exe´cution Modes Nombre de collisions Temps d’exe´cution (s)
1 collaboratif 2 288
2 manuel 4 409
3 manuel 3 502
4 collaboratif 0 270
Tableau 8.3 Donne´es du pilote III
Exe´cution Modes Nombre de collisions Temps d’exe´cution (s)
1 manuel 0 454
2 manuel 1 409
3 collaboratif 0 304
4 collaboratif 0 307
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Tableau 8.4 Donne´es du pilote IV
Exe´cution Modes Nombre de collisions Temps d’exe´cution (s)
1 collaboratif 2 434
2 collaboratif 0 401
3 manuel 3 502
4 manuel 5 607
D’apre`s les tableaux ci-dessus, il y a eu au total 21 collisions directes avec des dangers
pour les quatre pilotes en mode manuel. En mode collaboratif, 6 collisions ont e´te´ recense´es.
Toutes les collisions dans ce mode sont survenues avec des dangers de Sh au point de passage
D. La distance de 75cm entre les deux dangers est contraignant pour les manoeuvres
du pilote. En effet, au point de passage H, nous avons un contexte similaire a` celui du
point de passage D. Cependant, la distance entre les deux dangers est de 87cm et aucune
collision n’est enregistre´e. Par ailleurs, la came´ra ne permet pas d’e´valuation avec pre´cision
la distance avec les dangers. En mode manuel, les collisions sont survenues aux endroits
suivants :
Tableau 8.5 Lieux de collisions en mode manuel
Lieu Nombre de collisions
section 1 0
section 2 7
section 3 13
section 4 0
section 5 0
section 6 1
section 7 0
Le temps d’exe´cution en mode collaboratif est infe´rieur a` celui obtenu en mode manuel.
Ce re´sultat est essentiellement duˆ au nombre de collisions qui sont moins nombreuses en
mode collaboratif qu’en mode manuel.
Le recensement de donne´es concernant les sections les plus difficiles a` exe´cuter en mode
manuel est re´sume´ dans les tableaux 8.6, 8.7, 8.8 et 8.9. Dans ces tableaux, la ligne portant
la mention Section difficile est interpre´te´e comme suit :
– une valeur 1 indique que la section correspondant est juge´e difficile par le pilote ;
– une valeur 0 indique que la section correspondant n’est pas difficile.
A` l’aide des donne´es te´le´me´triques, l’aptitude de chaque pilote pour chaque exe´cution en
mode manuel a e´te´ ge´ne´re´e. A` partir des valeurs instantane´es de l’aptitude d’une exe´cution
du parcours, nous avons calcule´ les valeurs moyennes d’aptitude pour chaque section du
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parcours.
Tableau 8.6 Sections difficiles a` exe´cuter d’apre`s le pilote I
Section 1 2 3 4 5 6 7
Exe´cution en mode manuel I
Aptitude moyenne estime´e 1 0.60 0.69 0.95 0.95 0.80 0.95
Section difficile 0 0 1 0 0 0 0
Exe´cution en mode manuel II
Aptitude moyenne estime´e 1 0.63 0.69 0.97 0.95 0.85 0.96
Section difficile 0 1 0 0 0 0 0
Tableau 8.7 Sections difficiles a` exe´cuter d’apre`s le pilote II
Section 1 2 3 4 5 6 7
Exe´cution en mode manuel I
Aptitude moyenne estime´e 1 0.46 0.40 0.90 0.95 0.87 1
Section difficile 0 1 0 0 0 0 0
Exe´cution en mode manuel II
Aptitude moyenne estime´e 1 0.60 0.60 0.87 0.90 0.85 0.99
Section difficile 0 1 0 0 0 0 0
Tableau 8.8 Sections difficiles a` exe´cuter d’apre`s le pilote III
Section 1 2 3 4 5 6 7
Exe´cution en mode manuel I
Aptitude moyenne estime´e 1 0.63 0.69 0.97 0.95 0.95 0.95
Section difficile 0 1 0 0 0 0 0
Exe´cution en mode manuel II
Aptitude moyenne estime´e 1 0.63 0.59 0.85 0.90 0.95 0.96
Section difficile 0 1 0 0 0 0 0
122
Tableau 8.9 Sections difficiles a` exe´cuter d’apre`s le pilote IV
Section 1 2 3 4 5 6 7
Exe´cution en mode manuel I
Aptitude moyenne estime´e 1 0.66 0.67 0.95 0.95 0.97 0.97
Section difficile 0 1 0 0 0 0 0
Exe´cution en mode manuel II
Aptitude moyenne estime´e 1 0.60 0.62 0.97 0.90 0.95 0.99
Section difficile 0 0 1 0 0 0 0
En mode manuel, tous les pilotes ont identitife´ l’une des deux sections suivantes comme
e´tant la plus difficile : section 2 ou section 3. Notre me´thode d’e´valuation a e´galement
identifie´ ces deux sections comme e´tant des pe´riodes pendant lesquelles l’aptitude du pilote
est re´duite. Un re´sultat similaire est obtenu en mode collaboratif. Ce re´sultat confirme que
notre approche d’estimation de l’aptitude est proche de la re´alite´ de la charge de travail
du pilote.
A` la question de savoir laquelle des quatre exe´cutions a e´te´ la moins e´prouvante, les pi-
lotes I, II et IV ont de´signe´ les exe´cutions en mode collaboratif. Ces trois pilotes ont eu
beaucoup de collisions avec les dangers. Le pilote III a affirme´ que les quatre exe´cutions
pre´sentaient des difficulte´s semblables et qu’il n’avait pas de pre´fe´rence. Cette re´ponse du
pilote IV est cohe´rente avec les re´sultats de tests de conduite se´curitaire. En effet, ce pilote
n’a enregistre´ qu’une seule collision en mode manuel.
Le fait que trois pilotes sur quatre aient remarque´ qu’il est plus facile de controˆler la
plate-forme en mode collaboratif tout en ignorant au pre´alable la se´quence des modes
d’exe´cutions est tre`s encourageant. En effet, ce re´sultat sugge`re que :
– le module semi-autonome interfe`re dans la conduite du pilote de manie`re subtile tout en
ame´liorant le controˆle se´curitaire ;
– le module semi-autonome est en mesure de s’adapter au style de conduite du pilote ;
– l’intervention du module semi-autonome dans le processus de controˆle du pilote humain
n’introduit pas de perturbations ne´gatives.
Afin de prouver que c’est le module semi-autonome qui s’adapte au style de conduite du
pilote et non l’inverse, nous avons affiche´ sur les figures 8.6, 8.7, 8.8 et 8.9 les histogrammes
des signaux de controˆle de chaque pilote.
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Figure 8.6 Histogrammes des signaux de controˆle du pilote I
.
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Figure 8.7 Histogrammes des signaux de controˆle du pilote II
.
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Figure 8.8 Histogrammes des signaux de controˆle du pilote III
.
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Figure 8.9 Histogrammes des signaux de controˆle du pilote IV
.
Les diffe´rences les plus marque´es entre les vitesses en mode manuel et en mode collaboratif
se trouvent autour de la valeur 0 et autour de la valeur 1. Les valeurs autour de 0 indique que
la plate-forme est a` l’arreˆt. Donc, l’intervention du module semi-autonome est inexistante.
Lorsque le pilote fait usage de la vitesse maximale (valeurs proches de 1), nous avons
remarque´ qu’il n’y avait pas de dangers sur la trajectoire de la plate-forme. Ici encore
l’intervention du module semi-autonome est minimale. Les e´carts importants entre les
deux modes lorsque les vitesses sont proches de 1 sont attribuables au changement de style
de conduite de la part du pilote et non a` l’intervention proprement dite du module semi-
autonome. Malgre´ ce changement de style de conduite, le module semi-autonome a e´te´ en
mesure de contribution a` la conduite se´curitaire.
8.5 Conclusion
L’approche de controˆle collaboratif et les concepts de module semi-autonome pre´sente´s
dans cette the`se ont e´te´ teste´s par quatre pilotes diffe´rents. Les re´sultats de tests sugge`rent
que l’intervention du module semi-autonome dans le processus de controˆle de la plate-forme
par le pilote n’engendre pas de perturbations notables de la dynamique de la plate-forme.
127
Dans la majorite´ des cas, le pilote n’est pas en mesure de dire exactement la pe´riode
pendant laquelle, il perc¸oit que le module semi-autonome l’assiste dans l’exe´cution de ses
manoeuvres. La compilation du nombre de collisions montre que le mode collaboration
est plus se´curitaire que le mode manuel. Par ailleurs, un des points novateurs du syste`me
de controˆle collaboratif pre´sente´ dans cette the`se est l’e´mergence de nouveaux compor-
tements dynamiques de la plate-forme sous l’action combine´e du pilote et du module
semi-autonome. Ainsi, en de´pit du fait qu’aucun module spe´cialise´ n’ait e´te´ conc¸u pour
des manoeuvres comme le passage de porte et le suivi de mur, le pilote est en mesure
d’effectuer ces manoeuvres avec l’assistance re´active du module semi-autonome.
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CHAPITRE 9
CONCLUSION
L’intervention d’un pilote dans le processus de controˆle d’un module semi-autonome de
navigation pose le proble`me de partage de controˆle. Ce proble`me est d’autant plus difficile a`
re´soudre lorsque le module semi-autonome et le pilote ne partagent pas les meˆmes ensembles
d’observations et ne re´agissent pas de la meˆme manie`re devant un contexte de dangers.
9.1 Synthe`se des travaux
En conside´rant que le module semi-autonome assiste le pilote dans ses manoeuvres de
navigation, nous avons propose´ une approche de controˆle collaboratif comportant :
– un module d’e´vitement de dangers re´actif base´ sur une version modifie´e de la me´thode
de champs de potentiels artificiels ;
– un module de de´libe´ration base´ sur l’estimation instantane´e de l’aptitude du pilote a`
l’e´vitement de danger. Ce module ge´ne`re le signal de controˆle applique´ a` la plate-forme
en fonction des signaux individuels de chaque agent et de l’aptitude courante du pilote.
La me´thode classique d’e´vitement de dangers base´e sur l’approche des champs de potentiel
artificiel produit souvent des mouvements oscillatoires lorsque l’espace de navigation est
contraint et peut engendrer des directions de de´placements e´loigne´es de celles de´sire´es par
le pilote. Ce qui n’est pas souhaitable. C’est pourquoi nous avons propose´ la me´thode de
champ de potentiel directionnel. Elle consiste a` ponde´rer la force artificielle re´pulsive d’un
danger en fonction de sa position ge´ome´trique par rapport a` la direction du mouvement de
la plate-forme avant de l’inte´grer dans le calcul de la force re´pulsive artificielle re´sultante de
tous les dangers imme´diats. La direction la moins dangereuse du mouvement suit alors le
gradient descendant de la somme des champs de potentiel re´pulsif re´sultante et attractive.
Cependant, l’utilisation de la me´thode de champs de potentiel directionnel augmente la
fre´quence du proble`me de minimum local. La pre´sence d’un minium local conduit la plate-
forme a` s’immobiliser en de´pit du de´sir de mouvement voulu par le pilote. C’est une
impasse. Nous avons donc introduit le concept d’arc re´flexe me´canique comme e´tant une
association entre un contexte de navigation (ensemble de mesures de proximite´ de dangers)
et un signal de controˆle du pilote. Un nouvel algorithme de construction en ligne d’une
bibliothe`que d’arcs re´flexes me´caniques a e´te´ propose´, imple´mente´ et valide´. Le contexte de
dangers pre´sent lors d’une impasse est utilise´ pour rechercher un contexte similaire dans la
129
bibliothe`que. Si un tel contexte est trouve´, alors les signaux de controˆle qui y sont associe´s
sont utilise´s pour de´gager la plate-forme de l’impasse a` condition qu’ils soient se´curitaires.
Dans les autres cas, la plate-forme s’immobilise et un changement de direction approprie´
du pilote peut de´gager la plate-forme de l’impasse. Les expe´rimentations effectue´es en
laboratoire ont de´montre´ que l’approche de champ potentiel directionnel combine´e avec
l’utilisation de la bibliothe`que des arcs re´flexes me´caniques permet une re´duction des temps
morts dus aux impasses et produit un mouvement fluide dans un environnement contraint.
Le but premier du module semi-autonome est d’assister le pilote dans ses manoeuvres de
navigation. Cependant, cette assistance n’est effective qu’en tenant compte de l’aptitude
du pilote. En de´finissant l’aptitude comme e´tant la capacite´ a` l’e´vitement de dangers, nous
avons montre´ que son e´valuation est lie´e a` celle de la charge de travail. Nous avons propose´
le concept d’estimation de l’entropie comportementale du pilote. Cette me´thode pre´sente
l’avantage d’une estimation sans dispositifs de mesures supple´mentaires. A` l’aide de cette
estimation, un sche´ma de de´libe´ration re´solvant le proble`me de controˆle collaboratif est
propose´. L’analyse de l’approche de de´libe´ration montre qu’elle est efficace en terme de
rapidite´ de calcul et qu’elle couvre les situations de dangers faisant l’objet de cette the`se.
Par ailleurs, elle procure une fluidite´ du mouvement de la plate-forme.
L’approche de controˆle collaboratif et le concept de module semi-autonome pre´sente´ dans
cette the`se ont e´te´ teste´s par quatre pilotes diffe´rents. Les re´sultats de tests sugge`rent que
l’intervention du module semi-autonome dans le processus de controˆle de la plate-forme
par le pilote n’engendre pas de perturbations notables de la dynamique de la plate-forme.
Dans la majorite´ des cas, le pilote n’est pas en mesure de dire exactement la pe´riode
pendant laquelle il perc¸oit que le module semi-autonome l’assiste dans l’exe´cution de ses
manoeuvres. La compilation du nombre de collisions montre que le mode collaboration
est plus se´curitaire que le mode manuel. Par ailleurs, un des points novateurs du syste`me
de controˆle collaboratif pre´sente´ dans cette the`se est l’e´mergence de nouveaux compor-
tements dynamiques de la plate-forme sous l’action combine´e du pilote et du module
semi-autonome. Ainsi, en de´pit du fait qu’aucun module spe´cialise´ n’ait e´te´ conc¸u pour
des manoeuvres comme le passage de porte et le suivi de mur, le pilote est en mesure
d’effectuer ces manoeuvres avec l’assistance re´active du module semi-autonome.
La principale contribution originale a` la recherche est l’e´laboration d’une approche de
controˆle collaboratif d’une plate-forme mobile base´e sur l’estimation de l’aptitude du pilote
humain. Les contributions novatrices sont :
1. l’e´laboration d’un algorithme d’agre´gation en ligne des exemplaires qui ne requie`rent
la connaissance pre´alable du nombre de classes et du nombre d’exemplaires a` traiter.
Cette me´thode s’utiliserait dans des applications d’agre´gation reque´rant le minimum
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possible de supervision de la part d’un ope´rateur. Dans le domaine du controˆle non
line´aire, la me´thode propose´e peut eˆtre utilise´e pour identifier les parame`tres dyna-
miques d’un actionneur (poˆles, retards, de´lais, etc.) ;
2. la mise en e´vidence the´orique et pratique d’une mesure permettant de caracte´rise´e
l’aptitude d’un pilote dans un contexte de navigation en environnement contraint.
Lorsque l’application d’un signal de controˆle peut engendrer une rencontre avec un
danger, son indice de se´curite´ prend la valeur 0. Dans le cas contraire, elle prend la
valeur 0. La mesure de l’aptitude est base´e sur l’estimation en temps-re´el de l’entropie
de Shannon de la se´quence des indices de se´curite´. Cette mesure s’appelle entropie
comportementale ;
3. la mise au point d’un sche´ma de de´libe´ration efficace et rapide qui permet au syste`me
forme´ par le pilote et le module semi-autonome de naviguer se´curitairement en envi-
ronnement contraint. Cette me´thode ne requiert aucun e´change de messages directs
entre le pilote et le module semi-autonome. Elle posse`de aussi l’avantage de permettre
un mouvement fluide exploitant a` la fois les capacite´s de perception du pilote humain
et celles du module semi-autonome.
9.2 Limitations de la solution propose´e
L’algorithme d’agre´gation en ligne utilise´ pour construire la bibliothe`que des arcs re´flexes
de´pend de la valeur du rayon d’influence requise pour le calcul du potentiel d’un arc
re´flexe me´canique. Si cette valeur est trop faible, la taille de la bibliothe`que peut devenir
tre`s grande. Ce qui aura pour effet de rallonger le temps de recherche d’un arc de la
bibliothe`que pendant un e´pisode d’impasse. Par contre, une valeur trop grande produira
des arcs re´flexes me´caniques qui ne sont pas efficaces pour sortir la plate-forme d’une
impasse. Les expe´riences mene´es avec diffe´rents pilotes nous indiquent qu’une valeur de
rayon d’influence permettant une taille de la bibliothe`que d’une trentaine d’arcs re´flexes
me´caniques donne des re´sultats satisfaisants.
Toute la me´thodologie de controˆle collaboratif pre´sente´e dans cette the`se utilise le mode`le
d’une plate-forme mobile dont la dynamique permet un suivi parfait des signaux de vitesses
propose´s par le module de´libe´ratif. Cependant, dans des applications de ve´hicules motorise´s
dont les dynamiques des actionneurs ne sont pas comple`tement compense´es (par exemple
les fauteuils roulants motorise´s), l’absence de module de controˆle dynamique peut de´grader
les performances du syste`me.
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9.3 Ame´liorations futures
L’approche de controˆle collaboratif propose´e dans cette the`se re´duit les risques de rencontre
de la plate-forme avec des dangers de type Sh et Sm, lorsqu’elle doit se de´placer entre ces
deux types de dangers. Cependant, elle ne peut garantir l’absence de rencontre avec le
danger de Sh pendant la phase d’e´vitement du danger de Sm. L’implication du pilote
est donc importante afin de bien comple´ter l’action du module semi-autonome. Il serait
inte´ressant d’investiguer si l’utilisation d’un communication directe entre le pilote et le
module semi-autonome pourrait e´liminer tout risque de rencontre avec le danger de Sh.
La solution de controˆle collaboratif propose´e a e´te´ valide´e sur une plate-forme mobile
expe´rimentale a` quatre roues motrices dont les positions des centres de rotation et gravite´
sont tre`s proches. L’ajout d’un module de controˆle dynamique permettrait de l’utiliser sur
un fauteuil roulant motorise´.
L’architecture hie´rarchique de controˆle utilise´e permet de rajouter un module de localisa-
tion et de planification au module semi-autonome. Ces ajouts permettraient l’exe´cution de
manoeuvres de de´placement point a` point en mode collaboratif.
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1- Revue de la litte´rature sur la the´orie ge´ne´rale des jeux
Fondements de la the´orie des jeux du controˆle partage´
Le proble`me de controˆle partage´ rentre dans la cate´gorie plus ge´ne´rale des proble`mes de
de´cisions strate´giques impliquant plusieurs agents. Un agent est un humain ou un mo-
dule semi-autonome de controˆle capable de prendre des de´cisions. Le premier formalisme
mathe´matique rigoureux permettant de re´soudre les proble`mes de de´cision strate´gique im-
pliquant plus d’un agent remonte a` 1928. Par la suite, Von Neumann a publie´ l’ouvrage
fondamental sur la the´orie de jeu (Neumann et Morgenstern, 1944). Dans son formalisme,
un jeu est une description mathe´matique d’une situation strate´gique impliquant plusieurs
agents. La the´orie suppose que chaque agent est rationnel dans le sens qu’il choisirait
toujours une de´cision qui lui rapporterait le gain le plus grand. Deux repre´sentations de
jeu ont e´te´ alors propose´es : la forme strate´gique et la forme extensive. Dans sa forme
extensive, un jeu est repre´sente´ par une arborescence alors que dans sa forme strate´gique,
il est repre´sente´ par une matrice dont chaque e´le´ment est constitue´ par les gains indivi-
duels de chaque agent. Dans le cas particulier de deux agents, cette matrice est appele´e
une bimatrice. Von Neumann a e´galement propose´ deux grandes classes de jeux : jeu non
collaboratif et jeu collaboratif.
La the´orie du jeu non collaboratif s’inte´resse aux situations dans lesquelles les agents ne
sont pas autorise´s a` former de coalitions en vue d’augmenter leurs gains respectifs. Un
exemple classique de ce type de jeu est le dilemme des prisonniers (Luce et Howard, 1989).
Le dilemme des prisonniers est formule´ comme suit : deux suspects A et B (complices
d’un de´lit) ont e´te´ arreˆte´s et soumis a` un interrogatoire individuel. Aucune communication
n’est permise entre les deux suspects pendant le processus d’interrogation. Chaque suspect
dispose de deux strate´gies : de´noncer l’autre ou se taire. Si un des deux suspects de´nonce
son voisin pendant que ce dernier reste silencieux, alors celui qui a de´nonce´ l’autre est
libre tandis que celui qui est de´nonce´ e´cope de dix ans de prison. Si les deux suspects se
de´noncent mutuellement, chacun e´cope de cinq ans de prison. Par ailleurs, si aucun des deux
suspects ne de´nonce son voisin, alors ils e´copent individuellement de six mois de prison.
Quelle doit eˆtre la strate´gie de chaque suspect ? Il est clair que dans un contexte de non
collaboration, le caracte`re rationnel de chaque agent le pousserait a` de´noncer son complice.
Ce faisant, les deux e´coperaient de cinq ans de prison. Par contre, si la collaboration e´tait
permise, alors, ils choisiraient tous deux de se taire, e´copant ainsi de six mois de prison. En
situation de non collaboration, ”se de´noncer mutuellement” serait conside´re´ comme une
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forme de solution tandis que dans le cas de collaboration, ”se taire tous” serait une autre
solution. Ceci nous ame`ne a` aborder la notion de point d’e´quilibre strate´gique.
Un re´sultat fondamental qui a e´te´ propose´ par Nash en 1951 (Nash, 1951) concerne la
notion de solution globale ou de point d’e´quilibre strate´gique dans les jeux non collaboratifs
. En utilisant le the´ore`me de point fixe de Brouwer, Nash a prouve´ qu’il existe un point
d’e´quilibre pour un jeu bien de´fini. Ce point d’e´quilibre, appele´ ”e´quilibre de Nash” est
de´fini de telle sorte qu’aucune de´viation unilate´rale de strate´gies d’un agent par rapport a`
ce point, ne lui procure plus de gain. Cependant, certaines conditions sont requises s’il est
souhaitable que les agents adoptent le point d’e´quilibre de Nash :
– chaque agent doit eˆtre un agent rationnel ;
– il pre´fe`rera toujours une de´cision qui maximisera son gain ;
– les fonctions de gains sont connues d’avance par chaque agent et sont de´finies de fac¸on
a` ce que les gains obtenus refle`tent les re`gles du jeu.
La the´orie de Nash permet d’obtenir une solution en pre´sence de strate´gies pures ou mixtes
(Luce et Howard, 1989). Une strate´gie d’un agent est dite pure s’il est certain que cette
strate´gie sera choisie. Si une fonction de densite´ de probabilite´ est associe´e a` une strate´gie
alors elle est conside´re´e comme une strate´gie mixte.
Il existe des syste`mes diffe´rentiels line´aires de´crivant la dynamique d’une plate-forme ro-
botique. Si ces syste`mes sont affecte´s par des bruits gaussiens, alors ils sont de´signe´s par
”syste`mes line´aires gaussiens”. Lorsqu’un controˆle optimal est requis pour les asservir,
une fonction de couˆt cumulative dont les termes sont quadratiques est de´finie. L’utilisa-
tion des fonctions de couˆts quadratiques et des syste`mes line´aires donne lieu a` une classe
de syste`mes nomme´e syste`mes line´aires quadratiques et gaussiens. Pour cette classe de
syste`me, lorsque le controˆle implique plusieurs agents, il a e´te´ de´montre´ qu’il existe une so-
lution unique (Papavassilopoulos, 1981). Ce re´sultat est base´ sur le the´ore`me d’e´quilibre de
Nash et la programmation dynamique. Par ailleurs, Uchida (Uchida et Shimemura, 1981)
a aussi de´montre´ l’existence d’une solution unique pour les syste`mes line´aires quadratiques
et gaussiens lorsque plus de deux agents sont implique´s. Dans les deux cas, la solution est
toujours le point d’e´quilibre de Nash.
Dans le domaine du controˆle robotique, en plus de l’unicite´ d’une solution, il est souhaitable
que cette solution soit stable. Lorsque le point d’e´quilibre de Nash est solution d’un jeu
avec des strate´gies mixtes (c’est le cas notamment pour la classe de proble`mes line´aires
quadratiques et gaussiens), la stabilite´ de la solution doit eˆtre ve´rifie´e (Papavassilopoulos,
1982). Un point d’e´quilibre de Nash est stable si pour une petite variation dans les fonctions
de probabilite´ de distribution des strate´gies d’un agent, les deux conditions suivantes sont
re´unies (Papavassilopoulos, 1982) :
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– l’agent dont les fonctions de densite´ de probabilite´ ont e´te´ modifie´es se retrouve avec une
strate´gie moins payante ;
– les autres agents dont les fonctions de densite´ de probabilite´ sont reste´es les meˆmes n’ont
pas de meilleures strate´gies.
Cette notion de stabilite´ est comparable a` la the´orie de stabilite´ de Lyapunov (Dixon,
2003).
Le mode`le de solution propose´ par Nash ne fait aucune distinction entre les agents en ce
qui concerne des crite`res autres que ceux e´tablis par les fonctions de gain et les re`gles du
jeu, ce qui permet a` cette approche d’eˆtre conside´re´e comme e´quitable.
La the´orie du jeu collaboratif s’inte´resse aux situations dans lesquelles les agents ont le
droit de communiquer entre eux afin de fixer une strate´gie conjointe. Ce faisant, toutes
les combinaisons possibles de strate´gies sont permises. Von Neumann (Neumann et Mor-
genstern, 1944) a propose´ le concept de fonction caracte´ristique qui, a` chaque combinai-
son de strate´gies, associe une valeur de gain. Les fonctions caracte´ristiques sont souvent
conside´re´es super additives, c’est-a`-dire que le gain obtenu par un agent individuellement
est toujours infe´rieur aux gains qu’il aurait pu obtenir en inte´grant une coalition d’agents.
Par ailleurs, il a aussi propose´ la proprie´te´ de monotonicite´ pour caracte´riser les fonc-
tions caracte´ristiques. Ainsi, une fonction caracte´ristique est monotone si les gains obtenus
en inte´grant une petite coalition sont toujours infe´rieurs ou e´gaux aux gains obtenus en
inte´grant une grande coalition. Le proble`me qui de´coule de la proposition de Von Neumann
en ce qui concerne la fonction caracte´ristique d’un jeu collaboratif est la manie`re d’attri-
buer le gain collectif, lorsque la collaboration est effective et que la strate´gie conjointe est
trouve´e. De plus, la re´partition du gain collectif devient complexe lorsque les gains des
diffe´rents agents ne sont pas mesure´s avec les meˆmes unite´s. Afin de trouver des approches
de solutions, la the´orie de jeux collaboratifs a e´te´ subdivise´e en deux classes de proble`mes :
jeux collaboratifs avec transfert de gains entre les agents et jeux collaboratifs sans transfert
de gains.
Lorsqu’on conside`re la classe des proble`mes de jeux collaboratifs sans transfert de gain,
la me´thode de ne´gociation de Nash appele´e ”Nash bargaining” est la plus utilise´e (John
F. Nash, 1950). Cette approche suppose qu’il existe un point particulier appele´ le point
de statu quo dans l’espace a` N dimensions forme´ par les gains des N agents. Les gains
de chaque agent se trouvent sur une dimension de cet espace. Si aucune entente n’est
re´alisable, alors chaque agent rec¸oit en retour un gain qui correspond au point de statu
quo. Le point d’e´quilibre (s’il y a entente) doit ve´rifier cinq proprie´te´s que Nash a de´finies
(Luce et Howard, 1989). Parmi ces proprie´te´s figure notamment l’optimalite´ au sens de
Pareto. Lorsqu’on conside`re un ensemble de points, on dit qu’un point est Pareto optimal
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s’il n’existe aucun autre point dont les coordonne´es sont supe´rieures a` ses coordonne´s.
Lorsque le transfert de gains est autorise´, il est important d’avoir une me´thode de re´partition
de gains acceptable pour les agents ayant collaborare´. Plusieurs me´thodes d’arbitrages ont
e´te´ propose´es. Cependant, la me´thode de la valeur de Shapley est la plus utilise´e (Shapley,
1953) car elle posse`de un caracte`re d’e´quite´ tenant compte de la re´elle contribution de
chaque agent.
La pre´sence d’une hie´rarchie entre des agents pourrait eˆtre exploite´e pour mieux de´finir les
strate´gies en cause. Un agent joue le roˆle de meneur tandis que les autres agents sont des
suiveurs du meneur. Cette forme de jeu a e´te´ propose´e pour la premie`re fois par Stackelberg
(Medanic, 1978). Dans le jeu de Stackelberg impliquant deux agents, le meneur choisit en
premier sa strate´gie (un signal de controˆle) en optimisant sa propre fonction de couˆt. Cette
strate´gie est porte´e a` la connaissance du suiveur qui, de son coˆte´, tentera d’optimiser sa
fonction de couˆt en prenant en compte la strate´gie du meneur. Il a e´te´ prouve´ que pour un
jeu dans lequel les de´cisions strate´giques sont prises suivant une se´quence pre´cise, le couˆt
moyen re´sultant de l’application de la the´orie de Stackelberg est infe´rieur au couˆt moyen
obtenu lorsque la the´orie de Nash est applique´e. Cependant, trouver une solution optimale
d’un jeu de Stackelberg n’est pas trivial a` cause de la de´pendance e´troite des strate´gies
des agents. En effet, la strate´gie optimale du meneur doit prendre en compte la re´action
du suiveur (la strate´gie du suiveur en re´ponse a` la strate´gie du meneur). Le suiveur de
son coˆte´ de´termine sa strate´gie optimale en conside´rant la strate´gie du meneur comme un
parame`tre. Medanic (Medanic, 1978) a propose´ les conditions ne´cessaires et suffisantes pour
obtenir une solution optimale au jeu de Stackelberg dans lequel les fonctions de couˆts sont
quadratiques et line´aires. Harmati (Harmati, 2006) a utilise´ le concept de jeu de Stackelberg
dans un contexte de coordination multirobots pour des applications de poursuite de cible.
Les re´sultats pre´sente´s indiquent que les strate´gies obtenues par cette me´thode donnent
des valeurs de couˆts infe´rieures a` celles obtenues par la me´thode de Nash.
La the´orie ci-dessus pre´sente´e suppose que les agents sont tous rationnels et ont acce`s
a` toute l’information dont ils ont besoin afin de de´cider. Cependant, dans certaines ap-
plications, il est souhaitable de re´duire le degre´ d’autonomie de prise de de´cision d’un
agent au profil d’un autre agent qui ge´ne´ralement est un humain. C’est le cas notamment
en te´le´robotique ou en robotique me´dicale. En particulier en robotique me´dicale, meˆme
si la plate-forme robotique est dote´e de capacite´ de prise de de´cision, elle doit demeurer
entie`rement sous le controˆle total du me´decin. L’agent semi-autonome de la plate-forme
robotique, dans ce contexte, joue le roˆle de guidage. Ce roˆle consiste essentiellement a`
suivre le controˆle de l’agent humain tout en le limitant.
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The´orie de controˆle collaboratif base´ sur la notion de guidage virtuel
La the´orie de de´cision base´e sur le formalisme de jeu, telle que pre´sente´e par Von Neu-
mann et John Nash, fait l’hypothe`se que la structure d’information est ade´quate afin de
permettre a` chaque agent de jouer son roˆle de fac¸on rationnelle. Une structure d’informa-
tion est ade´quate lorsqu’aucune autre donne´e supple´mentaire n’est requise pour prendre
une de´cision rationnelle. La the´orie de base sur le formalisme des jeux est difficile a` appli-
quer dans les applications robotiques dans lesquelles la structure de l’information est com-
plexe et tre`s dynamique. Par exemple, lors d’une ope´ration chirurgicale, des e´ve`nements
impre´vus peuvent survenir. Ces e´ve`nements sont donc difficiles a` mode´liser. En l’absence
de toute information relative a` ces e´ve`nements, les de´cisions des agents peuvent ne pas
respecter le crite`re de rationalite´. Afin de contourner la difficulte´ pose´e par la pre´sence
d’e´ve`nements impre´vus pouvant influencer les de´cisions des agents, un mode`le de controˆle
partage´ inte´grant l’humain a e´te´ propose´ par Rosenberg sous le terme de ”guidage vir-
tuel”. Dans ce mode`le, l’homme est conside´re´ comme un agent ayant la capacite´ de ge´rer
le controˆle d’une plate-forme en pre´sence d’information complexe et variant dans le temps.
Le module semi-autonome de la plate-forme joue essentiellement un roˆle de guidage. Dans
son roˆle, il empeˆche l’humain d’induire des mouvements dans des zones pre´alablement
interdites.
Le concept de guidage virtuel a e´te´ introduit en 1993 par Rosenberg (Rosenberg, 1993).
C’est un syste`me de controˆle installe´ sur une plate-forme robotique et qui est destine´ a` aider
un agent humain a` exe´cuter avec plus de facilite´ des manoeuvres qui autrement seraient
difficiles a` exe´cuter. Par exemple, tracer une droite sur une feuille de papier et a` main leve´e
est plus difficile a` re´aliser que de tracer une droite en s’appuyant sur un support rectiligne
(une re`gle). Dans ce cas, le support rectiligne joue essentiellement un roˆle de guidage.
L’approche la plus utilise´e pour concevoir un guidage virtuel repose sur la the´orie du
controˆle en force. Cette the´orie mode´lise l’action de la plate-forme par la force qu’elle
exerce sur l’environnement. Prenons le cas d’un chirurgien utilisant un instrument d’inci-
sion robotique. Il est naturel de mode´liser le controˆle de cette plate-forme en utilisant les
forces (forces exerce´es par le chirurgien, forces re´actives du tissu du patient). Le controˆle
du module semi-autonome de la plate-forme utilise donc ces parame`tres afin d’e´viter que le
chirurgien ne pose des gestes dommageables aux tissus du patient. Il a e´te´ prouve´ que dans
de pareilles circonstances, les controˆleurs inte´grant l’approche du controˆle en force donnent
des re´sultats meilleurs que ceux obtenus par les me´thodes classiques de controˆle (asservis-
sement en position ou en vitesse, commande robuste, commande incertaine, etc.) (Spong
et al., 2006). Le controˆle en force est une me´thode permettant de modifier la trajectoire
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d’une plate-forme robotique en fonction des mesures de forces prises dans l’environnement.
Par exemple, l’incision dans un tissu humain ne´cessite l’application d’une force de la part
du chirurgien. Si la force applique´e n’est pas ade´quate, le tissu peut eˆtre endommage´. Une
plate-forme chirurgicale dote´e d’un module semi-autonome peut, dans ce cas particulier,
controˆler l’intensite´ de la force applique´e et empeˆcher l’instrument d’incision d’ope´rer dans
une zone interdite sur le patient. La plate-forme impose alors une contrainte dite virtuelle.
Il faudrait remonter en 1981 pour voir les re´sultats des premiers travaux sur le controˆle en
force. En effet, Mason (Mason, 1981) a propose´ un formalisme de design de controˆleur dans
lequel le proble`me d’asservissement en position est se´pare´ du proble`me de controˆle en force.
D’apre`s lui, le controˆle en force consiste a` inte´grer dans la boucle de controˆle d’une plate-
forme robotique une contrainte supple´mentaire base´e sur la ge´ome´trie de l’environnement
sur lequel cette plate-forme agit.
Hogan (Hogan, 1985) de son coˆte´ a introduit la notion d’impe´dance pour caracte´riser l’in-
teraction entre une plate-forme robotique manipulatrice et l’environnement. Il a de´montre´
la raison pour laquelle le controˆle en position classique n’est pas ade´quat et a propose´ sa
the´orie base´e sur les notions de circuits e´lectriques : impe´dance et admittance. La the´orie
propose´e a e´te´ reprise par Colbaugh et Shiuh (Colbaugh et al., 1996) . Par analogie avec
la the´orie des circuits e´lectriques, les forces applique´es par la plate-forme robotique consti-
tuent les sources de tension tandis que les vitesses de´coulant de l’application de ces forces
sont les courants e´lectriques. Le ratio entre les forces et les vitesses est alors comparable
au ratio entre une source de tension et un courant. L’impe´dance est le terme utilise´ pour
caracte´riser ce ratio.
La the´orie des jeux et la me´thode de conception des guidages virtuelles sont les deux
concepts fondamentaux qui concernent le controˆle partage´ en robotique. Dans la section sui-
vante, les diffe´rents domaines d’application du controˆle partage´ existant dans la litte´rature
sont pre´sente´s.
Diffe´rents domaines d’applications
Aucun consensus scientifique n’existe dans la litte´rature pour classer les diffe´rentes formes
de controˆles partage´s. S’il est admis que tout syste`me controˆle´ par plus d’un agent pourrait
eˆtre repre´sente´ par un jeu, alors nous pouvons utiliser la classification de Von Neumann.
Ainsi, les deux cate´gories de controˆles partage´s sont : le controˆle partage´ avec collaboration
entre les agents et le controˆle partage´ sans collaboration entre les agents.
Domaine de la te´le´communication
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Dans le domaine des sciences informatiques et de la te´le´communication, le controˆle partage´
fait re´fe´rence au controˆle d’acce`s a` une ressource partage´e. En particulier, en communica-
tion sans fil, l’acce`s au canal de transmission des ondes doit se faire de fac¸on partage´e. Le
mode`le de controˆle d’acce`s au me´dium qui a toujours pre´valu est celui base´ sur la non-
collaboration entre les terminaux de transmission de donne´es. Un terminal qui est sur le
point de transmettre des donne´es, signale son intention en envoyant un message particu-
lier aux autres terminaux. En suivant un protocole d’acce`s au me´dium de transmission,
il prend le controˆle du me´dium et transmet son message pendant une feneˆtre temporelle
bien pre´cise et fixe. Pendant ce temps, les autres terminaux n’ont pas le droit d’intervenir
sur l’e´volution du processus de transmission (Shi et al., 2007). Cette manie`re de ge´rer le
controˆle d’acce`s au me´dium donne des performances me´diocres selon Shi . En effet, si un
message peut eˆtre transmis avec une feneˆtre de taille re´duite, en lui attribuant un temps
plus grand, le temps du me´dium non utilise´ est gaspille´. Plusieurs chercheurs ont alors
propose´ des syste`mes de controˆles inte´grant la notion de collaboration entre les terminaux.
Re´cemment, Pan (Pan et al., 2007) a propose´ un protocole utilisant la the´orie des jeux
collaboratifs pour ge´rer l’acce`s au me´dium de transmission. L’approche propose´e reformule
le proble`me de controˆle du me´dium de transmission selon la the´orie de Von Neumann sur le
jeu collaboratif avec transfert gain. Une fonction caracte´ristique de´pendant de la politique
d’attribution des couˆts fixe´e par l’ope´rateur du me´dium de communication est de´finie. En
utilisant la the´orie de Shapley, un couˆt e´quitable est de´termine´ pour chaque terminal. Le
temps d’acce`s est alors fonction de ce couˆt re´parti.
Domaine e´conomique
En e´conomie, le controˆle partage´ est tre`s utilise´. Von Neumann et John Nash avaient
au de´part, de´veloppe´ leurs the´ories sur les jeux pour des applications e´conomiques. Les
enjeux e´conomiques se preˆtent naturellement a` ces the´ories. Suivant le contexte du marche´
(monopole, duopole, etc.) d’un bien particulier, les the´ories des jeux collaboratifs et non
collaboratifs sont utilise´es afin de controˆler le prix de ce bien.
Lorsqu’une entreprise est en situation de monopole pour la production d’un bien, il est
couramment admis que l’entreprise dispose d’une latitude importante pour fixer le prix du
bien. Cependant, si le prix fixe´ est trop e´leve´, la demande risque de diminuer. Comment
fixer la quantite´ et le prix de biens produits afin de maximiser les profits ?
Stuart (Stuart Jr, 2007) s’est inte´resse´ a` cette question en posant le proble`me autrement.
Il a suppose´ que la production de bien (l’entreprise) et l’acheteur du bien (le client) sont en
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situation de ne´gociation. Au de´part, l’entreprise posse`de un avantage dans la ne´gociation
a` cause de sa situation de monopole. Cependant, si le prix est trop important, la demande
du bien sera re´duite. Stuart a alors de´montre´ qu’en utilisant la the´orie de jeu collaboratif
avec transfert de gain et la the´orie de jeu non collaboratif, le prix fixe´ garantissait un profit
maximal.
Un autre sujet non moins important en e´conomie concerne les situations ou` deux compe´titeurs
soumissionnent pour un projet dont les retombe´es comportent de l’incertitude. Yue (Yue Kuen
et Kong, 2007) a propose´ une me´thodologie base´e l’analyse des points d’e´quilibre du jeu
forme´ par les gains potentiels des deux compe´titeurs afin de´terminer les conditions et les
strate´gies de chaque compe´titeur.
Domaine me´dical et de la te´le´robotique
Les plates-formes robotiques sont utilise´es dans le domaine me´dical notamment dans les
ope´rations chirurgicales. Ces plates-formes posse`dent les avantages tels que la pre´cision
dans l’exe´cution des mouvements, la re´duction des oscillations des outils inte´gre´s et la
miniaturisation (ce qui leur permet de fonction dans un environnement restreint). Cepen-
dant, ces plates-formes s’adaptent difficilement aux impre´vues et sont limite´es dans leurs
capacite´s de jugement. Par ailleurs, l’excellent jugement, la bonne dexte´rite´ et la capacite´
d’inte´grer plusieurs sources d’information font des qualite´s du chirurgien, un comple´ment
ide´al aux plates-formes me´dicales (Taylor, 2006).
Le de´fi re´side dans la mise en commun de ces deux entite´s. Deux tendances de controˆles
robotiques ont e´te´ identifie´es :
– l’approche industrielle : les me´thodes de controˆle robotique de´veloppe´es dans l’indus-
trie (controˆle PID, controˆle optimal, controˆle robuste, etc.) sont adapte´es aux exigences
me´dicales. Par exemple, un controˆle PID dont les parame`tres sont adapte´s en utilisant
la logique floue a e´te´ propose´ comme me´thode robuste permettant de controˆler un bras
chirurgical spe´cialise´ dans l’ablation de tumeurs cance´reuses du foie (Qinjun et Xueyi,
2006). L’approche de non collaboration a e´te´ adopte´e pour concevoir ce controˆleur. Le
chirurgien planifie comple`tement toutes les se´quences que la plate-forme robotique doit
exe´cuter et l’assiste dans l’exe´cution des plans.
– l’approche d’inte´gration humain-machine : cette tendance vise une collaboration beau-
coup plus e´troite entre le chirurgien et la plate-forme robotique. Plusieurs me´thodes ont
tente´ d’exploiter cette notion de collaboration. La forme la plus re´pandue utilise une
approche base´e sur le guidage virtuel. Des contraintes de position et de vitesse sont
inte´gre´es dans l’e´laboration de la loi de commande de la plate-forme afin d’e´viter que le
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chirurgien n’ope`re sur des zones interdites ou n’exe´cute des mouvements pre´judiciables
pour le patient. Le guidage virtuel re´duit aussi l’amplitude des oscillations ou des trem-
blements des mains du chirurgien augmentant ainsi la se´curite´ de l’ope´ration chirurgicale.
Le robot chirurgical Acrobot est un exemple re´ussi de l’implantation de cette approche
de controˆle (Taylor, 2006).
La plupart des plates-formes robotiques chirurgicales peuvent eˆtre te´le´ ope´re´es. Le gui-
dage virtuel joue alors le roˆle de garde-fou pour ces applications. Il n’est pas en mesure de
prendre l’initiative des de´cisions comme dans le cas d’un vrai syste`me collaboratif. C’est
la raison pour laquelle, des e´quipes de chercheurs veulent e´tendre cette notion de guidage
virtuel a` un concept de collaboration active. L’aspect ”passif” fait re´fe´rence au fait que
le guidage virtuel tel que propose´ suit les mouvements du chirurgien tout en l’aidant a`
re´duire ses erreurs de navigation sur le corps humain. Dans un contexte d’assistance ac-
tive, la plate-forme et le chirurgien de´cideraient conjointement du controˆle a` appliquer.
Au moment ou` la pre´sente bibliographie est e´crite, aucune de´finition formelle du concept
de collaboration active n’a e´te´ propose´e. Par ailleurs, la the´orie de jeux est absente des
approches utilise´es pour concevoir les guidages virtuels. Cette absence peut s’expliquer par
la dissyme´trie des roˆles entre le chirurgien et la plate-forme robotique. L’impe´ratif pour le
chirurgien d’avoir un controˆle total sur l’exe´cution du geste me´dical confine la plate-forme
dans un roˆle de garde-fou.
Domaine de la robotique mobile
Les applications du controˆle partage´ en robotique mobile sont nombreuses : pilotage auto-
mobile, controˆle de fauteuil pour personne handicape´e, gestion de ve´hicules ae´riens, controˆle
de sous-marin et coordination multi-robots.
Dans le domaine du pilotage automobile, deux tendances de controˆle ont e´te´ identifie´es :
– le controˆle partage´ et non collaboratif entre des modules autonomes et le conducteur du
ve´hicule ;
– le controˆle partage´ avec collaboration entre des modules autonomes et le conducteur du
ve´hicule.
Dans la premie`re cate´gorie, le conducteur spe´cifie la destination et les modules autonomes
sont entie`rement responsables de planifier une route et d’exe´cuter le plan. Toutefois, le
conducteur a` la possibilite´ d’intervenir lors du de´roulement de la conduite automatique.
Ce concept a e´te´ pre´sente´ par Lan (Lan et Rui, 2003) dans une e´tude dont l’objectif
principal e´tait de savoir comment le module semi-autonome influenc¸ait la perception, les
de´cisions et le controˆle du conducteur. Pour ce faire, une architecture meneur-suiveur a
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e´te´ utilise´e : le premier sce´nario place le conducteur en mode esclave, c’est-a`-dire que c’est
le module semi-autonome qui, connaissant l’objectif de navigation (la destination), e´tablit
la planification de la route et assure son exe´cution. Le roˆle du conducteur humain revient
a` assister le module de navigation dans les prises de´cisions. Dans le second sce´nario, les
roˆles sont inverse´s. D’apre`s son analyse, le conducteur humain, lorsqu’il joue le roˆle de
maˆıtre, commet en ge´ne´ral 60% d’erreurs de perception, 35% d’erreurs de de´cision et 5%
d’erreurs de controˆle. La pre´sence de module semi-autonome de navigation pourrait alors
ame´liorer les performances dues a` la perception du conducteur humain. Par ailleurs, le
module semi-autonome, dans le roˆle de maˆıtre, est inefficace lorsqu’il y a des impre´vues
qui surgissent pendant l’exe´cution des ope´rations de conduite a` cause principalement de
sa difficulte´ a` prendre de bonnes de´cisions. Malheureusement pour cette e´tude, aucune
information n’est disponible afin de savoir comment le module semi-autonome a e´te´ conc¸u
et inte´gre´ au pilotage.
Dans la seconde cate´gorie, c’est-a`-dire le controˆle partage´ avec collaboration, plusieurs
me´thodes ont e´te´ propose´es. Chacune de ces me´thodes vise un aspect bien pre´cis de la
conduite automobile : changement de voie (Boo et Jung, 2000) , e´vitement de collision
en avant et en arrie`re du ve´hicule(Tricot et al., 2004), alerte quand le conducteur humain
est fatigue´ (Bao et al., 2007). Aucune me´thode ne semble s’appliquer a` toutes les situa-
tions. Dans tous les cas, le conducteur humain reste le pilote du ve´hicule et les modules
d’assistance l’aident a` re´duire les risques d’accident en signalant toute anomalie releve´e.
Le controˆle partage´ est aussi utilise´ dans les applications de coordination multi-robots.
Semsar (Semsar et Khorasani, 2007) a pre´sente´ une approche de controˆle optimale base´e la
the´orie des jeux coope´ratifs pour coordonner plusieurs ve´hicules non habite´s. Il a conside´re´
le cas particulier d’un groupe de ve´hicules autonomes dispose´s en anneau. Chaque ve´hicule
posse`de une liaison de communication avec le ve´hicule qui le pre´ce`de et aussi avec le
ve´hicule qu’il suit. Dans un premier temps, il a applique´ la the´orie du controˆle optimal
de´centralise´ pour trouver une loi de commande pour l’e´quipe. Et dans un second temps,
il a fait usage de la the´orie de ne´gociation de Nash afin de de´terminer la loi de commande
optimale minimisant toutes les fonctions de couˆt de tous les participants au groupe de
ve´hicules. Cet article a eu le me´rite de proposer deux approches de controˆle collaboratif.
Cependant, aucune comparaison n’a e´te´ fournie afin de pouvoir connaˆıtre les avantages et
les inconve´nients de chaque me´thode.
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2- Analyse des proble`mes de controˆle avec les me´thodes de champs potentiels
artificiels
A` chaque instant n, la force artifielle F (Q) = −∇P (Q) induite par P (Q) est conside´re´e
comme e´tant la direction la moins dangereuse.
∇P (Q) =
[
∂P (Q)
∂x
∂P (Q)
∂y
]
(1)
ou`
P (Q) = PR(Q) + PA(Q) (2)
et en ge´ne´ral :
PA(Q) =
1
2
KA × d(Q,QG)2 (3)
PR(Q) =

∑ND
i=0
1
2
KR
(
1
d(Q,Qi)
− 1
D0
)2
, d(Q,Qi) ≤ D0
0 , d(Q,Qi) > D0
(4)
KA et KR sont des coefficients re´els. d(., .) est une fonction de distance et D0 est la distance
minimale a` ne pas franchir. Qi est la pose du danger i et ND est le nombre de dangers
de´tecte´s autours de la particule situe´e a` Q.
Choix de la configuration cible QG
Le principal proble`me re´side dans le choix QG. En effet, si d(Q,QG) est grand, la force
induite par le CPA attractif augmente conside´rablement, ce qui a pour effet d’acce´le´rer le
mouvement de la particule. Pour pallier cet inconve´nient, une fonction de CPA conique est
utilise´e. Un ensemble de re`gles pre´de´finies permettent alors de passer de la fonction para-
bolique repre´sente´e par l’e´quation 3 (Latombe, 1993; Kobayashi et Nonaka, 2009) a` une
fonction conique. Cependant, dans la majorite´ des e´tudes dans lesquelles cette approche
est utilise´e, QG est fournie par un module de planification de chemin (Liang et al., 2004;
Urdiales et al., 2009, 2007; Fernandez-Carmona et al., 2009). Bien que l’utilisation du mo-
dule de planification permette d’imposer QG de sorte que le mouvement de la plate-forme
soit lisse et continu, le proble`me d’e´carts angulaires accentue´s demeure.
Proble`me d’e´cart angulaire accentue´ entre les signaux du pilote et ceux du
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module semi-autonome
Conside´rons un cas simple dans lequel des dangers de Shm ou de Sm sont coplanaires et que
le pilote voudrait mouvoir ladite particule en suivant ce plan (c’est-a`-dire en e´tant proche
sans y rentrer en contact). La figure .1 en est une illustration concre`te. Les forces FR(Q),
FA(Q) et F (Q) repre´sente´es sur cette figure correspondent respectivement a` la re´sultante
des forces re´pulsives, a` la force attractive et a` la force re´sultant indiquant la direction la
moins dangereuse.
Figure .1 Exemple de de´viation cause´e par l’application des me´thodes de CPA
.
FA(Q) repre´sente la force associe´e a` la pose de´sire´e par le pilote, tandis que FR(Q) corres-
pond a` la force re´pulsive re´sultante. Meˆme si ce planificateur prend en compte le signal du
pilote, la particule s’e´loignera des dangers sous l’action combine´e des deux forces. E´tant
donne´ que le signal de controˆle exe´cute´ par la plate-forme est de´duit de FR(Q), l’e´cart
angulaire entre ce signal et celui associe´ a` FA(Q) est grand. Ce qui empeˆchera le pilote de
mouvoir sa plate-forme le long du plan.
Proble`me cause´ par la pre´sence de dangers de´tectables uniquement par le pilote
Les limitations inhe´rentes du syste`me exte´roceptif font en sorte que des dangers de Sh ne
seront pas de´tecte´s. Un proble`me complexe a` re´soudre peut survenir lorsque la re´partion
spatiale de dangers fait en sorte que l’application de signal de controˆle issu de la me´thode
de CPA conduise la particule a` rencontrer un danger de Sh. Une illustration d’une situation
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semblable est pre´sente´e sur la figure .2. Sur cette figure, le pilote, ayant perc¸u le danger
repre´sente´ par un grand carre´ et sachant aussi qu’il y a d’autres dangers repre´sente´s en
noir de l’autre coˆte´ (petits carre´s), voudrait conduire la particule entre les deux types de
dangers. Cependant, la direction la moins dangereuse propose´e par la me´thode de CPA
fait en sorte q’une rencontre avec le danger de Sh est possible.
Figure .2 Exemple d’e´chec de l’application de la me´thode de CPA en pre´sence de dangers de
Sh
.
Proble`me d’impasses
Un solution simple aux deux pre´ce´dents proble`mes consiste a` ne prendre en compte que
les dangers de C susceptibles d’eˆtre rencontre´s si le signal du pilote est utilise´ a` la place
du signal du module semi-autonome. Cette solution requiert donc la de´finition des limites
d’une zone cible (zone contenant la direction indique´e dans la commande du pilote).
Pour une plate-forme mobile posse´dant une ge´ome´trie, le rapprochement des limites de la
zone cible l’expose a` se retrouver dans des impasses semblables a` la situation repre´sente´e
sur la figure .3. En effet, la re´sultante des forces re´pulsives tend a` s’opposer au mouvement
en raison de la re´duction de cette zone. Si cette zone est e´largie, l’impasse serait e´vite´e,
mais le proble`me concernant la pre´sence de dangers de Sh demeure en entier.
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Figure .3 Exemple d’impasse avec la me´thode de CPA
.
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3- Modulation de la distance de se´curite´ minimale
Lorsque nous observons un pilote expe´rimente´ en train d’e´viter des dangers pendant une
se´ance de navigation, nous remarquons qu’il ralentit souvent avant de changer de direction.
D’un point de vue cine´matique et dynamique, l’effet de ce ralentissement est de re´duire
les forces centrifuges pendant la phase de changement de direction. D’un point de vue de
strate´gie d’e´vitement de dangers, la phase de ralentissement peut eˆtre conside´re´e comme
une phase transitoire permettant au pilote de changer de direction de fac¸on a` e´viter un
contact avec un danger perc¸u.
Le fait de ne pas ralentir devant un danger serait une indication qu’il appartient a` Sm.
E´tant donne´ qu’aucun moyen de communication directe ne permet au syste`me exte´roceptif
de communiquer la pre´sence de ce danger au pilote, nous proposons que la dynamique de
la plate-forme soit ralentie. Ce ralentissement a un triple effet sur la collaboration :
– si le danger est normalement perceptible par le pilote, et que par distraction momentane´e,
il ne l’aperc¸oit pas, le ralentissement lui permet d’avoir un peu de temps pour re´agir
ade´quatement.
– le ralentissement permettra au module semi-autonome d’initier un changement de direc-
tion de fac¸on comparable a` la manie`re de faire d’un pilote expe´rimente´ ;
– le pilote humain ne sera pas surpris quand le module semi-autonome commencera a`
changer la direction. En effet, les expe´riences pre´liminaires que nous avions mene´es ont
re´ve´le´ qu’une caracte´ristique essentielle pour une bonne collaboration est la pre´visibilite´
du comportement de toute assistance a` la navigation.
Plusieurs me´thodes peuvent eˆtre utilise´es afin d’induire un effet de ralentissement sur le
de´placement de la plate-forme : la modulation de la distance de se´curite´ en fonction du
signal de controˆle Uh, l’augmentation des coefficients de facteurs d’e´chelles pour le calcul
de diffe´rents Fi(Q) ou la ge´ne´ration de QG(n + 1) de telle sorte que d(Q(n), Q(n + 1)) <
d(Q(n− 1), Q(n)).
Les trois approches ont e´te´ essaye´es et nous avons observe´ que la me´thode de modulation de
la distance de se´curite´ procure au pilote et a` la plate-forme une dynamique souple (absence
d’acce´le´rations brusques) et pre´visible. Nous pre´sentons donc l’approche de modulation de
la distance de se´curite´ minimale.
Le parame`tre D0 de l’expression 5.13 avait e´te´ de´finie comme une constante. Afin de
pre´server l’aspect pre´visibilite´ du mouvement de la plate-forme, sa valeur devrait eˆtre
relativement petite. Ainsi, l’effet des dangers de´tecte´s par le syste`me exte´roceptif ne se
fera sentir que si le pilote conduit la plate-forme proche de ces dangers. Par contre la
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transition brusque qui survient en franchissant le seuil de se´curite´ introduit une variation
important au niveau de la dynamique (FR(Q) passant de 0 a` une valeur non nulle e´leve´e).
Par ailleurs, maintenir D0 constant empeˆche de´finitivement la plate-forme d’effectuer des
manoeuvres d’approches de dangers. Par exemple, dans le contexte d’un fauteuil roulant
motorise´ copilote´ par un humain et un module semi-autonome, le pilote a souvent besoin
de se rapprocher d’un meuble pour effectuer un transfert. La pre´sence de cette distance
se´curitaire minimale l’en empeˆchera.
Une manie`re simple et intuitive de moduler D0 consiste a` estimer la distance minimale
requise pour un arreˆt complet de la plate-forme devant un danger situe´ directement sur sa
trajectoire. Cette estimation tient compte :
– de la dynamique de la plate-forme ;
– de la vitesse de de´placement de la plate-forme : une grande vitesse requiert une grande
distance d’arreˆt en raison de l’importance de l’e´nergie cine´tique de la plate-forme ;
– des conditions de la surface de navigation : une surface glissante peut reque´rir une plus
grande distance d’arreˆt.
Connaissant le mode`le dynamique de la plate-forme, la distance d’arreˆt minimale suite a`
l’application de Uh est :
D′min = KEvd(Q(n), Q(n+ 1)) (5)
avec Q(n + 1) obtenue en utilisant le mode`le dynamique de la plate-forme et KEv est un
coefficient permettant de prendre en conside´ration les facteurs (a` l’exclusion de Uh(n)) qui
influencent la distance d’arreˆt. La nouvelle expression de la fonction de CPA directionnel
est :
P ′′R(Q) =

∑ND
i=0
1
2
KR(Qi)
(
1
d(Q,Qi)
− 1
D′min
)2
, d(Q,Qi) ≤ D0
0 , d(Q,Qi) > D0
(6)
Un autre avantage de l’approche pre´sente´e est la possibilite´ de laisser la plate-forme s’ap-
procher suffisamment d’un danger. En effet, il suffit pour le pilote, de ge´ne´rer de signaux
de controˆle faible en amplitude pour que D′min soit toujours petit. Par ailleurs, en raison
du potentiel directionnel, les dangers qui sont sur le coˆte´ de cette plate-forme ont peu
d’influence sur le mouvement. L’approche de ralentissement be´ne´ficie aussi de la re´duction
des oscillations qui auraient pu apparaˆıtre avec la me´thode classique de CPA.
La phase de ralentissement du mouvement de la plate-forme en pre´sence de dangers n’est
pas suffisante pour une collaboration active. Effet, la me´thode classique de CPA souffre
du proble`me de minimum local, lequel proble`me est aggrave´ lorsque le potentiel direc-
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tionnel est utilise´. Le potentiel directionnel fait en sorte que la force re´sultante F (Q) ne
permet pas a` la plate forme de se de´gager facilement des situations d’impasses. Dans la
prochaine section, nous pre´sentons une nouvelle approche inspire´e de la manie`re qu’un
pilote expe´rimente´ conduit se´curitairement une plate-forme.
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4- De´tails de calculs de l’entropie comportementale
La figure .1 illustre trois courbes diffe´rentes de Γ ayant chacune quatre transitions.
Figure .1 Trois repre´sentations diffe´rentes de Γ avec le meˆme nombre de transitions
.
Afin de calculer l’entropie (Wiener, 1989) comportementale associe´e a` chacune de ces
courbes, nous pre´sentons le digramme de la figure .2
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Figure .2 Diagramme de transitions
.
Les symboles O00, O01, O10, O11 e´quivalent respectivement aux lettres a, b, c et d
– la lettre a repre´sente le cas ou` Γ(n) = 0 et Γ(n+ 1) = 0 ;
– la lettre b repre´sente le cas ou` Γ(n) = 0 et Γ(n+ 1) = 1 ;
– la lettre c repre´sente le cas ou` Γ(n) = 1 et Γ(n+ 1) = 0 ;
– la lettre d repre´sente le cas ou` Γ(n) = 1 et Γ(n+ 1) = 1 :
Chaque courbe est asscocie´e a` une message. Ainsi les messages associe´s aux graphiques
(A), (B) et (C) sont repectivement
ddddcaaaaabdddddcaaaaabddddddd,
dcaabddcaabddddddddddddddddddd et
dddddddcaabddcaabddddddddddddd.
Le message de la courbe (A) compte 10 lettres a, 2 lettres b, 2 lettres c et 16 lettres d.
Le nombre total de lettres e´tant 30, nous obtenons les valeurs des diffe´rentes probabilite´s
d’apparition Pr :
Pr(a) ≈ 10/30, Pr(b) ≈ 2/30, Pr(c) ≈ 2/30 et Pr(d) ≈ 16/30.
L’entropie correspondant au message de la courbe (A) est :
H = −
4∑
i∈{a,b,c,d}
Pr(i)ln(Pr(i)) (7)
H = −10/30× ln(10/30)− 2/30× ln(2/30)− 2/30× ln(2/30)− 16/30× ln(16/30) (8)
HΓ = 1.0625/ln(4) (9)
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5- Architecture robotique pour la navigation collaborative
Introduction
L’architecture de subsomption et celle a` trois couches sont bien connues dans le domaine de
la robotique mobile. L’architecture de subsomption est associe´e a` la construction de plates-
formes robotiques re´actives et comportementales. E´tant donne´ que les couches supe´rieures
de cette architecture ont tendance a` inhiber celle qui sont situe´es plus bas, il devient dif-
ficile de les construire inde´pendamment des uns et des autres. De son coˆte´, l’architecture
a` trois couches posse`de une couche de´libe´rative pour les processus demandant beaucoup
de ressource de calcul, un se´quenceur (deuxie`me couche) pour tout ce qui concerne la pla-
nification re´active des taˆches et d’une couche d’exe´cution pour le controˆle de bas niveau
des actionneurs. En raison de son concept modulaire, nous avons se´lectionne´ l’architecture
a` trois couches pour servir de base pour l’e´laboration de notre architecture collabora-
tive pour la navigation. Ainsi, la nouvelle architecture que nous proposons comporte une
couche de de´libe´ration collaborative, une couche de se´quenc¸age collaborative et une couche
d’exe´cution. Cette architecture collaborative pre´sente les avantages suivants :
– elle offre un haut niveau de de´couplage entre les couches : chaque couche (de´libe´rative,
de se´quenc¸age ou d’exe´cution) peut eˆtre conc¸us en se concentrant seulement sur le roˆle
de ladite couche dans l’architecture. Par exemple, la conception de la couche d’exe´cution
s’occupe du design des lois de re´troaction qui permettront a` la plate-forme robotique
d’atteindre une configuration spe´cifie´e par la couche de se´quenc¸age.
– elle pre´sente e´galement une flexibilite´ d’adaptation : comme la conception de chaque
couche est de´couple´e avec les autres couches, le signal de controˆle de l’agent humain
peut eˆtre inte´gre´ dans les couches de´libe´rative et de se´quenc¸age sans la rede´finition de
la couche d’exe´cution.
La figure .1 montre une architecture comple`te de collaboration base´e sur le concept d’ar-
chitecture a` trois couches. La conception de chacune des ces couches est explique´ dans les
sections suivantes.
Couche de collaboration de´libe´rative
La couche de´libe´rative est la couche supe´rieure de l’architecture propose´e. Elle comporte
le noyau du module autonome de navigation et le module de me´diation.
Module semi-autonome de navigation
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Figure .1 Architecture de collaboration pour la navigation
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Le roˆle du module semi-autonome de navigation dans l’architecture est de proposer des si-
gnaux de commandes permettant d’e´viter les collisions avec les obstacles appartenant a` Sm
ou Shm. Cependant, ces signaux doivent tenir compte de la manoeuvre en cours d’exe´cution
par l’agent humain afin d’e´viter des contradictions dans les directions de de´placement.
Ainsi, lorsque l’agent humain tentera d’e´viter un obstacle sur la droite, le module de navi-
gation semi-autonome devrait proposer une trajectoire de contournement vers la droite, si
la voie est de´gage´e. Les techniques e´volue´es pour l’estimation de manoeuvres sont proches
de celles destine´es a` l’estimation d’une intention humaine. Une fois la manoeuvre estime´e,
l’utilisation d’un algorithme tel que celui du VFH (Latombe, 1993) permet de proposer
Uc(k) de fac¸on a` e´viter un obstacle de´tectable. Si aucun obstacle de´tectable n’est pre´sent,
le module semi-autonome propose Uc(k) semblable a` Uh(k).
Nous pre´sentons ci-dessous une manie`re pratique de ge´ne´rer Uc(k). Sur la figure .2, a` chaque
Figure .2 Ge´ne´ration de trajectoires
instant k, le syste`me de controˆle de la plate-forme rec¸oit les signaux de chaque agent. Si
le signal de controˆle de l’agent humain est applique´ seul alors la prochaine configuration
a` l’instant k + 1 de la plate-forme sera Xh(k + 1). Parcontre, si le signal de controˆle du
module semi-autonome est applique´ seul alors la prochaine configuration sera Xc(k + 1).
En appliquant les deux signaux, la prochaine configure X(k + 1) sera entre Xh(k + 1) et
Xc(k + 1). Cette configuration sera proche de Xc(k + 1) si α(k) est proche de 1.
Supposons que Xd = [xd yd θd]′ est la configuration de destination de la plate-forme et
X(k) = [x(k) y(k) θ(k)]′ est la configuration actuelle de la plate-forme, comme indique´
sur la figure .2. Sur la base de la connaissance de X(k), Xd et des mesures des capteurs
de proximite´ prises autour de la plate-forme, la me´thode de VFH est utilise´e pour trouver
l’orientation de faible densite´ d’occupation des obstacles (Latombe, 1993). Cette direction
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est appele´e la direction VFH. L’orientation θc(k + 1) est donne´e par cette direction. Afin
de trouver le point (xc(k + 1), yc(k + 1)) sur cette direction, nous proposons une me´thode
qui permet a` l’agent humain de de´placer et arreˆter la plate-forme a` volonte´.
Au cours de l’e´tape k, l’agent humain produit un signal Uh(k).
Si Uh(k) est applique´ sans la contribution du signal de controˆle du module semi-autonome
de navigation, la configuration de la plate-forme sera Xh(k+1) = [xh(k+1) yh(k+1) θh(k+
1)]′. Le point (xc(k), yc(k)) est se´lectionne´ sur la ligne de direction VFH afin que la dis-
tance euclidienne entre (x(k), y(k)) et (xh(k + 1), yh(k + 1)) soit la meˆme que celle entre
(x(k), y(k)) et (xc(k + 1), yc(k + 1)).
Module de me´diation
Connaissant α(k), Uh(k) et Uc(k), le signal de collaboration U(k) est calcule´ en utilisant
l’e´quation 10. Toutefois, la modalite´ d’entre´e utilise´ par l’agent humain peut eˆtre soumis
a` des variations telles que le tremblement des mains. Ces variations peuvent de´te´riorer
la dynamique de navigation de la plate-forme. C’est pourquoi dans la prochaine section,
nous proposons une me´thode qui permet de re´duire l’effet de ces variations sur le signal de
controˆle collaboratif.
Couche de se´quenc¸age collaborative
Conside´rons le diagramme de signaux de controˆle de la figure .3
Figure .3 Diagramme de controˆle.
E´tant donne´ α(k), il y a deux manie`re de trouver le signal de collaboration U(k) :
.3 :
U(k) = α(k)Uc(k) + (1− α(k))Uh(k) (10)
ou`
U(k) = Ua(k) + Uh(k) (11)
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Selon l’e´quation 10 et sachant que Uc(k) est inde´pendant de Uh(k), nous avons :
∂U(k)
∂Uh(k)
= (1− α(k))I (12)
ou` I est une matrice identite´ de (3× 3). Par ailleurs, selon l’e´quation 11 :
∂U(k)
∂Uh(k)
=
∂Ua(k)
∂Uh(k)
+ I (13)
Si Ua(k) est choisi de manie`re que
∂Ua(k)
∂Uh(k)
< −α(k)I (14)
alors la seconde me´thode de calcul de U(k) est plus efficace que la premie`re me´thode
repre´sente´e par l’e´quation 10.
Nous proposons une me´thode base´e sur le controˆle optimal afin de de´terminer Ua(k).
En conside´rant que la couche d’exe´cution dispose de suffisamment de temps afin de changer
la configuration de la plate-forme de X(k) a` X(k+1), alors la dynamique du syste`me forme´
par cette couche et les actionneurs de la plate-forme peut eˆtre approxime´e par l’e´quation
suivante :
X(k + 1) = X(k) + U(k) (15)
ou` U(k) est rere´sente´ par l’e´quation 11.
Certaines applications telles que le controˆle assiste´ de fauteuil roulant motorise´, il est
souhaitable de limite´ le signal de controˆle Ua(k) afin de pre´server un mouvement fluide de
la plate-forme. Par ailleurs, afin de permettre a` la plate-forme de suivre Xa(k), l’e´cart entre
Xa(k) et X(k) doit eˆtre minimal. La fonctionnelle repre´sente´e par l’e´quation 16 prend en
compte les contraintes pre´ce´demment mentionne´es.
Ja[Ua(k)] =
1
2
M−1∑
k=0
Ca(k) +
1
2
Ca(M) (16)
ou` :
Ca(k) = [X(k)−Xa(k + 1)]TQa(k)[X(k)−Xa(k + 1)]
+UTa (k)Ra(k)Ua(k)
(17)
Ca(M) = [X(M)−Xa(M + 1)]TQa(M)[X(M)−Xa(M + 1)] (18)
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Qa(k) est une matrice de (3 × 3) symmetrique and de´finie positive qui pe´nalise les e´carts
entre la configuration de la plate-forme et la configuration Xa(k) ;
Ra(k) est une matrice de (3× 3) symmetrique and de´finie positive qui pe´nalise les grandes
amplitudes du signal de controˆle.
La se´quence optimale {U∗a (k), k = 0, ...,M − 1} est la se´quence {Ua(k), k = 0, ...,M − 1}
qui minimise la fonctionnelle16 sous la contrainte repre´sente´e par l’e´quation 15.
Re´solution du proble`me de controˆle optimal
Nous conside´rons que :
1. toutes les configurations de la plate-forme sont comple`tement observables et la confi-
guration initiale X(0) est connue.
2. la se´quence des signaux de controˆle du pilote Uh(k), k = 0, ...,M − 1 est connue. En
pratique, si l’horizon de planification est court, nous pouvons conside´rer ce signal
varie peu et donc peut eˆtre repre´sente´ par une fonction constante.
3. la se´quence Xa(k + 1), k = 0, ...,M propose´e par le module de me´diation pre´sente´
dans l’architecture collaborative est re´alisable.
L’Hamiltonien du syste`me est repre´sente´e par l’e´quation suivante :
Ha(k) =
1
2
Ca(k) + λ
T
a (k + 1)
× [X(k) + Ua(k) + Uh(k)] (19)
En utilisant le principe du minimum, nous obtenons :
λa(k) =
∂Ha(k)
∂X(k)
(20)
et
∂Ha(k)
∂Ua(k)
= 0 (21)
avec comme condition frontie`re :
λa(M) = Qa(M) [X(M)−Xa(M + 1)] (22)
En appliquant la the´orie de controˆle optimal, les re´sultats suivants sont obtenus :
U∗a (k) = Fa(k)X(k) + Fh(k)Uh(k) + Fv(k)V (k + 1) (23)
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ou` :
Fa(k) = −R−1a (k)S(k + 1)F (k) (24)
F (k) = [I +R−1a (k)S(k + 1)] (25)
Fh(k) = −R−1a (k)S(k + 1)F (k) (26)
Fv(k) = R
−1
a (k)[I − S(k + 1)F (k)R−1a (k)] (27)
S(k) = S(k + 1)F (k) +Qa(k) (28)
V (k) = Qa(k)Xa(k + 1) + V (k + 1)
+S(k + 1)F (k)R−1a (k)V (k + 1)
−S(k + 1)F (k)Uh(k) (29)
Selon l’e´quation 11, le signal de controˆl collaboratif est :the collaborative control signal is
given by :
U(k) = U∗a (k) + Uh(k)
In order to reduice variation on Uh(k), the values of Ra(k) and Qa(k) are selected so that
the following condition holds :
∂U∗a (k)
∂Uh(k)
< −α(k)I (30)
Couche d’exe´cution
La couche d’exe´cution utilise les donne´es sensoriels et la configure a` atteindre X(k + 1)
afin de produire les signaux de commandes des actionneurs. Elle fonnctionne ge´ne´ralement
comme un module d’asservissement dont la consigne d’entre´e est U(k). Ce type d’asser-
vissement est souvent construit comme un suiveur de trajectoire. Comme les dynamiques
des plates-formes ge´ne´ralement rencontre´es sont non line´aires, les me´thodes de design de
controˆleurs non line´aires sont requises. Pluseurs controˆleurs typiques ont e´te´ rapporte´ dans
la litte´rature (Astolfi, 1999),(Y. Kanayama et Noguchi, 1990), (S. Belkhous et Nerguizian,
2005), etc.
