Covariant Approach to the No-ghost Theorem in Massive Gravity by Kugo, Taichiro & Ohta, Nobuyoshi
ar
X
iv
:1
40
1.
38
73
v1
  [
he
p-
th]
  1
6 J
an
 20
14
MISC-2014-01
KU-TP 061
June 20, 2018
Covariant Approach to the No-ghost Theorem
in Massive Gravity
Taichiro Kugo1,a and Nobuyoshi Ohta2,b
aDepartment of Physics and Maskawa Institute for Science and Culture,
Kyoto Sangyo University, Kyoto 603-8555, Japan
bDepartment of Physics, Kinki University, Higashi-Osaka, Osaka 577-8502, Japan
Abstract
We discuss the no-ghost theorem in the massive gravity in a covariant manner. Using
the BRST formalism and Stu¨ckelberg fields, we first clarify how the Boulware-Deser ghost
decouples in the massive gravity theory with Fierz-Pauli mass term. Here we find that the
crucial point in the proof is that there is no higher (time) derivative for the Stu¨ckelberg
‘scalar’ field. We then analyze the nonlinear massive gravity proposed by de Rham,
Gabadadze and Tolley, and show that there is no ghost for general admissible backgrounds.
In this process, we find a very nontrivial decoupling limit for general backgrounds. We
end the paper by demonstrating the general results explicitly in a nontrivial example
where there apparently appear higher time derivatives for Stu¨ckelberg scalar field, but
show that this does not introduce the ghost into the theory.
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1 Introduction
Recently there has been renewed interest in the search for the modification of gravity
at large distances by adding the mass terms for graviton. Motivation comes from both
theoretical and observational considerations.
On the theoretical side, it is interesting to explore the possibility of formulating theory
of massive spin-2 field. In general relativity which describes massless spin-2 field, the four
constraints of the theory together with the invariance under the four general coordinate
transformations remove eight of the modes from the ten degrees of freedom in the metric,
and the number of the propagating modes reduces to the physical two modes of massless
graviton. When the mass term is added, four constraints remove four propagating modes,
but the general covariance is broken. Thus there remain six degrees of freedom in general.
Five out of these are the modes of massive spin-2 graviton, but it turns out that the sixth
scalar mode is a ghost with a negative metric. A unique mass term that does not contain
this ghost has been known as Fierz-Pauli mass term [1].
However it has been pointed out that this theory suffers from the problem that the
helicity-0 state couples to the trace of the matter stress-energy tensor with the same
strength as the helicity-2 state [2]. This means that this massive gravity does not contin-
uously reduce to general relativity in the massless limit. This is called vDVZ discontinuity.
It was then argued by Vainshtein that the discontinuity could be avoided by the nonlinear
interaction [3]. Unfortunately the very nonlinearity that cures the discontinuity problem
re-introduces the ghost in the theory, named Boulware-Deser (BD) ghost [4]. It is a major
theoretical problem how to extend the mass term consistently to nonlinear level.
On the observational side, the recent discovery of the accelerating expansion of the
universe suggests the modification of either the gravity side or matter side of the Einstein
equation. A simple extension would be to introduce the cosmological constant, which
must be extremely tiny to account for the current observation. Another modification on
the gravity side is to consider the massive gravity, because cosmological solutions with an
accelerated expansion are expected if the gravity becomes weaker on the larger scale.
Recently an interesting proposal to extend the work of Fierz-Pauli [1] to the nonlinear
level has been made by de Rham, Gabadadze and Tolley (dRGT) [5, 6] by generalizing
the effective field theory approach [7]. It was first shown that there is no BD ghost to
all orders in the decoupling limit (defined in the flat space). It has then been argued
that this formulation of massive gravity has no ghost at nonlinear level [8]–[19]. Using
the noncovariant Arnowitt-Deser-Misner (ADM) decomposition, it is shown that the mass
term introduces nonlinear terms for the shifts so that these do not produce any constraint,
but the lapse function remains linear and we are left with one constraint instead of four
in general relativity. Thus, in this noncovariant approach, we have six degrees of freedom
for the propagating modes from the spatial metric gij , but one of them is removed by the
above constraint from the lapse, leaving correct five degrees of freedom for a massive spin-
2 without ghost. The proof is valid to full nonlinear level, but it is based on noncovariant
formulation and is very indirect one just counting degrees of freedom. So the reason is
left unclear why there remains such a linear lapse variable in the dRGT massive gravity.
An interesting approach is the one to introduce Stu¨ckelberg fields which recover the
general coordinate invariance [7, 9, 14] and additional gauge invariance. Here again using
2
ADM decomposition, it is shown that we get the right five physical degrees of freedom in
the theory. This is again a noncovariant approach.
There is another covariant approach to the problem in [16], which uses again con-
straints to remove the degrees of freedom, but the proof is not completed for general mass
terms, in particular in the presence of cubic mass term.
In this paper we use the covariant approach based on the BRST formalism and
Stu¨ckelberg fields to show explicitly the cancellation of the ghost degrees of freedom and
for arbitrary backgrounds, and clarify the structure of the theory. We show that we have
10 degrees of freedom from the graviton, 4 from the Stu¨ckelberg vector and 1 from the
Stu¨ckelberg scalar field, minus 4×2 from the vector Faddeev-Popov ghost and anti-ghost,
minus 1 × 2 from the scalar Faddeev-Popov ghost and anti-ghost. This leaves us with
5 degrees of freedom, the right number for massive spin-2 fields. An important point is
that there is no higher derivative term for the kinetic term of the Stu¨ckelberg scalar field,
which (if present) introduces additional ghost degree of freedom unless the mass term is
judiciously chosen. It was shown for several cases that there is no such higher order term
or it is present but in a harmless way in the ADM formulation [9]. However it was not
clear if this is true in general and for arbitrary backgrounds. Here we give the complete
proof of the absence of ghost with all possible mass terms and on general backgrounds in
a covariant manner.
This paper is organized as follows. In sect. 2, in order to get the idea how our approach
works, we show in detail how the BD ghost is decoupled in the simple theory with Fierz-
Pauli mass term in our formulation. Since it is easy to do this for arbitrary dimensions, we
discuss the problem in general dimensions D. First in sect. 2.1, we discuss the streamlined
proof of the no-ghost theorem using the Stu¨ckelberg fields and BRST formalism in this
theory. Here we make the counting of degrees of freedom, and clarify that the necessary
and sufficient condition for the theory to be ghost free is that there is no higher (time)
derivative of the Stu¨ckelberg fields. The discussion is completed in sect. 2.2, where we
compute the propagators for all the fields in the theory and show that all the ghost
degrees of freedom cancel against Faddeev-Popov ghosts, and there remain only physical
(D−2)(D+1)
2
(five for four dimensions) degrees of freedom for spin-2.
In sect. 3, we come to the main theme of this paper to prove the no-ghost theorem
in the nonlinear massive gravity on arbitrary backgrounds. In sect. 3.1, we first discuss
how to diagonalize general background metric in order to properly take its square root
which is necessary to write the mass term suitable for examining the spectrum. We then
use this result in sect. 3.2 to compute the generating function of the mass terms. In
sect. 3.3, we find that there is an important hidden U(1) gauge invariance which ensures
the decoupling of the ghost. In this process, we find that the way of how to introduce the
Stu¨ckelberg fields in general background is significantly modified from the counterpart
for flat background, and the associated decoupling limit is also quite nontrivial. We then
show that there is no higher derivative terms for the Stu¨ckelberg fields. Combined with
the above result in the Fierz-Pauli mass term, this implies that there remains no BD
ghost in this massive gravity. In sect. 4, we go on to discuss an explicit and nontrivial
example for a background metric with shift. We show that naively it looks that there
appears higher time derivatives on the Stu¨ckelberg scalar field, but our definition of the
Stu¨ckelberg fields avoids the trouble, so that there is no BD ghost in the theory.
3
2 Absence of ghost in Fierz-Pauli mass term
In this section, we first discuss the no ghost theorem in massive gravity with Fierz-Pauli
mass term in arbitrary dimensions D. Let us consider the action
S =
1
κ2
∫
dDx
√−g
[
R − m
2
4
(h2µν − ah2)
]
, (2.1)
where κ2 is the D-dimensional gravitational constant, m and a are constants. Here hµν
is the fluctuation of the metric around the background spacetime
gµν = g¯µν + κhµν , (2.2)
and h ≡ g¯µνhµν . We use the conventions in Ref. [20] and set κ = 1 henceforth. In the
rest of this section, we consider the flat background g¯µν = ηµν for simplicity.
At first sight, one expects that this theory contains (D−2)(D+1)
2
(five for four dimensions)
degrees of freedom corresponding to the massive spin-2 field. However it has been known
that this massive gravity contains an additional (sixth for four dimensions) degree of
freedom unless a = 1, known as BD ghost [4]. We first recapitulate how to understand
this situation.
2.1 Stu¨ckelberg fields and BRST formalism
Because of the presence of mass term in (2.1), there is no invariance under the general
coordinate transformation. We can recover the invariance by introducing the Stu¨ckelberg
fields as was shown by Arkani-Hamed, Georgi and Schwartz [7]. In their formulation,
hµν = gµν − ηµν is replaced by hµν = gµν − fµν where fµν is the fiducial metric given as
the general coordinate transformation of the flat metric ηµν using Stu¨ckelberg fields (See
the precise definition given later in sect. 3.) This replacement reduces at the linearized
level simply to [21]
hµν ⇒ hµν − 1
m
(∂µAν + ∂νAµ) +
2
m2
∂µ∂νπ, (2.3)
where m is a mass scale. The metric is invariant under the transformation
δhµν = ∂µξν + ∂νξµ, δAµ = mξµ + ∂µΛ, δπ = mΛ, (2.4)
In order to quantize the theory, we gauge fix the theory and introduce the Faddeev-Popov
ghosts and anti-ghosts corresponding to the invariance (2.4). They are vector ghost cµ
and anti-ghost c¯µ for ξµ, and scalar ghost c and anti-ghost c¯ for Λ.
Now the physical degrees of freedom in the theory is counted as D(D+1)
2
(10 for four
dimensions) from hµν , D (4 for four dimensions) from Aµ and 1 from π, minus D×2 (4×2
for four dimensions) from the vector ghost and anti-ghost, minus 2 from the scalar ghost
and anti-ghost. This leaves us (D−2)(D+1)
2
(5 for four dimensions) degrees of freedom, right
number for massive spin-2 fields. However, this cannot be true in general. It has been
known that the theory (2.1) describes D(D−1)
2
(6 for four dimensions) degrees of freedom
unless a = 1 and one of them is a ghost. What is wrong with this counting then?
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We can see the origin of the problem if we substitute (2.3) into the action: The
quadratic part of the mass terms of the Lagrangian in (2.1) takes the form
−m
2
4
(h2µν − ah2)−
1
4
(∂µAν − ∂νAµ)2 − (1− a)(∂µAµ)2 − (mAµ − ∂µπ)(∂νhµν − ∂µh)
−m(a − 1)h∂µAµ + (a− 1)h π + 2(1− a)
m
∂µA
µ π − (1− a)
m2
( π)2. (2.5)
The last term here indicates that the field π has two degrees of freedom unless a = 1, so
the above counting is not correct. If and only if a = 1, the above counting is correct and
we are left with (D−2)(D+1)
2
(5 for four dimensions) degrees of freedom. Note that the terms
involving only π vanishes in this case, and this corresponds to the requirement of no-ghost
in the decoupling limit. The mixing with the metric fluctuation gives the dynamics to π.
This can be checked by taking the determinant of kinetic matrix (containing only second
derivatives) to see if it does not vanish identically.
Alternatively we can see that the shift hµν → hµν + 2D−2ηµνπ in the Einstein term
LE,2 = 1
4
hµν
[
∂µ∂νh− ∂µhν − ∂νhµ + hµν + ηµν(∂λhλ − h)
]
, (2.6)
cancels the mixing and produces normal kinetic term for π. Here we have defined
hµ = ∂
νhµν , h = h
µ
µ. (2.7)
At this stage, we have
LE,2 + Lmass → LE,2 − m
2
4
(h2µν − h2) +
D − 1
D − 2m
2h π +
D(D − 1)
(D − 2)2 m
2π2
−1
4
Fµν(A)
2 −mAµ
(
hµ − ∂µh− 2D − 1
D − 2∂µπ
)
+
D − 1
D − 2ππ. (2.8)
Here and henceforth in this section, all the hµν and h denote the new gravity fields after
the above shifting:
hµν = h
original
µν −
2
D − 2ηµνπ, h ≡ η
µνhµν = h
original − 2D
D − 2π, (2.9)
We now discuss the gauge fixing of the theory and examine what spectrum we have
explicitly. In order to resolve the field mixing terms, we adopt the so-called Rξ gauges.
The gauge fixing and Faddeev-Popov terms are concisely written as
LGF + LFP = −iδB
[
c¯µ
(
hµ − x∂µh− αmAµ + α
2
Bµ
)]
− iδB
[
c¯
{
∂A−mβ(yh+ zπ) + β
2
B
}]
, (2.10)
where α, β, x, y, z are gauge parameters, and the (fermionic) BRST transformations are
defined as
δBhµν = ∂µcν + ∂νcµ − 2
D − 2ηµνmc, δBAµ = mcµ + ∂µc, δBπ = mc,
δBcµ = c
ρ∂ρcµ, δB c¯µ = iBµ, δBBµ = 0, δBc = c
ρ∂ρc, δB c¯ = iB, δBB = 0. (2.11)
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Using (2.10), we find the gauge fixing and Faddeev-Popov terms as follows:
LGF = Bµ (hµ − x∂µh− αmAµ) + α
2
B2µ +B (∂A−mβ(yh+ zπ)) +
β
2
B2
= − 1
2α
[hµ − x∂µh− αmAµ]2 − 1
2β
[∂µA
µ −mβ(yh+ zπ)]2 + α
2
B′2µ +
β
2
B′2, (2.12)
LFP = ic¯µ
[
∂µ∂
νcν +cµ −m 2
D − 2∂µc− x∂µ(2∂
νcν − 2D
D − 2mc)− αm
2cµ − αm∂µc
]
+ ic¯
[
m∂νcν +c−mβ
(
y(2∂νcν − 2D
D − 2mc) + zmc
)]
. (2.13)
Here B′µ and B
′ are the shifted Bµ and B fields to complete the squares:
B′µ = Bµ + α
−1 (hµ − x∂µh− αmAµ) ,
B′ = B + β−1 (∂A−mβ(yh+ zπ)) . (2.14)
Now we determine the gauge parameters x, y and z so as to cancel the various field tran-
sition terms as follows. Note that this gauge fixing term (2.12) is arranged to cancel the
term −mAµhµ in (2.8). In order to cancel the Aµ∂µh term in (2.8) by the corresponding
terms from the gauge fixing term (2.12), we should have
x+ y = 1. (2.15)
To cancel Aµ∂
µπ term in (2.8) by a term from (2.12), we set
z = 2
D − 1
D − 2 . (2.16)
Finally the hπ mixing term in (2.8) can be cancelled by that from (2.12) by choosing
y =
1
2β
. (2.17)
The resulting total quadratic Lagrangian is
Lt = LE,2 + Lmass + LGF
=
(1
2
− x
α
)
h∂µh
µ +
(1
2
− 1
2α
)
h2µ +
1
4
hµν( −m2)hµν −
(1
4
− x
2
2α
)
h h
+
xm2
4
h2 − 1
4
(∂µAν − ∂νAµ)2 − 1
2β
(∂A)2 − 1
2
αm2A2µ +
z
2
π
[
− 2βwm2
]
π,(2.18)
with the parameter w denoting
w =
xD − 1
D − 2 . (2.19)
The action takes a simple form for α = β = 1, in which case x = 1/2 and all the fields
have the same mass m2.
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2.2 Propagators
2.2.1 tensor propagator
To calculate the propagators, let us introduce projection operators in momentum space:
dµν ≡ ηµν − pµpν
p2
, eµν ≡ pµpν
p2
,
Iµν,ρσ ≡ 1
2
(
dµρdνσ + dµσdνρ − 2
D − 1dµνdνσ
)
,
IIµν,ρσ ≡ 1
2
[dµρeνσ + dµσeνρ + (µ↔ ν)], (2.20)
which satisfy
dµ,ρ d
ρ
ν = dµν , dµ,ρ e
ρ
ν = eµ,ρ d
ρ
ν = 0, eµ,ρ e
ρ
ν = eµν ,
Iµν,αβ I
αβ
ρσ = Iµν,ρσ, IIµν,αβ II
αβ
ρσ = IIµν,ρσ,
Iµν,αβ II
αβ
ρσ = IIµν,αβ I
αβ
ρσ = 0,
Iµν,ρσ d
ρσ = Iµν,ρσ e
ρσ = 0, IIµν,ρσ d
ρσ = IIµν,ρσ e
ρσ = 0. (2.21)
Note that
h∂µh
µ = −1
2
hµν p2 (dµνeρσ + eµνdρσ + 2eµνeρσ) h
ρσ,
hµh
µ = +
1
2
hµν p2 (IIµν,ρσ + 2eµνeρσ)h
ρσ,
hµνh
µν = −hµν p2
(
Iµν,ρσ + IIµν,ρσ +
1
D − 1dµνdρσ + eµνeρσ
)
hρσ,
hh = −hµν p2
(
dµνdρσ + (eµνdρσ + dµνeρσ) + eµνeρσ
)
hρσ. (2.22)
Using these, we find that the quadratic term in the gravity field hµν is written in the form
1
2
hµν Qµν,ρσ hρσ, (2.23)
where
Qµν,ρσ = A Iµν,ρσ + B IIµν,ρσ + C dµνdρσ +D (eµνdρσ + dµνeρσ) + E eµνeρσ, (2.24)
with
2A = −(p2 +m2), 2B = −p
2 + αm2
α
, (2.25)
C = D − 2
2(D − 1)(p
2 + 2βwm2)− x
2
α
(p2 + αβm2),
D = x
2αβ
(p2 + αβm2), E = − 1
4αβ2
(p2 + αβm2),
D2 − EC = D − 2
8αβ2(D − 1)(p
2 + αβm2)(p2 + 2βwm2). (2.26)
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The propagator P
Pµν,ρσ = α Iµν,ρσ + β IIµν,ρσ + γ dµνdρσ + δ (eµνdρσ + dµνeρσ) + ε eµνeρσ, (2.27)
is given by the inverse of the kinetic operator:
Pµν,αβ Qαβ ρσ =
1
2
(ηµρηνσ + ηµσηνρ) = Iµν,ρσ + IIµν,ρσ +
1
D − 1 dµνdρσ + eµνeρσ. (2.28)
This condition requires
Aα = 1, Bβ = 1, (D − 1)Cγ +Dδ = 1
D − 1 ,
(D − 1)Cδ +Dε = 0, (D − 1)Dγ + Eδ = 0, (D − 1)Dδ + Eε = 1, (2.29)
so that we find
α =
1
A = −
2
p2 +m2
, β =
1
B = −
2α
p2 + αm2
, (2.30)
γ = − E
(D − 1)2(D2 − EC) =
2
(D − 1)(D − 2) ·
1
p2 + 2βwm2
, (2.31)
δ =
D
(D − 1)(D2 − EC) =
4βx
D − 2 ·
1
p2 + 2βwm2
, (2.32)
ε = − CD2 − EC =
8β2x2(D − 1)
D − 2 ·
1
p2 + 2βwm2
− 4αβ
2
p2 + αβm2
. (2.33)
We see that most of the terms have gauge-dependent masses, which should cancel with
the Faddeev-Popov ghost.
2.2.2 Faddeev-Popov ghost propagator
The kinetic term of the Faddeev-Popov ghosts is:
i
(
c¯µ c¯
)( −(p2 + αm2)dµν − 2y(p2 + αβm2)eµν impµ(α− 2w)
0 −p2 − 2βwm2
)(
cν
c
)
. (2.34)
We find the propagator from the inverse of this:


cν c
c¯µ − dµν
p2 + αm2
− β eµν
p2 + αβm2
−ipµ
p2 + αm2
(α− 2w) βm
p2 + 2βwm2
c¯ 0 − 1
p2 + 2βwm2

. (2.35)
2.2.3 vector propagator
The kinetic term of the vector field Aµ is given by
−1
2
[(
p2 + αm2
)
ηµν −
(
1− β−1) pµpν]
= −1
2
[(
p2 + αm2
)
dµν + β
−1
(
p2 + αβm2
)
eµν
]
, (2.36)
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whose inverse gives the vector propagator:
〈AµAν〉 = − dµν
p2 + αm2
− βeµν
p2 + αβm2
=
ηµν +
pµpν
αm2
−p2 − αm2 −
(pµpν
αm2
) 1
−p2 − αβm2 . (2.37)
Note that the massless singularities contained in dµν and eµν have actually been cancelled
in this vector propagator. This should be so since those singularities are of course not
physical but an artifact of our computational device using projection operators. The same
cancellations of massless singularities have occurred also in the above tensor propagators,
which the reader can confirm using the above expressions for tensor propagator.
Summarizing, we have the following propagators after suitable normalization:
hµν-sector:
hTT : transverse-traceless
(D−2)(D+1)
2
-modes − 1
p2 +m2
,
hLT : longitudinal-transverse (D − 1)-modes − 1
p2 + αm2
,
hLL + h : LL and trace (1 + 1)-modes − 1
p2 + αβm2
,
− 1
p2 + 2βwm2
,
(2.38)
Aµ-π-sector:
AT : massive vector (D − 1)-modes − 1
p2 + αm2
,
AL : longitudinal 1-mode − 1
p2 + αβm2
,
π : scalar 1-mode − 1
p2 + 2βwm2
.
(2.39)
Faddeev-Popov ghost sector:
c¯T, cT : massive 2(D − 1)-modes − 1
p2 + αm2
,
c¯L, cL : longitudinal (1 + 1)-modes − 1
p2 + αβm2
,
c¯, c : scalar (1 + 1)-modes − 1
p2 + 2βwm2
.
(2.40)
We see that almost all modes cancel out with the Faddeev-Popov ghosts, and we are
left with (D−2)(D+1)
2
(five for four dimensions) modes of the symmetric transverse traceless
tensor hµν with mass m.
3 Absence of ghosts in the nonlinear massive gravity
We now consider four-dimensional theory for the nonlinear massive gravity as formulated
by dRGT [5, 6]. For simplicity, here we discuss only four-dimensional theory, but the
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generalization to arbitrary dimensions is straightforward. The action is given by [5, 6]
S =
∫
d4x
√−g
[
R +m2Lmass
]
, (3.1)
where Lmass is given by
Lmass = 1
2
[(Kµµ)
2 −KνµKµν ] +
c3
3!
ǫµνρσǫ
αβγσKµαK
ν
βK
ρ
γ +
c4
4!
ǫµνρσǫ
αβγδKµαK
ν
βK
ρ
γK
σ
δ . (3.2)
Here c3, c4 are parameters and
Kµν = δ
µ
ν − γµν , γµν =
√
gµσfσν , (3.3)
where fµν is a fiducial metric which can be chosen to be flat metric ηµν . Actually we
would like to keep the general coordinate invariance by introducing Stu¨ckelberg field Y M .
Following [7], we set the fiducial metric to
fµν = ∂µY
MGMN∂νY
N . (3.4)
Here Y M is a coordinate in the “target space” and we can set it to
Y M(x) = xµδMµ + φ
M(x), (3.5)
obtaining
∂µY
M = δMµ + ∂µφ
M . (3.6)
where µ and M represent the “worldsheet” and “target space” indices, respectively.
The original dRGT formulation corresponds to taking the target space metric GMN flat
Minkowski’s ηMN as we follow henceforth. We then have
fµν = ηµν + (∂µφν + ∂νφµ) + ∂µφ
ρ · ∂νφρ, (3.7)
where we freely raise and lower the index µ of φµ = φMδµM by the Minkowski metric:
φµ = ηµνφ
ν , φµ = ηµνφν . We should note that though we use the formulation in which
the general coordinate invariance is recovered, our following discussions proceed with this
choice of fiducial metric; we restrict to the frame where the Stu¨ckelberg fields φµ have no
vacuum expectation value.
We are interested in the question whether there is higher time-derivative terms in
the Stu¨ckelberg fields. To study this, we introduce the metric fluctuation around general
background g¯µν
gµν = g¯µν + hµν . (3.8)
However, since we are interested only in the question whether there remains BD ghost
which exists in the Stu¨ckelberg modes, we can simply set the graviton fluctuation to zero
hµν = 0, (3.9)
and study the spectrum. What we have to show now is that there is no higher derivative
kinetic terms for the Stu¨ckelberg fields. If this is confirmed, the preceding discussion
shows that we have only five degrees of freedom and there is no BD ghost.
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3.1 Diagonalizing the background
The expansion of the square root
√
g¯−1f around general background g¯ is very complicated
in general if not impossible. For example, one cannot simply make expansion like
√
A+B
?
=
√
A
(
1 +
1
2
A−1B − 1
8
(A−1B)2 + · · ·
)
, (3.10)
unless the matrices A and B commute with each other. We can make a general expansion
around a unit matrix as
√
A +B =
∞∑
n=0
nC1/2(A− 1 +B)n, (3.11)
with binomial coefficient nC1/2, but then the term (A− 1 +B)n is not so simple:
(A− 1 +B)n = (A− 1)n +
n∑
k=1
(A− 1)k−1B(A− 1)n−k +O(B2), (3.12)
because A and B do not commute with each other in general. This expression is too
complicated to analyze. Our strategy is then to try to make the background diagonal, in
which case we can make more tractable expansion.
Consider the expression
g¯µρfρν = g¯
µρηρσ
(
δσν + η
στ (∂τφν + ∂νφτ) + η
στ∂τφ
α · ∂νφα
)
, (3.13)
or
g¯−1f = (g¯−1η)
(
1 + η−1((∂φ) + (∂φ)T ) + η−1(∂φ)η−1(∂φ)T
)
, (3.14)
in matrix form.
The c-number part g¯−1η can generally be made diagonal by a matrix V . This is true
when all the eigenvectors of the 4 × 4 matrix g¯−1η are independent and not degenerate.
Degeneracy of the eigenvectors may occur at measure-zero points in the functional space
of the background metric g¯µν . Moreover, as we shall see later in an explicit example,
we suspect that such a degeneracy occurs at the metric g¯µν which corresponds to rather
singular and unphysical background. Therefore, we confine ourselves to the cases where
the matrix g¯−1η can be made diagonal.
Let α(n) (n = 1, 2, 3, 4) be the roots of the characteristic equation det[x1−g¯−1η] = 0,
and Vn be eigenvectors of the matrix g¯
−1η belonging to the eigenvalue α(n):
(g¯−1η)µρ V
ρ
n = α(n)V
µ
n or (g¯
−1η) V n = α(n)V n. (3.15)
Note that we use roman letters to denote the eigenvector labels in distinction to the
original vector indices denoted by Greek letters. Since the matrix g¯−1η satisfies
(g¯−1η) V = V
(
α(m)δmn
)
for V ≡
(
V1, V2, · · · , V4
)
, (3.16)
it is made diagonal as
V −1 g¯−1η V =
(
α(m)δmn
)
≡ A(0). (3.17)
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Noting that g¯ is real symmetric, we can show that the matrix V satisfies
V −1 = V Tη. (3.18)
Indeed, using Eq. (3.16) and also its transpose, we can show
V T (ηg¯−1η)V = V TηV
(
α(m)δmn
)
=
(
α(m)δmn
)
V TηV . (3.19)
If all the eigenvalues are different one another, this implies that V TηV is diagonal so that
we can realize V TηV = 1 by the normalization condition for the eigenvectors. Even if
some eigenvalues are degenerate, we can realize it as the ortho-normalization condition in
each common eigenvalue sector.
Performing the similarity transformation to (3.14) by the matrix V , and using the
relation (3.18), we find
V −1(g¯−1f)V = V −1(g¯−1η)V V −1
(
1 + η−1((∂φ) + (∂φ)T ) + η−1(∂φ)η−1(∂φ)T
)
V
= A(0)
(
1 + V T ((∂φ) + (∂φ)T ) V + V T (∂φ) V V T (∂φ)T V
)
. (3.20)
It is important to notice here that both the ‘vector’ indices µ of ∂µ and of the Stu¨ckelberg
field φµ are commonly transformed by the matrix V :[
V T (∂φ) V
]
mn
= (V T )m
µ (∂µφν) V
ν
n = ∂¯mφ¯n,
∂¯m ≡ V µm ∂µ, φ¯m ≡ φµV µm, (3.21)
so that
V −1(g¯−1f)V = A(0)
(
1 + ((∂¯φ¯) + (∂¯φ¯)T ) + (∂¯φ¯)(∂¯φ¯)T
)
. (3.22)
We should emphasize here that the derivatives ∂µ are only acting on the Stu¨ckelberg field
and never differentiate the ‘rotation matrix’ elements V µm even if V
µ
m are written after
∂µ.
Now the c-number part A(0) of this matrix is diagonal and its square root is simply
given by √
A(0) mn = B
(0)
mn =
√
α(m) δmn. (3.23)
It is more convenient to make the matrix (3.22) symmetric, so we further perform the
similarity transformation by B(0), and call the resultant symmetric matrix A:
A ≡ B(0)−1V −1(g¯−1f)V B(0)
= B(0)
(
1 + ((∂¯φ¯) + (∂¯φ¯)T ) + (∂¯φ¯)(∂¯φ¯)T
)
B(0)
≡ A(0) + A(1) + A(2). (3.24)
The matrices A(1) and A(2) are the linear and quadratic terms, respectively, in the
Stu¨ckelberg field φ and their matrix elements are given more explicitly by
A(1)mn =
√
α(m)(∂¯mφ¯n + ∂¯nφ¯m)
√
α(n) = ∂¯mφ¯n + ∂¯nφ¯m,
A(2)mn =
√
α(m)∂¯mφ¯ℓ · ∂¯nφ¯ℓ
√
α(n) = ∂¯mφ¯ℓ · ∂¯nφ¯ℓ . (3.25)
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Here the double barred quantities φ¯ and ∂¯ are defined as
φ¯m = φ¯m
√
α(m) = φµV
µ
m
√
α(m) = φµ(V B
(0))µm, (3.26)
and the same for ∂¯m with understanding that the derivative acts only on φ but neither
on
√
α(m) nor on V µm. Remember that the ‘vector’ index of the barred quantities ∂¯
and φ¯ defined in (3.21) now stands for the rotated one by V , and that of double barred
quantities ∂¯ and φ¯ for the ‘rotated’ one by V B(0).
Before entering the detailed computation, let us look at the ‘decoupling limit’ at this
stage. Our inspection of the expressions (3.25) finds it natural to define a decoupling limit
by the following replacement similar to the decoupling limit in the flat background case:
φ¯m → ∂¯mπ or, equivalently φµ → (∂νπ)(V B(0)V −1)νµ. (3.27)
It should be noted that the coefficients (V B(0)V −1)νµ here must be real in order for this
replacement to make sense. This is because φµ and ∂νπ are real fields. Fortunately, from
(3.17) and (3.23), we have V A(0)V −1 = g¯−1η and hence
V B(0)V −1 = V
√
A(0)V −1 =
√
V A(0)V −1 =
√
g¯−1η , (3.28)
so that V B(0)V −1 is a real matrix as long as
√
g¯−1η is real. But the latter is the very
condition that the present dRGT theory has the hermitian mass term so that it holds as
long as the present theory makes sense.
We also note that this decoupling limit is quite nontrivial because it mixes time and
spatial derivatives by the coefficients (V B(0)V −1)νµ in general. This happens when the
background metric g¯ has time-space component (shift). We will see this in more detail
in an explicit example later. On the flat background g¯ = η, this of course reduces to the
usual one φµ → ∂µπ and do not mix them.
In this decoupling limit on general background, we have
∂¯mφ¯n → ∂¯m∂¯nπ + (∂νπ)[∂¯m(V B(0)V −1) · V ]νn,
∂¯mφ¯n → (∂¯m∂¯nπ)
√
α(n) + (∂νπ)[∂¯m(V B
(0)V −1) · V B(0)]νn, (3.29)
with ∂¯m∂¯nπ denoting
∂¯m∂¯nπ ≡ (∂µ∂νπ)(V B(0))µm(V B(0))νn . (3.30)
That is, the derivative operator ∂¯m here is understood to act only on the field π but not
on the coefficients (V B(0))νn, and then ∂¯m and ∂¯n are commutative on π. If we define a
symmetric matrix Π by
Πmn = ∂¯m∂¯nπ (3.31)
then, from Eq. (3.25), we have in this limit
A(1)mn → (B(0)Π+ ΠB(0))mn + (∂π-term),
A(2)mn → (Π2)mn + (∂π-term), (3.32)
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where (∂π-term) denotes the first order derivative terms of π field. Namely, if we keep
only the second order derivative terms of π neglecting the first order derivative terms,
then the matrix A takes very simple form:
A = A(0) + A(1) + A(2)
= (B(0))2 + (B(0)Π+ ΠB(0)) + Π2 = (B(0) +Π)2. (3.33)
That is, as far as the second order derivative terms ∂∂π are concerned,
B =
√
A = B(0) +Π (3.34)
in this decoupling limit and so there appear no quadratic terms of the Stu¨ckelberg field Π.
This is very similar situation to the flat background case, where actually it gave dRGT
the motivation for taking the square root form for the mass term. This form (3.34) of√
A guarantees that the the dRGT mass terms generated by det[1 + λ
√
A] clearly have
total derivative forms in the decoupling limit as far as the higher derivative terms ∂∂π
are concerned.
Therefore, similarly to the flat case, we expect that the original Stu¨ckelberg ‘vector’
field φµ appears only in the following ‘gauge invariant’ tensor combination in the quadratic
terms in the mass term:
Fmn = ∂¯mφ¯n − ∂¯nφ¯m. (3.35)
This combination of ∂¯ and φ¯ is suitable because of the form (3.27) of the decoupling limit
φ¯µ → ∂¯µπ. We shall now show that this is indeed the case if we neglect some lower order
derivative terms.
3.2 Computing the general mass terms
Let us compute the generating function of the general mass terms:
det[1 + λ
√
g¯−1f ]. (3.36)
Since this is invariant under the similarity transformation, we can use the expression A
in (3.24) for the matrix
√
g¯−1f :
det[1 + λ
√
g¯−1f ] = det[B(0)
−1
V −1(1 + λ
√
g¯−1f)V B(0)] = det[1 + λ
√
A ] (3.37)
The square root of the matrix A can be calculated order by order in the Stu¨ckelberg field
φ thanks to the fact that the matrix B(0) is diagonal. The matrix equation
B(0) ∗X ≡ B(0)X +XB(0) = C, (3.38)
for X can be solved explicitly [22]. The solution X to this equation, denoted formally as
(B(0)∗)−1C, is given explicitly by
Xmn =
(
(B(0)∗)−1C)
mn
=
1√
α(m) +
√
α(n)
Cmn. (3.39)
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This formula enables us to find the square root of A:√
A(0) + A(1) + A(2) mn = B
(0)
mn +B
(1)
mn +B
(2)
mn + · · · , (3.40)
with
B(1)mn =
1√
α(m) +
√
α(n)
A(1)mn,
B(2)mn =
1√
α(m) +
√
α(n)
(A(2)mn − (B(1)B(1))mn). (3.41)
Substituting the expression (3.25), we find
B(1)mn =
1√
α(m) +
√
α(n)
(
∂¯φ¯
)
(mn)
,
B(2)mn =
1√
α(m) +
√
α(n)
∑
ℓ
{
∂¯mφ¯ℓ · ∂¯nφ¯ℓ
− 1
(
√
α(m) +
√
α(ℓ))(
√
α(n) +
√
α(ℓ))
(
∂¯φ¯
)
(mℓ)
(
∂¯φ¯
)
(nℓ)
}
, (3.42)
with notation
(
∂¯φ¯
)
(mn)
≡ ∂¯mφ¯n + ∂¯nφ¯m.
Now we expand the determinant det[1 + λ
√
A ] = det[1 + λB ] in powers of the
Stu¨ckelberg field φ:
det[1 + λB ] = det[1 + λ(B(0) +B(1) +B(2)) ]
= det[1 + λB(0) ] · det [1 + β(1) + β(2)] ,
β(n) ≡ λ
1 + λB(0)
B(n), (n = 1, 2). (3.43)
The quadratic terms in φ is thus given by
det[1 + λB ]
∣∣∣
quad
= det[1 + λB(0) ] ·
{
tr
[
β(2)
]
+
1
2
((
tr
[
β(1)
])2 − tr[(β(1))2])} . (3.44)
We now simplify each term. First consider
tr
[
β(2)
]
=
∑
m
λ
1 + λ
√
α(m)
1
2
√
α(m)
∑
n
{(
∂¯mφ¯n
)2 − 1
(
√
α(m) +
√
α(n))2
(
∂¯φ¯
)2
(mn)
}
=
1
2
∑
m,n
λ
1 + λ
√
α(m)
(
∂¯mφ¯n − ∂¯nφ¯m
)
√
α(m) +
√
α(n)
(
2∂¯mφ¯n −
√
α(m)
(
∂¯mφ¯n − ∂¯nφ¯m
)
√
α(m) +
√
α(n)
)
.
(3.45)
Averaging with the term obtained by exchanging the dummy indices m↔ n, we get
tr
[
β(2)
]
=
1
4
∑
m,n
λ
(1 + λ
√
α(m))(1 + λ
√
α(n))
(
∂¯mφ¯n − ∂¯nφ¯m
)
√
α(m) +
√
α(n)
×
{(
1− 2λ
√
α(m)α(n)√
α(m) +
√
α(n)
)(
∂¯mφ¯n − ∂¯nφ¯m
)
+ 2λ
(
∂¯mφ¯n − ∂¯nφ¯m
)}
. (3.46)
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The contribution of the second term in the bracket here is combined with the tr[β(1)β(1)]
term to yield
−1
2
tr
[
(β(1))2
]
+ (second term of Eq. (3.46))
= −1
2
∑
m,n
λ2
(1 + λ
√
α(m))(1 + λ
√
α(n))
1
(
√
α(m) +
√
α(n))2
×
×
{(
∂¯mφ¯n + ∂¯nφ¯m
)2 − (√α(m) +√α(n))(∂¯mφ¯n − ∂¯nφ¯m)(∂¯mφ¯n − ∂¯nφ¯m)}
=
1
2
∑
m,n
λ2
(1 + λ
√
α(m))(1 + λ
√
α(n))
1
(
√
α(m) +
√
α(n))2
×
×
{√
α(m)α(n)
(
∂¯mφ¯n − ∂¯nφ¯m
)2 − (√α(m) +√α(n))2∂¯mφ¯n · ∂¯nφ¯m} , (3.47)
which cancels partially the first term in (3.46). We are thus left with
tr
[
β(2)
]− 1
2
tr
[
(β(1))2
]
=
∑
m,n
1
(1 + λ
√
α(m))(1 + λ
√
α(n))
×
{
λ
4
1√
α(m) +
√
α(n)
(
∂¯mφ¯n − ∂¯nφ¯m
)2 − λ2
2
∂¯mφ¯n · ∂¯nφ¯m
}
. (3.48)
The first term takes a “gauge-invariant” form while the second term is not. The latter
term is however almost “cancelled” by the remaining term in (3.44):
+
1
2
(
tr
[
β(1)
])2
=
λ2
2
∑
m,n
1
(1 + λ
√
α(m))(1 + λ
√
α(n))
(
∂¯mφ¯m · ∂¯nφ¯n
)
. (3.49)
If we could do partial integration with respect to the differential operators ∂¯m and ∂¯n
here, this term would really cancel the second term in (3.48). But, there are various x-
dependent factors
√
α(m)’s and V µm in front of the differential operators, the cancellation
is not complete, and the terms with lower derivative terms of the form φ∂φ or φφ remain.
The final quadratic terms are thus given by
det[1 + λB ]
∣∣∣
quad
=
∏
ℓ
(1 + λ
√
α(ℓ)) ·
∑
m,n
1
(1 + λ
√
α(m))(1 + λ
√
α(n))
×
{
λ√
α(m) +
√
α(n)
1
4
(
∂¯mφ¯n − ∂¯nφ¯m
)2
+
λ2
2
(
∂¯mφ¯m · ∂¯nφ¯n − ∂¯mφ¯n · ∂¯nφ¯m
)}
.
(3.50)
3.3 Gauge invariance and the no-ghost theorem
As anticipated from the consideration of the decoupling limit, the resultant generic mass
term is almost “gauge invariant” under
δφ¯m = ∂¯mΛ, or, more precisely, δφµ = (∂νΛ)(V B
(0)V −1)νµ. (3.51)
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Actually it is not exactly invariant since the coefficients V µm and
√
α(m) are x-dependent
and the derivatives do not commute with them. So we find that it is convenient to
introduce the Stu¨ckelberg ‘scalar’ field π by
φµ = Aµ + (∂νπ)(V B
(0)V −1)νµ. (3.52)
Then the U(1) gauge invariance under
δAµ = (∂νΛ)(V B
(0)V −1)νµ and δπ = −Λ, (3.53)
becomes exact since the change cancels between Aµ and ∂π terms leaving φµ intact. It
is important to make this U(1) gauge invariance exact; this is because it is lifted to the
BRST invariance to define the physical subspace in covariant gauges so that it must be
an exact gauge symmetry of the total action.
The above mentioned approximate ‘gauge invariance’ under (3.51), on the other hand,
guarantees that the higher derivative terms in the kinetic term of the π-field cancel. This
is essentially due to the fact that the Stu¨ckelberg field expression (3.52) for φµ is defined
in accordance with the decoupling limit (3.27).
Let us now explicitly show that the higher derivative terms of the π-field indeed cancel
in the kinetic term (3.50).
First, consider the first term in (3.50) written in terms of Fmn = ∂¯mφ¯n − ∂¯nφ¯m. Note
that the Stu¨ckelberg expression (3.52) for φ gives
∂¯mφ¯n = ∂¯mA¯n + ∂¯m∂¯nπ + C
ρ
mn∂ρπ, (3.54)
where ∂¯m∂¯nπ is defined in (3.30) and the coefficient C
ρ
mn of ∂π term is given by
Cρmn = [∂¯m(V B
(0)V −1) · V ]ρn. (3.55)
Recalling that ∂¯m∂¯nπ defined in (3.30) is symmetric under m↔ n, we see that the second
order derivative terms ∂¯∂¯π cancel in
Fmn ≡ ∂¯mφ¯n − ∂¯nφ¯m = (∂¯mA¯n − ∂¯nA¯m) + (Cρmn − Cρnm)∂ρπ, (3.56)
so that the first term in (3.50) contains only the first order derivative ∂π of the π field.
Next, consider the second term in (3.50). In order to do the partial integration care-
fully, let us make explicit the factors contained in the definitions of barred quantities:
X¯m = XµV
µ
m, X¯m = Xµ(V B
(0))µm. (3.57)
We define the coefficient Cµν which will frequently appear below:
Cµν ≡ (V B(0)V T )µν = Cνµ. (3.58)
Noting V −1 = V Tη, we can rewrite the Stu¨ckelberg field expression (3.52) in the form
φµ = Aµ + (∂νπ)(V B
(0)V T )νρηρµ = Aµ + ηµρC
ρν∂νπ. (3.59)
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We find
∂¯mφ¯m = ∂ρφσ(V B
(0))ρmV
σ
m = ∂ρφσ(V B
(0)V T )ρσ = Cρσ∂ρφσ, (3.60)
and, similarly,
∂¯mφ¯m · ∂¯nφ¯n − ∂¯mφ¯n · ∂¯nφ¯m = CµαCνβ
(
∂µφα · ∂νφβ − ∂µφβ · ∂νφα
)
. (3.61)
Consequently the second term in (3.48) can be put, after performing partial integrations
twice, into the form
c
(
∂¯mφ¯m · ∂¯nφ¯n− ∂¯mφ¯n · ∂¯nφ¯m
)
= φα ∂µ∂ν(cC
µαCνβ) ·φβ+2φα ∂ν(cCµαCνβ) ·∂µφβ, (3.62)
where c stands for all the prefactors in front of this term in the action (including det
√
g¯).
Now the first term on the right hand side of (3.62) contains only φ’s with no derivatives
so that it contains at most first order derivatives of π-fields. The second term looks
containing ∂φ which gives second order derivative of π since
∂µφβ = ∂µAβ + ∂µ(ηβρC
ρν∂νπ). (3.63)
Nevertheless we now show that those second order derivative terms of π vanish. Since the
first order derivative of the ‘vector’ field Aµ is in any case contained in the action, we can
forget about it here. Keeping only the π field in φ, we find that the second term of (3.62)
becomes
2φα ∂ν(cC
µαCνβ) · ∂µφβ
∣∣∣
π2 terms
= 2ηαδC
δρ∂ρπ · ∂ν(cCµαCνβ) ·
(
ηβγ∂µC
γτ · ∂τπ + ηβγCγτ · ∂µ∂τπ
)
. (3.64)
The first term is harmless with only the first derivatives on π’s, but the last term is the
dangerous one containing the second derivative ∂∂π which we write in the form
The last term of (3.64) = 2dµνρ∂νπ · ∂µ∂ρπ ≡ L, (3.65)
by introducing a coefficient
dµνρ ≡ (ηC)αν(ηC)βρ∂γ(cCµαCγβ). (3.66)
By performing partial integration for ∂µ, we can rewrite (3.65) as
L = −2dµνρ∂µ∂νπ · ∂ρπ − 2(∂µdµνρ)∂νπ · ∂ρπ. (3.67)
Averaging these two expressions (3.65) and (3.67), we have
L = (dµρν − dµνρ)∂µ∂νπ · ∂ρπ − (∂µdµνρ)∂νπ · ∂ρπ. (3.68)
Noticing that the coefficient of the first term dµρν − dµνρ ≡ 2dµ[ρν] is antisymmetric under
ρ↔ ν, we can make a partial integration to put it into the first order derivative terms:
L = −2(∂νdµ[ρν])∂µπ · ∂ρπ − (∂µdµνρ)∂νπ · ∂ρπ
=
(
∂ν (d
µνρ − dµρν − dνµρ)
)
∂µπ · ∂ρπ. (3.69)
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We have thus shown that all the π field terms can be put solely into first order derivative
terms. So the quadratic part in fields of the mass term takes the usual form L(ϕ, ∂ϕ)
containing only up to first order derivatives for all the fields ϕ = {hµν , Aµ, π}. 3
The U(1) gauge invariance is exact and all the fields appear only up to the first order
derivative in the quadratic kinetic term. On any background metric, the particle modes
are determined by the quadratic terms. Combined with our previous counting of physical
degrees of freedom, this implies that there appears no BD ghost mode in this theory on
the general background metric, and completes our proof of no-ghost theorem.
4 Discussions
It is instructive to see the general result in the previous section explicitly for a concrete
nontrivial background example. Let us consider the following background metric g¯µν
discussed by dRGT [9]:
ds2 = g¯µνdx
µdxν = −dt2 + δij(dxi + 2lidt)(dxj + 2ljdt). (4.1)
This is the metric with the lapse N = 1 and the shift vector N i = 2li. Since the space
metric γij is taken to be δij , we can freely rotate the spatial axis such that the shift vector
points the x1 direction:
δijl
idxj = ldx1 . (4.2)
For this background metric g¯µν , we have
(g¯−1η)µν =


1 2l
−2l 1− 4l2
1
1

 , (4.3)
where the blank entry is all zero. The characteristic equation for the first nontrivial 2× 2
matrix in the (x0, x1) subspace is
x2 − 2(1− 2l2)x+ 1 = 0. (4.4)
The metric is flat for l = 0. For the reason to be clear shortly, we consider only the case
|l| < 1. The eigenvalues are then complex:{
α(0) = α
α(1) = α∗
with α = (
√
1− l2 + il)2. (4.5)
The eigenvectors for these two eigenvalues in the (x0, x1) subspace are conveniently chosen
as
V(2) = (V1, V2) =
1
N
(−ia∗ ia
a a∗
)
with
a ≡
√√
1− l2 + il = 4√α
N ≡ √2 4√1− l2 . (4.6)
3Although we have set hµν = 0 in this calculation, it is clear that hµν appears only without derivatives
in the mass term, so that it can appear in the quadratic term in the form h∂φ at the highest derivative
order. h∂φ contains the second order derivative of π, h∂∂π, but it can be rewritten into the first order
derivative term ∂h · ∂π.
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Note that α and a are unimodular: αα∗ = 1 = aa∗, and satisfy
√
α +
√
α∗ = 2
√
1− l2, i(√α−√α∗) = −2l, α + α∗ = 2(1− 2l2). (4.7)
The other two eigenvalues and eigenvectors in the (x2, x3) directions are trivial. Hence
the matrix V which diagonalizes the matrix g¯−1η in (4.3) and the diagonalized matrix are
given by
V =
(
V(2)
12
)
→ V −1g¯−1ηV =


α
α∗
1
1

 . (4.8)
Note that this matrix V is properly normalized so as to satisfy Eq. (3.18):
V −1 = V Tη. (4.9)
Now the barred derivatives ∂¯m = V
µ
m∂µ defined in Eq. (3.21) are explicitly read as
∂¯0 =
1
N
(−ia∗∂0 + a∂1) , ∂¯0 =
√
α∂¯0,
∂¯1 =
1
N
(ia∂0 + a
∗∂1) = ∂¯
∗
0 , ∂¯1 =
√
α∗∂¯1 = ∂¯
∗
0, (4.10)
and, ∂¯2 = ∂2, ∂¯3 = ∂3, of course. The barred fields φ¯m = V
µ
mφµ are similar:
φ¯0 =
1
N
(−ia∗φ0 + aφ1) , φ¯0 =
√
αφ¯0,
φ¯1 =
1
N
(iaφ0 + a
∗φ1) = φ¯
∗
0, φ¯1 =
√
α∗φ¯1 = φ¯
∗
0. (4.11)
Our result for the general mass term det[1 + λB]|quad was given in Eq. (3.50). If we
keep only the nontrivial terms ∂¯mφ¯n with (m,n) = (1, 0) and (0, 1), it gives
det[1 + λB]|quad = (1 + λ)2
{
λ√
α +
√
α∗
1
2
(√
α∂¯0φ¯1 −
√
α∗∂¯1φ¯0
)2
+ λ2αα∗
(
∂¯0φ¯0 · ∂¯1φ¯1 − ∂¯0φ¯1 · ∂¯1φ¯0
)}
. (4.12)
Substituting Eqs. (4.10) and (4.11), and using Eq. (4.7), we find that this reduces to
(1 + λ)2
{
λ
4(1− l2)3/2
(
φ˙1 − lφ˙0 + (2l2 − 1)φ′0 − lφ′1
)2
+ λ2
(
φ˙1φ
′
0 − φ˙0φ′1
)}
. (4.13)
where φ˙ ≡ ∂0φ, φ′ ≡ ∂1φ. Note that the second term has lost the xµ-dependent coefficients
and the overall factor
√−g¯ = 1 in front is also xµ-independent. So the second term can
be partial-integrated away. Note also that the first term contains the square of φ˙0, which
would yield the square of the second order time derivative π¨ if we had introduced the
Stu¨ckelberg scalar field π in the same manner as the flat background case:
φµ → ∂µπ. (4.14)
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As was argued in Ref. [9], this term is actually harmless because φ˙0 comes into the action
only with the particular combination (φ˙1− lφ˙0) with φ˙1 and does not give rise to another
degree of freedom than φ1. In our discussions, we can see the absence of ghost in a better
way. It is important to remember that the proper way of introducing π in the general
background is not (4.14) but
φµ → ∂νπ(V B(0)V −1)νµ, (4.15)
as given in Eq. (3.52). The coefficient (V B(0)V −1)νµ reads
V B(0)V −1 =
√
g¯−1η =


1
1−l2
(
1 l
−l 1− 2l2
)
1
1

 , (4.16)
which is indeed real, as it should be. Therefore our definition of the π field yields
φ0 → π˙ − lπ
′
1− l2 , φ1 →
lπ˙ + (1− 2l2)π′
1− l2 . (4.17)
If we substitute this into the first term in (4.13) and concentrate on the second order
derivative terms of π (forgetting about the terms with the coefficients differentiated), we
have
φ˙1 − lφ˙0 + (2l2 − 1)φ′0 − lφ′1
=
lπ¨ + (1− 2l2)π˙′
1− l2 − l
π¨ − lπ˙′
1− l2 + (2l
2 − 1) π˙
′ − lπ′′
1− l2 − l
lπ˙′ + (1− 2l2)π′′
1− l2 = 0 ! (4.18)
Thus we explicitly see that all the second order derivative terms of π disappear as was
shown generally in the previous section. This is due to the ‘gauge invariance’ of the Fmn
term under δφ¯m = ∂¯mπ. This also clearly shows the importance and nontriviality of our
definition of the Stu¨ckelberg π-field or decoupling limit in the general curved spacetime.
When l becomes 1, our expression for the quadratic term of the mass term diverges
[see Eq. (4.13)]. What happens there?
As long as the condition l2 < 1 is satisfied, the characteristic equation (4.4) has two
roots α and α∗, and the matrix g¯−1η is diagonalizable. But when l becomes as large as
1, the complex eigenvalues α and α∗ become degenerate and take the value −1, and the
corresponding eigenvectors V1 and V2 also degenerate, i.e., NV1 ∝ NV2. This implies that
the eigenvectors do not span a complete set so that the matrix g¯−1η is non-diagonalizable.
At l = 1, g¯−1η can be brought at most into a Jordan standard form:
V −1g¯−1ηV =


−1 1
−1
1
1

 . (4.19)
The form of the quadratic kinetic term for the Stu¨ckelberg fields, which was derived in
the previous section assuming diagonalizability, diverges in the limit l → 1.
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Fortunately the mass term 1
2
[(Kµµ)
2−KνµKµν ] can be calculated exactly in this example if
we retain only the ∂µφν terms with µ, ν = 0, 1.
4 This is fine since we are mainly interested
in the time derivatives of the fields. If we keep only the time derivative terms φ˙0 and φ˙1,
we find
2− φ˙0 −
√
4(1− l2)− 4(φ˙0 − lφ˙1) + φ˙20 − φ˙21. (4.21)
If we look at Eq. (4.21) for l = 1, we see that φ˙µ = 0 point becomes the branch point of
the square root so that the expansion itself of the mass term in powers of the Stu¨ckelberg
fields φ does not make sense.
The origin of the square root here is of course the square root factor
√
g−1f of the
dRGT mass term. So even if we do not introduce the Stu¨ckelberg fields φ (i.e., setting
fµν = ηµν), this singularity at g = g¯ with l = 1 is the singularity of the Lagrangian itself
and the metric fluctuation hµν around the background g = g¯ does not make sense. This
does not allow for any particle interpretation.
Beyond |l| = 1 also, the background value inside the square root in Eq. (4.21) is
negative, and again this implies that the the square root factor
√
g−1f in the dRGT mass
term comes to have complex value at the background g = g¯ so that the dRGT Lagrangian
itself becomes non-hermitian and no longer gives a well-defined theory.
This is the reason why we have to restrict the shift vector to |l| < 1, and in this
region our discussions work perfectly well and there is no ghost in this massive gravity.
This must be the general situation; as long as the dRGT mass term defines a hermitian
Lagrangian, then the matrix g¯−1f is diagonalizable and the general no ghost proof in the
previous section will apply.
In summary, we have discussed the no-ghost theorem in massive gravity. We start with
the discussion of the simple gravity theory with Fierz-Pauli mass term and analyze the
spectrum in a covariant manner. Naively we have six degrees of freedom since the general
coordinate invariance is broken in the presence of the mass term. However, we have shown
that one of the modes, BD ghost, decouples for the special choice of the mass term. By
introducing the Stu¨ckelberg fields, which recover the general coordinate invariance, and
using the BRST formalism, we have then clarified how the various modes in the theory
cancels each other, leaving the correct five degrees of freedom. The crucial point in this
formulation is that there remains no higher (time) derivative on the Stu¨ckelberg fields.
We then proceed to the discussion of the nonlinear dRGT massive gravity on arbitrary
backgrounds. Because the complicated nature of the square root form of the mass term, it
is rather cumbersome to identify fluctuations around arbitrary backgrounds, but we were
able to do it by diagonalizing the background. We have then shown that there remains
no higher (time) derivatives on the Stu¨ckelberg fields, and hence the theory is free from
ghost. In this process, we have identified the correct way to introduce the Stu¨ckelberg
4In this case the matrix A = g¯−1f becomes essentially 2-dimensional. Any 2 × 2 real matrix A can
always be written in the form A = a012 + ~a · ~σ in terms of four parameters aµ, three real a0, a1, a3
and purely imaginary a2, together with unit matrix 12 and Pauli matrices ~σ = (σ1, σ2, σ3). Using this
parametrization and the properties of the Pauli matrices, one can easily find the square root as
√
A = b012 +
1
2b0
~a · ~σ with 2b20 =
1
2
trA+
√
detA (4.20)
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fields on general backgrounds, and found that the associated decoupling limit is also quite
nontrivial, naively mixing time and space derivatives. Nonetheless, we have shown that
this does not cause trouble with the ghost. Rather this is necessary in order for the ghost
to decouple. This is further confirmed by an explicit example.
Recently it has been shown that this class of massive gravity can be derived from the
five-dimensional Einstein gravity by deconstruction [23]. It would be interesting to extend
that approach to supergravity and study the structure of the theory.
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