We describe and demonstrate an interferometric technique for measuring the first-order cross correlation of ultrafast optical pulses. This technique may permit single-shot pulse detection and is applicable to receivers for time-domain optical communications.
Ultrashort optical pulses are characterized by measurement of correlation functions of the field. A first-order autocorrelation measures the Fourier transform of the power spectral density of the field. Nonlinear autocorrelations must be used to determine pulse duration and shape accurately. Despite the variety of correlator designs, 1 -5 the usefulness of nonlinear correlators is limited by the high power required, the cost of nonlinear materials, and the need for mechanical translation and repetitive sampling. First-order correlations can be accomplished with common electronic, photographic, or holographic materials and can detect weak signals. 6 -8 Whereas first-order autocorrelators cannot characterize pulse shape, first-order cross correlators can be used to detect pulse envelopes if one of the two signals has been well characterized by nonlinear techniques. Here we describe an experimental first-order cross correlator and use it to detect ultrafast pulse trains.
Characterization of weak ultrashort intensities is essential for single-event detection for time-domain communications and spectroscopy. Ultrafast timedomain data packets can be created by the filtering of mode-locked laser pulses. 9 ' 10 Efficient detection of single-shot time-domain signals requires novel receiver systems. A single-event receiver system cannot utilize mechanical translation, must be sensitive enough to detect reasonable data powers, and must be reconfigurable at the packet reception rate. Whereas the experiments described here use repetitive signals, the receiver that we describe may be capable of single-shot detection. Our experimental system uses a CCD array to detect pulse shapes to approximately 100-fs resolution over a 2.3-ps window.
This time-domain resolution is limited by the pulse width of the laser. Theoretically, 10-20-fs resolution should be achievable.
Cross correlation requires detection of interference between a reference pulse and a signal pulse at various time delays. The system described here achieves relative time delays through differences in the times at which the reference and signal strike the detector elements. This time-of-flight approach uses no mechanical translation. This Letter discusses the theory and capacity of time-of-flight receivers and describes an experimental demonstration of this technique. Pulse characterization that uses linear cross correlation was previously considered in holographic systems by Abramson."
The basic geometry for a time-of-flight cross correlator is sketched in Fig. 1 . A reference plane-wave pulse incident from the left and a signal plane-wave pulse incident from the right strike a detector array at an angle 0 relative to the normal. The refer- The spatial carrier frequency 2 sin 0/Ao is used to separate the cross correlation from background terms. We extract the time-domain cross correlation by filtering the spatial interference pattern about the carrier frequency. To preserve the cross correlation, the pixel spacing of the detector array must be sufficient to resolve the maximum spatial frequency of the interference pattern. At the Nyquist limit, this means Ax • c/ 4 PMa,,. sin 0, where Ax is the pixel spacing and Pma. = Po + A V/2. Po is the laser center frequency, and A v is the full optical bandwidth of the reference pulse.
Our goal is to use the cross-correlation system to detect the coded envelope of the signal pulse packet. We assume that r(coot) is well characterized. If r(wot) is a transform-limited pulse, the minimum resolvable feature in s(wot) is approximately equal to the temporal width of the reference. The total time window in s(wot) detected by the correlator is T = 2L sin 0/c, where L is the length of the receiver array. Since the number of receiver elements p is given by p = L/Ax, the receivable time window is Nyquist limited to T = P/ 2 vM~,. A signal field of duration T can be thought of as N = TIT serial data bits, where r is the temporal width of r(wot). At each point in space, r(ot) interferes with that part of s(wot) that is within one coherence length; the rest of s(wot) contributes to only dc terms, thereby reducing the contrast of the fringes. Therefore the detectable time window is also limited by the modulation depth of the fringes and the detector signal-to-noise ratio (SNR). We maximize the ratio of the power in the spatially modulated terms of Eq. (1) relative to the background terms (i.e., the modulation depth) by setting the total energy in the signal field equal to the total energy in the reference field. When this condition is fulfilled, the total power in the dc terms in Eq. (1) that are due to the signal and reference beams is proportional to 2N, whereas the peak-topeak swing of the signal term is proportional to 21K. The signal-to-bias ratio (SBR) i.e., the ratio of the total swing of the signal terms to the background terms, is given by SBR = 1/1K. For a given pulse energy, this places a fundamental restriction on the total number of bits that can be received at a desired bit-error rate (BER).
If the fringes are detected at the Nyquist limit, then there are 2 ,rMO, pixels per bit. The signal detected by the cross correlator is a vector of p = 2 NTvML,, pixel values. To isolate the cross correlation, the output vector is Fourier transformed and bandpass filtered about the fringe frequency. To maintain the envelope of the signal data, the width of the filter must be greater than or equal to N samples of a power spectrum of width p/2. A filter with this optimal width has fractional bandwidth F = 2N/p = 1/r70 and improves the SNR by a factor of TPO. This factor is also the number of optical cycles contained within the envelope of an individual bit. A shot-noise-limited integrating detector has noise [M, where M is the number of generated photoelectrons. If the energy in each of the reference and signal beams is Wo, then we have Q = 2i7Wo/hvo total generated photoelectrons across the detector array, where 77 is the combined coupling and detector quantum efficiency. For p pixels, the average number of photoelectrons received per pixel is M = 277Wo/hvop, and the photoelectron shot noise is
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,1M = (27w hvop (2) The received signal consists of a maximum swing of MAl photoelectrons on a dc bias of M photoelectrons. Thus the received voltage SNR is 
N Nphvo
After filtering, the detected power SNR is SN~out~ = N° 77W0
If the SNR D is required for the desired BER, the number of photons required per bit received is then QIN 2 2DN. Thus the key difference between an interferometric cross correlator and a conventional serial receiver is that the number of photons required per bit in a pulse train grows linearly with N in a cross correlator, whereas it is independent of N in a serial receiver. Time-of-flight receivers should be capable of decoding multiple terahertz-bandwidth packets in a multiple-access time-division-multiplexed communication system. Consider a 16,384-element detector array employing on-chip filtering and parallel data readout at a 100-MHz packet rate. With the assumption of a 100-fs bit width and an 850-nm center wavelength, the receiver is capable of singleshot detection of 22-ps-long packets containing N = 220 bits. A BER of 10-12 (D = -In BER) requires a signal energy of 0.34 pJ (assuming 77 = 1). With the assumption of 200 time-division-multiplexed users at a pulse repetition frequency of 20 GHz (as might be achieved in a mode-locked laser diode) and appropriate pulse-selection hardware, the system could achieve an aggregate bandwidth of 4.5 Tbits/s at a transmitted power of only 13.5 mW. In this Letter we have addressed only the construction of the coded packet receiver, but we believe that pulse-shaping systems will ultimately achieve the 10-THz encoding bandwidth required.' 0 "' Whereas it appears that the energy requirements of time-of-flight cross correlation are well within the capacity of single-shot experiments, our experimental system uses repetitive signals. We demonstrate time-of-flight cross correlation by using the system shown in Fig. 2 . A mode-locked Ti:sapphire laser generates 130-fs pulses with an 800-nm center wavelength. The pulse width of the laser is monitored by a second-harmonic-generation autocorrelation system. Our experimental system uses repetitive sampling of a 100-MHz pulse train. The laser pulses are fringe resolution and to avoid Nyquist foldover, our data are sampled at less than this Nyquist limit, so that a total time window of 2.3 ps is acquired.
Data from the line camera are recorded by a digital oscilloscope and downloaded to a computer.
These raw data are shown in the upper trace of Fig. 3 . This trace is Fourier transformed, and a 0.02-fractional-bandwidth Gaussian bandpass filter is applied at the fringe frequency to remove coherent artifacts, beam profile nonuniformities, and additive CCD noise. Finally, we demodulate the signal by shifting the frequency domain to zero carrier frequency and inverse Fourier transforming to recover the amplitude envelope of the detected signal. The resulting filtered data (Fig. 3, lower trace) show the detected shaped pulse, consisting of reflections from the front and back surfaces of a microscope slide. We can readily obtain the time-domain calibration of these data by counting fringes. We can accomplish this most easily by using the mean fringe frequency from the Fourier transform. These measurements were made with an average incident beam intensity of 1 /uW/cm 2 in each beam, significantly less than is ideal for second-order methods. If we use cylindrical optics and use all of the power available from our laser, we could measure as few as 150 pulses with the same SNR as we did in this experiment. Since we could accept 20 dB of SNR reduction and still achieve an acceptable BER, single-pulse experiments are indeed a possibility. We therefore conclude that single-shot detection of terahertz pulse trains created from shaped mode-locked laser pulses at reasonable subpicojoule energies is plausible with current technology.
