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Tavoitteena tässä työssä on tutkia separoituvan Hilbertin avaruuden operaattoreiden jälkeä ja
determinanttia. Lähdemme liikkeelle kuitenkin kompaktien operaattoreiden tarkastelulla ja joh-
damme kompaktien operaattoreiden perusominaisuudet ensimmäisessä luvussa. Tarkastelemme
lyhyesti myös analyyttisiä vektoriarvoisia funktiota, sillä näiden avulla on kätevää todistaa analyyt-
tinen Fredholm-alternatiivi, jota puolestaan käytämme kompaktin operaattorin spektriin liittyvien
tulosten todistuksissa. Osoitamme myös, että kompaktilla operaattorilla on Hilbert-Schmidt-esitys
sekä määrittelemme kompakteille operaattoreille singulaariarvot sekä singulaariarvojonon.
Toisessa luvussa tarkastelemme tarkemmin kompaktin operaattorin singulaariarvoja. Singulaariar-
vojonojen avulla saamme määriteltyä Schatten-luokat, joista tämän työn kannalta tärkeimmät
ovat trace-luokka ja Hilbert-Schmidt-luokka. Osoitamme, että Schatten-luokat ovat Banachin
avaruuksia norminsa suhteen.
Tämän työn tärkeimmät tulokset ovat kolmannessa luvussa. Määrittelemme trace-luokan operaat-
toreille ensin jäljen ja tämän jälkeen käyttäen Hilbertin avaruuden tensorituloja ja alternoivaa
algebraa hyväksi, määrittelemme myös determinantin muotoa I + T oleville operaattoreille, missä
T on trace-luokan operaattori. Osoitamme myös, että määrittelemillämme jäljellä ja determi-
nantilla on useita samoja ominaisuuksia kuin äärellisulotteisilla vastineillaan. Luvun, ja samalla
tämän työn, päätulos on Lidskiin lause, jonka mukaan trace-luokan operaattorin jälki on sen
ominaisarvojen summa, kun ominaisarvojen kertaluku otetaan huomioon.
Lidskiin lauseen todistuksessa käytämme hyödyksi kompleksianalyysiä. Osoitamme, että
z ‘æ det(I + zT ) on kokonainen funktio kun T on trace-luokan operaattori. Kyseisen funk-
tion nollakohdilla ja operaattorin T ominaisarvoilla on läheinen yhteys. Näin ollen analyyttisten
funktioiden ominaisuuksia saadaan käytettyä tutkittaessa operaattorin T ominaisarvoja.
Viimeisessä luvussa tarkastelemme rajoitettua tapausta, missä Hilbertin avaruutena on L2(Rn,mn).
Tällöin osoitamme, että Hilbert-Schmidt-operaattorit, samoin kuin trace-luokan operaattorit, ovat
esitettävissä integraalioperaattoreina. Tärkeimpänä tuloksena osoitamme, että trace-luokan ope-
raattorin jälki voidaan esittää integraalin avulla käyttäen hyväksi operaattorin integraaliesitystä.
Tiedekunta/Osasto — Fakultet/Sektion — Faculty Laitos — Institution — Department
Tekijä — Författare — Author
Työn nimi — Arbetets titel — Title
Oppiaine — Läroämne — Subject
Työn laji — Arbetets art — Level Aika — Datum — Month and year Sivumäärä — Sidoantal — Number of pages
Tiivistelmä — Referat — Abstract
Avainsanat — Nyckelord — Keywords
Säilytyspaikka — Förvaringsställe — Where deposited
Muita tietoja — Övriga uppgifter — Additional information
HELSINGIN YLIOPISTO — HELSINGFORS UNIVERSITET — UNIVERSITY OF HELSINKI

Sisältö
Luku 1. Kompaktit operaattorit 4
1.1. Muotoa q⁄iÏi ¢ Âi olevat operaattorit 4
1.2. Kompaktien operaattoreiden perusominaisuudet 8
1.3. Analyyttiset vektoriarvoiset kuvaukset 11
1.4. Kompaktin operaattorin spektraaliesitys 16
Luku 2. Singulaariarvot, ominaisarvot ja Schatten luokat 26
2.1. Singulaariarvot 26
2.2. Yleistetyt ominaisarvoavaruudet ja Jordanin normaalimuoto 29
2.3. Epäyhtälöitä singulaari- ja ominaisarvoille 31
2.4. Schatten luokat 36
Luku 3. Jälki, determinantti ja Lidskiin lause 40
3.1. Operaattorin jälki 40
3.2. Alternoivasta algebrasta 42
3.3. Determinantti 45
3.4. Lidskiin lause 52
Luku 4. Integraalioperaattorin jälki 57
4.1. Hilbert-Schmidt-operaattoreista 57
4.2. Integraalioperaattorit ja Hilbert-Schmidt-luokka 59
4.3. Maksimaalifunktio 61
4.4. Trace-kaava integraalioperaattorille 63
Liite A. Tensoritulot 69
Liite. Kirjallisuus 73
3
LUKU 1
Kompaktit operaattorit
Tarkastelemme tässä luvussa kompakteja operaattoreita kompleksisessa Hil-
bertin avaruudessa H, jonka oletetaan olevan separoituva. Käytännössä kaikki
tutkimamme operaattorit tulevat myöhemmissä luvuissa olemaan kompakteja, jo-
ten kompaktien operaattoreiden teoria on sen vuoksi keskeinen tälle tutkielmal-
le. Kompakteilla operaattoreilla on erityisesti spektrinsä puolesta vahvoja omi-
naisuuksia, joita yleisillä rajoitetuilla operaattoreilla ei ole. Spektriin päästään
kiinni analyyttisen Fredholmin alternatiivin avulla. Luvun tavoitteena on antaa
ensin kompaktin operaattorin spektrille karakterisaatio Riesz-Schauderin lauseen
muodossa sekä johtaa itseadjungoidulle kompaktille operaattorille spektraaliesi-
tys. Edelleen johdamme spektraaliesityksestä yleiselle kompaktille operaattoril-
le Hilbert-Schmidt-esityksen, josta muodostuu perustyökalu myöhempien lukujen
tarkasteluja varten.
1.1. Muotoa q⁄iÏi ¢ Âi olevat operaattorit
Merkitsemme rajoitettujen operaattoreiden T : H æ H muodostamaa ava-
ruutta L (H). Avaruus L (H) on tässä varustettu sup-normilla
ÎTÎ = sup
ÎxÎÆ1
ÎTxÎ.
Palautetaan mieleen, että jokaisella operaattorilla T œ L (H) on yksikäsitteinen
adjungaatti T ú, eli rajoitettu operaattori, jolla kaikilla x, y œ H on voimassa
ÈTx, yÍ = Èx, T úyÍ.
Sanomme, että operaattori on itseadjungoitu, jos kyseinen operaattori on oma
adjungaattinsa. Lisäksi itseadjungoitu operaattori T on positiivinen, jos
ÈTx, xÍ Ø 0
kaikilla x œ H.
Jos Ï,Â œ H, niin Ï¢ Â : H æ H on kuvaus, joka on määritelty asettamalla
(Ï¢ Â)x = Èx,ÂÍÏ
kaikilla x œ H. On selvää, että funktio Ï ¢ Â on lineaarinen, jatkuva ja kyseisen
operaattorin kuvan dimensio on korkeintaan yksi. Lisäksi pätee
ÎÏ¢ ÂÎ = sup
ÎxÎÆ1
|Èx,ÂÍ|ÎÏÎ = ÎÂÎÎÏÎ.
Lemma 1.1. Olkoot Ï,Â,Âi,Ïi œ H, A œ L (H) ja ⁄ œ C. Tällöin seuraavat
kaavat ovat voimassa
(a) (Ï¢ Â)ú = Â ¢ Ï
(b) (⁄Ï)¢ Â = ⁄(Ï¢ Â) = Ï¢ (⁄Â)
(c) (Ï1 + Ï2)¢ Â = Ï1 ¢ Â + Ï2 ¢ Â ja Ï¢ (Â1 + Â2) = Ï¢ Â1 + Ï¢ Â2
(d) (Ï1 ¢ Â1)(Ï2 ¢ Â2) = ÈÏ2,Â1ÍÏ1 ¢ Â2
(e) A(Ï¢ Â) = (AÏ)¢ Â ja (Ï¢ Â)A = Ï¢ (AúÂ).
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Todistus. Jokainen kohta on lyhyt suora lasku käyttäen operaattorin Ï¢ Â
määritelmää. ⇤
Määritelmä 1.2. Operaattori F : H æ H on äärellisulotteinen, jos sen kuva
sisältyy johonkin äärellisulotteiseen avaruuden H aliavaruuteen. Merkitään äärel-
lisulotteisia operaattoreita F (H).
Lemma 1.3. Äärellisulotteisten operaattoreiden muodostama joukko on ava-
ruuden L (H) aliavaruus, erityisesti äärellisulotteiset operaattorit ovat jatkuvia.
Lisäksi jos F œ F (H), niin F ú on äärellisulotteinen ja F voidaan esittää muo-
dossa
F =
nÿ
i=1
Ïi ¢ Âi,
missä Ïi,Âi œ H.
Todistus. Olkoot S ja T äärellisulotteisia operaattoreita. Suoraan määritel-
mästä on selvää, että äärellisulotteisen operaattorin kuva-avaruus on äärellisu-
lotteinen. Toisaalta selvästi Im(S + T ) µ ImS + ImT ja koska ImS + ImT on
äärellisulotteinen aliavaruus, on operaattori S + T määritelmän nojalla äärelli-
sulotteinen. Toisaalta jos c œ C, c ”= 0, niin Im cT = ImT , joten myös cT on
äärellisulotteinen operaattori. Siten F (H) on vektoriavaruus.
Olkoon F œ F (H). Valitaan avaruudelle ImF ortonormaali kanta (Ïi)ni=1.
Tällöin
Fx =
nÿ
i=1
ÈFx,ÏiÍÏi =
nÿ
i=1
Èx, F úÏiÍÏi =
nÿ
i=1
(Ïi ¢ (F úÏi))x,
joten F on muotoa F = qni=1 Ïi ¢ Âi. Käyttämällä tietoa, että adungoinnille on
voimassa (A+B)ú = Aú +Bú ja lisäksi lemmaa 1.1, nähdään että
F ú =
nÿ
i=1
(Ïi ¢ Âi)ú =
nÿ
i=1
Âi ¢ Ïi,
joten erityisesti F ú on äärellisulotteinen. Lisäksi on näytetty, että jokainen ää-
rellisulotteinen operaattori on äärellinen summa jatkuvista operaattoreista, joten
F (H) µ L (H). ⇤
Tarkastellaan seuraavaksi, millaisia operaattoreita saadaan muodostettua, kun
valitaan sopivat jonot vektoreita (Ïi)iœN ja (Âi)iœN, skalaarilukujono (⁄i)iœN ja
määritellään
(1) T =
Œÿ
i=1
⁄i(Ïi ¢ Âi),
missä kyseinen esitys on toistaiseksi ymmärrettävä formaaliksi. On selvää, että jos
tarkastellaan vain äärellisiä summia, niin
mÿ
i=1
⁄i(Ïi ¢ Âi)
määrittelee äärellisulotteisen operaattorin. Toisaalta lemman 1.3 nojalla jokaisella
äärellisulotteisella operaattorilla on haluttu esitys. Osoitetaan seuraavaksi, että
jos valitaan (Ïi) ja (Âi) ortonormaaleiksi ja (⁄i) rajoitetuksi, niin formaali summa
(1) on jatkuva operaattori.
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Lause 1.4. Olkoot (Ïi)iœN ja (Âi)iœN Hilbertin avaruuden H ortonormaaleja
jonoja ja olkoon ⁄ := (⁄i)iœN kompleksilukujono. Tällöin summa
(2)
Œÿ
i=1
⁄i Èx,ÂiÍÏi
suppenee jokaisella x œ H jos ja vain jos ⁄ on rajoitettu jono. Kun ⁄ on rajoitettu,
on x ‘æ qi ⁄i Èx,ÂiÍÏi on jatkuva lineaarinen operaattori, jonka normi on Î⁄ÎŒ.
Todistus. Oletetaan, että ⁄ on rajoitettu. Mikäli x œ H, saadaan Besselin
epäyhtälöstä arvio
(3)
Œÿ
i=1
|⁄i|2|Èx,ÂiÍ|2 Æ Î⁄Î2ŒÎxÎ2,
joten qi ⁄iÈx,ÂiÍÏi suppenee jonon (Ïi)iœN ortonormaaliuden ja yleistetyn Pyt-
hagoraan lauseen nojalla. Siten voidaan asettaa Ax = qi ⁄i Èx,ÂiÍÏi. Kuvauksen
A lineaarisuus on selvä. Lisäksi arvion (3), yleistetyn Pythagoraan lauseen sekä
Besselin epäyhtälön mukaan.
ÎAxÎ2 =
.....
Œÿ
i=1
⁄iÈx,ÂiÍÏi
.....
2
=
Œÿ
i=1
|⁄i|2|Èx,ÂiÍ|2 Æ Î⁄Î2ŒÎxÎ2,
joten A on myös rajoitettu. Koska kaikilla i on voimassa AÂi = ⁄iÏi, niin ÎAÎ =
Î⁄ÎŒ.
Oletetaan, että (2) suppenee pisteittäin. On näytettävä, että ⁄ on rajoitettu
jono. Määritellään äärellisulotteiset operaattorit
Tkx =
kÿ
i=1
⁄iÈx,ÂiÍÏi.
Tällöin oletuksen nojalla
sup
kœN
ÎTkxÎ <Œ
kaikilla x œ H, joten operaattoreiden perhe (Tk)kœN on pisteittäin rajoitettu. Siten
Banach-Steinhausin lauseen nojalla perhe on tasaisesti rajoitettu, eli
sup
kœN
ÎTkÎ < M <Œ.
Koska |⁄k| = ÎTkÂkÎ < M , niin jono ⁄ on rajoitettu. ⇤
Seuraus 1.5. Olkoot (⁄i), (Ïi) ja (Âi) kuten edellisessä lauseessa. Tällöinq
j ⁄jÏi ¢ Âi = 0 jos ja vain jos jokainen ⁄i = 0. Erityisesti kiinteillä (Ïi) ja (Âi)
jono ⁄ œ ¸Œ määrää operaattorin qi ⁄iÏi ¢ Âi yksikäsitteisesti.
Kun jonot (Âi),(Ïi) ja (⁄i) ovat kuten edellä ja määräävät kaavan (2) avulla
rajoitetun operaattorin, merkitään tätä kuten yhtälössä (1). Ellei toisin mainita
tai ole kontekstista selvää, kun vastedes kirjoitetaan qi ⁄iÏi ¢ Âi, oletetaan et-
tä vektorijonot ovat ortogonaaleja ja skalaarijono rajoitettu. Kirjataan vielä ylös
seuraava lemma, jonka todistus on suora lemman 1.1 sovellus.
Lemma 1.6. Olkoon A = qi ⁄iÏi ¢ Âi. Tällöin
(i) Aú = qi ⁄iÂi ¢ Ïi,
(ii) AúA = qi|⁄i|2Âi ¢ Âi ja AAú = qi|⁄i|2Ïi ¢ Ïi,
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Tarkastellaan operaattoria T = qi ⁄iÏi ¢ Ïi. Koska TÏi = ⁄iÏi, on jokainen
⁄i operaattorin T ominaisarvo. Toisaalta jono (Ïi) voidaan täydentää avaruuden
H kannaksi ortonormaalilla jonolla (÷i), jolla ÷i‹Ïj kaikilla j ja i. Tällöin selvästi
T÷i = 0 jokaisella i. Tästä seuraa, että operaattorilla T on täydellinen jono omi-
naisvektoreita. Lemman 1.6 mukaan T on itesadjungoitu tasan silloin kun jono
(⁄i) on reaalinen. Lisäksi on helppo tarkistaa, että T on positiivinen jos ja vain
jos jokainen ⁄i on positiivinen. Positiivisille operaattoreille, jotka ovat muotoa
T = qi ⁄iÏi ¢ Ïi voidaan määritellä neliöjuuri.
Määritelmä 1.7. Olkoon A œ L (H) positiivinen operaattori. Tällöin po-
sitiivinen operaattori B œ L (H) on operaattorin T positiivinen neliöjuuri, jos
B2 = T .
Lause 1.8. Olkoon T = qi ⁄iÏi ¢ Ïi, missä ⁄i Ø 0 jokaisella i œ N. Tällöin
operaattorilla T on positiivinen neliöjuuri B = qiÔ⁄iÏi ¢ Ïi.
Todistus. Operaattori B on hyvin määritelty ja positiivinen. Lisäksi lem-
masta 1.6 seuraa, että B2 = T , sillä B on itseadjungoitu. ⇤
Sanomme, että operaattori U on isometria, jos ÎUxÎ = ÎxÎ kaikilla x œ H ja
edelleen että U on osittainen isometria jos U on isometria avaruudessa (KerU)‹.
Hilbertin avaruuden sisätulolle on voimassa niin sanottu polarisaatiokaava
Èx, yÍ = 14
3ÿ
k=0
ik
...x+ iky...2,
jonka todistaminen on suora lasku kirjoittamalla oikea puoli auki. Jos U on iso-
metria, niin koska
...x+ iky... = ...Ux+ ikUy..., saadaan polarisaatiokaavan mukaan
ÈUx, UyÍ = 14
3ÿ
k=0
ik
...Ux+ ikUy...2 = Èx, yÍ ,
eli U säilyttää sisätulon. Osoitamme seuraavaksi, että tietyin oletuksin operaat-
torista T , voidaan T hajottaa positiivisen operaattorin ja osittaisen isometrian
tuloksi.
Lause 1.9. Jos T œ L (H) on sellainen, että operaattorilla (T úT ) on positii-
vinen neliöjuuri, niin
T = UA,
missä A = (T úT )1/2 on positiivinen itseadjungoitu operaattori, ja UúU = I ope-
raattorin A kuvassa.
Todistus. Olkoon A = (T úT )1/2 operaattorin T úT positiivinen neliöjuuri.
Tällöin kaikilla x œ H
(4) ÎTxÎ2 = ÈTx, TxÍ = Èx, T úTxÍ =
e
x,A2x
f
= ÈAx,AxÍ = ÎAxÎ2.
Siten jos Ax = 0, niin Tx = 0, joten jos Ax = Ay on Tx = Ty. Erityisesti
operaattorin A kuvalla ImA voidaan määritellä operaattori U , ehdolla Ax ‘æ Tx.
Tällöin siis U on hyvin määritelty lineaarinen operaattori, sillä jos Ax,Ay œ ImA,
niin
U(Ax+ Ay) = U(A(x+ y)) = T (x+ y) = Tx+ Ty = U(Ax) + U(Ay).
Lisäksi ÎU(Ax)Î = ÎTxÎ = ÎAxÎ, joten U on isometria. Jatketaan nyt U ava-
ruuden ImA sulkeumaan ja asetetaan U nollaksi ortokomplementissa (ImA)‹.
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Merkitään saatua operaattoria edelleen U . Tällöin U on jatkuvuuden nojalla edel-
leen isometria sulkeumassa ImA. Koska ÈUx, yÍ = Èx, UúyÍ = 0 jos x œ (ImA)‹,
niin ImUú µ ImA. On näytettävä, että UúUx = x kaikilla x œ ImA, sillä U oli
määritelty operaattorin A kuvassa ehdolla U(Ax) = Tx.
Olkoon x, y œ ImA. Koska U on isometria operaattorin A kuvan sulkeumassa,
pätee
Èx, yÍ = ÈUx, UyÍ = Èx, UúUyÍ ,
joten Èx, UúUy ≠ yÍ = 0 kaikilla x œ ImA. Siten UúUy ≠ y œ ImA‹. Koska
ImUú µ ImA, niin on oltava UúUy ≠ y = 0 kuvan sulkeumassa. ⇤
Merkitsemme |T | := (T úT )1/2, jolloin siis T = U |T |, kunhan neliöjuuri on vain
määritelty.
1.2. Kompaktien operaattoreiden perusominaisuudet
Sanotaan, että metrisen avaruuden (X, d) osajoukko D on prekompakti, jos
sen sulkeuma on kompakti. Merkitään avaruuden H yksikkökuulaa BH .
Määritelmä 1.10 (Kompakti operaattori). Operaattori T : H æ H on kom-
pakti, jos TBH on prekompakti.
Suoraan määritelmästä on selvää, että jokainen kompakti operaattori on jat-
kuva, sillä kompaktit joukot ovat aina rajoitettuja. Operaattorin kompaktius voi-
daan lausua monella yhtäpitävällä ehdolla. Seuraavassa lauseessa käytämme hy-
väksi metrisen avaruuden jonokompaktiutta.
Lause 1.11. Operaattori T on kompakti jos ja vain jos jokaisella avaruuden
H rajoitetulla jonolla (xn)nœN on osajono (xni)iœN, jolla (Txni)iœN suppenee.
Todistus. Jos T on kompakti, on TBH prekompakti. Erityisesti jos (xn) on
kuulan BH jono, niin (Txn) on kompaktin joukon TBH jono, joten suppeneva
osajono on olemassa.
Oletetaan sitten että jälkimmäinen ominaisuus on voimassa. Olkoon (yn)nœN
joukon TBH jono. Tällöin jokaisella n œ N on yn = limi Txni , jollakin jonol-
la (xni )iœN µ BH . Kullakin n œ N voidaan valita sellainen zn := Txnin , jollaÎyn ≠ znÎ < 1/n. Oletuksen nojalla on olemassa osajono (znm)mœN, jolla znm æ
z œ TBH , kun mæŒ. Tällöin
Îynm ≠ zÎ Æ Îynm ≠ znmÎ+ Îznm ≠ zÎ æ 0,
kun mæŒ, joten jonolla (yn) on suppeneva osajono. Siten TBH on prekompakti
ja siis T kompakti. ⇤
Hilbertin avaruuden jono (xn) suppenee heikosti vektoriin x œ H, jos
lim
næŒ Èxn, yÍ = Èx, yÍ
kaikilla y œ H. Heikkoa raja-arvoa merkitään xn w≠æ x. Heikko raja on yksikä-
sitteinen, sillä jos xn w≠æ x ja xn w≠æ y, niin Èx≠ y, zÍ = 0 kaikilla z œ H, joten
x≠ y = 0. Osoitetaan seuraavaksi, että jokaisella rajoitetulla separoituvan Hilber-
tin avaruuden jonolla on heikosti suppeneva osajono.
Lause 1.12. Jos (xn)nœN on avaruuden H rajoitettu jono, on sillä osajono
(xni)iœN, joka suppenee heikosti.
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Todistus. Voidaan olettaa, että (xn) on suljetun yksikkökuulan jono. Koska
H on separoituva, on olemassa tiheä jono (un)nœN. Tällöin Cauchy-Schwarzin ja
jonon (xn) rajoittuneisuuden nojalla kompleksilukujono (Èxn, ukÍ)nœN on rajoitettu
jokaisella k œ N. Siten on olemassa jonon (xn) osajono (x1n), jolla (Èx1n, u1Í)nœN
suppenee. Jatkamalla saadaan jono osajonoja xn, joilla kukin on edellisen osajono
ja (Èxnk , unÍ)kœN suppenee jokaisella n œ N.
Näytetään, että diagonaalijono (yi), missä yi = xii, on etsitty osajono. Kon-
struktion nojalla (yi) on jonon (xn) osajono ja (Èyi, unÍ)iœN suppenee jokaisella n.
Olkoon z œ H mielivaltainen, jolloin z = limk zk, missä zk = unk kaikilla k œ N.
Olkoon Á > 0 ja j œ N niin suuri, että Îz ≠ zjÎ < Á/3. Jono (Èyn, zjÍ)nœN suppenee,
joten on olemassa N œ N, jolla |Èyi ≠ yk, zjÍ| < Á/3 kaikilla k, i > N . Tällöin
|Èyi, zÍ ≠ Èyk, zÍ| Æ |Èyi, z ≠ zjÍ|+ |Èyi ≠ yk, zjÍ|+ |Èyk, z ≠ zjÍ|
Æ 2Îz ≠ zjÎ+ |Èyi ≠ yk, zjÍ| < Á,
joten (Èyi, zÍ) on Cauchy ja siis suppenee. Kuvaus y ‘æ limnÈyn, yÍ on selvästi
konjugaattilineaarinen. Lisäksi se on rajoitettu, sillä (yn) on rajoitettu, joten--- lim
næŒÈyn, xÍ
--- = lim
næŒ|Èyn, xÍ| Æ lim supnæŒ ÎynÎÎxÎ ÆMÎxÎ
kaikilla x œ H ja jollakin 0 < M < Œ. Siten Rieszin esityslauseen konjugaatti-
lineaarisen muodon nojalla on olemassa x œ H, jolla limnÈyn, yÍ = Èx, yÍ kaikilla
y œ H. Näin ollen (yi) suppenee heikosti avaruudessa H. ⇤
Saamme nyt todistettua edellisen lauseen 1.12 avulla seuraavan karakterisaa-
tion kompakteille operaattoreille.
Lause 1.13. Operaattori T on kompakti jos ja vain jos se kuvaa jokaisen
avaruuden H heikosti suppenevan jonon normissa suppenevaksi jonoksi, eli jos
xn
w≠æ x, niin Txn æ Tx.
Todistus. Oletetaan, että T on kompakti ja että xn w≠æ x, jolloin myös
Èy, xnÍ æ Èy, xÍ kaikilla y œ H. Perhe kuvauksia ¸n œ Hú, ¸n(y) = Èy, xnÍ, on
pisteittäin rajoitettu, sillä kaikilla y œ H
|¸n(y)| = |Èxn, yÍ|æ |Èx, yÍ|,
kun n æ Œ. Siten Banach-Steinhausin lauseen nojalla on olemassa M > 0, jolla
ÎxnÎ = Î¸nÎ < M kaikilla n œ N, eli jono (xn) on rajoitettu. Oletuksen nojalla
ÈTxn ≠ Tx, yÍ = Èxn ≠ x, T úyÍ æ 0,
kun n æ Œ. Siten Txn æ Tx heikosti. Tehdään vastaoletus ja oletetaan, että
(Txn) ei suppene vektoriin Tx normissa. Tällöin on olemassa Á > 0 ja osajono
(Txni), jolla ÎTx≠ TxniÎ Ø Á kaikilla i œ N. Jono (xni) on rajoitettu, joten
kompaktiuden nojalla jonolla (Txni) on osajono, joka suppenee vektoriin y œ H.
Kyseinen osajono suppenee vektoriin y myös heikosti. Tällöin on oltava y ”= Tx.
Kuitenkin heikko raja on yksikäsitteinen, joten saatiin ristiriita. Siten Txn æ Tx
normissa. ⇤
Osoitamme seuraavaksi, että kompaktien operaattoreiden joukko on myös Ba-
nachin avaruus ja lisäksi äärellisulotteiset operaattorit ovat sen tiheä aliavaruus.
Lause 1.14. Kompaktien operaattoreiden joukko K (H) on avaruuden L (H)
suljettu aliavaruus. Tarkemmin sanottuna K (H) = F (H).
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Todistus. Aloitetaan näyttämällä, että joukko K (H) on suljettu. Tätä var-
ten oletetaan, ettäKn æ K, missäKn œ K (H). Oletetaan, että (yn) on rajoitettu
jono ja olkoon (xn) tämän heikosti suppeneva osajono. Tällöin lauseen 1.13 nojal-
la Kixn æ Kix jokaisella i œ N. Koska (xn) on rajoitettu jono ja Kn æ K, niin
on olemassa n œ N jolla ÎKxi ≠KnxiÎ < Á/3 kaikilla i œ N. Tällöin on olemassa
N œ N, jolla kaikilla i, k > N on voimassa ÎKnxi ≠KnxkÎ < Á/3. Siten kaikilla
i, k > N
ÎKxi ≠KxkÎ Æ ÎKxi ≠KnxiÎ+ ÎKnxi ≠KnxkÎ+ ÎKnxk ≠KxkÎ < Á,
joten (Kxi) on Cauchy ja siten suppenee. Näin ollen lauseen 1.11 nojalla K on
kompakti.
Jos F œ F (H), voidaan valita avaruudelle ImF äärellinen ortonormaali kanta
(Âi)ni=1. Tällöin
Fx =
nÿ
i=1
ÈFx,ÂiÍÂi.
Jos (xn) on rajoitettu jono, niin jokaisella k = 1, . . . , n jono (ÈFxn,ÂkÍ)nœN on
rajoitettu. Bolzano-Weierstrassin lauseen avulla voidaan vaiheittain valita osajono
(xni)iœN, jolla (ÈFxni ,ÂkÍ)iœN suppenee jokaisella k = 1, . . . , n. Tällöin (Fxni)
suppenee ja siten F œ K (H). Näin ollen F (H) µ K (H).
Olkoon T œ K (H) kompakti ja (Ïi)iœN avaruuden H ortonormaali kanta.
Määritellään kullakin n œ N kuvaus Pn œ F (H) asettamalla
Pn =
nÿ
k=1
TÏk ¢ Ïk,
jolloin Pn on lineaarinen ja äärellisulotteinen. Olkoon En = span(Ï1, . . . ,Ïn). Näy-
tetään seuraavaksi, että
ÎT ≠ PnÎ = sup
Ó
ÎTx≠ PnxÎ
--- x œ E‹n , ÎxÎ = 1Ô =: Mn.
Selvästi ÎT ≠ PnÎ ØMn. Toisaalta jos ÎxÎ = 1 ja x œ H, niin
ÎTx≠ PnxÎ =
.....
Œÿ
i=n+1
Èx,ÏiÍTÏi
..... = ÎT x˜≠ Pnx˜Î Æ
.....T x˜Îx˜Î ≠ Pn x˜Îx˜Î
.....,
missä x˜ œ E‹n on vektorin x projektio avaruudelle E‹n (jonka voidaan olettaa
olevan nollasta eroava) ja siis Îx˜Î Æ 1. Siten Mn = ÎT ≠ PnÎ. Koska (Mn) on
alhaalta rajoitettu laskeva reaalilukujono, on sillä raja-arvo M . On näytettävä,
että M = 0. Tätä varten valitaan kullakin n œ N vektori Ân œ E‹n , jolla ÎÂnÎ = 1
ja ÎTÂnÎ Ø M/2. Jos nyt y œ H, niin Plancherelin kaavan ja Cauchy-Schwarzin
epäyhtälön nojalla
|ÈÂn, yÍ| =
-----
Œÿ
i=n+1
Èy,ÏiÍ ÈÂn,ÏiÍ
----- Æ
A Œÿ
i=n+1
|Èy,ÏiÍ|2
B 1
2
æ 0,
kun n æ Œ. Siten Ân w≠æ 0 ja edelleen lauseen 1.13 nojalla TÂn æ 0. Näin ollen
M = limnÎT ≠ PnÎ = 0.
On näytetty, että K (H) µ F (H). Koska K (H) on suljettu ja F (H) µ
K (H), niin on oltava K (H) = F (H). Näin ollen K (H) on suljettu aliavaruus,
sillä aliavaruuden sulkeuma on edelleen aliavaruus. ⇤
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Avaruus L (H) on Banach-algebra, joten voidaan kysyä millaisia ideaaliraken-
teita algebralla L (H) on. Aiemmin on jo näytetty, että K (H) on aliavaruus.
Seuraavat kaksi tulosta osoittavat, että K (H) on avaruuden L (H) ú-ideaali, eli
jos T œ K (H) ja S œ L (H), ovat operaattorit ST , TS ja T ú kompakteja.
Lause 1.15. Jos S, T œ L (H) ja toinen operaattoreista on kompakti, niin
ST œ K (H).
Todistus. Koska jatkuva operaattori kuvaa rajoitetun jonon rajoitetuksi jo-
noksi ja suppenevan jonon suppenevaksi jonoksi, on väite selvä lauseen 1.11 nojal-
la. ⇤
Lause 1.16. Operaattori T : H æ H on kompakti jos ja vain jos sen adjun-
gaatti T ú on kompakti.
Todistus. Koska (T ú)ú = T , riittää osoittaa väite yhteen suuntaan. Olkoon T
kompakti operaattori ja (xn)nœN rajoitettu jono avaruudessa H. Olkoon (yj)jœN :=
(xnj)jœN lauseen 1.12 takaama osajono, joka suppenee heikosti vektoriin x œ H.
Tällöin
ÎT úyj ≠ T úxÎ2 = ÈTT ú(yj ≠ x), yj ≠ xÍ
Æ ÎTT ú(yj ≠ x)ÎÎyj ≠ xÎ ÆMÎTT úyj ≠ TT úxÎ,
(5)
missä Îyj ≠ xÎ Æ M < Œ kaikilla j Ø 1. Koska T ú œ L (H), niin lauseen 1.15
mukaan TT ú on kompakti. Tällöin lauseen 1.13 nojalla TT úyj æ TT úx normissa,
joten arviosta (5) seuraa, että (T úyj) suppenee. Siten T ú on kompakti. ⇤
1.3. Analyyttiset vektoriarvoiset kuvaukset
Kompaktin operaattorin spektrin tutkimiseen tarvitsemme perustiedot ana-
lyyttisistä vektoriarvoisista kuvauksista. Määrittelemme tässä siis analyyttisyy-
den kuvauksille A : U æ X, missä U µ C on avoin ja X on Banachin avaruus.
Tämä on kätevää tehdä käyttäen avaruuden X duaalia Xú hyväksi, sillä jokaisel-
la xú œ Xú kuvaus xú ¶ A on tavallinen kompleksimuuttujan kompleksiarvoinen
funktio U æ C. Annammekin analyyttisyydelle seuraavan määritelmän.
Määritelmä 1.17. Olkoon X Banachin anavuus ja U µ C avoin. Kuvaus
A : U æ C on analyyttinen joukossa U jos kuvaus z ‘æ xú(A(z)), U æ C on
analyyttinen jokaisella xú œ Xú.
Lause 1.18. Oletetaan, että An œ X, r > 0 ja z0 œ C. Tällöin seuraavat ehdot
ovat yhtäpitäviä:
(a) Kaikilla xú œ Xú ja z œ B(z0, r) sarja
Œÿ
n=0
(z ≠ z0)nxú(An)
suppenee.
(b)
lim sup
næŒ
ÎAnÎ
1
n Æ 1
r
(c) Jokaisella z œ B(z0, r) sarja
Œÿ
n=0
(z ≠ z0)nAn
suppenee avaruuden X normin suhteen.
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Kun jokin (ja siis jokainen) näistä ehdoista on voimassa, on funktio
(6) A(z) =
Œÿ
n=0
(z ≠ z0)nAn
analyyttinen vektoriarvoinen kuvaus kiekossa B(z0, r) ja esitys muodossa (6) on
yksikäsitteinen.
Todistus. Oletetaan, että (a) on voimassa. Olkoon w œ B(z0, r) ja xú œ Xú.
Tällöin oletuksen nojalla sarja
Œÿ
n=0
(w ≠ z0)nxú(An)
suppenee, mistä seuraa, että (w ≠ z0)nxú(An) æ 0 kun n æ Œ. Siten funktio-
naalien xú ‘æ (w≠ z0)nxú(An) perhe on pisteittäin rajoitettu. Banach-Steinhausin
lauseen nojalla on olemassa 0 < M <Œ, jolla kaikilla n œ N
sup
xúœBXú
|(w ≠ z0)nxú(An)| = |w ≠ z0|nÎAnÎ < M,
joten
ÎAnÎ
1
n Æ M
1
n
|w ≠ z0| .
Tästä seuraa, että
lim sup
næŒ
ÎAnÎ
1
n Æ 1|w ≠ z0| limnæŒM
1
n = 1|w ≠ z0| .
Koska w œ B(z0, r) oli mielivaltainen, on oltava lim supÎAnÎ1/n Æ r≠1, sillä muu-
toin löytyisi wÕ œ B(z0, r), jolla lim supÎAnÎ1/n > |wÕ ≠ z0|≠1. Näin ollen (b) on
voimassa.
Oletetaan sitten, että lim supÎAnÎ1/n Æ 1/r. Tällöin klassisten tulosten perus-
teella
Œÿ
n=0
|z ≠ z0|nÎAnÎ
suppenee jokaisella z œ B(z0, r). Erityisesti siis sarja
Œÿ
n=0
(z ≠ z0)nAn
suppenee itseisesti kiekossa B(z0, r), joten avaruuden X täydellisyyden nojallaq
n(z ≠ z0)nAn suppenee.
Olkoon sitten viimeinen ehto voimassa ja xú œ Xú. Tällöin funktionaalin xú
jatkuvuuden nojalla
xú
A Œÿ
n=0
(z ≠ z0)nAn
B
=
Œÿ
n=0
(z ≠ z0)nxú(An),
mistä nähdään, että (a) on voimassa. Samalla tuli osoitettua myös, että tällöin
(6) määrittelee analyyttisen funktion.
Esityksen yksikäsitteityyttä varten huomataan, että jos olisi toinen esitys
A(z) =
Œÿ
n=0
(z ≠ z0)nTn,
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niin jokaisella xú œ Xú olisi voimassa
Œÿ
n=0
(z ≠ z0)nxú(Tn) =
Œÿ
n=0
(z ≠ z0)nxú(An).
Analyyttisen funktion potenssisarjaesityksen yksikäsitteisyyden nojalla
xú(Tn) = xú(An)
jokaisella n œ N. Tästä seuraa, että Tn = An kaikilla n œ N. ⇤
Osoitamme seuraavaksi, että määritelmämme funktion analyyttisyydelle ei ole
ainoa mahdollinen. Analyyttisyys on nimittäin yhtäpitävää sen kanssa, että kysei-
sellä funktiolla on erotusosamäärän raja-arvo olemassa jokaisessa pisteessä. Osoi-
tamme tämän, mutta tarvitsemme seuraavaa pientä lemmaa.
Lemma 1.19. Olkoon X Banachin avaruus. Tällöin jono (xn)nœN on Cauchy
jos ja vain jos (xú(xn))nœN on Cauchy tasaisesti kaikille xú œ Xú, ÎxúÎ Æ 1.
Todistus. Väite seuraa siitä, että
Îxn ≠ xmÎ = sup
ÎxúÎÆ1
|xú(xn)≠ xú(xm)|. ⇤
Lause 1.20. Funktio A : U æ X on analyyttinen jos ja vain jos raja-arvo
(7) lim
hæ0
A(z + h)≠ A(z)
h
on olemassa jokaisella z œ U .
Todistus. Olkoon z0 œ U ja olkoon B(w0, r) µ U sellainen kuula, jonka
sulkeuma on edelleen alueessa U ja z0 œ B(w0, r). Olkoon “ kyseisen kuulan reunan
parametrisoiva polku, xú œ Xú ja (hn) µ C mielivaltainen nollaan suppeneva jono,
jolla lisäksi jono (z0+hn)nœN sisältyy kokonaisuudessaan kuulaan B(w0, r). Tällöin
oletuksen nojalla xú ¶ A on analyyttinen ja lisäksi pätee
xú
A
A(z0 + hn)≠ A(z0)
hn
B
≠ ddzx
ú(A(z0))
= 12ﬁi
⁄
“
C
1
hn
A
1
z ≠ (z0 + hn) ≠
1
z ≠ z0
B
≠ 1(z ≠ z0)2
D
xú(A(z)) dz.
Koska xú ¶A on jatkuva kompaktissa joukossa |“|, niin se on rajoitettu siinä. Näin
ollen jatkuvien lineaaristen kuvausten perhe gz : Xú æ C, gz(xú) = xú(A(z)), on
pisteittäin rajoitettu, eli Îgz(xú)Î Æ Cxú kaikilla z œ |“|. Siten Banach-Steinhausin
lauseen nojalla perhe gz on tasaisesti rajoitettu, tai siis supzœ|“|ÎgzÎ = M < Œ.
Koska
ÎgzÎ = sup
ÎxúÎÆ1
|xú(A(z))| = ÎA(z)Î,
niin supzœ|“|ÎA(z)Î = M <Œ. Tällöin-----xú
A
A(z0 + hn)≠ A(z0)
hn
B
≠ ddzx
ú(A(z0))
-----
Æ Îx
úÎ
2ﬁ
A
sup
zœ|“|
ÎA(z)Î
B⁄
“
----- 1(z ≠ (z0 + hn))(z ≠ z0) ≠ 1(z ≠ z0)2
----- dz,
ja siten ([A(z0+hn)≠A(z0)]/hn) on Cauchy edellisen lemman nojalla sillä oikean
puoleinen integraali suppenee nollaan kun n kasvaa rajatta. Koska X on Banach ja
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erityisesti täydellinen, niin kyseinen jono suppenee, joten on näytetty, että haluttu
raja-arvo (7) on olemassa, sillä (hn) on mielivaltainen jono.
Toisaalta jos raja-arvo (7) on olemassa jokaisella z œ U ja xú œ Xú, niin
funktionaalin jatkuvuuden ja lineaarisuuden nojalla
lim
hæ0
xú(A(z + h))≠ xú(A(z))
h
= xú
A
lim
næŒ
A(z + h)≠ A(z)
h
B
,
joten z ‘æ xú(A(z)) on analyyttinen kompleksiarvoinen funktio. Siten A on mää-
ritelmän nojalla analyyttinen. ⇤
Vastaavasti kuin kompleksiarvoisessa tapauksessa, myös vektoriarvoinen ana-
lyyttinen funktio on jatkuva. Tämä seuraa melko suoraan seuraavasta lemmasta.
Lemma 1.21. Olkoon A : U æ X. Raja-arvo
(8) lim
hæ0
A(z0 + h)≠ A(z0)
h
=: T
on olemassa jos ja vain jos on voimassa kehitelmä
(9) A(z0 + h) = A(z0) + hT + hÁ(h),
kaikilla h jossakin origon ympäristössä ja jossa Á(h)æ 0 kun hæ 0 ja T œ X.
Todistus. Jos raja-arvo (8) on olemassa, niin voidaan valita Á(0) = 0 ja
Á(h) = [A(z0 + h)≠ A(z0)]/h≠ T , jolloin nähdään, että kehitelmä (9) on voimas-
sa. Toisaalta jos kehitelmä on voimassa, niin selvästi tällöin myös raja-arvo on
olemassa. ⇤
Seuraus 1.22. Analyyttinen funktio A : U æ X on jatkuva.
Todistus. Lauseen 1.20 ja lemman 1.21 nojalla jokaisessa pisteessä z0 œ U
on voimassa kehitelmä (9). Tästä nähdään, että A(z0 + h) æ A(z0) kun h æ 0,
eli A on jatkuva. ⇤
Lemma 1.23. Olkoot S, T : U æ L (H) analyyttisiä. Tällöin z ‘æ S(z)T (z) on
analyyttinen.
Todistus. Edellisten tulosten nojalla pisteen z0 œ U jossakin ympäristössä
kehitelmät
S(z0 + h) = S(z0) + hS Õ + hÁS(h)
T (z0 + h) = T (z0) + hT Õ + hÁT (h)
ovat voimassa. Näin ollen
S(z0 + h)T (z0 + h) = (S(z0) + hS Õ + hÁS(h))(T (z0) + hT Õ + hÁT (h))
= S(z0)T (z0) + h(S ÕT (z0) + S(z0)T Õ) + hÁST (h),
missä
ÁST (h) = S(z0)ÁT (h) + ÁS(h)T (z0) + hS ÕÁT (h) + hÁS(h)T Õ + hS ÕT Õ + hÁS(h)ÁT (h),
ja erityisesti ÁST (h) æ 0 kun h æ 0. Näin ollen funktiolla z ‘æ S(z)T (z) on
haluttu kehitelmä jokaisessa pisteessä z0 œ U , joten lauseen 1.20 ja lemman 1.21
nojalla z ‘æ S(z)T (z) on analyyttinen. ⇤
Seuraus 1.24. Olkoon A : U æ L (H) analyyttinen ja n œ N. Tällöin z ‘æ
A(z)n on analyyttnen.
1.3. ANALYYTTISET VEKTORIARVOISET KUVAUKSET 15
Todistus. Tulos seuraa suoraan induktiolla lemmasta 1.23. ⇤
Jos g : [a, b]æ X on jatkuva, voidaan määritellä integraali⁄ b
a
g(t) dt œ X.
Integraalin määrittelyä emme tässä käy läpi, mutta tämä on tehty esimerkiksi
kirjassa [Die60]. Tärkeimmät ominaisuudet kyseisellä integraalilla ovat sen lineaa-
risuus sekä se, että jokaisella funktionaalilla xú œ Xú on voimassa
(10)
⁄ b
a
xú(g(t)) dt = xú
A⁄ b
a
g(t) dt
B
,
missä siis vasemmalla on tavallinen Riemannin integraali. Tästä määrittelemme
edelleen kompleksimuuttujan vektoriarvoisille kuvauksille f : U æ X polkuinte-
graalin yli joukon U jatkuvasti derivoituvan polun “ : [0, 1]æ C asettamalla⁄
“
f(z) dz =
⁄ 1
0
f(“(t))“Õ(t) dt.
Edelleen polkuintegraali on lineaarinen ja lisäksi duaalikaava (10) on voimassa.
Integraalia hyväksi käyttäen saamme nyt näytettyä, että jokaisella analyyttisellä
vektoriarvoisella funktiolla on lokaali potenssisarjaesitys.
Lause 1.25. Olkoon T : U æ X analyyttinen ja B(z0, r) µ U . Tällöin T
voidaan esittää kiekossa B(z0, r) suppenevana potenssisarjana
T (z) =
Œÿ
n=0
Tn(z ≠ w0)n,
missä Tn œ X ja
(11) Tn =
1
2ﬁi
⁄
“
T (›)
(› ≠ z0)n+1 d›
ja “ on kiekon B(z0, r) reunan parametrisoiva polku.
Todistus. Aloitetaan huomauttamalla, että integraalit (11) ovat hyvin mää-
riteltyjä, sillä integoitavat funktiot ovat jatkuvia kiekon reunalla. Toisaalta jos
xú œ Xú, niin
xú(Tn) =
1
2ﬁi
⁄
“
xú(T (›))
(› ≠ z0)n+1 d›,
jotka ovat analyyttisen funktion xú¶T pisteen z0 suhteen kehitetyn Taylorin sarjan
kertoimet. Näin ollen klassisten tulosten nojalla sarja
Œÿ
n=0
xú(Tn)(z ≠ z0)n
suppenee kiekossa B(z0, r) jokaisella duaalin alkiolla xú œ Xú. Siten lauseen 1.18
nojalla
Œÿ
n=0
(z ≠ z0)nTn
suppenee kiekossa B(z0, r).
Mikäli xú œ Xú, niin koska integraali kommutoi funktionaalien kanssa ja funk-
tionaalit ovat jatkuvia, on voimassa
xú
A Œÿ
n=0
(z ≠ z0)nTn
B
=
Œÿ
n=0
(z ≠ z0)n 12ﬁi
⁄
“
xú(T (›))
(› ≠ z0)n+1 d›.
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Toisaalta xú ¶ T on analyyttinen, ja sen Taylorin sarja on
xú(T (z)) =
Œÿ
n=0
(z ≠ z0)n 12ﬁi
⁄
“
xú(T (›))
(› ≠ z0)n+1 d› = x
ú
A Œÿ
n=0
(z ≠ z0)nTn
B
.
Koska funktionaali xú oli mielivaltainen ja Banachin avaruuden duaali erottelee
pisteet, niin on näytetty, että
T (z) =
Œÿ
n=0
(z ≠ z0)nTn. ⇤
Osoitamme vielä, että myös Liouvillen ja Weierstrassin lauseet yleistyvät vek-
toriarvoisille analyyttisille kuvauksille.
Lause 1.26. Rajoitettu kokonainen analyyttinen funktio A : Cæ X on vakio.
Todistus. Jos xú œ Xú, niin Îxú(A(z))Î Æ ÎxúÎÎA(z)Î, joten z ‘æ xú(A(z))
on rajoitettu ja siten Liouvillen lauseen nojalla vakio. Jos A ei ole vakio, on
olemassa z, w œ U , joilla A(z) ”= A(w), mutta tämä ei ole mahdollista, sil-
lä Banach-avaruuden X duaali erottelee pisteet, joten olisi olemassa xú, jolla
xú(A(z)) ”= xú(A(w)), eikä z ‘æ xú(A(z)) olisikaan vakio. Siis A on vakio. ⇤
Lause 1.27. Oletetaan, että An : U æ X ovat analyyttisiä ja An(z) æ A(z)
tasaisesti joukon U kompakteissa osajoukoissa. Tällöin A on analyyttinen.
Todistus. Oletetaan, että An(z) æ A(z) tasaisesti joukon U kompakteissa
osajoukoissa. Olkoon xú œ Xú, jolloin z ‘æ xú(An(z)) on analyyttinen funktio.
Tällöin
|xú(An(z))≠ xú(A(z))| Æ ÎxúÎÎAn(z)≠ A(z)Î,
mistä nähdään, että xú(An(z)) æ xú(A(z)) tasaisesti joukon U kompakteissa os-
ajoukoissa. Näin ollen Weierstrassin lauseen nojalla z ‘æ xú(A(z)) on analyyttinen
ja koska xú oli mielivaltainen, on näytetty, että A on analyyttinen. ⇤
1.4. Kompaktin operaattorin spektraaliesitys
Aloitamme kompaktin operaattorin spektrin tutkimisen. Seuraavaksi osoitet-
tava analyyttinen Fredholm-alternatiivi on tehokas tapa päästä kompaktin ope-
raattorin spektriin kiinni. Siinä hyödynnetään funktioteorian tuloksia ja erityisesti
sitä, että nollasta eroavan analyyttisen funktion nollakohdat eivät voi kasaantua
tarkasteltavaan alueeseen. Tarvitsemme kuitenkin seuraavan lemman.
Lemma 1.28 (Neumannin sarja). Olkoon X Banachin avaruus ja A œ L (X)
ja ÎAÎ < 1. Tällöin I ≠ A on kääntyvä ja
(I ≠ A)≠1 =
Œÿ
n=0
An.
Todistus. Koska Œÿ
n=0
ÎAnÎ Æ
Œÿ
n=0
ÎAÎn <Œ,
niin T := qnAn œ L (X). Merkitään Tk = qkn=0An. Tällöin
(I ≠ A)Tn = Tn(I ≠ A) = I ≠ An+1 æ I,
kun n æ Œ, sillä ÎAnÎ Æ ÎAÎn æ 0. Toisaalta Tn æ T , joten T (I ≠ A) =
(I ≠ A)T = I, mistä nähdään, että T = (I ≠ A)≠1. ⇤
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Lause 1.29 (Analyyttinen Fredholm-alternatiivi). Olkoon U µ C avoin ja
yhtenäinen ja A : U æ L (H) analyyttinen funktio, jolla A(z) œ K (H) jokaisella
z œ U . Tällöin joko
(a) I ≠ A(z) ei ole kääntyvä millekään z œ U tai
(b) I ≠ A(z) on käääntyvä jokaisella z œ U \ S, missä joukolla S ei ole kasautu-
mispisteitä alueessa U . Tällöin (I ≠ A(z))≠1 on analyyttinen alueessa D \ S
ja jos z œ S, on yhtälöllä A(z)Ï = Ï nollasta eroava ratkaisu.
Todistus. Oletetaan, että z0 œ U . Funktion A jatkuvuuden nojalla on ole-
massa r > 0, jolla ÎA(z)≠ A(z0)Î < 1/2 kaikilla z œ B(z0, r). Koska äärellisulot-
teiset operaattorit ovat tiheässä kompaktien operaattoreiden avaruudessa, on ole-
massa äärellisulotteinen F , jolla ÎA(z0)≠ FÎ < 1/2. Tällöin Neumannin sarjan,
nojalla (I ≠A(z) +F )≠1 = qŒn=0(A(z)≠F )n on olemassa ja analyyttinen lauseen
1.27 ja seurauksen 1.24 nojalla, sillä kyseinen sarja suppenee itseisesti tasaisesti
kiekossa B(z0, r).
Koska F on äärellisulotteinen, voidaan se kirjoittaa muodossa F = qni=1 Ïi¢Âi,
missä (Ïi) on operaattorin F kuvan kanta, joka voidaan valita ortonormaaliksi.
Määritellään Âi(z) = ((I ≠ A(z) + F )≠1)úÂi ja edelleen
G(z) = F (I ≠ A(z) + F )≠1 =
nÿ
i=1
Ïi ¢ Âi(z).
On selvää, että G on analyyttinen kiekossa B(z0, r), sillä G on kahden analyyttisen
funktion tulo. Lisäksi tällöin I ≠ A(z) voidaan kirjoittaa muodossa
I ≠ A(z) = (I ≠G(z))(I ≠ A(z) + F ),
mistä nähdään, että I ≠ A(z) on kääntyvä kiekossa B(z0, r) tasan silloin kun
I ≠G(z) on kääntyvä. Lisäksi yhtälöllä A(z)Ï = Ï on nollasta eroava ratkaisu jos
ja vain jos yhtälöllä G(z)Â = Â on nollasta eroava ratkaisu.
Merkitään R = ImF , jolloin ImG(z) µ R jokaisella z œ B(z0, r). Jos G(z)Ï =
Ï, niin koska (Ïi) on avaruuden R kanta, on oltava
Ï =
nÿ
i=1
ciÏi =
nÿ
i=1
ciG(z)Ïi =
nÿ
i=1
nÿ
k=1
ci ÈÏi,Âk(z)ÍÏk,
joten
ci =
nÿ
k=1
ck ÈÏk,Âi(z)Í
jokaisella i = 1, . . . , n. Siten c = (c1, . . . , cn) toteuttaa matriisiyhtälön  (z)c = c,
missä ( (z))ij = ÈÏj,Âi(z)Í. Toisaalta jos c on yhtälön  (z)c = c nollasta eroava
ratkaisu, on qi ciÏi yhtälön G(z)Ï = Ï nollasta eroava ratkaisu. Siten yhtälöllä
G(z)Ï = Ï on nollasta eroava ratkaisu tasan silloin kun determinantti
d(z) = det(I ≠  (z)) = 0.
Koska z ‘æ ÈÏ,Âk(z)Í on analyyttinen kiekossa B(z0, r), on myös d analyyttinen.
Siten joko d(z) = 0 koko kiekossa B(z0, r) tai sitten sen nollakohtien joukolla ei
ole yhtään kasaantumispistettä kiekossa B(z0, r). On siis näytetty, että I ≠ A(z)
on injektio tasan niissä pisteissä, joissa d(z) ”= 0 ja ne pisteet, joissa I≠A(z) ei ole
injektio eivät voi kasaantua kiekkoon B(z0, r) kunhan I ≠ A(z) on injektio edes
jollakin z œ B(z0, r).
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On vielä näytettävä, että I ≠ G(z) on myös surjektio niissä pisteissä, joissa
d(z) ”= 0, jolloin avoimen kuvauksen lause takaa kääntyvyyden. Olkoon Â œ H an-
nettu. On ratkaistava (I≠G(z))Ï = Â. Oletuksen det(I≠ (z)) ”= 0 nojalla yhtälöl-
lä (I ≠ (z))c = x on ratkaisu millä tahansa x œ Cn. Valitaan x = (ÈÂ,Âi(z)Í)ni=1.
Olkoon c yhtälön (I ≠ (z))c = x ratkaisu. Osoitetaan, että Ï = Â+qni=1 ciÏi on
yhtälön (I ≠G(z))Ï = Â ratkaisu. Koska ci ≠qk ÈÏk,Âi(z)Í ck = ÈÂ,Âi(z)Í, niin
(I ≠G(z))Ï = Â +
nÿ
i=1
ciÏi ≠G(z)Â ≠
nÿ
i=1
ciG(z)Ïi
= Â +
nÿ
i=1
ciÏi ≠
nÿ
k=1
ÈÂ,Âk(z)ÍÏk ≠
nÿ
i=1
nÿ
k=1
ci ÈÏi,Âk(z)ÍÏk = Â,
Siten I ≠G(z) on surjektio. Sama pätee myös operaattorille I ≠ A(z).
Laajennetaan vielä tulos koskemaan koko joukkoa U . On näytettävä, että jos
joukolla M = {z œ U | I ≠ A(z) ei kääntyvä} on kasaantumispiste z0 œ U , niin
M = U . Merkitään N = {w œ U |w on joukon M kasaantumispiste}. Oletetaan
että tällainen kasaantumispiste z0 on olemassa, jolloin z0 œ N . Tällöin edellä
näytetyn nojalla on olemassa sellainen r0 > 0, että B(z0, r0) µ M , mistä seuraa,
että B(z0, r0) µ N ja edelleen että N on avoin. Lisäksi nähdään, että N µ M .
Toisaalta tiedetään, että kasaantumispisteiden joukko N on aina suljettu joukko
avaruudessa U . Koska U on yhtenäinen ja N epätyhjä avoin ja suljettu joukko, on
oltava N = U . Koska N µM , on näytetty, että M = U . ⇤
Analyyttisellä Fredholmin alternatiivilla on kaksi välitöntä seurausta. Ensim-
mäinen näistä tunnetaan Fredholmin alternatiivina, ja on oikeastaan edellä to-
distetun analyyttisen version erikoistapaus. Usein kuitenkin sovelluksissa tarvi-
taan vain tätä yksinkertaisempaa versiota. Toisena seurauksena saamme osoitettua
Riesz-Schauderin lauseen, jonka mukaan kompaktin operaattorin spektri koostuu
nollasta ja nollasta eroavat spektrin alkiot ovat ominaisarvoja, joilla kasaantumis-
pisteenään korkeintaan origo.
Seuraus 1.30 (Fredholm-alternatiivi). Jos A œ K (H), niin joko I ≠ A on
kääntyvä tai on olemassa nollasta eroava Â œ H, jolla AÂ = Â. Jos siis I ≠A on
injektio, niin se on myös kääntyvä.
Todistus. Asetetaan f(z) = zA, jolloin f on analyyttinen koko tasossa C.
Koska I = I≠f(0) on kääntyvä, analyyttisen Fredholmin alternatiivin nojalla joko
I ≠ f(1) = I ≠ A ei ole kääntyvä tai sitten AÂ = Â jollakin nollasta eroavalla Â.
Erityisesti siis jos I≠A on injektio, niin kuvauksen I≠A on oltava kääntyvä. ⇤
Lause 1.31 (Riesz-Schauder). Kompaktin operaattorin A œ K (H) spektri
‡(A) koostuu nollasta ja operaattorin A ominaisarvoista. Nollasta eroavat omi-
naisarvot kasaantuvat korkeintaan origoon ja näihin liittyvät ominaisavaruudet
ovat äärellisulotteisia.
Todistus. Olkoon f(z) = zA, jolloin f on analyyttinen tasossa C. Koska
I = I≠f(0) on kääntyvä, on analyyttisen Fredholm-alternatiivin nojalla yhtälöllä
(I≠zA)Â = 0 nollasta eroava ratkaisu korkeintaan luvuilla z œ S, missä joukolla S
ei ole kasaantumispiteitä. Lisäksi (I≠ zA) on kääntyvä tämän joukon ulkopulella.
Jos z œ S, niin 1/z on operaattorin A ominaisarvo. Toisaalta jokaisen operaattorin
A nollasta eroavan ominaisarvon käänteisluvun on oltava joukossa S, sillä
(z ≠ A)≠1 = 1
z
3
I ≠ 1
z
A
4≠1
.
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Koska joukolla S ei ole kasaantumispisteitä, voi operaattorin A nollasta eroa-
vien ominaisvarvojen joukko {⁄ |⁄≠1 œ S} kasaantua korkeintaan origoon. Lisäksi
0 œ ‡(A), sillä jos 0 /œ ‡(A), olisi A kääntyvä. Siten I = AA≠1 olisi kompakti,
mikä ei pidä paikkaansa, sillä avaruuden H kantajonolla ei ole yhtään suppenevaa
osajonoa.
Nollasta eroaviin ominaisarvoihin liittyvät ominaisavaruudet ovat äärellisulot-
teisia, sillä muutoin löytyisi ortonormaali jono ominaisarvoon ⁄ ”= 0 liittyviä omi-
naisvektoreita (Âi)iœN joilla pätisi
ÎAÂi ≠ AÂkÎ = |⁄|ÎÂi ≠ ÂkÎ = |⁄|
Ô
2,
joten jonolla (AÂi) ei olisi yhtään suppenevaa osajonoa. Tämä olisi ristiriidassa
operaattorin A kompaktiuden kanssa. ⇤
Määritelmä 1.32. Olkoon V vektoriavaruus, jonka kerroinkuntana on C ja
olkoon A : V æ V lineaarinen. Lineaarikuvauksen A ominaisarvoon ⁄ liittyvä
yleistetty ominaisavaruus on avaruus
N⁄ = {v œ V | (⁄≠ A)iv = 0 jollakin i œ N}.
Koska N⁄ voidaan esittää kuvausten (⁄ ≠ A)i ydinten yhdisteenä ja Ker(⁄ ≠
A)i µ Ker(⁄ ≠ A)i+1 kaikilla i œ N, on N⁄ vektoriavaruus. Lisäksi N⁄ on selvästi
invariantti kuvauksille (⁄ ≠ A)i kullakin i œ N ja lisäksi kuvaukselle A. Näistä
jälkimmäinen seuraa siitä, että binomikaavan nojalla
(12) (⁄≠ A)i =
iÿ
k=0
A
i
k
B
(≠1)k⁄i≠kAk,
mistä seuraa, että A(⁄ ≠ A)i = (⁄ ≠ A)iA. Kutsumme avaruuden N⁄ dimensiota
ominaisarvon ⁄ (algebralliseksi) kertaluvuksi.
Lause 1.33. Olkoon ⁄ ”= 0 kompaktin operaattorin T ominaisarvo ja Ni =
Ker(⁄ ≠ T )i. Tällöin avaruudet Ni ovat äärellisulotteisia ja on olemassa indeksi
k œ N, jolla Ni = Ni+1 kaikilla i Ø k. Erityisesti siis ominaisarvoon ⁄ liittyvä
yleistetty ominaisavaruus on äärellisulotteinen.
Todistus. Riittää näyttää väite, kun ⁄ = 1, sillä muutoin voidaan tarkastella
operaattoria A = ⁄T . On siis näytettävä, että operaattorin (I ≠ T )i ydin on
äärellisulotteinen jokaisella i œ N. Binomikaavan nojalla
(I ≠ T )i = I +
iÿ
j=1
(≠1)j
A
i
j
B
T j = I ≠K0,
missä K0 on kompakti, joten Riesz-Schauderin lauseen nojalla Ker(I ≠ K0) =
Ker(I ≠ T )i = Ni on äärellisulotteinen.
Oletetaan vastoin väitettä, että inkluusio Ni µ Ni+1 olisi aito äärettömän
monella i œ N. Olkoon (in)nœN sellainen luonnollisten lukujen jono, jolla Nin≠1
on aito avaruuden Nin aliavaruus. Valitaan avaruudelle Ni1 ortonormaali kanta
(Âi)ki=1. Tällöin kyseinen kanta voidaan laajentaa avaruuden Ni2 ortonormaaliksi
kannaksi. Näin jatkamalla saadaan ortonormaali jono yleistettyjen ominaisvek-
toreiden avaruuteen. Vastaoletuksen nojalla on olemassa osajono (Ïn)nœN, jolla
Ïn œ Nin \ Nin≠1. Koska Ïn œ N‹in≠1, niin dist(Ïn, Nin≠1) = 1. Olkoon m < j,
jolloin Ïm, (I ≠ T )Ïm, (I ≠ T )Ïj œ Nij≠1, mutta Ïj /œ Nij≠1. Siten
ÎTÏj ≠ TÏmÎ = ÎÏj ≠ (I ≠ T )Ïj ≠ Ïm + (I ≠ T )ÏmÎ Ø dist(Ïj, Nij≠1) = 1,
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joten jonolla (TÏi) ei voi olla yhtään suppenevaa osajonoa, mikä on ristiriita ope-
raattorin T kompaktiuden kanssa. Siis on olemassa k œ N, jolla Ni = Ni+1 kaikilla
i Ø k. ⇤
Edellä on näytetty, että jos (⁄i) on rajoitettu ja (Ïi) sekä (Âi) ovat ortonor-
maaleja jonoja, niin T = qi ⁄Ïi ¢ Âi on rajoitettu operaattori. Toisaalta jos jono
(⁄i) ei suppene origoon, on olemassa Á > 0 ja osajono (⁄ij)jœN, jolla
---⁄ij --- > Á
kaikilla j œ N. Koska
...TÂij... = ---⁄ij --- kaikilla i œ N ja jonolla (Âij) on rajoittu-
neisuutensa ja ortonormaaliutensa vuoksi heikosti nollaan suppeneva osajono, ei
operaattori T voi olla kompakti, sillä kompakti operaattori kuvaa hiekosti suppe-
nevan jonon normissa suppenevaksi jonoksi. Näin ollen välttämätön ehto sille, että
T on kompakti on, että ⁄i æ 0. Osoitetaan seuraavaksi, että tämä ehto riittää
muotoa T oleville operaattoreille.
Lause 1.34. Jos T = qi ⁄iÏi ¢ Âi, missä ⁄i æ 0 kun i æ Œ, niin T on
kompakti.
Todistus. Kaikilla n œ N pätee lausetta 1.4 käyttäen, että.....
Œÿ
i=1
⁄iÏi ¢ Âi ≠
nÿ
i=1
⁄iÏi ¢ Âi
..... =
.....
Œÿ
i=n+1
⁄iÏi ¢ Âi
..... = supi>n |⁄i|æ 0,
kun næŒ. Siten T on äärellisulotteisten operaattoreiden rajana kompakti. ⇤
Mielenkiintoisempaa on, että jokainen kompakti operaattori T voidaan esittää
muodossa T = qi ⁄iÏi ¢ Âi, missä jono (⁄i) on operaattorin |T | ominaisarvojen
jono. Edetään kahdessa vaiheessa. Ensin näytetään, että kompaktille itseadjungoi-
dulle operaattorille voidaan löytää spektraaliesitys. Spektraaliesityksen olemassao-
lo takaa, että operaattorilla T on polaarihajotelma. Tätä polaarihajotelmaa käyt-
täen saadaan operaattorin |T | spektraaliesityksestä muodostettua haluttu esitys
operaattorille T .
Lemma 1.35. Olkoon T itseadjungoitu. Tällöin sen ominaisarvot ovat reaalisia
ja eri ominaisarvoihin liittyvät ominaisvektorit ovat ortogonaalisia.
Todistus. Olkoon ⁄ operaattorin T ominaisarvo ja x kyseiseen ominaisarvoon
liittyvä ominaisvektori, jolla ÎxÎ = 1. Tällöin
⁄ = È⁄x, xÍ = ÈTx, xÍ = Èx, TxÍ = Èx,⁄xÍ = ⁄,
joten ⁄ œ R.
Olkoot x ja y eri ominaisarvoihin ⁄ ja µ liittyvät ominaisvektorit. Koska T on
itseadjungoitu ja ominaisarvot ovat reaalisia, saadaan
(⁄≠ µ) Èx, yÍ = ⁄ Èx, yÍ ≠ µ Èx, yÍ = ÈTx, yÍ ≠ Èx, TyÍ = ÈTx, yÍ ≠ ÈTx, yÍ = 0,
joten on oltava Èx, yÍ = 0. ⇤
Funktio f : H æ C on heikosti jatkuva, jos siitä, että xn w≠æ x seuraa, että
f(xn) æ f(x). Aikaisemmin lauseessa 1.12 on osoitettu, että jokaisella suljetun
yksikkökuulan BH jonolla on heikosti suppeneva osajono. Sen vuoksi ei ole yllättä-
vää, että jos f : BH æ R on heikosti jatkuva, saavuttaa se maksimin. Osoitetaan
tämä.
Lemma 1.36. Olkoon f : BH æ R heikosti jatkuva. Tällöin on olemassa x œ
BH , jolla f(x) = supzœBH f(z).
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Todistus. Olkoon (xn) kuulan BH jono. Mikäli xn w≠æ x, niin on oltava ÎxÎ Æ
1, sillä |Èxn, xÍ|æ ÎxÎ2 ja |Èxn, xÍ| Æ ÎxnÎÎxÎ Æ ÎxÎ. Siten heikko raja on joukossa
BH . Kuvajoukon fBH on oltava rajoitettu, sillä muutoin olisi olemassa jono (xn),
jolla f(xn) Ø n kaikilla n œ N. Koska jonolla (xn) on heikosti suppeneva osajono
ja f on heikosti jatkuva, on tämä ristiriita. Siis fBH on rajoitettu.
Olkoon (xi) jono, jolla f(xi) æ supzœBH f(z) monotonisesti. Merkitään myös
tämän heikosti suppenevaa osajonoa (xi), jolloin siis xi w≠æ x heikosti. Koska f on
heikosti jatkuva, niin f(xi) æ f(x). Nyt väite on osoitettu, sillä edellä osoitetun
nojalla x œ BH ja raja-arvo on yksikäsitteinen. ⇤
Ennen itseadjungoidun kompaktin operaattorin spektraaliesitystä tarvitsemme
vielä muutamia aputuloksia.
Lemma 1.37. Itseadjungoitu operaattori A œ L (H) on nollaoperaattori tasan
silloin kun ÈAx, xÍ = 0 kaikilla x œ H.
Todistus. Oletetaan että ÈAx, xÍ = 0 kaikilla x œ H. Mikäli x, y œ H, niin
operaattorin A itseadjungoituvuuden nojalla
0 = ÈA(x+ y), x+ yÍ = ÈAx, xÍ+ ÈAx, yÍ+ ÈAy, xÍ+ ÈAy, yÍ = 2ReÈAx, yÍ,
joten ReÈAx, yÍ = 0 kaikilla x, y œ H. Mikäli ÈAx, yÍ ”= 0 joillakin nollasta eroa-
villa x, y œ H, niin ÈAx, yÍ = im jollakin reaalisella m œ R. Tällöin ÈA(x/i), yÍ =
m = 0, mikä on ristiriita. Siten ÈAx, yÍ = 0 kaikilla x, y œ H, mistä seuraa, että
Ax = 0 kaikilla x œ H. Toiseen suuntaan väite on selvä. ⇤
Lause 1.38. Olkoon T kompakti itseadjungoitu operaattori. Oletetaan, että T
ei ole nollaoperaattori. Tällöin operaattorilla T on nollasta eroava ominaisarvo.
Todistus. Määritellään kuvaus f : BH æ R, f(x) = ÈTx, xÍ. Kuvaus f on
heikosti jatkuva, sillä jos xn w≠æ x, niin Txn æ Tx ja ÎxnÎ Æ M < Œ, joten
käyttäen hyödyksi operaattorin T itseadjungoituvuutta saadaan
|f(x)≠ f(xn)| = |ÈTx, xÍ ≠ ÈTxn, xnÍ|
= |ÈTxn, xÍ ≠ ÈTxn, xÍ+ ÈTx, xÍ ≠ ÈTxn, xnÍ|
Æ |ÈTx≠ Txn, xÍ|+ |ÈTxn, x≠ xnÍ|
Æ ÎTxn ≠ TxÎÎxÎ+MÎTx≠ TxnÎ æ 0,
kun næŒ. Näin ollen lemman 1.36 nojalla on olemassa maksimi ja maksimoiva
alkio z œ BH . Merkitään m = ÈTz, zÍ, jolloin lemman 1.37 nojalla m ”= 0. Lisäksi
huomataan että on oltava ÎzÎ = 1, sillä jos ÎzÎ < 1, olisi
|ÈA(z/ÎzÎ), z/ÎzÎÍ| > |ÈAz, zÍ|,
mikä olisi ristiriidassa maksimaalisuuden kanssa.
Määritellään jokaisella x œ H, x ”= 0,
RT (x) =
ÈTx, xÍ
ÎxÎ2 ,
jolloin z maksimoi lausekkeen |RT (x)|. Olkoon w œ H, w ”= 0, mielivaltainen.
Tarkastellaan funktiota t ‘æ RT (z + tw), missä t on reaalinen. Tällöin kyseisellä
funktiolla on pisteessä t = 0 ääriarvo. Lisäksi
RT (z + tw) =
ÈT (z + tw), z + twÍ
Îz + twÎ2 =
t2ÈTw,wÍ+ 2tReÈTz, wÍ+ ÈTz, zÍ
t2ÎwÎ2 + 2tReÈz, wÍ+ ÎzÎ2 ,
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mistä nähdään että t ‘æ RT (z + tw) on derivoituva jossakin pisteen t = 0 ympä-
ristössä. Lasketaan derivaatta nollassa. Derivoimalla saadaan
d
dtRT (z + tw) =
(2tÈTw,wÍ+ 2ReÈTz, wÍ)Îz + twÎ2
Îz + twÎ4
≠ (2tÎwÎ
2 + 2ReÈz, wÍ)ÈT (z + tw), z + twÍ
Îz + twÎ4 ,
joten derivaatta nollassa on
2ReÈTz, wÍ
ÎzÎ2 ≠ÈTz, zÍ
2ReÈz, wÍ
ÎzÎ4 = ÈTz, wÍ+ÈTw, zÍ≠ÈTz, zÍ(Èz, wÍ+Èw, zÍ) = 0,
sillä piste t = 0 on ääriarvopiste ja ÎzÎ = 1. Huomataan, että
ÈTz, wÍ+ ÈTw, zÍ ≠ ÈTz, zÍ(Èz, wÍ+ Èw, zÍ) = 2ReÈTz ≠mz,wÍ = 0,
joten koska w ”= 0 oli mielivaltainen, niin jos Tz≠mz ”= 0 saataisi ristiriita valitse-
malla w = Tz≠mz. Tällöin nimittäin ÎTz ≠mzÎ2 = ReÈTz ≠mz, Tz ≠mzÍ = 0.
Siten on oltava Tz≠mz = 0, eli m on operaattorin T ominaisarvo ja z tähän liit-
tyvä ominaisvektori. ⇤
Lause 1.39. Jos T on itseadjungoitu ja kompakti, on olemassa avaruuden H
kanta (Âi), jolle TÂi = ⁄iÂi kaikilla i œ N. Erityisesti operaattorilla T on spekt-
raaliesitys
(13) T =
Œÿ
i=1
⁄iÂi ¢ Âi,
missä ⁄i æ 0 kun iæŒ.
Todistus. Valitaan jokaiselle ominaisarvoavaruudelle sekä operaattorin yti-
melle ortonormaali kanta. Tällöin kantavektoreiden kokoelma (Âi)‹i=1, ‹ Æ Œ,
on ortonormaali lemman 1.35 nojalla. Olkoon M = span(Âi). Väite seuraa, kun
näytetään, että M = H. Tätä varten huomataan, että jos x œM , niin
Tx =
Œÿ
i=1
Èx,ÂiÍTÂi =
Œÿ
i=1
⁄iÈx,ÂiÍÂi,
joten Tx œ M . Siten M on invariantti aliavaruus operaattorille T . Samoin jos
x œ M‹ ja y œ M , niin Ty œ M , joten operaattorin T itseadjungoituvuuden
nojalla ÈTx, yÍ = Èx, TyÍ = 0. Siis myös M‹ on invariantti operaattorille T .
Olkoon B : M‹ æ M‹ operaattorin T rajoittuma avaruuteen M‹, jolloin B
on edelleen itseadjungoitu ja kompakti. Erityisesti siis Riesz-Schauderin lauseen
nojalla sen spektrin nollasta eroavat alkiot ovat ominaisarvoja. Mikäli B ei ole
nollaoperaattori, on sillä lauseen 1.38 nojalla nollasta eroava ominaisarvo ja eri-
tyisesti ominaisvektori x. Tällöin x on myös operaattorin T ominaisvektori, joten
x œ M , mikä on ristiriita sen kanssa, että x ”= 0. Siis operaattori B on nollao-
peraattori. Siten BÂ = TÂ = 0 kaikilla Â œ M‹, mutta koska KerT µ M , niin
Â œM ﬂM‹ = {0}. Näin ollen M‹ = {0}.
Erityisesti tällöin x = qi Èx,ÂiÍÂi, joten
Tx =
Œÿ
i=1
Èx,ÂiÍTÂi =
Œÿ
i=1
⁄i Èx,ÂiÍÂi.
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Siis T = qi ⁄iÂi ¢ Âi. Se, että ⁄i æ 0 seuraa siitä, että jokaiseen nollasta eroa-
vaan ominaisarvoon liittyvät ominaisavaruudet ovat äärellisulotteisia ja siitä, että
ominaisarvot kasautuvat korkeintaan origoon. ⇤
Esityksessä (13) jotkin ⁄i saattoivat olla nollia. Selvästi itseadjungoidun kom-
paktin operaattorin T voi edellisen lauseen nojalla esittää tarkemmin muodossa
T =
‹ÿ
i=1
⁄iÂi ¢ Âi,
missä siis ‹ Æ Œ ja (⁄i)‹i=1 ovat tasan operaattorin T nollasta eroavat ominaisarvot
monikerrat mukaan lukien ja (Âi) näihin liittyvät ominaisvektorit.
Jos T on kompakti, on operaattori T úT kompakti positiivinen operaattori, jo-
ten T úT = qi ⁄iÂi¢Âi. Erityisesti aiempien tulosten nojalla operaattori T voidaan
esittää polaarihajotelman avulla muodossa T = U |T |, missä |T | = (T úT )1/2 ja U
on isometria operaattorin |T | kuvassa. Tätä hajotelmaa hyväksi käyttäen saamme
muodostettua yleiselle kompaktille operaattorille Hilbert-Schmidt-esityksen.
Lause 1.40 (Hilbert-Schmidt-esitys). Jokainen kompakti operaattori T œ K (H)
voidaan esittää muodossa
T =
‹ÿ
i=1
µiÏi ¢ Âi,
missä ‹ Æ Œ, µi æ 0 kun i æ Œ jos ‹ = Œ ja luvut µi ovat operaattorin
|T | nollasta eroavat ominaisarvot järjestettynä laskevaan järjestykseen ja kukin
ominaisarvo esiintyy kertalukunsa verran.
Todistus. Koska |T | on kompakti ja itseadjungoitu, niin sillä on spektraalie-
sitys
|T | =
‹ÿ
i=1
µiÂi ¢ Âi,
missä ‹ Æ Œ ja µi ovat tasan nollasta eroavat operaattorin |T | ominaisarvot.
Erityisesti jos ‹ = Œ, niin µi æ 0. Tällöin Âi œ Im|T |, ja koska U on isometria
operaattorin |T | kuvassa ja siten säilyttää sisätulon, pätee
ÈUÂi, UÂjÍ = ÈÂi,ÂjÍ = ”ij,
missä ”ij = 1 jos i = j ja 0 muulloin. Siten jono (UÂi)‹i=1 on ortonormaali. Merki-
tään Ïi = UÂi kullakin i = 1, . . . , ‹, jolloin
T = U |T | = U
‹ÿ
i=1
µiÂi ¢ Âi =
‹ÿ
i=1
µi(UÂi)¢ Âi =
‹ÿ
i=1
µiÏi ¢ Âi. ⇤
Olemme näyttäneet, että kompaktin operaattorin T kunkin nollasta eroavan
ominaisarvon kertaluku on äärellinen ja lisäksi ominaisarvot kasaantuvat korkein-
taan origoon. Näin ollen voimme antaa seuraavan määritelmän.
Määritelmä 1.41. Kompaktin operaattorin T ominaisarvojen jono ⁄ koostuu
operaattorin T ominaisarvoista siten, että ominaisarvot esiintyvät jonossa kerta-
lukunsa verran ja lisäksi ovat jonossa modulinsa suhteen laskevassa järjestyksessä.
Mikäli nollasta eroavia ominaisarvoja on vain äärellinen määrä, ovat loput jonon
termit nollia. Merkitsemme jonoa ja sen alkioita ⁄ = (⁄i(T ))iœN.
On syytä huomata, että operaattoriin liittyvän ominaisarvojen jonon ei tarvitse
olla yksikäsitteinen, sillä emme ole määritelleet, missä järjestyksessä ominaisarvot,
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joilla on sama moduli, esiintyvät. Tämä ei kuitenkaan tuota ongelmaa, varsinkin
kun positiivisille operaattoreille ominaisarvojen jono on yksikäsitteinen.
Olemme määritelleet ominaisarvon kertaluvun kyseisen ominaisarvon yleiste-
tyn ominaisavaruuden dimensioksi. Vastaavasti ominaisarvon geometrisella kerta-
luvulla tarkoitamme ominaisavaruuden Ker(⁄≠ T ) dimensiota. Koska kertaluvun
käsite on perustavanlaatuinen ominaisarvojen jonon määritelmän kannalta, osoi-
tamme seuraavassa lemmassa, että itseadjungoidulla operaattorilla ominaisarvon
geometrinen ja algebrallinen kertaluku ovat samoja jokaisella ominaisarvolla.
Lemma 1.42. Olkoon T itseadjungoitu kompakti operaattori. Tällöin sen nol-
lasta eroavien ominaisarvojen geometrinen ja algebrallinen kertaluku ovat yhtä
suuria.
Todistus. Olkoon ⁄ operaattorin T nollasta eroava ominaisarvo, jolloin it-
seadjungoituvuuden nojalla ⁄ on reaalinen. Riittää näyttää, että Ker(T ≠ ⁄) =
Ker(T ≠ ⁄)i kaikilla i œ N. Tätä varten taas riittää näyttää, että Ker(T ≠ ⁄)2 µ
Ker(T ≠ ⁄). Olkoon siis x œ Ker(T ≠ ⁄)2. Koska myös operaattori T ≠ ⁄ on it-
seadjungoitu, niin
ÎTx≠ ⁄xÎ2 = È(T ≠ ⁄)x, (T ≠ ⁄)xÍ =
e
(T ≠ ⁄)2x, x
f
= 0,
joten (T ≠ ⁄)x = 0. Siis Ker(T ≠ ⁄)2 µ Ker(T ≠ ⁄). ⇤
Seuraavia lukuja varten määrittelemme operaattorin singulaariarvot ja näiden
jonon.
Määritelmä 1.43. Kompaktin operaattorin T singulaariarvot ovat operaat-
torin |T | = (T úT )1/2 ominaisarvot. Operaattorin T singulaariarvojen jono on ope-
raattorin |T | ominaisarvojen jono, jossa siis jokainen ominaisarvo esiintyy kerta-
lukunsa verran ja jono on järjestetty laskevaan järjestykseen. Singulaariarvojen
jonoa merkitään (µi(T ))iœN := (⁄i(|T |))iœN.
On täysin mahdollista, että kompaktin operaattorin ominaisarvojen jono on
nollajono. Toisin sanoen on olemassa nollasta eroavia kompakteja operaattoreita,
joilla ei ole ollenkaan nollasta eroavaa ominaisarvoa, kuten seuraavasta esimerkistä
käy ilmi. Lauseen 1.38 nojalla tällainen kompakti operaattori ei voi olla itseadjun-
goitu.
Esimerkki 1.44. Määrittelemme Volterra-operaattorin V : L2(0, 1)æ L2(0, 1)
asettamalla
V f(x) =
⁄ x
0
f(t) dt.
On syytä huomata, että määrittelemällä K(x, y) = ‰[0,x](y), on K œ L2([0, 1]2) ja
operaattori V voidaan kirjoittaa funktion K avulla muodossa
(14) V f(x) =
⁄ 1
0
K(x, y)f(y) dy.
Osoitamme luvussa 4, että muotoa (14) oleva operaattori on kompakti. Osoitamme
tässä, että Volterra-operaattorilla ei ole ollenkaan nollasta eroavia ominaisarvoja.
Tehdään vastaoletus ja oletetaan, että ⁄ œ C olisi nollasta eroava ominaisarvo.
Olkoon Â œ L2(0, 1) kyseiseen ominaisarvoon liittyvä ominaisvektori. Tällöin
V Â(x) = ⁄Â(x) =
⁄ x
0
Â(t) dt,
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joten
(15) Â(x) = 1
⁄
⁄ x
0
Â(t) dt,
ja näin ollen huomaamme, että Â on jatkuva funktio. Edelleen tästä seuraa saman
yhtälön (15) nojalla, että Â on derivoituva. Derivoimalla yhtälö (15) puolittain
huomataan, että Â toteuttaa di erentiaaliyhtälön
ÂÕ = 1
⁄
Â,
jonka ratkaisut ovat tunnetusti C exp(⁄≠1x). Nyt on oltava
C exp(⁄≠1x) = C
⁄
⁄ x
0
exp(⁄≠1t) dt = C exp(⁄≠1x)≠ C,
joten C = 0. Siis ominaisvektori olisi nollavektori, mikä ei käy päinsä. Näin ollen
operaattorilla V ei voi olla nollasta eroavia ominaisarvoja.
Huomioita 1. Kappaleen 1.1 tulokset ovat suurelta osin kirjasta [Sch60], kun taas analyyt-
tisen Fredholm-alternatiivin ja tämän seurausten sekä kompaktin operaattorin Hilbert-Schmidt-
esityksen todistukset ja esitys ovat pääosin Reedin ja Simonin kirjasta [RS80]. Myös Laxin kirjaa
[Lax02] on käytetty hyväksi, erityisesti lauseen 1.38 todistamiseksi. Analyyttisiä vektoriarvoisia
kuvauksia on käsitelty esimerkiksi teoksissa [Rin71], [RS80], [Lax02] sekä [Rud91]. Tässä on
enimmäkseen seurattu kahta ensin mainittua.
Positiivisen neliöjuuren olemassaolo on voimassa yleisesti jokaiselle positiiviselle operaatto-
rille. Lisäksi positiivinen neliöjuuri on aina yksikäsitteinen. Neliöjuuren olemassaolo ja yksikä-
sitteisyys on todistettu suhteellisen alkeellisin välinein Avner Friedmanin kirjassa [Fri70]. Posi-
tiivisen neliöjuuren olemassaolo takaa myös sen että jokaisella rajoitetulla Hilbertin avaruuden
operaattorilla on polaarihajotelma.
Esittämämme todistus analyyttiselle Fredholm-alternatiiville toimii pienin muutoksin niissä
Banach-avaruuksissa X, joissa kompakteja operaattoreita voidaan approksimoida äärellisulot-
teisilla operaattoreilla. Lisäksi voidaan näyttää, että (I ≠ A(z))≠1 on meromorfinen alueessa
U , kunhan kyseinen käänteisoperaattori on olemassa edes yhdessä alueen U pisteessä ja me-
romorfisuus määritellään sopivasti. Analyyttinen Fredholm-alternatiivi on itse asiassa voimas-
sa analyyttisille kuvauksille A : U æ L (X), A(z) œ K (X), missä X saa olla mielivaltainen
Banach-avaruus, mutta tällöin todistus on erilainen. Näiden tulosten tarkempi analyysi löytyy
esimerkiksi Steinbergin artikkelista [Ste68].
LUKU 2
Singulaariarvot, ominaisarvot ja Schatten luokat
Edellisessä luvussa johdimme kompaktille itseadjungoidulle operaattorille spekt-
raaliesityksen, karakterisoimme kompaktin operaattorin spektrin sekä esitimme
yleisen kompaktin operaattorin Hilbert-Schmidt-muodossa. Tässä luvussa on tar-
koitus tutkia tarkemmin kompaktien operaattoreiden ominaisarvojen ominaisuuk-
sia. Itse asiassa olemme enemmänkin kiinnostuneita operaattorin itseisarvon omi-
naisarvoista, jotka määrittelimme kyseisen operaattorin singulaariarvoiksi. Singu-
laariarvojen jonon avulla on mukava määritellä avaruuden L (H) eräitä tärkeitä
ideaaleja, kuten esimerkiksi trace-luokka ja yleisemmin luvun lopussa esiteltävät
Schatten luokat.
2.1. Singulaariarvot
Tavoitteenamme on johtaa perustuloksia kompaktin operaattorin singulaariar-
voille sekä näiden muodostamalle jonolle. Kuten mainittu, on operaattorin singu-
laariarvojen jono yksikäsitteinen. Operaattorin singulaariarvojen jono on tämän
tutkielman eräitä perustavia käsitteitä operaattorin ominaisarvojen jonon ohella.
Aloitamme singulaariarvojen tutkimisen seuraavalla lauseella.
Lause 2.1. Kompakteilla operaattoreilla T ja T ú on samat singulaariarvot.
Todistus. Koska |T ú| = (TT ú)1/2, riittää näyttää, että operaattoreilla (T úT )1/2
ja (TT ú)1/2 on samat ominaisarvot ja kunkin ominaisarvon kertaluku on myös sa-
ma. Operaattori T on kompakti, joten sillä on Hilbert-Schmidt-esitys
T =
‹ÿ
i=1
µi(T )Ïi ¢ Âi,
missä µi(T ) = ⁄i(|T |) ja vektorit Âi ovat operaattorin |T | ominaisvektoreita. Lem-
man 1.6 mukaan
(TT ú)1/2 =
‹ÿ
i=1
µi(T )Ïi ¢ Ïi,
joten operaattorilla (TT ú)1/2 on samat ominaisarvot kuin operaattorilla |T |. Li-
säksi esityksestä on selvää, että kunkin ominaisarvon kertaluku on operaattoreilla
sama. ⇤
Lemma 2.2. Olkoon A kompakti, (µi(A)) operaattorin A singulaariarvojen jo-
no sekä Â1,Â2, . . . ortonormaali perhe operaattorin |A| ominaisvektoreita, jot-
ka liittyvät singulaariarvoihin, eli |A|Âi = µi(A)Âi kaikilla i œ N. Merkitään
E1 = {0} ja En = {Â1, . . . ,Ân≠1} kun n > 1. Tällöin
µn(A) = max0 ”=x‹En
È|A|x, xÍ
ÎxÎ2 .
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Todistus. Operaattorilla |A| on spektraaliesitys |A| = qi µi(A)Âi ¢ Âi. Ol-
koon x œ E‹n . Tällöin
È|A|x, xÍ =
K Œÿ
i=1
µi(A)Èx,ÂiÍÂi, x
L
=
Œÿ
i=n
µi(A)|Èx,ÂiÍ|2 Æ µn(A)ÎxÎ2,
joten
sup
0 ”=x‹En
È|A|x, xÍ
ÎxÎ2 Æ µn(A).
Toisaalta Ân œ E‹n ja È|A|Ân,ÂnÍ = µn(A), eli väite on osoitettu. ⇤
Lause 2.3. Olkoon A kompakti. Tällöin
µn(A) = min
Sn≠1
max
x‹Sn≠1
È|A|x, xÍ
ÎxÎ2 ,
missä Sn≠1 µ H on aliavaruus ja dimSn≠1 = n≠1 ja minimi otetaan siis kaikkien
n≠ 1-dimensioisten aliavaruuksien yli.
Todistus. Operaattori |A| on kompakti itseadjungoitu operaattori. Lauseen
1.38 todistuksessa on näytetty, että x ‘æ È|A|x, xÍ on heikosti jatkuva. Tästä
seuraa, että jokaisella avaruudella Sn≠1 voidaan esityksessä
sup
x‹Sn≠1
È|A|x, xÍ
ÎxÎ2 = supx‹Sn≠1,ÎxÎÆ1
È|A|x, xÍ
supremum korvata maksimilla.
Olkoon z œ span(Â1, . . . ,Ân), ÎzÎ = 1, jolloin z = qni ziÂi. Tällöin
(16) È|A|z, zÍ =
nÿ
i=1
µi(A)|zi|2 Ø µn(A)
nÿ
i=1
|zi|2 = µn(A).
Toisaalta jos Sn≠1 on mielivaltainen aliavaruus, jonka dimensio on n ≠ 1, niin
on olemassa vektori y œ span(Â1, . . . ,Ân), joka on kohtisuorassa avaruutta Sn≠1
vastaan ja ÎyÎ = 1. Arvio (16) on voimassa vektorille y, joten
max
x‹Sn≠1,ÎxÎ=1
È|A|x, xÍ Ø È|A|y, yÍ Ø µn(A).
Jos valitaan Sn≠1 = span(Â1, . . . ,Ân≠1), niin lemman 2.2 mukaan edellisessä yh-
tälössä pätee yhtäsuuruus. Näin ollen väite on todistettu. ⇤
Kompaktin operaattorin T singulaariarvoille on voimassa µ2i (T ) = µi(T úT ).
Toisaalta aina pätee ÎTxÎ2 = ÈT úTx, xÍ. Siten edellisen lauseen 2.3 nojalla
µ2i (T ) = µi(T úT ) = minSn≠1 maxx‹Sn≠1,ÎxÎ=1ÈT
úTx, xÍ = min
Sn≠1
max
x‹Sn≠1,ÎxÎ=1
ÎTxÎ2,
mistä edelleen neliöjuuren aidon kasvavuuden nojalla
µi(T ) = min
Sn≠1
max
x‹Sn≠1,ÎxÎ=1
ÎTxÎ.
Kirjataan tämä tulos vielä lauseeksi.
Lause 2.4. Olkoon T kompakti. Tällöin sen singulaariarvoille on voimassa
µn(T ) = min
Sn≠1
max
x‹Sn≠1,ÎxÎ=1
ÎTxÎ.
Seuraus 2.5. Olkoon T œ K (H) kompakti ja S,A œ L (H) rajoitettuja ope-
raattoreita. Tällöin kaikilla i on voimassa
µi(STA) Æ ÎSÎÎAÎµi(T ).
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Todistus. Näytetään ensin, että µi(ST ) Æ ÎSÎµi(T ). Tämä seuraa lauseesta
2.4, sillä ÎSTxÎ Æ ÎSÎÎTxÎ ja siten
µi(ST ) = min
Sn≠1
max
x‹Sn≠1,ÎxÎ=1
ÎSTxÎ Æ ÎSÎµi(T ).
Toisaalta ÎAÎ = ÎAúÎ ja µi(TA) = µi(AúT ú), joten
µi(TA) = µi(AúT ú) Æ ÎAúÎµi(T ú) = ÎAÎµi(T ).
Väite seuraa nyt yhdistämällä nämä tulokset. ⇤
Lemma 2.6. Olkoon F œ F (H). Tällöin dim ImF = dim(KerF )‹.
Todistus. Operaattorilla F on Hilbert-Schmidt-esitys F = qni=1 µi(F )Âi¢Ïi,
missä jonot (Âi)ni=1 ja (Ïi)ni=1 ovat ortogonaaleja ja ImF = span(Âi). Nyt
Fx =
nÿ
i=1
µi(F )Èx,ÏiÍÂi = 0
jos ja vain jos Èx,ÏiÍ = 0 kaikilla i = 1, . . . , n, mikä puolestaan on voimassa tasan
silloin kun x œ (span(Ïi))‹. Siten KerF = (span(Ïi))‹, joten dim(KerF )‹ = n =
dim ImF . ⇤
Lause 2.7. Mikäli A on kompakti, on jokaisella n = 1, 2, . . . voimassa
µn(A) = min{ÎA≠KÎ |K œ F (H), dim ImK < n}.
Todistus. Olkoon n œ N annettu ja olkoon K äärellisulotteinen operaattori,
jolla dim ImK =: m < n. Lemman 2.6 nojalla äärellisulotteisilla operaattoreilla on
voimassa dim ImK = dim(KerK)‹. Siten minimax-lauseen ja singulaariarvojen
määritelmän nojalla
µn(A) Æ µm+1(A) Æ max0 ”=xœKerK
ÎAxÎ
ÎxÎ = max0 ”=xœKerK
Î(A≠K)xÎ
ÎxÎ Æ ÎA≠KÎ,
mistä seuraa, että µn(A) Æ ÎA≠KÎ.
Olkoon A = q‹i=1 µi(A)Ïi ¢ Âi operaattorin A Hilbert-Schmidt-esitys. Olkoon
n < ‹ + 1, jolloin operaattori Kn =
qn≠1
i=1 µi(A)Ïi ¢ Âi on äärellisulotteinen ope-
raattori, jonka kuvan dimensio on n≠ 1. Lisäksi
ÎA≠KnÎ = sup
iØn
µi(A) = µn(A),
joten minimi saavutetaan. Jos ‹ < Œ, niin luvuilla n > ‹, µn(A) = 0, ja tällöin
Kn on itse asiassa A ja väite pätee. ⇤
Lause 2.8. Olkoot A,B œ K (H) kompakteja operaattoreita. Tällöin jokaisella
n Ø 1 on voimassa
|µn(A)≠ µn(B)| Æ ÎA≠BÎ.
Todistus. Olkoon K äärellisulotteinen operaattori, jolla dim ImK < n. Täl-
löin edellisen lauseen 2.7 nojalla µn(A) Æ ÎA≠KÎ Æ ÎA≠BÎ+ ÎB ≠KÎ. Tästä
seuraa, että µn(A) ≠ ÎA≠BÎ Æ ÎB ≠KÎ, ja koska operaattori K oli mielival-
tainen, seuraa tästä jälleen lauseen 2.7 mukaan, että µn(A)≠ ÎA≠BÎ Æ µn(B).
Symmetrian nojalla myös µn(B)≠ ÎA≠BÎ Æ µn(A). Väite seuraa näistä epäyh-
tälöistä. ⇤
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2.2. Yleistetyt ominaisarvoavaruudet ja Jordanin normaalimuoto
Tarkastellaan lineaarikuvausta A : V æ V , äärellisulotteisen vektoriavaruuden
V välillä. Olkoon vektoriavaruuden V kerroinkuntana C. Tavoitteena on näyttää,
että aina voidaan valita avaruudelle V sellainen kanta, jonka suhteen operaat-
torin A matriisi on yläkolmiomatriisi. Itse asiassa löydämme jopa kannan, jonka
suhteen A on lähes diagonaalimatriisi, sillä osoitamme, että on olemassa kanta,
jonka suhteen operaattorin A matriisissa muut alkiot ovat nollia paitsi diagonaa-
lialkiot ja heti näiden yläpuoliset alkiot. Tällaisen kannan suhteen muodostettua
operaattorin A matriisia kutsutaan A:n Jordanin normaalimuodoksi.
Aloitetaan osoittamalla, että eri ominaisarvoihin liittyvät yleistetyt ominais-
vektorit ovat lineaarisesti riippumattomia.
Lemma 2.9. Jos µ ”= ⁄ ovat kompleksilukuja, niin
Ker(⁄≠ A)i1 ﬂKer(µ≠ A)i2 = {0}
kaikilla i1, i2 œ N.
Todistus. Olkoon ensin i1 = 1 ja i2 œ N. Oletetaan, että v œ Ker(⁄ ≠ A) ﬂ
Ker(µ ≠ A)i2 . Tällöin Av = ⁄v, joten Akv = ⁄kv jokaisella k œ N. Näin ollen
binomikaavan nojalla
(µ≠ A)i2v =
i2ÿ
k=0
(≠1)k
A
i2
k
B
µi2≠kAkv = (µ≠ ⁄)i2v = 0,
joten v = 0.
Olkoon sitten i1, i2 > 1 ja v œ Ker(⁄≠ A)i1 ﬂKer(µ≠ A)i2 . Tällöin
(⁄≠ A)i1≠1v œ Ker(⁄≠ A) ﬂKer(µ≠ A)i2 ,
sillä avaruudet Ker(⁄≠A)i1 ja Ker(µ≠A)i2 ovat invariantteja operaattorille A ja
binomikaavan nojalla (⁄ ≠ A)i1≠1 on lineaarikombinaatio vektoreista Akv. Siten
edellä osoitetun mukaan seuraa, että (⁄ ≠ A)i1≠1v = 0, eli v œ Ker(⁄ ≠ A)i1≠1.
Jatkamalla induktiivisesti saadaan, että v = 0, mikä osoittaa väitteen. ⇤
Lause 2.10. Olkoot ⁄1, . . . ,⁄n lineaarikuvauksen A erisuuria ominaisarvoja
ja vi œ N⁄i kullakin i = 1, . . . , n, missä vi ”= 0. Tällöin vektorit v1, . . . , vn ovat
lineaarisesti riippumattomia.
Todistus. Osoitetaan väite induktiolla eri ominaisarvoihin liittyvien yleistet-
tyjen ominaisvektoreiden lukumäärän k suhteen. Väite pätee selvästi kun k = 1.
Oletetaan, että väite on voimassa jollakin 1 Æ k < n ja olkoot v1, . . . , vk+1 eri omi-
naisarvoihin ⁄i liittyvät ominaisvektorit. Olkoot lisäksi i1, . . . , ik+1 kokonaisluvut,
joilla kullakin j = 1, . . . , k + 1 on voimassa
(⁄i ≠ A)ijvj = 0.
Oletetaan vielä, että kompleksiluvuilla aj on voimassa
qk+1
j=1 ajvj = 0. On osoitet-
tava, että aj = 0 kaikilla j. Koska
q
j ajvj = 0, niin
kÿ
j=1
aj(⁄k+1 ≠ A)ik+1vj = 0.
Lemman 2.9 mukaan (⁄k+1 ≠ A)ik+1vj ”= 0 jokaisella j = 1, . . . , k, sillä vj ”= 0.
Lisäksi binomikaavan avulla on helppo nähdä, että (⁄k+1≠A)ik+1vj œ Ker(⁄j≠A)ij ,
mistä seuraa induktio-oletuksen nojalla, että vektorit (⁄k+1≠A)ik+1vj, j = 1, . . . , k
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ovat lineaarisesti riippumattomia. Näin ollen aj = 0 jokaisella j Æ k. Siten myös
ak+1 = 0 ja väite näin ollen todistettu. ⇤
Seuraus 2.11. Erisuuriin ominaisarvoihin liittyvien yleistettyjen ominaisava-
ruuksien summa on suora.
Osoitetaan seuraavaksi, että jokainen matriisi voidaan esittää niin sanotus-
sa Jordanin normaalimuodossa. Tarkemmin sanottuna osoitamme, että jokainen
matriisi on similaari Jordanin normaalimuodossa olevan matriisin kanssa, eli on
olemassa jordanin muodossa oleva matriisi J sekä kääntyvä matriisi S, joilla
A = S≠1JS.
Määritelmä 2.12. Olkoon ⁄ œ C. Neliömatriisi J⁄,n œ Cn◊n on Jordanin
lohko, jos sen diagonaalilla on vain lukua ⁄ ja heti diagonaalialkioiden yläpuoliset
alkiot ovat ykkösiä sekä kaikki muut nollia.
Määritelmä 2.13. Neliömatriisi J œ Cn◊n on Jordanin muodossa, jos se on
esitettävissä lohkomatriisina
J =
SWWU
J⁄1,n1
. . .
J⁄i,ni
TXXV ,
missä matriisit J⁄k,nk ovat Jordanin lohkoja.
Jos A = J⁄,n on Jordanin lohko, on sillä vain yksi ominaisarvo ⁄. Toisaalta
jos ei on avaruuden Cn kanoninen kantavektori, niin Ae1 = ⁄e1, joten e1 on A:n
ominaisvektori. Toisaalta on helppo huomata, että Ae2 = e1+⁄e2 ja edelleen, että
jokaisella i = 2, . . . , n on voimassa Aei = ei≠1 + ⁄ei. Lisäksi tästä nähdään, että
(A ≠ ⁄)iei = 0, joten jokainen ei on yleistetty ominaisvektori, sillä (A ≠ ⁄)i =
(≠1)i(⁄ ≠ A)i. Koska selvästi vektorit ei ovat lineaarisesti riippumattomat, on
lineaarikuvauksen A yleistetty ominaisavaruus dimensioltaan n. Tässä tapauksessa
kantavektoreiden jono on esimerkki Jordanin ketjusta.
Määritelmä 2.14. Olkoon A : V æ V lineaarikuvaus, jolla ominaisarvo ⁄ œ
C. Tällöin jono (vi)mi=1 on ominaisarvoon ⁄ liittyvä Jordanin ketju mikäli jokaisella
r = 1, . . . ,m, vr = (A≠ ⁄)m≠rvm ja (A≠ ⁄)mvm = (A≠ ⁄)v1 = 0.
Määrittelemme Jordanin ketjut käyttäen kuvausta A≠ ⁄, sillä tämä sopii pa-
remmin yhteen Jordanin lohkon määrittelyn kanssa ja helpottaa seuraavan lauseen
merkintöjä. Kuitenkin voimme aivan yhtä hyvin käsitellä ketjuja, jotka on määri-
telty vastaavasti kuvauksen ⁄≠A avulla, jolloin Jordanin ketjun määritelmä olisi
paremmin sopusoinnussa yleistettyjen ominaisarvojen määritelmän kanssa. Eroa
näillä on vain etumerkkien kanssa. Käytämme Jordanin ketjuja osoittaaksemme,
että voimme valita aina avaruudelle V operaattorin A yleistetyistä ominaisvekto-
reista koostuvan kannan.
Lause 2.15. Olkoon A : V æ V . Tällöin avaruudella V on kanta, joka koostuu
operaattorin A yleistettyjen ominaisvektoreiden muodostamista Jordanin ketjuista.
Todistus. Osoitamme väitteen induktiolla avaruuden V dimension suhteen.
Tapaus n = 1 on selvä. Oletetaan, että väite pätee jokaisella avaruudella, jonka
dimensio on pienempi kuin n. Operaattorilla A on ominaisarvoon ⁄ œ C liittyvä
ominaisvektori v œ V . Merkitään kuvausta A ≠ ⁄ := A⁄. Koska v œ KerA⁄, niin
dimKerA⁄ = r > 0, joten dim ImA⁄ = dimV ≠ dimKerA⁄ = n≠ r < n.
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Koska ImA⁄ =: W on invariantti avaruus kuvaukselle A⁄, niin induktio-oletus
on voimassa rajoittumalle A⁄|W . On siis olemassa avaruuden ImA⁄ kanta, joka
koostuu Jordanin ketjuista (wij)nij=1, jotka liittyvät kuvauksen A⁄|W ominaisarvoi-
hin µ1, . . . , µk. Merkitään ⁄i = µi + ⁄. Koska A⁄ ≠ µi = A ≠ ⁄i, nähdään että
kyseiset ketjut ovat myös operaattorin A ketjuja.
Olkoon q = dim(ImA⁄ ﬂ KerA⁄). Koska wi1 œ KerA⁄i ja eri ominaisarvoihin
liittyvät yleistetyt ominaisvektorit ovat lineaarisesti riippumattomia, on ketjuista
oltava q kappaletta ominaisarvoon ⁄ liittyviä, tai siis ⁄i = ⁄ kaikilla 1 Æ i Æ q, sillä
voimme olettaa että nämä ovat ensimmäiset q kappaletta. Toisaalta wini œ ImA⁄
kaikilla i Æ k. Näin ollen on olemassa vektorit yi œ ImA⁄, joilla A⁄yi = wini
jokaisella 1 Æ i Æ q.
Koska dimKerA⁄ = r ja dim(ImA⁄ﬂKerA⁄) = q, niin on olemassa aliavaruus
Z µ KerA⁄, jolle dimZ = r ≠ q ja Z ﬂ ImA⁄ = {0}. Olkoon (zj)r≠qj=1 avaruuden
Z kanta. Väitämme, että vektorit yi, wij ja zi muodostavat avaruuden V kannan.
Yhteensä vektoreita on q+(n≠ r)+ (r≠ q) = n kappaletta, joten riittää näyttää,
että kyseiset vektorit ovat lineaarisesti riippumattomia. Oletetaan siis, että
S :=
ÿ
i
aiyi +
ÿ
i,j
bijwij +
ÿ
i
cizi = 0.
Huomataan, että
A⁄S =
qÿ
i=1
aiwini +
ÿ
i,j
bijA⁄wij = 0.
Koska A⁄ = A⁄r+(⁄r≠⁄)I ja A⁄rwsr = ws(r≠1), niin A⁄wsr = ws(r≠1)+(⁄r≠⁄)wsr.
Lisäksi ⁄r = ⁄ kaikilla 1 Æ r Æ q, joten jälkimmäisessä summassa ei ole ollenkaan
vektoreita wini , i Æ q. Siten ai = 0 jokaisella 1 Æ i Æ q, koska vektorit wij
ovat lineaarisesti riippumattomia. Toisaalta vektorit wij ja zi ovat lineaarisesti
riippumattomia, sillä ImA⁄ﬂZ = {0}. Näin ollen kaikki vektorit ovat lineaarisesti
riippumattomia.
Olemme siis löytäneet avaruudelle V Jordanin ketjuista koostuvan kannan.
Merkitsemällä yi = wi0 kullakin i = 1, . . . , q, ovat löydetyt ketjut siis (wij)nij=0,
kun i = 1, . . . , q, (wij)nij=1, kun q < i Æ k ja edelleen yhden vektorin ketjut zi. ⇤
Seuraus 2.16. Olkoon A : V æ V lineaarikuvaus ja V äärellisulotteinen. Täl-
löin avaruudella V on sellainen kanta, että operaattorin A matriisi tämän kannan
suhteen on Jordanin muodossa.
Todistus. Avaruudella V on edellisen lauseen 2.15 nojalla Jordanin ketjuista
koostuva kanta. On helppo laskea, että tämän kannan suhteen lineaarikuvauksen
A matriisi on Jordanin muodossa, missä kukin Jordanin ketju vastaa Jordanin
lohkoa. ⇤
2.3. Epäyhtälöitä singulaari- ja ominaisarvoille
Olkoon A kompakti operaattori ja ⁄ ”= 0 tämän ominaisarvo. Edellä on näy-
tetty, että yleistetyt ominaisavaruudet ovat äärellisulotteisia. Lisäksi erisuuriin
lineaarikuvauksen ominaisarvoihin liittyvät yleistetyt ominaisvektorit ovat lineaa-
risesti riippumattomia. Tarvitsemme näitä tietoja Schurin lemman todistuksessa.
Lemma 2.17 (Schurin lemma). Olkoon A kompakti operaattori. Olkoon EA
operaattorin A nollasta eroaviin ominaisarvoihin liittyvien yleistettyjen ominais-
vektoreiden virittämän aliavaruuden sulkeuma. Tällöin on olemassa avaruuden EA
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ortonormaali kanta (en)‹n=1 jolla
Aen = ⁄n(A)en +
n≠1ÿ
m=1
anmem
joillakin kompleksiluvuilla anm.
Todistus. Jokainen yleistetty ominaisavaruus on äärellisulotteinen ja lisäksi
erisuuriin ominaisavaruuksiin liittyvät yleistetyt ominaisvektorit ovat lineaarisesti
riippumattomia. Selvästi
EA = span{x œ N⁄ | 0 ”= ⁄ œ ‡(A)}.
Jokainen avaruus N⁄ on invariantti operaattorille A, sillä binomikaavan nojalla
operaattorit A ja (⁄≠A)k kommutoivat. Siten avaruudella N⁄ on sellainen kanta,
että operaattorin A rajoittumalla siihen on tässä kannassa matriisi, joka on Jor-
danin muodossa. Kun tehdään tämä jokaisella nollasta eroavalla ominaisarvolla
⁄i(A) modulin mukaan laskevassa järjestyksessä saadaan jono lineaarisesti riippu-
mattomia vektoreita (yn)‹n=1, jotka ovat avaruuden EA kanta ja joilla on voimassa
Ayn = ⁄n(A)yn + —nyn≠1,
missä —n on joko 0 tai 1.
Gram-Schmidtin ortonormeerausprosessilla tästä saadaan ortonormaali jono
(en)‹n=1, joka on selvästi avaruuden EA ortonormaali kanta. Gram-Schmidt pro-
sessin perusteella
en =
nÿ
m=1
cnmym,
jokaisella n, missä cnn ”= 0. Erityisesti span(e1, . . . , en) = span(y1, . . . , yn) kaikilla
n. Tällöin
Aen = A(cnnyn) +
n≠1ÿ
m=1
cnmym.
Koska
A(cnnyn) = cnn⁄n(A)yn + —ncnnyn≠1
= ⁄n(A)
A
en ≠
n≠1ÿ
m=1
cnmym
B
+ —ncnnyn≠1,
niin väite seuraa siitä, että vektorit e1, . . . , en≠1 ja y1, . . . , yn≠1 virittävät saman
avaruuden. ⇤
Seuraavat konveksisuustulokset antavat tehokkaan tavan johtaa uusia epäyhtä-
löitä. Ideana tulee olemaan, että kun onnistumme osoittamaan yhden epäyhtälön,
voidaan tästä johtaa uusia soveltamalla seuraavia tuloksia sopivilla funktioilla ja
jonoilla.
Lemma 2.18. Olkoon f : U æ R di erentioituva avoimessa joukossa U µ Rn ja
olkoon   µ U konveksi joukko, jossa funktion f osittaisderivaatoille on voimassa
(17) ˆ1f(x) Ø ˆ2f(x) Ø · · · Ø ˆnf(x) Ø 0
kaikilla x œ  . Tällöin jos a, b œ   ovat pisteitä, joilla
(18)
kÿ
i=1
ai Æ
kÿ
i=1
bi
jokaisella 1 Æ k Æ n, niin f(a) Æ f(b).
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Todistus. Määritellään lineaarikuvaus E : Rn æ Rn asettamalla
Ex = (x1, x1 + x2, . . . , x1 + · · ·+ xn),
jolloin E on kääntyvä ja E≠1x = (x1, x2 ≠ x1, . . . , xn ≠ xn≠1). Erityisesti operaat-
torin E≠1 matriisissa standardikannan suhteen on diagonaalilla ykköstä ja heti
diagonaalin alla olevat alkiot ovat ≠1. Tästä nähdään, että1
E≠1
2ú
x = (x1 ≠ x2, x2 ≠ x3, . . . , xn).
Joukon   konveksiuden nojalla ⁄(b ≠ a) + a œ   kaikilla ⁄ œ [0, 1]. Olkoon
Ï : [0, 1]æ U , Ï(⁄) = ⁄(b≠a)+a ja g = f ¶Ï, jolloin g : [0, 1]æ R on derivoituva.
Koska ÏÕ(⁄) = b≠ a, saadaan
gÕ(⁄) = ÏÕ(⁄) ·Òg(Ï(⁄)) = E≠1E(b≠ a) ·Òg(Ï(⁄))
= E(b≠ a) · (E≠1)úÒg(Ï(⁄)) Ø 0,
sillä vektorin E(b ≠ a) koordinaatit ovat positiivisia oletuksen (18) nojalla. Toi-
saalta vektorin (E≠1)úÒg(Ï(⁄)) koordinaatit ovat myös positiivisia operaattorin
(E≠1)ú esityksen ja oletuksen (17) nojalla. Siten gÕ(⁄) Ø 0, mistä seuraa, että
f(a) = g(0) Æ g(1) = f(b). ⇤
Seuraus 2.19. Olkoon I µ R avoin väli ja olkoon f : I æ R kahdesti derivoitu-
va funktio, jolla f Õ Ø 0 ja f ÕÕ Ø 0. Olkoot a1 Ø a2 Ø · · · Ø an ja b1 Ø b2 Ø · · · Ø bn
reaalilukuja, bi, ai œ I,joilla
kÿ
i=1
ai Æ
kÿ
i=1
bi
jokaisella 1 Æ k Æ n. Tällöin
kÿ
i=1
f(aj) Æ
kÿ
i=1
f(bj)
jokaisella 1 Æ k Æ n.
Todistus. Määritellään funktiot Ïk : In æ R, Ïk(x1, . . . , xn) = qki=1 f(xi),
missä 1 Æ k Æ n. Sovelletaan lemmaa 2.18 funktioihin Ïk, missä avoin joukko on
In ja konveksi osajoukko on joukko
  = {x œ Rn |x1 Ø x2 Ø · · · Ø xn} ﬂ In.
Tällöin jokaisella x œ   ja i = 1, . . . , k, i < n, on voimassa
ˆiÏk(x) = f Õ(xi) Ø f Õ(xi+1) Ø ˆi+1Ïk(x) Ø 0
oletuksen f ÕÕ Ø 0 perusteella. Siten lemman 2.18 nojalla
Ïk(a) =
kÿ
i=1
f(ai) Æ
kÿ
i=1
f(bi) = Ïk(b). ⇤
Pääsemme nyt itse asiaan, eli ominaisarvojen ja singulaariarvojen välisten
epäyhtälöiden tutkimiseen. Aloitamme seuraavalla lauseelta, joka on peräisin Wey-
liltä. Sen mukaan kompaktin operaattorin ominaisarvojen äärelliset tulot ovat mo-
duliltaan rajoitettuja singulaariarvojen tuloilla. Todistus perustuu Schurin lem-
maan ja äärellisulotteisesta tapauksesta tuttuun tulokseen, jonka mukaan neliö-
matriisin A determinantti on ominaisarvojen tulo ja täten on voimassa
|detA| =
nŸ
i=1
|⁄i(A)| =
nŸ
i=1
µi(A) = det|A|.
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Nimittäin
nŸ
i=1
µ2i (A) = detAúA = detAú detA = |detA|2 =
nŸ
i=1
|⁄i(A)|2,
silla determinantti toteuttaa yhtälön detAú = detA.
Lause 2.20 (Weylin epäyhtälö). Kompaktin operaattorin T ominaisarvoille ja
singulaariarvoille on jokaisella n œ N voimassa epäyhtälö
nŸ
i=1
|⁄i(A)| Æ
nŸ
i=1
µi(A).
Todistus. Schurin lemman nojalla yleistettyjen ominaisvektoreiden virittä-
mään avaruuteen E saadaan ortonormaali kanta (Âi)‹i=1, jolla
TÂk = ⁄k(T )Âk +
k≠1ÿ
i=1
ckiÂi.
Jos n > ‹, niin yhtälö on selvä, sillä tällöin ⁄n(T ) = 0. Muutoin olkoon n < ‹+1.
Merkitään Mn = span(Â1, . . . ,Ân), jolloin Mn on invariantti operaattorille T . Ol-
koon Tn : M æM operaattorin T rajoittuma avaruuteenM . Kannan konstruktion
nojalla operaattorin Tn ominaisarvot ovat ⁄1(T ), . . . ,⁄n(T ) monikerrat huomioon
ottaen. Siten
nŸ
i=1
|⁄i(T )| =
nŸ
i=1
|⁄i(Tn)| =
nŸ
i=1
µi(Tn),
sillä Tn toimii äärellisulotteisten avaruuksien välillä. Riittää siis näyttää, että
µi(Tn) Æ µi(T ).
Olkoon P ortoprojektio avaruudelle Mn. Tällöin Tn = PTP |Mn . Operaattorin
PTP adjungaatti on operaattori PT úP , sillä ortoprojektiot ovat itseadjungoituja.
Siten kaikilla x, y œMn on voimassa
Èx, PT úPyÍ = ÈPTPx, yÍ = ÈTnx, yÍ = Èx, T únyÍ ,
mistä seuraa, että PT úP toimii avaruudessaMn kuten T ún . Näin ollen avaruudessa
Mn pätee T únTn = PT úPPTP = PT úTP , missä on käytetty tietoa P 2 = P ja sitä,
että PTP = TP . Tästä seuraa, että operaattoreilla T únTn ja PT úTP on samat
ominaisarvot. Siten seurauksen 2.5 nojalla
µ2i (Tn) = µi(T únTn) = µi(PT úTP ) Æ ÎPÎ2µi(T úT ) Æ µ2i (T ),
mikä viimeistelee todistuksen. ⇤
Saamme nyt tärkeän tuloksen, jonka mukaan operaattorin singulaariarvojen
sarja majoroi ominaisarvojen moduleista koostuvaa sarjaa. Kuten mainittu, ovat
trace-luokan operaattorit tasan ne operaattorit, joiden singulaariarvot ovat sum-
mautuvia. Siten trace-luokan operaattoreilla ominaisarvojen jono on itseisesti sum-
mautuva. Tämä on perustavanlaatuinen seuraus Lidskiin lauseen kannalta.
Seuraus 2.21. Olkoon p Ø 1 ja T œ K (H) kompakti operaattori. Tällöin
jokaisella n Ø 1
(19)
nÿ
i=1
|⁄i(T )|p Æ
nÿ
i=1
µpi (T ).
Lisäksi (19) pätee myös kun n =Œ.
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Todistus. Riittää näyttää väite niille n, joilla ⁄i(T ) ”= 0 jokaisella i Æ n.
Olkoon n tällainen ja ai = log|⁄i(T )| ja bi = log µi(T ) jokaisella 1 Æ i Æ n,
jolloin logaritmin kasvavuuden nojalla ai Ø ai+1 ja bi Ø bi+1 jokaisella 1 Æ i < n.
Koska logaritmi tulosta on summa tulontekijöiden logaritmeista, saadaan Weylin
epäyhtälöstä, että
kÿ
i=1
log|⁄i(T )| = log
A
kŸ
i=1
|⁄i(T )|
B
Æ log
A
kŸ
i=1
µi(T )
B
=
kÿ
i=1
log µi(T )
jokaisella 1 Æ k Æ n. Epäyhtälö (19) seuraa soveltamalla seurausta 2.19 funktioon
f(x) = epx, joka selvästi toteuttaa kyseisen seurauksen oletukset. Tapaus n = Œ
saadaan ottamalla raja puolittain. ⇤
Lause 2.22. Olkoon T kompakti operaattori. Tällöin
Œÿ
i=1
µi(T ) = max
mÿ
i=1
|ÈTÂi,ÏiÍ|,
missä maksimi otetaan lukujen 1 Æ m Æ Œ ja ortonormaaleiden jonojen (Âi)mi=1
ja (Ïi)mi=1 yli.
Todistus. Koska T on kompakti, on sillä Hilbert-Schmidt-esitys
T =
‹ÿ
i=1
µi(T )Ïi ¢ Âi,
missä Ïi = UÂi ja T = U |T | sekä È|T |Âi,ÂiÍ = µi(T ). Tällöin valitsemalla orto-
normaaleiksi jonoiksi (Âi)‹i=1 ja (Ïi)‹i=1 ja muistamalla, että U on isometria ope-
raattorin |T | kuvassa säilyttäen siten siellä sisätulon saadaan
ÈTÂi,ÏiÍ = ÈU |T |Âi, UÂiÍ = È|T |Âi,ÂiÍ = µi(T ).
Siten jos singulaariarvojen sarja hajaantuu, niin supremum on ääretön ja lisäksi
kun molemmat ovat äärellisiä, onqµi(T ) = q|ÈTÂi,ÏiÍ| ainakin joillakin jonoilla.
Oletetaan sitten, että singulaariarvojen sarja suppenee. Operaattorin T Schmidt-
esitystä käyttäen voidaan kaikilla x, y œ H kirjoittaa
ÈTx, yÍ =
‹ÿ
i=1
µi(T ) Èx,ÂiÍ ÈÏi, yÍ .
Olkoot nyt (xn)mn=1 ja (yn)mn=1 ortonormaaleja jonoja. Tällöin
mÿ
n=1
ÈTxn, ynÍ =
mÿ
n=1
‹ÿ
i=1
µi Èxn,ÂiÍ ÈÏi, ynÍ .
Osoitetaan että oikealla oleva sarja suppenee itseisesti ja on pienempi tai yhtä
suuri kuin singulaariarvojen summa. Tätä varten riittää näyttää, että
(20)
‹ÿ
i=1
µi(T )
mÿ
n=1
|Èxn,ÂiÍ ÈÏi, ynÍ| Æ
Œÿ
i=1
µi(T ).
Soveltamalla Schwarzin ja Besselin epäyhtälöitä saadaan
mÿ
n=1
|Èxn,ÂiÍ ÈÏi, ynÍ| Æ
A
mÿ
n=1
|Èxn,ÂiÍ|2
mÿ
n=1
|ÈÏi, ynÍ|2
B1/2
Æ 1
jokaisella i, mistä väite seuraa sillä nyt epäyhtälö (20) on voimassa. ⇤
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Seuraus 2.23. Olkoon T kompakti operaattori. Tällöin
nÿ
i=1
µi(T ) = max
nÿ
i=1
|ÈTxi, yiÍ|,
missä maksimi otetaan ortonormaaleiden jonojen (xi)ni=1 ja (yi)ni=1 yli.
Todistus. Operaattorilla T on Schmidt-esitys T = q‹i µi(T )Ïi ¢ Âi. Olkoon
Tn =
qn
i µi(T )Ïi¢Âi, jolloin operaattorin Tn singulaariarvot ovat µ1(T ), . . . , µn(T ).
Sovelletaan nyt lausetta 2.22 operaattoriin Tn, jolloin
(21)
nÿ
i=1
µi(T ) = max
mÿ
i=1
|ÈTnxi, yiÍ| Ø max
nÿ
i=1
|ÈTnzi, wiÍ|,
missä ensimmäinen maksimi otetaan lukujen m Æ Œ ja ortonormaaleiden jonojen
(xi)mi=1 ja (yi)mi=1 yli ja oikean puoleinen maksimi otetaan puolestaan ortonormaa-
leiden n-pituisten jonojen yli. Huomataan kuitenkin, että ortonormaaleilla jonoilla
(Âi)ni=1 ja (Ïi)ni=1 on voimassa
nÿ
i=1
|ÈTnÂi,ÏiÍ| =
nÿ
i=1
µi(T ),
joten yhtälön (21) oikeanpuoleisessa epäyhtälössä pätee yhtäsuuruus. ⇤
Seuraus 2.24. Olkoot T, S œ K (H) kompakteja. Tällöin jokaisella p Ø 1 ja
n œ N on voimassa
nÿ
i=1
µpi (T + S) Æ
nÿ
i=1
(µi(T ) + µi(S))p.
Todistus. Osoitetaan ensin tapaus p = 1. Seurauksen 2.23 nojalla on olemas-
sa ortonormaalit jonot (xi)ni=1 ja (yi)ni=1, joilla
nÿ
i=1
µi(T + S) =
nÿ
i=1
|È(T + S)xi, yiÍ|.
Väite seuraa käyttämällä kolmioepäyhtälöä ja toistamiseen seurausta 2.23.
Olkoon sitten p > 1. Sovelletaan tapausta p = 1 ja seurausta 2.19. Olkoot siis
ai = µi(T + S) ja bi = µi(T ) + µi(S) kaikilla i = 1, . . . , n. Voidaan olettaa, että
ai, bi > 0 jokaisella i. Kyseiset reaaliluvut toteuttavat seurauksen 2.19 oletukset.
Valitaan funktioksi f : ]0,Œ[æ R, f(t) = tp, jolloin f Õ, f ÕÕ Ø 0 välillä ]0,Œ[. Siten
seurauksen 2.19 nojalla
nÿ
i=1
µpi (T + S) =
nÿ
i=1
f(ai) Æ
nÿ
i=1
f(bi) =
nÿ
i=1
(µi(T ) + µi(S))p. ⇤
2.4. Schatten luokat
Määrittelemme joitakin kompakteista operaattoreista muodostuvia Banachin
avaruuksia. Näiden joukossa ovat niin sanottu trace-luokka sekä Hilbert-Schmidt-
luokka. Trace-luokka on tärkeä, sillä näille operaattoreille voidaan määritellä jälki
ja ovat siten tasan ne operaattorit, joista myöhemmin esitettävä Lidskiin lause
puhuu. Toisaalta Hilbert-Schmidt-operaattorit ovat tärkeitä integraalioperaatto-
reiden teoriassa. Molemmat näistä avaruuksista ovat niin sanottuja Schatten luok-
kia.
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Määritelmä 2.25. Olkoon 1 Æ p < Œ. Tällöin Schatten p-luokka Cp on
avaruus
Cp :=
I
T œ K (H)
-----
Œÿ
i=1
µpi (T ) <Œ
J
.
Määritelmä 2.26. Olkoon T œ Cp, missä 1 Æ p < Œ. Tällöin määritellään
ÎTÎp asettamalla
ÎTÎp :=
A Œÿ
i=1
µpi (T )
B 1
p
.
Avaruutta C1 kutsutaan trace-luokaksi ja avaruutta C2 Hilbert-Schmidt-luo-
kaksi. Vaikka tarvitsemme oikeastaan vain näitä kahta avaruutta, on tässä esitet-
ty todistukset yleiselle p, sillä tämä ei suinkaan tuota lisävaivaa. Tavoitteena on
osoittaa, että jokainen Schatten luokka on Banachin avaruus ja lisäksi avaruuden
L (H) ú-ideaali. On syytä huomata, että Schatten luokka Cp koostuu siis tasan
niistä kompakteista operaattoreista, joilla operaattorin singulaariarvojen jono on
avaruuden ¸p alkio ja operaattorin T Schatten p-normi on yhtä suuri kuin ope-
raattorin singulaariarvojen jonon ¸p-normi. Käytämme näitä huomioita hyödyksi.
Aloitetaan perusasioista.
Lause 2.27. Jokainen avaruuksista Cp, 1 Æ p < Œ, on vektoriavaruus ja
Î·Îp määrittelee normin avaruuteen Cp. Lisäksi Cp on avaruuden L (H) ú-ideaali,
ÎTAÎp Æ ÎAÎÎTÎp, ÎATÎp Æ ÎAÎÎTÎp kaikilla T œ Cp ja A œ L (H) sekä
ÎT úÎp = ÎTÎp.
Todistus. Oletetaan, että T œ Cp. Jos c œ C, niin singulaariarvojen minimax-
karakterisaation nojalla µi(cT ) = |c|µi(T ), joten cT œ Cp. Käyttäen hyväksi ¸p-
normin ominaisuuksia ÎcTÎp = |c|ÎTÎp.
Olkoon myös S œ Cp. Seurauksen 2.24 nojalla kaikilla n œ N päteeA
nÿ
i=1
µpi (T + S)
B 1
p
Æ
A
nÿ
i=1
(µi(T ) + µi(S))p
B 1
p
Æ
A
nÿ
i=1
µpi (T )
B 1
p
+
A
nÿ
i=1
µpi (S)
B 1
p
Æ ÎTÎp + ÎSÎp,
missä on käytetty avaruuden ¸p kolmioepäyhtälöä. Siten S+T œ Cp ja ÎS + TÎp Æ
ÎSÎp + ÎTÎp. Koska ÎTÎ = µ1(T ) Æ ÎTÎp, niin jos ÎSÎp = 0, on operaattori S
nollaoperaattori. Siis Cp on vektoriavaruus ja Î·Îp normi.
Olkoon A œ L (H) rajoitettu operaattori ja T œ Cp. Tällöin seurauksen 2.5
mukaan µi(AT ) Æ ÎAÎµi(T ) ja µi(TA) Æ ÎAÎµi(T ). Näin ollen AT, TA œ Cp
ja lisäksi ÎTAÎp, ÎATÎp Æ ÎAÎÎTÎp. Koska µi(T ) = µi(T ú), niin T ú œ Cp ja
ÎT úÎp = ÎTÎp. ⇤
Lause 2.28. Avaruus Cp on Banachin avaruus jokaisella 1 Æ p <Œ.
Todistus. On näytettävä täydellisyys, sillä Cp on normiavaruus. Tätä var-
ten olkoon (Tn)nœN Cauchyn jono avaruudessa Cp. Koska kompaktin operaattorin
operaattorinormi on sen ensimmäinen singulaariarvo, saadaan epäyhtälö
ÎTn ≠ TmÎ = µ1(Tn ≠ Tm) Æ ÎTn ≠ TmÎp,
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joten jono (Tn) on Cauchy avaruudessa L (H). Näin ollen Tn æ T operaattorinor-
min suhteen avaruudessa L (H). Koska jokainen Tn on kompakti ja kompaktien
operaattoreiden joukko on suljettu operaattorinormin suhteen, on T kompakti.
Näytetään, että ÎTn ≠ TÎp æ 0. Olkoon Á > 0 annettu. Tällöin oletuksen
nojalla on olemassa sellainen N œ N, jolla
(22)
kÿ
i=1
µpi (Tn ≠ Tm) Æ ÎTn ≠ TmÎpp < Á
kaikilla k œ N ja n,m > N . Lauseen 2.8 nojalla
|µi(T ≠ Tn)≠ µi(Tm ≠ Tn)| Æ ÎT ≠ TmÎ æ 0
kun m æ Œ. Ottamalla epäyhtälössä (22) raja n æ Œ vasemmalla on kaikilla
k œ N ja m > N voimassa
kÿ
i=1
µpi (T ≠ Tm) Æ Á,
mistä väite seuraa antamalla k æŒ. ⇤
Avaruuksien ¸p teoriasta tiedetään, että ¸p µ ¸q jos 1 Æ p Æ q ja lisäksi
Î(xi)Îq Æ Î(xi)Îp Æ Œ jokaisella jonolla (xi) œ ¸p ﬂ ¸q. Tästä seuraa heti, että
Cp µ Cq ja ÎTÎq Æ ÎTÎp kun 1 Æ p Æ q . Toisaalta jos p < q, on ¸p ”= ¸q. Tällöin on
siis olemassa reaalinen jono (µi)iœN, jolla (µi) œ ¸q \¸p. Mikäli (Âi) on avaruuden H
kanta, on operaattori T = qi µiÂi ¢ Âi joukon Cq \Cp alkio. Siten myös Schatten
luokilla inkluusiot ovat aitoja. Kirjataan nämä huomiot lauseeksi.
Lause 2.29. Olkoon 1 Æ p Æ q <Œ. Tällöin Cp µ Cq, missä inkluusio on aito
jos p < q. Lisäksi jokaisella T œ Cp normeille on voimassa ÎTÎq Æ ÎTÎp.
Tarkastellaan vielä Schatten luokkien ja äärellisulotteisten operaattoreiden yh-
teyttä.
Lause 2.30. Äärellisulotteiset operaattorit ovat tiheä avaruuden Cp aliavaruus
jokaisella 1 Æ p <Œ.
Todistus. Koska äärellisulotteisilla operaattoreilla on vain äärellisen monta
nollasta eroavaa singulaariarvoa, ovat äärellisulotteiset operaattorit Schatten luo-
kan Cp aliavaruus jokaisella 1 Æ p < Œ. Oletetaan, että T œ Cp, jollon T on
kompakti ja voidaan esittää Schmidt-muodossaan T = q‹i µi(T )Ïi ¢ Âi. Olkoon
Tn =
qn
i µi(T )Ïi ¢ Âi, jolloin Tn on äärellisulotteinen ja sen nollasta eroavat sin-
gulaariarvot ovat µ1(T ), . . . , µn(T ). Tällöin
ÎT ≠ TnÎpp =
Œÿ
i=n+1
µpi (T )æ 0,
kun næŒ, mikä osoittaa väitteen tiheydestä. ⇤
Huomioita 2. Tämä luku perustuu pääasiassa kirjoihin [GGK90] ja [GGK00]. Myös Laxin
kirjaa [Lax02] on käytetty hyödyksi erityisesti minimax-lauseen sekä lauseen 2.22 todistuksis-
sa. Jordanin normaalimuodon todistus perustuu A.F. Filippovin todistukseen [Fil71], erityisesti
tässä on käytetty Gilbert Strangin merkintöjä kirjasta [Str06]. Vaihtoehtoinen todistus Jordanin
normaalimuodolle on esimerkiksi Laxin lineaarialgebran kirjassa [Lax07].
Kompaktin operaattorin singulaariarvoja on käsitelty yleisemmin myös kirjoissa [GK69] ja
[Sim05]. Näissä lähestymistapa ja todistukset eroavat ensimmäisen osalta paikoin ja jälkimmäisen
osalta enemmän yllä esitetystä.
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Schatten luokilla on monia avaruuksien ¸p ominaisuuksia. Esimerkiksi Hölderin epäyhtälöllä
on vastineensa. Lisäksi Schatten luokkien duaaleilla on samoja ominaisuuksia kuin avaruuksien
¸p duaaleilla, sillä voidaan näyttää, että (Cp)ú = Cq, missä p, q > 1 ovat Hölder-eksponentteja.
Näiden tulosten todistukset ovat esimerkiksi kirjassa [Rin71], joka sisältää myös erilaisen lä-
hestymistavan Schatten luokkiin. Lisäksi kompaktien operaattoreiden duaali voidaan samais-
taa trace-luokan kanssa ja trace-luokan duaali taas avaruuden L (H) kanssa [Sch60, s. 45-48].
Singulaariarvojonojen avulla voidaan määritellä myös muita avaruuden L (H) ideaaleja. Näi-
den teoriaa on käsitelty esimerkiksi kirjassa [Sim05]. Yleisesti Calkin on osoittanut artikkelissa
[Cal41], että avaruuden L (H) jokainen epätriviaali ideaali koostuu välttämättä kompakteista
operaattoreista ja sisältää äärellisulotteiset operaattorit aliavaruutenaan.
LUKU 3
Jälki, determinantti ja Lidskiin lause
Mikäli V on äärellisulotteinen sisätuloavaruus, Â = (Â1, . . . ,Ân) avaruuden V
ortonormaali kanta ja T : V æ V lineaarikuvaus, voidaan tunnetusti T esittää
matriisina kannan Â suhteen. Kyseinen matriisi on [T ]ij = ÈTÂj,ÂiÍ. Kuvauksen
matriisin määrittely mahdollistaa operaattorin T jäljen määrittelemisen matriisin
jäljen, eli matriisin diagonaalialkioiden summan, avulla asettamalla
trT := tr[T ] =
nÿ
i=1
ÈTÂi,ÂiÍ .
Voidaan näyttää, että operaattorin jälki on riippumaton kannan valinnasta. Tämä
seuraa yleisemmästä tuloksesta, jonka mukaan similaareilla matriiseilla on sama
jälki. Koska jokainen matriisi on similaari Jordanin muotonsa kanssa, nähdään,
että
(23) trT =
nÿ
i=1
⁄i(T ),
missä ⁄i(T ) ovat siis operaattorin T ominaisarvot monikerrat mukaan lukien.
Samoin operaattorin T determinantti voidaan määritellä sen matriisin [T ] de-
terminanttina, sillä myös determinantti on similaareilla matriiseilla sama. Tämä
seuraa determinantin multiplikatiivisuudesta, jolloin 1 = det(S≠1S) = detS detS≠1
ja siten det(S[T ]S≠1) = det[T ]. Tunnetusti yläkolmiomatriisin determiantti on sen
diagonaalialkioiden tulo. Koska operaattorin T matriisi [T ] on similaari Jordanin
muotonsa kanssa, on myös matriisi [I + T ] = I + [T ] yläkolmiomatriisi ja siten
(24) det(I + T ) =
nŸ
i=1
(1 + ⁄i(T )).
Tavoitteena on määritellä trace-luokan operaattorille T jälki ja operaattoril-
le I + T determinantti. Jäljen määrittely ja sen ominaisuuksien johtaminen on
melko suoraviivaista, mutta determinantti vaatii enemmän työtä. Tämän jälkeen
osoitamme, että määrittelemillemme jäljelle ja determinantille yhtälöt (23) ja (24)
ovat edelleen voimassa kun summa ja tulo otetaan operaattorin T nollasta eroa-
vien ominaisarvojen yli monikerrat huomioon ottaen. Tämä on Lidskiin lauseen
sisältö.
3.1. Operaattorin jälki
Vastaavasti kuin äärellisulotteisessa tapauksessa, jos T œ C1 ja (Âi)iœN on
Hilbertin avaruuden H kanta, voidaan T esittää äärettömänä matriisina, jon-
ka ij-alkio on ÈTÂj,ÂiÍ. Tämän matriisin jälki on diagonaalialkioiden summaq
i ÈTÂi,ÂiÍ. Otetaan tämä operaattorin jäljen määritelmäksi.
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Määritelmä 3.1. Olkoon T œ C1 ja (Âi)iœN Hilbertin avaruuden H ortonor-
maali kanta. Tällöin asetetaan
trT =
Œÿ
i=1
ÈTÂi,ÂiÍ .
On syytä varmistua määritelmämme järkevyydestä. Haluamme ainakin, että
jälki on riippumaton avaruuden H kannan valinnasta ja että jäljen määrittelevä
sarja suppenee itseisesti.
Lause 3.2. Operaattorin T œ C1 jälki on riippumaton avaruuden H kannasta,
jäljen määrittelevä summa suppenee itseisesti ja |trT | Æ ÎTÎ1. Siten jälki on hyvin
määritelty. Lisäksi ÎTÎ1 = tr|T |.
Todistus. Olkoon (÷i)iœN avaruuden H mielivaltainen ortonormaali kanta.
Tällöin lauseen 2.22 nojalla
|trT | Æ
Œÿ
i=1
|ÈT÷i, ÷iÍ| Æ
Œÿ
i=1
µi(T ) = ÎTÎ1,
joten suppenemista koskeva väite on selvä.
Esitetään T Schmidt-muodossaan T = q‹i µi(T )Ïi ¢ Âi. Lauseen 2.22 todis-
tuksessa on näytetty, että
(25)
Œÿ
i=1
ÈT÷i, ÷iÍ =
Œÿ
i=1
‹ÿ
k=1
µk(T ) È÷i,ÂkÍ ÈÏk, ÷iÍ
missä molemmat puolet suppenevat itseisesti. Fubinia käyttäen voidaan summaus-
järjestys vaihtaa. Koska Parsevalin kaavan nojalla
Œÿ
i=1
È÷i,ÂkÍ ÈÏk, ÷iÍ = ÈÏk,ÂkÍ ,
saadaan, että
trT =
‹ÿ
k=1
µk(T ) ÈÏk,ÂkÍ ,
mikä on riippumaton avaruuden H kannan valinnasta. Samalla nähdään, että
tr|T | =
‹ÿ
i=1
µi(T )ÈÂi,ÂiÍ =
‹ÿ
i=1
µi(T ) = ÎTÎ1. ⇤
Lause 3.3. Olkoon T œ C1 ja A œ L (H). Tällöin seuraavat ehdot ovat voi-
massa:
(a) tr œ C ú1 ,
(b) trT ú = trT , ja
(c) trAT = trTA.
Todistus. Määritelmästä on selvää, että tr on lineaarinen. Toisaalta edellinen
lause 3.2 takaa jatkuvuuden, sillä |trA| Æ ÎAÎ1. Myös toinen kohta seuraa suoraan
määritelmästä, sillä
trT ú =
Œÿ
i=1
ÈT ú÷i, ÷iÍ =
Œÿ
i=1
ÈT÷i, ÷iÍ = trT .
Viimeistä kohtaa varten muistetaan, että
ATx = A
A
‹ÿ
i=1
µi(T )Èx,ÂiÍÏi
B
=
‹ÿ
i=1
µi(T )Èx,ÂiÍAÏi,
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joten
ÈATx, xÍ =
K
‹ÿ
i=1
µi(T )Èx,ÂiÍAÏi, x
L
=
‹ÿ
i=1
µi(T )Èx,ÂiÍÈAÏi, xÍ,
mistä saadaan, että
trAT =
Œÿ
n=1
‹ÿ
i=1
µi(T )È÷n,ÂiÍÈAÏi, ÷nÍ
=
‹ÿ
i=1
µi(T )
Œÿ
n=1
È÷n,ÂiÍÈAÏi, ÷nÍ =
‹ÿ
i=1
µi(T )ÈAÏi,ÂiÍ.
Summausjärjestus voitiin vaihtaa, sillä kyseinen sarja suppenee itseisesti. Toisaalta
trTA = trAúT ú, joten edellä näytetyn nojalla
trTA = trAúT ú =
‹ÿ
i=1
µi(T )ÈAúÂi,ÏiÍ
=
‹ÿ
i=1
µi(T )ÈÂi, AÏiÍ =
‹ÿ
i=1
µi(T )ÈAÏi,ÂiÍ = trTA,
mikä osoittaa väitteen. ⇤
3.2. Alternoivasta algebrasta
Ennen determinantin kehittämistä, määritellään joitakin käsitteitä. Nämä pe-
rustuvat suurelta osin avaruuden H n-kertaisten tensoritulojen ja operaattoreiden
tensoritulojen ominaisuuksiin, joita on kehitelty liitteessä A. Käytämme tässä sa-
maa notaatiota, mutta jos A œ L (H), niin merkitsemme
 n(A) = A ‚¢ · · · ‚¢A,
missä siis  n(A) œ L ( ‚¢nH). Koska
 n(AB)(Ï1 ‚¢ · · · ‚¢Ïn) = ABÏ1 ‚¢ · · · ‚¢ABÏn =  n(A) n(B)(Ï1 ‚¢ · · · ‚¢Ïn),
seuraa tensoritulon konstruktiosta ja operaattorin  n(A)määrittelystä, että  n(AB) =
 n(A) n(B). Jos Â1, . . . ,Ân œ H, niin määritellään Â1 · · · · · Ân œ ‚¢nH asetta-
malla
Â1 · · · · · Ân = 1Ô
n!
ÿ
‡œPn
sgn(‡)
1
Â‡(1) ‚¢ · · · ‚¢Â‡(n)2,
missäPn on joukon {1, . . . , n} permutaatioiden joukko ja sgn(‡) on 1 jos permu-
taatio ‡ on parillinen ja ≠1 jos ‡ on pariton.
Mikäli Âi,Ïi œ H, on voimassa
ÈÂ1 · · · · · Ân,Ï1 · · · · · ÏnÍ = 1
n!
ÿ
‡œPn
ÿ
ﬁœPn
A
sgn(‡ﬁ)
nŸ
i=1
e
Â‡(i),Ïﬁ(i)
fB
,
missä ensin kirjoitettiin sisätulo auki ja käytettiin tietoa sgn(‡) sgn(ﬁ) = sgn(‡ﬁ).
Huomataan, että jokaisella permutaatiolla ‡ œPn pätee
nŸ
i=1
ÈÂi,ÏiÍ =
nŸ
i=1
e
Âﬁ(i),Ïﬁ(i)
f
,
millä tahansa vektoreilla. Käyttämällä tätä sekä tietoa sgn(‡ﬁ) = sgn(ﬁ‡≠1) saa-
daanÿ
‡œPn
ÿ
ﬁœPn
A
sgn(‡ﬁ)
nŸ
i=1
e
Â‡(i),Ïﬁ(i)
fB
=
ÿ
‡œPn
ÿ
ﬁœPn
A
sgn(ﬁ‡≠1)
nŸ
i=1
e
Âi,Ïﬁ‡≠1(i)
fB
.
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Huomataan, että edellisen yhtälön sisäsumma on jokaisella ‡ sama. Kun muiste-
taan, että joukon Pn koko on n!, saadaan, että
1
n!
ÿ
‡œPn
ÿ
ﬁœPn
A
sgn(ﬁ‡≠1)
nŸ
i=1
e
Âi,Ïﬁ‡≠1(i)
fB
=
ÿ
·œPn
sgn(·)
nŸ
i=1
e
Âi,Ï·(i)
f
= detA,
missä A œ Cn◊n on matriisi [A]ij = ÈÂi,ÏjÍ. Siis on näytetty, että
(26) ÈÂ1 · · · · · Ân,Ï1 · · · · · ÏnÍ =
ÿ
·œPn
sgn(·)
nŸ
i=1
e
Âi,Ï·(i)
f
= detA.
Tästä nähdään myös, että jos Âi ovat ortonormaaleja, on ÎÂ1 · · · · · ÂnÎ = 1, sillä
tällöin kirjoittamalla normin neliö auki sisätulon avulla, on yhtälössä (26) esiinty-
vässä summassa tulo nolla kaikilla muilla permutaatioilla paitsi identiteetillä, jolla
se on yksi.
Määritellään avaruuden ‚¢nH aliavaruus  n(H) asettamalla
 n(H) = span{Â1 · · · · · Ân |Âi œ H},
jolloin selvästi  n(H) on invariantti aliavaruus operaattorille  n(A). Merkitään
 n(A) :  n(H) æ  n(H) operaattorin  n(A) rajoittumaa aliavaruuteen  n(H).
Tällöin tietenkin
 n(AB) =  n(A) n(B).
Mikäli n = 0, määritellään  n(H) = C ja  n(A) avaruuden C identiteettioperaat-
toriksi.
Lemma 3.4. Jos A œ L (H), niin  n(Aú) =  n(A)ú,  k(Aú) =  k(A)ú. Li-
säksi jos operaattorille A voidaan määritellä itseisarvo, eli operaattorilla AúA on
positiivinen neliöjuuri, voidaan myös operaattoreille  n(A) ja  n(A) määritellä
itseisarvot ja lisäksi | n(A)| =  n(|A|) ja | n(A)| =  n(|A|) kaikilla n.
Todistus. Ensinnä huomataan, ettäe
 n(A)(Â1 ‚¢ · · · ‚¢Ân),Ï1 ‚¢ · · · ‚¢Ïnf = nŸ
i=1
ÈAÂi,ÏiÍ
=
nŸ
i=1
ÈÂi, AúÏiÍ =
e
Â1 ‚¢ · · · ‚¢Ân, n(Aú)(Ï1 ‚¢ · · · ‚¢Ïn)f,
joten  n(A)ú =  n(Aú) lineaarisuuden ja kyseisten vektoreiden virittämän aliava-
ruuden tiheyden perusteella. Tällöin
 n(|A|)2 =  n(|A|2) =  n(Aú) n(A) =  n(A)ú n(A),
joten  n(|A|) = | n(A)|, sillä operaattori  n(|A|) on positiivinen. Samaan tapaan
osoitetaan väitteet operaattorille  n(A). ⇤
Lemma 3.5. Jos (÷i)‹i=1, missa ‹ Æ Œ, on avaruuden H ortonormaali kanta,
niin
(÷i1 · · · · · ÷in)i1<···<in<‹+1
on avaruuden  n(H) ortonormaali kanta.
Todistus. Tulo on antisymmetrinen, sillä kahden alkion paikan vaihtaminen
vastaa sitä, että indekseihin operoidaan parittomalla permutaatiolla, mikä vaihtaa
etumerkin. Tästä seuraa, että mikäli tulossa jotkin vektorit ovat samat, voidaan
nämä vaihtaa keskenään muuttamatta tulon arvoa, joten kyseisen tulon on oltava
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nolla. Toisaalta antisymmetrisyyden nojalla voidaan jokainen eri kantavektoreis-
ta koostuva tulo esittää muodossa, jossa indeksit ovat nousevassa järjestyksessä,
kuten perheemme tapauksessa. Tarkastelemamme perhe on ortonormaali, sillä yh-
tälössä (26) esiintyvä tulo on nolla jos ÷i1 · · · · · ÷in ”= ÷k1 · · · · · ÷kn . Lisäksi on
jo näytetty, että tarkastelemiemme vektoreiden normi on yksi.
On näytettävä vielä virittäminen. Tätä varten huomataan, että tulo on mul-
tilineaarinen komponenttiensa suhteen. Täten avaruuden  n(H) määritelmän no-
jalla riittää osoittaa, että jokaista muotoa Â1· · · ··Ân olevaa olkiota voidaan ap-
proksimoida normissa mielivaltaisen tarkasti tarkastelemamme perheen alkioiden
summilla. Äärellisessä tapauksessa tämä on selvä, sillä (÷i) on avaruuden H kan-
ta, jolloin virittäminen seuraa tulon multilineaarisuudesta ja antisymmetrisyydes-
tä. Äärettömässä tapauksessa approksimoimme vektoreita Âm kantavektoreiden
äärellisillä summilla smi =
qi
k c
m
k ÷k, jolloin multilineaarisuuden ja antisymmetri-
syyden nojalla s1i · · · · · sni on äärellinen lineaarikombinaatio tarkastelemamme
perheen alkioista. Tällöin liitteessä A olevan lemman A.5 ja permutaatioryhmän
äärellisyyden nojalla
s1i · · · · · sni æ Â1 · · · · · Ân,
mikä osoittaa väitteen. ⇤
Lemma 3.6. Olkoon A œ K (H) kompakti. Tällöin  n(A) œ K ( ‚¢nH).
Todistus. Koska A on kompakti, on sillä polaarihajotelma A = U |A|, missä
U œ L (H) ja |A| œ K (H) on positiivinen. Tällöin on olemassa avaruuden H
kanta (Âi)iœN, joka koostuu operaattorin |A| ominaisvektoreista. Oletetaan, että
kanta on järjestetty niin, että vastaavat ominaisarvot ovat laskevassa järjestykses-
sä. Olkoot siis (µi)iœN operaattorin |A| ominaisarvot monikerrat mukaan lukien.
Liitteen A lauseen A.6 mukaan perhe
(Âi1 ‚¢ · · · ‚¢Âin)i1,...,inœN
on avaruuden ‚¢nH kanta. Huomataan, että
 n(|A|)(Âi1 ‚¢ · · · ‚¢Âin) = (µi1 · · ·µin)(Âi1 ‚¢ · · · ‚¢Âin),
joten jokainen kantavektori on operaattorin  n(|A|) ominaisvektori ja kaikki ope-
raattorin A ominaisarvojen n-kertaiset tulot ovat operaattorin  n(|A|) ominaisar-
voja. Numeroimalla luvut µi1 · · ·µin laskevaan järjestykseen ja merkitsemällä näitä
saatua jonoa (ci), missä monikerrat on otettu huomioon, ja samoin vastaavia vek-
toreita Âi1 ‚¢ · · · ‚¢Âin (Ïi), on siis (Ïi) avaruuden ‚¢nH kanta. Tällöin on helppo
huomata, että
 n(|A|)(¸) =
Œÿ
i=1
ciÈ¸,ÂiÍÂi,
missä ci æ 0. Tästä seuraa, että  n(|A|) on kompakti. Koska
 n(A) =  n(U |A|) =  n(U) n(|A|),
niin on näytetty, että  n(A) œ K ( ‚¢nH). ⇤
Lemma 3.7. Olkoon (⁄i)iœN kompleksilukujono, joille
qŒ
i=1|⁄i| <Œ. TällöinA Œÿ
i=1
⁄i
Bk
=
Œÿ
i1=1
· · ·
Œÿ
ik=1
(⁄i1 · · ·⁄ik)
kaikilla k œ N.
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Todistus. Osoitetaan induktiolla potenssin k suhteen. Olkoon ensin k = 2.
Koska kaikilla n,m œ N on voimassa
nÿ
i1=1
mÿ
i2=1
|⁄i1⁄i2| Æ
Œÿ
i1=1
|⁄i1 |
Œÿ
i2=1
|⁄i2| = Î⁄Î21 <Œ,
niin dominoidun konvergenssin lauseen ja Fubinin nojalla väite pätee kun k = 2.
Oletetaan sitten, että väite on voimassa jollakin k œ N. TällöinA Œÿ
i=1
|⁄i|
Bk
=
Œÿ
i1=1
· · ·
Œÿ
ik=1
|⁄i1 · · ·⁄ik | <Œ.
Siten Fubinin lauseen nojalla kaikilla j œ N on voimassa
Œÿ
i1=1
· · ·
Œÿ
ik=1
jÿ
ik+1=1
---⁄i1 · · ·⁄ik⁄ik+1 --- Æ
Qa Œÿ
i1=1
· · ·
Œÿ
ik=1
|⁄i1 · · ·⁄ik |
RbQa Œÿ
ik+1=1
---⁄ik+1 ---
Rb <Œ,
joten dominoidun konvergenssin lauseen ja Fubinin lauseen nojalla väite on voi-
massa myös luvulla k + 1. Näin ollen induktioperiaatteen mukaan väite pätee
kaikilla luonnollisilla luvuilla. ⇤
Lemma 3.8. Olkoon T œ C1(H). Tällöin  k(T ) œ C1( k(H)),... k(T )...
1
=
ÿ
i1<···<ik
µi1(T ) · · ·µik(T )
ja ... k(T )...
1
Æ ÎTÎ
k
1
k! .
Todistus. Lemman 3.6 nojalla  k(T ) on kompakti, joten myös  k(T ) on kom-
pakti. Olkoot (µi(T ))iœN operaattorin T singulaariarvojen jono ja olkoon (Âi)iœN
operaattorin |T | ominaisvektoreista koostuva avaruuden H ortonormaali kanta.
Tällöin lemman 3.5 nojalla
(Âi1 · · · · · Âin)i1<···<in
on avaruuden  k(H) kanta. Näin ollen samoin kuin lemman 3.6 todistuksessa
nähdään, että tulot µi1(T ) · · ·µik(T ), missä i1 < · · · < ik, ovat tasan operaattorin
 k(|T |) ominaisarvot ja siten operaattorin  k(T ) singulaariarvot. Näin ollen... k(T )...
1
=
ÿ
i1<···<ik
µi1(T ) · · ·µik(T )(27)
Æ 1
k!
Œÿ
i1=1
· · ·
Œÿ
ik=1
µi1(T ) · · ·µik(T ) =
ÎTÎk1
k! ,(28)
Viimeinen yhtälö seuraa lemmasta 3.7. Näin ollen väitteet on todistettu. ⇤
3.3. Determinantti
Huomataan, että lauseen 3.2 ja lemman 3.8 nojalla trace-luokan operaattorille
T on voimassa
(29)
Œÿ
k=0
---zk------tr1 k(T )2--- Æ Œÿ
k=0
|z|k
... k(T )...
1
Æ
Œÿ
k=0
|z|k ÎTÎ
k
1
k! = exp(|z|ÎTÎ1),
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joten potenssisarja
Œÿ
k=0
zk tr
1
 k(T )
2
suppenee itseisesti koko tasossa. Näin ollen voidaan antaa seuraava määritelmä.
Määritelmä 3.9. Olkoon T œ C1. Tällöin det(I + zT ) on määritelty asetta-
malla
det(I + zT ) =
Œÿ
k=0
zk tr
1
 k(T )
2
.
Heti määritelmästä ja edellisestä huomiosta on selvää, että z ‘æ det(I + zT ) on
kokonainen funktio, eli analyyttinen koko tasossa C.
Lemma 3.10. Oletetaan, että (⁄i) on jono kompleksilukuja, jotka on järjestetty
modulinsa suhteen laskevaan järjestykseen ja kyseisellä jonolla qŒi=1|⁄i| < Œ.
Tällöin
(30)
ŒŸ
i=1
(1 + z⁄i) =
Œÿ
k=0
ÿ
i1<···<ik
zk⁄i1 · · ·⁄ik ,
missä tyhjä summa tulkitaan ykköseksi. Lisäksi z ‘æ rŒi=1(1 + z⁄i) on kokonainen
analyyttinen funktio.
Todistus. Aloitetaan näyttämällä, että kaikilla n œ N on voimassa
(31)
nŸ
i=1
(1 + z⁄i) =
nÿ
k=0
ÿ
i1<···<ikÆn
zk⁄i1 · · ·⁄ik .
Edetään induktiolla. Väite on selvä tapauksissa n = 1 ja n = 2. Oletetaan, että
väite pätee jollakin n œ N. Tällöin
n+1Ÿ
i=1
(1 + z⁄i) = (1 + z⁄n+1)
A
nÿ
k=0
ÿ
i1<···<ikÆn
zk⁄i1 · · ·⁄ik
B
=
nÿ
k=0
ÿ
i1<···<ikÆn
zk⁄i1 · · ·⁄ik +
nÿ
k=0
ÿ
i1<···<ikÆn
zk+1⁄i1 · · ·⁄ik⁄n+1
=
n+1ÿ
k=0
ÿ
i1<···<ikÆn+1
zk⁄i1 · · ·⁄ik ,
joten (31) on voimassa jokaisella n œ N. Arvioimalla kuten kohdassa (27) saadaan
epäyhtälö ÿ
i1<···<ik
|z|k|⁄i1 · · ·⁄ik | Æ
|z|k
k!
A Œÿ
i=1
|⁄i|
Bk
,
mistä nähdään, että (31) suppenee itseisesti ja tasaisesti tason kompakteissa os-
ajoukoissa. Näin ollen (30) on voimassa ja lisäksi z ‘æ rŒi=1(1+z⁄i) on kokonainen
analyyttinen funktio. ⇤
On syytä varmistua siitä, että määrittelemämme determinantti yhtyy äärelli-
sulotteiseen determinanttiin siinä tapauksessa, että avaruus on äärellisulotteinen.
Tämä on ensimmäinen osa sarjassa tuloksia, joissa osoitetaan, että tässä määri-
tellyllä determinantilla on samoja ominaisuuksia kuin äärellisulotteisella determi-
nantilla. Näiden tulosten avulla perustelemme, miksi kutsumme kyseistä kuvausta
determinantiksi.
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Lemma 3.11. Olkoon H äärellisulotteinen, dimH = n ja T : H æ H lineaa-
rikuvaus. Merkitään tavallista determinanttia symbolilla d. Tällöin
d(I + T ) =
nÿ
k=0
tr
1
 k(T )
2
.
Todistus. Olkoot ⁄1, . . . ,⁄n operaattorin T ominaisarvot. Olkoon Â1, . . . ,Ân
Schurin lemman takaama avaruuden H ortonormaali kanta. Tällöin siis
d(I + T ) =
nŸ
i=1
(1 + ⁄i).
Lemman 3.5 nojalla
(Âi1 · · · · · Âik)1Æi1<···<ikÆn
on avaruuden  k(H) kanta. Koska (Âi) on Schurin kanta, niin
ÈAÂi1 · · · · · AÂin ,Âi1 · · · · · ÂinÍ = ⁄i1 · · ·⁄in ,
sillä ortonormaaliuden nojalla muut termit häviävät, kun kukinAÂij avataan Schu-
rin kannan mahdollistamalla tavalla. Näin ollen
tr
1
 k(T )
2
=
ÿ
1Æi1<···<ikÆn
ÈAÂi1 · · · · · AÂik ,Âi1 · · · · · ÂikÍ
=
ÿ
1Æi1<···<ikÆn
⁄i1 · · ·⁄ik ,
joten yhtälön (31) nojalla
det(I + T ) =
nÿ
k=0
tr
1
 k(T )
2
=
nŸ
i=1
(1 + ⁄i) = d(I + T ). ⇤
Lause 3.12. Jokaisella T œ C1 ja z œ C determinantin det(I + zT ) määritte-
levä sarja suppenee ja arviot
(a) |det(I + zT )| Æ rŒi=1(1 + |z|µi(T )),
(b) |det(I + zT )| Æ exp(|z|ÎTÎ1)
ovat voimassa.
Todistus. Koska
---tr k(T )--- Æ ... k(T )...
1
, niin lemmojen 3.8 ja 3.10 nojalla
|det(I + zT )| Æ
Œÿ
k=0
|z|k
... k(T )...
1
=
Œÿ
k=0
ÿ
i1<···<ik
|z|kµi1(T ) · · ·µik(T ) =
ŒŸ
i=1
(1 + |z|µi(T )),
joten arvio (a) on voimassa. Arvio (b) seuraa jo aikaisemmasta epäyhtälöstä (29).
⇤
Lemma 3.13. Olkoon T œ C1. Tällöin kaikilla Á > 0 on olemassa vakio CÁ,
jolla
|det(I + zT )| Æ CÁ exp(Á|z|)
kaikilla z œ C.
Todistus. Lauseen 3.12 nojalla
|det(I + zT )| Æ
ŒŸ
i=1
(1 + |z|µi(T )).
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Olkoon n œ N sellainen, että qŒi=n+1 µi(T ) < Á/2. Koska (1 + x) Æ ex, niin
|det(I + zT )| Æ
Qa nŸ
i=1
(1 + |z|µi(T ))
RbQa ŒŸ
i=n+1
(1 + |z|µi(T ))
Rb
Æ
Qa nŸ
i=1
(1 + |z|µi(T ))
RbQa ŒŸ
i=n+1
exp(|z|µi(T ))
Rb
=
Qa nŸ
i=1
(1 + |z|µi(T ))
Rb exp
Qa|z| Œÿ
i=n+1
µi(T )
Rb Æ CÁ exp(|z|Á),
missä on käytetty tietoa, että eksponenttifunktio kasvaa nopeammin kuin mikä
tahansa polynomi. Erityisesti on olemassa vakio CÁ, jolla
nŸ
i=1
(1 + |z|µi(T )) Æ CÁ exp
3
|z|Á2
4
kaikilla z œ C. ⇤
Lemma 3.14. Olkoon X Banachin avaruus ja F : X æ C funktio, jolla
(a) › ‘æ F (x+ ›y) on kokonainen funktio kaikilla x, y œ X ja
(b) on olemassa monotonisesti kasvava funktio G : [0,Œ[æ R, jolla |F (x)| Æ
G(ÎxÎ) kaikilla x œ X.
Tällöin
|F (x)≠ F (y)| Æ Îx≠ yÎG(ÎxÎ+ ÎyÎ+ 1).
Todistus. Kiinnitetään x, y œ X, joiden voidaan olettaa olevan eri vektoreita
ja määritellään f : Cæ C asettamalla
f(›) = F
1
1
2(x+ y) + ›(y ≠ x)
2
,
jolloin f on oletuksen nojalla kokonainen funktio. Tällöin F (x) = f(≠1/2) ja
F (y) = f(1/2). Lisäksi on voimassa
(32)
---f1≠122≠ f1122--- Æ
-----
⁄ 1
2
≠ 12
f Õ(›) d›
----- Æ
⁄ 1
2
≠ 12
|f Õ(›)| d› Æ sup
≠ 12ÆtÆ 12
|f Õ(t)|.
Olkoon r = Îx≠ yÎ≠1. Tällöin Cauchyn integraalikaavan nojalla
|f Õ(z)| = 12ﬁ
-----
j
|›≠z|=r
f(›)
(› ≠ z)2 d›
----- Æ 12r2ﬁ
j
|›≠z|=r
|f(›)| d› Æ 1
r
sup
|›≠z|=r
|f(›)|,
mistä seuraa, että
(33) sup
|t|Æ 12
|f Õ(t)| Æ Îx≠ yÎ sup
|›|Æ 12+Îx≠yÎ≠1
|f(›)|.
Kun |›| Æ 1/2 + Îx≠ yÎ≠1, on voimassa...12(x+ y) + ›(y ≠ x)... Æ 12(ÎxÎ+ ÎyÎ) + Îx≠ yÎ112 + 1Îx≠yÎ2 Æ ÎxÎ+ ÎyÎ+ 1,
joten oletusten nojalla tällaisilla › pätee
(34) |f(›)| =
---F (12(x+ y) + ›(y ≠ x)--- Æ G(ÎxÎ+ ÎyÎ+ 1).
Väite seuraa nyt yhdistämällä kohtien (32), (33) ja (34) tulokset. ⇤
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Lause 3.15. Olkoot A,B œ C1. Tällöin on voimassa epäyhtälö
|det(I + A)≠ det(I +B)| Æ ÎA≠BÎ1 exp(ÎAÎ1 + ÎBÎ1 + 1)
ja erityisesti A ‘æ det(I + A) on jatkuva funktio C1 æ C.
Todistus. Valitaan lemmassa 3.14 funktioksi F (A) = det(I + A). Koska
|det(I + A+ zB)| Æ exp(ÎA+ zBÎ1) Æ exp(ÎAÎ1) + exp(|z|ÎBÎ1),
niin kyseisen determinantin määrittelevä sarja suppenee itseisesti tason kompak-
teissa osajoukoissa. Toisaalta suoraan laskemalla nähdään, että
 k(A+ zB) =  k(A) + zC1 + · · · zn≠1Cn≠1 + zk  k(B),
missä Ci œ C1( k(H)). Siten jäljen lineaarisuuden nojalla tr( k(A + zB)) on
korkeintaan kertaluvun k polynomi muuttujan z suhteen, joten z ‘æ det(I + A +
zB) on analyyttinen koko tasossa. Olkoon lisäksi G = exp, jolloin lauseen 3.12
nojalla |F (A)| Æ G(ÎAÎ1). Näin ollen väite seuraa lemmasta 3.14. ⇤
Äärellisulotteisen determinantin tärkeimpiä ominaisuuksia ovat sen multipli-
katiivisuus ja se että determinantti häviää tasan silloin kun kyseinen kuvaus ei ole
kääntyvä. Nämä ominaisuudet ovat voimassa myös tässä tutkimallemme determi-
nantille, kuten seuraavaksi todistetaan.
Lemma 3.16. Olkoot A1, A2 œ F (H) äärellisulotteisia operaattoreita. Tällöin
(35) det((I + A1)(I + A2)) = det(I + A1) det(I + A2).
Todistus. Huomataan, että (I+A1)(I+A2) = I+A1+A2+A1A2 =: I+A3.
Koska A1 ja A2 ovat äärellisulotteisia, on myös operaattori A3 äärellisulotteinen.
Myös operaattoreiden Ai adjungaatit ovat äärellisulotteisia. Lisäksi (ImAúi )‹ =
KerAi, sillä jos x œ KerAi, on kaikilla y œ H voimassa
0 = ÈAix, yÍ = Èx,Aúi yÍ,
joten x œ (ImAúi )‹. Sama yhtälö on voimassa myös jos oletetaan, että x œ
(ImAúi )‹, joten tällöin x œ KerAi. Siten KerAi = (ImAúi )‹. Siten avaruudet
(KerAi)‹ ja ImAi ovat äärellisulotteisia. Näin ollen avaruus
ImA1 + ImA2 + ImAú1 + ImAú2 =: V
on myös äärellisulotteinen. Avaruus V on invariantti operaattoreille Ai, i = 1, 2, 3,
sillä kyseisten operaattoreiden kuvat ovat avaruuden V aliavaruuksia. Samoin ava-
ruus V invariantti myös adjungaateille. Edelleen V ‹ on invariantti operaattoreille
Ai, sekä näiden adjungaateille. Nimittäin V ‹ µ KerA1ﬂKerA2ﬂKerAú1ﬂKerAú2,
ja koska KerA1ﬂKerA2 µ KerA3, niin jokainen operaattori on nolla avaruudessa
V ‹.
Olkoot AÕ1, AÕ2 : V æ V operaattoreiden A1 ja A2 rajoittumat avaruuteen V .
Koska operaattorit häviävät ortokomplementissa V ‹, on operaattorin A3 rajoittu-
ma avaruuteen V operaattori AÕ1 +AÕ2 +AÕ1AÕ2 =: AÕ3. Olkoon (÷i)ni=1 avaruuden V
ortonormaali kanta, joka laajennetaan koko avaruuden ortonormaaliksi kannaksi
(÷i)iœN. Tällöin kullakin k œ N ja j = 1, 2, 3 pätee
tr
1
 k(Aj)
2
=
ÿ
1Æi1<···<ik
ÈAj÷i1 · · · · · Aj÷ik , ÷i1 · · · · · ÷ikÍ
=
ÿ
i1<···<ikÆn
e
AÕj÷i1 · · · · · AÕj÷ik , ÷i1 · · · · · ÷ik
f
= tr
1
 k(AÕj)
2
,
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sillä Aj÷i1·· · ··Aj÷ik = 0 jos jokin ij > n. Siten kullekin operaattorille det(I+Aj)
on yhtä suuri kuin äärellisulotteinen determinantti detV (I Õ + AÕj), missä I Õ on
avaruuden V identiteettioperaattori. Erityisesti äärellisulotteisen determinantin
multiplikatiivisuuden nojalla
det(I + A3) = detV (I Õ + AÕ1 + AÕ2 + AÕ1AÕ2)
= detV (I Õ + AÕ1) detV (I Õ + AÕ2) = det(I + A1) det(I + A2),
mikä osoittaa väitteen. ⇤
Lause 3.17. Olkoot A,B œ C1. Tällöin
det((I + A)(I +B)) = det(I + A) det(I +B).
Todistus. Lauseen 3.15 nojalla A ‘æ det(I + A) on jatkuva kuvaus trace-
normissa. Äärellisulotteiset operaattorit ovat lauseen 2.30 nojalla tiheässä ava-
ruudessa C1. Jos siis olisi olemassa trace-luokan operaattorit A ja B, joille väite
ei olisi voimassa, löytyisi tällöin determinantin jatkuvuuden ja äärellisulotteisten
operaattoreiden tiheyden perusteella äärellisulotteiset operaattorit, joille multipli-
katiivisuus ei pätisi. Tämä on kuitenkin ristiriidassa osoittamamme lemman 3.16
kanssa. ⇤
Lemma 3.18. Olkoon A œ C1. Oletetaan, että I + A on kääntyvä. Tällöin
det(I + A) ”= 0.
Todistus. Operaattori B = ≠A(I+A)≠1 on trace-luokan operaattori. Lisäksi
suora lasku paljastaa, että (I + A)≠1 = I + B. Näin ollen I = (I + A)(I + B) ja
siten lauseen 3.17 nojalla
det(I + A) det(I +B) = det((I + A)(I +B)) = det(I + 0) = 1,
sillä tr( m(0)) = 0 jos m > 0 ja yksi jos m = 0. Näin ollen det(I + A) ”= 0. ⇤
Lause 3.19. Olkoon A œ C1 ja olkoon ≠⁄≠1 operaattorin A ominaisarvo ja n œ
N kyseisen ominaisarvon kertaluku, eli ominaisarvoon ≠⁄≠1 liittyvän yleistetyn
ominaisavaruuden dimensio. Tällöin funktiolla z ‘æ det(I + zA) on n-kertainen
nollakohta pisteessä ⁄.
Todistus. Merkitään ominaisarvoon ≠⁄≠1 liittyvää yleistettyä ominaisava-
ruutta N . Tällöin siis N on lauseen 1.33 nojalla äärellisulotteinen. Olkoon P or-
toprojektio avaruudelle N ja olkoot B = AP ja C = A(I≠P ), missä I≠P on siis
ortoprojektio avaruudelle N‹. Tällöin
(I + zC)(I + zB) = I + zA≠ zAP + zAP + z2A2P ≠ z2APAP = I + zA,
sillä APAP = A2P koska N on invariantti aliavaruus operaattorille A ja ImP =
N . Osoitetaan, että I+zC on kääntyvä pisteen ≠⁄≠1 jossakin ympäristössä. Tätä
varten riittää näyttää, että ≠⁄≠1 ei ole operaattorin C ominaisarvo, sillä kom-
paktin operaattorin ominaisarvot voivat kasaantua Riesz-Schauderin lauseen no-
jalla korkeintaan origoon. Merkitään µ = ≠⁄≠1. Mikäli Â œ N , Â ”= 0, niin
µÂ ≠ A(I ≠ P )Â = µÂ ”= 0. Toisaalta jos Ï œ N‹, niin jos µÏ ≠ A(I ≠ P )Ï =
µÏ≠ AÏ = 0, on oltava Ï œ N ja siten Ï = 0. Oletetaan, että Â œ N ja Ï œ N‹
ovat nollasta eroavia. Tällöin
(µI ≠ A(I ≠ P ))(Â + Ï) = (µI ≠ A)Ï+ µIÂ = 0
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jos ja vain jos (µ ≠ A)Ï = ≠µÂ. Tästä seuraa, että (µ ≠ A)Ï œ N , joten Ï œ N
mikä ei voi pitää paikkaansa. On siis näytetty, että µ = ≠⁄≠1 ei ole operaattori C
ominaisarvo, ja siten että I≠zC on kääntyvä pisteen ≠⁄≠1 jossakin ympäristössä.
Lauseen 3.17 nojalla
det(I ≠ zA) = det(I ≠ zC) det(I ≠ zB),
joten väitettä varten riittää näyttää, että kuvauksella z ‘æ det(I ≠ zB) on n-
kertainen nollakohta pisteessä ≠⁄≠1. Operaattorin B ainoa nollasta eroava omi-
naisarvo on ≠⁄≠1 ja selvästi kyseiseen ominaisarvoon liittyvä yleistetty ominaisa-
varuus on N . Olkoon (÷i)ni=1 Schurin kanta avaruudelle N , jolloin ImB µ ImP =
N = span(÷i)ni=1. Laajennetaan tämä koko avaruudenH ortonormaaliksi kannaksi.
Tällöin on voimassa
(36) B÷i = ⁄i÷i +
i≠1ÿ
k=1
cik÷k,
jokaisella i œ N, missä ⁄m = ≠⁄≠1, kun 1 Æ m Æ n ja ⁄m = 0 muulloin. Tästä
seuraa, että
ÈB÷i1 · · · · ·B÷ik , ÷i1 · · · · · ÷ikÍ = 0,
jos jokin im > n, sillä tällöin aukaisemalla B÷i1 · · · ··B÷ik yhtälön (36) avulla on
kyseisen summan jokainen summattava nolla sen perusteella, että ÷k1·· · ··÷km = 0
jos kj = ki joillakin i ”= j. Näin ollen
tr
1
 k(B)
2
=
ÿ
i1<···<ik
ÈB÷i1 · · · · ·B÷ik , ÷i1 · · · · · ÷ikÍ
=
ÿ
i1<···<ikÆn
⁄i1 · · ·⁄in = (≠1)k
A
n
k
B
1
⁄k
,
jos k Æ n ja nolla muulloin. Tässä on kirjoitettu kukin B÷ij auki Schurin kannan
mahdollistamalla tavalla, käytetty tulon multilineaarisuutta ja sitä, että tulot ovat
nollia jos niissä kaksi samaa tekijää. Binomikerroin tulee siitä, että
#
Ó
(x1, . . . , xk) œ Nk
--- x1 < · · · < xk Æ nÔ =
A
n
k
B
.
Siten binomikaavan nojalla
det(I + zB) =
Œÿ
k=0
zk tr
1
 k(B)
2
=
nÿ
k=0
(≠1)k
A
n
k
B3
z
⁄
4k
=
1
1≠ z⁄
2n
,
mikä osoittaa väitteen. ⇤
Edellinen lause 3.19 on tärkeä Lidskiin lauseen kannalta. Nimittäin determi-
nantin nollakohtien ja näiden kertalukujen tunteminen on olennainen osa Lidskiin
lauseen todistusta. Saamme myös seurauksen.
Seuraus 3.20. Olkoon A œ C1. Tällöin det(I+zA) = 0 tasan silloin kun ≠1/z
on operaattorin A ominaisarvo. Lisäksi determinantin nollakohdan z kertaluku on
sama kuin ominaisarvon ≠1/z kertaluku.
Todistus. Mikäli ≠1/z on operaattorin A ominaisarvo, niin edellisen lauseen
3.19 nojalla determinantilla on nollakohta pisteessä z. Toisaalta jos det(I+zA) = 0
jollakin z ”= 0, niin I+zA ei ole kääntyvä. Koska zA on kompakti operaattori, niin
Fredholmin alternatiivin nojalla I + zA ei ole injektio. Siten myöskään ≠1/z ≠A
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ei ole injektio, eli ≠1/z on operaattorin A ominaisarvo. Kertalukuja koskeva väite
seuraa edellisestä lauseesta 3.19. ⇤
3.4. Lidskiin lause
Varsinainen Lidskiin lause sanoo, että trace-luokan operaattorille T on voi-
massa
trT =
Œÿ
i=1
⁄i(T ),
missä ⁄i(T ) ovat operaattorin T ominaisarvot monikerrat huomioon ottaen. Koska
T œ C1, niin seurauksen 2.21 nojalla qi|⁄i(T )| < Œ. Näin ollen lemman 3.10
nojalla
g(z) =
ŒŸ
i=1
(1 + z⁄i(T )) =
Œÿ
k=0
ÿ
i1<···<ik
zk⁄i1(T ) · · ·⁄ik(T ),
on kokonainen funktio. Lisäksi huomataan, että lineaarisen termin kerroin on
ominaisarvojen summa. Toisaalta determinantin määritelmässä lineaarisen ter-
min kerroin on trT , sillä  1(T ) = T . Jos siis onnistumme osoittamaan, että
g(z) = det(I + zT ), seuraa Lidskiin lause siitä, että potenssisarjakehitelmässä
kertoimet ovat yksikäsitteisiä. Näin ollen Lidskiin lauseen todistus on tästä eteen-
päin puhtaasti kompleksianalyyttinen ja perustuu huomioon, että funktioilla g ja
z ‘æ det(I + zT ) on samat nollakohdat kertaluku huomioon ottaen.
Lemma 3.21. Olkoon U µ C suljetun kiekon D(0, R) jokin ympäristö ja f : U æ
C analyyttiinen funktio. Tällöin jokaisella 0 < r < R on voimassa
max
|z|Ær
|f(z)| Æ 2r
R≠ r max|z|=R[Re f(z)] +
R + r
R≠ r |f(0)|.
Todistus. Oletetaan ensin, että f(0) = 0. Saman tien voidaan olettaa, et-
tä f ei ole identtisesti nolla. Merkitään M = max|z|=RRe f(z). Funktio ef on
analyyttinen eikä ole vakio, joten---exp1f(z)2--- = exp1Re f(z)2 < max
|w|=R
---exp1f(w)2--- = max
|w|=R
exp
1
Re f(w)
2
,
kaikilla |z| < R. Siten M > 0 ja Re f(z) Æ M kaikilla |z| Æ R. Kirjoitetaan
f = u+ iv. Tällöin (2M ≠ f) = (2M ≠ u≠ iv) ”= 0 kaikilla |z| < R, sillä u < 2M .
Näin ollen
g(z) = f(z)
z
1
2M ≠ f(z)
2
on analyyttinen kiekossa |z| < R, sillä f(0) = 0. Koska |u| Æ |2M ≠ u|, niin kun
|z| = R, on
|g(z)|2 = 1
R2
u2 + v2
(2M ≠ u)2 + v2 Æ
1
R2
,
joten |g(z)| Æ R≠1 suljetussa kiekossa |z| Æ R maksimiperiaatteen nojalla. Huo-
mataan, että
2Mzg(z)
1 + zg(z) = f(z),
joten luvuilla |z| = r < R on voimassa
|f(z)| = 2Mr
----- g(z)1 + zg(z)
----- Æ 2MR r1≠ rR =
2Mr
R≠ r ,
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missä on arvioitu kolmioepäyhtälön vasemman puolen avulla
|1 + zg(z)| Ø 1≠ |zg(z)| Ø 1≠ r/R.
Koska r ‘æ r(R≠ r)≠1 on kasvava välillä [0, R), niin kaikilla |z| Æ r < R pätee
|f(z)| Æ 2M |z|
R≠ |z| Æ
2Mr
R≠ r ,
joten väite seuraa ottamalla maksimi.
Olkoon sitten f mielivaltainen. Tällöin f(z)≠f(0) toteuttaa todistetun tulok-
sen. Näin ollen
|f(z)|≠ |f(0)| Æ |f(z)≠ f(0)|
Æ 2r
R≠ r max|z|=R[Re(f(z)≠ f(0)]
Æ 2r
R≠ r
A
max
|z|=R
[Re f(z)] + |f(0)|
B
,
mistä väite seuraa siirtämällä |f(0)| toiselle puolelle ja käyttämällä maksimiperi-
aatetta. ⇤
Lemma 3.22. Olkoon U µ C yhdesti yhtenäinen alue ja 0 œ U . Oletetaan,
että f : U æ C on analyyttinen funktio, joka ei saa arvoa nolla ja jolla f(0) =
1. Tällöin on olemassa analyyttinen funktio h : U æ C, jolla f(z) = exp(h(z))
kaikilla z œ C. Funktio h on yksikäsitteinen 2ﬁi monikertaa vaille.
Todistus. Koska f on analyyttinen ja nollasta eroava, on funktio f Õ/f ana-
lyyttinen alueessa U . Siten f Õ/f on jonkin alueessa U analyyttisen funktion h
derivaatta. Olkoon H(z) = h(z)≠ h(0), jolloin H Õ = f Õ/f . Tällöin on voimassa
d
dz f(z) exp(≠H(z)) = f
Õ(z) exp(≠H(z))≠ f(z)H Õ(z) exp(≠H(z)) = 0,
joten f(z) exp(≠H(z)) © C, joten C = exp(≠H(0)) = 1 ja näin ollen f = eH .
Olkoon g toinen analyyttinen funktio, jolla f = eg. Tällöin f Õ = gÕeg = gÕf ja
siten gÕ = f Õ/f = H Õ. Tästä seuraa, että g ≠H © c, missä c on vakio. Nyt
ec = eg(z)≠H(z) = f(z)/f(z) = 1,
joten c = 2nﬁi jollakin n œ Z. Täten g = H + 2nﬁi. ⇤
Mikäli f : U æ C toteuttaa edellisen lemman oletukset, kutsutaan funktiota h
funktion f logaritmiksi ja merkitään h = log f . Tällöin siis logaritmi on yksikäsit-
teinen analyyttinen funktio 2ﬁi monikertaa vaille.
Lause 3.23. Olkoon f : Cæ C kokonainen funktio, jolla on nollakohdat (zi)‹i=1
monikerrat huomioiden, missä ‹ Æ Œ. Oletetaan, että f(0) = 1 ja ettäq‹i=1|zi|≠1 <
Œ. Oletetaan lisäksi, että kaikilla Á > 0 on olemassa CÁ > 0, jolla |f(z)| Æ
CÁ exp(Á|z|). Tällöin
f(z) =
‹Ÿ
i=1
3
1≠ z
zi
4
.
Todistus. Merkitään g(z) = r‹i (1 ≠ zz≠1i ) ja jos funktiolla f ei ole ollen-
kaan nollakohtia asetetaan g(z) © 1. Tällöin g on oletusten ja lemman 3.10 no-
jalla analyyttinen kokonainen funktio, jolla on tasan samat nollakohdat kertalu-
ku mukaan lukien kuin funktiolla f . Jos zi on funktioiden f ja g nollakohta, on
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f(z) = (z ≠ zi)mF (z) ja g(z) = (z ≠ zi)mG(z), missä m œ N on nollakohdan zi
kertaluku ja G(zi) ”= 0 ”= F (zi). Näin ollen f/g = F/G pisteen zi ympäristös-
sä, joten funktiolla f/g ei ole erikoispistettä eikä myöskään nollakohtaa pisteessä
zi. Koska funktion f nollakohdat ovat funktion f/g ainoat mahdolliset erikoispis-
teet ja nollakohdat, on f/g kokonainen funktio joka ei saa arvoa nolla. Lisäksi
f(0)/g(0) = 1. Siten lemman 3.22 nojalla f/g = eh jollakin kokonaisella funktiolla
h, jolle voidaan vaatia, että h(0) = 0.
Olkoon log logaritmin päähaara ja 0 < r < 1. Tällöin kaikilla |w| Æ r on
voimassa
(37) |log(1 + w)| =
-----
⁄ w
0
d
dz log(1 + z) dz
----- Æ Cr|w|,
sillä log(1) = 0. Olkoon R Ø 2. Määritellään funktio
kR(z) = ≠
ÿ
|zi|>R
log
3
1≠ z
zi
4
kiekossa D(0, 2), missä lisäksi tyhjä summa tulkitaan nollaksi. Tällöin on olemassa
0 < r < 1, jolla kaikilla z œ D(0, 2) ja |zi| > R on voimassa |z/zi| Æ 2/|zi| < r < 1.
Siten ÿ
|zi|>R
----log31≠ zzi
4---- Æ Cr|z| ÿ
|zi|>R
1
|zi| ,
mistä nähdään, että kR(z) on analyyttinen kiekossa D(0, 2) koska sen määrittelevä
sarja suppenee itseisesti ja tasaisesti ja lisäksi kR(z)æ 0 kaikilla z œ D(0, 2) kun
RæŒ.
Eksponenttifunktion ominaisuuksista seuraa, että
exp
Qa ÿ
|zi|>R
log
3
1≠ z
zi
4Rb = Ÿ
|zi|>R
exp
3
log
3
1≠ z
zi
44
=
Ÿ
|zi|>R
3
1≠ z
zi
4
.
Määritellään funktio
fR(z) = exp(h(z))
Ÿ
|zi|>R
3
1≠ z
zi
4
,
jolloin fR on kokonainen ja kiekossa D(0, 2) sillä ei ole yhtään nollakohtaa. Lisäksi
fR = exp(h≠ kR) kiekossa D(0, 2). Merkitään vielä hR = h≠kR, jolloin h = hR+
kR kiekossa D(0, 2). On helppo nähdä, että fR(z)æ f(z)/g(z) pisteittäin kaikilla
|z| < 2, kun RæŒ. Väitettä varten on osoitettava, että h = 0, johon puolestaan
analyyttisyyden nojalla riittää, että h = 0 yksikkökiekossa. Koska kiekossa D(0, 2)
funktio h = hR + kR, on näytettävä, että |kR(z)|æ 0 ja |hR(z)|æ 0 kun RæŒ
kaikilla |z| < 1. Funktiolle kR tämä on jo osoitettu.
Huomataan, että fR voidaan kirjoittaa muodossa
fR(z) = f(z)
Ÿ
|zi|ÆR
3
1≠ z
zi
4≠1
.
Jos |z| = 2R ja |zi| Æ R, on
---1≠ zz≠1i --- Ø 1, joten jos Á > 0, on kaikilla |z| = 2R
voimassa
|fR(z)| =
------
Ÿ
|zi|ÆR
3
1≠ z
zi
4------
≠1
|f(z)| Æ CÁ exp(Á2R),
3.4. LIDSKIIN LAUSE 55
ja edelleen maksimiperiaatteen ja funktion fR analyyttisyyden nojalla |fR(z)| Æ
CÁ exp(Á2R) myös kun |z| = r < 2. Koska tällöin |fR(z)| = exp(RehR(z)), niin
RehR(z) Æ logCÁ + 2RÁ.
Sovelletaan lemmaa 3.21 funktioon hR. Koska hR(0) = 0, saadaan, että
max
|w|Æ1
|hR(w)| Æ 2
R≠ 1 max|w|=RRehR(w) Æ
2
R≠ 1(logCÁ + 2RÁ).
Siten kaikilla |z| Æ 1 on voimassa
lim sup
RæŒ
|hR(z)| Æ 4Á.
Koska Á oli mielivaltainen, on näytetty, että hR(z) æ 0 kaikilla |z| Æ 1 kun
R æ Œ. Siten h(z) = 0 kaikilla |z| < 1, mistä seuraa funktion h kokonaisuuden
nojalla, että h(z) © 0. Siten f = g. ⇤
Lause 3.24 (Lidskiin lause). Olkoon T œ C1 ja (⁄i(T ))‹i=1 operaattorin T
nollasta eroavat ominaisarvot monikerrat huomioiden. Tällöin
(38) det(I + zT ) =
‹Ÿ
i=1
(1 + z⁄i(T ))
ja
(39) trT =
‹ÿ
i=1
⁄i(T ).
Todistus. Funktio z ‘æ det(I + zT ) on kokonainen analyyttinen funktio,
jonka nollakohdat ovat lauseen 3.19 mukaan tasan ≠⁄i(T )≠1 kertaluku mukaan
lukien. Lauseen 3.13 nojalla z ‘æ det(I + zT ) toteuttaa lauseen 3.23 ehdot, joten
yhtälö (38) on voimassa.
Determinantin määrittelevän potenssisarjan lineaarinen termi on trT . Toisaal-
ta yhtälön (38) oikealla puolella olevan tulon potenssisarjalla origon suhteen on
lemman 3.10 nojalla lineaarisen termin kertoimenaan operaattorin T ominaisar-
vojen summa. Koska analyyttisen funktion potenssisarjan kertoimet ovat yksikä-
sitteiset, on myös (39) todistettu. ⇤
Huomioita 3. Jäljen kehittely noudattelee suurelta osin esitystä [Lax02]. Determinanttia
koskevat kehittelyt ja tulokset sekä Lidskiin lauseen todistus ovat kirjasta [RS78], mutta myös
artikkelia [Sim77] sekä kirjaa [Sim05] on käytetty paikoitellen hyväksi. Käyttämämme tensori-
tulokonstruktio on kirjasta [RS80].
Esittämämme tapa kehittää determinantti ei suinkaan ole ainoa. Vaihtoehtoisesti voitaisiin
edetä määrittelemällä ensin determinantti operaattoreille I + F , missä F on äärellisulotteinen.
Tämä onnistuu hajoittamalla avaruus suoraksi summaksi H = M ü N , missä M on äärellisu-
lotteinen ja invariantti operaattorille F ja F = 0 avaruudessa N . Tällöin operaattorin I + F
determinantti määritellään rajoittuman IM + F : M æM determinantiksi, missä IM : M æM
on avaruudenM identiteettioperaattori. Käyttämällä äärellisulotteisten operaattoreiden tiheyttä
hyväksi saadaan determinantti määriteltyä kaikille operaattoreille I+T , missä T on trace-luokan
operaattori. Tällä tavoin determinantti on kehitetty esimerkiksi kirjoissa [GGK90] ja [GGK00].
Kyseinen determinantti on tietenkin Lidskiin lauseen nojalla sama kuin tässä kehittämämme.
Lidskii todisti trace-luokan operaattoreiden jälkeä koskevan lauseensa vuonna 1959 artikke-
lissa [Lid59]. Lidskiin trace-kaava esiintyy kuitenkin Nelson Dunfordin ja Jacob Schwartzin ope-
raattoriteorian kirjassa [DS63, Thm. XI.9.19]. Peter Laxin mukaan [Lax02, s. 341] Jacob Schwartz
on kertonut todistaneensa tuloksen tietämättä Lidskiin työstä. Ilmeisesti myös Alexandre Grot-
hendieck oli ainakin tietoinen trace-kaavasta niinkin aikaisin kuin vuonna 1955 [Pie14].
Esittämämme todistus eroaa Lidskiin alkuperäisestä. Äärellisulotteinen Lidskiin lauseen vas-
tine voidaan todistaa joko valitsemalla avaruudelle kanta, jossa kyseisen operaattorin matriisi on
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Jordanin muodossa kuten luvun alussa on toimittu tai vaihtoehtoisesti karakteristisen polynomin
avulla. Samoin voidaan edetä ääretönulotteisessa tapauksessa. Tässä esitetty todistus perustuu
karakteristisen polynomin tutkimiseen. Vaihtoehtoinen tapa on käyttää Schurin kantaa hyväksi
ja esittää tämän avulla operaattori T eräänlaisena kolmiomatriisina. Näin on toimittu esimer-
kiksi kirjassa [GK69]. Tässä lähestymistavassa suurimmaksi ongelmaksi muodostuu tapaus, jossa
operaattorilla T ei ole ollenkaan ominaisarvoja.
LUKU 4
Integraalioperaattorin jälki
Tarkastelemme tässä luvussa hieman rajoitetumpaa operaattoriluokkaa, sil-
lä yleisen Hilbertin avaruuden H sijaan tarkastelemme operaattoreita avaruudel-
la L2(Rn,mn), missä mn on n-dimensioinen Lebesguen mitta. Tässä tapauksessa
osoitamme, että jokaisella Hilbert-Schmidt -operaattorilla on esitys integraalio-
peraattorina. Tämä mahdollistaa kyseisten operaattoreiden tutkimisen reaaliana-
lyyttisin menetelmin, jotka perustuvat keskiarvo-operaattoreihin ja maksimaali-
funktioon. Näitä käyttäen osoitamme, että integraalioperaattoreille on olemassa
omanlaisensa trace-kaava: operaattorin jälki on yhtä suuri kuin ytimen integraali
diagonaalin yli.
4.1. Hilbert-Schmidt-operaattoreista
Tarkastellaan tarkemmin Schatten-luokkaa C2, jota siis kutsutaan myös Hilbert-
Schmidt-luokaksi tai vain Schmidt-luokaksi. Luvun 2 tulosten perusteella C2 on
Banachin avaruus, joka koostuu niistä kompakteista operaattoreista, joiden sin-
gulaariarvojen jono on neliösummautuva. Lisäksi tiedetään, että C1 µ C2 ja että
C2 on avaruuden L (H) ú-ideaali. Schmidt-luokalla on tärkeä rooli integraalio-
peraattoreiden teoriassa, minkä vuoksi tarkastelemme kyseistä avaruutta hieman
tarkemmin. Aloitetaan seuraavalla karakterisaatiolla.
Lause 4.1. Olkoon K œ L (H) ja (÷i)iœN avaruuden H ortonormaali kan-
ta. Tällöin summan qŒi=1ÎK÷iÎ2 arvo on riippumaton kannasta. Lisäksi kyseinen
summa on äärellinen jos ja vain jos K œ C2 ja äärellisessä tapauksessa summan
arvo on ÎKÎ22.
Todistus. Oletetaan, ettäqiÎK÷iÎ2 <Œ ja olkoon (Âi)iœN toinen avaruuden
H ortonormaali kanta. Koska ÎKxÎ2 = ÈKx,KxÍ =
e
|K|2x, x
f
= Î|K|xÎ2, niin
Parsevalin kaavan avulla
Œÿ
i=1
ÎK÷iÎ2 =
Œÿ
i=1
Œÿ
k=1
|È|K|÷i,ÂkÍ|2 =
Œÿ
k=1
Œÿ
i=1
|È|K|Âk, ÷iÍ|2 =
Œÿ
k=1
ÎKÂkÎ2.
Siten summan arvo on riippumaton kannasta.
On näytettävä, että K on kompakti. Tätä varten riittää näyttää, että |K|
on, joten oletetaan, että K on positiivinen operaattori jolla qiÈK2÷i, ÷iÍ < Œ.
OlkoonMn = span(÷1, . . . , ÷n) ja Â œM‹n , ÎÂÎ = 1. Tällöin (÷1, . . . , ÷n,Â) voidaan
täydentää avaruuden H ortonormaaliksi kannaksi (Ïi), joten
ÎKÂÎ2 Æ
Œÿ
i=1
ÎKÏiÎ2 ≠
nÿ
k=1
ÎK÷kÎ2,
mistä seuraa, että Sn := sup{ÎKÏÎ |Ï œM‹n , ÎÏÎ = 1}æ 0 kun næŒ. Olkoon
Fn operaattori Fnx =
qn
i=1Èx, ÷iÍK÷i. Tällöin kaikilla ÎÏÎ = 1, Ï = Ï1 + Ï2 œ
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Mn üM‹n on voimassa
Î(K ≠ Fn)ÏÎ =
......
Œÿ
i=n+1
ÈÏ, ÷iÍK÷i
...... =
......K
Qa Œÿ
i=n+1
ÈÏ, ÷iÍ÷i
Rb...... Æ SnÎÏ2Î Æ Sn æ 0
kun næŒ, joten ÎK ≠ FnÎ æ 0 ja siten K on äärellisulotteisten operaattoreiden
rajana kompakti.
Viimeiset väitteet seuraavat valitsemalla avaruuteen H operaattorin K mo-
dulin ominaisvektoreista koostuva kanta ja käyttämällä tietoa, että ÎKÂiÎ =
Î|K|ÂiÎ. ⇤
Lause 4.2. Jokainen operaattori T œ C1 voidaan esittää kahden Hilbert-Schmidt-
operaattorin tulona. Toisaalta kahden Hilbert-Schmidt-operaattorin A,B œ C2 tulo
AB on trace-luokan operaattori ja on voimassa
ÎABÎ1 Æ ÎAÎ2ÎBÎ2.
Todistus. Olkoon T œ C1, joten erityisesti T on kompakti. Tällöin operaat-
torilla T on polaarihajotelma T = U |T |, missä |T | œ K (H). Siten operaattorilla
|T | on neliöjuuri |T |1/2. Näin ollen
ÎTÎ1 =
Œÿ
i=1
È|T |÷i, ÷iÍ =
Œÿ
i=1
e
|T |1/2÷i, |T |1/2÷i
f
=
...|T |1/2...2
2
,
joten |T |1/2 œ C2. Koska C2 on ideaali, niin U |T |1/2 œ C2, joten T = (U |T |1/2)|T |1/2
voidaan esittää kahden Hilbert-Schmidt-operaattorin tulona.
Olkoot sitten A,B œ C2. Oletetaan ensin, että AB on positiivinen operaattori.
Olkoon (÷i) operaattorin AB ominaisvektoreista koostuva kanta. Koska myös Bú œ
C2, saadaan
ÎABÎ1 =
Œÿ
i=1
ÈAB÷i, ÷iÍ =
Œÿ
i=1
ÈA÷i, Bú÷iÍ Æ
Œÿ
i=1
ÎA÷iÎÎBú÷iÎ Æ ÎAÎ2ÎBÎ2,
missä on käytetty Cauchy-Schwarzin epäyhtälöä ensin avaruudessa H ja sitten
avaruudessa ¸2, sovellettu lausetta 4.1 ja muistettu että ÎBÎ2 = ÎBúÎ2.
Yleisesti on voimassa, että A on trace-luokan operaattori jos ja vain jos |A|
on ja lisäksi kyseisillä operaattoreilla on sama trace-normi. Jos B,C œ C2, niin
|BC| = UúBC, missä U on isometria operaattorin BC kuvassa. Siten
ÎBCÎ1 = Î|BC|Î1 Æ ÎUúBÎ2ÎCÎ2 Æ ÎUÎÎBÎ2ÎCÎ2 Æ ÎBÎ2ÎCÎ2,
joten BC œ C1 ja haluttu yhtälö on voimassa. ⇤
Samaan tapaan kuin ¸2-avaruus on Hilbertin avaruus, voidaan jäljen avulla
määritellä sisätulo avaruuteen C2. Mainitsemme tämän enemmänkin kuriositeet-
tina, sillä kyse ei ole tarkastelujemme osalta tärkeästä tuloksesta.
Lause 4.3. Avaruudessa C2 voidaan määritellä sisätulo asettamalla ÈA,BÍ =
tr(BúA). Erityisesti C2 on Hilbertin avaruus.
Todistus. Lauseen 4.2 nojalla kuvaus (A,B) ‘æ tr(BúA) on hyvin määritelty
C 22 æ C. Sisätulon ominaisuuksien tarkistus on suoraviivainen lasku käyttäen
jäljen lineaarisuutta ja tietoa, että tr(Aú) = trA. Lisäksi tr(AúA) = tr(|A|2) =
ÎAÎ22, joten normi Î·Î2 on kyseisen sisätulon indusoima. Siten C2 on Hilbertin
avaruus. ⇤
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4.2. Integraalioperaattorit ja Hilbert-Schmidt-luokka
Olkoon X µ Rn Lebesgue-mitallinen joukko ja dx Lebesguen mitta. Tunne-
tusti avaruus L2(X, dx) on separoituva Hilbertin avaruus. Avaruuden L2(X) inte-
graalioperaattoreilla tarkoitetaan operaattoreita, jotka ovat formaalisti muotoa
(40) (Tf)(x) =
⁄
X
K(x, y)f(y) dy,
jollakin ydinfunktiolla K : X2 æ C. Tässä työssä rajoitamme kuitenkin termin
integraalioperaattori vain tapaukseen, jossa ydin K œ L2(X2) ja merkitsemme
tällöin kyseistä operaattoria T =: TK .
Lause 4.4. Olkoon K œ L2(X2). Tällöin kaavalla (40) määritelty operaatto-
ri T on hyvin määritelty rajoitettu operaattori. Erityisesti y ‘æ K(x, y)f(y) on
mitallinen ja integroituva melkein jokaisella x œ X. Lisäksi ÎTÎ Æ ÎKÎ2.
Todistus. Kiinnitetään f œ L2(X). Fubinin lauseen nojalla y ‘æ |K(x, y)|2
on integroituva melkein kaikilla x œ X. Siten funktio x ‘æ K(x, y)f(y) on Cauchy-
Schwarzin epäyhtälön nojalla integroituva melkein kaikilla x œ X. Lisäksi Cauchy-
Schwarzin epäyhtälön nojalla⁄
X
----⁄
X
K(x, y)f(y) dy
----2dx Æ ⁄
X
3⁄
X
|K(x, y)|2 dy
⁄
X
|f(y)|2 dy
4
dx Æ ÎfÎ22ÎKÎ22,
joten Tf œ L2(X) ja lisäksi ÎTÎ Æ ÎKÎ2, eli T on rajoitettu operaattori, sillä
lineaarisuus on selvä. ⇤
On selvää, että TK+S = TK + TS ja TcK = cTK , kun K,S œ L2(X2). Seuraava
lemma antaa lisää vastaavuuksia operaattorin ja ytimen välille.
Lemma 4.5. Olkoot K,S œ L2(X2) ja TK sekä TS vastaavat integraalioperaat-
torit. Olkoon vielä Kú ydin joka määritelty asettamalla Kú(x, y) = K(y, x) ja P
ydin joka määritelty asettamalla
P (x, y) =
⁄
X
K(x, z)S(z, y) dz.
Tällöin T úK = TKú ja TKTS = TP .
Todistus. Mikäli f, g œ L2(X), on Fubinin lauseen nojalla voimassa
ÈTKf, gÍ =
⁄
X
3⁄
X
K(x, y)f(y) dy
4
g(x) dx
=
⁄
X
3⁄
X
Kú(y, x)g(x) dx
4
f(y) dy = Èf, TKúgÍ,
mikä osoittaa ensimmäisen väitteen.
Toista varten huomataan ensin, että Cauchy-Schwarzin ja Fubinin lauseiden
nojalla⁄
X2
----⁄
X
K(x, z)S(z, y) dz
----2dx dy Æ ⁄
X2
3⁄
X
|K(x, z)|2 dz
43⁄
X
|S(z, y)|2 dz
4
dx dy
= ÎKÎ22ÎSÎ22,
joten P œ L2(X2). Tällöin jälleen Fubinia käyttäen saadaan⁄
X
3⁄
X
K(x, z)S(z, y) dz
4
f(y) dy =
⁄
X
K(x, z)
3⁄
X
S(z, y)f(y) dy
4
dz,
joten TP = TKTS. ⇤
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Lemma 4.6. Olkoot (Âi)iœN ja (Ïi)iœN avaruuden L2(X) ortonormaaleja kan-
toja. Tällöin (ÂkÏl)k,lœN on avaruuden L2(X2) ortonormaali kanta. Tässä ÂkÏl on
funktio (x, y) ‘æ Âk(x)Ïl(y).
Todistus. Ortonormaaliutta varten lasketaan
ÈÂk1Ïl1 ,Âk2Ïl2Í =
⁄
X2
Âk1(x)Ïl1(y)Âk2(x)Ïl1(y) dx dy = ÈÂk1 ,Âk2ÍÈÏk2 ,Ïk1Í,
joten jono (ÏkÏl) on ortonormaali. Oletetaan, että K œ L2(X2) on sellainen, että
ÈK,ÂkÏlÍ = 0 kaikilla k, l œ N. On näytettävä, että K = 0. Lasketaan
ÈK,ÂkÏlÍ =
⁄
X2
K(x, y)Âk(x)Ïl(y) dx dy =
⁄
X
3⁄
X
K(x, y)Ïl(y) dy
4
Âk(x) dx,
joten kullakin l œ N funktio s K(x, y)Ïl(y) dy = 0 melkein kaikilla x œ X. Koska
nollamittaisten joukkojen numeroituva yhdiste on nollamittainen, voidaan päätel-
lä, että s K(x, y)Ïl(y) dy = 0 kaikilla l œ N nollamittaista joukkoa lukuun otta-
matta. Siten melkein kaikilla x œ X on K(x, y) = 0 melkein kaikilla y œ X. Tästä
seuraa, että K = 0. ⇤
Lause 4.7. Operaattori T œ L (L2(X)) on integraalioperaattori jos ja vain jos
T œ C2. Mikäli T on integraalioperaattori, on ÎTÎ2 = ÎKÎ2, missä K on vastaa-
va integraaliydin. Avaruudet C2 ja L2(X2) ovat luonnollisella tavalla isomorfiset
samaistamalla integraaliydin sitä vastaavan Hilbert-Schmidt-operaattorin kanssa.
Todistus. Oletetaan, että K œ L2(X2). Merkitään tätä vastaavaa integraa-
lioperaattoria TK . Olkoon (Âi) avaruuden L2(X) kanta, jolloin (ÂiÂk)i,kœN on ava-
ruuden L2(X2) kanta lemman 4.6 nojalla. On näytettävä, että qiÎTKÂiÎ2 < Œ.
Parsevalin kaavan nojalla ÎTKÂiÎ2 = qk|ÈTKÂi,ÂkÍ|2. Koska
ÈTKÂi,ÂkÍ =
⁄
X
3⁄
X
K(x, y)Âi(y) dy
4
Âk(x) dx
=
⁄
X2
K(x, y)Âi(y)Âk(x) dx dy =
e
K,ÂkÂi
f
,
niin Œÿ
i=1
ÎTKÂiÎ2 =
Œÿ
i=1
Œÿ
k=1
---eK,ÂkÂif---2 = ÎKÎ22,
joten lauseen 4.1 mukaan TK œ C2 ja ÎTKÎ2 = ÎKÎ.
Mikäli T œ C2 on äärellisulotteinen, niin käyttämällä operaattorin T Hilbert-
Schmidt-esitystä, T = qi µi(T )Âi ¢ Ïi, saadaan
(T÷)(x) =
nÿ
i=1
µi(T )È÷,ÏiÍÂi(x) =
⁄
X
A
nÿ
i=1
µi(T )Ïi(y)Âi(x)
B
÷(y) dy,
joten äärellisulotteiset Hilbert-Schmidt-operaattorit ovat integraalioperaattoreita.
Edellä todistetun nojalla kuvaus K ‘æ TK on lineaarinen isometria. Isometrian ku-
va on aina suljettu. Lisäksi edellisen perusteella kyseisen operaattorin kuva sisältää
kaikki äärellisulotteiset operaattorit. Siten äärellisulotteisten operaattoreiden ti-
heyden nojalla jokainen Hilbert-Schmidt-operaattori on integraalioperaattori. ⇤
On huomattava, että jos Ï,Â œ L2(Rn), niin operaattoria Ï ¢ Â vastaava
ydin on pisteittäin melkein kaikkialla määritelty ydin K(x, y) = Ï(x)Â(y). Näin
ollen voimme samaistaa kyseisen operaattorin ja ytimen. Erityisesti käytämme
merkintää Ï¢Â sekä yksiulotteiselle operaattorille, että sitä vastaavalle ytimelle,
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jolloin merkintä siis tarkoittaa pisteittäin melkein kaikkialla määriteltyä funktiota
(Ï¢ Â)(x, y) = Ï(x)Â(y).
4.3. Maksimaalifunktio
Olkoon n œ N kiinnitetty ja r > 0. Merkitään Cr :=]≠ r, r[nµ Rn ja edelleen
kakilla x œ Rn joukkoa Cr(x) := x + Cr, jolloin siis joukot Cr(x) ovat x-keskisiä
r-säteisiä kuutioita. Selvästi joukot Cr(x) ovat avoimia ja mn(Cr(x)) = mn(Cr) =
2nrn, missä on merkitty n-dimensioista Lebesguen mittaa mn.
Perinteisesti maksimaalifunktiot määritellään käyttämällä kuulia, mutta käy-
tämme tässä kuutioita, sillä haluamme tutkia maksimaalifunktion avulla integraa-
lioperaattoreita, jolloin olisi toivottavaa, että joukot, joiden suhteen keskiarvoiste-
taan käyttäytyisivät hyvin avaruuksien tulojen suhteen. Kuutioilla on tämä omi-
naisuus, sillä C2nr (x, y) = Cnr (x) ◊ Cnr (y), missä yläindekseillä on merkitty, mis-
sä avaruudessa Rn kyseinen kuutio sijaitsee. Toisaalta kuutioiden käyttäminen ei
muuta maksimaalifunktion ominaisuuksia.
Olkoon f œ L1loc(Rn) ja r > 0. Määritellään keskiarvo-operaattori Ar asetta-
malla
Arf(x) =
1
mn(Cr(x))
⁄
Cr(x)
f(y) dy = 1
mn(Cr)
⁄
Cr
f(x+ y) dy.
Edelleen määritellään maksimaalifunktio asettamalla
Mf(x) = sup
r>0
1
mn(Cr)
⁄
Cr
|f(x+ y)| dy,
jolloinMf on kullakin lokaalisti integroituvalla funktiolla tunnetusti mitallinen ja
hyvin määritelty funktio Rn æ [0,Œ]. Tarvitsemme muutamia perustuloksia mak-
simaalifunktiosta sekä keskiarvo-operaattoreista. Seuraavien tulosten todistuksia
varten viittaamme teokseen [Ste70].
Lause 4.8 (Maksimaalilause). Mikäli f œ Lp(Rn), missä 1 Æ p Æ Œ, niin Mf
on äärellinen melkein kaikkialla. Lisäksi mikäli 1 < p Æ Œ, niin Mf œ Lp(Rn) ja
ÎMfÎp Æ BpÎfÎp,
missä vakio Bp riippuu ainoastaan luvusta p sekä avaruuden Rn dimensiosta n.
Lause 4.9 (Lebesguen di erentioituvuuslause). Olkoon f lokaalisti integroitu-
va funktio. Tällöin
lim
ræ0
1
mn(Cr(x))
⁄
Cr(x)
f(y) dy = f(x)
melkein kaikilla x œ Rn, erityisesti jokaisessa funktion f jatkuvuuspisteessä.
Lebesguen di erentioituvuuslauseen mukaan keskiarvo-operaattoreille on voi-
massa Arf(x)æ f(x) melkein kaikilla x œ Rn. Toisaalta
|Arf(x)| Æ 1
m(Cr)
⁄
Cr
|f(x+ y)| dy ÆMf(x)
kaikilla x œ Rn, joten maksimaalilauseen nojalla Ar on kiinteällä r > 0 rajoitettu
operaattori Lp(Rn)æ Lp(Rn), sillä operaattorin Ar lineaarisuus on selvä.
Lemma 4.10. Olkoon f œ L1loc(Rn). Tällöin kiinteällä r > 0 funktio x ‘æ
Arf(x) on jatkuva. Samoin kiinteällä x œ Rn funktio r ‘æ Arf(x) on jatkuva.
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Todistus. Kiinnitetään f œ L1loc(Rn). Olkoon y œ Rn ja q, r > 0. Koska olem-
me kiinnostuneet raja-arvoista x æ y, q æ r sekä r æ q, niin riittää tarkastella
pisteitä x œ B(y, 1) ja voidaan olettaa, että q, r œ (0, a), missä 0 < a <Œ. Tällöin
on olemassa kompakti joukko D µ Rn, jolla Cq(x)ﬁCr(y) µ D kaikilla x œ B(y, 1)
ja q, r œ (0, a). Näin ollen saadaan----⁄
Cq(x)
f(t) dt≠
⁄
Cr(y)
f(t) dt
---- Æ ⁄
D
---‰Cq(x)(t)≠ ‰Cr(y)(t)---|f(t)| dt.
Koska---‰Cq(x)(t)≠ ‰Cr(y)(t)--- =
Y][1 kun t œ (Cq(x) \ Cr(y)) ﬁ (Cq(y) \ Cr(x))0 muutoin,
niin⁄
D
---‰Cq(x)(t)≠ ‰Cr(y)(t)---|f(t)| dt = ⁄
D
|f(t)|
1
‰Cq(x)\Cr(y) + ‰Cr(y)\Cq(x)
2
dt
=
⁄
Cq(x)\Cr(y)
|f(t)| dt+
⁄
Cr(y)\Cq(x)
|f(t)| dt.
Nyt väitteet seuraavat integraalin absoluuttisesta jatkuvuudesta, sillä
mn(Cq(x) \ Cr(y)),mn(Cr(y) \ Cq(x))æ 0,
jos r = q ja x æ y tai jos x = y ja q æ r tai r æ q. Näin ollen Ar(x) æ Ar(y)
kun xæ y. ⇤
Mikäli f œ L2(Rn), niin lemman 4.10 mukaan x ‘æ Arf(x) on jatkuva kuvaus.
Toisaalta jos f(x) on pisteittäinen edustaja vektorille f , niin Lebesguen di eren-
tioituvuuslauseen nojalla Arf(x)æ f(x) kun r æ 0 melkein kaikilla x œ Rn.
Määritelmä 4.11. Olkoon f œ L2(Rn). Tällöin määritellään kuvaus f˜ : Rn æ
C asettamalla
f˜(x) = lim
ræ0Arf(x),
kun raja-arvo on olemassa ja f˜(x) = 0 muulloin.
Kuvaus f˜ on siis melkein kaikkialla jatkuvien funktioiden pisteittäinen raja.
Siten kuvauksen f˜ määrittelyllä saadaan poimittua siisti pisteittäinen edustaja
vektorille f . Koska r ‘æ Arf(x) on jatkuva kaikilla x œ Rn ja kyseinen kuvaus jat-
kuu jatkuvasti kuvaukseksi [0,Œ)æ C melkein kaikilla x œ Rn, niin jatkuvuuden
nojalla
---f˜(x)--- ÆMf(x) melkein kaikilla x œ Rn.
Lemma 4.12. Olkoon r > 0 ja 1 Æ p <Œ. Oletetaan, että fn æ f avaruudessa
Lp(Rn). Tällöin Arfn æ Arf tasaisesti.
Todistus. Arvioimalla
|Arfn(x)≠ Arf(x)| Æ 1
m(Cr)
⁄
Cr
|fn(x+ y)≠ f(x+ y)| dy Æ Îfn ≠ fÎ1
m(Cr)
nähdään, että väite on voimassa kun p = 1. Olkoon p > 1 ja olkoon q tämän
Hölder-konjugaatti. Tällöin arvioimalla edelleen edellisestä epäyhtälöstä Hölderin
epäyhtälön avulla saadaan
1
m(Cr)
⁄
Cr
|fn(x+ y)≠ f(x+ y)| dy Æ m(Cr)
1
q
m(Cr)
3⁄
Cr
|fn(x+ y)≠ f(x+ y)|p
4 1
p
Æ C(r)Îfn ≠ fÎp,
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joten Arfn æ Arf tasaisesti myös kun p > 1. ⇤
Välittömänä seurauksena saamme vastaavan suppenemistuloksen sarjoille kun-
han muistetaan vain että operaattori Ar on rajoitettu.
Seuraus 4.13. Jos qŒn=1 fn suppenee avaruudessa Lp(Rn) funktioon f , niinqŒ
n=1Arfn suppenee tasaisesti funktioon Arf .
Lemma 4.14. Olkoot Ï,Â œ L2(Rn). Tällöin
A2nr (Ï¢ Â)(x, y) = AnrÏ(x)AnrÂ(y).
Todistus. Koska C2nr = Cnr ◊Cnr ja m(C2nr ) = m(Cr)2, niin käyttäen Fubinia
A2nr (Ï¢ Â)(x, y) =
1
m(Cr)2
⁄
Cr
3⁄
Cr
Ï(x+ s)Â(y + t) ds
4
dt = AnrÏ(x)AnrÂ(y),
joten väite on osoitettu. ⇤
Lemma 4.15. Maksimaalifunktio on submultiplikatiivinen ja subadditiivinen,
eli
M (2n)(Ï¢ Â)(x, y) ÆM (n)Ï(x)M (n)Â(y)
ja
M(Ï+ Â)(x) ÆMÏ(x) +MÂ(y).
Todistus. Submultiplikatiivisuus seuraa suoraan lemmasta 4.14. Subadditii-
visuus taas seuraa kolmioepäyhtälöstä ja integraalin lineaarisuudesta. Nimittäin
1
m(Cr)
⁄
Cr(x)
|Ï(x) + Â(x)| dx Æ ArÏ(x) + ArÂ(x) ÆMÏ(x) +MÂ(x),
joten väite seuraa ottamalla vasemmalla supremum. ⇤
4.4. Trace-kaava integraalioperaattorille
Kuten on tullut ilmi, on integraalioperaattoreiden ja Hilbert-Schmidt-operaat-
toreiden välillä yksi yhteen vastaavuus. Toisaalta olemme näyttäneet, että trace-
luokan operaattorit ovat aina Hilbert-Schmidt-operaattoreita. Kuitenkin tämä
inkluusio on aito. Tarkastelemmekin tässä niitä integraalioperaattoreita, jotka
ovat myös trace-luokan operaattoreita. Tällaisten operaattoreiden jälki on hyvin
määritelty ja voidaan Lidskiin lauseen mukaan laskea summaamalla operaattorin
ominaisarvot. Koska integraalioperaattoreiden tapauksessa tarkastelemme rajoite-
tumpaa luokkaa operaattoreita, ja toisaalta käytössä on enemmän työkaluja, voi-
daan perustellusti pyrkiä esittämään operaattorin jälki annettujen lisäoletusten ja
työkalujen mahdollistamalla tavalla.
Keskitymme tässä tapaukseen, jossa X = Rn, mutta tämä ei suinkaan ole
rajoite, sillä yleiselle mitalliselle joukolle X tulokset seuraavat laajentamalla funk-
tiot nollaksi avaruuden X ulkopuolella. Seuraava lemma antaa tavan muodostaa
positiiviselle avaruuden L2(Rn) Hilbert-Schmidt-operaattorille integraaliytimen.
Lemma 4.16. Olkoon P œ C2(L2(Rn)) positiivinen operaattori, jolla spektraa-
liesitys qi µiÏi ¢ Ïi, missä (Ïi)iœN on avaruuden L2(Rn) kanta. Tällöin operaat-
torin P integraalimuodossa on ytimenä pisteittäin määritelty ydin
P (x, y) =
Œÿ
i=1
µiÏi(x)Ïi(y),
missä Ïi : Rn æ C ovat jotkin kiinnitetyt pisteittäiset edustajat vektoreille Ïi œ
L2(Rn).
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Todistus. Valitaan pisteittäiset edustajat vektoreille Ïi œ L2(Rn), i œ N.
On näytettävä, että funktio P (x, y) = qi µiÏi(x)Ïi(y) on avaruuden L2(R2n) al-
kio ja että kyseinen ydin määrittelee integraalioperaattorin P . Ensimmäinen väite
seuraa lemmasta 4.6 ja siitä, että (µi) œ ¸2. Toisaalta tiedetään, että P on inte-
graalioperaattori, jolloin sillä on yksikäsitteinen ydin K œ L2(R2n). Operaattorit
Pm =
qm
i=1 µiÏi¢Ïi suppenevat avaruudessa C2 operaattoriin P ja niitä vastaavat
selvästi ytimet
Km(x, y) =
mÿ
i=1
µiÏi(x)Ïi(y).
Nyt ÎK ≠KmÎ æ 0, sillä K ≠ Km on operaattorin P ≠ Pm ydin ja lauseen 4.7
nojalla ÎK ≠KmÎ2 = ÎP ≠ PmÎ2 æ 0 kun m æ Œ. Selvästi Km(x, y) æ P (x, y)
avaruudessa L2(R2n). ⇤
Tarkastellaan edelleen positiivista integraalioperaattoria P . Kiinnitetään ope-
raattorin P ominaisvektoreista koostuvan kannan alkioille pisteittäiset edustajat
Ïi, jolloin siis operaattorin P ytimen eräs pisteittäinen edustaja on edellisen lem-
man nojalla P (x, y) = qi µiÏi(x)Ïi(y). Sanomme että x œ Rn on esityksen P (x, y)
säännöllinen piste, jos kaikilla i œ N
lim
ræ0ArÏi(x) = Ïi(x).
Koska maksimaalilauseen nojalla joukon
Si =
Ó
x œ Rn
--- lim
ræ0ArÏi(x) = Ïi(x)
Ô
komplementti on nollamittainen jokaisella i œ N, on myös joukon ﬁiSi komple-
mentti nollamittainen. Siten melkein jokainen avaruuden Rn piste on säännöllinen
piste. Lisäksi jos r > 0 seuraa seurauksesta 4.13 ja lemmasta 4.14, että
(41) A(2n)r P (x, y) =
Œÿ
i=1
µiA
(n)
r Ïi(x)A(n)r Ïi(y)
jokaisella (x, y) œ R2n.
Olemme lähes valmiit todistamaan tämän luvun päätuloksen, eli kaavan inte-
graalioperaattorin jäljen laskemiseksi. Sitä ennen on kuitenkin todistettava vielä
pieni lemma.
Lemma 4.17. Olkoon K : H æ H trace-luokan operaattori. Tällöin K voidaan
kirjoittaa neljän positiivisen trace-luokan operaattorin lineaarikombinaationa.
Todistus. Huomataan, että K voidaan esittää kahden itseadjungoidun ope-
raattorin lineaarikombinaationa, sillä
K = K +K
ú
2 +
i(K ≠Kú)
2i
ja operaattorit K+Kú ja i(K≠Kú) ovat itseadjungoituja trace-luokan operaatto-
reita. Toisaalta jokainen trace-luokan itseadjungoitu operaattori T voidaan esittää
muodossa T = qi µiÏi ¢ Ïi, missä µi œ R. Siten
T =
ÿ
µiØ0
µiÏi ¢ Ïi ≠
ÿ
µi<0
≠µiÏi ¢ Ïi =: T1 ≠ T2,
missä T1 ja T2 ovat positiivisia trace-luokan operaattoreita. Näin ollen K voidaan
esittää neljän positiivisen trace-luokan operaattorin lineaarikombinaationa. ⇤
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Muistutamme vielä, että jos K œ L2(R2n), niin kuvaus K˜ on
K˜(x, y) = lim
ræ0A
(2n)
r K(x, y)
melkein kaikilla (x, y) œ R2n. Ei kuitenkaan ole selvää, että K˜(x, x) olisi olemassa
melkein kaikilla x œ Rn. Tämä on osa seuraavan lauseen väitettä.
Lause 4.18. Olkoon T œ C1(L2(Rn)) trace-luokan operaattori ja K œ L2(R2n)
tätä vastaava ydin. Tällöin M (2n)K(x, x) œ L1(Rn), K˜(x, x) on olemassa mn-
melkein kaikkialla ja
(42) trT =
⁄
K˜(x, x) dx.
Todistus. Koska T voidaan esittää neljän postiivisen trace-luokan operaat-
torin lineaarikombinaationa ja maksimaalifunktio on subadditiivinen, keskiarvo-
operaattori lineaarinen, trace-kaava (42) lineaarinen ja summaoperaattorin ydin
on summattavien operaattoreiden ytimien summa, riittää osoittaa väite positiivi-
sille operaattoreille. Tällöin siis T on muotoa T = qi µiÏi ¢ Ïi, missä µi Ø 0 jaq
i µi < Œ. Kiinnitetään ominaisvektoreille pisteittäiset edustajat Ïi. Monotoni-
sen konvergenssin lauseen nojalla⁄
Rn
Œÿ
i=1
µi|Ïi(x)|2 dx =
Œÿ
i=1
µiÎÏiÎ22 =
Œÿ
i=1
µi <Œ,
joten summa qi µi|Ïi(x)|2 = K(x, x) on äärellinen melkein kaikkialla.
Maksimaalifunktiota voidaan arvioida lemman 4.15 avulla seuraavasti
M (2n)K(x, x) = M (2n)
A Œÿ
i=1
µiÏi(x)Ïi(x)
B
Æ
Œÿ
i=1
µi
1
M (n)Ïi(x)
22
.
Kun muistetaan, että maksimaalilauseen nojalla ÎM (n)ÏiÎ2 Æ B2ÎÏiÎ2, niin saa-
daan arvioitua monotonisen konvergenssin lauseen avulla⁄
Rn
M (2n)K(x, x) dx Æ
⁄
Rn
Œÿ
i=1
µi
1
M (n)Ïi(x)
22
dx
=
Œÿ
i=1
µiÎM (n)ÏiÎ22 Æ B22
Œÿ
i=1
µiÎÏiÎ22 <Œ.
On siis näytetty, että M (n)K(x, x) œ L1(Rn). Lisäksi on osoitettu, että
Œÿ
i=1
µi
1
M (n)Ïi(x)
22
<Œ
melkein kaikilla x œ Rn.
Voidaan valita sellainen mitallinen joukko Y µ Rn, että jokainen joukon Y
piste on esityksen K(x, y) = qi µiÏi(x)Ïi(y) säännöllinen piste, Rn \ Y on nol-
lamittainen ja sarjat qi µi|Ïi(x)|2 sekä qi µi1M (n)Ïi(x)22 ovat äärellisiä kaikilla
x œ Y . Tällöin kaikilla r Ø 0 ja x œ Y on voimassa
|ArÏi(x)|2 Æ
1
M (n)Ïi(x)
22
.
Tästä seuraa, että
Œÿ
i=1
µi|ArÏi(x)|2 Æ
Œÿ
i=1
µi
1
M (n)Ïi(x)
22
<Œ
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kaikilla x œ Y ja siten qi µi|ArÏi(x)|2 suppenee tasaisesti muuttujan r suhteen.
Siten yhtälön (41) nojalla
A(2n)r K(x, x) =
Œÿ
i=1
µi
---A(n)r Ïi(x)---2.
Edelleen saadaan
K˜(x, x) = lim
ræ0A
(2n)
r K(x, x) =
Œÿ
i=1
µi lim
ræ0
---A(n)r Ïi(x)---2 = Œÿ
i=1
µi|Ïi(x)|2
kaikilla x œ Y , joten K˜(x, x) on määritelty melkein kaikilla x œ Rn. Koska jäl-
kimmäinen sarja suppenee avaruudessa L1(Rn), niin K˜(x, x) œ L1(Rn) ja jälki
saadaan laskettua käyttämällä monotonisen konvergenssin lausetta
trT =
Œÿ
i=1
ÈTÏi,ÏiÍ =
Œÿ
i=1
⁄
Rn
µi|Ïi(x)|2 dx
=
⁄
Rn
Œÿ
i=1
µi|Ïi(x)|2 dx =
⁄
Rn
K˜(x, x) dx. ⇤
Edellinen lause antaa tavan laskea operaattorin jälki, kunhan tiedämme, että
tämä on trace-luokan operaattori. Hankalampi ongelma on tietää, milloin inte-
graalioperaattori on trace-luokan operaattori. Tähän ei riitä edes se, että ytimelle
on voimassa sRn K˜(x, x) dx < Œ. Ongelma voi olla ehkä yllättävä siinä mielessä,
että on usein helppo tarkistaa, koska operaattori on Hilbert-Schmidt, sillä tähän
riittää, että ydin on avaruudessa L2(R2n).
Positiivisten integraalioperaattoreiden ytimille voidaan kuitenkin löytää riit-
tävä ja välttämätön ehto sille, että operaattori kuuluu trace-luokkaan. Nimittäin
osoitamme, että positiivinen operaattori kuuluu trace-luokkaan jos ja vain jos sen
keskiarvoistettu ydin K˜ on integroituva diagonaalilla. Osoitetaan tämä.
Lause 4.19. Olkoon P œ C2(L2(Rn)) positiivinen Hilbert-Schmidt-operaattori,
jolla on spektraaliesitys
P =
Œÿ
i=1
µiÂi ¢ Âi,
missä siis µi Ø 0. Jos P˜ (x, x) on olemassa melkein kaikilla x œ Rn, niin P˜ (x, x) Ø
0 melkein kaikilla x œ Rn ja lisäksi
trP =
⁄
Rn
P˜ (x, x) dx.
Mikäli P˜ (x, x) <Œ melkein kaikilla x œ Rn, niin
P˜ (x, y) =
Œÿ
i=1
µiÂi(x)Âi(y)
melkein kaikilla (x, y) œ R2n.
Todistus. Kiinnitetään pisteittäiset edustajat ominaisvektoreille Âi ja mer-
kitään
Sm(x, y) =
mÿ
i=1
µiÂi(x)Âi(y).
Tällöin Sm on määritelty kullakin m œ N kaikkialla ja siten funktiot
Hm(x, y) = P˜ (x, y)≠ Sm(x, y)
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ovat määritellyt aina kun P˜ (x, y) on määritelty. Tämän lisäksi ytimen Hm(x, y)
määräämä operaattori on selvästi
Hm =
Œÿ
i=m+1
µiÂi ¢ Âi,
joka on positiivinen.
Valitaan sellainen joukko Y µ Rn, että Rn \ Y on nollamittainen, jokainen
joukon Y piste on esityksen P (x, y) = qi µiÂi(x)Âi(y) säännöllinen piste (eliÂÂi(x) = Âi(x) kaikilla i œ N) ja lisäksi ÂP (x, y) on olemassa kaikilla x œ Y . Mikäli
nyt x œ Y , niin
Hm(x, x) = P˜ (x, x)≠
mÿ
i=1
µi|Âi(x)|2
= lim
ræ0A
(2n)
r P (x, x)≠
mÿ
i=1
µi lim
ræ0A
(2n)
r (Âi ¢ Âi)(x, x)
= lim
ræ0A
(2n)
r (P ≠ Sm)(x, x)
= lim
ræ0
1
mn(Cr)2
⁄
Cr(x)
⁄
Cr(x)
Hm(s, t) ds dt
= lim
ræ0
1
mn(Cr)2
⁄
Rn
3⁄
Rn
Hm(s, t)‰Cr(x)(t) dt
4
‰Cr(x)(s) ds
= lim
ræ0
1
mn(Cr)2
e
Hm‰Cr(x),‰Cr(x)
f
Ø 0,
missä on käytetty lemmaa 4.14 sekä keskiarvo-operaattoreiden lineaarisuutta. Täs-
tä seuraa, että kaikilla m œ N ja x œ Y on voimassa
P˜ (x, x)≠ Sm(x, x) = Hm(x, x) Ø 0.
Koska Sm(x, x) =
qm
i µi|Âi(x)|2 Ø 0, niin on näytetty, että
P˜ (x, x) Ø
Œÿ
i=1
µi|Âi(x)|2 Ø 0.
Tästä saadaan edelleen monotonisen konvergenssin lauseen avulla, että
trP =
Œÿ
i=1
µi =
Œÿ
i=1
µi
⁄
Rn
|Âi(x)|2 dx =
⁄
Rn
Œÿ
i=1
µi|Âi(x)|2 dx Æ
⁄
Rn
P˜ (x, x) dx.
Toinen suunta epäyhtälölle seuraa lauseesta 4.18.
Oletetaan vielä, että P˜ (x, x) < Œ kaikilla x œ Y . Tällöin Cauchy-Schwarzin
epäyhtälön nojallaA Œÿ
i=1
---µiÂi(x)Âi(y)---
B2
Æ
Œÿ
i=1
µi|Âi(x)|2
Œÿ
i=1
µi|Âi(y)|2 <Œ
kaikilla x, y œ Y , mistä nähdään, että Sm suppenee itseisesti joukossa Y 2. Toisaalta
tiedetään, että Sm æ P˜ avaruudessa L2(Rn). Tästä seuraa, että pisteittäisen rajan
limm Sm(x, y) on oltava P˜ (x, y) melkein kaikkialla. ⇤
Huomioita 4. Hilbert-Schmidt-operaattoreita ja integraalioperaattoreita koskevat tulokset
ovat perusasioita, jotka löytyvät monista eri kirjoista, esimerkiksi kirjasta [RS80], jota tässä on
seurattu. Kuten mainittu, on maksimaalifunktiosta enemmän asiaa kirjassa [Ste70]. Muilta osin
kappale perustuu artikkeliin [Bri88].
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Brislawn on todistanut lauseiden 4.18 ja 4.19 vastineet myös yleisemmässä tapauksessa artik-
kelissa [Bri91]. Tällöin avaruutena on siis L2(X,M, µ) ja mitta-avaruus on ‡-äärellinen. Olennai-
sesti tässä yleisessä tapauksessa vaihdetaan maksimaalilause Doobin martingaalien maksimaali-
lauseeseen ja Lebesguen di erentioituvuuslause Doobin martingaalien konvergenssilauseeseen.
LIITE A
Tensoritulot
Tässä esitetään mahdollisimman yksinkertaisesti Hilbertin avaruuden tensori-
tulon määritelmä ja konstruktio sekä siihen liittyviä rakenteita sillä laajuudella
kuin tarvitsemme muissa tarkasteluissa. Olkoon siis H separoituva Hilbertin ava-
ruus ja olkoon
hom(Hn) = {f : Hn æ C | f konjugaattimultilineaarinen}.
On helppo tarkistaa, että hom(Hn) on vektoriavaruus. Olkoot Ïi œ H jokai-
sella i = 1, . . . , n. Tällöin määritellään kuvaus Ïi ‚¢ · · · ‚¢Ïn : Hn æ C asettamalla
(Ï1 ‚¢ · · · ‚¢Ïn)(x1, . . . , xn) = nŸ
i=1
ÈÏi, xiÍ
jolloin Ï1 ‚¢ · · · ‚¢Ïn œ hom(Hn). Määritellään avaruuden hom(Hn) aliavaruus
homf (Hn) asettamalla
homf (Hn) = span{Ï1 ‚¢ · · · ‚¢Ïn |Ïi œ H}.
Kutsumme muotoa Ï1 ‚¢ · · · ‚¢Ïn olevia alkioita yksinkertaisiksi tensoreiksi. Mer-
kitään näiden muodostamaa joukkoa sumbolilla An µ homf (Hn).
Määritelmä A.1. Määritellään kuvaus È·, ·Í : A2n æ C asettamallae
Ï1 ‚¢ · · · ‚¢Ïn,Â1 ‚¢ · · · ‚¢Ânf = nŸ
i=1
ÈÏi,ÂiÍ.
Heti määritelmästä on selvää, että jos Â ja Ï ovat yksinkertaisia tensoreita, niin
ÈÏ,ÂÍ = ÈÂ,ÏÍ. Laajennamme nyt edellä määritellyn kuvauksen È·, ·Í avaruuteen
homf (Hn) seuraavasti.
Määritelmä A.2. Olkoot ¸ = qi ai(Ïi1 ‚¢ · · · ‚¢Ïin) ja g = qj cj(Âi1 ‚¢ · · · ‚¢Âin)
avaruuden homf (Hn) alkioita. Tällöin määritellään
È¸, gÍ = ÿ
j
cj¸(Âj1, . . . ,Âjn) =
ÿ
i
ÿ
j
aicj
e
Ïi,Âj
f
.
Lause A.3. Kuvaus È·, ·Í : homf (Hn)2 æ C on hyvin määritelty ja määrittelee
avaruuteen homf (Hn) sisätulon.
Todistus. Heti määritelmästä on selvää, että kyseinen kuvaus on lineaari-
nen ensimmäisen muuttujan suhteen ja konjugaattilineaarinen toisen muuttujan
suhteen. Lisäksi È¸, gÍ = Èg, ¸Í, mikä seuraa avaruuden H sisätulon vastaavasta
ominaisuudesta.
Osoitetaan, että kyseinen kuvaus on hyvin määritelty. Edellisten huomioiden,
erityisesti lineaarisuuden, nojalla riittää näyttää, että jos ¸ = qj ajÂj = 0, niin
È¸, ÷Í = 0 kaikilla ÷ œ homf (Hn). Mutta jos ÷ = qj cj(Ïi1 ‚¢ · · · ‚¢Ïin), niin
È¸, ÷Í = ÿ
i
ci¸(Ïi1, . . . ,Ïin) = 0,
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sillä oletimme, että ¸ = 0. Näin ollen kuvaus È·, ·Í on hyvin määritelty.
On vielä näytettävä, että lineaarimuoto È·, ·Í on positiivisesti definiitti, eli
että È¸, ¸Í Ø 0 ja että È¸, ¸Í = 0 tasan silloin kun ¸ = 0. Olkoon siis ¸ =qm
i=1 di(Ïi1 ‚¢ · · · ‚¢Ïin), jolloin vektorit (Ïik)mk=1 virittävät avaruuden M µ H. Ol-
koon (Âk)Nk=1 avaruuden M ortonormaali kanta, jolloin kullakin i ja k voidaan
Ïki kirjoittaa lineaarikombinaationa vektoreista (Âj). Koska tensoritulo on selvästi
lineaarinen kunkin komponentin suhteen, eliÿ
i
bi(÷1 ‚¢ · · · ‚¢÷i ‚¢ · · · ‚¢÷n) = ÷1 ‚¢ · · · ‚¢
Aÿ
i
bi÷i
B‚¢ · · · ‚¢÷n,
niin ¸ voidaan esittää summana
¸ =
ÿ
i1,...,in
ci1···in(Âi1 ‚¢ · · · ‚¢Âin).
Tällöin
È¸, ¸Í = ÿ
i1,...,in
ÿ
j1,...,jn
ci1···incj1···jn
nŸ
l=1
ÈÂil ,ÂjlÍ =
ÿ
i1,...,in
|ci1···in|2 Ø 0,
sillä ortogonaalisuuden nojalla rkÈÂik ,ÂjkÍ = 0 jos (i1, . . . , in) ”= (j1, . . . , jn) ja
yksi kun ik = jk kaikilla k. ⇤
Jokaiselle metriselle avaruudelle X, ja erityisesti siis sisätuloavaruudelle, voi-
daan konstruoida kyseisen avaruuden täydellistymä X Õ, joka sisältää avaruuden X
tiheänä aliavaruutena. Määrittelemme avaruuden H n-kertaisen tensoritulon tätä
konstruktiota hyväksi käyttäen seuraavasti.
Määritelmä A.4. Hilbertin avaruuden n-kertainen tensoritulo ‚¢nH on sisä-
tuloavaruuden homf (Hn) täydellistymä sisätulon määräämässä normissa. Erityi-
sesti ‚¢nH on Hilbertin avaruus.
Lemma A.5. Olkoot Ïi,Âi œ H ja ci œ C. Tällöin seuraavat kohdat ovat
voimassa
(a) normi voidaan laskea kaavalla...Â1 ‚¢ · · · ‚¢Ân... = nŸ
i=1
ÎÂiÎ,
(b) tulo on lineaarinen kussakin komponentissa, eli
mÿ
i=1
ci
1
Ï1 ‚¢ · · · ‚¢Âi ‚¢ · · · ‚¢Ïn2 = Ï1 ‚¢ · · · ‚¢
A
mÿ
i=1
ciÂi
B‚¢ · · · ‚¢Ïn,
(c) jos xim æ xi jokaisella i = 1, . . . , n, niin
x1m ‚¢ · · · ‚¢xnm æ x1 ‚¢ · · · ‚¢xn
kun mæŒ.
Todistus. Ensimmäiset kaksi kohtaa ovat suora lasku käyttäen määritelmää.
Osoitetaan viimeinen kun n = 2, suuremmilla n todistus on olennaisesti saman-
lainen. Olkoon siis xm æ x ja ym æ y. Arvioidaan...xm ‚¢ym ≠ x ‚¢y... Æ ...xm ‚¢ym ≠ xm ‚¢y...+ ...xm ‚¢y ≠ x ‚¢y...
= ÎxmÎÎym ≠ yÎ+ Îxm ≠ xÎÎyÎ æ 0
kun mæŒ, mikä osoittaa väitteen. ⇤
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Lause A.6. Olkoon (Ïi)iœN avaruuden H ortonormaali kanta. Tällöin
(43) (Ïi1 ‚¢ · · · ‚¢Ïin)i1,...,inœN
on avaruuden ‚¢nH ortonormaali kanta.
Todistus. Yksinkertaistaaksemme esitystä ja notaatiota, oletetaan että H on
ääretönulotteinen ja lisäksi että n = 2. Vastaavasti voidaan toditaa äärellisulot-
teinen tapaus sekä yleinen indeksi n. Tarkasteltavan perheen ortonormaalius seu-
raa heti avaruuden ‚¢2H sisätulon määritelmästä. Väitettä varten riittää näyttää,
että perheen (43) virittämän aliavaruuden sulkeuma sisältää joukon homf (H2).
Tätä varten taas riittää näyttää, että jokainen Â ‚¢Ï œ homf (H2) voidaan esittää
summana perheen (43) alkioista.
Koska (Ïi) on avaruuden H kanta, niin
Â =
Œÿ
i=1
ciÏi ja Ï =
Œÿ
i=1
diÏi,
missä jonot (ci) ja (di) ovat avaruuden ¸2 alkioita. Näin ollen
q
i,j|cidj|2 < Œ,
joten
Œÿ
k=1
Œÿ
i=1
cidkÏk ‚¢Ïk
on perheen (43) virittämän avaruuden sulkeumassa. Käytetään nyt lemmaa A.5,
jonka nojalla
Œÿ
k=1
Œÿ
i=1
cidkÏi ‚¢Ïk = Œÿ
k=1
dk
A Œÿ
i=1
ciÏi
B‚¢Ïk = Â ‚¢
A Œÿ
k=1
dkÏk
B
= Â ‚¢Ï,
joten väite on todistettu. ⇤
Okoon Ai œ L (H), i = 1, . . . , n rajoitettuja operaattoreita. Määritellään line-
aarikuvaus
A1 ‚¢ · · · ‚¢An : homf (Hn)æ ‚¢nH
asettamalla muotoa Ï1 ‚¢ · · · ‚¢Ïi oleville alkioille
(A1 ‚¢ · · · ‚¢An)(Ï1 ‚¢ · · · ‚¢Ïn) = A1Ï1 ‚¢ · · · ‚¢AnÏn
ja laajentamalla lineaarisesti koko avaruuteen homf (Hn).
Lause A.7. Operaattori A1 ‚¢ · · · ‚¢An : homf (Hn)æ ‚¢nH on hyvin määritel-
ty rajoitettu operaattori ja
...A1 ‚¢ · · · ‚¢An... = riÎAiÎ.
Todistus. Varmistutaan siitä, että määritelmä on hyvin asetettu. Selkeyt-
tääksemme notaatiota rajoitutaan tapaukseen n = 2, sillä yleinen tapaus ei olen-
naisesti eroa tästä. Aloitetaan näyttämällä että A1 ‚¢A2 on hyvin määritelty. Ol-
kootqni ciÏi ‚¢Âi = qni diÏÕi ‚¢ÂÕi ja olkoon (÷i)iœN avaruuden H ortonormaali kanta.
Tällöin (÷i ‚¢÷k)i,kœN on lauseen A.6 nojalla avaruuden ‚¢2H ortonormaali kanta.
Tällöin
Ïi =
Œÿ
k=1
aik÷k, Ï
Õ
i =
Œÿ
k=1
bik÷i, Âi =
Œÿ
k=1
eik÷i ja ÂÕi =
Œÿ
k=1
f ik÷i.
Siten
Ïi ‚¢Âi = Œÿ
k=1
Œÿ
l=1
aike
i
l÷k ‚¢÷l ja ÏÕi ‚¢ÂÕi = Œÿ
k=1
Œÿ
l=1
bikf
i
l ÷k ‚¢÷l,
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josta edelleen saadaan oletuksen nojalla, että
Œÿ
k=1
Œÿ
l=1
nÿ
i=1
cia
i
ke
i
l÷k ‚¢÷l = Œÿ
k=1
Œÿ
l=1
mÿ
i=1
dib
i
kf
i
l ÷k ‚¢÷l,
ja koska kantaesityksessä kertoimet ovat yksikäsitteisiä, on oltava
nÿ
i
cia
i
ke
i
l =
mÿ
i
dib
i
kf
i
l
jokaisella parilla k, l. Täten
(A1 ‚¢A2)
A
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,
missä on käytetty lemmaa A.5 ja operaattoreiden Ai jatkuvuutta siihen, että sum-
mia voidaan tuoda ja viedä edes takaisin. Siten A1 ‚¢A2 on hyvin määritelty.
Koska (÷l ‚¢÷k)l,kœN on avaruuden ‚¢2H kanta, on kyseisten vektoreiden line-
aarisesti virittämä avaruus tiheä avaruudessa homf (H2). Tarkastellaan äärellistä
summaa qk,l ckl÷k ‚¢÷l =: µ. Huomataan, että jos x ja y ovat ortogonaaliset, niin
z1 ‚¢x ja z2 ‚¢y ovat ortogonaaliset määritelmän nojalla. Näin ollen...(A1 ‚¢I)(µ)...2 = ....ÿ
k,l
cklA1÷k ‚¢÷l....2
=
....ÿ
l
A1
3ÿ
k
ckl÷k
4‚¢÷l....2
=
ÿ
l
....A13ÿ
k
ckl÷k
4‚¢÷l....2
Æ ÎA1Î2
ÿ
l
....ÿ
k
ckl÷k
....2 = ÎA1Î2ÿ
k,l
|ckl|2 = ÎA1Î2ÎµÎ2,
joten kyseisten alkioiden tiheydestä seuraa, että
...A1 ‚¢I... Æ ÎAÎ. Samoin voi-
daan osoittaa, että
...I ‚¢A2... Æ ÎA2Î, joten koska A1 ‚¢A2 = (A1 ‚¢I)(I ‚¢A2), niin...A1 ‚¢A2... Æ ÎA1ÎÎA2Î. Olkoot (Ïi) ja (Âi) jonoja, jolla ÎÏiÎ = ÎÂiÎ = 1 kaikil-
la i œ N ja joilla ÎA1ÏiÎ æ ÎA1Î ja ÎA2ÂiÎ æ ÎA2Î. Tällöin
...Ïi ‚¢Âi... = 1 ja...(A1 ‚¢A2)(Ïi ‚¢Âi)...æ ...A1 ‚¢A2..., joten ...A1 ‚¢A2... = ÎA1ÎÎA2Î. ⇤
Operaattori A1 ‚¢ · · · ‚¢An voidaan laajentaa yksikäsitteisesti normin säilyttäen
jatkuvaksi operaattoriksi koko avaruuteen ‚¢nH. Tätä operaattorin jatkoa merki-
tään edelleen A1 ‚¢ · · · ‚¢An ja toisaalta kyseisen merkinnän ymmärretään tarkoit-
tavan nimen omaan tätä jatkoa ellei toisin mainita.
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