We describe a new method for the decomposition of an arbitrary n qubit operator with entries in Z[i,
1 Introduction
Exact synthesis of Clifford+T circuits
In quantum information theory, the decomposition of unitary operators into gates from some fixed universal set is an important problem. Depending on the operator, this can be done either exactly, which is known as exact synthesis, or approximately up to some given accuracy ǫ, which is known as approximate synthesis.
In this paper we focus on the problem of exact synthesis for 1-and 2-qubit operators using the Clifford+T gate set. It is known that the Clifford group on n qubits, generated by the Hadamard gate H, the phase gate S, the controlled-not gate, and the scalar ω = e , along with the non-Clifford operator T , forms a universal gate set [1] . 
Related work
Recently, there has been some interest in finding an efficient algorithm for the exact synthesis of n-qubit operators. Giles and Selinger first presented an algorithm for the exact synthesis of n-qubit operators with entries in the ring Z[
, i] using a method involving decomposition into 1-and 2-level matrices, in which one ancilla is sufficient [2] . If the matrix entries are of the form
, then this algorithm achieves an upper bound of O(3 2 n nk) gates, which is far from optimal. The problem with this algorithm was that the exponent in the denominator of the remaining entries of the matrix may increase after applying the 1-and 2-level matrices, and this increases the number of operations needed to reduce the matrix. Kliuchnikov then introduced an algorithm which achieved an upper bound of O(4 n nk) gates, using a different method requiring at most two ancillas [3] . With the revelation that this efficient bound was possible, this paper presents an algorithm that achieves an efficient bound for the 1-and 2-qubit cases while using the original method of decomposition into 1-and 2-level operators in which one ancilla is sufficient.
Some algebra
We will begin by defining some notation and terminology.
Some rings
Recall that N is the set of all natural numbers including 0 and Z is the ring of integers. Let ω = e We note that Z[
Conjugate and norm
Definition 2. Because ω is a primitive 8 th root of unity, Z[ω] has φ(8) = 4 automorphisms.
One such automorphism is the usual complex conjugation which maps i to −i and √ 2 to itself. We will denote complex conjugation by (−)
† . For any element in Z[ω], we have
Another automorphism is √ 2-conjugation, which maps i to itself and √ 2 to − √ 2. We will denote √ 2-conjugation by (−)
• . For any element in Z[ω], we have
The remaining two automorphisms are obviously the identity function and (−)
Definition 3. We define a ring norm for Z[ω] and D[ω]. It is given by the following formula for t = aω 3 + bω 2 + cω + d:
Euclidean domains
Remark 1. We note that Z[ω] is a Euclidean domain, with a Euclidean function given by |N (t)|.
As usual, we write t|s if t divides s, i.e., if there exists an r such that rt = s. If r is a unit of the ring, then we say t and s are associates and we denote this by t ∼ s. This means that t|s and s|t.
Quotient mappings
Definition 4. Let n ≥ 0. Recall that (δ n ) is the ideal generated by δ n , i.e., (δ n ) is the set
We note that the elements of Z[ω]/ (δ n ) are the the equivalence classes of elements of
Denominator exponents
. From Remark 2, it is obvious such a k exists, and the least such k is called the least δ-exponent for t.
When dealing with a vector or matrix U, k is a δ-exponent for U if it is a δ-exponent for all of its entries. The least δ-exponent of U is thus the least k that is a δ-exponent for all of its entries.
Residues
Definition 6. Let t ∈ D[ω], and let k be a (not necessarily least) δ-exponent for t. The (n, k)-residue of t, in symbols ρ k n (t), is defined to be
Similarly for a matrix U with entries in D[ω], we let ρ k n (U) signify the matrix made up of the (n, k)-residues of the entries of U.
Reducibility
Definition 7. We say x ∈ Z[ω] is reducible if δ|x. (a) x is reducible; Proof. Let u jm denote the element of U in the j-th row and m-th column, and let
Therefore an even number of v 11 , ..., v n1 must be congruent to 1 (mod δ), and the lemma follows. Proof. Assume that two distinct rows of ρ k 1 (U) do not have an even number of 1's in common. Then, the inner product of these two rows will be congruent to 1 (mod δ), a contradiction because the inner product of any two rows must be congruent to 0 (mod δ). The lemma follows. 
Averaging the two equations, we get that
By a simple case distinction, one can see that the only solutions are
All these solutions are reducible, so we must have k > 1, and we are done.
Corollary 1. For any unitary matrix U with entries in
Proof. This result follows directly from the previous lemma, as all entries of U satisfy the required property.
Properties of
Proof. We see that 
Proof. This follows from the previous lemma. Proof. We see that
We also know that δ √ 2|2b, thus δ √ 2|a + b and we are done. 
Proof. This follows from the previous lemma.
Remark 5. When working with exponents of ω in Z[ω]/(δ 3 ), we work modulo 4. This is
Proof. We note that ω
. The claim then becomes obvious by Remark 3.
, then there are three cases up to permutations of x, y, z, and u:
, and x ≡ z (mod 4); (c) x, y, z, and u are distinct modulo 4.
Proof. If x, y, z, and u are distinct, we are in case (c) and are done. Otherwise, two are equal, say x ≡ y (mod 4). Then, we have ω
, so by Lemma 6, z ≡ u (mod 4). Then, case (a) holds if z ≡ x (mod 4), and case (b) holds if z ≡ x (mod 4).
Remark 6. Let U be an n × n unitary matrix with entries in D[ω] and (not necessarily least) δ-exponent k. We introduce the following notation for ρ k m (U):
where A i is an n × n matrix with entries in {0, 1}, noting that {1, δ, δ Proof. The entries of U satisfy tt † ≤ 1 and (tt † )
• ≤ 1. From this it follows that each entry is 0 or ω l , and there is exactly one entry of ω l in each row and each column. It is then trivial to reduce U to I using elementary operators of types X and ω. 
Proof for 2 × 2 matrices
We begin with the 2 × 2 case because the 1 × 1 case is trivial. Let U be a 2 × 2 unitary matrix with entries in D[ω] and least δ-exponent k > 1. As a consequence of Lemma 1, we must have
This means that
Lemma 10. There exists an x (mod 4) such that a + x ≡ c (mod 4) and such that b + x ≡ d (mod 4).
Proof. Taking the inner product of the first and second rows, we get that
. By Lemma 6, this occurs only when c − a ≡ d − b (mod 4). Taking x ≡ c − a (mod 4), we are done.
We now have
and by Corollary 3, applying the row operation H [1, 2] reduces the least δ-exponent, so we are done.
Proof for 3 × 3 matrices
Let U be a 3 × 3 unitary matrix with entries in D[ω] and least δ-exponent k > 1. As a consequence of Lemma 1, we have two cases up to permutations of rows and columns:
We note that case (ii) cannot occur by Lemma 2. Thus, without loss of generality and up to permutations of rows and columns, we must have:
. We begin by looking for potential values of δx 13 . Because U is unitary, we know that
. This implies that we must have x † 13 x 13 ≡ 0 (mod δ), hence δ|x 13 . Similarly, we have that δ divides x 23 , x 31 , and x 32 .
Lemma 11. There exists an x (mod 4) such that a + x ≡ c (mod 4) and such that b + x ≡ d (mod 4).
Proof. Because U is unitary, we know that
because we know δ divides both x 13 and x 23 . By Lemma 6, we have c − a ≡ d − b (mod 4), and setting x ≡ c − a (mod 4) we are done.
We now have We now have
We will now prove each of the above cases satisfies Theorem 1.
Case (i)
In case (i), we have 
Proof. Taking the inner product of the first column with itself, we have ω
. We then have that x † 31 x 31 + x † 41 x 41 ≡ 0 (mod δ), which can only occur if x 31 ≡ x 41 (mod δ). Using a similar argument on the second column, we get that x 32 ≡ x 42 (mod δ). Then, taking the inner products of the first and second columns, we get ω
, so by Lemma 6 we have b − a ≡ d − c (mod 4), and we may take x ≡ c − a (mod 4). Now that we know such an x exists, without loss of generality we have Remark 7. We note that the proof for Lemma 13 only used the first two columns, and did not make any assumptions about columns three or four. Taking the inner product of the third column and itself, we get that δ † δ(y † 13 y 13 + y † 23 y 23 + y † 33 y 33 + y † 43 y 43 ) ≡ 0 (mod δ 3 ). Because y 13 = y 23 , this implies that y 33 = y 43 . Using this fact, the inner product of columns two and three now gives us that δ 2 (z 13 + z 23 ) ≡ 0 (mod δ 3 ), so we must have z 13 = z 23 . A similar argument gives that y 14 = y 24 and z 14 = z 24 .
We now have by Corollary 3, we can apply the row operation H [1, 2] and we are done.
Case (ii)
For case (ii), we have Proof. By Remark 7, we can proceed as in the proof of Lemma 13, applied to the first and second columns, to show that e − a ≡ f − b (mod 4). Using a similar argument on the other columns of the matrix, it can be shown that e − a ≡ f − b ≡ g − e ≡ h − d (mod 4). Setting x ≡ e − a (mod 4), we are done. Now that we know such an x exists, we have 
and by Corollary 3, we can apply the row operation H [1, 2] and we are done.
Case (iii)
In case (iii), we have Proof. By Remark 7, we can proceed as in the proof of Lemma 13. Now that we know such an x exists, we have By Corollary 2, applying an elementary Hadamard operation to the first two rows will not increase its δ-exponent, thus applying the operation will reduce the matrix to case (i) or case (ii). Because both of these cases have been shown to satisfy Lemma 9 above, case (iii) also satisfies Lemma 9.
Case (iv)
In case (iv), we have
Proof. Using an analogous proof to Lemma 13, applied to the first and second rows, we get b − a ≡ d − c (mod 4). We can then take x ≡ c − a (mod 4). Now that we know such an x exists, we have
where y 13 = ω x x 13 and y 14 = ω x x 14 .
Lemma 19. We always have δy 13 ≡ δx 23 (mod δ 2 ) and δy 14 ≡ δx 24 (mod δ 2 ).
Proof. Taking the inner product of the third column and itself, we have δ † δy † 13 y 13 +δ
. This implies that y † 13 y 13 ≡ x † 23 x 23 (mod δ), so y 13 ≡ x 23 (mod δ), thus δy 13 ≡ δx 23 (mod δ 2 ). Similarly, δy 14 ≡ δx 24 (mod δ 2 ).
If δy 13 ≡ δx 23 (mod δ 3 ) and δy 14 ≡ δx 24 (mod δ 3 ) then we are done, as applying an elementary Hadamard operation to the first two rows of ω Lemma
mod 4).
Proof. Taking the inner product of the first and second columns, a we get
, so by Lemma 6 we can take y ≡ j − e (mod 4).
Now we have
we always have g +y −m ≡ 2 (mod 4) and h+y −p ≡ 2 (mod 4).
Proof. Taking the inner product of the second and third columns, we have ω −d (δy 13 +δx 23 )+
, and noting that
. We then have that U will not increase their δ-exponent, thus applying the operation will reduce the matrix to case (i) or case (iii). Because both of these cases have been shown to satisfy Lemma 9 above, case (iv) also satisfies Lemma 9.
Case (v)
In case (v), we have
Taking the inner products of the first and second rows, we get ω e−a + ω
. Lemma 7 gives us three possibilities for the values of these exponents.
, we can set x ≡ e − a (mod 4). Then the first two rows of ω
U are equivalent modulo δ 3 , so we are done by Corollary 3.
Case 2. Assume that e − a, f − b, g − c, and h − d are distinct modulo 4. Then, without loss of generality, we have
Taking the inner product of the first and third rows, we get 1+ω l +ω m +ω p ≡ 0 (mod δ 3 ).
Taking the inner product of the second and third rows, we get 1
. By Lemma 7, there are 3 options for the values of l, m, and p.
Case 2.1. Assume that 0, l, m, and p are distinct modulo 4. Then, there are 6 possible permutations of l, m, and p. Note that this covers case (c) of Lemma 7.
• If (l, m, p) ≡ (1, 2, 3) (mod 4), then the second and third rows of U are congruent modulo δ 3 . By Corollary 3, applying an elementary Hadamard operation reduces the δ-exponent of the rows and this case reduces to case (ii).
• If (l, m, p) ≡ (1, 3, 2) (mod 4), then the inner product of the second and third rows becomes 1 + 1 + ω + ω −1 ≡ 0 (mod δ 3 ), thus this cannot occur.
• If (l, m, p) ≡ (2, 1, 3) (mod 4), then the inner product of the second and third rows becomes 1 + ω + ω −1 + 1 ≡ 0 (mod δ 3 ), thus this cannot occur.
• If (l, m, p) ≡ (2, 3, 1) (mod 4), then the inner product of the second and third rows becomes 1 + ω + ω + ω −2 ≡ 0 (mod δ 3 ), thus this cannot occur.
• If (l, m, p) ≡ (3, 1, 2) (mod 4), then the inner product of the second and third rows becomes 1 + ω
, thus this cannot occur.
• If (l, m, p) ≡ (3, 2, 1) (mod 4), then the second and third rows of U are congruent modulo δ 2 and by Corollary 2 we can apply an elementary Hadamard gate to these rows which will reduce this case to either case (ii) or case (iv) without increasing k.
Case 2.2. Assume that at least one of l, m, and p is congruent to 0 modulo 4, and the other two must be congruent modulo 4. Note that this covers both cases (a) and (b) of Lemma 7.
Lemma 22. Two rows of U are congruent modulo δ 2 .
Proof.
• Assume that l ≡ 0 (mod 4) and m ≡ p. Then, if m ≡ p ≡ 0 or m ≡ p ≡ 2 we are done, as the first and third rows will be equivalent modulo δ 2 . Assume that m ≡ p ≡ 1. Then the inner product of the second and third rows will be 1 + ω
Then the inner product of the second and third row will be 1+ω −1 +ω +1 ≡ ω +ω 3 ≡ 0 (mod δ 3 ), thus this cannot occur.
• Now, assume that m ≡ 0 (mod 4) and l ≡ p. If l ≡ p is odd, the third row will be equivalent to the second row modulo δ 2 . If l ≡ p is even, the first and third rows will be equivalent modulo δ 2 .
• Lastly, assume that p ≡ 0 (mod 4) and l ≡ m. If l ≡ m ≡ 0 or l ≡ m ≡ 2 we are done, as the first and third rows will be congruent modulo δ 2 . Assume that l ≡ m ≡ 1. Then the inner product of the second and third rows will be 1 + 1 + ω
, thus this cannot occur. Next, assume that l ≡ m ≡ 3. Then the inner product of the second and third row will be 1 + ω
thus this cannot occur, thus we must always have two rows of U congruent modulo δ 2 .
By the above lemma and Corollary 2, there always exist two rows of U to which we can apply an elementary Hadamard operation without increasing k. This will reduce U to an instance of case (ii) or (iv), which have already been shown to satisfy Lemma 9. By Lemma 7, we have satisfied all possibilites for case 2. Case 3. The last case given by Lemma 7 occurs without loss of generality when e−a ≡ f −b (mod 4), g − c ≡ h − d (mod 4), and e − a ≡ g − c (mod 4). We can let a ≡ b ≡ c ≡ d ≡ e ≡ f ≡ j ≡ 0 (mod 4) because we know such row and column operations exist. This gives us:
If g is even modulo 4, we are done, as the first two rows of U will be congruent modulo δ 2 . By Corollary 2, applying an elementary Hadamard operation will not increase the least δ-exponent k of U and this case will reduce to an instance of case (ii) or (iv). Because two rows of U are always congruent modulo δ 2 , by Corollary 2 we can apply an elementary Hadamard gate to these rows without increasing k. Applying this operation to U will reduce this case to case (ii) or case (iv), which have been shown to satisfy Lemma 9. Case 3.3. The last instance of this case occurs when g ≡ 3 (mod 4). Then, we have ρ k 3 (Uω [3] ω [4] 
