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Abstract. The restricted step algorithm is described and applied to structure minimization. Robust solu-
tions for the associated root-finding problem are derived. Structure minimizations employing the rational 
function optimization and the restricted step algorithm in the framework of the quasi-Newton method are 
compared. With approximated start Hessians both methods show a very similar performance. However, if 
the start Hessian matrix is calculated the restricted step algorithm is more reliable than the rational func-
tion optimization for the studied structure minimizations. 
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INTRODUCTION 
The improved availability of parallel computer architec-
tures and the development of efficient parallel density 
functional theory (DFT) methods1,2 have enabled relia-
ble computational studies of molecules with several 
hundreds to thousands of atoms.3−5 The recent develop-
ment of auxiliary density functional theory (ADFT)6 in 
the framework of linear combination of Gaussian-type 
orbital (LCGTO) DFT methodology provides an ideal 
theoretical basis for the implementation of highly effi-
cient computer codes.7−9 One example is the parallel 
LCGTO-DFT program deMon2k10 which scales well up 
to several hundred CPUs. This permits first-principle 
frequency analysis of systems with more than 500 
atoms. On the other hand, it also permits energy calcula-
tions and structure optimizations of systems with a few 
hundreds of atoms on small parallel architectures with 
less than 10 CPUs.11 With the appearance of multi-core 
CPUs such studies have become increasingly popular in 
different research areas. They require robust and user 
friendly structure optimization methods. Depending on 
the application the freezing of atoms or particular de-
grees of freedom as well as the enforced equivalence of 
coordinates may be desirable.12 In modern electronic 
structure theory programs the automatic generation of 
appropriate redundant13 and delocalized14 internal coor-
dinates now greatly facilitates the optimization of larger 
molecular systems.  
The majority of local optimization procedures are 
based on the quasi-Newton method. In this method 
analytic gradients and approximate second derivatives 
of the energy, that are collected in the Hessian matrix, 
are required. Both of these quantities can be efficiently 
calculated in the framework of ADFT. Besides the 
proper coordinate selection15,16 the efficiency and relia-
bility of quasi-Newton optimizations depend on various 
factors including the initial estimate for the Hessian 
matrix, the Hessian updating method and last but not 
least the control of the search direction and step size. 
For an excellent review on quasi-Newton optimization 
methods the following citation is recommended.17  
Originally, the rational function optimization 
(RFO)18,19 method was used for the determination of the 
optimization step during the structure minimization in 
deMon2k. More recently, we have implemented a re-
stricted step algorithm (RSA)20 based on the Levenberg-
Marquardt method.21,22 Even so, our main goal was the 
development of a hierarchical transition state finder23 
that combines the double ended saddle interpolation 
method24 with the uphill trust region method,25,26 we 
also applied the RSA to structure optimization prob-
lems. Most surprisingly, we found some remarkable 
differences between the RFO and RSA minimizations, 
in particular if a calculated start Hessian is employed. In 
this work we present a comparison between RFO and 
RSA minimizations and discuss the observed differen-
ces.  
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The article is organized in the following manner. 
In the next section we describe the implementation of 
the restricted step algorithm in deMon2k. Detailed at-
tention is paid to the solution of the root-finding proce-
dure arising from the constrained local optimization 
problem in Levenberg-Marquardt methods. The compu-
tational details for the comparison of the RFO and RSA 
methods are given in the section following after that. 
The results of the RFO and RSA optimizations are pre-
sented and discussed in the next-to-last section. Con-
cluding remarks are drawn in the last section. 
 
RESTRICTED STEP ALGORITHM 
In restricted step algorithms the maximum step length is 
enforced to lie inside a trust region h. Within the qua-
dratic approximation the minimization problem then 
reads: 
( )min ( ) subject tokq h
p
p p  (1) 
The trust region is a hypersphere defined by |p| ≤ 
h, where the scalar h > 0 is called the trust region radius. 
The model function q(k)
 
is defined by the second order 
Taylor series expansion around the local origin, i.e. the 
point x(k): 
  ( ) ( ) ( )1( )
2
k k k kq E   p g p pB p  (2) 
E(k) is the value of the objective function, here the ener-
gy, g(k) is the gradient vector and B(k) the corresponding 
Hessian matrix or an approximation to it, each of them 
evaluated at the point x(k). From now on we omit the 
superscript k for simplicity in the notation. If the solu-
tion p of Eq. (1) does not produce a sufficient decrease 
in the energy, the trust region is too large and needs to 
be reduced. After the reduction of the trust region radius 
Eq. (1) is solved again. This procedure is repeated until 
an acceptable decrease in the energy is achieved. In 
order to solve (1) the following Lagrange function is 
introduced: 
 21 1( , )
2 2
L λ E λ h      p gp pBP pp  (3) 
Here represents the undefined Lagrange multiplier. 
From the stationary condition of this Lagrange function 
we find the step direction as: 
  1λ   p B I g  (4) 
In order to proceed further we now transform this 
step direction into the diagonal representation of the 
Hessian matrix. Since B is symmetric, there exists an 
orthogonal transformation matrix U and a corresponding 
diagonal matrix BD such that ŨBU=BD. In this diagonal 
representation of the Hessian matrix follows from (4): 
λ     UBUUp Up Ug  (5) 
We now introduce the projected step s and gra-
dient f as: 
 s Up  (6) 
 f Ug  (7) 
With these quantities follows further: 
D λ  B s s f  (8) 
Due to the diagonal nature of BD the above equa-
tion system is decoupled and can be written in the form: 
i i i ib s λs f    (9) 
Here si and fi are components of the corresponding vec-
tors defined by equations (6) and (7) and bi is the cor-
responding eigenvalue of the Hessian matrix. The pro-





b λ    (10) 
The original step vector p can be calculated from 






     p u  (11) 
where ui represents the eigenvector of the orthogonal 
transformation matrix U that corresponds to the Hessian 
eigenvalue bi. In order to calculate the current step vec-
tor p the Lagrange multiplier  remains to be deter-
mined. Because the diagonalization of the Hessian ma-
trix represents an orthogonal transformation the norm of 
s equals the norm of p and, thus, it follows: 






     s p  (12) 
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Figure 1 depicts the main features of the function 
|p()| defined by Eq. (12). The dashed line represents 
the trust radius, h, bi are the eigenvalues of the Hessian 
matrix and is the optimal solution for (12). From 
this figure it can be seen that the value fulfills the    
bi + > 0 criterion. Therefore, the augmented Hessian 
matrix B + I is positive definite and the search for a 
minimum is enforced. The following three cases may 
appear for the determination of : 
 
Case I 
The first case is defined by B being positive definite and 
|B−1g| ≤ h. In this case the Newton step satisfies already 
(12), usually in the inequality sense, and = 0 is used. 
Case II 
This is the case depicted in Figure 1, where f1 ≠ 0 holds. 
It then follows: 
 
1
limλ b λ  p  (13) 
If further b1 + > 0 holds, with b1 denoting the lowest, 
maybe even negative eigenvalue of the Hessian matrix, 
we obtain: 
 lim 0λ λ p  (14) 
Therefore, Eq. (12) is a monotonically decreasing 
function of  on the interval (−b1,∞). As Figure 1 
shows, a solution to the constrain |p()| = h exists al-
ways independent of the structure of the B matrix. Thus, 
a step p suitable for the minimization can be found un-
der all circumstances. In order to obtain  a root-
finding procedure must be applied. Due to the possible 
occurrence of several intersections of the |p()| function 
with the h line (see Figure 1) the interval for the root-
finding procedure must be adapted to the Hessian matrix 
structure. If B is positive definite and | B−1g| > h,  must 
be positive and, therefore, we search in the interval     
(0, ∞). On the other hand, if B is not positive definite 
the search must be restricted to the interval (−b1,∞).  
In principle, Newton’s root-finding method could 
be used to find  that solves the constrain 
  * 0λ h p  (15) 
However, such an approach is numerically instable 
if  is close from the right hand side to b1. In this situ-
ation |p()| is highly nonlinear, and Newton’s root-
finding method may fail. Excellent results are obtained 
by reformulating the problem27 in such a way that it 
becomes nearly linear close to the solution . To do so 
the following function is defined: 
   
1 1 0φ λ
h λ  p  (16) 
As Figure 2 shows this function is nearly linear in 
the solution range and, therefore, the root-finding with 
Newton’s method works well. Applying this method to 
the  function generates a sequence of iterates lof the 
form: 






φ λλ λ φ λ
     (17) 
here ′ denotes the derivative of . 
Case III 
In this case, also called the “hard case”, f1 ≠ 0 does not 
hold. As a consequence the singularity at −b1 disappears 
Figure 1. Schematic plot of the |p()| function. Here are also
shown the singularities at −b2 and −b3 which are usually oc-
curring but are not necessary for the discussion in the text. 
Figure 2. Schematic plot of the |p ()|−1 function. The lineari-
zation right from −b1 is essential for the eﬃcient root-finding,
i.e. the determination of . 
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(Figure 3). In the case a valid solution  exists in the 
open interval (−b1,∞) Eq. (12) is applied. Otherwise, as 
depicted in Figure 3, the solution  is located in the 
domain −b2 < ≤ −b1. If we now take the solution 
where |p()| = h holds, then the distance constrain is 
satisfied but the corresponding augmented Hessian ma-
trix B + I is not positive definite. To avoid this prob-
lem we follow the strategy proposed by Nocedal,27 








     p u u  (18) 
Here u1 is the Hessian eigenvector that corres-
ponds to the eigenvalue b1 and  is a scalar variable that 


















       (20) 
Therefore, it is always possible to choose  such 
that the distance constrain |p()| = h is fulfilled and that 
the corresponding augmented Hessian matrix is positive 
definite in order to ensure minimization. 
 
COMPUTATIONAL METHOD 
For the comparison of the RFO and RSA structure op-
timizations the test suite of Baker,16 augmented with 
HCN and H2O2, is used. All calculations were per-
formed with deMon2k10 using the DZVP basis set28 and 
the A2 auxiliary function set, which contains s, p, and d 
auxiliary functions and has been optimized for the 
DZVP basis set. The auxiliary density was used for the 
variational fitting of the Coulomb29 and exchange-
correlation6 potential, i.e. all calculations were per-
formed in the framework of auxiliary density functional 
theory. The generalized gradient approximation of Per-
dew, Burke and Ernzerhof (PBE)30 was used for the 
exchange and correlation functional. For the numerical 
integration the standard adaptive grid (MEDIUM) from 
deMon2k was employed.31 All molecules were fully 
optimized, using the here described RSA and the pre-
vious implemented32 RFO method. The optimizations 
were performed in delocalized internal coordinates14 
based on an automatized selection of relevant primitive 
coordinates.32 No symmetry constrains were employed. 
For the self-consistent field and structure optimization 
the default convergence criteria of deMon2k were used. 
The start Hessian matrix was either set to the unit matrix 
(UNIT) or approximated according to Fischer and 
Almlöf,33 which is the default in deMon2k, Lindh et 
al.34 or Baker.14 The diﬀerent approaches are labeled 
FISCHER, LINDH and BAKER, respectively. If the 
start Hessian matrix was calculated we label it EXACT. 
The BFGS update35−38 was used during the structure 
optimization to actualize the Hessian matrix. All opti-
mized structures were characterized by a frequency 
analysis. 
 
RESULTS AND DISCUSSION 
In Table 1 the RFO and RSA structure optimizations are 
compared using the molecules from the augmented 
Baker test suite. The comparison of the first two data 
columns of this table (FISCHER) shows that the per-
formance of the RFO and RSA methods is nearly iden-
tical if an approximated start Hessian is used. In total 
the RFO and RSA methods needed 214 and 215 steps, 
respectively, for all structure optimizations. Both me-
thods converged to the same equilibrium structures. 
However, the characterization of the optimized struc-
tures by frequency analysis revealed that both methods 
failed in locating minima for the highlighted entries in 
Table 1. The reason for these failures lies in the appro-
ximated start Hessian matrix, which does not reflect 
correctly the curvature of the potential energy surface at 
the starting point of the optimization. In simple words, 
the eigenvalue spectrum of the approximated start Hes-
sian is wrong. This problem is not particular to the start 
Hessian approximation from Fischer and Almlöf as can 
be seen from Table 2. Here the number of optimization 
cycles for the RFO and RSA minimization of the hig-
hlighted molecules from Table 1 are presented employ-
ing diﬀerent start Hessians. Again both methods show 
very similar performance. In particular, the number of 
Figure 3. Schematic plot of the |p()| function in the “hard
case”, i.e. without the singularity at −b1. 
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optimization cycles for all three approximated start 
Hessians (FISCHER in Table 1, BAKER in Table 2 and 
LINDH in Table 2) are very similar. As expected the 
performance of the unit start Hessian matrix is much 
poorer. Nevertheless, all optimizations converged to the 
same structures which are for these molecules no mini-
ma. 
If the initial Hessian matrix is calculated (EX-
ACT; data column 3 and 4 in Table 1) the situation 
changes. At first glance it seems that the RFO method 
(in total 225 optimization steps) now out-performs the 
RSA method (in total 259 optimization steps). In fact, 
this is consistent with previous reports in the literature. 
However, this conclusion is wrong, at least for the com-
parison presented here. The RFO energy diﬀerences E 
in Table 1 (data column 5) show that the RFO optimiza-
tions with calculated start Hessians, by and large, yield 
the same optimized structures as with the approximated 
start Hessians. The only exception is benzidine. The 
corresponding frequency analysis shows that the benzi-
dine optimization with a calculated start Hessian con-
verges to a minimum. In Figure 4 the results of the two 
optimizations with an approximated and calculated start 
Hessian are depicted. The relevant structural changes 
Table 1. Comparison of the RFO and RSA structure optimization cycles for the augmented Baker test suite. The energy differ-
ences, E, between optimized structures obtained from an approximated (FISCHER) or calculated (EXACT) start Hessian matrix 
are given in kcal/mol. Significant differences are highlighted 
 Start Hessian    
 FISCHER EXACT  ΔE 
Molecule RFO RSA RFO RSA  RFO RSA 
Water  4  4  2  2   0.00  0.00 
Hydrogen cyanide  9  8  9  9   0.00  0.00 
Hydrogen peroxide  10 9  9  9   0.00  0.00 
Ammonia  5  5  3  3   0.00  0.00 
Ethane  4  4  3  3   0.00  0.00 
Acetylene  5  5  4  4   0.00  0.00 
Allene  4  4  2  2   0.00  0.00 
Hydroxysulphane  7  7  5  6   0.00  0.00 
Benzene  3  3  2  2   0.00  0.00 
Methylamine  4  4  2  11   0.00             −5.22 
Ethanol  5  5  3  3   0.00  0.00 
Acetone  5  5  3  3   0.00  0.00 
Disilyl ether  11  11  5  6   0.00  0.00 
1,3,5-trisilacyclohexane  6  6  4  6   0.00  0.01 
Benzaldehyde  6  6  10  10   0.00  0.00 
1,3-difluorobenzene  4  7  5  6   0.00  0.00 
1,3,5-trifluorobenzene  6  7  12  7   0.00  0.00 
Neopentane  4  4  2  3   0.00  0.00 
Furan  6  6  3  4   0.00  0.00 
Naphtalene  5  6  3  4   0.00  0.00 
1,5-difluoronaphtalene  5  5  4  4   0.00  0.00 
2-Hydroxybicyclopentane  13  15  8  11   0.00  0.00 
ACHTAR10  7  6  5 15   0.00             −0.35 
ACANIL01  6  7  8 8   0.00  0.00 
Benzidine  6  7  35 20             −2.13             −2.14 
Pterin  7  8  6 15   0.12             −0.32 
Difuropyrazine  8  9  11 12   0.00  0.00 
Mesityl oxide  16  14  23 22   0.00             −1.86 
Histidine  16  14  23  22   0.02  0.04 
Dimethylpentane  5  5  5  5   0.00  0.00 
Caﬀeine  7  8  8  12   0.00  0.00 
Menthone  15  9  15  7   0.00  0.00 
Sum 214 215 225 259 
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(see arrows in Figure 4) are the pyramidalization of the 
two amine substituents. Only if the start Hessian matrix 
is calculated, the RFO optimization of benzidine yields 
a minimum. However, the RFO optimizations of the 
other four highlighted molecules (methylamine, ACH-
TAR10, pterin and mesityl oxide) do not converge to 
minima, independently if the start Hessian matrix was 
calculated or not. For the RSA optimization the situa-
tion is diﬀerent. In this case all optimizations in Table 1, 
except for mesityl oxide, yield minima if the start Hes-
sian is calculated. This can be seen from data column 6 
of Table 1, too. For all highlighted systems a significant 
lowering in the energy of the RSA optimized structures 
was found if the start Hessian was calculated. The cor-
responding frequency analysis confirmed that the lower 
energy structures, except for mesityl oxide, are indeed 
minima.  
Besides of the pyramidalization of amine groups, 
as discussed in the benzidine optimization and also 
found in the RSA optimization with calculated start 
Hessian matrix for methylamine and pterin, inner rota-
tions are critical for some of the structure minimizations 
presented here. As an example the RSA optimized 
structures of ACHTAR10 are depicted in Figure 5. The 
indicated methyl group (arrow in Figure 5) represents a 
typical inner rotor. If the start Hessian is calculated the 
RSA quasi-Newton optimization yields a minimum for 
this structure (Figure 5, right), i.e. the correct orientation 
of the inner rotor is found. A similar situation applies 
for mesityl oxide. However, as depicted in Figure 6, this 
system possesses two inner rotors (arrow 1 and 2) that 
Table 2. Comparison of the RFO and RSA structure optimization cycles employing different start Hessians. The entries BAKER 
and LINDH refer to start Hessian approximations from Baker14 and Lindh et al.,34 respectively. The entry UNIT refers to a unit 
matrix start Hessian 
 RFO RSA 
 START HESSIAN 
Molecule Formula BAKER LINDH UNIT BAKER LINDH UNIT 
Methylamine CH3NH2 3 3 6 3 3 6 
ACHTAR10 CH3COOCH2CH2NH2 6 7 13 6 7 13 
Benzidine NH2C12H8NH2 6 6 10 6 7 10 
Pterin NH2C6N4OH3 6 8 11 6 8 11 
Mesityl oxide CH3COCHC(CH3)2 6 5 12 6 5 12 
Sum  27 29 52 27 30 52 
 
Figure 4. Optimized (RFO and RSA) benzidine structures.
The left structure (2nd order saddle) is obtained from the opti-
mization with an approximated start Hessian, whereas the
right structure (minimum) is obtained from the optimization
with a calculated start Hessian. The arrows indicate the rele-
vant structure changes. Color code: C black, N green, H white.
 
Figure 5. Optimized (RSA) ACHTAR10 structures. The left
structure (transition state) is obtained from the optimization
with an approximated start Hessian, whereas the right struc-
ture (minimum) is obtained from the optimization with a
calculated start. The arrow indicates the relevant methyl
group. Color code: C black, N green, O red, H white. 
Figure 6. Optimized (RSA) mesityl oxide structures. The left
structure is obtained from the optimization with an approx-
imated start Hessian, whereas the right structure is obtained
from the optimization with a calculated start Hessian. Both
structures are transition states. The two coupled methyl groups
1 and 2 are indicated by arrows. Color code: C black, O red, H
white. 
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are coupled. The RSA optimization with the calculated 
start Hessian correctly minimizes the configurational 
energy of rotor 1 in Figure 6. However, the BFGS up-
date scheme employed in the quasi-Newton steps is 
unable to describe the coupling to rotor 2 correctly. As a 
consequence the methyl group of rotor 2 remains in its 
original configuration, which is not its minimum confi-
guration after methyl group 1 has turned. This situation 
is confirmed by the frequency analysis, which yields 
one imaginary frequency associated to the rotation of 
methyl group 2. Of course, this situation can be resolved 
by substituting the update with the calculation of the 
Hessian matrix. In such Newton optimizations the RSA 
will always converge to a local minimum.20 However, 
the corresponding computational effort increases consi-
derably because the Hessian matrix must be calculated 
in each optimization step. 
 
CONCLUSION 
From our comparison of the RFO and RSA optimization 
follows that both methods perform almost identical if 
approximated start Hessians are used. If the start Hes-
sian is calculated we find significant differences for 
molecules that possess negative curvatures in the Hes-
sian at the starting structure. For these cases the RSA 
minimization has proven more reliable than the RFO 
minimization. Our analysis shows that the success of the 
RSA quasi-Newton optimization to locate minima, even 
in difficult situations, is mainly due to the simultaneous 
step size and step direction control. Therefore, a robust 
solver for the associated root-finding problem, as pre-
sented in this article, is mandatory. Despite the success 
of the RSA quasi-Newton minimization we found one 
case, mesityl oxide, where the location of a minimum 
failed. The analysis of this case shows that the common 
update schemes are usually not capable to describe 
correctly the coupling of inner rotors. This problem can 
be overcome with a RSA Newton minimization. How-
ever, the corresponding computational demand does not 
justify such an automatization at this time.  
Thus, for the time being, care should be taken in 
the selection of starting geometries in order to avoid 
obvious transition state configurations that may trap the 
quasi-Newton optimization. On the other hand, if a 
frequency analysis has been performed and a higher 
order saddle point was identified we recommend to use 
the corresponding Hessian as a restart Hessian for the 
following structure optimization and to modify the criti-
cal point along the corresponding deformation frequen-
cy. This can be done in the same spirit as in an intrinsic 
reaction coordinate calculation (IRC).39,40 If one is not 
really interested in the IRC path but only in a structure 
optimization then the use of a quasi-Newton method 
with a perturbed starting structure usually yields the 
desired result, similar to the examples shown here. 
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Opisan je algoritam s ograničenim korakom i primijenjen na optimizaciju strukturnih parametara. Razvijena su ro-
busna rješenja za probleme nalaženja korijena. Uspoređene su minimizacije struktura primjenom racionalne opti-
mizacije funkcije i algoritam s ograničenim korakom u sklopu kvazi-Newtonove metode. S aproksimativnim 
početnim Hessianima obje metode pokazuju slične performanse. No, ukoliko je početna Hessova matrica raču-
nana, algoritam s ograničenim korakom je pouzdaniji nego metoda racionalne optimizacije funkcije za proučavane 
minimizacije strukturnih parametara. 
