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I. IN~~DUCTI~N 
In recent years much work has been done on functional-differential equa- 
tions. The excellent texts of Bellman & Cooke [l] and Halanay [5], besides 
others, bear testimony to it. These equations were classified into three main 
categories (cf. Bellman & Cooke El]), th a is, equations with delay, of neutral t 
type and of advanced arguments. The last two are least studied. Functional- 
Differential Equations of Neutral Type (FD NT) were considered by 
Wright [lo] and Bellman & Cooke [l] in the case of constant delays and by 
Driver [3], Kemenskii [6, 71 and El’sgol’ts [4] in the case of variable delays. 
Driver [3] has summarized some of these results pertaining to existence 
theories. But his theorems are framed in such a way that the conditions are 
not easily translatable to a more general situation of FD NT. 
In the present work we will be concerned with a functional-differential 
equation of the following type: 
2 =f(c 4*>, m*(*)) 
where x = (x1 ,..., x,,) and f = (fr ,..., fn) are n-vectors. For each t E [to , ~1, 
components off are functionals defined over a class of absolutely continuous 
functions x : [t - 7, t] - En, where r is a positive constant and En is the 
Euclidean n-space. For each t E [to, ~1, we denote, xt(.) = x(t + s), 
s E [- r, 0] and It = [t - 7, t]. Let 4 : Ito + En be a given absolutely 
continuous function and let the function r&l) be defined as follows: 
* This work was supported by the Council of Scientific and Industrial Research 
(C.S.I.R.), India under grant No. 7/92(69)/68 GAU I. 
67 
68 DAS AND PARHI 
Let ] x 1 denote the Euclidean norm ] x I2 = CT=, xz. Let D denote the 
space of absolutely continuous functions x : [to - T, ~1 -+ En. Therefore 
4 E D. For x, y E D, we define 
II x - Y IL = fE;FF v, I x(t) - r(t)1 + j; ~ I W - j(t)1 dt. 
0 
For t E [to, ~1, we define 
II x -Y lLt = y I 44 - ~(41 + ,:-, I W - L(dl do. 
t 
Let S be a domain in D with r$ as an interior point. 
Functional-Differential equations of the form dx/dt = V(t, x(.)) were 
considered by Oguztoreli [8], where for each t E [to , ~1 components of V 
are functionals over a class of continuous functions with domain (a, t] and 
range in En. The procedure adopted in the present work to prove existence 
and uniqueness of solutions of (1) is translatable to the following case without 
much difficulty by suitably adjusting the conditions: 
2 = qt, Lx(‘), k(n)) (2) 
where, for each t E [to, ~1, components of V are functionals over a class of 
absolutely continuous functions on ((Y, t] with range in En. In this case 
4 : (01, t,] + En is absolutely continuous and D denotes the space of absolutely 
continuous functions x : (a, ~1 -+ En such that x(t) = +(t) for t E (OL, t,]. The 
metric, in this case, is given by 
II x -Y IL = ts(“py, I 4t) - r(t)1 + 1’ I W - P(t)1 dt 
01, a 
for X, y E D and for t E [t,, , ~1, 
and 
II x - y llrt = ;!f I 44 - YbJ)l + jlo I 44 - PWl du* 
t 
Dependence of solutions of (2) on initial data, rightside of the equation and 
parameters can be discussed in a way analogous to the present treatment. 
The equation considered by Driver [3] is a particular case of (2). But 
apparently the conditions given by him for existence of a solution are not 
similar to what we have imposed. 
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Study of continuous dependence of solutions on initial data is an important 
aspect of FD NT where the choice of metric is crucial. In this work we accept 
Driver’s argument (Driver [3]) and keep the same metric in our considera- 
tions. 
The metric referred to above is good but not without drawbacks as will be 
illustrated below. Consider for example the following case (Example 3, 
Driver [3]): 
dx 
z = {cqt - l)}‘, t E [O, 21. (3) 
This is a simple looking equation but rightside of even this equation, that is, 
($t - 1)}2 does not satisfy Lipschitz condition with respect to the metric 
mentioned above, that is, there exists no constant L > 0 such that 
/$(t - 1))” - {j(t - 1)}2 j <L 11 x - y IiIt ) for t E [0, 21, 
holds. This has been shown below. 
Let S be a domain in D containing B(t) = 0, t E [- 1, 21, t, = 0, y = 2, 
T = 1. So in order that ($t - 1)) 2 is Li schitzian there must exist some 
L > 0 such that 1{3i”(t - 1)}2 1 <L 11 x ~~,~, for t E [0, 21, taking y(t) = 0, 
t E [- 1,2]. 
Now we construct a function s such that x E S and the above inequalit! 
does not hold good. For this consider the following example: 
/ 
0 fort6 [ -l,S-- 1 3 
, 
n 
-t+s-; fortE [ S---,6-- 1 1 
n 1 2n ’ 
xn(t) = ‘\ t - s fortE [ S---,6+- 1 1 1 2n 2n ’ 
-t+s+; C I 1 fortE &f--,61- 2n I1 1 , 
0 fortE [ 6+--,2 1 
, 
n I 
where 6 > 0. Obviously x,~ is an absolutely continuous function from [ - 1, 21 
into En for each positive integer n with q,(t) = 0, t E [ - 1, 0] and hence 
belongs to D. 
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Hence for sufficiently large tt, x, E S. Further 
In order that 
holds we should have 1 <L * 3/2n which is impossible for 2n > 3L. This 
proves our assertion that ($t - I)}a is not Lipschitzian. 
As a result of this none of our theorems is applicable to the example (3). 
In the Section II we consider the local existence, uniqueness, extended 
existence and give two examples to illustrate them. The dependence of solu- 
tions on the initial data, rightside of the equation and parameters is considered 
in Section III of this work. 
II. EXISTENCE AND UNIQUENESS 
We prove below a lemma suggested by K. L. Cooke which shortened the 
original proof of Theorem 1 of the authors. 
LEMMA. The space of absolutely continuous functions x : [01, /3] + En with 
the norm 
is complete. 
Proof. Let (x”) be a Cauchy sequence. Hence 
/I xm - x” IIs --f 0 as m--to0 and n-tco. 
Consequently, (xv> is Cauchy in the uniform convergence norm. So there 
exists a continuous function x : [LY, p] -+ En such that xv converges uniformly 
to x. Also since 
s ,a 1 gm(f) - P(t)1 dt --+ 0 as m-+co and n+a, a 
(f*) is Cauchy in L1, the space of Lebesgue integrable functions. Since L1 
is complete, there exists a y* such that y* E L1 and 
s 
’ 1 c?(t) - y*(t)1 dt + 0 as v--f 00. 
a 
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Hence, for t E [(Y, 4], 
x”(t) - x”(a) = 1’ k”(s) ds + It y*(s) ds, 
II a 
But xy -+ x. So we obtain 
EQUATION 71 
as L’-+ co. 
x(t) = x(a) + J y*(s) ds. 
m 
This shows that x(t) is absolutely continuous and k(t) = y*(t). Finally we get 
Ij .V - x lla + 0 as v -+ CO and this proves the lemma. 
Now we come to the main theorem. 
THEOREM 1 (Local Existence and Uniqueness). Suppose that the following 
conditions are satisfied 
(i) f is dejined for t E [to, y] and x E S. 
(ii) f is measurable in t for each jxed x E S. 
(iii) There exists a Lebesgue integrable function m(t), t E [to, r] such that 
If(t, .d*), &(.))I d m(t) for t E [to , rl and x E S. 
(iv) f satisjies a Lipschitz type condition, that is, 
if(t, x,(-h a*)) -f(t, rd.), j,(*))l <L II x -Y III1 t 
for some positive constant L and t E [to , ~1 and VX, y E S. 
Then there exists a /3, t, < /? < y and /3 < t, + 7, such that the system (1) 
has a unique solution in [to , fi] with initial function C#I at t, . 
Proof. We define M(t), t E [t, - T, y], by 
for t E I,,, , 
4s) ds, for t E [to, y]. 
Since+ is an interior point of S, there exists a set IV6 of absolutely continu- 
ous functions x : [to - 7, y] -P En with x(t) = C(t) for t E It0 and 
lb-$1/y <b, f or some constant b > 0, such that IV6 C S. For each 
t E [to 3 YL 
72 DAS AND PARHI 
We choose /3 sufficiently close to to such that to < /I < y, /I < t, + T and 
211/1(p) < b. Such a choice is always possible because M(t,) = 0 and M(t) 
is an absolutely continuous function (monotonic increasing with t). 
Consider the iterations 
x”(t) = B(t) 
and 4(t), for t E 1,” X”(t) = 5wo) + j:ofh 439, m9) ds, 
v = 1, 2,... . 
for t E [to , PI, (4) 
xl(t) is well-defined. Let us assume that x2(t),..., x”(t) are well-defined. To 
show that x”+l(t) is also well-defined, it is sufficient to show that x”(t) is 
a restriction on [to - 7, fl] of a function belonging to S. Clearly, 
xv : [to - 7, /I] -+ En and 
I x'(t) - &)I < jl If& xl-'(9, *:-l(-))I ds 
< J .t m(s) ds = M(t) < M(/3), for t E [to , to 
so 
Again 
sup I x’(t) - &>I < Jw). 
W,T$l 
j’: --7 
0 
1 a”(t) -J(t)/ dt = ,I0 I n”(t) - &)I dt 
= s t, xy,-l(e), nY,-l (.))I dt < f:. m(t) dt = M(P). 
Hence 
11 x” -$ /I,q = sup 1 x”(t) -&t)l + 1” [ k.“(t) -J(t)] dt 
ta-7281 to-7 
Define 
< 2M(/3) < b. 
R”(t) = I 
x”(t), for t E [to - 7, /3], 
x”(B), for t E LB, ~1. 
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Then 3” : [to - T, y] ---f En is absolutely continuous with j?‘(t) = 4(t), t E ItO 
and I/ %Y - 6 /I,, < b. Th is implies that X” E N$ C S. From the definition of 
X” it is clear that xv is the restriction of .P on [to - 7, ,8]. Hence r”+l(t) is well- 
defined, By induction it follows that x”(t) s are defined for all v = 1, 2,... . 
Further we have, for t E [to , p], 
and hence 
Again 
- - n”(u)1 da = j:, 1 k”+‘(u) - .Q’,(~)I da 
= j:)f( u, WY,,“(.), a “(-)) - f (a, .I$,-~(.), .*:-‘(.))I da 
i 
t 
:- ._ .-: L 11 Y - x”-l gIo da. 
to 
Therefore 
But 
1) a-1 - x0 Ilrt = II x’ - 6 II,, < b. (6) 
(5) 
From (5) and (6) we obtain 
I/ w+l - X” IlIt < b . 
WY ‘t, - to)” < b . p)Y ‘fy - to>“. 
“. v. 
Consequently, I/ Y+l - .v” lilt --j. 0 as v 3 z3, for f E [to , is]. So 
11 x~+l - xv llB ---f 0 as v+ co. (7) 
From (7) it follows that the sequence (x”) is Cauchy in the norm I] . /IO . By 
virtue of the lemma we conclude that there exists an absolutely continuous 
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function x : [to - 7, /?I -+ En such that x(t) = 4(t), t E Ito , x” -+ x uniformly 
and 11 x” - x 11s -+ 0 as v -+ co. 
Also, since I/ xv -4 \I8 < b, 11 x -6 Ila < b. By defining x*(t) as 
x*(t) = I 
x(t), for t E [to - T, /I] 
x(B)* for t E [B, rl 
we see that II x* - 4 II,, < b and hence x* E S. 
From (4) we get 
uniformly for t E [to ,131, since for t E [to , /I], 
II~~-~IIJt~II~-~ll~~~ as V’ 03. 
So we have 
Hence 
for t E [to , /I]. 
d(t), for tElb 
x(t) = 
&J + j:, f(S? X8(.), %(*>) & fort~Po,Pl, 
which represents a solution of the system (1) on [t,, , j3] with initial function 4 
at t, . 
Uniqueness. Suppose that x(t) and y(t) be any two solutions of the system 
(1) with the same initial data {to , (b} in [to , /3], to show that x = y. Now, for 
tEPll>Pl, 
I 44 - r(t)l G s:, I f(s, 4.h 5t.N -As, rd.), Pd.))/ ds 
<L f ;. II x -Y 111, ds. 
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Therefore 
Again 
j:-, I G> -9Wl do = jlo I 44 -P(u)1 do 
<L 
I 1, II x - Y II,, do, 
since B < t, + T. Hence 
II x - Y 11,~ d 2~ jIo II .% - Y IL, 4 t~[h,81- 
If possible let 11 .t” - y Ills = c > 0, where c is a constant. Then 
II X -Y lilt < 2-w - 4)). 
Repeating the process n-times we obtain 
I! x - Y IlIt d c * 
(2L)” (t - t$ 
1 . 12. 
Thus we have 
I] x - y Ills < c . (2L)" '$- 4Jn . 
As n-co, /lx -yII,,+O, which contradicts the assumption that 
)I x - y il,s = c > 0 and hence x(t) is unique. This completes the proof of 
the theorem. 
THEOREM 2 (Extended Existence). Suppose that f satisfies all the condi- 
tions of Theorem 1 in the domain S. Then there exists a unique solution x(t, to ,4) 
of (1) in [to , a) with initial data {to , $}, where to < 01 < y and6 E S. If CL < y 
and 01 cm not be increased then Z=(t) is not an interior point of S, where 
The existence of X(CX - 0, to ,+) will be shown below. 
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Proof. For to < t < f < OL, we have 
I x(f, to ,4) - x(t> to 3 +)I d 1 j; If (s, 4-h %(.))I ds ( 
< / M(i) - M(t)1 -+ 0 
as ] t - t ] -+ 0, since M(t) is uniformly continuous on [to, f]. Hence from 
the Cauchy criterion for convergence it follows that x(a - 0, to ,1+5) exists. 
On the contrary let us assume that X, is an interior point of S. Define 
(44 to > $1, 
a(t) = 1x(, - 0, to , $b), 
for t E [to - 7, N) 
for t = 01. 
Then Z(t) will be a solution of (1) on [to, a] with initial function 4 at to. 
Define 
d(t) = qq, for t E [to - 7, a] 
and denote 
r&t>, 
kt) = &), 
for t E [to - 7, a] 
for t E [01, ~1. 
Hence&t) = Z(t) for t E [to - 7, a] and J(t) = s%(t) for t E [to - 7, ~1. Since 
Z& is an interior point of S, then $ is an interior point of S. Hence by the 
Theorem 1, there exists a unique solution x(t, a,&) of (1) in [c+ cx + h], 
where 0 < h < 7, with initial data {a,J-}. Lastly define 
for t E [to - 7, a], 
for t E [a, 01 + h]. 
To show that i(t) is a solution of (1) in [to , OL + h] with initial data {to , +}, 
that is, to show that 
w, for t E It0 , 
Z(t) = 
Wo) + jIOf (s, %(*h k(*N & 
(8) 
for t E [to, 01 + h]. 
By definition, 2(t) = d(t), for t E Ito . Also (8) holds good for t E [to , a]. For 
t 3 (Y it follows from the definition of 4 that 
But 
a(t) = &, + j” f (s, %(->, .%(*)) ds, for t E [01, OL + h]. 
a 
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Hence 
Therefore (8) is true. This conclusion implies that IU can be increased. This 
contradiction completes the proof. 
EXAMPLES. Consider a system 
$ = j:- KI(t, S) X(S) ds f j’ &,(t, S) 2(S) ds, for t E [t,, , r]. (9) 
7 t--r 
By a solution s(t, t, , 4) on [to , p], /3 < y, of (9) with initial function 4 we 
mean an absolutely continuous function E : [to - 7, /3] + En such that 
r(t) = 4(t) for t E ItO and x(t) satisfies (9) for t E [to , fi]. We assume here that 
K,(t, s) and K,(t, s) are integrable in the sense of Lebesgue with respect to 
s E [t - T, t] for each t E [to, r] and 
I k;(t, 41 <L, and I k;(t, s)I d L, 
Vt E [to , 71, s ~1~ and K,(t, s) and K,(t, s) are measurable in t E [to , ~1. 
1Ve consider the set of all absolutely continuous functions 
s : [to - 7, ~1 + En such that x(t) = 4(t) for t EI~, . It is always possible to 
find a domain in the above set with $ as an interior point. This is our pre- 
viously defined set S. Here S is so chosen that for .r E S, /I .v - $ IjY <Y b, for 
some positive constant b, . Let us denote by f(t, x,(e), kt(.)) the rightside 
of (9). It follows from the assumptions made above thatf is measurable in t 
for each fixed x E S. Now for X, y E S and t E [to, ~1, 
if(4 .Tt(.), $t(*)) -f(t, Yt(-), 9t(*))l 
<LL, j:-, I Jc(S) - Y(S)1 dS f LI j:-, 1 k(S) -J?S)i dS 
< L1(7 + 1) II N - y ll,1 = L I! x - y lilt , L = Ll(T + 1). 
Hence f satisfies a Lipschitz type condition in S. Further, for t E- [t, , ~1, 
If (t, x,(.), %(*))I <L II s Ilrt < L(b, t II B II,,). 
Setting m(t) = WI + II B II,,) we see that m(t) is a Lebesgue integrable 
function in [t, , ~1. Hence all the conditions of Theorem 1 are satisfied. 
As a second example we may consider the system 
dx 
Tt- T 
- [ ,:- &(t, s) x(s) ds12 + [ jibi k;(C s) R(s) ds]‘y 
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for t E [to , ~1. Assumptions made in the first example remain unaltered here. 
The logic that the rightside of this example satisfies all the conditions of 
Theorem 1 is exactly the same. 
III. CONTINUOUS DEPENDENCES 
THEOREM 3 (Dependence of solutions on the right-hand side of the Equa- 
tion). Consider the system 
2 = f(4 x,(*)9 &t-N + qt, Xt(‘), *t(*)), (10) 
where f satisfies conditions (i)-(iv) of the Theorem 1 and 6 is dejkedfor t E [to , ~1 
and x E S, is Lebesgue integrable in t for each x E S and is such that equation (10) 
admits a unique solution in an interval [to , /I] with any initial function 
4 : [to - T, t,] -+ E” such that r$ E S. 
Let x(t, t, , 4) and y( t, t, , #) be any two solutions of the systems (1) and 
(10) respectively on [to , a] and [to, a*], OL < y, cy* < y, with initial functions 
9 and ~,4 such that I$, $ E S. Let /3 = min(Lu, a*). Then Ve > 03 a 
S(E, t, , $, ~9) > 0 such that 
I Q> Y 4.19 HeNI < 6 and II 4 - *III,, < 6 
3 II x -Y II,, < Es for t E [to , j3]. 
Proof. For t E [to, p], we have 
I x(t) - rW G I bkJ - Wdl + jIo I % rd.), 9d.N ds 
+ 1:. If 0, -4.h *s(.)) -f (s, rd.), %(.))I ds 
< II 4 - 4 hto + ,I0 I % rd.1, %(.))I ds 
+ L J:, II x - Y II,, ds. 
so 
(11) 
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Also 
Combining (11) and (12) we obtain 
Hence 
From (13) and (14) it follows that 
Ii x -Y Ult d 2 II 4 - 4 hto + 2L jIu Ii x -Y ii,. ds + 2 1’ I @(s, YX.), L,(.))i ds. 
43 
A 1’ pp ymg Gronwall’s Lemma we obtain 
80 
implies that 
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Choosing 
11 x - y ll,t < 26(1 + /3 - to) ezL(B-tJ. 
0 < 6 < 5 (1 + p - tJ’ e-aL(a- Q, 
we get 1) s - y jilt < E, for t E [t, , p], and this completes 
theorem. 
the proof of the 
THEOREM 4 (Dependence of Solutions on Initial Functions). Letf in (1) 
satisfy conditions (i)-(iv) of the Theorem 1. Let x(t, t, , 4) and y(t, t, , #) be any 
two solutions of (1) on [to , fl], j3 < y, with initial functions 4 and 4 respectively 
such that $, $ E S. Then Ve > 03 a S(E, t, ,b) > 0 such that 
II 4 - 4 hto < 8 =s II N -Y Illt < E> for t E [f, 1 PI. 
The proof of this theorem follows from that of the Theorem 3 when 
0 = 0. 
THEOREM 5 (Dependence of solutions on Parameters). Consider the 
functional-diferential equation 
2 =f (t, xt(*), fft(.), 4 (15) 
where h = (A, ,..., A,) is a k-dimensional vector. Let P be the space of all such 
vectors. For each h E P, f is assumed to satisfy conditions (i)-(iii) of the Theo- 
rem 1. Further f satisfies a Lipschitz condition of the following type: 
If (4 Xt(.>, 4(*>, 4 -f (t, Yt(.), 94*), CL)1 d L”{ll x -Y lbt + I x - P 0 
VA, TV E P and Vx, y E S. For each h E P, the existence of a unique solution of (15) 
is assured by the Theorem 1. Let x(t, t, , 4, A) and y(t, to, 4, TV) be any two 
solutions of (15) corresponding to parameters h and t.~ respectively on [t, , ,l3], 
/? < y, with initial functions 4 and 4 such that 4, $ E S. Then VE > 03 
S(e, t, , 4, A) > 0 such that I X - ,u [ < 6 and II + - # /Ill0 < S 
=> II3 -Y III, < 67 for t E It, , fll. 
Proof. By hypothesis 
I 
Nt), for t E ItO , 
x(t) = x(t, to , fj, A) = 
4(&J + sIOf (s, x,(a), *s(e), 4 ds, for t E IIt, ,81, 
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and VW, for t EIt,, 
r(t) = Y(4 t, > 94 P) = 
Wo) + j$ rsC.1, As(-), 14 6 for t E [to , /3]. 
Let t E [to, /3]. Proceeding exactly in the same way as in the Theorem 3, we 
obtain 
and 
j:, I 4s) - j(s)1 ds < L*(b - to) I h - c” I + L* j:” II x* -Y llr, ds 
+ ,:“_, I d(s) - $(s)l ds. 0 
(17) 
From (16) and (17) it follows that 
/I .r -y 111, < 2 iI+ - 4 IbtO + 2L*@ - to) 1 h - p I + 2L* jlo 11 x - y /I,, ds 
(18) 
By applying Gronwall’s lemma to (18) we obtain 
II x -Y lilt < 2{ll$ - * lI,tO + L*(B - to) I A - p I> e2L*(t-tO) 
HenceIl~-~ll,to<6andIh--I*.<S 
* 11 x - y lilt < 26[1 + L*(/3 - to)] e2L*(B-tO). 
Choosing 6 suitably we will have 
II x -Y /I,* < 6, 
Hence the theorem. 
for t E [to , /I], 
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