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I. INTRODUCTION
Today's wireless networks employ a distributed base-station architecture, where the base-band processing for each basestation is performed on a dedicated proprietary platform at the antenna site. The Wireless Network Cloud (WNC) [1] shown in Figure 1 (c), uses an alternate system architecture where base-stations are implemented as software stacks (refer Software Defined Radio [2] ) and consolidated to a common central location. This central processing platform, also referred to as the wireless network cloud, is connected to Remote Radio Heads (RRH) in different cells through high-speed links. Apart from reducing the operational costs of the network and facilitating physical layer co-operative communication techniques [3] , consolidation is expected to provide significant reduction in the already large and increasing infrastructural costs. In this paper, for the first time, we demonstrate that significant infrastructural gains (also called multiplexing gains) can be obtained using the WNC idea of consolidating basestation modules and analyse some interesting characteristics of this gain through traffic experiments. We compare the computational requirements of (a) today's distributed network architecture with that of (b) a network where the mediumaccess (MAC) layers of the base-stations are consolidated in the centralized cloud and the physical-layer processing modules are retained close to the cell antenna-sites (see Figure 1(b) ). We demonstrate that the hardware requirements of the consolidated network are much lesser than a distributed architecture. Since physical layer consolidation still has challenges, like achieving synchronisation between the cloud and the RRHs, and a lack of ubiquitous optical fiber infrastructure, consolidation of just the MAC layers is more practically realisable in the immediate future. Consequently, we consider MAC-only consolidation in this paper instead of full baseband consolidation. To quantify gain, we simulate Voice over IP (VoIP) traffic to a network of WiMAX base-station MAClayer stacks and estimate experimentally, the computational requirements of the network in the consolidated cloud as well as the distributed architecture. By comparing them, we estimate the consolidation gain (expressed in CPU cycles spent per second). In addition to the extent of multiplexing gain, we also characterize different properties of this gain through experiments. We note that the concept of statistical multiplexing is well-established in the context of communication systems. However, to the best of our knowledge, there has been no previous analysis of the gains of multiplexing random loads on a single hardware platform.
Contributions: In Section III, we describe our experimental method for measuring a network's computational load and estimating multiplexing gain due to consolidation. As a part of this setup, we describe a novel two-stage method for accurate sub-millisecond profiling of the WiMAX MAC stack using standard profiling tools.
Secondly, in Section IV-A, we characterize the variation of computational requirements with network size for each architecture separately. We show that the computational requirement in a cloud grows at a slower rate than in a distributed configuration. We then calculate the multiplexing gain achieved through consolidation and show that (a) significant gain exists and also that (b) it increases linearly with network size. This is significant because, even though we intuitively expect multiplexing gain, it was hitherto unknown whether the gain is non-negligible. Our experiments show that the cloud computational requirement can be as small as half that of a distributed network.
Finally, in Section IV-B, we study the change in multiplexing gain when the traffic intensity in each of the consolidated base-stations is increased by an order of magnitude. We show that the consolidation gain increases with traffic intensity. This is especially significant since it implies fewer hardware upgrades for a cloud network than a distributed network, during the wireless traffic explosion which is expected in the 
II. BRIEF INTRODUCTION TO RELATED BACKGROUND

A. Multiplexing Gains due to Consolidation
Packet traffic from users is typically variable in nature and is modelled as a random process [5] , [6] . Hence, the total load offered to a base-station, which is a combination of many independent user flows, is also random. Further, different basestations typically have different user-arrival patterns in a day depending on their location. Consequently, these base-stations are likely to face their individual peak loads at different times. This in turn implies that the peak of the cumulative load offered to the cloud platform by multiple base-stations will be smaller than the sum of their individual peak loads in the distributed setting.
As we will show in Section III-B using our WiMAX stack as example, the computational requirement of a base-station is usually a non-decreasing function of its input workload. Since the cumulative peak load offered to the cloud is reduced because of statistical multiplexing of these loads, consolidation also lowers the net computational load on the platform. This leads to potential infrastructural savings.
We note that depending on the traffic type, the variability of the packet traffic process can be low (VoIP traffic) or high (video traffic). In this paper, we demonstrate these gains using a VoIP traffic model. However, we note that since VoIP has less variability in its flow compared to other traffic types such as video, the gain obtained here is likely to be lesser than in a mix of, say, video and voice traffic.
B. WiMAX MAC Layer
WiMAX is a wireless broadband telecommunication system derived from the IEEE 802.16e [7] standard, and is based on Orthogonal Frequency Division Multiplexing (OFDM) [7] . Multiple OFDM symbols containing transmission data are periodically organized into time-frequency matrices called WiMAX "frames". Base-stations must process and transmit frames at regular intervals of 5ms (called the frame-duration). Figure 2 shows a simplified view of the base-station MAC layer processing for downlink transmission. The MAC layer maintains a packet queue for each associated connection, and packets arriving from the higher layers are enqueued into these queues. In every frame duration, the MAC layer performs functions such as scheduling of user data, packing and fragmentation of user data into PDUs and creation of frame bursts. Importantly, the frame-duration forms a hard deadline within which this chain of processing must be completed. Failure to adhere to the frame deadline can cause loss of synchronization between network devices and is very undesirable. Consequently, networks should be designed such that the frame deadline is met with high reliability. Therefore, hardware provisioning for the base-station must be such that the peak frame-processing latency is smaller than the frame deadline.
III. EXPERIMENTAL SETUP FOR MEASURING MULTIPLEXING GAIN
A. Experiment Design:
1) Choice of Metric:
Hardware required to support a network can be expressed using different quantities -processor speed, memory and I/O, disk space etc. While one could use a combination of these parameters for comparison, it is easier to interpret results if we choose the one of them that is most relevant for our purpose. Since the WiMAX stack is a CPU-intensive process with very few IO operations, we will use CPU occupancy as our basis of comparison here. More specifically, we will measure CPU occupancy using cyclesper-second (CPS) of CPU time consumed by the MAC stacks. Multiplexing gain expressions are obtained by comparing the estimated peak value of the cumulative CPU CPS for the network of MAC stacks on each architecture.
The CPS measure is closely related to the processor frequency required to support a process or set of processes. Since the MAC is a CPU-bound process, CPU CPS consumed by the MAC can be is indicative of the additional CPU frequency that must be provisioned for the underlying processing platform to support the base-station MAC process in addition to other existing workloads.
2) Experimental Methodology: Overcoming Lack of Measurement Tools: As explained, hardware provisioning must be done for a base-station MAC such that it can meet its frame deadlines at all times, even at the heaviest frame loads that it is expected to face under a given traffic setting.
Consequently, we wish to estimate the peak per-frame CPS requirements of the MAC stack under realistic traffic conditions and provision accordingly. To do this with reasonable accuracy, we have to profile the MAC stack at the granularity of about a millisecond or lower (though the deadline is once in 5ms, the actual processing on the estimation platform might finish earlier). However, standard Linux tools like "top" are not accurate at such low granularities. Other tools like Oprofile require hardware support which are not available for all architectures. This lack of readily usable latency measurement tools at this granularity poses a major obstacle for our study. Further, since the traffic load to the base-stations is random, amortizing the latency profiling measurements over larger durations (say, 1 second) can seriously affect measurement accuracy and is not an option. We solve this problem using a two-stage CPS estimation approach which exploits our knowledge of certain characteristics of the MAC layer and provides accurate profiling at a frame level.
1) Stage-I : In the first stage of our experiment, we simulate realistic user traffic to our network of base-stations. User traffic is modelled using a Poisson arrival-departure model (see Section III-C1 for more details). For each frame duration, we measure the cumulative size of the packets queued to each MAC module. Assuming that the input data rate does not exceed frame capacity, this cumulative packet-size also represents the size of WiMAX frame processed by the MAC layer (ignoring frame overheads). From this stage, we obtain and store a time-plot of the frame-sizes for each MAC module in the network under a desired traffic setting. 2) Stage-II: Having estimated a frame-size plot for each base-station MAC, we now wish to map this measured workload to a corresponding CPU utilization. For this, we synthesize a profiling experiment as follows. We simulate a constant input workload to the MAC stack such that the frame-size is held constant for a long time. For this constant workload, we profile the MAC over coarse-granularity of 5 seconds using the traditional Linux tool "top" in its shell-mode. The measured latency is then averaged by the number of elapsed frames in this 5 second interval, i.e 1000 frames, to give an estimate of the per-frame CPU latency for this given workload. We repeat this process for different values of frame-size and obtain a frame-size-to-CPU utilization map. We then use this mapping to map the peak value of the framesize plot from the first stage to a CPS utilization value. In the next sub-section, we first describe Stage-II in greater detail and show the resulting measurements. Then, in Section III-C, we will explain traffic-simulation setup of Stage-I in detail and show how the estimated time series of frame-sizes is used along with the mapping from Stage-II to estimate multiplexing gain. Table II shows some sample measurements of the WiMAX MAC stack's processing latencies for different frame-sizes,
B. Latency Characteristics of the MAC Layer
Processor
Intel obtained using the method described in Stage-II above. Measurements were conducted for a frame-size granularity of 200 bytes using a modified single-thread version of the MAC described in [8] on an Intel Xeon 3GHz processor. Column II of the table shows the per-frame processing latencies (P F (S)) in microseconds, for different frame-sizes (S) measured using this method. Column III shows the equivalent number of CPU cycles consumed by the MAC stack per frame duration. This was computed as
where F denotes the processor frequency of 3 × 10 9 cycles per second. Finally, Column IV shows the equivalent CPS, computed by normalising CPF(S) by the frame duration (5 ms). As we can see, the processing latency of the MAC layer is an increasing function of the frame-size of the WiMAX MAC. Consequently, reduction in the processed frame-size implies a reduction in the CPU speed required to support the MAC.
C. Traffic Simulations and Hardware Estimation 1) Characteristics of Simulated Traffic to Base-station MACs:
Let us consider N base-stations in a network which are to be consolidated. Out of these N base-stations, we assume that half of these base-stations are located in an office-area, where day-traffic is much higher than the night-time traffic, and the other half serve the corresponding residential localities, where night-traffic dominates. Since the WNC is expected to consolidate at least tens of base-stations together, the consolidated base-stations are expected to be heterogeneous in nature. This heterogeneity in network traffic patterns is broadly captured by this assumption.
To this pool of base-stations, we simulate multiple streams of user traffic that follow a Poisson arrival-departure model [9] . Let T I denote the mean Poisson inter-arrival time between successive users to a base-station and T S denote the mean session-duration. By varying the value of T I appropriately, it is possible to simulate day-night traffic variations. 
By varying the set (T
suitably, different traffic settings can be simulated to this office-residential basestation pool. We assume a mean session duration of T S = 120 seconds in our experiments. Notice that a lower value of T I (i.e, a higher value of U ) implies a higher traffic intensity.
During each session, users enqueue VoIP packets to the base-station queue. VoIP traffic is described by an ON-OFF traffic model [6] . During an ON-period, the user enqueues packets of constant size at uniform intervals. No packets are enqueued during the OFF-time. The durations of ON-OFF periods are exponentially distributed with means of 350 ms and 650 ms respectively [11] . Assuming a G.711 codec for the voice source, the constant inter-packet delay in the ONtime is 20ms and each packet is 200 bytes large.
2) Measuring the Cumulative CPU Cycles spent in a Cloud: Let n max denote the number of WiMAX frames spanned by each traffic experiment involving the N base-stations. We denote the size of the n th frame in the i th base-station as B i (n). Since all the base-stations are multiplexed on a single computing platform in the cloud, this platform must be provisioned to meet the peak of the sum load instead of the individual peaks. To find the peak CPS utilization in the cloud, we first find the sum
Bi(n); ∀n ∈ {1, ..., nmax}.
Next, we find the frame with maximum cumulative load. This is defined as
For the frame n * cloud , we find the corresponding individual base-station loads B i (n * cloud ), ∀i ∈ {1, ..., N }. These individual base-station loads must simultaneously be provisioned so that all of them finish processing within their individual frame deadlines. Therefore, the CPS requirement of the cloud platform is the sum of the individual CPS requirements corresponding to each B i (n * cloud ). We find the CPS requirements L cloud i corresponding to the frame-sizes B i (n * cloud ) using the mapping given in Table II . The sum
gives the CPU CPS requirement for the consolidated platform. 3) Measuring CPU Requirements in a Distributed Architecture: Let n * i,sa denote the frame with peak processing latency among all frames processed by the i th base-station. Then, since latency increases monotonically with frame-size, we have
Using Table II , we can find the CPU CPS corresponding to B i (n * i,sa ). This is the peak processing requirement of the i th base-station in the distributed setting. Let this CPS value be denoted as L sa i . We define
We note that in a standalone setting, there are multiple platforms, each with their own CPU requirements. To compare the computational requirements of this distributed network, we require one unified metric, which is the distributed network's equivalent of the cumulative cloud CPS requirement L cloud sum . The measure L sa sum , which indicates the cumulative CPU peak CPS requirement of all these standalone MAC processing systems in the distributed setting serves this purpose.
We define the multiplexing gain due to consolidation to be
The gain G gives an indication of the cumulative savings in peak CPU CPS obtained over all network base-stations as a result of consolidation. In the next section, we will estimate G for different traffic settings and discuss its implications. As expected, L sa sum increases almost linearly with the network size. Interestingly, the cloud utilization L cloud sum also increases linearly, but at a much slower rate. Consequently, the multiplexing gain G, shown in Figure 4 (middle curve), also increases linearly with the network size. From this curve, we see that consolidating network base-stations to a cloud always reduces the computational needs of the network, and that the consolidation gain increases linearly with network size. The main implication of this result is that as networks grow in size, the cloud architecture requires a more gradual increase in hardware, and hence fewer network upgrades than a distributed architecture, thus making the cloud architecture much more economical for networks in growing markets.
IV. EXPERIMENTAL RESULTS
A. Extent of Multiplexing Gains in a Cloud Network
1) Insights into Cloud Architecture: :
The multiplexing gain experiments also provide insight into the optimal cloud size. Consider the (120, 24, 24, 60) plot in Figure 4 . From the data-points corresponding to N = 6 and N = 12, we see that the gain G more than doubles when the network size doubles. (G(6 ) = 2.25 × 10 8 CPS , G(12) = 5.11 × 10 8 CPS). So we can conclude that a larger cloud gives better infrastructure gain. However, a larger cloud requires a larger investment into the laying high-speed links from RRHs to the cloud location. So, we find that the optimum size of the cloud is limited by these cost factors rather the cost of the computing infrastructure, which only reduces for a bigger cloud.
B. Robustness of Architectures to Traffic Growth
We now look at the trends in multiplexing gain as the traffic intensity in each base-station increases. Let us consider two parameter sets with significantly different traffic intensities -(U Figure 5 shows the values of L sa sum and L cloud sum for these settings. We see that L sa sum increases when the intensity is increased because each base-station has to support larger framesizes now. However, the cumulative frame-size in a cloud grows much more slowly because of statistical multiplexing. Hence L cloud sum increases more slowly than L sa sum and there is a higher multiplexing gain at higher traffic intensities. This higher gain is clearly seen in Figure 4 . So, we see that the cloud architecture requires fewer hardware upgrades in the face of increasing traffic intensity in the network. This makes the cloud much more preferable in the future, when wireless traffic is expected to increase rapidly.
V. CONCLUSION
Using a novel two-stage profiling method for estimating cloud multiplexing gain accurately, we have shown that significant hardware gain can be derived by consolidating basestation. This multiplexing gain increases with network size as well as with traffic intensity. This shows that the cloud architecture makes more efficient use of hardware resources and also that it has an inherent infrastructural advantage in the face of growing networks and increasing traffic demand.
In the future, it would be interesting to see a similar analysis for a complete WNC with the physical-layer also being consolidated. Also, it would be interesting to see similar experiments for more generic traffic mixes and confirm our expectations of even higher gains in those settings.
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