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( )Xrand3 …….... gibt drei mit gleicher Wahrscheinlichkeit zufällig gewählte Elemente aus 
der Menge X zurück 
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Die Nachfragestruktur eines Produktes bestimmt die Fertigungsform, in welcher das Produkt 
gefertigt wird. Produkte mit kundenspezifischer geringer Nachfrage werden in Einzel- oder 
Kleinserienfertigung, Produkte mit kundenspezifischer oder kundenübergreifender mittelstarker 
Nachfrage in Serien- oder Sortenproduktion und Produkte mit kontinuierlicher starker Nach-
frage in Massenproduktion hergestellt. Die Einzelfertigung erfolgt kundenauftragsorientiert 
ohne kurzfristig absehbare Wiederholung, die Massenproduktion hingegen erfolgt markt-
orientiert in Vorrats- oder Lagerproduktion. Die Serien- oder Sortenproduktion stellt insofern 
eine Mischform aus Auftrags- und Marktorientierung dar, als die Fertigung eines Produktes 
zwar kundenauftragsbezogen, aber mit absehbaren Wiederholungen erfolgt. Spätestens mit 
Vorliegen des Produktionsprogramms, d. h. mit Kenntnis darüber, welche Produktarten in 
welchen Mengen in einem kurzfristigen Planungszeitraum gefertigt werden müssen,1 ist somit 
die einschlägige Fertigungsform bekannt.  
 
Ausgehend von einem gegebenem Produktionsprogramm wird im Rahmen der Produktionsab-
lauf- oder Produktionsvollzugsplanung festgelegt, wie hinsichtlich vorzugebender Ziel-
setzungen die vorhandenen Potentialfaktoren eingesetzt, sowie wann und in welchen Teilmen-
gen die Produktarten gefertigt werden.  
 
In vorliegender Arbeit wird das Problem der kostenorientierten Losgrößen- und Reihenfolge-
bestimmung bei getakteter Mehrproduktfließlinienfertigung untersucht.2 Das Problem kann als 
Teilproblem der Produktionsablaufplanung für den Fall der Serien- oder Sortenproduktion 
charakterisiert werden. Hinsichtlich des Produktionsvollzugs läßt sich die Serien- oder Sor-
tenproduktion allgemein als Fertigungsform beschreiben, bei welcher mehrere verschiedenar-
tige Erzeugnisse in gemeinsamer Produktion gefertigt werden,3 wobei der Übergang von einer 
Produktart auf eine andere Kosten verursacht.4 Das Produktionssystem der Fließlinienferti-
gung, bei der die zur Bearbeitung der verschiedenen Produkte notwendigen Betriebsmittel 
entsprechend der Bearbeitungsfolge an den Werkstücken räumlich angeordnet werden, bedingt 
nicht nur eine gemeinsame Produktion der betrachteten Produktarten, sondern auch, daß die 
Produktarten in Reihenfertigung produziert werden können. Eine getaktete Mehrprodukt-
fließlinienfertigung ist darüber hinaus durch einen organisatorisch bedingten Zeitzwang cha-
rakterisiert, welcher besagt, daß die jeweils nächste Produkteinheit eines Loses die einzelnen 
Bearbeitungsstationen in einem bestimmten zeitlichen Intervall, der so genannten Taktzeit oder 
auch synonym Auflegeintervall, erreicht. Das Produktionssystem der getakteten Fließlinien-
fertigung wird auch als Fließbandfertigung bezeichnet.5  
                                               
1 Das Produktionsprogramm beschreibt den mit Kenntnis der einzuplanenden Kundenaufträge gegebenen 
Auftragsbestand oder einen Teil davon. 
2 Die Festlegung des Produktionssystems (Werkstatt-, Insel- oder Fließfertigung) erfolgt in der Regel auf Basis 
der taktischen Produktionsprogrammplanung (Produktgruppen) unter Einbeziehung der mittelfristig zu er-
wartenden Nachfragestrukturen, vgl. hierzu z. B. Strunk (2001), Produktion (2003). 
3 Gemeinsame Produktion besagt, daß mindestens ein Produktionsfaktor von sämtlichen Erzeugnissen genutzt 
wird, vgl. hierzu Adam (1969), S. 25, Kistner/Rogalski (1995), S. 290. 
4 Vgl. Kilger (1973), S. 383, Gutenberg (1983), S. 203. 
5 Vgl. z. B. Hahn (1972), S. 19, Hackstein/Felbecker (1981), S. 77. In Abgrenzung zur Fertigung mit organi-
satorisch bedingtem Zeitzwang wird ein prozeßbedingter Zeitzwang z. B. aufgrund chemischer Prozesse als 
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Die getaktete Fließlinienfertigung hat an praktischer Relevanz bis heute nicht verloren. An-
wendungen der losweisen Mehrproduktfließbandfertigung finden sich überall dort, wo zur 
Optimierung des Materialflusses das Fertigungssystem der Fließbandfertigung eingesetzt und 
bedingt durch ausreichend große Mengen die Fertigung in Losen erfolgen kann, wie z. B. im 
Elektrogerätebau, im Maschinenbau oder auch in der Bekleidungsindustrie.6 Dennoch wurde in 
der Literatur in dem Themenbereich der Fließbandfertigung die Fertigung in Losen bislang 
stark vernachlässigt. In dieser Arbeit werden die spezifischen Besonderheiten der losweisen 
Fließbandfertigung hinsichtlich des Bearbeitungs- und des Umrüstungsvollzugs in adäquater 
Weise berücksichtigt, das Losgrößen- und Reihenfolgeproblem verbal und formal beschrieben, 
sowie ein problemspezifischer Genetischer Algorithmus zur Lösung des Planungsproblems 
vorgestellt und experimentell untersucht. Der Genetische Algorithmus soll in der Lage sein, für 
zufällig erzeugte Probleminstanzen nachweisbar gute Lösungen zu finden. 
 
Das behandelte Planungsproblem wird im folgenden als Variables-Los-Sequenz-Problem 
(VLSP) bezeichnet und zusammengefaßt wie folgt beschrieben: Unter Berücksichtigung der 
durch die Fließbandfertigung bedingten Besonderheiten des Produktionsvollzugs wird aus-
gehend von einem gegebenen Produktionsprogramm und gegebenen Potentialfaktoren zum ei-
nen die Frage „In welchen Teilmengen (Losgrößen7) werden die Produkte gefertigt?“ beant-
wortet, wobei sowohl die Anzahl der Lose als auch die Losgrößen erst durch die Lösung des 
Problems bestimmt werden. Zum anderen wird die Frage „Wann werden die Produkte gefer-
tigt?“ beantwortet, d. h. es werden die Zeitpunkte und die Reihenfolge der aufzulegenden 
Produktlose festgelegt. Hinsichtlich zeitlicher Restriktionen muß dabei berücksichtigt werden, 
daß bei jedem Loswechsel Loswechselzeiten aufgrund der erforderlichen Umrüstvorgänge an 
den  Maschinen anfallen, und daß das Produktionsprogramm durch externe Kundenaufträge 
bestimmt ist, hinter denen einzuhaltende Termine stehen. Die Nachfragestruktur ist hierbei dy-
namisch, d. h., daß sowohl die externen Auftragsmengen als auch der zeitliche Abstand zwi-
schen den Terminen derselben Produktart variieren können. Die Kostenorientierung entspricht 
der verfolgten Zielsetzung, die bei den Produktartenwechseln anfallenden Loswechselkosten 
und die Lagerungskosten der Produktlose in dem betrachteten Planungszeitraum zu 
minimieren. Das VLSP tritt in solchen Fertigungssituationen auf, in denen der Zeitraum für die 
Vollzugsplanung und der Zeitraum des gegebenen Produktionsprogramms übereinstimmen. 
Hierbei handelt es sich gewöhnlich um Probleme mit einem Planungszeitraum von bis zu 
maximal einem Jahr.8 
 
In Kapitel 2 werden das VLSP sowie das zugrunde liegende Produktionssystem der getakteten 
Mehrproduktfließlinienfertigung näher beschrieben und gezeigt, wie die Berechnung der Los-
wechselzeiten in Abhängigkeit von fließbandspezifischen Differenzierungen des Produktions-
systems erfolgt. Kapitel 3 beinhaltet die formale Modellbeschreibung zweier Ausprägungen des 
VLSP, die ineinander überführbar sind. In Kapitel 4 werden geeignete, für das konkrete 
Planungsproblem entwickelte heuristische Lösungsverfahren vorgestellt. Die verschiedenen 
Lösungsverfahren entstehen durch die Kombination von Varianten eines stochastischen Kon-
struktionsverfahrens mit genetischen Operatoren zu Varianten eines Genetischen Algorithmus. 
Kapitel 5 umfaßt die experimentelle Untersuchung der Qualität der in C++ implementierten 
Lösungsverfahren. Kapitel 6 schließt die Arbeit mit einer Zusammenfassung der erarbeiteten 
Ergebnisse ab. 
                                                                                                                                         
Zwangslauffertigung bezeichnet. Amen setzt die getaktete Fließlinienfertigung nicht mit der Fließbandferti-
gung  gleich, sondern versteht das Fließband lediglich als Form des Transportmittels, vgl. Amen (1997), S. 
15.  
6 Vgl. z. B. Produktion (2002a), Produktion (2002b), Vüllers/Fleer (2004). 
7 Als Los wird eine Menge von Produkteinheiten eines Produkts bezeichnet, welche ohne Unterbrechung durch 
die Produktion von anderen Produkten bearbeitet wird. Vgl. Müller-Merbach (1962), S. 1. Synonym zu Los 
wird in der Literatur auch „Serie“ verwendet, vgl. Kilger (1973), S. 383. 
8 Vgl. auch Kern (1992), S. 73. 
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Kapitel 2   
Das Problem der kostenorientierten Losgrößen- und 
Reihenfolgeplanung bei getakteter Mehrprodukt-
fließlinienfertigung  
 
 
 
 
In Abschnitt 2.1 werden das zu lösende Planungsproblem und das zugrunde liegende Produk-
tionssystem verbal beschrieben, sowie der Produktionsvollzug näher erläutert. In dem dann 
folgenden Abschnitt 2.2 wird ausführlich beschrieben und formuliert, wie die reihenfolgeab-
hängigen Loswechselzeiten in Abhängigkeit von fließbandspezifischen Differenzierungen 
sowie die Loswechselkosten berechnet werden müssen. Die gesonderte Darlegung der Be-
rechnungen dient dem Aufrechterhalten des allgemeingültigen Charakters der als Parameter in 
das Planungsproblem eingehenden paarweisen Loswechselzeiten und -kosten. 
 
 
2.1 Beschreibung des betrachteten Planungsproblems VLSP 
 
Das zu lösende Losgrößen- und Reihenfolgeproblem VLSP besteht darin, für ein durch ex-
terne Kundenaufträge gegebenes Produktionsprogramm die Anzahl der Lose je Produktart, 
die jeweilige Losgröße und die Produktlosreihenfolge dergestalt zu bestimmen, daß die auf-
grund der Kundentermine zu berücksichtigenden Zulässigkeitsbedingungen erfüllt und die 
entscheidungsrelevanten Kosten minimiert werden. Als entscheidungsrelevant werden zum 
einen die Lagerungskosten der Produktlose, und zum anderen diejenigen Kosten angesehen, 
welche bei jedem Produktloswechsel aufgrund von Umrüstungsvorgängen verursacht werden. 
Hierbei besteht der Zielkonflikt, daß die Produktarten hinsichtlich der Minimierung der  Los-
wechselkosten in möglichst großen und hinsichtlich der Minimierung der Lagerungskosten in 
möglichst kleinen Losen gefertigt werden sollten.  
 
Das dem VLSP zugrunde liegende Produktionssystem der getakteten Mehrproduktfließlinien-
fertigung beschreibt diejenige Produktionssituation, in welcher verschiedene Produktarten auf 
denselben Maschinen mit derselben Bearbeitungsfolge gefertigt werden müssen, wobei sich 
die für das Produktionssystem charakteristische Bearbeitung der einzelnen Produkteinheiten 
mit dem zeitlichen Abstand ihres Auflegeintervalls auf den Produktionsvollzug auswirkt. 
Hierbei wird von einem bereits abgestimmten Fließband ausgegangen. Das bedeutet, daß im 
Rahmen der Leistungsabstimmung zuvor bestimmt wird, mit wie vielen Stationen in welchen 
räumlichen Abmessungen das Fließband ausgestattet ist, welche Verrichtungen welcher Sta-
tion zugeordnet und mit welchen Auflegeintervallen die Produktarten eingelastet werden.1 
                                               
1 Als integrierbares Teilproblem der Losgrößen- und Reihenfolgeplanung von getakteten Mehrproduktfließlinien 
zählt neben der Losgrößen- und Reihenfolge- bzw. Umrüstfolgebestimmung auch die Leistungsabstimmung, da 
sowohl die Umrüstzeiten und –kosten, welche bei jedem Loswechsel anfallen, als auch die Leistungsabstim-
mung durch die Betriebsmittelausstattung und die Qualifikation der an den Stationen eingesetzten Arbeitskräfte 
determiniert werden, vgl. auch Hahn (1972), S. 26. So berücksichtigen z. B. Kabir/Tabucanon die Abhängig-
keit zwischen Rüstzeiten und Leistungsabstimmung, wobei die Rüstzeiten allerdings nicht reihenfolgeab-
hängig, sondern rein stationsbezogen sind, vgl. Kabir/Tabucanon (1995). Vgl. in diesem Zusammenhang auch 
die Ansätze von Pinto/Dannenbring/Khumuwala (1983) und Graves/Holmes Redfield (1988). Ebenfalls eine 
integrierte Betrachtung von Reihenfolgebestimmung und Leistungsabstimmung existiert in Form der von 
Decker entwickelten nachträglichen Arbeitsgangverschiebung innerhalb der bereits abgestimmten Linie, wobei 
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2.1.1 Charakterisierung des zu Grunde liegenden Produktionssystems 
 
Das betrachtete Produktionssystem der getakteten Mehrproduktfließlinienfertigung kann als 
Permutationsfertigung mit organisatorisch bedingtem Zeitzwang charakterisiert werden, wo-
bei die Permutationsfertigung einen Spezialfall der Reihenfertigung darstellt. Die Produk-
tionsform der Permutationsfertigung liegt dann vor, wenn sowohl für alle zu fertigenden Pro-
duktarten eine Übereinstimmung in der Reihenfolge der gemeinsam genutzten Betriebsmittel 
bzw. Maschinen gegeben ist (Kriterium der Reihenfertigung)2, als auch die Folge der Auf-
träge auf allen Maschinen identisch ist.3  
 
Der organisatorisch bedingte Zeitzwang, welcher besagt, daß die einzelnen Produkteinheiten 
eines Produktloses die jeweils nächste Bearbeitungsstation mit dem zeitlichen Abstand ihrer 
Taktzeit erreichen, ist in dem Zusammenhang der Reihenfolgeplanung in Abhängigkeit da-
von, ob der Transport der Produkteinheiten auf dem Fließband kontinuierlich oder intermittie-
rend erfolgt, unterschiedlich zu bewerten. Die kontinuierliche Beförderung besagt, daß das 
Fließband mit einer bestimmten Bandgeschwindigkeit läuft und die Produkteinheiten entspre-
chend ihres Auflegeintervalls zur Bearbeitung aufgelegt werden. Der intermittierende Trans-
port ist ein Spezialfall des kontinuierlichen Transports,4 bei dem die Produkteinheiten mit 
dem konstanten zeitlichen Abstand des Auflegeintervalls aufgelegt und von Station zu Station 
ruckartig weitergereicht werden. 
 
 
Das Produktionssystem ist durch folgende Annahmen charakterisiert: 
 
1)  Auf M Maschinen werden I verschiedene Produktarten hergestellt.  
2)  Das Produktionsprogramm ist gegeben. Der Planungszeitraum beträgt bis zu einem Jahr 
und ist durch eine gegebene Anzahl an Zeiteinheiten determiniert.  
3)  Die Nachfragestruktur ist kundenauftragsbezogen mit im Planungszeitraum sich wieder-
holender Nachfrage (Serienfertigung). Für jede Produktart können mehrere Kundenauf-
träge bestehen. Sollten mehrere Kundenaufträge über dieselbe Produktart zu demselben 
Termin bestehen, werden diese zu einem externen Auftrag zusammengefaßt.5 Zu jedem 
externen Auftrag besteht ein im Planungszeitraum liegender Termin. Die Summe der 
externen Auftragsmengen einer Produktart zu den einzelnen Terminen entspricht der 
Gesamtherstellmenge der betrachteten Produktart im Planungszeitraum. Die externen 
Auftragsmengen einer Produktart können von Auftrag zu Auftrag variieren. Der Abstand 
zwischen den Terminen der Aufträge einer Produktart ist nicht konstant. Die Aufträge 
unterschiedlicher Produktarten können denselben Termin haben. Insgesamt steht eine 
begrenzte Anzahl möglicher Termine zur Verfügung.  
                                                                                                                                                   
jedoch von gemischter (Losgröße 1), nicht von losweiser Auflage ausgegangen wird, vgl. Decker (1993), S. 
160-168 (zu dem Unterschied zwischen losweiser und gemischter Auflegeform vgl. Abschnitt 2.1.2.1 v. A.) 
Aufgrund der ohnehin schon hohen Komplexität des betrachteten Planungsproblems wird die Integration des 
Reihenfolge- und des Leistungsabstimmungsproblems in der Literatur aufgrund der unterschiedlichen 
Planungshorizonte und der Komplexität zumeist abgelehnt, vgl. Domschke/Scholl/Voß (1997), S. 250. 
2 Zur Reihenfertigung vgl. z. B. Hoitsch (1993), S. 499. 
3 In der englischsprachigen Literatur wird diese Fertigungsstruktur als „permutation-flow-shop" bezeichnet. Vgl. 
z. B. Söhner (1991), S. 37. So wird auch ein Maschinenbelegungsplan, bei dem die Reihenfolge der Aufträge 
auf allen Maschinen gleich ist, als Permutationsplan bezeichnet, vgl. Neumann/Morlock (1993), S. 500 
4 Vgl. Ziegler (1990), S. 6, 37. 
5 Vgl. auch Brüssau (2002), S. 153. 
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4)  Die Produktarten werden in Losen gefertigt. Die Fertigung eines Loses einer Produktart 
entspricht einem Fertigungsauftrag. Ein Fertigungslos kann durch Gruppierung der exter-
nen Auftragsmengen oder Teilauftragsmengen verschiedener externer Aufträge, hinter 
denen dieselbe Produktart steht, erfolgen. Zu einem Fertigungslos können diejenigen ex-
ternen Aufträge oder Teilaufträge gruppiert werden, deren Fertigung bis zu dem jeweils 
ersten Termin, dessen Bedürfnisbefriedigung ganz oder zum Teil aus dem betrachteten 
Los erfolgen muß, abgeschlossen sein kann. Die Anzahl der Lose je Produktart ist unbe-
kannt. Die Losgröße einer Produktart kann von Auflegung zu Auflegung variieren. Ein 
Fertigungsauftrag einer Produktart kann der Bedürfnisbefriedigung mehrerer externer 
Aufträge dieser Produktart dienen, und die Bedürfnisbefriedigung eines externen Auftra-
ges kann aus mehreren Fertigungsaufträgen erfolgen.  
5)  Die M Maschinen stellen Bearbeitungsstationen in einer seriellen getakteten Fließlinie 
(Fließband) dar, d. h., daß die zur Bearbeitung der Produkte notwendigen Betriebsmittel 
an einem Fließband entsprechend der Bearbeitungsreihenfolge der Werkstücke räumlich 
angeordnet sind und die Produkteinheiten in den einzelnen Bearbeitungsstationen mit 
dem zeitlichen Abstand ihres Auflegeintervalls ankommen.6 Hierbei handelt es sich um 
eine Montagelinie, deren Bearbeitungsstationen durch Potentialfaktorkombinationen aus 
Betriebsmittel und Arbeitskraft gebildet werden.7   
6)  Die Maschinenreihenfolge der Bearbeitungen ist für sämtliche Produktlose gleich (Rei-
henfertigung). Die Produktlose durchlaufen jede Bearbeitungsstation genau einmal, das 
Überspringen einer Station (bypassing) und das Zurückkehren zu einer Station (back-
tracking)8 sind nicht erlaubt.  
7)  Die einzelnen Bearbeitungsstationen bieten keine Möglichkeit der Zwischenlagerung in 
Stationspuffern.9 Hieraus folgt unter Berücksichtigung von Annahme 5 und 6 zwangs-
weise, daß nicht nur die Maschinenfolge für alle Produktlose, sondern auch die Produkt-
losfolge auf allen Maschinen gleich ist, da eine Abweichung von der Produktlosfolge bei 
Eintreffen in einer betrachteten Station von der gewählten Produktlosfolge bei Verlassen 
der Station und demzufolge bei Eintreffen in der jeweils nächsten Station nicht realisiert 
werden kann.10 Die getaktete Fließfertigung ohne Stationspuffer entspricht somit einer 
Permutationsfertigung.11 
8)  Die fiktive Produktart 0 stellt den neutralen Rüstzustand der Maschinen dar, welchen die 
Maschinen vor Fertigungsbeginn und nach Fertigungsende des Produktionsprogramms 
annehmen müssen.12 Das Aufrüsten der Maschinen von dem neutralen Zustand auf die 
erste zu fertigende Produktart wird als Einrüstung, das Abrüsten von der letzten zu ferti-
genden Produktart als Ausrüstung des Fließbandes bezeichnet. 
                                               
6 In Abschnitt 2.3 wird gezeigt, daß hiervon im Einzelfall unter bestimmten Voraussetzungen dann abgewichen 
werden kann, wenn Produkteinheiten aufgrund eines Loswechsels Bearbeitungsstationen mit einer nicht ihrem 
Auflegeintervall entsprechenden Bandgeschwindigkeit durchlaufen.  
7 Vgl. auch Amen (1997), S. 7 in Verbindung mit S. 16. 
8 Zu genaueren Erläuterungen vgl. z. B. Aneke/Carrie (1986), S. 471. 
9 Vgl. hierzu z. B. Ansatz von Young (1967), Sawik (1995). Zu der Bedeutung der Zwischenlagerung in so 
genannten Stationspuffern vgl. Decker (1993), S. 87-91, und die dort angegebene Literatur. 
10 Vgl. Decker (1993), S. 91-95. 
11 Vgl. z. B. Gupta (1986), S. 209 ff. 
12 Vgl. hierzu analog Pinedo (1995), S. 48. 
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9)  Die absoluten räumlichen Stationsgrenzen sind äquidistant, geschlossen und über alle 
Produktarten gleich. Unter absoluten räumlichen Stationsgrenzen werden diejenigen Sta-
tionsgrenzen verstanden, die jede Station von den jeweiligen Nachbarstationen auf dem 
Fließband räumlich abgrenzen. Äquidistant besagt, daß die räumlichen Abmessungen je-
weils mit gleichem Abstand über die Länge des Fließbandes verteilt sind. Die Geschlos-
senheit der Stationsgrenzen besagt, daß für jede Produktart die Bearbeitung in einer Sta-
tion innerhalb der Stationsgrenzen abgeschlossen sein muß, und somit weder das Fort-
setzen der in der betrachteten Station zu verrichtenden Bearbeitung in der Folgestation, 
noch der Bearbeitungsbeginn der in der Folgestation vorzunehmenden Verrichtungen be-
reits vor Erreichen der Folgestation in sogenannten Überlappungsbereichen möglich ist. 13 
10)  Die Leistungsabstimmung der Fließlinie ist gegeben und kostenorientiert erfolgt. Die 
Auflegeintervalle (Taktzeiten) der Produktarten sind produktartenindividuell abge-
stimmt.14  
11)  Die Stationsbearbeitungszeiten für die Produktarten sind durch die Leistungsabstimmung 
gegeben, von der Produktlosreihenfolge unabhängig15 und über den Planungszeitraum 
konstant.16 Leerzeiten innerhalb einer Produktlosfertigung, die auf Taktausgleichverluste 
im Rahmen der Leistungsabstimmung17 zurückzuführen sind, werden nicht bewertet. 
12)  Die Beförderung der Produkteinheiten auf dem Fließband kann alternativ kontinuierlich 
oder intermittierend erfolgen, wobei die gewählte Alternative dann jeweils für das ge-
samte Produktionsprogramm Anwendung findet. In Abhängigkeit von der Art der Beför-
derung können weitere Differenzierungen hinsichtlich des Umrüstungsvollzugs getroffen 
werden. Sofern der Transport kontinuierlich erfolgt, werden die Rückwegezeiten der 
Werker in den einzelnen Stationen nach Beendigung der Bearbeitung eines Werkstücks 
als vernachlässigbar gering angesehen.18 
13)  Die bei einem Produktloswechsel zu berücksichtigende Zeit wird als Loswechselzeit be-
zeichnet und beschreibt jeweils die zwischen dem Bandverlassen der letzten Einheit der 
Vorgängerproduktart und dem Zeitpunkt des Bandverlassens der ersten Einheit der Nach-
folgerproduktart liegende Zeit. Diese spezifische Definition der Loswechselzeit wird hier 
gewählt, um die Besonderheiten des Loswechsels bei getakteter Mehrproduktfließlinien-
fertigung adäquat abbilden zu können. Die Berechnung der Loswechselzeiten erfolgt dif-
ferenziert für das gemäß Annahme 12) spezifizierbare Produktionssystem (siehe Ab-
schnitt 2.3 v. A.). Die Loswechselzeiten berechnen sich in funktionaler Abhängigkeit von 
den für die Werkzeugumrüstung der Betriebsmittel notwendigen Umrüstzeiten, den Be-
                                               
13 In der Fließfertigung wird zwischen geschlossenen und halb- oder beidseitig offenen Stationen mit und ohne 
Überlappungsbereich differenziert, vgl. hierzu Thomopoulos (1967), S. B-61. Vgl. auch Ziegler (1990), S. 11, 
Lochmann (1999), S. 8-14. 
14 Zur kostenorientierten Leistungsabstimmung vgl. Steffen (1977), Rosenberg/Ziegler (1992), Amen (1997). 
15 Vgl. auch Proust/Gupta/Deschamps (1991), S. 480. 
16 Eine adäquate Berücksichtigung von Lerneffekten würde sich in der getakteten Fließfertigung mit kostenori-
entierter Zielsetzung aus folgendem Grund als sehr problematisch erweisen: Die Berücksichtigung von Lernef-
fekten, d. h. von im Zeitablauf abnehmenden Bearbeitungsdauern für die einzelnen Verrichtungen, müßte in 
Abhängigkeit von dem Schwierigkeitsgrad der einzelnen Verrichtungen differenziert vorgenommen werden, da 
Verrichtungen mit hohem Schwierigkeitsgrad üblicherweise ein höheres Lernpotential aufweisen als Verrich-
tungen mit niedrigem Schwierigkeitsgrad. Da sich die Stationslohnsätze jeweils nach der schwierigsten der 
gemäß Leistungsabstimmung vorgenommenen Verrichtungszuordnungen zu der betrachteten Station bemessen, 
wäre anzunehmen, daß gerade die die Stationslohnsätze determinierenden Verrichtungen das größte Lernpo-
tential aufweisen und bei Auftreten von Lerneffekten im Endeffekt in einer Station wieder Kapazitäten zur Ver-
fügung stehen, welche eine erneute Leistungsabstimmung erfordern könnten, die jedoch wiederum zu einer 
Veränderung der Stationslohnsätze führen kann.  
17 Vgl. hierzu z. B. Koether (1986), S. 22 f. 
18 Vgl. auch Pinedo/Chao (1999), S. 121. Zu der Berücksichtigung der Rückwegezeiten vgl. Ziegler (1990), S. 
17 f., 20.  
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arbeitungszeiten der letzten Einheit der Vorgängerproduktart und der ersten Einheit der 
Nachfolgerproduktart, sowie der Unterschiedlichkeit der Auflegeintervalle der aufeinan-
derfolgenden Produktarten. Die Loswechselzeiten sind von der Produktlosfolge (Reihen-
folge) abhängig und asymmetrisch, d. h., daß der Loswechsel von einer Produktart i auf 
eine Produktart j mehr oder weniger Zeit in Anspruch nehmen kann als der Loswechsel 
von j auf i.  
 
14)  Die Umrüstzeiten erfüllen für jede Station die Dreiecksungleichung, d. h., daß die 
Summe der Umrüstzeiten in einer Station von Produktart h auf Produktart i und von i auf 
Produktart j in jedem Fall mindestens der Umrüstzeit von h auf j entsprechen muß.19 
 
15)  Die bei jedem Produktloswechsel erforderlichen Umrüstungen erfolgen los- und nicht 
zeitpunktbezogen,20 d. h. daß die Loswechsel jederzeit während der Arbeitsschichten 
vorgenommen werden können, ohne daß auf Schichtwechsel oder andere zeitliche Vor-
gaben  Rücksicht genommen werden muß.21  
 
16)  Zu einem gegebenen Zeitpunkt kann in jeder Station alternativ ein Bearbeitungsvorgang 
oder ein Rüstvorgang durchgeführt werden. 
17)  Der Stationslohnsatz (Werkerlohnsatz einer Station) richtet sich jeweils nach der über alle 
Produktarten höchsten Anforderung in der betrachteten Station.22 Sollten in einer Station 
mehrere Arbeitskräfte beschäftigt sein, erfassen die für die Bewertung verwendeten Wer-
kerlohnsätze bereits die entsprechende Vervielfachung in der betrachteten Station.23 
18)  Die bei den Loswechseln notwendigen Umrüstungsvorgänge können in jeder Station von 
der/den dort beschäftigten Arbeitskraft/-kräften durchgeführt werden.  
19)  Bei jedem Produktloswechsel fallen Loswechselkosten an, die sich aus zwei Komponen-
ten zusammensetzen: zum einen aus den durch den Einsatz von Werkzeugen, Material, 
wie z. B. Schmierstoffe oder Reinigungsmittel, oder auch durch Prüfkosten induzierten 
Rüstkosten,24 und zum anderen aus den Arbeitskosten, d. h. aus den mit den Stationslohn-
                                               
19 Diese Annahme wird unter Bezugnahme der Reihenfolgeabhängigkeit auf die technologische Ähnlichkeit der 
aufeinanderfolgenden Produktarten in der Literatur häufig getroffen. Vgl. hierzu Srikar/Ghosh (1986), S. 1462, 
sowie die dort angegebene Literatur. Srikar/Ghosh fordern die strengere Bedingung, daß die beschriebene 
Summe der Umrüstzeiten von h auf i  plus i auf j  in jedem Fall größer als die benötigte Umrüstzeit von h auf j 
ist, vgl. Srikar/Ghosh (1986), a.a.O.  
20 Vgl. auch Völkel (1990), S. 57.  
21 Gemäß Annahme 2) ist der Planungszeitraum durch eine gegebene Anzahl Zeiteinheiten determiniert ohne 
differenzierte Betrachtung von Schichten, Sonn- und Feiertagen. Somit wird auch im Rahmen der Loswechsel 
auf die Berücksichtigung von Schichtintervallen bzw. Schichtwechseln verzichtet. Eine derartige Restriktion 
berücksichtigt explizit Dinkelbach (1964), S. 58. Konkludent gehen hiervon allerdings alle diskreten Ansätze 
aus, die ein Teilperiodenintervall von der Dauer einer Schicht unterstellen (vgl. auch Haase/Göpfert (1996), S. 
1515), da in diesen Modelle eine Teilperiode entweder zur Bearbeitung einer Produktart, zur Umrüstung oder 
gar nicht genutzt, und ein Umrüstvorgang ggf. am Periodenanfang vorgenommen wird. Vgl. hierzu 
Fleischmann (1994), S. 396. 
22 Vgl. auch Haase/Göpfert (1996), S. 1515, Böhrs (1980), S. 285. Da die auf dem betrachteten Fließband gefer-
tigten Produktarten sämtliche Bearbeitungsstationen und diese in derselben Reihenfolge durchlaufen, kann in 
vorliegendem Fall unterstellt werden, daß die Zuordnung der Bewertungsergebnisse der einzelnen Arbeits-
gänge zu den entsprechenden Lohngruppen (vgl. hierzu z. B. Knebel/Zander (1989), S. 106-110) auf der Basis 
einer über alle Produktarten stationsbezogenen Gesamtarbeitsbewertung erfolgt (vgl. hierzu auch Böhrs (1980), 
S. 39). Demnach bemißt sich der anzusetzende Stationswerkerlohnsatz nach dem höchsten Schwierigkeitsgrad 
der in der Station durchführbaren Verrichtungen.   
23 Die Entlohnung der Werker in der Fließbandfertigung erfolgt in der Regel leistungsabhängig (Akkordlohn), 
wobei der Leistungsgrad durch die Leistungsabstimmungen der einzelnen Produktarten determiniert wird. 
Hieraus ergibt sich, daß die Werkerlohnsätze nicht nur stationsabhängig, sondern auch produktartenabhängig 
variieren können. Vgl. Ziegler (1990), S. 73 f. Von dieser Möglichkeit wird hier abgesehen. 
24 Vgl. auch Zäpfel (1982), S. 187.  
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sätzen bewerteten Umrüstzeiten.25 Beide Komponenten sind als direkte Umrüstkosten zu 
charakterisieren, da sie entfallen würden, wenn die Umrüstung nicht durchgeführt 
würde.26 Grundsätzlich besteht auch die Möglichkeit, die monetäre Bewertung von 
Umrüstzeiten über einen Opportunitätskostenansatz für die während der Umrüstzeit nicht 
zur Produkterstellung genutzten Betriebsmittel in Form von entgangenen Deckungsbei-
trägen vorzunehmen.27 Dies wird jedoch im allgemeinen als problematisch angesehen,28 
da in diesem Fall die alternative Verwendung der Betriebsmittel in der Bearbeitung zu-
sätzlicher, nicht dem betrachteten Produktionsprogramm zugehöriger fiktiver Aufträge 
gesehen werden muß.29 Aufgrund der Willkür30 eines solchen Ansatzes, wird hierauf ver-
zichtet.31 Aus der funktionalen Abhängigkeit der Arbeitskosten der Umrüstungen von den 
Umrüstzeiten leitet sich ab, daß dieser Teil der Loswechselkosten ebenso wie die Um-
rüstzeiten reihenfolgeabhängig und asymmetrisch ist. Die Arbeitskosten der Umrüstun-
gen stehen in jeder Station zwar in proportionalem Verhältnis zu den zeitlichen Bezugs-
basen der betreffenden Station, aufgrund der Möglichkeit von Station zu Station unter-
schiedlicher Stationslohnsätze steht die Summe der Arbeitskosten der Umrüstungen je-
doch nicht in einem proportionalen Verhältnis zu der Summe der Umrüstzeiten über alle 
Stationen. Darüber hinaus hat die funktionale Abhängigkeit der Summe der Umrüst-
kosten über alle Stationen von der Summe der Umrüstzeiten über alle Stationen auch 
nicht notwendigerweise (streng) monotonen Charakter. Die Arbeitskosten der Umrüstun-
gen werden im folgenden als reihenfolgeabhängige Umrüstkosten bezeichnet. Die für den 
Einsatz von Werkzeugen etc. anfallenden Kosten der Umrüstungen werden als stations-
bezogen und von der Reihenfolge unabhängig angenommen und im folgenden als reihen-
folgeunabhängige Umrüstkosten bezeichnet. Als Summe aus reihenfolgeabhängigen und 
reihenfolgeunabhängigen Umrüstkosten sind die Loswechselkosten somit reihenfolgeab-
hängig und asymmetrisch.  
 
20)  Der Zeitpunkt des Bandverlassens einer Produkteinheit ist identisch mit dem Zeitpunkt  
der Fertigstellung der Produkteinheit.  
 
21)  Die Materialversorgung in den einzelnen Stationen ist nicht Gegenstand des vorliegenden 
Planungsproblems und ist demnach unabhängig von dessen Lösung immer gewährlei-
stet.32 
                                               
25 Vgl. auch Kilger (1973), S. 100, Haase/Göpfert, (1996), S. 1515.  
26 Als direkte Kosten oder Einzelkosten sind in der Kostenrechnung nach Schmalenbach klassischer Weise und 
bis heute solche Kosten definiert, die einem Bezugsobjekt direkt zugerechnet werden können, vgl. Friedl 
(2004), S. 42. Aufgrund des unmittelbaren direkten Kostencharakters sind Einzelkosten auch immer variabel, d. 
h. variieren in Abhängigkeit von dem Bezugsobjekt (zur Definition von variabeln Kosten vgl. Kilger (1987), S. 
35). Hiervon abzugrenzen sind Gemeinkosten, die über eine Schlüsselung einem Bezugobjekt zugerechnet 
werden, z. B. Abschreibungen einer Maschine, die über einen Maschinenstundensatz einem Produkt zugerech-
net werden, vgl. hierzu Fandel et al. (1999), S. 30. 
27 Vgl. Tempelmeier (1999), S. 139f, Zäpfel (1982), S. 187, Stefenelli (2000), S. 26. 
28 Vgl. Derstroff (1995), S. 23, Zäpfel (1982), S. 187. 
29 Vgl. Seelbach (1975), S. 35 f. 
30 Vgl. Derstroff (1995), S. 48. Zu der Problematik der monetären Bewertung von Reihenfolgen vgl. auch Söh-
ner (1991), S. 23-25. 
31 Zäpfel schlägt zur Berechnung indirekter Umrüstkosten einen näherungsweisen praxisorientierten Ansatz vor, 
der einen Mischsatz aus Maschinenstundensatz und Lohnkosten abbildet. vgl. Zäpfel, (1982), S. 187. Da zum 
einen die Arbeitskosten aufgrund des direkten Kostencharakters jedoch bereits über die direkten Umrüstkosten 
erfaßt werden, und zum anderen für das betrachtete Planungsproblem die Maschinenkosten unabhängig von der 
Lösung des Problems sind, d. h. keine Entscheidungsrelevanz besitzen (vgl. hierzu auch Abschnitt 2.1.2.1c v. 
A.), ist ein solcher Opportunitätskostenansatz hier ebenfalls abzulehnen.  
32 Zu dem Zusammenhang zwischen Materialbedarfsrechnung und Losgrößenplanung vgl. Tempelmeier (1999), 
S. 138f. Die Problematik der Komponentenversorgung der einzelnen Bearbeitungsstationen einer Fließlinie be-
schreiben Bollapragada/Akella (1992). Das Problem der kapazitierten Losgrößenbestimmug der die Fließlinie 
versorgenden Bauteile betrachtet z. B. Muckstadt (1986).  
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22)  Mit Ausnahme der fiktiven Anfangs- und Endproduktart 0 unterliegt die Reihenfolge der 
zu fertigenden Produktlose keinen Vorrangrestriktionen. 
 
23)  Fehlmengen sind nicht zulässig. 
 
24)  Die Fertigung eines Loses kann nicht unterbrochen werden, und jedes Los wird nach 
kompletter Fertigstellung auf dem Fließband in das Endproduktlager weitergereicht (ge-
schlossene Produktion). 
 
25)  Die Bewertung auftretender Lagerbestände erfolgt anhand von produktartenindividuellen 
Stücklagerkostensätzen je Zeiteinheit, welche als entgangene Zinserträge für das gebun-
dene Kapital verstanden werden (Opportunitätskosten).33 Vor Fertigungsbeginn des be-
trachteten Produktionsprogramms sind die Lagerbestände der Produktarten gleich Null. 
Werkstattbestände werden nicht berücksichtigt.34 
26)  Sämtliche Modellparameter sind deterministische und diskrete Größen.  
 
 
2.1.2 Charakterisierung des zu lösenden Planungsproblems   
 
Im folgenden wird das VLSP in Anlehnung an die für das zu Grunde gelegte Produktionssy-
stem getroffenen Annahmen charakterisiert. In Abschnitt 2.1.2.1 wird das Problem selbst nä-
her erläutert und in einem Exkurs von den aus der Literatur bekannten Losgrößen- und 
Reihenfolgeproblemen abgegrenzt. In Abschnitt 2.1.2.2 wird die zu verfolgende Zielsetzung 
beschrieben.  
 
 
2.1.2.1 Problembeschreibung  
 
a) Das VLSP ist einstufig (vgl. Annahmen 5, 6, 7)  
 
Da gemäß Annahme 7) die Bearbeitungsstationen keine Möglichkeit zur Zwischenlagerung 
bieten und gemäß Annahme 6) Stationen nicht übersprungen oder zweimal durchlaufen wer-
den dürfen, sind nicht nur die Maschinenreihenfolgen sämtlicher Produktlose identisch, son-
dern ist auch die Losgröße eines Produktloses in allen Stationen gleich groß. Demzufolge 
können die Bearbeitungsstationen der betrachteten Fließlinie ohne Stationspuffer zu einer 
Fertigungsstufe zusammengefaßt werden.35  
 
                                               
33Neben den Opportunitätskosten umfassen die Lagerungskosten auch Kosten für Einlagerung, Versicherungen 
und Pauschalaufschläge (Schwund, Diebstahl, Verderb), sowie Kosten der Lagerverwaltung und des Lager-
raums, vgl. Zäpfel (1982), S. 188 f., wobei sich die Kategorisierungen in der Literatur unterscheiden, vgl. z. B. 
Hoitsch (1993), S. 391 f. Da die Opportunitätskosten jedoch den Hauptteil der Lagerungskosten ausmachen 
(vgl. auch Schneeweiß (1981), S. 69), ist die hier vorgenommene Definition der Lagerungskosten zur Be-
schreibung und Lösung vergleichbarer Planungsprobleme verbreitet. Vgl. z. B. Meyer/Hansen (1996), S. 154. 
Ebenso werden auch von Haase/Göpfert in ihrer praktischen Anwendung die Lagerbestände bewertet, vgl. 
Haase/Göpfert (1996), S. 1515. 
34 Sofern die Bewertung der Lagerbestände mit Opportunitätskosten erfolgt und keine anderweitigen Restriktio-
nen zu berücksichtigen sind (z. B. Lagerkapazitäten), macht es hinsichtlich der Lagerkosten keinen Unter-
schied, ob das Material (die Produkte) in der Werkstatt oder im Endproduktlager „das Kapitel binden“. Demzu-
folge haben hier in Kombination mit Annahme 4) die Werkstattbestände keine Entscheidungsrelevanz. Würden 
Werkstattbestände berücksichtigt, müßte über eine entsprechende Gestaltung der Lagerkostenfunktion sicher-
gestellt werden, daß es für die  Lagerkosten nicht relevant sein darf, ob zwei aufeinanderfolgende Aufträge 
oder Teilaufträge derselben Produktart wie ein zusammengefaßtes Los behandelt werden oder nicht. Vgl. 
hierzu analog Brüssau (2002), S. 163f.  
35 Vgl. Hahn (1972), S. 134, Hahn (1998), S. 7.  
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b) Das VLSP legt eine losweise Fertigung  zu Grunde (vgl. Annahme 4) 
 
Das Planungsproblem basiert auf der Einlastung der Produktarten in Produktlosen (losweise 
Auflegeform) und beschreibt somit die in der Literatur geprägten, synonym verwendeten Be-
griffe des Sortenschaltungs-36, Sortenwechsel-37 oder Sortenreihenfolgeproblems38, welches 
in den wechselbedingten Leistungsausfällen der Potentialfaktoren besteht.39 In der Literatur 
wird die Sortenproduktion von der Serienproduktion häufig noch unterschieden, wobei die 
genaue Abgrenzung einer Sorte nicht einheitlich ist.40 Das gemeinsame Kriterium der 
verschiedenen Definitionsvorschläge41 besteht in der Charakterisierung der Sortenproduktion 
als Herstellung von „Varianten eines Grundproduktes“,42 wobei unter Varianten eines 
Grundprodukts Produkte verstanden werden, die aus denselben Rohstoffen hergestellt werden 
und sich z. B. bezüglich der zu ihrer Herstellung verwendeten Herstellungstechnik und/oder 
ihrer Konstruktion nur geringfügig unterscheiden.43 Entscheidend für die Losgrößen- und 
Reihenfolgeplanung sind - unabhängig von begrifflichen Feinheiten - die in Kapitel 1 be-
schriebene gemeinsame Fertigung der verschiedenen Produktarten und die damit verbundene 
Verursachung von Loswechselzeiten und –kosten. Die Begriffe der Serien- und der Sorten-
fertigung werden daher in vorliegender Arbeit synonym verwendet. 
  
In dem begrifflichen Zusammenhang der Fertigung von „Varianten eines Grundprodukts“  ist 
von der betrachteten Produktionssituation jedoch die sogenannte „Variantenfließfertigung“ 
abzugrenzen. Bei der Variantenfließfertigung erfolgt die Einlastung der Produktarten in ge-
mischter Auflegeform, d. h., daß die Varianten des Grundproduktes beliebig wechselnd auf-
gelegt werden und zwischen den Produktarten keine Umrüstvorgänge notwendig bzw. ver-
nachlässigbar sind.44 Bei der gemischten Auflegeform besteht das Reihenfolgeproblem darin, 
daß Leerzeiten in solchen Stationen entstehen, denen im Rahmen der Leistungsabstimmung 
für eine Variante ein kleinerer zeitlicher Arbeitsvorrat zugewiesen wurde als für eine andere, 
da im Gegensatz zur losweisen Fertigung die Ermittlung eines für alle Produktarten einheitli-
chen Durchschnittsauflegeintervalls erforderlich ist.45 Im Gegenzug besteht allerdings die 
Möglichkeit, mit Hilfe verschiedener Glättungsverfahren die quantitativen Kapazitäten der 
einzelnen Stationen kurzfristig im Rahmen der Reihenfolgeplanung durch den Einsatz von 
sogenannten Springern zu modifizieren.46  
 
Die Variantenfließfertigung wird auch als Grenzfall der Losfertigung mit der „Losgröße 1“ 
bezeichnet. Eine Übertragung der Problemstellung ist jedoch für eine adäquate Behandlung 
des Problems aufgrund der beschriebenen, unterschiedlich gelagerten Problematik nicht sinn-
voll. (So wird z. B. in einem Ansatz zur Reihenfolgeplanung bei Mehrprodukt-Linienferti-
gung von Felbecker angegeben, daß der Produktwechsel gemischt oder losweise erfolgen 
                                               
36 Vgl. Müller-Merbach (1962), S. 26. 
37 Vgl. Dinkelbach (1964), S. 13. 
38 Vgl. Adam (1969), S. 117. 
39 Vgl. Gutenberg (1983), S. 203. 
40 Steffen definiert eine Sorte als „Massenerzeugnisart“, vgl. Steffen (1996), Spalte 26. Kilger bezeichnet die 
Sortenproduktion als Spezialfall der Serienfertigung, in welchem sich „[die Erzeugnisse] nur relativ wenig 
voneinander unterscheiden und in großen Mengen erstellt werden“, vgl. Kilger (1973), S. 383. 
41 Vgl. auch Adam (1969), S. 26-28. 
42 Vgl. auch Gutenberg (1983), S. 109 f., Domschke/Scholl/Voß (1997), S. 6.  
43 Vgl. Kistner/Rogalski (1995), S. 290.  
44 Vgl. z. B. Felbecker (1980), S. 3, Ziegler (1990), S. 7,  Mollemeier (1997), S. 6, Domschke/Scholl/Voß 
(1997), S. 184 f. Im Englischen wird in der Regel die Variantenfließfertigung als mixed-model-assembly-line 
und die Losfließfertigung als multi-model-assembly-line bezeichnet, vgl. Domschke/Scholl/Voß (1997), 
S. 185. (Ausnahme: z. B. Kim/Hyun/Kim (1996), S. 1131). 
45 Vgl. Koether (1986), S. 22-24, Hackstein/Felbecker (1981), S. 77. 
46 Hierdurch entstehen jedoch zusätzliche Kosten, da der Springerlohnsatz eines flexibel einsetzbaren Springers 
aufgrund der höheren Qualifikation anzunehmenderweise über dem Werkerlohnsatz liegt, vgl. Ziegler (1990), 
S.10. 
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kann, wobei die reihenfolgeabhängigen Umrüstzeiten jedoch vernachlässigt und die reihenfol-
geunabhängigen in die Bearbeitungszeiten integriert werden.47 Da faktisch keine losweise 
Auflegung betrachtet wird,48 werden auch keine Lagerkosten berechnet.49 Die Übertragung 
des Problems für die losweise Fertigung erscheint also wenig zweckmäßig.)  
 
 
c) Das VLSP ist kapazitiert und kurzfristig (vgl. Annahmen 2, 3) 
 
Die Beschränkung des Planungszeitraums auf bis zu einem Jahr charakterisiert das betrachtete 
Planungsproblem als kurzfristiges Planungsproblem.50 Der theoretische Auslastungsgrad der 
zeitlichen Kapazität ist durch den Planungszeitraum und durch das Produktionsprogramm 
gegeben und kann nicht Gegenstand des vorliegenden Entscheidungsproblems sein. Die reali-
sierte Auslastung der Linie läßt sich aufgrund der reihenfolgeabhängigen Loswechselzeiten 
erst nach der Lösung des Planungsproblems bestimmen.51 Es wird also angenommen, daß die 
zeitliche Auslastung der Linie einer gegebenen Probleminstanz so bemessen ist, daß zulässige 
Ablaufpläne erzeugt werden können.52  
 
 
d) Das VLSP ist dynamisch (vgl. Annahmen 3, 4) 
 
Aufgrund der im Planungszeitraum schwankenden Bedarfsmengen ist das VLSP ein dynami-
sches Planungsproblem.53 Bei der Behandlung dynamischer Losgrößen- und Reihenfolgepro-
bleme wird der Planungszeitraum im allgemeinen in Perioden gleicher Länge unterteilt, und 
die Einlastung der Produktlose erfolgt anhand der Entscheidung, ob eine Produktart in einer 
Periode hergestellt werden soll oder nicht.54 Beim VLSP wird auf eine solche ex ante 
Unterteilung des Planungszeitraums in Perioden gleicher Länge verzichtet. Anstelle der 
Frage, ob eine Produktart in einer Periode hergestellt wird oder nicht, muß beim VLSP ent-
schieden werden, welche Produktart jeweils nach der Fertigstellung der zuvor aufgelegten 
Produktart unter Berücksichtigung asymmetrischer Loswechselkosten und -zeiten aufgelegt 
                                               
47 Vgl. Felbecker (1980), S. 30, 71.  
48 Auch Koether ordnet den Ansatz von Felbecker denjenigen zu, welche von einer gemischten Auflage ausge-
hen, vgl. hierzu Koether (1986), S. 20. 
49 Überhaupt lehnt Felbecker eine kostenorientierte Betrachtung ab. Vgl. in diesem Zusammenhang Felbecker 
(1980), S. 72-76. In Abgrenzung zu der hier betrachteten Produktionssituation betrachtet Felbecker zudem ex-
plizit keine Linienfertigung mit Zeitzwang, vgl. Felbecker (1980), S. 30, 50. 
50 Vgl. z. B. Heinen (1991), S. 24, Kern (1992), S. 73, Bronner (2001), S. 8. 
51 Vgl. auch Haase/Göpfert (1996), S. 1515.  
52 Vgl. auch Drexl/Kimms/Jordan (1998), S. 549. Der zeitliche Auslastungsgrad einer Linie (mit Stationspuf-
fern) in Folge von Umrüstungen wird von Schilling/Brandes untersucht. Schilling/Brandes berücksichtigen 
hierbei zwar explizit die Taktzeitunterschiede der aufzulegenden Produkteinheiten, unterstellen jedoch einen 
für alle Produktarten einheitlichen Zyklus, vgl. Schilling/Brandes (1985). Völkel hat den zeitlichen 
Auslastungsgrad infolge von Umrüstungen dahingehend modifiziert, daß die Wechsel innerhalb des im Laufe 
des Planungszeitraums immer wiederholten Produktionszyklus in einer bereits vorher zu bestimmenden Rei-
henfolge erfolgen, vgl. Völkel (1990), S. 69-72. 
53 Losgrößen- und Reihenfolgeprobleme mit unendlichem Planungshorizont und statischer (meist zyklischer) 
Bedarfsstruktur und somit konstanten Lagerabgangsraten, in der englischsprachigen Literatur als ELSP (Eco-
nomic Lot Scheduling Problem) bezeichnet, werden bei Salveson (1955/56), Rogers (1958), Magee/Boodman 
(1967), Naddor (1961), Müller-Merbach (1962), Eilon (1962), Maxwell (1962) betrachtet. Ein Überblick über 
das ELSP und seine Erweiterungen findet sich bei Elmaghraby (1978). Eine „Sonderrolle“ kam seinerzeit dem 
Ansatz Maxwells zu, der – aufgrund des unendlichen Planungshorizonts und konstanter Lagerabgangsraten 
zwar immer noch zu den statischen Problemen zugehörig - als “Bindeglied zwischen den Modellen, die mit 
dem Begriff des Produktionszyklus und der Losgrößenformel arbeiten und [....] denen, die aufgrund ihrer Peri-
odeneinteilung die Begriffe Zyklus und Losgrößenformel völlig verworfen haben [...]” zu sehen ist, vgl. Din-
kelbach (1964), S. 55. Neuere Varianten des ELSP finden sich bei Dobson (1992), Zipkin (1991).  
54 Die Menge in der Literatur behandelten dynamischen Losgrößen- und Reihenfolgeprobleme ist sehr umfang-
reich und vielfach diskutiert. Auf eine ausführliche Behandlung dieser Probleme kann hier verzichtet werden. 
Die verschiedenen Ansätze werden in diesem Abschnitt kurz in einem Exkurs vorgestellt und von dem VLSP 
abgegrenzt.  
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wird. Der Verzicht auf die ex ante Einteilung des Planungszeitraums in Teilperioden ist 
strukturell vorteilhaft, da bei der Erfassung der Zugehörigkeit bzw. der Nicht-Zugehörigkeit 
jedes Produktloses zu den Teilperioden die Anzahl der redundanten Entscheidungsvariablen 
ganz erheblich ist.55  
 
 
e) Das VLSP wird in zwei Ausprägungen untersucht: Gruppierung von externen 
Aufträgen und Zerlegung der externen Aufträge in Teilaufträge (vgl. An-
nahme 4) 
 
Gemäß Annahme 4) kann ein Fertigungslos durch Gruppierung externer Aufträge oder Teil-
aufträge, hinter denen dieselbe Produktart steht, erfolgen. Der erste Fall entspricht dem im 
folgenden als Spezialfall des VLSP bezeichneten Problem, bei dem ein Fertigungslos durch 
die Gruppierung oder Nicht-Gruppierung zweier oder mehrerer externer Kundenaufträge über 
dieselbe Produktart gebildet wird. Der zweite Fall entspricht dem im folgenden als allgemei-
ner Fall des VLSP bezeichneten Problem, bei dem die externen Kundenaufträge zunächst in 
Teilaufträge zerlegt werden, und durch Gruppierung der Teilaufträge jeweils ein Fertigungs-
los entsteht. Die zusätzliche Variabilität des allgemeinen Falls gegenüber der des Spezialfalls 
besteht also darin, daß die Losgrößenentscheidungen nicht an mehr oder weniger gruppierte 
externe Auftragsmengen gebunden sind, sondern auch eine Teilmenge des zu einem späteren 
externen Auftrages bestehenden Bedarfs zu einem Zeitpunkt gefertigt werden kann, zu dem 
die zeitlich begrenzte Kapazität das Gruppieren der kompletten externen Auftragsmengen der 
betrachteten Kundenaufträge nicht zuläßt. Im Rahmen der formalen Beschreibung in Kapitel 
3 wird gezeigt, daß die Modelle zur formalen Beschreibung des Spezialfalls (VLSPS) und des 
allgemeinen Falles (VLSPA) ineinander überführbar sind. 
 
 
f) Das VSLP wird als simultanes Problem behandelt (vgl. Annahme 4) 
 
Die Betrachtung des Losgrößen- und des Reihenfolgeproblems kann grundsätzlich auf zwei 
verschiedene Weisen erfolgen, entweder sequentiell oder simultan. Im Falle der sequentiellen 
Vorgehensweise56 wird erst das eine der beiden Teilprobleme gelöst und daraufhin, ausge-
hend von den Ergebnisdaten aus der Lösung des ersten Teilproblems, die Lösung für das 
zweite Teilproblem ermittelt. In der Regel wird bei der sequentiellen Vorgehensweise zuerst 
das Reihenfolgeproblem gelöst, da für eine exakte Lösung des Problems der optimalen Los-
größen im Falle der Berücksichtigung von Reihenfolgen bekannt sein muß, welche der mög-
lichen reihenfolgeabhängigen Umrüstzeiten und -kosten einschlägig sind.57 Hierbei generiert 
die Lösung des Reihenfolgeproblems einen gleichförmigen Produktionszyklus,58 indem unter-
stellt wird, daß jede Produktart nur einmal im Planungszeitraum aufgelegt wird. Dieses Rei-
henfolgeproblem kann als Rundreiseproblem (Travelling-Salesman-Problem=TSP) formuliert 
werden, wobei die Produktarten den Knoten und die reihenfolgeabhängigen Umrüstzeiten 
                                               
55 Vgl. auch Drexl/Kimms/Jordan (1998), S. 548.  
56 Vgl. auch im folgenden Strobel (1964), S. 245-248. 
57 Vgl. z. B. Young (1967), S. 72 f. Von dieser Methodik abweichend schlagen Dilts/Ramsing ein erst das 
Losgrößenproblem lösendes Verfahren vor, wobei die zur Lösung des Losgrößenproblems notwendigen reihen-
folgeabhängigen Rüstkosten geschätzt werden, und nach Lösung des Losgrößenproblems das Reihenfolgepro-
blem erneut gelöst wird, vgl. Dilts/Ramsing (1989). 
58 Ein gleichförmiger Zyklus ist dadurch charakterisiert, daß nach jeder Auflegung einer Produktart erst alle 
anderen dem betrachteten Produktionsprogramm angehörigen Produktarten genau einmal aufgelegt worden 
sein müssen, bevor die einmal aufgelegte Produktart erneut aufgelegt werden kann. Vgl. Strobel (1964), S. 247. 
Strobel schreibt weiter, daß die zyklische Auflegeform nicht notwendigerweise gleichförmig sein muß, eine 
hiervon abweichende Zyklusform unterstellt jedoch, daß die Losgrößen je Produktart im Zeitablauf konstant 
sind, was einen deutlichen Nachteil gegenüber einem gleichförmigen Zyklus darstellt, zumal auch bei Nicht-
einhaltung der Gleichförmigkeit ohne exakte simultan-analytische Vorgehensweise nicht alle möglichen Zyk-
len erfaßt werden (Strobel (1964), S. 247 f.).  
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oder Umrüstkosten, je nach verfolgter Zielsetzung, den Bewertungen der Pfeile entsprechen. 
Die Rundreise durch alle Knoten wird durch Hinzufügen einer fiktiven Produktart erreicht, 
deren auslaufende Pfeile die Einrüstung der jeweiligen Produktart und deren einlaufende 
Pfeile die Ausrüstung der jeweiligen Produktart abbilden. Der nach Lösung des Reihenfolge-
problems generierte Produktionszyklus über alle Produktlose wird dann zur Lösung des Los-
größenproblems wie eine Produktart behandelt. Übertragen auf die Struktur des TSP bedeutet 
dies nichts anderes als die Festlegung, wie häufig die einmal erzeugte Rundreise durchlaufen 
werden muß. Die jeweilige Dauer eines Durchlaufs hängt von den reihenfolgeabhängigen 
Umrüstzeiten und den „an den Knoten“ anfallenden Bearbeitungszeiten ab, die von der Los-
größe bestimmt werden. Demnach kann das Zyklusintervall durch Veränderungen der Los-
größen variieren.59 Diese Vorgehensweise entspricht der Festlegung dynamischer Losgrößen 
für den (übertragenen) Einproduktfall.  
 
Im Falle der simultanen Vorgehensweise hingegen wird der Variablencharakter der variablen 
Größen beider Teilprobleme während des Lösungsprozesses nicht frühzeitig aufgehoben. Da 
eine adäquate Behandlung des Planungsproblems erst durch diese Integration der Reihenfol-
geplanung in die Losgrößenplanung in einem Simultanmodell gegeben ist,60 wird das zu lö-
sende Planungsproblem als Simultanmodell formuliert. Im Rahmen der formalen Modellbe-
schreibung wird in Kapitel 3 gezeigt, wie die beiden Ausprägungen des VLSP bei simultaner 
Betrachtung als verallgemeinerte Zuordnungsprobleme abgebildet werden können. 
 
 
Exkurs: Kapazitierte, dynamische Losgrößen- und Reihenfolgeplanungsprobleme und Ab-
grenzung zum VLSP 
 
Die in der Literatur betrachteten dynamischen Ansätze zur Losgrößen- und Reihenfolgepla-
nung werden grundsätzlich in zwei Gruppen gegliedert: die erste Gruppe umfaßt solche An-
sätze, welche den Planungszeitraum in relativ große Teilintervalle gliedern und häufig auf 
eine Reihenfolgebestimmung innerhalb der Teilperioden verzichten. In der englischsprachi-
gen Literatur werden diese Probleme als CLSP (Capacitated-economic-lot-sizing-problem) 
bezeichnet.61 Die zweite Gruppe beschreibt diejenigen Ansätze, welche die Teilperioden der-
art kurz stecken,62 daß in jeder Teilperiode nur ein Vorgang (Bearbeitung, Umrüstung, Still-
stand) stattfindet und somit konkludent eine Reihenfolgefestlegung erfolgt. In der englisch-
sprachigen Literatur werden diese Probleme als DLSP (Discrete-lotsizing-and-scheduling-
problem) bezeichnet.63 Auch wenn beide Gruppen Planungsprobleme mit einem Planungszeit-
raum von bis zu einem Jahr behandeln, wird die erste Gruppe in der Literatur auch als Gruppe 
der mittelfristigen und die zweite Gruppe als Gruppe der kurzfristigen Ansätze bezeichnet,64 
wobei in diesem Kontext als kurzfristig solche Planungsprobleme, die einen Planungszeit-
raum £ 3 Monate, und als mittelfristig solche Planungsprobleme angesehen werden, die einen 
                                               
59 Vgl. hierzu auch Strobel (1964), S. 247. 
60 Vgl. bereits Salveson (1955/56), S. 247, Strobel (1964), S. 244, Haase (1996), S. 51. 
61 Vgl. z. B. Maes/Van Wassenhove (1988), S. 991, Hindi (1996), S. 151 f., Barany/Van Roy/Wolsey (1984), S. 
1255, Derstroff (1995), S. 26, 31 f., vgl. auch Fleischmann (1990), S. 339, Fleischmann (1994), S. 395. Ein 
Abriß über die Entwicklung des CLSP in der Literatur bis 1992 findet sich bei Diaby et al. (1992), S. 1329 f. 
62 Bereits der frühe Ansatz von Adam beschreibt anhand der Unterteilung des Planungshorizonts in entsprechend 
kurze Intervalle genau, zu welchem Zeitpunkt im Produktionsverlauf welche Produktart in Bearbeitung geht, 
allerdings wird die Relevanz der Umrüstvorgänge vernachlässigt, vgl. Adam (1963). Die Berücksichtigung des 
Problems der Sortenschaltung erfolgt erstmalig bei Dinkelbach und später bei Adam, vgl. Dinkelbach (1964), 
Adam (1969).  
63 Vgl. z. B. Haase/Göpfert (1996), S. 1515. Das DLSP geht zurück auf einen Ansatz von Ladson/Terjung, vgl. 
Ladson/Terjung (1971). 
64 In Anlehnung an Haase/Göpfert, vgl. Haase/Göpfert (1996), S. 1515. 
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Planungszeitraum > 3 Monate und £ 1 Jahr zu Grunde legen.65  Aus beiden Problemgruppen 
haben sich Erweiterungen und Überleitungen entwickelt.  
 
Erweiterungen des CLSP, welche Reihenfolgebeziehungen berücksichtigen, finden sich bei 
Trigeiro/Thomas/McClain, Derstroff, Helber, Küpper/Helber, Diaby et al. 66 Eine Überleitung 
von den CLSP zu den DLSP, stellt das CSLP (single-level-continuous-setup-lot-sizing-pro-
blem) dar.67 Bei ansonsten gleichen Annahmen wie beim CLSP darf je Teilperiode nur eine 
Produktart hergestellt werden, und der Rüstzustand des Betriebsmittels wird von Teilperiode 
zu Teilperiode gespeichert. D. h., daß Umrüstungsvorgänge immer nur zu Beginn einer un-
unterbrochenen Serie von Produktionsperioden für eine Produktart erforderlich sind (batch 
sequencing). Die Teilperioden können beim CSLP jeweils aus Nutzungs- und Leerzeit be-
stehen. Aus genau diesem Grund, die nicht genutzte Zeit in der letzten der aufeinanderfol-
genden, dieselbe Produktart herstellenden Perioden möglichst gering zu halten, werden die 
Periodenlängen beim CSLP deutlich kürzer gewählt als beim CLSP.68  Nach Derstroff ent-
spricht das CSLP dem ersten simultanen Ansatz, da die Reihenfolge bei Periodenwechsel ent-
scheidend ist.69 Die Berücksichtigung von Umrüstzeiten - allerdings als Fixum je Umrüstvor-
gang - findet sich bei Gopalakrishnan/Miller/Schmidt.70 Die Abbildung sequenzabhängiger 
Rüstkosten zeigen Karmarkar/Schrage.71 
 
Das auf Ladson/Terung zurückgehende DLSP unterscheidet sich vom CSLP dadurch, daß die 
einzelnen Perioden entweder vollkommen zur Fertigung einer Produktart oder zur Umrüstung 
von einer Produktart auf eine andere oder gar nicht genutzt werden (“All or nothing produc-
tion”).72 Der Vorteil des DLSP besteht darin, daß angefangene Periodenkapazitäten voll ge-
nutzt werden. Der Vorteilhaftigkeit der Vermeidung von Leerzeiten innerhalb einer Teilperi-
ode steht bei dem DLSP entgegen, daß die Teilperioden sehr kurz gesteckt werden müssen, 
um für alle Produktarten gewährleisten zu können, daß die Losgröße eines Produktes mit des-
sen Bearbeitungszeit (im Falle der Fließbandfertigung der Taktzeit) multipliziert immer ein 
ganzzahliges Vielfaches der Periodenlänge sein muß.73   
 
Eine Erweiterung des DLSP stellen das auf Haase74 zurückgehende PLSP (proportional-lot-
sizing-and-scheduling) und das ebenfalls von Haase75 vorgestellte CLSD (capacitated lot-si-
zing with sequence dependent setup-costs) dar. Das PLSP läßt in jeder Teilperiode neben der 
Fertigung auch maximal einen Umrüstvorgang zu, dieser muß jedoch anders als beim CSLP 
nicht notwendigerweise am Periodenanfang stattfinden. Eine Umrüstzeiten berücksichtigende 
Verallgemeinerung des PLSP findet sich bei Haase76 und bei Drexl/Haase77, wobei auf die 
                                               
65 Nach REFA kann ein kurzfristiger Planungszeitraum als „kleiner 3 Monate“ oder als „kleiner  1 Jahr“ und ein 
mittelfristiger Zeitraum als „größer 3 Monate“ oder als „1-2 Jahre“ definiert werden, vgl. REFA(1991), S. 26.   
66 Vgl. Trigeiro/Thomas/McClain (1989), Derstroff (1995), S. 48, Helber (1994), S. 31-34, Küpper/Helber 
(1995), S. 159-164,  Diaby et al. (1992), S. 1331 f.  
67 Vgl. z. B. Salomon et al. (1991), 801 f.  
68 So bezeichnen Salomon et al. das CLSP in der Abgrenzung zum DLSP und zum CSLP als „großperiodig“, 
vgl. Salomon et al. (1991), S. 802. Vgl. auch Derstroff (1995), S. 50.  
69 Vgl. Derstroff (1995), S. 49-53. 
70 Vgl. Gopalakrishnan/Miller/Schmidt (1995). 
71 Vgl. Karmarkar/Schrage (1985), S. 329 f. 
72 Vgl. z. B. Derstroff (1995), S. 50. 
73 In allgemeiner Form wird das DLSP von Fleischmann beschrieben, vgl. Fleischmann (1990). Catrysse et al. 
berücksichtigen produktartenindividuelle aber nicht sequenzabhängige Rüstkosten, vgl. Catrysse et al. (1993). 
Reihenfolgeabhängige Rüstkosten werden bei Schrage  und von Fleischmann berücksichtigt, Schrage (1982), 
Fleischmann (1994). 
74 Vgl. Haase (1994), S. 26 f. Ein Vergleich des PLSP in Abgrenzung zum DLSP und zum CSLP findet sich bei 
Drexl/Haase (1996).  
75 Vgl. Haase (1996), S. 53. 
76 Vgl. Haase (1994), S. 31-33. 
77 Vgl. Drexl/Haase (1995), S. 80-82.  
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Erfassung der Reihenfolgeabhängigkeit wieder verzichtet wird. Das CLSD stellt eine Erweite-
rung des PLSP dar, bei der die Anzahl der Umrüstvorgänge je Teilperiode nicht auf eins und 
somit die Anzahl der je Teilperiode gefertigten Produktarten nicht auf zwei beschränkt ist. 
Umrüstzeiten werden nicht berücksichtigt. Die Berücksichtigung sowohl von reihenfolgeab-
hängigen Umrüstzeiten als auch -kosten erfolgt in dem von Salomon et al.78 vorgestellten 
DLSPSD (Discrete-lotsizing-and-scheduling-problem with sequence-dependent set-ups).79 
Eine weitere Modifikation des DLSP stellt das BSP (Batch Sequencing-Problem) dar, bei 
welchem aufeinanderfolgende Aufträge eines Produkts gruppiert, d. h. zu Losen zusammen-
gefaßt werden. Für die resultierenden Lose wird dann das Reihenfolgeproblem gelöst.80 Ein 
früher Ansatz des BSP findet sich bei Bruno/Downey81. Jordan,82 Drexl/Jordan83 und 
Drexl/Kimms/Jordan84 haben das BSP weiterentwickelt, bis hin zu einem sich von der „klas-
sischen diskreten Struktur“, den Planungshorizont in kurze Zeitintervalle zu unterteilen, voll-
kommen gelösten Modell zur simultanen Bestimmung der optimalen Gruppierung und Rei-
henfolge. Ebenso wie beim DLSP handelt es sich bei dem BSP um einen für kurzfristige Pla-
nungsaufgaben konzipierten Ansatz.85 Der Unterschied zwischen den beiden Ansätzen liegt 
nicht in der untersuchten Problemstellung, sondern in der Definition der Entscheidungsvaria-
blen.86  
 
Bezug nehmend auf die erläuterten Planungsansätze verbindet das VLSP eine kostenorien-
tierte Reihenfolge- und Losgrößenbestimmung durch adäquate Erfassung beider Kostenele-
mente in der Zielfunktion. Ohne Berücksichtigung der Besonderheiten des Produktionsvoll-
zugs des dem VLSP zu Grunde liegenden Produktionssystems der getakteten Fließlinienferti-
gung, ist das VLSP strukturell am ehesten mit dem BSP zu vergleichen, da beim BSP ebenso 
wie beim VLSP keine ex ante Einteilung des Planungszeitraums in Teilperioden erfolgt, son-
dern die einzelnen Aufträge der Produktarten auf einem Vektor angeordnet und zu Losen 
gruppiert werden. Die Auftragsgruppierung beim BSP entspricht der zuvor beschriebenen 
speziellen Ausprägung des VLSP. Auch beim BSP werden die Lagerkosten für fertiggestellte 
Aufträge in adäquater Weise berücksichtigt. Dies ist bei den aus der Literatur bekannten An-
sätzen nicht immer gegeben, da auch bei denjenigen Ansätzen, welche den Planungszeitraum 
ex ante in relativ weite Teilperioden stecken, die Lagerbestände der während einer Teilperi-
ode gefertigten Lose unabhängig von ihrem Fertigstellungszeitpunkt vor Erreichen des 
Teilperiodenendes lediglich in dem nach Bedarfsabzug für die betrachtete Periode verblei-
benden Umfang am Periodenende t für den Zeitraum bis zum Erreichen des nächsten Zeit-
punktes t+1 berücksichtigt werden.87 Diese im Rahmen der die Teilperioden sehr kurz 
steckenden Ansätze vertretbare Erfassung und Bewertung der Lagerbestände verfälscht die 
tatsächlichen Lagerkosten bei längeren Teilperioden.88 Die Bewertung des am Periodenende 
                                               
78 Vgl. Salomon et al. (1997). 
79Auch Haase/Göpfert zeigen anhand eines praktischen Beispiels die Notwendigkeit der Berücksichtigung 
reihenfolgeabhängiger Umrüstzeiten, vgl. Haase/Göpfert (1996).  
80 Vgl. hierzu Brüggemann (1995), S. 218. Dieses Prinzip wird in der 2-Phasen-Methodik von Jordan verdeut-
licht, vgl. z. B. Jordan (1998), S. 747-751. 
81 Vgl. Bruno/Downey (1978), S. 393 ff. 
82 Vgl. Jordan (1996), (1998). 
83 Vgl. Jordan/Drexl (1998), die im wesentlichen eine Zusammenfassung von Jordan (1996) liefern.  
84 Vgl. Drexl/Kimms/Jordan (1998). 
85 Vgl. Jordan (1996), S. 4. 
86 Vgl. Jordan/Drexl (1998), S. 701-705, Salomon et al. (1997), S. 495 f.  
87 Vgl. z. B. Maes/Van Wassenhove (1988), S. 991, Trigeiro/Thomas/McClain (1989), S. 355, Diaby et al. 
(1992), S. 1331, Hindi (1996), S. 151, Gopalakrishnan/Miller/Schmidt (1995), S. 1977, Helber (1994), S. 32, 
Küpper/Helber (1995), S. 161 f., Haase, (1994), S. 27, Haase, (1996), S. 53, vgl. auch den fallspezifischen An-
satz  in Van Wassenhove/Vanderhenst (1983), S. 133 ff. 
88 Dieser Auffassung sind Kim/Mabert allerdings auch für Ansätze, welche die Teilperioden sehr kurz stecken. 
Die Berechnung der Lagerkosten beziehen sie aus diesem Grund auf durchschnittliche statt auf die jeweils zum 
Periodenende verbleibenden Lagerbestände, vgl. Kim/Mabert (1995), S. 2008 f. 
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bis zu dem nächsten Bedarfszeitpunkt verbleibenden Lagerbestandes einer jeden Produktart 
ist im Rahmen der Berechnung der Lagerkosten zwar notwendig aber nicht hinreichend.  
 
Ende Exkurs. 
 
 
2.1.2.2 Zielsetzung 
 
Im allgemeinen werden in der Produktionsvollzugs- oder Ablaufplanung eine zeit- oder eine 
kostenorientierte Zielsetzung verfolgt. Die am häufigsten betrachteten zeitorientierten Ziel-
setzungen in der Ablaufplanung sind die Minimierung der Gesamtdurchlaufzeit89 (Summe der 
Durchlaufzeiten aller Fertigungsaufträge) und die Minimierung der Zykluszeit (maximale 
Durchlaufzeit aller Fertigungsaufträge).90 Sind die Bearbeitungszeiten von der Reihenfolge 
unabhängig und über den Planungszeitraum konstant, dann entspricht die Zielsetzung „Mini-
mierung der Gesamtdurchlaufzeit“ einer „Minimierung der Wartezeiten (bezogen auf die 
Aufträge)“ und die Zielsetzung „Minimierung der Zykluszeit“ einer „Minimierung der Leer-
zeiten (bezogen auf die Potentialfaktoren)“.91 Die kostenorientierte Zielsetzung besteht in der 
Minimierung der entscheidungsrelevanten Kosten. Im allgemeinen zählen zu den entschei-
dungsrelevanten Kosten der Produktionsdurchführung Einrichtekosten (Rüst- und Anlaufko-
sten), Leerkosten, Zwischen- und Endlagerkosten und Anpassungskosten, die durch das Über- 
und Unterschreiten von einzuhaltenden Terminen entstehen.92  
 
Für das VLSP entspricht einer zeitorientierten Zielsetzung die Minimierung der gemäß An-
nahme 13) beschriebenen Loswechselzeiten, unter Abzug der darin enthaltenen Bearbeitungs-
zeiten. Bei Verfolgung einer kostenorientierten Zielsetzung sind zum einen die in Annahme 
19) beschriebenen Loswechselkosten, und zum anderen die in Annahme 25) beschriebenen 
Lagerungskosten der Produkteinheiten als entscheidungsrelevant zu betrachten. Eine Bewer-
tung derjenigen Leerzeiten der Betriebsmittel, welche nicht auf die Umrüstungen, sondern auf 
gegebenenfalls nicht ausgelastete Kapazitäten entfallen, hat aufgrund des gegebenen Produk-
tionsprogramms keine Entscheidungsrelevanz.93 Anlaufkosten werden aufgrund konstanter 
                                               
89 Vgl. Ziegler (1990), S. 61. 
90 Zu diesen und weiteren zeitorientierten Zielsetzungen vgl. Mollemeier (1997), S. 33 f., Seelbach (1975), S. 
32-39, Dorninger et al. (1990), S. 311-312, Domschke/Scholl/Voß (1997), S. 26-28, Troßman (1996), Spalte 
13. Ziegler zeigt auf, daß die Gesamtdurchlaufzeit in dem Fertigungssystem der Variantenfließfertigung für 
eine gegebene Auslegung der Fließlinie und gegebenem Auflegeintervall von der Reihenfolge der 
Produkteinheiten unabhängig ist, vgl. Ziegler (1990), S. 61-63. Diese für die Variantenfließfertigung 
zutreffenden Ausführungen sind nicht auf die losweise Auflegeform übertragbar.  
91 In zeitorientierten Problemen, welche eine „Minimierung der Durchlaufzeiten“ anstreben, wird die 
Reihenfolgeabhängigkeit häufig über eine separate Erfassung der produktartenindividuellen Aufrüst-, Bearbei-
tungs-, und Abrüstzeiten erfaßt (deutsche Übersetzung in Anlehnung an Kratschmer (1987), S. 152), indem bei 
jedem Produktwechsel zwischendurch auf den neutralen Maschinenzustand (Produktart 0) abgerüstet und erst 
dann auf die nächste Produktart aufgerüstet wird. Vgl. Sule (1982), S. 518, Sule/Huang (1983), S. 724, Proust 
et al. (1988), S. 457, Proust/Gupta/Deschamps (1991), S. 482. Da bei dieser Vorgehensweise die benötigte Zeit 
für das Abrüsten von einer Produktart ebenso unabhängig von der auf den neutralen Maschinenzustand folgen-
den Produktart ist, wie die für das Aufrüsten benötigte Zeit von der dem neutralen Maschinenzustand vorange-
gangenen Produktart, ist die Summe über alle produktartenindividuellen Umrüstzeiten unabhängig von der 
Reihenfolge immer gleich. Vgl. hierzu auch Proust/Gupta/Deschamps (1991), S. 480, 484, Pinedo (1995), S. 
48. Die Verfolgung der Zielsetzung Minimierung der Zykluszeit bei separater Erfassung der Auf- und Abrüst-
zeiten kann somit erst - analog zur Vernachlässigung von Rüstzeiten oder zu deren Integration in die Bearbei-
tungszeiten - in der mehrstufigen Fertigung überhaupt sinnvoll sein, vgl. Proust/Gupta/Deschamps (1991), S. 
480. 
92 Vgl. Zäpfel (1982), S. 186. Zudem können auch die variablen Produktionskosten entscheidungsrelevant sein, 
wenn sie sich im Zeitablauf ändern, wie beispielsweise bei der Berücksichtigung von Saisonrabatten. Vgl. 
hierzu Domschke/Scholl/Voß (1997), S. 71 f., Derstroff (1995), S. 23. 
93 Vgl. hierzu Argumentation zu Annahme 19) in Abschnitt 2.1.1 v. A. 
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losgrößenunabhängiger Taktzeiten (Annahme 11) nicht berücksichtigt.94 Anpassungskosten i. 
S. von Terminüberschreitungskosten treten nicht auf, da Fehlmengen nicht zulässig sind (An-
nahme 23). Anpassungskosten in Form von Terminunterschreitungskosten werden über die 
dadurch induzierten Lagerkosten erfaßt.  
 
Eine zeitorientierte und eine kostenorientierte Zielsetzung führen dann zu denselben Ergeb-
nissen, wenn die entscheidungsrelevanten Kosten in direkt proportionalem Verhältnis zu den 
zeitlichen Bezugsbasen stehen. Bei den Loswechselkosten liegt zum einen kein direkt propor-
tionales Verhältnis zu den zeitlichen Bezugsbasen vor, weil die reihenfolgeabhängigen Um-
rüstkosten (Bestandteil der Loswechselkosten) zwar in einer funktionalen, aufgrund der Mög-
lichkeit unterschiedlicher Stationslohnsätze jedoch nicht notwendigerweise (streng) monoto-
nen (und  somit auch nicht proportionalen) Abhängigkeit von den Umrüstzeiten (Bestandteil 
der Loswechselzeiten) stehen.95 Zum anderen können durch eine adäquate Berücksichtigung 
der Auflegeintervalle aufeinanderfolgender Produktarten Loswechselzeiten reduziert werden, 
deren Reduzierung sich nicht auf die im Rahmen der Berechnung der Loswechselkosten rele-
vanten Leerzeiten auswirkt. So kann beispielsweise in einer Station – sofern die Spezifizie-
rung des Produktionssystems dies zuläßt – in Abhängigkeit von den Auflegeintervallen der 
aufeinanderfolgenden Produktarten mit der Bearbeitung der Folgeproduktart begonnen wer-
den, während zeitgleich in einer anderen Station noch umgerüstet wird. Für eine konkrete 
Produktlosfolge ändern sich weder die Umrüstzeiten in den Stationen noch die reihenfolgeab-
hängigen Umrüstkosten relativ zu der Situation, daß mit der Bearbeitung erst begonnen wird, 
wenn in allen Stationen die Umrüstungen abgeschlossen sind. Die bei einer zeitorientierten 
Zielsetzung zu minimierenden Loswechselzeiten nach Abzug der darin enthaltenen Bearbei-
tungszeiten hingegen würden in diesem Beispiel reduziert werden. Bei den Lagerkosten liegt 
ebenfalls kein direkt proportionales Verhältnis zu den zeitlichen Bezugsbasen, d. h. zu den 
Lagerzeiträumen für die nach Losfertigstellung einzulagernden Fertigungslose, vor, da die 
Stücklagerkostensätze produktartenindividuell festgelegt werden und somit von Produktart zu 
Produktart variieren können.  
 
Die Verfolgung einer zeitorientierten und einer kostenorientierten Zielsetzung können dem-
nach zu verschiedenen Ablaufplänen führen. Aus wirtschaftlichen Gründen96 wird bei der Lö-
sung des VLSP eine Kostenorientierung angestrebt, die Zielsetzung lautet „Minimierung der 
entscheidungsrelevanten Kosten“.  
 
 
 
2.2 Erläuterung des Produktionsvollzugs  
 
Im folgenden Abschnitt 2.2.1 werden zunächst die verwendeten Symbole beschrieben. In den 
Abschnitten 2.2.2 und 2.2.3 werden der Bearbeitungs- und der Umrüstungsvollzug in dem 
betrachteten System der getakteten Fließlinienfertigung erläutert und anhand von formalen 
Beschreibungen und von Abbildungen veranschaulicht.  
 
                                               
94 Neben der Berücksichtigung der Umrüstvorgänge zwischen zwei Produktlosen könnten auch Anlaufkosten, 
welche zu Beginn der Fertigung eines Loses aufgrund von Einstellungskorrekturen an den Maschinen und er-
höhten Ausschusses auftreten, berücksichtigt werden. Vgl. hierzu z. B. Adam (1969), S. 53. 
95 Daß schon allein aufgrund der unterschiedlichen Stationslohnsätze eine zeit- und eine kostenorientierte 
Zielsetzung hinsichtlich der Reihenfolgeplanung zu unterschiedlichen Ablaufplänen führen können, zeigt ein 
Beispiel im Anhang v. A. 
96 Vgl. in diesem Zusammenhang auch Mollemeier (1997), S. 32 
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2.2.1 Beschreibung der verwendeten Symbole 
 
Die Beschreibung der Symbole wird grundsätzlich in folgender Reihenfolge vorgenommen: 
Indizes, Parameter, Variablen/Vektoren, Definitionsbereiche, Mengen, Hilfsfunktionen, 
Sonstiges. Die Dimension ist jeweils in eckigen Klammern angegeben (Indizes und 
Mengen/Vektoren sind dimensionslos). 
 
 
Indizes  
 
 i, j....................... Produktartenindizes, 1-I)1(0, =ji ; die Produktart 0 bildet die fiktive An-
fangs- und Endproduktart ab 
m………………. Index der Stationen, m=1(1)M 
v.......................... Index aller in Station m auszuführenden Verrichtungen über alle Produkt-
arten, mV)1(1v = , m=1(1)M 
 
  
Parameter   
 
ic ……………… Auflegeintervall der Produktart i, Ii Î , [ZE/ME] 
maxc ................... größtes Auflegeintervall über alle Produktarten Ii Î , { }Iicc i Î= maxmax , 
[ZE/ME]  
m
id ……………. Stückbearbeitungsszeit der Produktart i in der Station m, 1I)1(1 -=i , 
m=1(1)M, [ZE/ME]; 0,0 == id mi   
M……………… Stationenanzahl= M , [-] 
m
ijt .......................Umrüstzeit bei einem Loswechsel von der Produktart i auf die Produktart j 
in der Station m, m=1(1)M, Iji Î, . Hierzu zählt auch die Einrüstungszeit 
der Station m bei Produktionsbeginn mit der Produktart j, i=0, j=1(1)I-1, 
m=1(1)M, und die Ausrüstungszeit der Station m bei Produktionsende von 
der Produktart i, j=0, i=1(1)I-1, m=1(1)M, [ZE] 
mt ...................... stationsbezogene Umrüstzeit je Heraus- oder Hinzunahme einer Verrichtung 
bei einer symmetrischen Umrüstmatrix, m=1(1)M, [ZE] 
mtv ...................... Zeitbedarf für das Abrüsten von der Verrichtung v in Station m auf den neu-
tralen Maschinenzustand bei einer asymmetrischen Umrüstmatrix, 
mV)1(1v = , m=1(1)M, [ZE] 
mtvˆ ...................... Zeitbedarf für das Aufrüsten auf die Verrichtung v in Station m von einem 
neutralen Maschinenzustand bei einer asymmetrischen Umrüstmatrix, 
mV)1(1v = , m=1(1)M, [ZE] 
v.......................... konstante Bandgeschwindigkeit über alle Produktarten, [LE/ZE]  
iv ........................ produktartenindividuelle Bandgeschwindigkeit der Produktart i, 1I)1(1 -=i , 
[LE/ZE]  
mV ..................... Anzahl der in Station m ausführbaren Verrichtungen, m=1(1)M, [-] 
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Definitionsbereiche  
 
I, M, v  ³ 0,  
mV , mt   ³ 0, m=1(1)M 
ic  ³ 0, i=0(1)I-1 
iv  ³ 0, i=1(1)I-1 
mtv , 
mtvˆ  ³ 0, 
m1(1)Vv = , m=1(1)M 
m
id  ³ 0, m=1(1)M, i=0(1)I-1 
m
ijt   ³ 0, m=1(1)M, Iji Î,  
 
 
Mengen 
 
m
iA ..................... Menge der der Station m bei produktartenindividuell abgestimmter Linie zu-
geordneten Verrichtungen der Produktart i, ,mmi VA Í  1I)1(1 -=i , 
m=1(1)M 
I...........................Menge der Produktarten, I={0,1,2,..., I-1} 
M.........................Menge der Stationen, M ={1,2,...,M} 
mV ..................... Menge der in Station m ausführbaren Verrichtungen über alle Produktarten, 
}V,...,2,1{ mmV = , m=1(1)M 
 
 
2.2.2 Bearbeitungsvollzug  
 
In Abschnitt 2.1.1 ist erläutert, daß die getaktete Fließbandfertigung ohne Stationspuffer einer 
Permutationsfertigung entspricht. Ohne Stationspuffer und aufgrund der Taktung und der Ge-
schlossenheit der Stationen (Annahme 9) ergibt sich darüber hinaus, daß in keiner Station die 
Bearbeitungszeit einer Produktart das Auflegeintervall dieser Produktart übersteigen darf, um 
eine Arbeitsüberlastung der Werker97 zu vermeiden. Dieser Zusammenhang wird als Taktzeit-
bindung bezeichnet.98 Um unnötige Leerzeiten zu vermeiden, entspricht das Auflegeintervall 
jeder Produktart dem Maximum über alle Stationsbearbeitungszeiten der betrachteten Pro-
duktart.99  
                                               
97 Vgl. hierzu Ziegler (1990), S. 12. 
98 Vgl. Amen (1997), S.33. Zwar weist Amen auch darauf hin, daß bei losweiser Fertigung und kontinuierlichem 
Transport die Taktzeitbindung theoretisch nicht unbedingt erforderlich ist, da eine Arbeitsüberlastung in einer 
Station wieder ausgeglichen werden könnte, wenn auf die betrachtete Produktart eine Produktart mit relativ zu 
ihrem Auflegeintervall Arbeitsunterlastung in der betrachteten Station folgen würde. Amen räumt allerdings 
ein, daß diese Überlegung nur bei sehr kleinen Losgrößen relevant ist und faktisch keine Bedeutung hat. Vgl. 
Amen (1997), S. 56. In dem hier betrachteten Fall liegt Taktzeitbindung jedoch unabhängig von der Losgröße 
immer vor, da die Stationen geschlossen sind und somit eine Weiterbearbeitung in der Folgestation nicht mög-
lich ist.  
99 Diese Festlegung erfolgt bereits im Rahmen der Leistungsabstimmung und ist darum nicht unter das hier 
betrachtete Planungsproblem zu fassen. 
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Bezeichnet ic  das Auflegeintervall der Produktart i und 
m
id  die Stückbearbeitungszeit von i  
in der Station m, dann läßt sich dieser Zusammenhang formal beschreiben als:   
{ } IiMmdc mii ÎÎ= ,max  (2.1) 
Aus 00 =
md  und (2.1) folgt unmittelbar, daß 00 =c . 
 
Erfolgt der Transport auf dem Fließband kontinuierlich, sind von den in Annahme 9) be-
schriebenen absoluten räumlichen Stationsgrenzen die relativen räumlichen Stationsgrenzen 
zu unterscheiden. Die relativen räumlichen Stationsgrenzen beschreiben diejenigen räumli-
chen Grenzen, in denen sich eine Produkteinheit während der Zeit eines Auflegeintervalls in 
der betrachteten Station bewegt. Da die räumlichen Abmessungen der Stationen über das 
Fließband äquidistant sind, gelten die folgenden Aussagen  für den Fall des kontinuierlichen 
Transports jeweils für alle Stationen: Besteht die Möglichkeit, bei einem Produktloswechsel 
die Anpassung an die produktartenindividuellen Auflegeintervalle dergestalt über eine ent-
sprechende Angleichung der Bandgeschwindigkeit vorzunehmen, daß für jede Produktart die 
Zeit, die eine Produkteinheit für das Durchlaufen einer Station benötigt, die Verweildauer in 
einer Station, genau dem Auflegeintervall der betrachteten Produktart entspricht, dann stim-
men die absoluten und die relativen räumlichen Stationsgrenzen für alle Produktarten überein 
und berechnen sich als Produkt von produktartenindividuellem Auflegeintervall und Bandge-
schwindigkeit.100 Sind die absoluten und die relativen räumlichen Stationsgrenzen identisch, 
werden die relativen räumlichen Stationsgrenzen im folgenden als starr bezeichnet.  
Besteht nicht die Möglichkeit, den produktartenindividuellen Auflegeintervallen über eine 
entsprechende Angleichung der Bandgeschwindigkeit gerecht zu werden, sondern erfolgt der 
Transport mit konstanter Bandgeschwindigkeit über alle Produktarten, so können das Aufle-
geintervall einer Produktart kürzer als die Verweildauer in einer Station und die relativen 
räumlichen Stationsgrenzen entsprechend kleiner als die absoluten räumlichen Stationsgren-
zen sein.101 Die absoluten räumlichen Stationsgrenzen bemessen sich nach der Produktart mit 
dem größten Auflegeintervall, d. h., die Verweildauer in jeder Station entspricht nur bei der 
Produktart mit dem größten Arbeitsvorrat über alle Produktarten ihrem Auflegeintervall.102 
Eine Anpassung an die produktartenindividuellen Auflegeintervalle erfolgt bei konstanter 
Bandgeschwindigkeit durch entsprechende räumliche Abmessung der aufzulegenden Einhei-
ten. Sind die absoluten und die relativen räumlichen Stationsgrenzen nicht identisch, werden 
die relativen räumlichen Stationsgrenzen im folgenden als flexibel bezeichnet.  
                                               
100 Im Sinne einer konsistenten Behandlung der Dimensionen müsste das Produkt aus Auflegeintervall und 
Bandgeschwindigkeit hier mit der Dimension Mengeneinheiten [ME] multipliziert werden. Da das Problem der 
Dimensionskorrektur im Rahmen der in diesem Kapitel folgenden Berechnungen immer wieder auftreten 
würde, werden sowohl für das Auflegeintervall als auch für die Stückbearbeitungsdauer die Dimension Zeitein-
heiten [ZE] zu Grunde gelegt, vgl. hierzu S. 25 v. A. 
101 Aufgrund der Geschlossenheit der Stationen kann die dritte Variante, daß das Auflegeintervall länger als die 
Verweildauer in einer Station ist, nicht vorliegen. 
102 Dies kann auch auf mehrere Produktarten zutreffen.  
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Erfolgt der Transport auf dem Fließband intermittierend, sind die relativen räumlichen Sta-
tionsgrenzen starr, da das ruckartige Weiterreichen der Produkteinheiten von Station zu Sta-
tion mit dem zeitlichen Intervall ihres Auflegeintervalls impliziert, daß die Verweildauer in 
der Station immer genau dem Auflegeintervall entspricht, wobei die (in jeder Station gleiche) 
für das Weiterreichen erforderliche Zeit jeweils in der Bearbeitungszeit und somit in dem 
Auflegeintervall integriert ist. Theoretisch ist auch ein ruckartiger Transport mit kleinerem 
Auflegeintervall als der Verweildauer in der Station denkbar, wenn die Verweildauer einem 
ganzzahligen Vielfachen des Auflegeintervalls entspricht. Diese Situation kann dann auftre-
ten, wenn die räumlichen Abstände der Stationen so groß bemessen sind, daß mit nur einem 
ruckartigen Weiterreichen die jeweils nächste Station nicht erreicht werden kann. Von dieser 
Möglichkeit wird hier jedoch abgesehen und der intermittierende Transport wie beschrieben 
definiert. Abbildung 2.1 veranschaulicht den Bearbeitungsablauf bei starren und bei flexiblen 
relativen räumlichen Stationsgrenzen. 
m=1 Transport der Produkteinheiten 
mit produktartenindividueller 
Geschwindigkeit 
Starre relative räumliche Stationsgrenzen: kontinuierlicher oder intermittierender Transport
(produktartenindividuelle Bandgeschwindigkeit bzw. ruckartiges Fortbewegen)
m=2 m=3
absolute räumliche Stationsgrenzen = relative räumliche Stationsgrenzen  
enProduktart  alleüber  konstant   indigkeit Bandgeschw  ervallAuflegeint  :h. d. ,1I)1(1, =×=×= -ivc ii
Û Für jede Produktart i=1(1)I-1 gilt:    Verweildauer in Station m =
m=1 Transport mit konstanter 
Geschwindigkeit über alle 
Produktarten
Flexible relative räumliche Stationsgrenzen: nur kontinuierlicher Transport 
(konstante Bandgeschwindigkeit über alle Produktarten)
m=2 m=3
Produkteinheiten der Produktart i
{ }1I)1(1maxmit    ,enzenStationsgr  räumliche  absolute maxmax -icccv i ==×=
Produkteinheiten der Produktart i
icv ×=enzenStationsgr  räumliche  relative
ic 
Û Für jede Produktart i=1(1)I-1 gilt:    Verweildauer in Station m ≥ ic
Abbildung 2.1: Starre und flexible relative räumliche Stationsgrenzen 
 
 
2.2.3 Umrüstungsvollzug  
 
Gemäß Annahme 13) werden als Loswechselzeiten diejenigen Zeiten bezeichnet, die jeweils 
zwischen dem Bandverlassen der letzten Einheit der Vorgängerproduktart und dem Bandver-
lassen der ersten Einheit der jeweiligen Nachfolgerproduktart liegen. Diese Loswechselzeiten 
setzen sich aus Umrüstzeiten und aus durch die Umrüstungsvorgänge induzierten Leerzeiten 
zusammen. Die Umrüstzeiten berechnen sich in Abhängigkeit davon, welche Verrichtungen 
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zur Bearbeitung zweier aufeinanderfolgender Produktarten durchgeführt werden müssen.103 
Demzufolge werden die Umrüstzeiten durch den Grad der Ähnlichkeit der für aufeinanderfol-
gende Produkte in den Stationen auszuführenden Verrichtungen bestimmt. Die Umrüstungen 
werden für die in den einzelnen Stationen vorhandenen Werkzeugvorrichtungen (z. B. Werk-
zeughalter, Spindelvorrichtungen, Schnittschablonen)104 vorgenommen, d. h. die Umrüstzeit 
in einer Station ergibt sich als Summe der für die Werkzeugwechsel in dieser Station benö-
tigten Zeiten.105 Hierbei kann entweder angenommen werden, daß für die Menge der aufgrund 
einer abweichenden Verrichtung durchzuführenden Werkzeugwechsel, im folgenden auch als 
Verrichtungswechsel bezeichnet, ein stationsbezogener Zeitsatz anzusetzen ist, der unabhän-
gig davon ist, ob auf die betrachtete Verrichtung auf- oder von der betrachteten Verrichtung 
abgerüstet werden muß. In diesem Fall liegt eine symmetrische reihenfolgeabhängige Um-
rüstmatrix vor. Oder es wird angenommen, daß die in jeder Station benötigte Zeit zum Auf-
rüsten auf eine Verrichtung von der zum Abrüsten von dieser Verrichtung benötigten Zeit 
abweichen kann. In diesem Fall sind die Umrüstzeiten nicht nur reihenfolgeabhängig sondern 
zudem asymmetrisch.  
 
Leerzeiten können zum einen dadurch entstehen, daß die Umrüstzeiten von einer bestimmten 
Produktart auf eine andere nicht in allen Stationen gleich lang sind, und zum anderen durch zu 
berücksichtigende Taktzeitunterschiede aufeinanderfolgender Produktarten. Die aufgrund von 
Taktzeitunterschieden induzierten Leerzeiten können z. T. bereits für die Umrüstungsvor-
gänge an den Maschinen, d. h. als Umrüstzeit, genutzt werden. Wie die Umrüstzeiten und die 
Leerzeiten auf die Berechnung der Loswechselzeiten wirken, wird  im einzelnen in Abschnitt 
2.3 beschrieben. 
 
Zunächst wird gezeigt, wie die zuvor beschriebenen Umrüstmatrizen auf der Grundlage der 
erforderlichen Verrichtungsmengen der aufeinanderfolgenden Produktarten in Abhängigkeit 
davon, ob eine symmetrische oder eine asymmetrische Struktur vorliegt, berechnet werden 
müssen.  
 
 
a) Symmetrische Umrüstmatrix 
 
Fällt für jeden Verrichtungswechsel ein stationsbezogener Zeitsatz an, der unabhängig davon 
ist, ob die betrachtete Verrichtung aufgrund des Loswechsel nicht mehr oder erst dadurch be-
nötigt wird, liegt eine symmetrische Struktur der Umrüstmatrix vor. Es wird ein Loswechsel 
von einer Produktart i auf eine Produktart j betrachtet. Entscheidend für die Berechnung der 
Umrüstzeit sind die Elemente der Komplementmenge zu der Schnittmenge aus den Verrich-
tungsmengen von i und j innerhalb der sich als Vereinigungsmenge der beiden Verrichtungs-
mengen ergebenden Grundmenge. Hierbei spielt es keine Rolle, ob sich eine Verrichtung in 
der beschriebenen Komplementmenge befindet, weil sie für die Bearbeitung von j nicht mehr 
benötigt wird aber für die Bearbeitung von i benötigt wurde, oder aber weil sie für die Bear-
beitung von j benötigt wird aber für die Bearbeitung von i nicht benötigt wurde.106  Beschreibt 
                                               
103 Vgl. hierzu Kabir/Tabucanon (1995), S. 194 f. Demnach hängen die stationsbezogenen reihenfolgeabhängi-
gen Rüstzeiten nicht von der Anzahl der insgesamt in der betrachteten Fließlinie gefertigten Produktarten, son-
dern von dem Grad der Übereinstimmung der zugeordneten Verrichtungen ab.  
104 Vgl. White/Wilson (1977), S.195 f.  
105 Vgl. White/Wilson (1977), S. 198, Lockett/Muhlemann (1972), S. 896. Ebenfalls mittels detaillierter 
Betrachtung der für die Ausführung der Arbeitsgänge zweier aufeinanderfolgender Produktlose jeweils not-
wendigen Werkzeuge, die dann entsprechend montiert bzw. demontiert werden müssen, ermitteln 
Haase/Göpfert die anzusetzenden Rüstzeiten. Vgl. hierzu Haase/Göpfert (1996), S. 1513 f. Vgl. auch Sri-
kar/Ghosh (1986). 
106 Bezüglich der Rüstzeiten entspricht diese symmetrische Abbildung in allgemeinerer Form den von 
White/Wilson (vgl. White/Wilson (1977)) und Lockett/Muhlemann (vgl. Lockett/Muhlemann (1972)) verfolgten 
Ansätzen. 
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m
iA  die Menge der in Station m für die Bearbeitung der Produktart i durchzuführenden 
Verrichtungen ( mjA  respektive für die Produktart j), sowie 
mt  die  benötigte Zeit für das Ab- 
oder Aufrüsten einer Verrichtung in Station m, dann lassen sich die symmetrischen Umrüst-
zeiten mijt  bei einem Loswechsel von der Produktart i auf die Produktart j in der Station m wie 
folgt berechnen: 
 
{ } { } IjiMmtAAAAt mmjmimjmimij ÎÎ×= ,,,\ IU  (2.2)  
 
 
b) Asymmetrische Umrüstmatrix 
 
Fällt für jeden Verrichtungswechsel ein verrichtungsbezogener Zeitsatz an, der abhängig da-
von ist, ob die betrachtete Verrichtung aufgrund des Loswechsel nicht mehr oder erst dadurch 
benötigt wird, liegt eine asymmetrische Struktur der Umrüstmatrix vor. Demnach ist es bei 
einem Loswechsel von i auf j nicht nur relevant, wie groß die Menge der unterschiedlichen 
Verrichtungen ist. Es werden verrichtungsspezifische Zeiten zu Grunde gelegt, die jeweils für 
das Aufrüsten auf eine bzw. das Abrüsten von einer Verrichtung anfallen. Diese Zeiten wer-
den als Verrichtungsauf- bzw. Verrichtungsabrüstzeiten bezeichnet. Das Aufrüsten auf eine 
Verrichtung erfolgt, wenn die Verrichtung nicht Element der Verrichtungsmenge der Pro-
duktart i, aber Element der Verrichtungsmenge der Produktart j ist. Das Abrüsten von einer 
Verrichtung ist erforderlich, wenn die Verrichtung Element der Verrichtungsmenge der Pro-
duktart i, aber nicht Element der Verrichtungsmenge der Produktart j ist. Die gesamte Um-
rüstzeit in Station m bei einem Loswechsel von i auf j ergibt sich als Summe aller Verrich-
tungsauf- und der Verrichtungsabrüstzeiten. Beschreibt mtv  den Zeitbedarf für das Abrüsten 
von der Verrichtung v und mtvˆ  den Zeitbedarf für das Aufrüsten auf die Verrichtung v in Sta-
tion m, läßt sich Berechnung der asymmetrischen Umrüstzeiten mijt  wie folgt beschreiben: 
  
IjiMmttt
m
i
m
j
m
j
m
i AA
m
AA
mm
ij ÎÎ+= åå
ÎÎ
,,,ˆ
\v
v
\v
v  (2.3) 
 
 
 
2.3 Berechnung der Loswechselzeiten und -kosten  
 
2.3.1 Loswechselzeiten  
 
Die Berechnungen der Loswechselzeiten basieren auf einer asymmetrischen Umrüstmatrix. 
Neben den asymmetrischen Umrüstzeiten müssen für die Berechnung der Loswechselzeiten 
die durch die Umrüstungen induzierten Leerzeiten berücksichtigt werden. Die durch einen 
Loswechsel verursachten Leerzeiten werden von der Unterschiedlichkeit der Umrüstzeiten der 
betrachteten Produktarten in den einzelnen Stationen und von deren Taktzeitunterschied be-
stimmt.107  
 
                                               
107 Aufgrund der Berücksichtigung der Leerzeiten könnte eine Asymmetrie der Loswechselzeiten auch dann 
vorliegen, wenn die Umrüstzeiten symmetrisch wären. Auf Basis der getroffenen Annahmen wären jedoch bei 
einer symmetrischen Umrüstmatrix der Umrüstzeiten die Loswechselkosten auch symmetrisch, vgl. hierzu 
Abschnitt 2.3.2 v. A. 
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Die bei einem Loswechsel von einer Produktart i auf eine Produktart j benötigte Loswechsel-
zeit beschreibt die zwischen Bandverlassen der letzten Einheit der Vorgängerproduktart i und 
dem Zeitpunkt des Bandverlassens der ersten Einheit der Nachfolgerproduktart j liegende 
Zeit. Die Berechnung dieser Zeit erfolgt jeweils auf Basis der Überlegung „Wann kann 
schnellst möglich die erste Einheit der Nachfolgerproduktart aufgelegt werden“, d. h. indem 
jeweils der frühestmögliche Zeitpunkt der Einlastung der Nachfolgerproduktart108 unter 
Berücksichtigung der je nach konkretisiertem Produktionssystem vorgegebenen Rahmenbe-
dingungen bestimmt wird. Ausgehend von der zwischen dem Auflegezeitpunkt der ersten 
Einheit der Nachfolgerproduktart j (Zeitpunkt der Einlastung von j) und dem Zeitpunkt der 
Auflegung der letzten Einheit der Vorgängerproduktart i liegenden Zeit erfolgt dann die Be-
rechnung der Loswechselzeit. Neben den eventuellen Taktzeitunterschieden der aufeinander-
folgenden Produktarten ist hierbei ebenfalls zu berücksichtigen, daß die letzte Einheit der 
Vorgängerproduktart in den einzelnen Stationen noch fertig bearbeitet werden muß, bevor mit 
dem Umrüstungsvorgang in der jeweils betrachteten Station begonnen werden kann. Der frü-
hestmögliche Einlastungszeitpunkt der jeweiligen Nachfolgerproduktart berechnet sich dem-
nach jeweils als Maximum über alle Stationen der noch benötigten Zeit der letzten Einheit der 
Vorgängerproduktart.109 Diese „noch benötigte Zeit der Vorgängerproduktart“ fällt in Abhän-
gigkeit von den in den folgenden Abschnitten dargestellten Differenzierungen unterschiedlich 
aus. 
 
 
2.3.1.1 Beschreibung der verwendeten Symbole 
 
Zu den bereits definierten Symbolen werden die in diesem Abschnitt als Variablen zu definie-
renden Loswechselzeiten, sowie die im Rahmen der Berechnung der Loswechselzeiten ver-
wendeten Mengen beschrieben. Anschließend wird erläutert, inwiefern aus rechnerischen 
Gründen eine Anpassung der Dimensionen der verwendeten Größen im Rahmen der Berech-
nung der Loswechselzeiten vorgenommen werden muß.  
 
 
Variablen 
 
'm ……………... letzte Station, welche die letzte Einheit der Vorgängerproduktart vor einer 
Bandgeschwindigkeitsumstellung durchläuft, Mm Î' , [-] 
*m ………..…... diejenige Station, welche im Falle einer zulässigen Bandgeschwindigkeits-
umstellung während des laufenden Fertigungsprozesses eijt  bestimmt, 
Mm Î* , Iji Î, , [-] 
ijt ........................Loswechselzeit: Zeit, die mindestens zwischen dem Zeitpunkt des 
Bandverlassens der letzten Produkteinheit der Vorgängerproduktart i und 
dem Zeitpunkt des Bandverlassens der ersten Produkteinheit der Produktart 
j bei einem Loswechsel von der Produktart i auf die Produktart j liegt, 
Iji Î, , [ZE] 
e
ijt ........................Basis zur Berechnung der Loswechselzeit: Zeit, die mindestens zwischen 
dem Zeitpunkt der Auflegung der letzten Produkteinheit der Vorgängerpro-
duktart i und dem Zeitpunkt der Auflegung der ersten Produkteinheit der 
Produktart j bei einem Loswechsel von der Produktart i auf die Produktart j 
liegt, Iji Î, , [ZE] 
                                               
108 Vgl. auch Gupta (1986), S. 210. 
109 Graves/Holmes Redfield erachten in diesem Zusammenhang eine sich nur auf die über alle Stationen längste 
Rüstzeit beziehende Maximumbildung als maßgeblich, vgl. Graves/Holmes Redfield (1988), S. 47. Daß hier 
noch andere Faktoren berücksichtigt werden müssen, wird im folgenden analysiert. 
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Definitionsbereiche  
 
e
ijt , ijt  ³ 0, Iji Î,  
 
 
Dimensionen 
 
Die Loswechselzeiten ijt  und die zugehörigen Basisberechnungen 
e
ijt  werden in Zeiteinheiten 
[ZE] angegeben. Die Berechnung der Loswechselzeiten erfolgt jedoch unter anderem in Ab-
hängigkeit von den Taktzeiten ic  und den Stückbearbeitungsszeiten 
m
id , die jeweils in der 
Dimension [ZE/ME] angegeben sind.  Im Rahmen der Berechnung der Loswechselzeiten wird 
für diese Größen einheitlich die Dimension Zeiteinheiten [ZE] zu Grunde gelegt. 
 
 
2.3.1.2 Spezifizierungen des Produktionssystems 
 
Das betrachtete Produktionssystem wird nach verschiedenen Kriterien differenziert:  
- nach der Art der Beförderung: kontinuierlich oder intermittierend 
- nach der Beschaffenheit der relativen räumlichen Stationsgrenzen: starr oder flexibel  
- nach der Notwendigkeit eines Bandleerlaufs: notwendig oder nicht notwendig 
- nach dem Zeitpunkt des Umrüstungsbeginns: nach Bandverlassen der Vorgängerprodukt-
art oder frühestmöglich110, 
wobei nicht jede Kombination aus den verschiedenen Kriterienausprägungen sinnvoll oder 
umsetzbar ist.  
 
Sind die relativen räumlichen Stationsgrenzen starr und erfolgt der Transport kontinuierlich, 
muß die Anpassung an die produktartenindividuellen Auflegeintervalle über eine entspre-
chende Veränderung der Bandgeschwindigkeit realisiert werden, da die räumliche Abmes-
sung einer Station, wie schon gezeigt, immer dem Produkt aus Auflegeintervall und Bandge-
schwindigkeit entspricht und über alle Produktarten konstant ist. Erfolgt der Transport inter-
mittierend, entspricht die Anpassung an die produktartenindividuellen Auflegeintervalle einer 
entsprechenden Veränderung des Intervalls, mit dem die Produkteinheiten aufgelegt und dann 
ruckartig weitergereicht werden.  
 
Sind die relativen räumlichen Stationsgrenzen flexibel, erfolgt der Transport ausschließlich 
kontinuierlich, wobei die Anpassung an die Auflegeintervalle über eine entsprechende Verän-
derung der räumlichen Abstände der Produkteinheiten bei konstanter Bandgeschwindigkeit 
realisiert werden kann. Bei intermittierendem Transport impliziert das ruckartige Weiterrei-
chen der Produkteinheiten von Station zu Station mit dem zeitlichen Intervall ihres Aufle-
geintervalls, daß die relativen räumlichen Stationsgrenzen starr sind. Von dem bei intermittie-
rendem Transport theoretisch denkbaren Fall, daß die Verweildauer in der Station einem 
ganzzahligen Vielfachen des Auflegeintervalls entspricht, wird - wie im Rahmen der Be-
schreibung des Bearbeitungsvollzugs erläutert - abgesehen.  
 
Besteht bei einem Loswechsel die Erfordernis, den Loswechsel mit Bandleerlauf vorzuneh-
men, d. h. daß sich niemals Einheiten verschiedener Produktarten gleichzeitig zur Bearbeitung 
in unterschiedlichen Stationen auf dem Fließband befinden dürfen, ist es hinsichtlich der Be-
rechnung der Loswechselzeiten unerheblich, ob die relativen räumlichen Stationsgrenzen starr 
                                               
110 Zu dem Beginn der Rüstvorgänge jeweils unmittelbar nach Bearbeitungsende der letzten Einheit der Vorgän-
gerproduktart vgl. z. B. Sule/Huang (1983), S. 724, Eggers (1996), S. 14 –19, Kistner/Rogalski (1995), S. 290. 
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oder flexibel sind, da eine Anpassung an die unterschiedlichen Auflegeintervalle in dem einen 
Fall über eine entsprechende Veränderung der Bandgeschwindigkeit, wie bei starren relativen 
räumlichen Stationsgrenzen erforderlich, und in dem anderen Fall über eine entsprechende 
Veränderung der räumlichen Abstände der Produkteinheiten bei konstanter Bandgeschwin-
digkeit, wie bei flexiblen relativen räumlichen Stationsgrenzen möglich, realisiert werden 
kann.  
 
Ist hingegen ein Loswechsel ohne Bandleerlauf möglich, werden die verschiedenen Berech-
nungen in Abhängigkeit davon aufgezeigt, ob die relativen räumlichen Stationsgrenzen starr 
oder flexibel sind, wobei sich die Berechnungen der Loswechselzeiten bei starren relativen 
räumlichen Stationsgrenzen und Anpassung an die produktartenindividuellen Auflegeinter-
valle über eine entsprechende Anpassung der Bandgeschwindigkeit als komplizierter erwei-
sen als bei flexiblen relativen Stationsgrenzen und konstanter Bandgeschwindigkeit.  
 
Tabelle 2.1 zeigt die betrachteten Systemdifferenzierungen mit der jeweiligen Nummer des 
Abschnitts, in welchem das System betrachtet wird. 
 
Relative 
räumliche 
Stationsgrenzen
Zeitpunkt des 
Umrüstungsbeginns
mit Band-
leerlauf
ohne Band-
leerlauf
mit Band-
leerlauf
ohne Band-
leerlauf
starr nach Bandverlassen der Vorgängerproduktart 2.3.1.3.1 a)
wider-
sprüchlich
2.3.1.4.1 a) wider-
sprüchlich
frühestmöglich 2.3.1.3.1 b) 2.3.1.3.2 a) 2.3.1.4.1 b) 2.3.1.4.2
flexibel nach Bandverlassen der Vorgängerproduktart 2.3.1.3.1 a)
wider-
sprüchlich
frühestmöglich 2.3.1.3.1 b) 2.3.1.3.2.b)
kontinuierlich intermittierend
Bandleerlauf
gemäß Definition 
intermittierender 
Transport nicht möglich 
Transportart
Tabelle 2.1: Systemdifferenzierungen  
 
Für alle betrachteten Produktionssysteme gilt einheitlich, daß bei Beginn der Aufrüstung auf 
die zuerst zu fertigende Produktart das Band noch nicht, und nach Beendigung der Bearbei-
tung der letzten Produkteinheit der zuletzt aufgelegten Produktart das Band nicht mehr läuft. 
Folglich entspricht der Zeitpunkt der Auflegung der letzten Einheit der Vorgängerproduktart 
in dem Fall, daß es sich hierbei um die Produktart 0 handelt, dem Zeitpunkt des Beginns der 
Einrüstung und der Zeitpunkt der Auflegung der ersten Einheit der Nachfolgerproduktart in 
dem Fall, daß es sich hierbei um die Produktart 0 handelt, dem Zeitpunkt des Abschlusses der 
Ausrüstung des Fließbandes. 
 
 
Unmittelbare Folge zweier Fertigungslose derselben Produktart    
 
Folgen zwei Fertigungslose derselben Produktart unmittelbar aufeinander, fallen keine Um-
rüstzeiten an. Diese Annahme ist rein logisch sinnvoll, da die Menge der notwendigen Ver-
richtungswechsel bei der „Umrüstung einer Produktart auf sich selbst“ leer ist und demnach 
IiMmt mii ÎÎ= ,,0 . Da in jeder Station die Bearbeitung der jeweils letzten Einheit des 
vorhergehenden Fertigungsauftrags gewährleistet sein muß, bevor mit der Bearbeitung der 
ersten Einheit des  nachfolgenden Loses begonnen werden kann, entsprechen wegen 
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{ } IiMmdc mii ÎÎ= ,max , in jedem der im folgenden betrachteten Produktionssysteme 
die Loswechselzeiten iit  einem Auflegeintervall der Produktart i: 
 
Iict iii Î= ,  (2.4) 
 
 
2.3.1.3 Kontinuierlicher Transport 
 
2.3.1.3.1 Kontinuierlicher Transport mit Bandleerlauf  
 
Wie eingangs beschrieben, ist es hinsichtlich der Berechnung der Loswechselzeiten bei konti-
nuierlichen Transport mit Bandleerlauf unerheblich, ob die relativen räumlichen Stationsgren-
zen starr oder flexibel sind. Die Anpassung an verschiedene Auflegeintervalle kann entspre-
chend der Erfordernis bei starren relativen räumlichen Stationsgrenzen über eine Veränderung 
der Bandgeschwindigkeit oder entsprechend der Möglichkeit bei flexiblen relativen räumli-
chen Stationsgrenzen über eine Veränderung der räumlichen Abstände der Produkteinheiten 
bei konstanter Bandgeschwindigkeit realisiert werden, da die produktartenindividuell abge-
stimmten Auflegeintervalle in beiden Fällen die Information über Bandgeschwindigkeit und 
räumliche Abstände implizieren. Die Berechnung der Loswechselzeiten wird danach unter-
schieden, ob jeweils mit der Umrüstung auf die Nachfolgerproduktart zu dem frühestmögli-
chen Zeitpunkt oder erst nach dem Bandverlassen der letzten Einheit der Vorgängerproduktart 
begonnen wird.111 
 
 
a)  Umrüstungsbeginn in jeder Station nach Bandverlassen der Vorgängerpro-
duktart 
 
In jeder Station muß mit dem Umrüsten auf eine Nachfolgerproduktart j solange gewartet 
werden, bis die letzte Einheit der Vorgängerproduktart i das Band verlassen hat. Die zwischen 
dem Zeitpunkt der Auflegung der letzten Produkteinheit von i und dem frühesten Zeitpunkt 
der Auflegung der ersten Einheit von j liegende Zeit eijt  setzt sich folglich zum einen aus dem 
Banddurchlaufen der letzten Produkteinheit von i und zum anderen aus dem für die betrach-
tete Produktfolge von i auf j über alle Stationen zu bildenden Maximum der Umrüstzeiten 
zusammen. Zudem wird berücksichtigt, daß die erste Einheit der Nachfolgerproduktart j jede 
Station m auch erst erreichen muß. Taktzeitunterschieden der aufeinanderfolgenden Produkt-
arten kann problemlos mittels entsprechender Bandgeschwindigkeitsveränderung Rechnung 
getragen werden, da sich aufgrund des Loswechsels mit Bandleerlauf niemals Einheiten un-
terschiedlicher Produktarten gleichzeitig auf dem Band in Bearbeitung befinden können. 
  
Die Zeit eijt  berechnet sich jeweils wie folgt: 
 
( ){ } jiIjiMmmctct jmijieij ¹ÎÎ--+×= ,,,1maxM  (2.5.1) 
  
Das Produkt ic×M  beschreibt die Zeit, welche die letzte Einheit von i für das Banddurchlau-
fen relativ zu ihrem Auflegezeitpunkt benötigt. Von der Umrüstzeit mijt  wird in jeder Station 
m diejenige Zeit abgezogen, welche die erste Einheit von j benötigt, um bis zu m zu gelangen, 
                                               
111 Vgl. auch Kabir/Tabucanon (1995), S. 194 f. 
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da diese Zeit für den Umrüstungsvorgang in m genutzt werden kann. Die benötigte Zeit der 
ersten Einheit von j für das Erreichen von m berechnet sich als Produkt aus der Taktzeit von j 
und der Anzahl der vor m liegenden Stationen, ( )1-mc j , da bei starren relativen räumlichen 
Stationsgrenzen die für das Durchlaufen einer jeden Station benötigte Zeit genau einem Auf-
legeintervall der betrachteten Produktart entspricht. Der Maximumausdruck kann aufgrund 
der Nicht-Negativität von mijt , jc  und m und wegen m=1 nie negativ werden. 
 
Ausgehend von eijt  berechnet sich die Loswechselzeit ijt , indem berücksichtigt wird, daß die 
erste Einheit von der Nachfolgerproduktart j die M Stationen auch noch durchlaufen muß, die 
letzte Einheit der Vorgänderproduktart i dies aber bereits getan hat:  
 
( ) jiIjicctt ijijij ¹Î×= -+ ,,,Me  (2.5.2) 
 
Bei Einsetzen von (2.5.1) in (2.5.2) entspricht ( ){ }Mmmctct jmijjij Î--+×= 1maxM , 
jiIji ¹Î ,, . Aus Gründen der Übersichtlichkeit wird auf das Einsetzen im folgenden 
verzichtet. 
 
 
b) Umrüstungsbeginn in jeder Station zu dem frühestmöglichen Zeitpunkt 
 
In diesem Fall kann in jeder Station die Zeit, welche in dem zuvor abgebildeten Fall zum 
Leerlaufen des Bandes vor Umrüstungsbeginn gewartet werden muß, bereits zum Umrüsten 
genutzt werden.112 Da weiterhin angenommen wird, daß sich nicht verschiedene Produktarten 
gleichzeitig in Bearbeitung auf dem Fließband befinden dürfen, muß berücksichtigt werden, 
daß die erste Einheit der Nachfolgerproduktart frühestens dann aufgelegt werden darf, wenn 
die Bearbeitung der letzten Einheit der Vorgängerproduktart in der letzten Station abgeschlos-
sen ist. Die erforderliche Anpassung an das produktartenindividuelle Auflegeintervall über 
eine entsprechende Veränderung der Bandgeschwindigkeit ist wiederum problemlos. Da nun 
aber die Möglichkeit besteht, sofort nach Bearbeitungsende in jeder Station m mit dem Um-
rüstvorgang zu beginnen, ist nicht nur entscheidend, wieviel Zeit die erste Einheit von j bis 
zum Erreichen von m, sondern auch, wieviel Zeit hierfür die letzte Einheit von i benötigt. 
Durch die Bandgeschwindigkeitsveränderung nach Bearbeitungsende der letzten Einheit der 
Vorgängerproduktart in der letzten Station erreicht die erste Einheit von j entsprechend ihrer 
Taktzeit die betrachtete Station schneller, ij cc < , gleich schnell, ij cc = , oder langsamer, 
ji cc < , als die letzte Einheit von i.  
 
Die Zeit eijt  berechnet sich jeweils wie folgt: 
 
( ) ( ){ }{ }
( )( ){ }{ } jiIjiMmmccdtc
Mmmcdtmcct
ij
m
i
m
iji
j
m
i
m
ijii
e
ij
¹ÎÎ---+×=
Î--++-×=
,,,1maxMmax
11max,Mmax
,
 
 (2.6.1) 
 
Der äußere Maximumausdruck stellt sicher, daß die Produktart i das Band verlassen hat, be-
vor die erste Einheit von j aufgelegt werden kann. Der innere Klammerausdruck ermittelt den 
frühestmöglichen Einlastungszeitpunkt von j unter Berücksichtigung der Auflegeintervalle 
                                               
112 Vgl. auch Kistner/Rogalski (1995), S. 290. 
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von i und j. Für jede Station m muß sichergestellt sein: die erste Einheit von j darf relativ zu 
dem Zeitpunkt des Eintreffens der letzten Einheit von i erst dann eintreffen, wenn die Bear-
beitung von i in m, mid , und die Umrüstung von i auf j, 
m
ijt , abgeschlossen sind. Die zwi-
schen dem Zeitpunkt des Eintreffens der letzten Produkteinheit von i in Station m und ihrem 
Auflegezeitpunkt liegende Zeit, ( )1-mci , wird mit der entsprechenden Zeit der ersten Einheit 
von j, ( )1-mc j , verrechnet. In dem Fall, daß das Auflegeintervall von j größer als das von i 
ist, ji cc < , kann die durch das relativ zu i langsamere Erreichen von j in jeder Station m 
gewonnene Zeit, ( ) ( )1-×- mcc ij , mit der für die Umrüstung und die Bearbeitung der letzten 
Einheit von i noch benötigten Zeit verrechnet werden. Im gegenteiligen Fall, ij cc < , muß die 
durch das relativ zu i schnellere Erreichen von j in jeder Station m entstehende Differenz zu 
der für die Umrüstung und die Bearbeitung der letzten Einheit von i noch benötigten Zeit ad-
diert werden. Im dritten Fall, ij cc = , muß in jeder Station m nur gewährleistet sein, daß die 
Bearbeitung von i und die Umrüstung von i auf j abgeschlossen sind, da die Zeiten bis zum 
Erreichen von m bei i und j gleich lang sind.   
 
Ausgehend von eijt  berechnet sich die Loswechselzeit ijt  wiederum indem berücksichtigt 
wird, daß die erste Einheit von der Nachfolgerproduktart j die M Stationen noch durchlaufen 
muß, die letzte Einheit der Vorgänderproduktart i dies aber bereits getan hat:  
 
( ) jiIjicctt ijijij ¹Î×= -+ ,,,Me  (2.6.2) 
 
 
2.3.1.3.2 Kontinuierlicher Transport ohne Bandleerlauf 
 
Dürfen sich Einheiten verschiedener Produktarten gleichzeitig in unterschiedlichen Stationen 
zur Bearbeitung auf dem Fließband befinden, kann der Loswechsel ohne Bandleerlauf erfol-
gen. Hier ist nun zu unterscheiden, ob die relativen räumlichen Stationslängen starr oder fle-
xibel sind. 
 
 
a) Kontinuierlicher Transport ohne Bandleerlauf bei flexiblen relativen räumli-
chen Stationsgrenzen  
 
Bei flexiblen relativen räumlichen Stationsgrenzen wird die Anpassung an die Taktzeitunter-
schiede der aufeinanderfolgenden Produktarten mittels entsprechender Veränderung der 
räumlichen Abstände bei der Auflegung der Produkteinheiten vorgenommen, wobei die 
Bandgeschwindigkeit konstant bleibt. Eventuelle Taktzeitunterschiede aufeinanderfolgender 
Produktarten sind für die Bestimmung des frühestmöglichen Auflegezeitpunkts der Nachfol-
gerproduktart j nicht maßgeblich, da das Eintreffen einer jeden Produkteinheit in der Station 
m relativ zu dem Auflegezeitpunkt unabhängig von dem jeweiligen Auflegeintervall immer 
gleich lang dauert. Hieraus ergibt sich allerdings, daß die Berechnung der für die Einrüstung 
des Fließbandes, d. h. der Aufrüstung von der fiktiven Produktart 0, und für die Ausrüstung, 
d. h. der Abrüstung auf die fiktive Produktart 0, zu berücksichtigenden Zeiten gesondert er-
folgen muß, da kein Bezug zu dem „Zeitpunkt des Eintreffens der Vorgängerproduktart bzw. 
Nachfolgerproduktart 0 in der Station m“ hergestellt werden kann.  
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Für jede Station m gilt wiederum: die erste Einheit von j darf relativ zu dem Zeitpunkt des 
Eintreffens der letzten Einheit von i erst dann eintreffen, wenn die Stückbearbeitungszeit von 
i,  mid , und die Umrüstungszeit von i auf j, 
m
ijt , abgeschlossen sind. 
 
Die Zeit eijt  berechnet sich jeweils wie folgt: 
 
{ } ji-jiMmtdt mijmieij ¹=Î+= ,1I)1(1,,max  (2.7.1)  
 
 
Relativ zu ihrem jeweiligen Auflegezeitpunkt erreichen die erste Einheit der Nachfolgerpro-
duktart und die letzte Einheit der Vorgängerproduktart aufgrund der konstanten Bandge-
schwindigkeit den Zeitpunkt des Bandverlassens gleich schnell. Demnach entsprechen die 
Loswechselzeiten ijt  den Zeiten 
e
ijt : 
 
ji-j-itt eijij ¹=== ,1I)1(1,1I)1(1,  (2.7.2)   
 
 
Da die Produktart 0 keine Bearbeitungszeit hat, ,,00 Mmd
m Î=  muß bei der Berechnung 
des frühestmöglichen Einlastungszeitpunktes der auf die fiktive Anfangsproduktart 0 folgen-
den Produktart j in jeder Station m nur sichergestellt werden, daß vor Eintreffen der ersten 
Einheit von j der Umrüstvorgang von 0 auf j abgeschlossen ist, wobei die Zeit, welche die 
erste Einheit von j zum Erreichen von m benötigt, wiederum mit der Umrüstzeit verrechnet 
werden kann.  
 
( ) 1I)1(1,
M
1max 00 -jMmv
Lmtt mj
e
j =þ
ý
ü
î
í
ì Î×
-
-=  (2.8.1) 
  
 
Die Bandlänge L dividiert durch die konstante Bandgeschwindigkeit v ergibt die von einer 
Produkteinheit benötigte Zeit, um das Band zu durchlaufen. Multipliziert mit dem Anteil    
(m-1)/M wird also für jede Station Mm Î  beschrieben, wie lange die gerade betrachtete Pro-
dukteinheit bis zum Erreichen der Station m benötigt. Wenn das Durchlaufen einer Station 
genau einem Auflegeintervall einer Produktart i entspricht, dann sind 
( ) icmv
Lm
×-×
- 1und
M
)1(  identisch. Da 0³mijt , kann wegen m=1 der Maximumausdruck 
nie negativ werden. 
 
Bei der Berechnung der Zeit, welche zwischen dem Zeitpunkt des Beginns der Einrüstung des 
Fließbandes und dem Zeitpunkt des Bandverlassens der ersten Einheit der zuerst aufgelegten 
Produktart j liegt, jt0 , muß zu der gemäß (2.8.1) berechneten Zeit 
e
jt0  diejenige Zeit 
hinzugerechnet werden, welche die Einheit für das Durchlaufen des Bandes benötigt, d. h. 
v
L .  
jt0  berechnet sich demnach wie folgt: 
 
1I)1(1,00 -jv
Ltt e jj =+=  (2.8.2)  
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Analog wird die zwischen der Auflegung der letzten Einheit der Vorgängerproduktart i und 
der „Einlastung“ der fiktiven Endproduktart 0 liegende Zeit wie folgt berechnet: 
 
( ) 1I)1(1,
M
1max 00 -iMmtdv
Lmt mi
m
i
e
i =þ
ý
ü
î
í
ì Î++×
-
=  (2.9.1) 
 
 
Bei der Berechnung der Zeit, welche zwischen dem Zeitpunkt des Bandverlassens der letzten 
Einheit der zuletzt aufgelegten Produktart i und dem Zeitpunkt des Abschlusses der Ausrü-
stung des Fließbandes liegt, 0it , muß von der gemäß (2.9.1) berechneten Zeit 
e
it 0  diejenige 
Zeit abgezogen werden, welche die Einheit für das Durchlaufen des Bandes benötigt, d. h. 
wiederum 
v
L . 0it  berechnet sich demnach wie folgt: 
1I)1(1,00 -iv
Ltt eii =-=   (2.9.2)  
 
Bei der Ausrüstung ist es im Extremfall möglich, daß 0it  einen negativen Wert annimmt, d. 
h., daß die Ausrüstung des Bandes abgeschlossen ist, bevor die letzte Einheit von i das Band 
verlassen hat. Dies tritt nur dann ein, wenn in der letzten Station M die nach Bearbeitungs-
ende zum Durchlaufen der Station benötigte Zeit größer als die Ausrüstzeit in M ist, und auch 
in allen anderen Stationen die Umrüstvorgänge bereits vor Bandverlassen der Einheit abge-
schlossen sind, d. h., wenn gilt: ( ) Mmd
v
Lmt mii Î-×
-
< ,m0 M
1-M .  
 
 
b) Kontinuierlicher Transport ohne Bandleerlauf bei starren relativen räumlichen 
Stationsgrenzen 
 
In dem Produktionssystem, das durch kontinuierlichen Transport und starre relative räumliche 
Stationsgrenzen charakterisiert ist, erfolgt die Anpassung an die produktartenindividuellen 
Auflegeintervalle mittels entsprechender Regulierung der Bandgeschwindigkeit. Anders als in 
den im Abschnitt 2.3.1.3.1 betrachteten Produktionssituationen mit Bandleerlauf wird nun 
unterstellt, daß sich Einheiten verschiedener Produktarten gleichzeitig in unterschiedlichen 
Stationen zur Bearbeitung auf dem Fließband befinden können.  
 
Zunächst muß für eine konkrete Produktlosfolge untersucht werden, ob eine Bandgeschwin-
digkeitsumstellung während des laufenden Bearbeitungs- bzw. Umrüstungsvollzugs über-
haupt zulässig ist, da die Bandgeschwindigkeitsumstellung analog zu den zuvor beschriebe-
nen Situationen nur dann zulässig sein kann, wenn die Bearbeitung der Vorgängerproduktart 
und die Umrüstung auf die Nachfolgerproduktart in jeder Station abgeschlossen sind, bevor 
die erste Einheit der Nachfolgerproduktart in der betrachteten Station eintrifft. Hierzu wird 
ermittelt, wie viele Produkteinheiten in welchen Stationen von einer Anpassung der Bandge-
schwindigkeit bei einem Loswechsel betroffen sind, und für den Fall, daß verschiedene Zeit-
punkte einen Bandgeschwindigkeitswechsel während des laufenden Fertigungsprozesses zu-
lassen, hieraus der frühestmögliche gewählt.  
 
Diese Form der Berechnung ist nur dann erforderlich, wenn die Auflegeintervalle aufeinan-
derfolgender Produktarten unterschiedlich sind. Sind die Auflegeintervalle aufeinanderfol-
gender Produktarten hingegen gleich, muß keine Veränderung der Bandgeschwindigkeit vor-
genommen werden. 
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Loswechsel bei Produktarten mit gleichem Auflegeintervall  
 
Ohne die Notwendigkeit, die Bandgeschwindigkeit zu ändern, erfolgt die Berechnung der 
Loswechselzeiten analog zu der zuvor betrachteten Produktionssituation des kontinuierlichen 
Transports, ohne Bandleerlauf und flexibler relativer räumlicher Stationsgrenzen, da lediglich 
berücksichtigt werden muß, daß in jeder Station sowohl die Bearbeitung der Vorgängerpro-
duktart i als auch die Umrüstung von i auf die Nachfolgerproduktart j vor Eintreffen der er-
sten Einheit von j abgeschlossen sind. 
 
Die Zeit  eijt  und die Loswechselzeit  ijt  berechnet sich jeweils wie folgt: 
 
{ } ji-jiMmtdt mijmieij ¹=Î+= ,1I)1(1,,max  (2.10.1) 
ji-j-itt eijij ¹=== ,1I)1(1,1I)1(1,  (2.10.2)   
  
 
Da in dieser Produktionssituation die Verweildauer in Station m für jede Produktart i bzw. j 
dem Auflegeintervall von i bzw. j entspricht,  sind ( )1und
M
)1(
-×
- mc
v
Lm
i  bzw. ( )1-mc j  
identisch.  
 
( )
þ
ý
ü
î
í
ì Î×
-
-= Mm
v
Lmtt mj
e
j M
1max 00  
  ( ){ } 1I)1(1,1max 0 -jMmmct jmj =Î--=  (2.11.1) 
1I)1(1,00 -jv
Ltt e jj =+=  (2.11.2)  
 
( )
þ
ý
ü
î
í
ì Î++×
-
= Mmtd
v
Lmt mi
m
i
e
i 00 M
1max  (2.12.1) 
  ( ){ } 1I)1(1,1max 0 -iMmtdmc mimii =Î++-=  
1I)1(1,00 -iv
Ltt eii =-=   (2.12.2)  
 
  
Loswechsel von einer Produktart mit kleinerem auf eine Produktart mit größerem Auflegein-
tervall 
 
Folgt auf eine Produktart i eine Produktart j mit relativ zu i größerem Auflegeintervall, muß 
die auf das Auflegeintervall der Produktart i abgestimmte Bandgeschwindigkeit iv  auf die auf 
das Auflegeintervall von j abgestimmte Bandgeschwindigkeit jv  reduziert werden, und zwar 
in dem Moment der Einlastung von j.  
 
Für die Bestimmung des Einlastungszeitpunktes von j wird berücksichtigt, daß die letzte Ein-
heit der Vorgängerproduktart i diejenigen Stationen, in welchen sie vor der Bandgeschwin-
digkeitsumstellung bearbeitet wird, schneller als die erste Einheit der Nachfolgerproduktart j 
erreicht und durchläuft. Bezeichnet 'm  die letzte Station, welche die letzte Einheit der Vor-
gängerproduktart i vor der Bandgeschwindigkeitsreduzierung, d. h. vor der Einlastung von j, 
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durchläuft, muss für die bereits aus den zuvor betrachteten Produktionssituationen bekannte 
Verrechnung der Umrüstzeiten hier bedacht werden, daß die Taktzeitdifferenz nur aus den 
Stationen 'mm £  verrechnet werden kann. Zunächst werden die möglichen Zeitpunkte der 
Auflegung der Nachfolgerproduktart j in Abhängigkeit von Station 'm  bestimmt.  
 
Die folgende Abbildung 2.2 veranschaulicht anhand eines konkreten Beispiels, daß die letzte 
Einheit von i zum Erreichen jeder Station 'mm £  weniger Zeit benötigt als die erste Einheit 
von j, und daß jede Station 'mm >  relativ zu dem Zeitpunkt des Erreichens der Station 
1'+= mm  von beiden Einheiten gleich schnell erreicht wird. Die Abbildung zeigt eine Linie 
mit fünf Stationen, M=5, auf der von einer Produktart i mit einer Taktzeit von 
]ZE/ME[ 5=ic  auf eine Produktart j mit einer Taktzeit von ]ZE/ME[ 10=jc  gewechselt 
wird, wobei eine Bandgeschwindigkeitsreduzierung von ]LE/ZE[ 4v =i  auf ]LE/ZE[ 2v =j  
in dem Moment vorgenommen wird, in dem die letzte Einheit von i die vierte Station erreicht, 
d. h. 3'=m : 
 
m=1 m=2 m=3
Auflegung der letzten Einheit der Produktart i zum Zeitpunkt 0 
m=4 m=5
Bandgeschwindigkeitsumstellung = 
Erreichen der Station m,
[ZE] 35)'M(' =-×+× mcmc ji
Bandverlassen nach
m=1 m=2 m=3 m=4 m=5
Erreichen der Station m,
[ZE] 50)'M(' =-×+× mcmc jj
'mm £ 'mm >
]ZE[ 15'nach,41' =×=+= mcmm i
Auflegung der ersten Einheit der Produktart j zum Zeitpunkt 0
Bandverlassen nach
]ZE[30'nach,41' =×=+= mcmm j
 
Abbildung 2.2:  Loswechsel von einer Produktart mit kleinerem auf eine Produktart mit 
größerem Auflegeintervall 
 
 
In Abhängigkeit von 'm  soll ( )'mt eij  die zwischen dem Auflegezeitpunkt der letzten Einheit 
von i und dem Auflegezeitpunkt der ersten Einheit von j liegende Zeit beschreiben, die sich 
dann ergibt, wenn die Bandgeschwindigkeit genau in dem Moment umgestellt wird, in dem 
die letzte Einheit von i die Station 'm  durchlaufen hat bzw. 'm +1 erreicht. 
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Für jedes 'm  sind die zugehörigen ( )'mt eij  wie folgt zu berechnen: 
 
( ) jcicIjiMmmcmt i
e
ij <ÎÎ×= ,,,',''  (2.13) 
 
 
Nun ist zu prüfen, ob eine oder mehrere Stationen 'm  existieren, die sowohl die Bearbeitung 
der letzten Einheit der Vorgängerproduktart i als auch die Umrüstung  von i auf j in jeder Sta-
tion vor Eintreffen der ersten Einheit der Nachfolgerproduktart j gewährleisten. Damit 'm  
zulässig ist, müssen jeweils die folgenden Ungleichungen erfüllt sein:  
 
( ) ( ) ( )
( )
jcicIji
mmmtmcmctd
mmmtmctdmc
e
ijji
m
ij
m
i
e
ijj
m
ij
m
ii
<Î
>£×-×+
££-+-
+
-+
,,
,','''
und
,','11
  (2.14) 
 
 
In jeder Station Mm Î  muß gewährleistet sein, daß vor dem Eintreffen der ersten Einheit 
von j die letzte Einheit von i fertig bearbeitet, ,mid  sowie die Umrüstung von i auf j abge-
schlossen ist, mijt , und: 
- in der ersten Ungleichung: das Erreichen jeder Station 'mm £  für die letzte Einheit von i 
schneller als für die erste Einheit von j geht.  
- in der zweiten Ungleichung: das Erreichen jeder Station 'mm >  von den unterschiedli-
chen Auflegeintervallen bis zu der Station 'm  beeinflußt wird; da relativ zu dem Zeitpunkt 
des Erreichens der Station 'm +1 die beiden Einheiten aufgrund der angepaßten Bandge-
schwindigkeit zum Erreichen jeder Station 'mm >  gleich lang benötigen, ( ) jcmm ×- ' , 
muß diese Zeit in der Ungleichung nicht erfaßt werden. 
  
 
Die Taktzeitunterschiede zusammenfassend wird (2.14) wie folgt umformuliert: 
 
( ) ( ) ( )
( ) ( )
jcicIji
mmmtmcctd
mmmtmcctd
e
ijij
m
ij
m
i
e
ijij
m
ij
m
i
<Î
>£×-
££-×-
-+
-+
,,
,',''
und
,','1
  (2.15.1) 
 
Die beiden Ungleichungen zu einer Ungleichung zusammenfassend wird (2.15.1) wie folgt 
umformuliert: 
 
 
( ) ( ){ } ( )
jcicIji
Mmmtmmcctd eijij
m
ij
m
i
<Î
Î£-×--+
,,
,,'',1min
  (2.15.2) 
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Existieren ein oder mehrere 'm , welche die Bedingungen (2.15.2) für alle Mm Î  erfüllen, 
bestimmt hiervon wegen (2.13) das kleinste 'm  die Zeit eijt :  
( )
( ) ( ){ } ( )
ji
e
ijij
m
ij
m
i
e
ij
e
ij
ccIji
Mmmmtmmcctdmm
mtt
<Î
Î£-×-=
=
þý
ü
îí
ì -+
,,
,',,'',1min'min*
,*
 (2.16.1)  
 
Für die Berechnung der Loswechselzeiten ijt  muß ausgehend von den gemäß (2.16.1) 
bestimmten eijt  berücksichtigt werden, daß die erste Einheit von der Produktart j alle Statio-
nen mit der relativ zu der Bandgeschwindigkeit iv  langsameren Bandgeschwindigkeit jv  
durchläuft, d. h. 
jv
L   benötigt. Die letzte Einheit von der Produktart i hingegen durchläuft das 
Band bis zu der Station *m  noch mit der schnelleren  Bandgeschwindigkeit iv , und die hinter 
*m  liegenden Stationen mit der Bandgeschwindigkeit jv , d. h. benötigt insgesamt  
( )
M
*M
M
* m
v
Lm
v
L
ji
-
×+×  Zeiteinheiten dafür.  
Die Loswechselzeiten ijt  berechnen sich demnach wie folgt: 
jvivjcicIji
m
v
L
v
Lt
m
v
Lm
v
Lt
m
v
Lm
v
L
v
Ltt
ij
e
ij
ij
e
ij
jij
e
ijij
><Î×÷
÷
ø
ö
ç
ç
è
æ
-+=
×-÷
ø
ö
ç
è
æ --+=
÷
÷
ø
ö
ç
ç
è
æ -
×+×-+=
,,,,
M
*
M
*
M
*M1
M
*M
M
*
 (2.16.2) 
 
  
Existiert kein 'm , welches die Bedingungen (2.15.1) für alle Mm Î  erfüllt, erfolgt die 
Ermittlung der eijt  und der ijt  analog zu dem Fall mit Bandleerlauf und Umrüstungsbeginn in 
den einzelnen Stationen zum jeweils frühestmöglichen Zeitpunkt (vgl. (2.6.1) und (2.6.2) in 
Abschnitt 2.3.1.3.1).  
 
 
Loswechsel von einer Produktart mit größerem auf eine Produktart mit kleinerem Auflegein-
tervall 
 
Folgt auf eine Produktart i eine Produktart j mit relativ zu i kleinerem Auflegeintervall, kann 
die Bandgeschwindigkeit entsprechend des kleineren Auflegeintervalls erhöht werden, sobald 
die letzte Einheit der Vorgängerproduktart i die Bearbeitung in der letzten Station beendet hat. 
Aus Vereinfachungsgründen wird jedoch angenommen, daß die Umstellung der Bandge-
schwindigkeit erst nach dem vollständigen Durchlaufen der letzten Einheit der Vorgängerpro-
duktart i der letzten Station erfolgen kann. Mit der Einlastung der Nachfolgerproduktart j 
kann jedoch schon früher begonnen werden, sofern die immer zu beachtenden Zulässigkeits-
bedingungen in jeder Station erfüllt sind. Werden von der Nachfolgerproduktart j bereits vor 
der Bandgeschwindigkeitsumstellung Einheiten aufgelegt, müssen die zeitlichen Abstände 
zwischen den Einheiten so bemessen werden, als ob von Anfang an mit der schnelleren Band-
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geschwindigkeit gefahren worden wäre, damit es nach der Bandgeschwindigkeitsumstellung 
nicht zu Arbeitsüberlastungen in den Stationen kommen kann. In diesem Fall beschreibt 'm   
die letzte Station, welche die erste Einheit der Nachfolgerproduktart j vor der Bandgeschwin-
digkeitsumstellung durchläuft. Für die Bestimmung des Einlastungszeitpunktes der Nachfol-
gerproduktart j muß also berücksichtigt werden, daß die erste Einheit von j diejenigen zu dem 
Zeitpunkt der Bandgeschwindigkeitsveränderung noch vor ihr liegenden Stationen schneller 
als die letzte Einheit der Vorgängerproduktart erreicht und durchläuft.  
 
Analog zu dem zuvor betrachteten Fall des Produktwechsels von einer Produktart mit kleine-
rem auf eine Produktart mit größerem Auflegeintervall, werden in dem hier betrachteten Fall 
des Produktwechsels von einer Produktart mit größerem auf eine Produktart mit kleinerem 
Auflegeintervall zunächst die möglichen Zeitpunkte der Auflegung der Nachfolgerproduktart 
j in Abhängigkeit von den Stationen 'm  bestimmt.  
Die folgende Abbildung 2.3 veranschaulicht anhand eines konkreten Beispiels, daß die letzte 
Einheit von i zum Erreichen jeder Station 'mm £  genauso viel Zeit benötigt wie die erste 
Einheit von j, und daß jede Station 'mm >  relativ zu dem Zeitpunkt des Erreichens der Sta-
tion 1'+m  von der ersten Einheit der Produktart j schneller erreicht wird als von der letzten 
Einheit der Produktart i. Die Abbildung zeigt eine Linie mit fünf Stationen, M=5, auf der von 
einer Produktart i mit einer Taktzeit von ]ZE/ME[ 10=ic  auf eine Produktart j mit einer 
Taktzeit von ]ZE/ME[ 5=jc  gewechselt wird, wobei eine Erhöhung der Bandgeschwindig-
keit von ]LE/ZE[ 2v =i  auf ]LE/ZE[ 4v =j  in dem Moment vorgenommen wird, in dem die 
erste Einheit von j die vierte Station erreicht, d. h. 3'=m : 
 
m=1 m=2 m=3 m=4 m=5
[ZE] 40)'M(' =-×+× mcmc ji
m=1 m=2 m=3 m=4 m=5
[ZE] 50)'M(' =-×+× mcmc ii
'mm £ 'mm >
ZE][ 30'nach,41' =×=+= mcmm i
]ZE[ 30'nach,41' =×=+= mcmm i
Auflegung der letzten Einheit der Produktart i zum Zeitpunkt 0 
Auflegung der ersten Einheit der Produktart j zum Zeitpunkt 0
Bandgeschwindigkeitsumstellung = 
Erreichen der Station m,
Bandverlassen nach
Erreichen der Station m,
Bandverlassen nach
 
Abbildung 2.3:  Loswechsel von einer Produktart mit größerem auf eine Produktart mit 
kleinerem Auflegeintervall 
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In Abhängigkeit von 'm  soll ( )'mt eij  die zwischen dem Auflegezeitpunkt der letzten Einheit 
von i und dem Auflegezeitpunkt der ersten Einheit von j liegende Zeit beschreiben, die sich 
dann ergibt, wenn die Bandgeschwindigkeit genau in dem Moment umgestellt wird, in dem 
die erste Einheit von j die Station 'm  durchlaufen hat bzw. 'm +1 erreicht. 
Für jedes 'm  sind die zugehörigen ( )'mt eij  wie folgt zu berechnen: 
 
( ) jcicIjiMmmcmt i
e
ij >ÎÎ-×=÷ø
öç
è
æ ,,,','M'  (2.17) 
 
Der relative Abstand des Einlastungszeitpunktes der Nachfolgerproduktart j zu dem Auflege-
zeitpunkt der letzten Einheit der Vorgängerproduktart i umfaßt den Zeitraum, welchen die 
letzte Einheit zum Durchlaufen aller Stationen benötigt, d. h. ic×M , abzüglich desjenigen 
Zeitraums, welchen sich die erste Einheit von j schon mit der dem Auflegeintervall von i ent-
sprechenden Bandgeschwindigkeit auf dem Band in Bearbeitung befindet, icm ×' .  
 
Nun ist wiederum zu prüfen, ob eine oder mehrere Stationen 'm  existieren, die sowohl die 
Bearbeitung der letzten Einheit der Vorgängerproduktart i als auch die Umrüstung  von i auf j 
in jeder Station vor Eintreffen der ersten Einheit der Nachfolgerproduktart j gewährleisten. 
Damit 'm  zulässig ist, müssen jeweils die folgenden Ungleichungen erfüllt sein:  
 
( ) ( )
jcicIji
mmmtmcmcmctdmc
mmmttd
e
ijjij
m
ij
m
ii
e
ij
m
ij
m
i
>Î
>£×+×--×-+-×
££
÷
ø
öç
è
æ+
÷
ø
öç
è
æ+
,,
,','''11
und
,','
 (2.18) 
  
 
In jeder Stationen MmÎ  muß gewährleistet sein, daß vor dem Eintreffen der ersten Einheit 
von j die letzte Einheit von i fertig bearbeitet, ,mid  sowie die Umrüstung von i auf j abge-
schlossen ist, mijt , und: 
- in der ersten Ungleichung: es ist keine weitere Berücksichtigung erforderlich, da die be-
trachteten Produkteinheiten jede Station 'mm £  vor der Bandgeschwindigkeitsumstellung 
gleich schnell erreichen. 
- in der zweiten Ungleichung: es muß berücksichtigt werden, daß die letzte Einheit der Vor-
gängerproduktart i relativ zu dem Zeitpunkt des Erreichens der Station 'm +1 bis zum 
Erreichen jeder Station 'mm >  länger als die erste Einheit von j benötigt. Zum besseren 
Verständnis sind die einzelnen Summanden in (2.18) auseinandergezogen. Es werden die 
Zeiten, welche die Produkteinheiten jeweils bis zu dem Erreichen der Station m benötigen, 
wenn sie durchgängig bis m mit einer ihrem Auflegeintervall entsprechenden Bandge-
schwindigkeit transportiert werden, ( )1-mci  bzw. ( )1-mc j , in dem Umfang der bis zu 
der Station 'm  berechneten Unterschiede korrigiert, 'mci ×  bzw. 'mc j × , da die 
Produkteinheiten bis zu allen Stationen 'mm £   mit derselben Bandgeschwindigkeit 
befördert werden und somit relativ zu ihrem Auflegezeitpunkt dieselbe Zeit zum Errei-
chen von 'm  benötigen, 'mci × .  
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Die Taktzeitunterschiede zusammenfassend wird (2.18) wie folgt umformuliert: 
 
( )
( ) ( ) ( )
jcicIji
mmmtmmcctd
mmmttd
e
ijij
m
ij
m
i
e
ij
m
ij
m
i
>Î
>£--×-
££
-+
+
,,
,',''1
und
,','
 (2.19.1) 
 
 
Die beiden Ungleichungen zu einer Ungleichung zusammenfassend wird (2.19.1) wie folgt 
umformuliert: 
 
 
( ) ( ){ } ( )
jcicIji
Mmmtmmcctd eijij
m
ij
m
i
>Î
Î£--×--+
,,
,,''1,0max
  (2.19.2) 
 
Existieren ein oder mehrere 'm , welche die Bedingungen (2.19.2) für alle Mm Î  erfüllen, 
bestimmt hiervon (wegen 2.17) das größte 'm  die Zeit eijt : 
( )
( ) ( ){ } ( ){ }
ji
e
ijij
m
ij
m
i
e
ij
e
ij
ccIji
Mmmmtmmcctdmm
mtt
>Î
Î£--×--+=
=
  ,,
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,*
 (2.20.1)  
 
 
Für die Berechnung der Loswechselzeiten ijt  muß ausgehend von den gemäß (2.20.1) 
bestimmten eijt  berücksichtigt werden, daß die erste Einheit von der Produktart j das Band bis 
zu der Station *m  noch mit der langsameren  Bandgeschwindigkeit iv , und die hinter *m  
liegenden Stationen mit der schnelleren Bandgeschwindigkeit jv  durchläuft, d. h. insgesamt  
( )
M
*M
M
* m
v
Lm
v
L
ji
-
×+×  benötigt. Die letzte Einheit von der Produktart i hingegen durchläuft 
alle Stationen mit der relativ zu der Bandgeschwindigkeit jv  langsameren Bandgeschwindig-
keit iv , d. h. benötigt 
iv
L   Zeit dafür.  
 
Die Loswechselzeiten ijt  berechnen sich demnach wie folgt: 
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Existiert kein 'm , welches die Bedingungen (2.19.1) für alle Mm Î  erfüllt, erfolgt die 
Ermittlung der eijt  und der ijt  analog zu dem Fall mit Bandleerlauf und Umrüstungsbeginn in 
den einzelnen Stationen zum jeweils frühestmöglichen Zeitpunkt (vgl. (2.6.1) und (2.6.2) in 
Abschnitt 2.3.1.3.1).  
 
 
2.3.1.4 Intermittierender Transport 
 
Analog zum kontinuierlichen Transport besteht auch beim intermittierenden Transport die 
Möglichkeit, das Band erst leerlaufen zu lassen und den Takt der intermittierenden Fortbewe-
gung entsprechend der produktartenindividuellen Taktzeiten zu regulieren, oder aber, mit dem 
Ziel, auch bei nicht einheitlichem Auflegeintervall aufeinanderfolgender Produktarten unnö-
tige Leerzeiten zu vermeiden, eine Anpassung des getakteten Fortbewegens nach dem lang-
sameren Takt der sich gleichzeitig zur Bearbeitung auf dem Band befindenden Produktarten 
vorzunehmen.  
 
Die jeweils einschlägigen Berechnungen des kontinuierlichen Transports finden in modifi-
zierter Form entsprechend Anwendung für den intermittierenden Transport. Die Modifikation 
basiert auf der Annahme, daß mit den Umrüstarbeiten in den Stationen erst begonnen werden 
kann, wenn die letzte Produkteinheit der Vorgängerproduktart ruckartig weiterbewegt wurde, 
anstatt nach eventuell zeitlich früher eintretendem Bearbeitungsende. In jeder Station muß 
demzufolge statt der Bearbeitungszeit der Vorgängerproduktart i, mid , jeweils die Länge ei-
nes vollen Auflegeintervalls von i, ic , berücksichtigt werden. 
 
 
2.3.1.4.1 Intermittierender Transport mit Bandleerlauf 
 
In der Situation des intermittierenden Transports mit Bandleerlauf kann eine analoge Diffe-
renzierung wie im Abschnitt 2.3.1.3.1 vorgenommen werden.  
 
 
a) Umrüstungsbeginn in jeder Station nach Bandverlassen der Vorgängerpro-
duktart 
 
Der frühestmögliche Zeitpunkt der Auflegung der Nachfolgerproduktart j relativ zu dem Zeit-
punkt des Auflegens der letzten Einheit der Vorgängerproduktart i berechnet sich in der Pro-
duktionssituation des Umrüstungsbeginns in jeder Station nach Bandverlassen der Vorgän-
gerproduktart analog zu der Situation bei kontinuierlichem Transport (vgl. (2.5.1) und (2.5.2) 
in Abschnitt 2.3.1.3.1).  
 
e
ijt  und ijt  berechnen sich demnach gemäß: 
 
( ){ } jiIjiMmmctct jmijieij ¹ÎÎ--+×= ,,,1maxM  (2.21.1) 
( ) jiIjicctt ijijij ¹Î×= -+ ,,,Me  (2.21.2) 
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b) Umrüstungsbeginn in jeder Station zu dem frühestmöglichen Zeitpunkt 
 
In der Produktionssituation des Umrüstungsbeginns in jeder Station zum frühestmöglichen 
Zeitpunkt findet ebenfalls analog die im Abschnitt 2.3.1.3.1 aufgezeigte Berechnung (2.6.1) 
Anwendung, wobei die Zeit eijt  gegenüber (2.6.1) aufgrund der eingangs des Abschnitts 
2.3.1.4 getroffenen Annahme, daß mit den Umrüstarbeiten erst begonnen werden kann, wenn 
die letzte Produkteinheit der Vorgängerproduktart ruckartig weiterbewegt wurde, leicht modi-
fiziert werden muß. Demnach wird anstelle der Stationsbearbeitungszeit jeweils die Länge 
eines vollen Auflegeintervalls berücksichtigt. 
e
ijt  und ijt  berechnen sich demnach gemäß: 
 
( )( ){ }{ } jiIjiMmmccctct ijimijieij ¹ÎÎ---+×= ,,,1maxMmax ,   (2.22.1) 
( ) jiIjicctt ijijij ¹Î×= -+ ,,,Me  (2.22.2) 
 
 
2.3.1.4.2 Intermittierender Transport ohne Bandleerlauf 
 
Da die relativen räumlichen Stationsgrenzen in dem Produktionssystem mit intermittierendem 
Transport starr sind, entfällt eine analoge Betrachtung zu dem Produktionssystem des konti-
nuierlichen Transports ohne Bandleerlauf bei flexiblen relativen räumlichen Stationsgrenzen. 
Hingegen besteht jedoch eine Analogie zu den vorgenommenen Differenzierungen in dem 
Produktionssystem des kontinuierlichen Transports ohne Bandleerlauf bei starren relativen 
räumlichen Stationsgrenzen.  
 
Sowohl für den Fall des Loswechsels bei Produktarten mit gleichem Auflegeintervall, als 
auch für die beiden Fälle des Loswechsels von einer Produktart mit kleinerem auf eine Pro-
duktart mit größerem Auflegeintervall et vice versa, finden die Berechnungen der Loswech-
selzeiten in Abschnitt 2.3.1.3.2 unter Berücksichtigung der beschriebenen Modifikation (An-
rechnung eines vollen Auflegeintervalls anstelle der Stationsbearbeitungszeit) analog Anwen-
dung. Diesbezügliche Ausführungen finden auch bei der in diesem Abschnitt  betrachteten 
Situation des intermittierenden Transports Anwendung und werden im folgenden nicht wie-
derholt.  
 
 
Loswechsel bei Produktarten mit gleichem Auflegeintervall  
 
Analog zu den Berechnungen in (2.10.1)-(2.12.2) werden eijt  und ijt  wie folgt ermittelt: 
 
{ } ji-jiMmtct mijieij ¹=Î+= ,1I)1(1,,max  (2.23.1) 
ji-j-itt eijij ¹=== ,1I)1(1,1I)1(1,  (2.23.2)   
  
( ){ } 1I)1(1,1max 00 -jMmmctt jmje j =Î--=  (2.24.1) 
1I)1(1,00 -jv
Ltt e jj =+=  (2.24.2)  
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{ } 1I)1(1,max 00 -iMmtmct miiei =Î+×=  (2.25.1) 
1I)1(1,00 -iv
Ltt eii =-=   (2.25.2)  
 
 
Loswechsel von einer Produktart mit kleinerem auf eine Produktart mit größerem Auflegein-
tervall 
 
Analog zu (2.13) sind für jedes 'm  die zugehörigen ( )'mt eij  wie folgt zu berechnen: 
( ) jcicIjiMmmcmt i
e
ij <ÎÎ×= ,,,',''  (2.26) 
 
Analog zu (2.14) bzw. (2.15.1), (2.15.2) ist wiederum zu prüfen, ob eine oder mehrere Statio-
nen 'm  existieren, die sowohl die Bearbeitung der letzten Einheit der Vorgängerproduktart i 
als auch die Umrüstung von i auf j in jeder Station vor Eintreffen der ersten Einheit der Nach-
folgerproduktart j gewährleisten. Damit 'm  zulässig ist, müssen jeweils die folgenden Unglei-
chungen erfüllt sein:  
   
( ) ( ) ( )
( ) ( )
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mmmtmcctc
mmmtmcctc
e
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m
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e
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 (2.27.1) 
 
Die beiden Ungleichungen zu einer Ungleichung zusammenfassend wird (2.27.1) wie folgt 
umformuliert: 
 
 
( ) ( ){ } ( )
jcicIji
Mmmtmmcctc eijij
m
iji
<Î
Î£-×--+
,,
,,'',1min
  (2.27.2) 
 
 
Existieren ein oder mehrere 'm , welche die Bedingungen (2.27.2) für alle Mm Î  erfüllen, 
bestimmt hiervon analog zu (2.16.1) das kleinste 'm  die Zeit eijt . Auch die Loswechselzeit ijt  
berechnet sich ausgehend von eijt  analog zu (2.16.2): 
 
( )
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  (2.28.1)  
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Existiert kein 'm , welches die Bedingungen (2.27.1) für alle Mm Î  erfüllt, erfolgt die 
Ermittlung der eijt  und der ijt  analog zu dem Fall mit Bandleerlauf und Umrüstungsbeginn 
zum jeweils frühestmöglichen Zeitpunkt (vgl. (2.22.1) und (2.22.2) in Abschnitt 2.3.1.4.1).  
 
Loswechsel von einer Produktart mit größerem auf eine Produktart mit kleinerem Auflegein-
tervall 
 
Analog zu (2.17) sind für jedes 'm  die zugehörigen ( )'mt eij  wie folgt zu berechnen: 
 
( ) ( ) jcicIjiMmmcmt i
e
ij >ÎÎ-×= ,,,','M'  (2.29) 
 
 
Analog zu (2.18) bzw. (2.19.1), (2.19.2) ist zu prüfen, ob zulässige Stationen 'm  existieren: 
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Die beiden Ungleichungen zu einer Ungleichung zusammenfassend wird (2.30.1) wie folgt 
umformuliert: 
 
 
( ) ( ){ } ( )
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Mmmtmmcctc eijij
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  (2.30.2) 
 
 
Existieren ein oder mehrere 'm , welche die Bedingungen (2.30.2) für alle Mm Î  erfüllen, 
bestimmt hiervon analog zu (2.20.1) das größte 'm  die Zeit eijt . Auch die Loswechselzeit ijt  
berechnet sich ausgehend von eijt  analog zu (2.20.2): 
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Existiert kein 'm , welches die Bedingungen (2.30.1) für alle Mm Î  erfüllt, erfolgt die 
Ermittlung der eijt  und der ijt  analog zu dem Fall mit Bandleerlauf und Umrüstungsbeginn 
zum jeweils frühestmöglichen Zeitpunkt (vgl. (2.22.1) und (2.22.2)  in Abschnitt 2.3.1.4.1).  
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2.3.1.5 Tabellarische Zusammenfassung der Loswechselzeiten 
 
 
Generell:  Iict iii Î= ,  
ijt  
Kontinuierlich 
Umrüstungsbeginn grundsätzlich nach 
Bearbeitung von i  
Intermittierend 
Umrüstungsbeginn grundsätzlich nach 
vollem Auflegeintervall von i 
mit Bandleerlauf (immer starre relative räumliche Stationsgrenzen) 
Umrüstungs-
beginn nach 
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flexible rel. 
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…(nächste Seite) 
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ijt  
Kontinuierlich 
Umrüstungsbeginn grundsätzlich nach Bear-
beitung von i  
Intermittierend 
Umrüstungsbeginn grundsätzlich nach 
vollem Auflegeintervall von i 
starre rel. räumliche Stationsgrenzen 
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ijt  
Kontinuierlich 
Umrüstungsbeginn grundsätzlich nach Bear-
beitung von i  
Intermittierend 
Umrüstungsbeginn grundsätzlich nach vol-
lem Auflegeintervall von i 
 Sonst: ermittle die zugehörigen eijt  und ijt  ana-
log zu der Situation mit Bandleerlauf und Umrü-
stungsbeginn zum frühestmöglichen Zeitpunkt 
Sonst: ermittle die zugehörigen eijt  und ijt  ana-
log zu der Situation mit Bandleerlauf und Umrü-
stungsbeginn zum frühestmöglichen Zeitpunkt 
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Sonst: ermittle die zugehörigen eijt  und ijt  ana-
log zu der Situation mit Bandleerlauf und Umrü-
stungsbeginn zum frühestmöglichen Zeitpunkt 
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Sonst: ermittle die zugehörigen eijt  und ijt  ana-
log zu der Situation mit Bandleerlauf und Umrü-
stungsbeginn zum frühestmöglichen Zeitpunkt 
Tabelle 2.2:   Tabellarische Zusammenfassung der Loswechselzeiten 
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2.3.2 Loswechselkosten 
 
Gemäß Annahme 19) fallen bei jedem Produktloswechsel reihenfolgeunabhängige- und rei-
henfolgeabhängige direkte Umrüstkosten an. Indirekte Umrüstkosten im Sinne von Opportu-
nitätskosten für die während der Umrüstzeit nicht zur Produkterstellung genutzten Betriebs-
mittel werden aus den in Annahme 19) beschriebenen Gründen nicht berücksichtigt. Die rei-
henfolgeabhängigen Umrüstkosten bestehen in den Arbeitskosten der Werker in den Statio-
nen, die reihenfolgeunabhängigen Umrüstkosten umfassen die für den Einsatz von Werkzeu-
gen, Betriebsstoffen etc. anfallen Kosten der Umrüstungen. Letztere haben bei der angenom-
menen Reihenfolgeunabhängigkeit naturgemäß hinsichtlich der Reihenfolgebestimmung 
keine Entscheidungsrelevanz. Da das VLSP jedoch nicht nur die Reihenfolge-, sondern auch 
die Losgrößenbestimmung zum Gegenstand hat, müssen aufgrund der Entscheidungsrelevanz 
im Kontext der integrierten Losgrößen- und Reihenfolgebestimmung auch die reihenfolge-
unabhängigen Umrüstkosten Berücksichtigung finden.  
 
 
Parameter 
 
ijc ....................... Loswechselkosten bei einem Loswechsel von Produktart i auf Produktart j, 
i,j=1(1)I-1, Ausrüstungskosten bei Produktionsende, j=0, i=1(1)I-1, Einrü-
stungskosten bei Produktionsbeginn, i=0, j=1(1)I-1, [GE] 
m
ijc ...................... Loswechselkosten in Station m bei einem Loswechsel von Produktart i auf 
Produktart j, i,j=1(1)I-1, Ausrüstungskosten der Station m bei Produktions-
ende, j=0, i=1(1)I-1, Einrüstungskosten der Station m bei Produktionsbe-
ginn, i=0, j=1(1)I-1, m=1(1)M, [GE] 
m
dk ...................... direkte Umrüstkosten in der Station m, m=1(1)M, [GE] 
m
wk ...................... Werkerlohnsatz in der Station m, m=1(1)M, [GE/ZE] 
 
 
Definitionsbereiche 
 
ijc   ³ 0, Iji Î,  
m
dk , 
m
wk   ³ 0,  m=1(1)M  
m
ijc   ³ 0, m=1(1)M, Iji Î,  
 
 
Berechnung der Loswechselkosten 
 
Analog zu den Umrüstzeiten IiMmt mii ÎÎ= ,,0 , sind auch keine Loswechselkosten zu 
berücksichtigen, wenn zwei Fertigungslose derselben Produktart aufeinander folgen  
 
Iimcmii Î== ,M)1(10,  (2.32) 
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Die Loswechselkosten mijc  je Umrüstung von der Produktart i auf die Produktart j in Station 
m, wobei ji ¹ , berechnen sich als Summe aus dem Produkt von Stationslohnsatz  mwk  und 
Umrüstzeit mijt  und den reihenfolgeunabhängigen Umrüstkosten 
m
dk  wie folgt: 
 
Ijijimktkc md
m
ij
m
w
m
ij Î¹=+×= ,,,M)1(1,  (2.33)  
 
Die Loswechselkosten ijc  berechnen sich dann als Summe über alle Loswechselkosten aller 
Stationen m=1(M) gemäß: 
 
Ijicc
m
m
ijij Î= å
=
,,
M
1
 (2.34) 
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Kapitel 3 
Modellierung des VLSP  
für Mehrproduktfließbandfertigung 
 
 
 
 
Das VLSP wird in zwei Ausprägungen beschrieben. In Abschnitt 3.1 wird der Spezialfall des 
VLSP als Modell formuliert, bei welchem die Losgröße einer Produktart durch Gruppierung 
der in den externen Aufträgen nachgefragten Mengeneinheiten der betrachteten Produktart 
gebildet wird. Das Modell zur Abbildung des Spezialfalls wird als VLSPS bezeichnet. In Ab-
schnitt 3.2 wird der allgemeine Fall des VLSP formal beschrieben, bei dem die Losgröße ei-
ner Produktart nicht an die mehr oder weniger gruppierten externen Auftragsmengen gebun-
den ist. Das Modell zur formalen Beschreibung des allgemeinen Falls wird als VLSPA be-
zeichnet. In Abschnitt 3.3 wird gezeigt, daß das VLSPS und das VLSPA ineinander überführ-
bar sind. Abschließend sind beide Modelle in einer Übersicht zusammengestellt. 
 
 
3.1 Modell zur Formulierung des Spezialfalls (VLSPS) 
 
Das Modell zur Formulierung des Spezialfalls (VLSPS) wird zunächst klassifiziert. In einem 
Exkurs wird kurz auf die Komplexität des Problems eingegangen. Anschließend erfolgt die 
mathematische Formulierung des Modells.  
 
 
3.1.1 Klassifikation des VLSPS 
 
Das Problem der Reihenfolgeplanung bei Permutationsfertigung ist ein kombinatorisches Op-
timierungsproblem, das in der Literatur häufig als Rundreiseproblem abgebildet wird, wobei 
die Knoten des Rundreiseproblems den Produktarten oder Aufträgen und die Pfeile den Um-
rüstzeiten oder -kosten, je nach verfolgter Zielsetzung, entsprechen.1 Bezogen auf das betrach-
tete Planungsproblem kann das Teilproblem der Reihenfolgeplanung als Rundreiseproblem 
abgebildet werden, wobei die Knoten den externen Aufträgen und die Pfeile den Loswechsel-
kosten entsprechen. Hierbei erfolgt durch entsprechendes Anlaufen solcher externen Aufträge, 
hinter denen dieselbe Produktart steht, implizit die Gruppierung der externen Aufträge zu 
Fertigungslosen. Auf dieser Basis könnte das VLSPS als verallgemeinertes Rundreiseproblem 
formuliert werden, dessen Verallgemeinerung zum einen darin besteht, daß nicht nur die die 
Loswechselkosten bestimmenden Pfeile, sondern auch die mit den einzuplanenden Knoten 
bzw. Aufträgen verbundenen Lagerhaltungskosten Gegenstand der zu minimierenden Ziel-
funktion sind. Für die Aufnahme der Lagerungskosten in die Zielfunktion ist die Einführung 
zusätzlicher Entscheidungsvariablen erforderlich, welche jeweils die Fertigstellungszeit-
                                               
1 Die Formulierung des Reihenfolgeproblems als Rundreiseproblem erfolgt üblicherweise mit auf Manne (vgl. 
Manne (1960), S. 220) zurückgehenden, die direkten Nachfolgerbeziehungen (Kanten zwischen den Aufträgen) 
abbildenden binären Entscheidungsvariablen. Zu der Formulierung des Rundreiseproblems vgl. z. B. Neu-
mann/Morlock (1993), S. 442-444. Zur Formulierung des Reihenfolgeproblems als Rundereiseproblem vgl. z. 
B. Pinedo (1995), S. 48, Gupta (1986), S. 207 f., Srikar/Ghosh (1986), S. 1460.  
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punkte der Fertigungslose bestimmen. Zum anderen müssen aufgrund der bestehenden Kun-
dentermine zusätzliche Kapazitätsrestriktionen berücksichtigt werden. 
 
Ebenso ist es möglich, das VLSPS als verallgemeinertes quadratisches Zuordnungsproblem2 
zu formulieren,  bei dem eine 1:1-Zuordnung der externen Aufträge zu den Positionen eines 
alle externen Aufträge anordnenden Ablaufvektors vorgenommen wird,3 wobei die Gruppie-
rung von externen Aufträgen zu Fertigungslosen implizit durch entsprechendes Einplanen 
solcher Aufträge, hinter denen dieselbe Produktart steht, auf hintereinander liegenden Vektor-
positionen erfolgt. Die Verallgemeinerung des quadratischen Zuordnungsproblems besteht 
ebenfalls  zum einen darin, daß nicht nur die sich aus den Zuordnungen der Aufträge zu den 
Positionen ergebenden Kantenbeziehungen zwischen den Aufträgen in Form der Loswechsel-
kosten Gegenstand der Zielfunktion sind (klassisches quadratisches Zuordnungsproblem), 
sondern auch die aus den Zuordnungen der Aufträge resultierenden Lagerhaltungskosten, 
wobei auch hier zur Bestimmung der Fertigstellungszeitpunkte die Einführung zusätzlicher 
Entscheidungsvariablen erforderlich ist. Zum anderen müssen wiederum aufgrund der beste-
henden Kundentermine zusätzliche Kapazitätsrestriktionen berücksichtigt werden.  
 
Das VLSPS wird als verallgemeinertes quadratisches Zuordnungsproblem formuliert, da dies 
zum einen aufgrund der Loswechsel- und Lagerungskosten integrierenden Zielfunktion der 
natürlichsten Form des Problems entspricht, und zum anderen diese Formulierung gegenüber 
der Formulierung als verallgemeinertes Rundereiseproblem einen wesentlichen und entschei-
denden Vorteil hat: beim Rundreiseproblem werden durch die Entscheidungsvariablen die 
Kanten bestimmt, wobei durch entsprechende Nebenbedingungen dafür gesorgt wird, daß zu 
jedem Knoten genau eine Kante hin- und von jedem Knoten auch genau eine Kante wegfüh-
ren muß. Diese Nebenbedingungen sind zwar notwendig, nicht aber hinreichend, um eine 
Rundreise durch alle Knoten bzw. Produktlose zu gewährleisten, da hierbei sogenannte Kurz-
zyklen auftreten können. Zur Vermeidung von Kurzzyklen ist die Formulierung zusätzlicher 
Restriktionen erforderlich,4 die bei einem quadratischen Zuordnungsproblem nicht auftreten.       
 
 
Exkurs: Komplexität5  
 
Bei dem betrachteten Problem handelt es sich um ein Optimierungsproblem, d. h., daß für 
eine gegebene Probleminstanz eine optimale Lösung, in diesem Fall ein Ablaufplan, zu er-
mitteln ist. Aufgabe des aus dem Optimierungsproblem ableitbaren Entscheidungsproblems 
ist es, für die gegebene Probleminstanz zu ermitteln, ob ein Ablaufplan existiert, der die for-
mulierten Nebenbedingungen (Zielwert £  vorgegebener Zielwert) erfüllt, oder nicht.  
 
Kann die Lösung eines Entscheidungsproblems mit einem deterministischen Algorithmus in 
polynomieller Zeit gefunden werden, dann gehört das Entscheidungsproblem der Klasse P an. 
Kann die Lösung mit einem nicht-deterministischen Algorithmus in polynomieller Zeit ge-
funden werden, gehört das Entscheidungsproblem der Klasse NP an, wobei sich ein nicht-de-
terministischer Algorithmus von einem deterministischen darin unterscheidet, daß nach der 
Beendigung eines jeden Rechenschrittes der jeweilige Folgeschritt aus einer Menge alternati-
ver Folgeschritte zufällig ausgewählt wird und somit der genaue Verlauf der Rechenschritte 
variieren kann. 
                                               
2 Zum quadratischen Zuordnungsproblem vgl. z. B. Domschke/Drexl (2002), S. 114. 
3 Zu den verschiedenen im Rahmen der Abbildung von Reihenfolgeproblemen verwendeten Variablentypen vgl. 
z. B. Daub (1998), S. 69. 
4 Zu Formulierungen zur Vermeidung von Kurzzyklen vgl. z.B. bei Domschke/Scholl/Voß (1997), S. 105-107. 
5 Zur Komplexität vgl. auch im folgenden Holthaus (1996), S. 18 f. 
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Ein Entscheidungsproblem P1 ist auf ein Entscheidungsproblem P2 reduzierbar, wenn ein 
effizientes Lösungsverfahren für P2 mit einem deterministischen Algorithmus in polyno-
mieller Zeit in ein effizientes Lösungsverfahren für P1 transformiert werden kann.6 Gehört ein 
Entscheidungsproblem der Klasse NP an, und gilt für alle anderen der Klasse NP-vollständig 
angehörigen Probleme, daß sie auf das betrachtete Problem reduzierbar sind, dann wird das 
betrachtete Problem als NP-vollständig bezeichnet. Ist ein Entscheidungsproblem NP-voll-
ständig, wird die Ermittlung der Lösung des zugehörigen Optimierungsproblems als NP-
schwer bezeichnet, welche bezüglich der Zeitkomplexität mindestens so aufwendig wie die 
Ermittlung der Lösung des Entscheidungsproblems ist, da die Lösung des Entscheidungs-
problems auf die Lösung des Optimierungsproblems zurückgeführt werden kann.7   
 
Ende Exkurs. 
 
 
Da es sich sowohl bei dem Entscheidungsproblem des Rundreise- als auch bei dem des qua-
dratischen Zuordnungsproblems um NP-vollständige Entscheidungsprobleme handelt,8 und 
die Lösung der Probleme durch die beschriebenen Verallgemeinerungen nicht leichter wird, 
ist das VLSPS ein NP-schweres Optimierungsproblem.  
 
 
3.1.2 Modellformulierung des VLSPS 
 
Bei dem VLSPS handelt es sich um ein nicht-lineares ganzzahliges Entscheidungsmodell, 
dessen Nicht-Linearität sich nicht nur in der quadratischen Zielfunktion, sondern auch in 
nicht-linearen Nebenbedingungen widerspiegelt.9 Zunächst werden die im Rahmen des Mo-
dells verwendeten Symbole beschrieben, wobei die Variablen nach Entscheidungsvariablen 
und von den Entscheidungsvariablen abhängigen Variablen differenziert werden. Daraufhin 
werden die definierten Parameter und Entscheidungsvariablen näher erläutert, die Zielfunk-
tion definiert, die Nebenbedingungen formuliert und abschließend die Definitionsbereiche 
zusammengefaßt. 
 
 
Dimensionen 
 
Die Dimensionen Mengeneinheiten [ME] und Zeiteinheiten [ZE] werden als kleinste, nicht 
weiter teilbare Einheiten definiert. 
 
 
Indizes  
 
e,'',', eee ............Indizes der Positionen auf dem Ablaufvektor E, e,'',', eee =1(1)E  
', ss ..................... Indizes der Aufträge, Sss Î',  
 
                                               
6 Vgl. auch Derstroff (1995), S. 115. 
7 Vgl. Holthaus (1996), S. 19. 
8 Vgl. Garey/Johnson (1979), S. 211 f. und S. 218. 
9 Klassische nicht-lineare Entscheidungsmodelle beinhalten eine nicht-linare Verknüpfung der Modellvariablen 
in der Zielfunktion und lineare Nebenbedingungen. Vgl. hierzu z. B. Stepan/Fischer (1998), S. 191-205. Daß 
jedoch die simultane Behandlung des Losgrößen- und Reihenfolgeproblems zu nicht-linearen Nebenbedingun-
gen führt, beschreibt auch Daub, vgl. Daub (1994), S. 165. Auch Maes/Van Wassenhove geben an, daß die Er-
fassung von reihenfolgeabhängigen Umrüstzeiten in ihrem CLSP zu nicht-linearen Kapazitätsbedingungen füh-
ren würde, vgl. Maes/Van Wassenhove (1988), S. 991. 
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Parameter 
 
E ........................ Länge des Ablaufvektors E; E  entspricht der Anzahl der Aufträge, S=E , 
[-] 
( )si ..................... Beschreibung der Produktart i als Funktion in Abhängigkeit von dem Auf-
trag s, Ss Î , [-] 
ik ....................... Stücklagerkostensatz der Produktart i, Ii Î , [GE/(ME*ZE)] 
st ........................ Termin des Auftrags s, Ss Î , [ZE]  
T.......................... Planungshorizont (Ende des Planungszeitraums), T entspricht dem letzten 
Termin über alle Produktarten, { }SstT s Î= max , [ZE] 
ext
sx .................... externe Auftragsmenge des Auftrags s, Ss Î , [ME]; für die Aufträge der 
fiktiven Produktart 0 beträgt die Auftragsmenge 0, extsx  =0, 0Ss Î   
 
 
Entscheidungsvariablen 
 
pos
sF .................. ganzzahlige Entscheidungsvariable, die den Fertigstellungszeitpunkt des 
Fertigungsloses bestimmt, dem der Auftrag s angehört, Ss Î , [ZE]  
sex ......................binäre Entscheidungsvariable, die den Wert 1 (Wert 0) annimmt, wenn der 
Auftrag s der Position e des Ablaufvektors E zugeordnet wird (nicht zuge-
ordnet wird), E=Î )1(1, eSs , [-] 
 
 
Von den Entscheidungsvariablen abhängige Variablen/Vektor 
 
E......................... Ablaufvektor. EÎ SE , wobei sEe =  genau dann, wenn sex =1 
eF ....................... Fertigstellungszeitpunkt des auf e positionierten Auftrags, E= )1(1e , [ZE]  
max
eF ..................Zeitpunkt der Fertigstellung des Fertigungsloses, zu welchem der auf e 
positionierte Auftrag gehört, E= )1(1e , [ZE]  
 
 
Mengen 
 
S ........................ Menge aller Auftragsindizes aller Produktarten, S={1,2,...,E} 
0S .......................Menge der Auftragsindizes der auf die erste und auf die letzte Position des 
Ablaufvektors zu positionierenden fiktiven Produktart 0, { }E= ,10S  
1I-S ..................... Menge der Auftragsindizes aller Produktarten ohne diejenigen Auftragsindi-
zes, hinter denen die fiktive Produktart 0 steht, SS =1-I \ 0S  
ES ...................... Menge aller Vektoren der Länge E mit Einträgen aus S 
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Erläuterung der Parameter 
 
Die Menge S umfaßt die Indizes für sämtliche Aufträge aller Produktarten.10 Die Produktarten 
sind als Funktion ( )si  in Abhängigkeit von Ss Î  gegeben. Die unabhängig von den einzel-
nen Aufträgen unmittelbar von den Produktarten abhängigen Parameter, hierzu zählen die 
Stücklagerkostensätze ik , die Taktzeiten ic  und die paarweisen bei einem Loswechsel von 
der Produktart i auf die Produktart j anfallenden Loswechselzeiten ijt  bzw. Loswechselkosten 
ijc , werden in dem Modell durch Einsetzen der Funktion ( )si  als ( )sik , ( )sic , ( ) ( )sisit ' und 
( ) ( )sisic ' , mit ssSss ¹Î ' ,', , beschrieben. Die Auftragsmenge 
ext
sx  und der Termin st  werden 
in Abhängigkeit der Aufträge s angegeben.   
 
 
Erläuterung der Entscheidungsvariablen 
 
Die Formulierung der Entscheidungsvariablen erfolgt knoten- und nicht kantenbezogen. 
Demzufolge wird über die Ausprägung der Entscheidungsvariablen bestimmt, auf welche Po-
sition e des Ablaufvektors E welcher externe Auftrag s eingeplant wird. Die binäre Entschei-
dungsvariable sex  nimmt den Wert 1 (den Wert 0) an, wenn der Auftrag s der Position e des 
Ablaufvektors E zugeordnet wird (nicht zugeordnet wird), e=1(1)E, wobei E die Länge des 
Vektors E beschreibt und der Anzahl aller externen Aufträge entspricht, S=E . Hieraus erge-
ben sich sowohl eine nicht-lineare (quadratische) Zielfunktion als auch nicht-lineare Neben-
bedingungen. Die Nicht-Linearität besteht darin, daß jeweils das Produkt aus den binären Ent-
scheidungsvariablen der paarweise aufeinanderfolgenden Vektorpositionen die Reihenfolge 
zweier Aufträge bestimmt. Die Losgrößenentscheidungen werden implizit über die Gruppie-
rung der Aufträge getroffen. Die ganzzahlige Entscheidungsvariable possF  bestimmt jeweils 
den Fertigstellungszeitpunkt des Fertigungsloses, dem der externe Auftrag s angehört, und 
somit den Zeitpunkt, ab dem der Auftrags s eingelagert wird. Die Zeitpunkte possF  ergeben 
sich jeweils als Produkt aus Fertigstellungszeitpunkt maxeF  des auf der letzten Position des 
betrachteten Fertigungsloses positionierten Auftrages mit der binären Entscheidungsvariablen 
sex . Hieraus ergeben sich weitere Nicht-Linearitäten sowohl in der Zielfunktion als auch in 
den Nebenbedingungen.  
 
 
Zielfunktion 
 
( ) ( ) ( ) ( ) !
2
1
MinkxFtcZ si
ext
s
Ss
pos
ss
e
EiEi ee ®××-+= åå
Î
E
=
-
 (3.1) 
mit 
( ) ( ) ( ) ( ) E=××= å
Î
-- )1(2,
,'
'1'1 ecxxc
Sss
sisiseesEiEi ee  
                                               
10 Da die Aufträge eindeutig durch die Auftragsindizes gegeben sind, können die Bezeichnungen synonym 
verwendet werden. 
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Die in (3.1) definierte Zielsetzung minimiert die entscheidungsrelevanten Kosten, die sich aus 
den kumulierten Umrüst- und Lagerkosten im Planungszeitraum zusammensetzen. Die 
Loswechselkosten ( ) ( )sisic '  zwischen zwei Aufträgen 's  und s werden dann erfaßt, wenn der 
Position e-1 der Auftrag 's  und der Position e der Auftrag s zugeordnet wird. Da auf dem Ab-
laufvektor E der Position e genau dann der Auftrag s zugeordnet wird, wenn sex =1, können 
die zu erfassenden Loswechselkosten als Kurzschreibweise mit ( ) ( )ee EiEic 1-  beschrieben 
werden, d. h. ( ) ( ) ( ) ( ) E=××= å
Î
-- )1(2,
,'
'1'1 ecxxc
Sss
sisiseesEiEi ee . Gemäß Annahme 25) wer-
den die Produkteinheiten eines Fertigungsloses jeweils nach Fertigstellung des Loses eingela-
gert. Demzufolge muß sich die Berechnung der Lagerkosten der Aufträge s, welche zu einem 
Fertigungslos gruppiert werden, an dem Fertigstellungszeitpunkt des letzten Auftrags in der 
Reihe der gruppierten Aufträge orientieren. Dieser Zeitpunkt wird als possF  bezeichnet. Die 
Lagerkosten für jeden auf e positionierten Auftrag s berechnen sich als Produkt des Zeit-
raums, der zwischen dem Zeitpunkt possF  und dem Termin st  des Auftrages s liegt, der 
zugehörigen Auftragsmenge extsx , sowie dem Stücklagerkostensatz ( )sik  der Produktart i, 
welche hinter dem Auftrag s steht.  
 
 
Restriktionen der Positionszuordnungen, 
 
Die binäre Entscheidungsvariable sex  nimmt den Wert 1 (den Wert 0) an, wenn der Position 
e der Auftrag s zugeordnet wird (nicht zugeordnet wird). Die Nebenbedingungen vom Typ 
(3.2) stellen sicher, daß jeder Vektorposition e aus der Menge aller Aufträge S  genau ein 
Auftrag zugeordnet wird. In (3.3) wird sichergestellt, daß jeder Auftrag genau einer Vektor-
position zugeordnet wird.  
 
E==å
Î
)1(1,1 ex
Ss
se  (3.2) 
 
Ssx
e
se Î"=å
E
=
 ,1
1
  (3.3) 
 
In (3.4) wird die erste und die letzte Vektorposition, e=1 und e= E , mit der fiktiven Produktart 
0 belegt, wobei { }E= ,10S  die Menge der Aufträge der Produktart 0 beschreibt. 
 
1,111 == EExx     (3.4) 
 
 
Kapazitätsrestriktionen 
 
In (3.5) wird für jeden Auftrag s der Fertigstellungszeitpunkt des Fertigungsloses, dem der 
Auftrag s angehört, possF , durch Multiplikation des Zeitpunkts 
max
eF  mit der Entschei-
dungsvariablen sex  bestimmt. Der Zeitpunkt 
max
eF  entspricht dem Fertigstellungszeitpunkt 
eF  des letzten Auftrages aus der Reihe von zu einem Fertigungslos zu gruppierenden Aufträ-
gen, dem auch der auf e positionierte Auftrag angehört. Gemäß Annahme 4) muß der Fertig-
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stellungszeitpunkt maxeF  spätestens zu dem frühesten der aus diesem Fertigungslos zu 
befriedigenden Kundentermine erfolgen, d. h. bezugnehmend auf den Auftrag s spätestens bis 
st . Diese Bedingungen werden bei der Ermittlung von 
max
eF  berücksichtigt. Erfüllen keine 
nach e eingelasteten Aufträge die Bedingungen, zu demselben Fertigungslos wie der auf e 
positionierte Auftrag zu gehören und vor st  fertiggestellt zu sein, entspricht 
max
eF  dem Ferti-
gungsende des auf e positionierten Auftrags eF . Für die mit der fiktiven Produktart 0 belegten 
ersten und letzten Vektorpositionen entspricht maxeF  jeweils eF . Die Ermittlung von 
max
eF  
ist in (3.6) und (3.7) beschrieben. 
 
SsFxF e
e
se
pos
s Î"= å
E
=
×  ,max
1
 (3.5) 
 
( ) ( )
1E)1(2
,1''',2)1(',,''max,max, '''''
max
-=
ïþ
ï
ý
ü
ïî
ï
í
ì
ïþ
ï
ý
ü
ïî
ï
í
ì
+=-E=×£=== å
Î
e
eeeetxFEiEiee FF
Ss
sseeeee ee  (3.6) 
 
{ }EÎ= ,1,max eFF ee  (3.7) 
 
 
In (3.8) wird explizit sichergestellt, daß der Fertigstellungszeitpunkt des auf  e positionierten 
Auftrags vor seinem Termin liegt.  
 
SstFx s
e
ese Î"å × £
E
=
 ,
1
 (3.8) 
mit Tt  t == E1 ,0  
 
(Für die Aufträge 1I-Î Ss  ist (3.8) durch (3.5) und (3.6) implizit sichergestellt, da die Einhal-
tung des Termins st  eine Bedingung bei der Bestimmung von 
max
eF  ist, und gemäß (3.6) 
immer gilt, daß maxee FF £ .) 
 
Da die externen Auftragsmengen extsx  derjenigen Aufträge, hinter denen die fiktive Produkt-
art 0 steht, 0 betragen, 0,0 Ssx
ext
s Î= , und gemäß (3.4) die erste Vektorposition mit der 
Produktart 0 belegt wird, kann das Fertigungsende des auf e=1 positionierten Auftrags mit 0 
initialisiert werden. 
 
01 =F  (3.9) 
 
 
Die Nebenbedingungen vom Typ (3.10) sorgen dafür, daß das Fertigungsende des auf e posi-
tionierten Auftrags nicht früher als das Fertigungsende des auf e-1 positionierten Auftrages 
liegt, zuzüglich  
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- der benötigten Loswechselzeit ( ) ( )sisit '  von der Produktart des auf e-1 positionierten Auf-
trags 's , auf diejenige Produktart, die hinter dem auf e positionierten Auftrag s steht, und  
- der Bearbeitungszeit des auf e positionierten Auftrags s. Die Bearbeitungszeit berechnet 
sich als Produkt der Auftragsmenge 1-extsx  (abzüglich 1 aufgrund der Berücksichtigung 
der jeweils ersten Einheit in der Loswechselzeit) und der Taktzeit ( )sic  derjenigen Pro-
duktart, welche hinter dem auf e positionierten Auftrag s steht.  
 
( ) ( ) ( ) E=×÷ø
öç
è
æ -++³
-- )1(2,111 ecxtFF eeee Ei
ext
EEiEiee  (3.10) 
 
Analog zur Beschreibung der Zielfunktion entsprechen 
( ) ( ) ( ) ( ) E=××= å
Î
-
-
)1(2,
,'
'1'1
etxxt
Sss
sisiseesEiEi ee
 und 
( ) ( ) ( ) E=×-×=×÷øöçèæ - å
Î
)1(2,11 ecxxcx si
ext
s
Ss
seEi
ext
E ee
 
 
(Für die in Abschnitt 2.3.1.3.2 b beschriebene Produktionssituation des kontinuierlichen 
Transports ohne Bandleerlauf müssen die Restriktionen vom Typ (3.10) modifiziert werden. 
Aus Gründen der Übersichtlichkeit wird im Rahmen des Modells darauf verzichtet. Eine 
entsprechende Formulierung der Restriktionen findet sich im Anhang, S. 199f. v. A.) 
 
 
Definitionsbereiche 
 
( )sic , ( )sik , st , 
ext
sx , 
pos
sF  ³ 0 , Ss Î  
( ) ( )sisic ' , ( ) ( )sisit '   ³ 0 , Sss Î',  
sex    { }1,0Î  , E=Î )1(1,eSs  
eF ,
max
eF    ³ 0 , E= )1(1e  
EÎ SE , wobei sEe =  genau dann, wenn sex =1. 
 
 
3.2 Modell zur Beschreibung des allgemeinen Falls (VLSPA) 
 
 
Das Modell zur Beschreibung des allgemeinen Falls des VLSP (VLSPA) wird ebenfalls zu-
nächst klassifiziert und anschließend mathematisch abgebildet.  
 
 
3.2.1 Klassifikation des VLSPA 
 
Das VLSPA ist ebenso wie das VLSPS ein kombinatorisches Optimierungsproblem, bei dem 
jedoch die Losgröße nicht an die mehr oder weniger gruppierten externen Auftragsmengen 
einer Produktart gebunden ist, sondern die in einem externen Auftrag nachgefragte Menge auf 
mehrere Vektorpositionen verteilt eingeplant werden kann. Ein solcher Teil eines externen 
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Auftrags wird als Teilauftrag bezeichnet. Beim VLSPA sind sowohl die Anzahl der Teilauf-
träge, als auch die in einem Teilauftrag einzuplanenden Mengeneinheiten zu bestimmen. Da 
die Anzahl der Teilaufträge offen ist, ist auch die Vektorlänge E zunächst unbekannt.11 Die 
unbekannte Anzahl der Zuordnungen und die daraus resultierende variable Vektorlänge füh-
ren zu variablen Summengrenzen in den Nebenbedingungen und in der Zielfunktion. Auf der 
Grundlage dieser Variablendefinition kann das Modell VLSPA somit für eine konkret vorlie-
gende Probleminstanz nicht vollständig formuliert werden.  
 
Die vollständige Formulierung des VLSPA ist jedoch möglich, indem für jede einzelne Pro-
dukteinheit jedes externen Auftrags E Entscheidungsvariablen definiert werden, welche die 
Zuordnung einer jeden Produkteinheit zu dem Vektor E bestimmen. Die Anzahl der Zuord-
nungen eines Auftrags zu dem Vektor E ist dann nicht unbekannt, sondern entspricht der An-
zahl der insgesamt herzustellenden Mengeneinheiten dieses Auftrags (der Auftragsmenge), 
und die einzuplanende Menge je Teilauftrag umfaßt jeweils genau eine Produkteinheit. Die 
Länge des Vektors entspricht dann der Summe über alle Auftragsmengen (zuzüglich der mit 
der fiktiven Produktart 0 zu belegenden Vektorpositionen).  
 
In dem folgenden Abschnitt 3.2.2 wird das VLSPA auf Basis der in dem ersten Absatz be-
schriebenen variablen Vektorlänge als deskriptives Modell beschrieben. Die für die vollstän-
dige Formulierung des VLSPA erforderliche Definition der Modellparameter und -variablen 
wird im Rahmen des Abschnitts 3.3.1 b) gezeigt. 
 
 
3.2.2  Modellbeschreibung des VLSPA 
 
Bei dem VLSPA handelt es sich ebenfalls um ein nicht-lineares ganzzahliges Modell, dessen 
Nicht-Linearität sowohl in der quadratischen Zielfunktion, als auch in nicht-linearen Neben-
bedingungen besteht. Zunächst werden wiederum die verwendeten Symbole beschrieben. Die 
Definition der im VLSPA verwendeten Symbole unterscheidet sich zu denen im VLSPS auf-
grund der Möglichkeit, einen externen Auftrag in mehreren Fertigungsaufträgen aufzuteilen, 
hinsichtlich der Indizes, der Variablen und des zu erzeugenden Ablaufvektors. Anschließend 
werden die Entscheidungsvariablen näher erläutert, die Zielfunktion definiert, sowie die Ne-
benbedingungen beschrieben und die Definitionsbereiche zusammengefaßt. Die Parameter 
des VLSPA unterscheiden sich nicht von denen des VLSPS.  
 
 
Indizes  
 
', aa .................... Indizes der Teilaufträge, SsAaa s Î=   ,)1(1',  
 
 
Entscheidungsvariablen 
 
sA ...................... ganzzahlige Entscheidungsvariable, welche die Anzahl der Teilaufträge be-
stimmt, in die der Auftrag s zerlegt wird. Die Aufträge der fiktiven Produkt-
art 0 können nicht aufgeteilt werden, 1E1 == AA , [-] 
                                               
11 Vgl. auch Lashine/Foote/Ravidran, deren für die statische Losgrößen- und Reihenfolgeplanung ungewöhnli-
che simultane Formulierung eine vergleichbar nicht-lineare Struktur aufweist, da die Anzahl der Nebenbedin-
gungen bezüglich der kapazitierten Losgrößenentscheidungen von der Häufigkeit abhängt, mit welcher der 
Zyklus der Produktarten durchlaufen wird, diese Häufigkeit aber selbst Variable des Entscheidungsproblems 
ist. Lashine/Foote/Ravidran (1991), S. 62-66 
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posa
sF
, ............... ganzzahlige Entscheidungsvariable, die den Fertigstellungszeitpunkt des 
Fertigungsloses bestimmt, dem der Teilauftrag a des Auftrags s angehört, 
SsAa s Î=  ,)1(1 , [ZE]  
a
sex ......................binäre Entscheidungsvariable, die den Wert 1 (Wert 0) annimmt, wenn der 
Teilauftrag a des Auftrags s der Position e des Ablaufvektors E zugeordnet 
wird (nicht zugeordnet wird), E=Î= )1(1 , ,)1(1 eSsAa s , [-] 
a
sx .......................ganzzahlige Entscheidungsvariable für die Anzahl der Mengeneinheiten des 
Teilauftrags a des Auftrags s, SsAa s Î=  ,)1(1 , [ME]  
 
 
Von den Entscheidungsvariablen abhängige Variablen/Vektor 
 
E......................... Ablaufvektor. ÎE  (S x ) E , wobei ( )asEe ,=  genau dann, wenn asex =1 
E ........................ Länge des Ablaufvektors E; E  entspricht der Anzahl aller Teilaufträge, die 
erst durch das Modell zu bestimmen ist, å
Î
=E
Ss
sA , [-] 
 
Erläuterung der Entscheidungsvariablen 
 
Ebenso wie beim VLSPS erfolgt die Definition der Variablen knoten- und nicht kantenbezo-
gen. Zur Beschreibung des VLSPA wird die binäre Entscheidungsvariable asex  definiert, wel-
che den Wert 1 (den Wert 0) annimmt, wenn der Teilauftrag a des Auftrags s der Position e 
zugeordnet wird (nicht zugeordnet wird). Die als sA  bezeichnete ganzzahlige Entscheidungs-
variable bestimmt die Anzahl, mit welcher der Auftrag s dem Vektor E zugeordnet wird. Die 
Anzahl sA  der Belegung des Vektors E mit dem Auftrag s kann größer oder gleich eins sein. 
Des weiteren wird eine ganzzahlige Entscheidungsvariable asx  definiert, welche die in dem 
Teilauftrag einzuplanenden Mengeneinheiten festlegt. Die ganzzahligen Entscheidungs-
variablen posasF
,  müssen beim VLSPA nicht auftragsbezogen, wie beim VLSPS, sondern 
teilauftragsbezogen definiert werden.  
 
 
Zielfunktion 
 
( ) ( ) ( ) ( ) !
1
,
2
1
MinkxFtcZ
Ss
A
a
si
a
s
posa
ss
e
EiEi
s
ee
®××-+= å åå
Î =
E
=
-
  (3.11) 
mit 
( ) ( ) ( ) ( ) E=××= å å å
Î = =
-- )1(2,
,' 1' 1
'
'
1'
'
1
ecxxc
Sss
A
a
A
a
sisi
a
se
a
esEiEi
s s
ee
 
 
Analog zu dem VLSPS minimiert die Zielsetzung des VLSPA die entscheidungsrelevanten 
Kosten, die sich aus den kumulierten Umrüst- und Lagerkosten zusammensetzen. Von der 
Zielfunktion des VLSPS (3.1) unterscheidet sich (3.11) darin, daß die Anzahl sA , mit 
welcher der Auftrag s dem Vektor E zugeordnet wird, d h. die Anzahl der Teilaufträge a des 
Auftrags s, und somit auch E nicht bekannt sind. Aufgrund der teilauftragsbezogenen 
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Definition der binären Entscheidungsvariablen asex  wird nicht nur über die Aufträge, sondern 
auch über die Teilaufträge ' bzw. aa  summiert. Da auf dem Ablaufvektor E der Position e 
genau dann der Teilauftrag a des externen Auftrags s zugeordnet wird, wenn asex =1, können 
die zu erfassenden Loswechselkosten als Kurzschreibweise mit ( ) ( )ee EiEic 1-  beschrieben 
werden, wobei ( ) ( ) ( ) ( ) E=××= å å å
Î = =
-- )1(2,
,' 1' 1
'
'
1'
'
1
ecxxc
Sss
A
a
A
a
sisi
a
se
a
esEiEi
s s
ee
. Anstelle der 
gegebenen Auftragsmenge extsx  wird die in dem Teilauftrag a des Auftrags s einzuplanende 
Menge asx  als Entscheidungsvariable in die Zielfunktion aufgenommen.  
 
 
Restriktionen der Positionszuordnungen 
 
Jeder Vektorposition kann genau ein Teilauftrag a eines Auftrags s zugeordnet werden (3.12), 
und jeder Teilauftrag wird dem Vektor genau einmal zugeordnet (3.13). Die Belegung der 
ersten und der letzten Vektorposition mit der fiktiven Produktart 0 erfolgt in (3.14).  
 
E==å å
Î =
)1(1,1
1
ex
Ss
A
a
a
se
s
 (3.12) 
 
SsAax s
e
a
se Î"==å
E
=
,)1(1,1
1
 (3.13) 
 
Die erste und die letzte Vektorposition, e=1 und e=E, werden wieder mit der Produktart 0 be-
legt, wobei die Aufträge, hinter denen die fiktive Produktart 0 steht, nicht aufgeteilt werden 
können, d. h. 1=sA , { }E=Î 1,mit, 00 SSs .  
1,1 1111 == EExx   (3.14) 
 
 
Restriktionen zur Vermeidung von Fehlmengen 
 
Die Nebenbedingungen vom Typ (3.15) stellen sicher, daß die Summe der Teilauftragsmen-
gen asx  dem Umfang der Auftragsmenge 
ext
sx  entspricht. 
 
1I
1
, -
=
Î"=å Ssxx exts
A
a
a
s
s
 (3.15) 
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Kapazitätsrestriktionen 
 
In (3.16) wird der Fertigstellungszeitpunkt des Fertigungsloses, dem der Teilauftrag a des 
Auftrags s angehört, posasF
, , durch Multiplikation des Zeitpunkts maxeF  mit der Entschei-
dungsvariablen asex  bestimmt.  Der Zeitpunkt 
max
eF  entspricht beim VLSPA dem Fertigstel-
lungszeitpunkt eF  des letzten Teilauftrages aus der Reihe von zu einem Fertigungslos zu 
gruppierenden Teilaufträgen, dem auch der auf e positionierte Teilauftrag angehört. Die Er-
mittlung von posasF
,  und von maxeF  erfolgt in (3.17) und (3.18) analog zum VLSPS, jeweils 
unter Berücksichtigung der Teilaufträge gemäß: 
 
SsAaFxF s
e
e
a
se
posa
s Î"=×= å
E
=
,)1(1,
1
max,   (3.16) 
 
( ) ( )
1)1(2
,1''',2E)1(',,''max,max,
1I 1
'''''
max
-=
ïþ
ï
ý
ü
ïî
ï
í
ì
ïþ
ï
ý
ü
ïî
ï
í
ì
+=-=×£=== å å
-Î =
Ee
eeeetxFEiEieeFF
Ss
A
a
s
a
seeeee
s
ee  (3.17) 
 
{ }EÎ= ,1,max eFF ee  (3.18) 
 
Analog zum VLSPS wird in (3.19) explizit sichergestellt, daß der Fertigstellungszeitpunkt des 
auf  e positionierten Teilauftrags vor dem Termin des zugehörigen Auftrags liegt.  
 
SsAatFx ss
e
e
a
se Î"=× £
E
=
å ,)1(1,
1
 (3.19) 
mit Tt  t == E1 ,0  
 
(Für die Teilaufträge  1I,)1(1 -Î= SsAa s  ist (3.19) analog zum VLSPS durch (3.16) und 
(3.17) wegen å å
-Î =
×£
1I 1
max
Ss
A
a
s
a
see
s
txF  und maxee FF £  implizit sichergestellt.) 
Die Berücksichtigung der zeitlichen Kapazitätsrestriktionen für jeden auf e positionierten 
Teilauftrag erfolgt analog zu den in dem VLSPS an die Fertigstellungszeitpunkte der Aufträge 
gestellten Bedingungen. In (3.20) wird analog zu (3.9) der Fertigstellungszeitpunkt des auf 
der ersten Vektorposition eingelasteten Auftrags initialisiert. Außer in der teilauftragsbezoge-
nen Definition der binären Entscheidungsvariablen unterscheiden sich die Restriktionen vom 
Typ (3.21) von den Restriktionen (3.10) analog zur Zielfunktion darin, daß in (3.21) anstelle 
der gegebenen Auftragsmenge extsx  die in dem Teilauftrag a herzustellende Menge 
a
sx  als 
Entscheidungsvariable in das Modell eingeht.   
 
01 =F  (3.20) 
 
( ) ( ) ( ) E=×÷ø
öç
è
æ -++³
-
- )1(2,111
ecxtFF
e
e
eee Ei
E
EEiEiee  (3.21) 
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mit 
( ) ( ) ( ) ( ) E=××= å å å
Î = =
--
)1(2,
,' 1' 1
'
'
1'
'
1
etxxt
Sss
A
a
A
a
sisi
a
se
a
esEiEi
s s
ee
 und 
( ) ( ) ( ) E=×-×=×÷øöçèæ - å å
Î =
)1(2,11
1
ecxxcx si
a
s
Ss
A
a
a
seEi
E
E
s
e
e
e
 
 
(Analog zum VLSPS müssen für die in Abschnitt 2.3.1.3.2 b beschriebene Produktionssitua-
tion des kontinuierlichen Transports ohne Bandleerlauf die Restriktionen vom Typ (3.21) 
modifiziert werden, siehe hierzu S. 199f. v. A.) 
 
 
Definitionsbereiche 
 
( )sic , ( )sik , st , 
ext
sx  ³ 0 , Ss Î  
sA  Î , Ss Î  
( ) ( )sisic ' , ( ) ( )sisit '  ³ 0 , Sss Î',  
posa
sF
,   ³ 0 , SsAa s Î=  ,)1(1  
a
sx   Î 0  , SsAa s Î=  ,)1(1  
a
sex   { }1,0Î , E=Î= )1(1 , ,)1(1 eSsAa s  
eF ,
max
eF   ³ 0 , E= )1(1e  
ÎE  (S x ) E , wobei ( )asEe ,=  genau dann, wenn asex =1. 
 
 
 
 
3.3 Gegenüberstellung von VLSPS und VLSPA  
 
 
In Abschnitt 3.3.1 wird gezeigt, daß das VLSPS und das VLSPA gegenseitig ineinander über-
führbar sind. Das Kapitel 3 abschließend sind in Abschnitt 3.3.2 beide Modelle auf einen 
Blick dargestellt. 
 
 
3.3.1  Gegenseitige Überführbarkeit 
 
a) Überführung des VLSPS in das VLSPA 
 
Das in Abschnitt 3.2.1 formulierte VLSPS kann in das VLSPA überführt werden, indem beim 
VLSPA die ganzzahlige Entscheidungsvariable sA , welche die Anzahl der Teilaufträge a des 
externen Kundenauftrags s bestimmt, immer den Wert 1 annimmt. Somit wird jeder externe 
Auftrag dem Ablaufvektor E genau einmal zugeordnet, wobei die Menge des einen „Teilauf-
trages“ asx  der externen Auftragsmenge entspricht, d.h. 1=sA , 
ext
s
a
s xx = , Ss Î . Die Länge 
des Ablaufvektors E entspricht dann der Mächtigkeit der Menge aller Aufträge, S=E .  
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b) Überführung des VLSPA in das VLSPS 
 
Das in Abschnitt 3.2.2 formulierte VLSPA kann in das in Abschnitt 3.1.2 formulierte VLSPS 
überführt werden, wenn jede externe Auftragsmenge – außer der Produktart 0 – genau eine 
Produkteinheit umfaßt, 1I,1 -Î= Ssx
ext
s . Aufgrund der Ganzzahligkeitsbedingungen der 
Entscheidungsvariablen sind die externen Auftragsmengen nicht in kleinere Einheiten teilbar. 
Die Teilauftragsmengen asx  umfassen somit jeweils eine Produkteinheit, und die Anzahl sA  
der Teilaufträge entspricht jeweils der externen Auftragsmenge, 1I, ,1 -Î== SsxAx
ext
ss
a
s . 
Die Vektorlänge E ist in diesem Fall nicht variabel, sondern entspricht der Anzahl sämtlicher 
Produkteinheiten aller Aufträge 1I-Î Ss  zuzüglich der mit der Produktart 0 belegten ersten 
und letzten Position, 2
1I
+=E å
-ÎSs
ext
sx . Die Summenobergrenzen in der Zielfunktion und in 
den Nebenbedingungen sind somit determiniert, so daß das VLSPA für 1I,1 -Î= Ssx
ext
s , 
vollständig beschrieben werden kann. 
 
 
 
3.3.2  VLSPS und VLSPA auf einen Blick 
 
 
VLSPS   
 
 
( ) ( ) ( ) ( ) !
2
1
MinkxFtcZ si
ext
s
Ss
pos
ss
e
EiEi ee ®××-+= åå
Î
E
=
-
 (3.1) 
mit ( ) ( ) ( ) ( ) E=××= å
Î
-- )1(2,
,'
'1'1 ecxxc
Sss
sisiseesEiEi ee  
 
E==å
Î
)1(1,1 ex
Ss
se  (3.2) 
 
Ssx
e
se Î"=å
E
=
 ,1
1
  (3.3) 
 
1,111 == EExx     (3.4) 
 
SsFxF e
e
se
pos
s Î"= å
E
=
×  ,max
1
 (3.5) 
 
( ) ( )
1E)1(2
,1''',2)1(',,''max,max, '''''
max
-=
ïþ
ï
ý
ü
ïî
ï
í
ì
ïþ
ï
ý
ü
ïî
ï
í
ì
+=-E=×£=== å
Î
e
eeeetxFEiEiee FF
Ss
sseeeee ee  (3.6) 
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{ }EÎ= ,1,max eFF ee  (3.7) 
 
SstFx s
e
ese Î"å × £
E
=
 ,
1
 (3.8) 
mit Tt  t == E1 ,0  
 
01 =F   (3.9) 
 
( ) ( ) ( ) E=×÷ø
öç
è
æ -++³
-- )1(2,111 ecxtFF eeee Ei
ext
EEiEiee  (3.10) 
mit  
( ) ( ) ( ) ( ) E=××= å
Î
-
-
)1(2,
,'
'1'1
etxxt
Sss
sisiseesEiEi ee
 und 
( ) ( ) ( ) ( ) E=×-×=×- å
Î
)1(2,11 ecxxcx si
ext
s
Ss
seEi
ext
E ee
 
 
 
Definitionsbereiche 
 
( )sic , ( )sik , st , 
ext
sx , 
pos
sF  ³ 0 , Ss Î  
( ) ( )sisic ' , ( ) ( )sisit '  ³ 0 , Sss Î',  
sex   { }1,0Î  , E=Î )1(1,eSs  
eF ,
max
eF    ³ 0 , E= )1(1e  
EÎ SE , wobei sEe =  genau dann, wenn sex =1 
 
 
 
VLSPA  
 
 
( ) ( ) ( ) ( ) !
1
,
2
1
MinkxFtcZ
Ss
A
a
si
a
s
posa
ss
e
EiEi
s
ee
®××-+= å åå
Î =
E
=
-
   (3.11) 
mit ( ) ( ) ( ) ( ) E=××= å å å
Î = =
-- )1(2,
,' 1' 1
'
'
1'
'
1
ecxxc
Sss
A
a
A
a
sisi
a
se
a
esEiEi
s s
ee
 
 
E==å å
Î =
)1(1,1
1
ex
Ss
A
a
a
se
s
 (3.12) 
 
SsAax s
e
a
se Î"==å
E
=
,)1(1,1
1
 (3.13) 
 
1,1 1111 == EExx   (3.14) 
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1I
1
, -
=
Î"=å Ssxx exts
A
a
a
s
s
 (3.15) 
 
SsAaFxF s
e
e
a
se
posa
s Î"=×= å
E
=
,)1(1,
1
max,   (3.16) 
 
( ) ( )
1)1(2
,1''',2E)1(',,''max,max,
1I 1
'''''
max
-=
ïþ
ï
ý
ü
ïî
ï
í
ì
ïþ
ï
ý
ü
ïî
ï
í
ì
+=-=×£=== å å
-Î =
Ee
eeeetxFEiEieeFF
Ss
A
a
s
a
seeeee
s
ee  (3.17) 
 
{ }EÎ= ,1,max eFF ee  (3.18) 
 
Ss)A(atFx ss
e
e
a
se Î"=× £
E
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å ,11,
1
 (3.19) 
mit Tt  t == E1 ,0   
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Definitionsbereiche 
 
( )sic , ( )sik , st , 
ext
sx  ³ 0 , Ss Î  
sA  Î , Ss Î  
( ) ( )sisic ' , ( ) ( )sisit '  ³ 0 , Sss Î',  
posa
sF
,   ³ 0 , SsAa s Î=  ,)1(1  
a
sx   Î 0  , SsAa s Î=  ,)1(1  
a
sex   { }1,0Î , E=Î= )1(1 , ,)1(1 eSsAa s  
eF ,
max
eF   ³ 0 , E= )1(1e  
ÎE  (S x ) E , wobei ( )asEe ,=  genau dann, wenn asex =1. 
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Kapitel 4 
Entwicklung eines Genetischen Algorithmus zur Lösung 
des VLSP 
 
 
 
 
Aufgrund der hohen Komplexität werden heuristische, speziell für die konkretisierte Pro-
blemstruktur entwickelte Verfahren zur Lösung des VLSP eingesetzt. Die in vorliegender 
Arbeit eingesetzten Verfahren stellen Varianten eines genetischen Algorithmus (GA) dar. Der 
genetische Algorithmus setzt sich aus zwei Hauptteilen zusammen: zum einen aus der Erzeu-
gung der Ausgangspopulation anhand eines Prioritätsregeln, Dekomposition und Zufallsele-
mente kombinierenden Konstruktionsverfahres (PDZ), und zum anderen aus dem Algorith-
mus der genetischen Operatoren (AGO).  
 
Im folgenden wird zunächst allgemein das Grundkonzept genetischer Algorithmen, die Ko-
dierung und die Funktionsweise der genetischen Operatoren beschrieben. Anschließend er-
folgt die Darstellung des problemspezifischen Algorithmus zur Lösung des VLSP. 
 
 
4.1  Beschreibung des Grundkonzepts genetischer Algorithmen 
 
Genetische Algorithmen sind eine auf Holland1 zurückgehende Form evolutionärer Algorith-
men.2 Die evolutionären Algorithmen umfassen neben den Genetischen Algorithmen drei wei-
tere Grundströme: Genetische Programmierung (GP), Evolutionsstrategien (ES) und Evolu-
tionäre Programmierung (EP).3 Sämtliche evolutionäre Algorithmen stimmen in ihrer Grund-
philosophie überein, die Mechanismen der Evolution für Probleme im Bereich der praktischen 
Optimierung zu nutzen,4 wobei die genetischen Algorithmen dem Konzept der natürlichen 
Evolution am nächsten kommen.5 Das Grundkonzept besteht darin, verschiedene Lösungen 
miteinander zu kombinieren bzw. zu kreuzen.6 Anders als reine lokale Suchverfahren gehen 
                                               
1 Vgl. Holland (1975). 
2 Eine historische Abhandlung über die Entwicklung erster evolutionärer Verfahren und deren Vorläufer, bis hin 
zu modernen aktuellen Verfahren, findet sich bei Nissen (1997), S. 8-12.  
3 Diese Begriffsverwendung ist in Anlehnung an Nissen vorgenommen. Kinnebrock z. B. bezeichnet die auf  
Rechenberg (vgl. Rechenberg (1973)) zurückgehenden Evolutionsstrategien als Mutations-Selektions-Strate-
gien, welche sich dann später weiterentwickelt hätten, vgl. Kinnebrock (1994), S. 19 ff, hierzu zählen im wei-
testen Sinne auch Simulated Annealing (SA), Tabu Search (TS) etc. Evolutionäre Programmierung ist bei ihm 
keine eigenständige Richtung. Bei Bäck und Bäck/Schwefel ist dafür die genetische Programmierung keine ei-
genständige Richtung, vgl. Bäck (1996), Bäck/Schwefel (1996), wobei auch Nissen die GP als ”moderne Un-
terfom von GA” bezeichnet, welche ”im Kern eine Form von GA mit spezifischer Lösungsrepräsentation ist”, 
vgl. Nissen (1997), S. 12 i. V. m. 237. Aufgrund der sehr übersichtlichen und die Unterschiede klar abgrenzen-
den Darstellungen Nissens wird zur Vermeidung von Verwirrungen in der Begriffsverwendung auf Nissen be-
zug genommen.  
4 Vgl. Nissen (1997), S. 11 i. V. m. S. 1. Eine genaue Beschreibung der Mechanismen, derer sich die evolutionä-
ren Algorithmen bedienen, findet sich z. B. bei Nissen (1997), S. 13 f. 
5 Vgl. Langdon (1998), S. 13. 
6 Vgl. auch Glover/Kelly/Laguna (1995), S. 111, 132. Ebenfalls von einer Lösungsmenge ausgehend verfährt 
Scatter Search, ein Lösungsverfahren, das gefundene gute Lösungen zu Referenzpunkten bestimmt, aus denen 
mit Hilfe von Linearkombinationen neue Lösungen generiert werden. Vgl. hierzu Glover/Kelly/Laguna (1995), 
S. 121 ff. 
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evolutionäre Verfahren also nicht von einer, sondern von vielen Lösungen aus.7 Sie arbeiten 
mit Populationen, welche aus jeweils eine Lösung des betrachteten Problems repräsentieren-
den Individuen bestehen. Aus der jeweils aktuellen Population werden Individuen nach dem 
“survival of the fittest“-Prinzip ausgewählt, um die – nach Möglichkeit bessere – Folgegene-
ration zu erzeugen.8 Entsprechend wird die Zielfunktionswertgüte einer Lösung mit „Fitness“ 
bezeichnet.9 Durch das Zusammenwirken von Selektionsoperatoren (exploitation = Ausnutzen 
der in guten Lösungen enthaltenen Information über den Suchraum) und heuristischen und 
stochastischen Rekombinations- und Mutationsoperatoren (exploration = Abtesten neuer Be-
reiche des Suchraums),10 erweisen sich evolutionäre Verfahren als sehr geeignet, komplexe 
Optimierungsprobleme zu lösen,11 da die Selektionsoperatoren das Durchsuchen ”nutzlosen 
Raums” und die Rekombinationsoperatoren das Beschränken auf lokale Minima verhindern. 
 
Bestehen die jeweiligen Vererbungsvorgänge des Algorithmus allein in Mutationen der ein-
zelnen Individuen, wie bei ES und EP, entspricht das evolutionäre Verfahren einem klassi-
schen lokalen Suchverfahren, welches an mehreren Punkten im Lösungsraum startet, d. h. 
einem parallelen lokalen Suchverfahren.12 Bei klassischen lokalen Suchverfahren entstehen 
ausgehend von einer Lösung durch Modifikation dieser Lösung, z. B. durch das Vertauschen 
von zwei Produktpositionen (“swap neighbourhood“13), Nachbarn zu der betrachteten Aus-
gangslösung. Eine Lösung in der erzeugten Nachbarschaft dient als neue Ausgangslösung, 
wenn sie bestimmte Kriterien erfüllt.14 Im Falle einer lokalen Suche stehen die Nachbarn einer 
betrachteten Ausgangslösung in einem „Nachbarschaftsverhältnis zweiten Grades“ zueinan-
der, da jeder Nachbar jeden anderen über die Ausgangslösung erreichen kann.  
 
Im Falle genetischer Algorithmen hingegen wird von einer verallgemeinerten Form15 oder 
auch von einer Variante der lokalen Suche16 gesprochen, da die Struktur der Nachbarschafts-
menge aufgrund der Kombination mehrerer Lösungen anders als bei lokalen Suchverfahren 
definiert werden muß.17 Werden neue Kindindividuen durch Kreuzung verschiedener Eltern-
                                               
7 Vgl. auch Kolen/Pesch (1994), S. 273. 
8 Vgl. z. B. Glass/Potts (1996), S. 490. 
9 Zu der Gleichsetzung der Fitness mit Zielfunktionswertgüte vgl. auch Potvin (1996), S. 348, Downsland 
(1996), S. 550. 
10 Vgl. Nissen (1997), S. 21.  
11 Vgl. Bäck (1996), S. 34 f., 137. 
12 Vgl. Yamamura/Ono/Kobayashi (1996), S. 535. 
13 Vgl. Glass/Potts (1996), S. 494. 
14 Diese Kriterien variieren von Verfahren zu Verfahren: Beim Descent-Verfahren wird ein Wechsel von der 
Ausgangslösung zu einer in der Nachbarschaft zu der Ausgangslösung liegenden Lösung dann vorgenommen, 
wenn letztere einen besseren Zielfunktionswert als erstere aufweist (wenn der Algorithmus mit verschiedenen 
zufällig generierten Ausgangslösungen startet, dann spricht man von Multi-Start Descent). Threshold Accep-
ting läßt Nachbarschaftslösungen als neue Ausgangslösungen zu, wenn die Verschlechterung des Zielfunk-
tionswertes der neuen Lösung gegenüber der Ausgangslösung innerhalb einer bestimmten Spanne – dem thres-
hold value – liegt, wobei der threshold value im Laufe des Verfahrens abnimmt. Beim Simulated Annealing 
werden Verbesserungen von Zielfunktionswerten in der Nachbarschaft zu der jeweils gerade aktuellen Aus-
gangslösung immer und Verschlechterungen mit im Verlauf des Verfahrens abnehmender Wahrscheinlichkeit 
(sinkende Temperatur im Kühlplan) akzeptiert, wobei die Wahrscheinlichkeit der Akzeptanz von Zielfunk-
tionswertverschlechterungen mit zunehmender Verschlechterung sinkt. Tabu Search akzeptiert grundsätzlich 
diejenige in der Nachbarschaft zu der gerade betrachteten Ausgangslösung liegende Lösung, welche von den 
nicht auf der sogenannten Tabuliste stehenden Lösungen den besten Zielfunktionswert aufweist. Tabu sind z. 
B. bei Anwendung des bereits beschriebenen swap-neightbourhood solche Lösungen, bei denen in bereits vo-
rangehenden Verfahrensschritten angeordnete Positionen wieder vertauscht werden. Unter Abtesten aller mög-
lichen sofort zu akzeptierenden Veränderungen kann dies selbst dann gelten, wenn der neue Zielfunktionswert 
besser als derjenige der Ausgangslösung ist. Um zu vermeiden, daß gute Lösungen verloren gehen, wird eine 
Lösung auch dann akzeptiert, wenn sie nach der Liste tabu, aber ihr Zielfunktionswert besser als diejenigen al-
ler zuvor gefundenen Lösungen ist. Zu diesen Ausführungen vgl. Glass/Potts (1996), S. 492-497. 
15 Vgl. auch Pirlot (1996), S. 501. 
16 Vgl. Johnson/McGeoch (1997), S. 287. 
17 Vgl. Yamamura/Ono/Kobayashi (1996), S. 535. 
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teile und ggf. anschließende Mutation erzeugt, so bilden ausgehend von einem Elternindivi-
duum alle Kinder der Folgegeneration, an deren Erzeugung das betrachtete Elternindividuum 
beteiligt ist, seine Nachbarschaft.18 Die Kinder einer Folgegeneration können sich gegenseitig 
jedoch nicht über das betrachtete Elternindividuum erreichen, da sie jeweils auch die Infor-
mation von wenigstens einem weiteren Elternteil enthalten. Insbesondere in Fällen besonders 
komplexer Problemstrukturen sind genetische Algorithmen in der Lage, mit anderen heuristi-
schen lokalen Suchverfahren zu konkurrieren.19 Genetische Algorithmen können zur Pro-
blemlösung sowohl dann herangezogen werden, wenn der abzusuchende Lösungsraum groß 
und strukturell nicht sehr gut vorherzusehen oder zu erfassen ist,20 als auch, wenn die geneti-
schen Operatoren auf der Basis der Kenntnis der Lösungsraumstruktur entwickelt werden.21   
 
Das grundlegende Theorem genetischer Algorithmen, das auf Holland zurückgehende soge-
nannte Schema Theorem,22 beschäftigt sich mit der Frage, wie groß die Anzahl der über die 
Generationen durch den Einsatz der genetischen Operatoren zu erhaltenden und zu schaffen-
den Strukturen (schemata oder auch templates = Schablonen) in der Menge der erzeugten Lö-
sungen ist.23 Das Ziel des Erkennens von Schemata besteht darin, solche Strukturen in einem 
dynamischen, d. h. Veränderungen unterliegenden,24 Umfeld zu erhalten und/oder zu schaffen, 
die für die – bei Individuen, welche zur Weitervererbung selektiert werden, anzunehmender 
Weise hohe – Fitness des betrachteten Individuums eine erhebliche Rolle spielen. Stringab-
schnitte, welche die hohe Fitness eines Individuums maßgeblich bestimmen, werden als buil-
ding-blocks bezeichnet.25 Die Rekombination der selektierten Individuen soll im Idealfall der-
gestalt erfolgen, daß neue Individuen erzeugt werden, welche building-blocks aus den El-
ternteilen vereinen und somit eine höhere Fitness als die Eltern aufweisen. 26  
 
In allgemeiner Form beschreibt De Jong den GA in den folgenden Schritten:27 
 
(1) Erzeuge zufällig eine Ausgangspopulation. 
(2) Ermittle und speichere die Fitness von jedem Individuum in der gerade betrachteten Po-
pulation. 
(3) Definiere die Selektionswahrscheinlichkeit für jedes Individuum in der gerade betrachte-
ten Population, wobei sich die Selektionswahrscheinlichkeit eines Individuums proportio-
nal zu seiner Fitness verhält. 
(4) Erzeuge die nächste Generation durch Anwendung genetischer Operatoren auf die gerade 
betrachtete Population. Genetische Operatoren bestehen aus Selektions-, Reproduktions- 
und Rekombinationsoperatoren (Kreuzung und Mutation). 
(5) Gehe solange zurück zu (2), bis ein vorgegebenes Abbruchkriterium erreicht ist. 
                                               
18 Vgl. Johnson/McGeoch (1997), S. 287.  
19 Vgl. hierzu z. B. Crauwels/Potts/Van Wassenhove (1996), S. 212, Storer/Wu/Park (1992), S. 588. Angaben 
über Literatur, in der verschiedene neuere heuristische Lösungsverfahren verglichen werden, finden sich bei 
Osman/Laporte (1996), S. 553 f. 
20 Vgl. Mitchell (1996), S. 156, Pirlot (1996), S. 505. Nissen beschreibt verschiedene in der Literatur entwickelte 
Ansätze zur Messung der Eignung eines genetischen Algorithmus zur Lösung eines betrachteten Problems und 
stellt fest, daß diejenigen Ansätze hinsichtlich der Qualität der gefundenen Lösungen am vielversprechendsten 
erscheinen, die auf intuitiven Vorstellungen bezüglich der Fitnesslandschaft beruhen. Vgl. Nissen (1997), S. 
97-101.  
21 Z. B. gehen Freisleben/Merz bei der Entwicklung ihrer Operatoren für das TSP von einem global konvexen 
Lösungsraum aus, d. h. einem Lösungsraum, in welchem das globale Optimum in der Nähe des Zentrums eines 
von fast-optimalen Lösungen, die alle einen ungefähr ähnlichen Abstand zueinander haben, gesäumten Tals 
liegen kann, vgl. Freisleben/Merz (1996b), S. 616. 
22 Vgl. ausführlich Holland (1992), S. 66-74. 
23 Vgl. z. B. Goldberg (1989), S. 9, Mühlenbein (1997), S. 142 f., Hammerman/Goldberg (1999), S. 130-132. 
24 Vgl. auch Antonisse (1989), S. 87. 
25 Vgl. z. B. Langdon (1998), S. 15. 
26 Vgl. Goldberg (1989), S. 41-45. 
27 Vgl. De Jong (1993), S. 7. 
Kapitel 4: Entwicklung eines Genetischen Algorithmus zur Lösung des VLSP 67 
4.2 Kodierung genetischer Algorithmen 
 
Die Abbildung der genetischen Information einer erzeugten Lösung bzw. eines erzeugten In-
dividuums erfolgt anhand eines binär oder mehrwertig kodierten Vektors (String), wobei die 
binäre Kodierung die ursprüngliche Form ist. Der ein Individuum abbildende Vektor wird als 
Chromosom bezeichnet, dessen einzelne Positionen als loci, die Variable auf einem locus als 
Gen und der Wert der Variable als Allel.28 Im Falle der binären Kodierung wird jeder locus 
auf dem string mit einer Binärvariablen (Gen) belegt, deren Wert (Allel) jeweils 0 oder 1 be-
tragen kann. Im Falle der mehrwertigen Kodierung erfolgt die Belegung der loci direkt mit 
reellen Variablenwerten.  
 
Die „richtige Kodierung“ der jeweils einen Ablaufvektor darstellenden Individuen zu wählen, 
ist eine zentrale Problemstellung bei der Implementierung eines genetischen Algorithmus, 
wobei keine allgemeingültige Aussage bezüglich der Vorteilhaftigkeit einer bestimmten Ko-
dierung getroffen werden kann.29 Einerseits haben allgemeine Problemstrukturen erfassende 
Algorithmen ihre Berechtigung aufgrund größerer Robustheit,30 zumal für ein sehr komplexes 
Problem im voraus schwer festzustellen ist, welche Kodierung die unumstritten beste für das 
betrachtete Problem darstellt.31 Andererseits ist es naheliegend, diejenige Kodierung zu wäh-
len, welche dem Charakter bzw. der Struktur des betrachteten spezifischen Problems am 
nächsten kommt, da Algorithmen mit problemspezifischer Kodierung die „besseren Optimie-
rer“ sind.32  
 
Für die Gruppe sehr komplexer Entscheidungsprobleme wird zunehmend die mehrwertige der 
binären (kanonischen) Kodierung vorgezogen.33 Befürworter der kanonischen Kodierung er-
läutern zwar, daß der Lösungsraum besser als mit einer nicht-kanonischen Kodierung erfaßt 
wird.34 Dagegen spricht jedoch, daß sich eine binäre Kodierung der jeweils ein Individuum 
abbildenden Strings deswegen nicht zur Optimierung von Funktionen eignet, weil eine Lö-
sung, die phenotypisch möglicherweise extrem nahe am globalen Optimum liegt, nicht gefun-
den wird, da die dafür notwendigen genotypischen Veränderungen des Bitstrings zu zahlreich 
sind.35 So kann zum einen die sogenannte hamming distance, welche die Anzahl der unter-
schiedlichen Bits beim positionsweisen Vergleich von zwei Strings wiedergibt, und die zwi-
schen bestem und schlechtesten Individuum (gemessen an der jeweiligen Fitness) bei kanoni-
scher Kodierung häufig als Maß für die Heterogenität einer Population dient,36 sehr klein sein, 
obwohl die betrachteten Individuen im Lösungsraum der Fitness-Werte weit auseinander lie-
gen; zum anderen entfällt bei der binären Kodierung aufgrund des Arbeitens auf genotypi-
scher Ebene die Möglichkeit, graduelle Veränderungen zu erreichen, d. h., daß eine geringfü-
gige Veränderung einer Entscheidungsvariablen auch zu einer relativ geringfügigen Verände-
rung der Fitness des Individuums führt.37 Als weiterer „Vorteil“ der kanonischen Kodierung 
wird die Möglichkeit der Standardanwendung der genetischen Operatoren genannt,38 welche 
die generierten Bitstrings dann bspw. sektionsweise paaren.39 Hiergegen spricht allerdings, 
daß das große Potential genetischer Algorithmen gerade in der problemspezifischen Ausge-
                                               
28 Vgl. Mühlbein (1997), S. 141. 
29 Zu dieser Problematik vgl. z. B. Aufsätze von  Janikow/Michalewicz (1991), Tamaki et al. (1994). 
30 Vgl. Davis (1991b), S. 64. 
31 Vgl. Mitchell (1996), S. 158. 
32 Vgl. Davis (1991b), S. 64. 
33 Vgl. z. B. die Gegenüberstellung der Variablen-Kodierung bei Bäck (1996), S. 132, und Nissen (1997), S. 242. 
Vgl. auch die klare Abgrenzung bei Schöneburg/Heizmann/Feddersen (1994), S. 219. 
34 Vgl. Stöppler/Bierwirth (1992), S. 165.  
35 Vgl. De Jong (1993), S. 14 f.  
36 Vgl. z. B. De Jong (1993), S. 14, Nissen (1997), S. 45, Bäck (1996), S. 39. 
37 Vgl. Eshelman/Schaffer (1993), S. 188. 
38 Vgl. Crauwels/Potts/Van Wassenhove (1996), S. 206. 
39 Vgl. Crauwels/Potts/Van Wassenhove (1996), S. 208. 
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staltung der Operatoren liegt. So haben die ersten Anwendungen eines GA zur Lösung des 
Rundreiseproblems eine kanonische Kodierung zur Reihenfolgeabbildung verwendet40 und 
die Operatoren unabhängig von der individuellen Problemstruktur gestaltet, wodurch entspre-
chende Verfahren nicht mit einfacheren, speziell auf das Rundreiseproblem zugeschnittenen 
Heuristiken41 konkurrieren konnten.42  
 
Zusammenfassend läßt sich feststellen, daß sowohl aus Praktikabilitätsüberlegungen43 als 
auch aufgrund theoretisch fundierter Erkenntnisse44 die binäre Kodierung an Stellenwert ver-
loren hat, und insbesondere für komplexe Probleme, bei welchen in einem Gen umfangreiche 
Information abgespeichert werden muß, eine mehrwertige Kodierung der binären Kodierung 
bei entsprechender Gestaltung der genetischen Operatoren vorzuziehen ist.45 Folgendes in 
Anlehnung an Antonisse skizziertes Beispiel verdeutlicht abschließend den Unterschied zwi-
schen den beiden Kodierungsformen.46  
 
 
Beispiel: 
 
Gegeben sind zwei Kodierungsformen, bei der ersten kann jedes Gen auf dem Chromosom 
zwei verschiedene Werte annehmen (binäre Kodierung), bei der zweiten kann jedes Gen zehn 
Werte annehmen (mehrwertige Kodierung). Die beiden unterschiedlich kodierten Chromoso-
men können in etwa die gleiche Menge unterschiedlicher Schemata erfassen, wenn das Chro-
mosom im ersten Fall aus 20 loci und im zweiten Fall aus 6 loci besteht, da 
.1010048576,12 6620 »×=  Sollte ein Schema auch die Möglichkeit berücksichtigen, daß es 
für bestimmte Positionen unerheblich ist, welchen Wert die Variable auf der betrachteten Po-
sition annimmt,47 würde sich der Umfang der möglichen Schemata in dem ersten Fall auf 
( ) 920 104868,312 ×=+  und im zweiten Fall nur auf 66 107716,1)110( ×=+ erhöhen. Um die 
Reihenfolge von I einzuplanenden Produktarten abzubilden, wird für jede mögliche Kanten-
beziehung eine (0,1)-Variable definiert. Bei einer symmetrischen Reihenfolgestruktur beträgt 
die Anzahl der möglichen Kantenbeziehungen (Anzahl der Gene = Chromosomenlänge)  
( ) ( ) ( )( ) ( )
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. Bei einer asymmetrischen Reihenfolge-
struktur beträgt die Chromosomenlänge sogar I×(I-1) = I²-I, da in diesem Fall die Reihenfolge 
der in einer Kantenbeziehung abgebildeten Produktarten erheblich ist. Im Fall der mehrwerti-
gen Kodierung beträgt die Genanzahl I. Demzufolge übersteigt die Genanzahl bei binärer Ko-
dierung diejenige bei mehrwertiger Kodierung im Fall einer symmetrischen Reihenfolge-
struktur um ( ) I
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,48 und im Fall einer asym-
                                               
40 Vgl. z. B. Grefenstette et al. (1985).  
41 Vgl. hierzu Grötschel/Holland (1991). 
42 Vgl. Kolen/Pesch (1994), S. 276 
43 So wird das Bearbeiten eines Optimierungsproblems durch die binäre Abbildung natürlicher Zahlen 
unverhältnismäßig aufgebläht und verkompliziert, vgl. hierzu auch Bäck/Schwefel (1996), S. 25. Auch die 
experimentellen Untersuchungen von Davis haben zu dem Ergebnis geführt, daß genetische Algorithmen mit 
mehrwertig kodierten Chromosomen besser funktionieren als mit binär kodierten, vgl. Davis (1991b), S. 63. 
44 Daß sich die Vorteilhaftigkeit einer mehrwertigen Kodierung nicht nur auf experimentelle Ergebnisse stützt, 
sondern auch theoretisch begründen läßt, zeigen Eshelman/Schaffer, vgl. Eshelman/Schaffer (1993). Vgl. auch 
Antonisse (1989). 
45 Vgl. auch Rubin/Ragatz (1995), S. 88, Mitchell (1996), S. 156, sowie die dort angegebene Literatur. 
46 Vgl. auch im folgenden Antonisse (1989), S. 87 f. 
47 Vgl. z. B. Mühlenbein (1997), S. 143, Oliver/Smith/Holland (1987), S. 225. 
48 Vgl. hierzu ein Beispiel bei Whitley/Starkweather/Shaner (1991), S. 356. 
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metrischen Reihenfolgestruktur um I²-2×I. Bezüglich der Handhabung ist es also unkompli-
zierter, eine Permutationsfolge mehrwertig anstatt binär zu kodieren. 
 
 
4.3 Operatoren genetischer Algorithmen 
 
Die Anwendung genetischer und evolutionärer Verfahren zur Lösung kombinatorischer Pro-
duktionsplanungsprobleme ist sehr zahlreich. Sowohl im Bereich der Fließbandabtaktung als 
auch in der Losgrößen- und Reihenfolgeplanung hat sich die Anwendung genetischer Lö-
sungsverfahren als sinnvoll erwiesen.49 Daß gerade in diesem Bereich mit genetischen Ope-
ratoren hervorragende Ergebnisse erzielt werden können, liegt vor allem an der Möglichkeit, 
die genetischen Operatoren genau auf die betrachtete Problemstruktur zuzuschneiden.50  
 
 
4.3.1 Selektion 
 
Die Selektion beschreibt den Auswahlprozeß derjenigen Individuen, die jeweils in die Folge-
generation übernommen und zur Kreuzung herangezogen werden. Der Auswahlprozeß erfolgt 
zumeist in proportionaler Abhängigkeit von der Fitness. Diese als fitness proportional repro-
duction bezeichnete Selektion führt zu dem gewünschten Effekt, daß sich die Fitness der Po-
pulation von Generation zu Generation im Mittel verbessert und der Lösungsraum gut ausge-
schöpft wird.51  
 
Wird die Entscheidung, ob ein Individuum in die Folgegeneration aufgenommen wird oder 
nicht, unmittelbar nach seiner Erzeugung getroffen, liegt eine stationäre Selektion vor. Bei der 
stationär elitären Selektion wird ein erzeugtes Kind in jedem Fall in die Population zur Erzeu-
gung der nächsten Generation aufgenommen, wenn seine Fitness besser ist als die des 
schlechtesten Individuums in der Population, aus welcher die betrachtete Kindgeneration her-
vorgeht. Das bis dato schlechteste Individuum wird dann durch das gerade erzeugte Kind er-
setzt.52 Eine andere stationäre Vorgehensweise besteht in dem jeweils unmittelbaren Vergleich 
von erzeugtem Kind und den Eltern, aus welchen das betrachtete Kind hervorgeht. In der z. B. 
von Mattfeld dargestellten stationär elitären Selektion wird der elitäre Charakter etwas relati-
viert, indem ein erzeugtes Kind ein Elternteil schon dann ersetzt, wenn die Fitness des Kindes 
besser ist als die um einen Akzeptanzbereich korrigierte Fitness des Elternindividuums.53  
                                               
49 Vgl. z. B. Chen/Vempati/Aljaber (1995), Cleveland/Smith (1989), Davis (1995), Anderson/Ferris (1994), Geh-
ring/Schütz (1994), Kimms (1997), Lee/Sikora/Shaw (1993), Crauwels/Potts/Van Wassenhove (1996), 
Haase/Kohlmorgen (1996), Bierwirth (1992), Glass/Potts (1996), Jordan (1998), Yamada/Reeves (1998). Vgl. 
auch die einschlägigen Literaturverweise in Osman/Laporte (1996), S. 520. 
50 Vgl. Pirlot (1996), S. 505. Vgl. auch die Gegenüberstellung der beiden genetischen Algorithmen – einen mit 
problemnaher und einen mit problemferner Repräsentation – bei Gehring/Schütz (1994). Die Erfahrungen von 
Kimms bezüglich der Anwendung eines genetischen Algorithmus für das PLSP zeigen, daß das Unterlassen der 
Entwicklung problemspezifischer Operatoren zu sehr negativen Ergebnissen führen kann, vgl. Kimms (1997), 
S. 163-169, S. 220 f.  
51 Vgl. Shiroma (1996), S. 39, 43, Holland (1975), (1992), S. 90. Zu Anwendungen der fitness proportional 
reproduction vgl. z. B. Starkweather/Whitley/Cookson (1992), S. 570, Pirlot (1996), S. 502, Rabelo/Jones/Yih 
(1995), S. 207. 
52 Vgl. Asveren/Molitor (1996), S. 292. 
53 Konkret hat Mattfeld die Fitness eines Individuums mit dem Zielfunktionswert (Zykluszeit) gleichgesetzt. Bei 
dem von Mattfeld betrachteten Minimierungsproblem wird ein Elternindividuum p durch das erzeugte Kind o 
ersetzt, wenn gilt: ( ) x×-+< LBfff ppo , wobei f die Fitness, LB eine für das betrachtete Problem 
konkretisierte Untergrenze und x  ein Akzeptanz-Kriterium darstellen. Letzteres wird idealer Weise auf 0,1 
gesetzt und bewirkt eine kontinuierlich abnehmende Akzeptanz neuer Individuen. Vgl. Mattfeld (1996), S. 104. 
Bereits Gorges-Schleuter arbeitet mit der Idee des Akteptanz-Kriteriums, vgl. Gorges-Schleuter (1989), S. 423.    
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4.3.2 Kreuzung 
 
Die Kreuzung beschreibt die Methodik, wie die selektierten Individuen zur Erzeugung eines 
oder mehrerer Kinder kombiniert werden müssen und stellt das Rückgrat eines genetischen 
Algorithmus dar, da er erst durch sie lebt.54 Bei der Kreuzung sollten zum einen nach Mög-
lichkeit building-blocks rekombiniert werden, zum anderen muß auf die Zulässigkeit der er-
zeugten Individuen geachtet werden. Bezüglich des Aufrechterhaltens der Zulässigkeit gibt es 
grundsätzlich vier Möglichkeiten:55 
 
· Eine problemgerechte Gestaltung des Operators selbst gewährleistet, daß das (die) bei je-
der Paarung erzeugte(n) Kind(er) wiederum zulässig ist (sind), z. B. durch Berücksichti-
gung von aufrecht zu erhaltenden Nennungshäufigkeiten56 und/oder Vorrangbeziehungen57 
oder einzuhaltenden Terminen.58 
 
· Der Operator selbst wird unabhängig von zu berücksichtigenden Zulässigkeitsbedingungen 
gewählt und die somit erzeugten ggf. unzulässigen Individuen der Folgegeneration mit 
Hilfe von Korrekturroutinen in zulässige Lösungen transformiert.59 
 
· Ein unzulässiges Individuum erhält eine extrem schlechte Fitness (z. B. mittels aufzuschla-
gende Strafkosten auf die zu minimierende Kostenfunktion) und wird folglich nicht wieder 
bzw. sehr viel weniger wahrscheinlich zur Erzeugung der Nachfolgegeneration verwen-
det.60 
 
· Unzulässige Individuen bleiben unverändert in der Population erhalten, wobei dafür ge-
sorgt wird, daß nur diejenigen Gene des betrachteten Individuums zur Erzeugung von Kin-
dern herangezogen werden dürfen, welche zulässig sind. 
 
 
Im folgenden sind einige Möglichkeiten der Gestaltung des Kreuzungsoperators für das Pro-
blem der Reihenfolgeplanung beschrieben.  
 
 
Kreuzungsoperatoren zur Reihenfolgebestimmung 
 
Für die der Permutationsfertigung häufig zu Grunde gelegte Struktur des TSP ist eine Viel-
zahl an Operatoren bekannt. Der von Goldberg/Lingle entwickelte PMX = partially mapped 
crossover61 erzeugt bei einem Paarungsvorgang von zwei Elternteilen P1 und P2 zwei Kinder 
K1 und K2. In einem ersten Schritt erhält K1 die zwischen zwei Schnittstellen liegenden 
Gene von P2 und K2 diejenigen von P1, wobei die außerhalb der Schnittstellen liegenden Po-
                                               
54 Vgl. Crauwels/Potts/Van Wassenhove (1996), S. 208. 
55 Vgl. hierzu Anderson/Ferris (1994), S. 163.  
56 Vgl. z. B. die im Anschluß kurz erläuterten Operatoren OX, PBX, ER.  
57 Vgl. z. B. Grefenstette (1987b), S. 42-60, Eiben/Raué/Ruttkay (1994), S. 81. 
58 Vgl. z. B. Cleveland/Smith (1989), S. 164. 
59 Vgl. z. B. den im Anschluß kurz erläuterten PMX oder weitere ”reordering operators” in Goldberg (1989),     
S. 166-179.   
60 Gen/Chen zeigen, daß der Erhalt von unzulässigen Lösungen sehr nützlich sein kann, da bei im voraus nicht 
bekannter Aufteilung des Lösungsraums in zulässigen und in unzulässigen Bereich durchaus die Möglichkeit 
besteht, daß eine unzulässige Lösung dem globalen Optimum viel näher als eine andere zulässige Lösung ist, d. 
h. viel mehr Information mit dem Optimum gemein hat als andere zulässige Lösungen, vgl. Gen/Cheng (1996), 
S. 805. Richardson et al. zeigen in ihrem Beispiel, daß die hamming distance zwischen der optimalen Lösung 
und verschiedenen unzulässigen Lösungen eins betragen kann, d. h. die unzulässigen Lösungen sind unmittel-
bare Nachbarn der optimalen Lösung, so daß eine einzige Mutation ausreichen würde, um von ihnen zum Op-
timum zu gelangen, vgl. Richardson et al. (1989), S. 192. 
61 Vgl. Goldberg/Lingle (1985). 
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sitionen von K1 mit den Genen auf den entsprechenden Positionen von P1 und die von K2 mit 
denjenigen von P2 belegt werden. In einem zweiten Schritt werden die erzeugten Kinder in 
zulässige Lösungen transformiert, wobei P1 als Orientierungselternteil für K1 und P2 für K2 
dient. Eine zulässige Lösung K1 wird erzeugt, indem diejenigen zwischen den Schnittstellen 
liegenden mit den Genen von P2 belegten Positionen, welche mit Genen belegt sind, die auch 
in den außerhalb der Schnittstellen liegenden mit den Genen von P1 belegten Positionen vor-
kommen, mit den jeweiligen Entsprechungen in dem Orientierungselternteil P1 ersetzt wer-
den. Die Erzeugung einer zulässigen Lösung K2 erfolgt analog. 
 
Dem die absoluten Genpositionen bewahrenden PMX gegenüber haben sich Operatoren, wel-
che die relativen Genpositionen aufrecht zu halten versuchen, als überlegen herausgestellt.62 
Zu den die relativen Positionsbelegungen berücksichtigenden Operatoren zählt z. B. der „re-
order crossover“ 63, der ebenfalls an zwei Schnittstellen kreuzt. Dabei werden in dem zwischen 
den Schnittstellen liegenden Abschnitt die loci mit den Genen aus einem Elternteil, und die 
außerhalb des Abschnitts liegenden loci mit den noch nicht zugeordneten Genen – allerdings 
in der Reihenfolge, wie sie in dem anderen Elternteil auftreten – belegt; der “insertion cross-
over“ stellt hinsichtlich der Behandlung des zwischen den Schnittstellen liegenden Abschnitts 
die Umkehrung des “reorder crossover“ dar.64 Der von Oliver/Smith/Holland entwickelte 
OX = order crossover vererbt dem zu erzeugenden Kind durch das Einrichten von Platzhalter-
loci die Gene eines Elternteils und verteilt diejenigen Gene, welche nicht die bereits weiter-
vererbten Platzhalter-loci belegen, auf die übrigen loci mit der relativen Reihenfolge ihres 
Auftretens in dem anderen Elternteil.65 Die von Syswerda entwickelten Operatoren 
OBX = Order-based crossover und PBX = Position-based crossover wählen ohne Schnittstel-
len bestimmte Positionsbelegungen eines Elternteils aus und ersetzen zur Erzeugung des 
Kindstrings die ausgewählten Positionen mit den entsprechenden Belegungen an den Positio-
nen des anderen Elternstrings, wobei OBX und PBX sich in der Fixierung des Elternteils un-
terscheiden.66  
 
Eine andere Struktur weist der auch auf Oliver/Smith/Holland67 zurückgehende CX = cycle 
crossover auf, welcher aus zwei Elternstrings Teilmengen solcher Positionen bildet, deren 
Belegungen die gleichen Gene umfassen, wobei die konkrete Zuordnung der einzelnen Gene 
zu den der jeweiligen Teilmenge angehörenden Positionen unerheblich ist. Die der Teilmenge 
angehörenden Positionen werden mit den Genen von dem einen Elternteil weitervererbt und 
die anderen Positionen mit den entsprechenden Belegungen des anderen Elternteils gefüllt. 
Der CX bewahrt in dem Kindstring demnach weder die absoluten (wie der PMX) noch die 
relativen Positionen einzelner Gene oder Genabschnitte (wie der reorder crossover, der OX 
oder der OBX und PBX). Sowohl die Idee der absoluten als auch die der relativen Positions-
belegungen vereint der von Asveren/Molitor vorgestellte MOX = meta-ordering crossover, 
der immer eine mehrere loci umfassende Teilmenge alternierend von einem der beiden zu 
paarenden Elternteile bildet, und in dem Kind die Gene auf die entsprechenden loci mit der 
relativen Reihenfolge ihres Auftretens in dem jeweils anderen Elternteil setzt. Eine Teilmenge 
besteht hierbei immer nur aus solchen Genen, welche in dem Kind noch nicht zugeordnet 
wurden.68 Nach Untersuchungen der Autoren selbst ist der MOX dem PMX überlegen.69  
 
                                               
62 Vgl. hierzu z. B. Mattfeld (1996), S. 55. 
63 Vgl. Reeves (1995). 
64 Vgl. hierzu Glass/Potts (1996), S. 500. 
65 Vgl. Oliver/Smith/Holland (1987). 
66 Vgl. Syswerda (1995), S. 343. 
67 Vgl. Oliver/Smith/Holland (1987). 
68 Vgl. Asveren/Molitor (1996), S. 294 f. 
69 Vgl. Asveren/Molitor (1996), S. 296. 
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Dem Anspruch, nicht nur die Zulässigkeit aufrecht zu halten, sondern darüber hinaus auch 
building-blocks zu vereinen, wird der auf Whitley/Starkweather/Fuquay70 zurückgehende kan-
tenorientierte ER = Edge Recombinition Operator besser gerecht als die zuvor genannten po-
sitionsorientierten – von Freisleben/Merz als „blinde Operatoren“71 bezeichneten – Operato-
ren.72 Der ER stellt das Aufrechthalten direkter Nachbarschaftsbeziehungen zweier Knoten in 
den Vordergrund, da nicht in den Positionsbelegungen mit bestimmten Produktarten, sondern 
in den Kantenbeziehungen building-blocks vermutet werden. Der von Tang/Leung73 vorge-
stellte EdgeNN stellt nach Aussage der Autoren74 eine Weiterentwicklung des ER dar, wobei 
die Weiterentwicklung in der Einbindung von heuristischen Elementen besteht.75 Auch der 
von Yamamura et al.76 entwickelte SXX = Subtour Exchange crossover erreicht durch Aus-
tausch (und Inversion) von die gleichen Elemente in unterschiedlicher Reihenfolge (Anwen-
dung nur für symmetrische TSPs) umfassenden Subtouren den Erhalt von solchen Kanten, die 
aufgrund des Auftretens in mehreren Subtouren möglicherweise einen building-block darstel-
len. Eine noch stärkere Kantenorientierung verfolgt der auf Maekawa et al.77 zurückgehende 
EEX = Edge Exchange crossover, da beim EEX die Gene der Chromosomen direkt als Kan-
ten kodiert sind. Durch Kombination und Inversion der Kanten beider Eltern wird bei jedem 
Kreuzungsvorgang jeweils ein Kind gezeugt, welches ausschließlich aus Kanten besteht, die 
wenigstens in einem der beiden Elternteile vorkommen. Nach Untersuchungen von Maekawa 
et al. ist der EEX dem CX und dem PMX stark, dem SXX und dem ER leicht überlegen. 
Durch die Inversion ist dieser Operator allerdings ebenfalls auf die symmetrische TSP-Struk-
tur beschränkt.  
 
Der auf Eiben/Raué/Ruttkay zurückgehende OB-ABC = Occurence-based Adjacancy-based-
crossover ist ein multi-parent Ansatz, d. h., daß an dem Kreuzungsvorgang mehr als zwei El-
tern beteiligt sind.78 Beim OB-ABC erfolgt die Belegung der loci in dem zu erzeugenden Kind 
sukzessive durch schrittweises bzw. loci-weises Belegen der jeweils noch zu vererbenden 
Gene anhand der Häufigkeit bestimmter Kantenfolgen in den Elternstrings.79 Der OB-ABC ist 
also wie der ER ein Kreuzungsoperator, der die in den betrachteten Eltern bestehenden Nach-
barschaftsbeziehungen im Rahmen der Vererbung zu erhalten versucht. Im Gegensatz zum 
ER arbeitet der OB-ABC allerdings zum einen mit vier anstatt mit zwei Elternteilen, zum an-
deren werden zu jeder gerade betrachteten Kante nur die Nachfolgerkanten anstelle der Vor-
gänger- und Nachfolgerkanten betrachtet. Zudem spielt beim OB-ABC die Häufigkeit des 
Auftretens einer bestimmten Kante für die Entscheidung, diese Kante in dem Kind zu erhal-
ten, eine Rolle. Die Berücksichtigung der Häufigkeit des Auftretens bestimmter Kanten er-
folgt, weil angenommen werden kann, daß eine bestimmte Kantenbeziehung, welche in vier 
Individuen mit hohen Fitness-Werten mehrfach vorkommt, möglicherweise die hohe Fitness 
maßgeblich beeinflußt und darum unbedingt in dem Kind erhalten bleiben sollte (vgl. buil-
                                               
70 Vgl. Whitley/Starkweather/Fuquay (1989). 
71 Vgl. Freisleben/Merz (1996a), S. 892. 
72 Zu der Beurteilung, daß der ER für das symmetrische TSP anderen Operatoren überlegen ist vgl. z. B. 
Lee/Sikora/Shaw (1993), S. 385, Mattfeld (1996), S. 55. Die Vorteilhaftigkeit eines bestimmten Operators läßt 
sich allerdings nicht eindeutig bestimmen. So haben Murata/Ishibuchi im Rahmen einer verschiedene Kreu-
zungsoperatoren und Mutationsoperatoren vergleichenden Analyse für eine Permutationsreihenfertigung fest-
gestellt, daß der PBX dem ER überlegen ist, vgl. Murata/Ishibuchi (1996), S. 172. 
73 Vgl. Tang/Leung (1994), S. 180-182. Ein Überblick über die kurz beschriebenen und weitere Operatoren 
findet sich z. B. bei  Potvin (1996), S. 351-361, Starkwether et al. (1992), S. 132-136. 
74 Vgl. Tang/Leung (1994), S. 180. 
75 Der Zusatz „nach Aussage der Autoren“ ist hier deswegen angefügt, da der EdgeNN in der Methodik vielmehr 
dem noch vorzustellenden OB-ABC von Eiben/Raué/Ruttkay entspricht.  
76 Vgl. Yamamura/Ono/Kobayashi (1996), S. 538. 
77 Vgl. hierzu Maekawa et al. (1996), S. 531 f.  
78 Vgl. hierzu auch Aufsätze von Mühlenbein (1989) und Seront/Bersini (1992).  
79 Vgl. Eiben/Raué/Ruttkay (1994), S. 80 f. 
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ding-block-Hypothese80). In der Methodik kommt auch der von Tang/Leung als „Weiterent-
wicklung des ER“ (s.o.) vorgestellte EdgeNN einer Form von OB-ABC im Prinzip näher als 
dem ER selbst, da beim EdgeNN ebenfalls sowohl die direkten Kantenbeziehungen als auch 
die Häufigkeit ihres Auftretens relevant sind.81 
 
 
4.3.3 Mutation 
 
Der Mutations-Operator sorgt dafür, daß ein Kind auch Information enthalten kann, welche in 
keinem der Eltern vorliegt,82 und bewahrt somit eine Population vor Homogenität.83 Ursprüng-
lich wurde die Ansicht vertreten, daß die Mutation im Gegensatz zur Kreuzung lediglich als 
Hintergrundoperator fungieren sollte.84 Die Anwendung eines Mutationsoperators bzw. wel-
chen Mutationsoperators hängt jedoch grundsätzlich davon ab, wie geeignet er sich in dem 
Zusammenspiel mit dem Kreuzungsoperator erweist. Freisleben/Merz beschreiben in ihrem 
genetischen Algorithmus das Zusammenspiel von Kreuzungs- und Mutationsoperator wie 
folgt:85 Bei der Durchsuchung des Lösungsraums durchforstet der GA den Lösungsraum, in-
dem er von einem mit Hilfe des Selektionsoperators gefundenen lokalen Optimum zum näch-
sten springt, bis das globale Optimum gefunden ist. Die Sprungkraft besteht zum einen aus 
dem Kreuzungs- und zum anderen aus dem Mutationsoperator, wobei der Kreuzungsoperator 
ausgehend von den lokalen Minima mit variierender Länge in dieselbe Richtung und der 
Mutationsoperator in eine zufällige Richtung mit konstanter Länge springt.  
 
Da prinzipiell im voraus nicht gesagt werden kann, ob die Kombination von für eine be-
stimmte Problemstruktur isoliert angewandt sehr gute Ergebnisse erzielenden Kreuzungs- und 
Mutationsoperatoren im Zusammenspiel auch zu schlechteren Ergebnissen als in der isolier-
ten Anwendung führen kann,86 sollte die Festlegung auf einen Mutationsoperator grundsätz-
lich erst nach einer experimentellen Analyse von für die Problemstellung überhaupt in Frage 
kommenden Kreuzungsoperatoren erfolgen. Die Mutationsrate beschreibt bei jedem Evolu-
tionsschritt jeweils den Anteil der Gene der erzeugten Individuen, auf die der Mutationsope-
rator angewandt wird. Bezüglich der Dimensionierung wurde die Beobachtung gemacht, daß 
anfangs höhere und im Verlauf des Evolutionsprozesses abnehmende Mutationsraten sich als 
sehr nützlich erwiesen haben, sowohl in bezug auf die Zuverlässigkeit, daß der Algorithmus 
gegen das globale Optimum konvergiert, als auch auf seine Schnelligkeit.87 
 
 
                                               
80 Vgl. in diesem Zusammenhang auch die Beschreibung des o-schemas von Oliver/Smith/Holland, welches 
abweichend von dem ursprünglichen Schema-Begriff in einem Lösungsstring auch dann festzustellen ist, wenn 
eine bestimmte Ordnung in dem Auftreten der entsprechend des betrachteten o-schemas von den Variablen an-
zunehmenden Werte vorliegt, wobei diese Ordnung z. B. Positionsverschiebungen unterliegen kann, Oli-
ver/Smith/Holland (1987), S. 225-227. 
81 Vgl. Tang/Leung (1994), S. 180-182. 
82 Vgl. Stöppler/Bierwirth (1992), S. 168. 
83 Vgl. Crauwels/Potts/Van Wassenhove (1996), S. 208. 
84 Vgl. Holland (1992), S. 109-111. 
85 Vgl. im folgenden Freisleben/Merz (1996a). 
86 Vgl. Murata/Ishibuchi (1996), S. 171-173, Chen/Vempati/Aljaber (1995), S. 392. 
87 Vgl. Bäck/Schwefel (1996), S. 25. 
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Hybride Genetische Algorithmen 
 
In der Literatur wird vielfach erwähnt, daß die Qualität eines genetischen Algorithmus bei 
Einbeziehung eines anderen – zumeist lokalen88 – Lösungsverfahrens erheblich steigt.89 Diese 
sogenannte Hybridisierung ist allerdings in den Fällen der Kombination mit die Nachbar-
schaft absuchenden Lösungsverfahren im Prinzip nichts anderes, als die ausreichend häufige 
Anwendung einer Form von Mutationsoperator auf das mittels Kreuzung aus den jeweiligen 
Eltern hervorgehende Kind, bis dieses Kind-Individuum soweit mutiert ist, daß es ein lokales 
Optimum darstellt. Erst das mutierte Kind, das lokale Optimum, geht dann in die Population 
ein.  Glass/Potts z. B. beschreiben die Integration von GA und Descent-Verfahren sinngemäß 
so: Die Aufgabe des GA besteht darin, in dem Lösungsraum die Täler zu finden und die des 
Descent-Verfahrens darin, die Täler hinunterzugehen.90 Die für das Descent-Verfahren von 
Glass/Potts definierte Nachbarschaft “swap-neighbourhood“91 verdeutlicht, daß das Hinzuzie-
hen eines lokalen Suchverfahrens, um in die neue Generation nur lokale Optima aufzuneh-
men, mit einer entsprechend häufigen Anwendung92 eines geeigneten Mutationsoperators 
realisiert werden kann. So zählt auch Potvin lokale Verbesserungsverfahren wie 2-Opt oder 3-
Opt im Rahmen der Beschreibung der Funktionsweise von genetischen Algorithmen für das 
TSP zu den Mutationsoperatoren.93 
 
                                               
88 Z. B. Nagar kombiniert branch&bound mit GA, vgl. Nagar (1996). 
89 Vgl. z. B. Ulder et al. (1991), Mathias/Whitley (1992), Glover/Kelly/Laguna (1995), Glass/Potts (1996), 
Freisleben/Merz (1996a). Nach Untersuchungen der Autoren selbst ist zur Lösung des TSP der Algorithmus 
von Freisleben/Merz allen anderen genetischen Ansätzen überlegen und mit den besten nicht genetischen An-
sätzen vergleichbar, vgl. Freisleben/Merz (1996a), S. 897. Mit den „besten nicht genetischen Ansätzen“ bezie-
hen sich Freisleben/Merz auf die von Martin/Otto/Felten angewandte Heuristik, in der jeweils nur von einer 
Lösung ausgehend ein Mutationsoperator mit dem lokalen Optimierer 3-Opt kombiniert wird, und auf die dann 
von Johnson durch Modifikation des Mutationsoperators und durch Ersetzen von 3-Opt mit LK zu der so ge-
nannten ILK = Iterated Lin-Kernighan Heuristik weiterentwickelten Heuristik. Vgl. hierzu Johnson/McGeoch 
(1997), S. 291-298, Martin/Otto/Felten (1991), (1992). Trotz Bezeichnung als genetischen Ansatz durch John-
son, zählen Freisleben/Merz den ILK nicht zu den genetischen Algorithmen, da er von einer nur einelementi-
gen Population ausgeht und keinen Kreuzungsoperator beinhaltet, somit also die Schlüsselelemente eines ge-
netischen Algorithmus fehlen, vgl. Freisleben/Merz (1996a), S. 893. Erst der bereits erwähnte und von Freisle-
ben/Merz entwickelte DPX und LK kombinierende Ansatz erfüllt die Kriterien, um als GA kategorisiert zu 
werden, die ILK-Heuristik kann allenfalls als Sonderfall (Populationsgröße=1, Mutationsrate=1, Kreuzungs-
rate=0) ihres Algorithmus verstanden werden, vgl. Freisleben/Merz (1996a), S. 897. Ein Überblick über weitere 
genetische Ansätze findet sich bei Johnson/McGeoch (1997), S. 286-302. 
90 Vgl. Glass/Potts (1996), S. 500. 
91 Üblicherweise wird als swap ein Mutationsoperator bezeichnet, der zufällig zwei Gene auswählt und ver-
tauscht, vgl. z. B. Potvin (1996), S. 361, wobei z. B. Mattfeld diese Form von Mutationsoperator als order 
based mutation bezeichnet und bei einem swap ein Gen zufällig auswählt und dieses mit einem unmittelbar be-
nachbarten Gen vertauscht, vgl. Mattfeld (1996), S. 94.  
92 Um mit einem “swap“-Mechanismus diejenige Lösung in der relativ zu einer Ausgangslösung definierten 
Nachbarschaft zu finden, welche den besten Zielfunktionswert aufweist, müssen ( )1
2
1
-anzanz GG  Nachbar-
schaftsbeziehungen abgetastet werden, wobei anzG  die Anzahl der Gene eines eine Lösung repräsentierenden 
Individuums bezeichnet, vgl. auch Glass/Potts (1996), S. 494. 
93 Vgl. Potvin (1996), S. 361. 
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4.4 Genetischer Algorithmus (GA) zur Lösung des VLSP 
 
In Anlehnung an die zuvor für die Methodik genetischer Algorithmen im allgemeinen von De 
Jong beschriebenen fünf Schritte, kann der in vorliegender Arbeit entwickelte Genetische Al-
gorithmus  zur Lösung des VLSP ganz grundlegend wie folgt beschrieben werden: 
 
(1) Erzeuge eine Menge von bereits relativ guten Lösungen mit einem speziell für die 
betrachtete Problemstellung entwickelten stochastischen Konstruktionsverfahren. Jede 
gefundene zulässige Lösung repräsentiert ein Individuum in der Ausgangspopulation. 
 
(2) Ermittle und speichere die Fitness (Güte des Zielfunktionswertes) von jedem Individuum 
in der Population.  
 
(3) Bestimme anhand fitnessproportionaler Selektionsoperatoren, welche der Individuen in 
der betrachteten Population für die Erzeugung der nächsten Generation zur Verfügung 
stehen und welche hieraus jeweils zur Erzeugung der Kinder herangezogen werden sol-
len. 
 
(4) Erzeuge neue Kinder und somit die nächste Generation durch Anwendung eines speziell 
entwickelten Kreuzungsoperators, der einen Mutationsoperator bereits impliziert.   
 
(5) Gehe solange zurück zu Punkt (2), bis ein vorgegebenes Abbruchkriterium erreicht ist. 
 
 
Zunächst wird in Abschnitt 4.4.1 die Kodierung des genetischen Algorithmus zur Lösung des 
VLSP beschrieben und anschließend in Abschnitt 4.4.2 das zur Erzeugung der Ausgangspo-
pulation entwickelte Verfahren PDZ sowie in Abschnitt 4.4.3 der als AGO bezeichnete Algo-
rithmus der genetischen Operatoren dargestellt. Abschließend werden in Abschnitt 4.4.4 die 
auf Varianten des PDZ-Verfahrens und weiteren Faktoren basierenden Varianten des geneti-
schen Algorithmus abgebildet.  
 
 
4.4.1 Kodierung  
 
Für vorliegendes komplexes Entscheidungsproblem wird aus den in Kapitel 4.2 aufgeführten 
Gründen eine mehrwertige Kodierung zur Abbildung der die zu erzeugenden Ablaufvektoren 
repräsentierenden Individuen der binären Kodierung vorgezogen. Die genotypische und die 
phenotypische Ebene sind also äquivalent. Jedes Gen eines Chromosoms bzw. Individuums 
repräsentiert ein Produktlos. Die in einem Gen zu speichernde Information ist sehr umfang-
reich und beinhaltet zusammengefaßt:  
 
§ Um welche Produktart es sich handelt. 
§ Wieviel Zeit unter Berücksichtigung einzuhaltender Termine für die Fertigung zur Verfü-
gung steht. 
§ In welcher Losgröße die Produktart hergestellt wird. 
§ Wie der externe Bedarf dieser Produktart zu dem nächstmöglichen Termin ist, und wie 
aufgrund des aktuellen Lagerbestandes der Nettobedarf hiervon abweicht. 
§ Welche Lagerungs- und Loswechselkosten aus der Positionierung und der Dimensionie-
rung des betrachteten Produktloses auf diesem locus resultieren.  
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Genetische Algorithmen können nicht nur mit einheitlich kodierten Strings einer bestimmten 
Länge arbeiten.94 So kann gegebenenfalls erst durch das Kreuzen unterschiedlich kodierter 
Chromosomen eine Anpassung an die betrachtete Problemstellung und somit ein guter Fit-
ness-Wert erreicht werden.95 Diese Annahme liegt dem von Goldberg et al. entwickelten 
sogenannten messy-GA zugrunde, der mit nur Teillösungen eines betrachteten Problems dar-
stellenden sehr “fitten” Bausteinen (building-blocks) beginnend, die building-blocks auf sinn-
volle Weise vorerst nur zusammenfügt und im Verlauf des Algorithmus trennt und wieder 
zusammenfügt („cut and splice“).96 Auch in dem im Rahmen dieser Arbeit entwickelten 
genetischen Algorithmus kann es aufgrund der unterschiedlichen Auflegungshäufigkeiten zu 
einer Kreuzung von Chromosomen nicht einheitlicher Länge kommen. Ggf. wird eine künst-
liche Vereinheitlichung der Chromosomenlängen gemäß der Vorgabe des besten Individuums 
aus der Menge der beteiligten Eltern vorgenommen. 
 
 
4.4.2 Erzeugung der Ausgangspopulation anhand eines stochastischen 
Konstruktionsverfahrens (PDZ)  
 
Zur Erzeugung der Ausgangspopulation für den GA wird das Konstruktionsverfahren PDZ 
entwickelt, welches Prioritätsregeln, Dekomposition und Zufallselemente kombiniert. Die 
Notwendigkeit der Kombination ergibt sich daraus, daß zum einen eine Vielzahl unterschied-
licher zulässiger Lösungen benötigt wird, und zum anderen bei der hier betrachteten sehr 
komplexen Problemstruktur der Genpool der Ausgangspopulation bereits relativ sinnvolle 
Lösungen enthalten sollte, da der GA ansonsten zuviel unnötigen Lösungsraum durchforsten 
müßte.97 Die Anwendung nur von Prioritätsregeln würde nicht genug unterschiedliche Lösun-
gen – bei gleicher Reihenfolge der Prioritätsregeln und ohne Zufallselement für eine gegebene 
Probleminstanz sogar nur genau eine Lösung – und die Anwendung nur von Zufallsfunktio-
nen zu wenige bereits relativ gute Lösungen erzeugen. Mit der Kombination soll erreicht wer-
den, daß der in der Ausgangspopulation widergespiegelte Genpool einerseits Individuen mit 
relativ guter Fitness enthält und andererseits relativ heterogen ist.  
 
Zunächst wird das Grundkonzept des PDZ-Verfahrens erläutert. Daraufhin werden verschie-
dene Varianten des Verfahrens, die verwendeten Symbole und dann die einzelnen Schritte 
ausführlich beschrieben. Abschließend wird das PDZ-Verfahren als Pseudokode dargestellt.   
  
 
                                               
94 Vgl. hierzu Bäck (1996), S. 109. 
95 Vgl. hierzu die bei Mitchell angegebene Literatur, Mitchell (1996), S. 159. 
96 Vgl. z. B. Golberg et al. (1993), S. 57 f. 
97 Vgl. Ronald (1995), S. 372. Auch Chen/Vempati/Aljaber betonen, daß die Ausgangspopulation bereits gute 
Lösungen umfassen sollte, vgl. Chen/Vempati/Aljaber (1995), S. 391. Braun erzeugt einen bereits relativ guten 
Genpool in der Ausgangspopulation zur Lösung relativ hoch dimensionierter TSP, vgl. Braun (1991), S. 131. 
Ebenfalls gute Erfahrungen mit der Anwendung einer Verbesserungsheuristik auf die Ausgangspopulation (und 
dann jeweils auf die erzeugten Nachkommen), bevor die genetischen Operatoren mit der Population arbeiten, 
haben Freisleben/Merz gemacht, vgl. Freisleben/Merz (1996a). Gegenteilig verfahren Hwang/Sun, die sich be-
züglich ihrer zufällig erzeugten Ausgangspopulation auf die Erfahrungen von Liepins et al. –  Hwang/Sun ge-
ben keine genauere Bezeichnung ihrer Quelle an  –  berufen, nach denen es sich nicht lohnt, die Ausgangspo-
pulation mit einem an die Problemstruktur angepaßten Verfahren zu erzeugen, da hieraus keine großen Vorteile 
gewonnen werden können, vgl. Hwang/Sun (1998), S. 2444. 
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4.4.2.1 Grundkonzept des PDZ 
 
Ablaufvektoren und Abschnitte 
 
Die Ausgangspopulation wird aus R verschiedenen mit dem PDZ zu erzeugenden Ablauf-
vektoren der Produktlose gebildet, wobei jeder erzeugte Ablaufvektor ein  Individuum reprä-
sentiert. Die Belegung des Ablaufvektors mit den Produktlosen erfolgt abschnittsweise. 
Hierzu wird zunächst vor jedem erneuten Durchlauf der Verfahrensschritte, d. h. bei jeder Ak-
tualisierung, der relativ zu dem aktuellen Zeitpunkt nächstmögliche Termin über alle Auf-
träge ermittelt, wobei der aktuelle Zeitpunkt jeweils den Zeitpunkt relativ zum Fertigungsbe-
ginn widerspiegelt. Diejenigen Produktarten, die zu dem betrachteten Termin einen positiven 
Nettobedarf (externer Bedarf abzüglich Lagerbestand) haben, werden gemeinsam in einem 
Abschnitt geplant. Hat relativ zu dem aktuellen Zeitpunkt keine Produktart einen positiven 
Nettobedarf, wird kein Abschnitt gebildet. Da vor Fertigungsbeginn des Produktionspro-
gramms die Lagerbestände sämtlicher Produktarten Null betragen, muß bei der ersten Aktua-
lisierung gefertigt und somit ein Abschnitt gebildet werden. Wenn ein Abschnitt gebildet 
wird, wird dem Abschnittsindex immer der Wert des Aktualisierungsindex zugeordnet. Dies 
ist für die Anwendung der genetischen Operatoren auf die mit dem PDZ zu erzeugenden Aus-
gangslösungen erforderlich. Sowohl die Anzahl der Abschnitte, als auch deren Längen sind 
nicht ex ante bekannt, wobei die Anzahl der Abschnitte nach oben durch die Anzahl der un-
terscheidbaren Termine über alle Produktarten und somit der Anzahl der Aktualisierungen 
begrenzt ist. Die Belegung der Abschnitte erfolgt sukzessiv. Hierbei werden die Produktlose 
(zunächst) schnellstmöglich relativ zu dem aktuellen Zeitpunkt eingeplant.  
 
 
Reihenfolgebestimmung in Abschnittsgruppen und Teilablauffolgen   
 
Die in einem Abschnitt einzuplanenden Produktarten werden jeweils in maximal drei Pro-
duktarten umfassende Gruppen zufällig (Gleichverteilung) eingeteilt. Für jede Gruppe werden 
alle möglichen Teilablauffolgen (Tupel) aus den Produktarten der betrachteten Gruppe enu-
meriert, und hiervon diejenige Teilablauffolge für die betrachtete Gruppe eingeplant, welche 
hinsichtlich der Reihenfolgeplanung auf Basis einer zu wählenden Prioritätsregel ZEITKOST, 
KOSTZEIT oder ZUFALL (siehe hierzu den folgenden Abschnitt 4.4.2.2 Verfahrensvarianten 
des PDZ) die beste Teilablauffolge darstellt. Ist die Einplanung einer Teilablauffolge für eine 
Gruppe abgeschlossen, erfolgt die Einplanung der Teilablauffolge für die nächste Gruppe, bis 
alle Gruppen in dem betrachteten Abschnitt eingeplant sind. 
 
 
Losgrößenbestimmung  
 
Für die in einem Abschnitt eingeplanten Produktarten werden die Losgrößen anhand von ei-
ner zu wählenden Prioritätsregel bestimmt. Die Losgrößenbestimmung kann alternativ in 
fünf verschiedenen Modi A, B, AB, C oder D erfolgen (siehe auch hierzu den folgenden Ab-
schnitt 4.4.2.2 Verfahrensvarianten des PDZ). Vor der Einplanung eines jeden Produktloses 
wird geprüft, ob alle in dem betrachteten Abschnitt herzustellenden Produktarten mindestens 
in der Höhe ihres Nettobedarfs hergestellt werden können. Ist diese Bedingung nicht erfüllt, 
wird mit der Erzeugung des betrachteten Ablaufvektors von vorn begonnen. Wird eine vor-
gegebene Anzahl an Wiederholungen des zu erzeugenden Ablaufvektors aufgrund nicht er-
füllter Zulässigkeitsbedingung überschritten, bricht das Verfahren ab. Es muß dann ange-
nommen werden, daß für die gegebene Probleminstanz mit dem PDZ keine zulässige Lösung 
gefunden werden kann. 
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Aktualisierung und neuer Abschnitt 
 
Unabhängig davon, ob zu dem betrachteten Termin Produktlose in einem Abschnitt einge-
plant werden oder für keine Produktart zu dem betrachteten Termin ein Nettobedarf besteht, 
und somit kein Abschnitt gebildet wird, müssen die relevanten Größen, wie die Lagerbe-
stände, die verbleibenden noch ausstehenden Gesamtherstellmengen, die Menge der noch 
nicht betrachteten Termine und der aktuelle Zeitpunkt aktualisiert werden, wobei der aktuelle 
Zeitpunkt unverändert bleibt, wenn zu dem betrachteten Termin nicht gefertigt wurde. Relativ 
zu dem jeweils neuen aktuellen Zeitpunkt wird aus der Menge der noch nicht betrachteten 
Termine wiederum der nächst mögliche Termin über alle Produktarten bestimmt, und der 
nächste Abschnitt aus denjenigen Produktarten gebildet, welche zu dem betrachteten Termin 
einen positiven Nettobedarf haben. Das Verfahren wiederholt sich so Termin für Termin.  
 
 
Backtracking 
 
Wenn alle Termine betrachtet wurden, und alle Produktlose inklusive der fiktiven Produktart 
0 zur Abbildung des neutralen Maschinenzustands nach Bearbeitungsende eingeplant sind, 
wird – sofern freie Kapazitäten auftreten – ein Operator auf den Ablaufvektor angewandt, der 
Time-Opt-Operator (TOO), welcher den Fertigungsbeginn eines jeden Produktloses auf den 
jeweils spätestmöglichen Zeitpunkt verschiebt. Durch die Anwendung des TOO werden freie 
Kapazitäten nach vorn verschoben und somit die Lagerungskosten reduziert. 
 
 
Bewertung der Lösungen  
 
Sind alle Ablaufvektoren bzw. Individuen in der Ausgangspopulation erzeugt, wird die Fit-
ness der Individuen ermittelt. Die Fitness eines erzeugten Individuums entspricht der Güte 
des Zielfunktionswertes des zugehörigen Ablaufvektors und wird als Abweichung des eigenen 
Zielfunktionswertes von dem schlechtesten Zielfunktionswert aller Individuen in der Popula-
tion berechnet. Diejenigen Individuen mit der besten Fitness stellen die Menge der mit dem 
PDZ besten gefundenen Lösungen dar.  
 
 
Abbildung 4.1 zeigt den zuvor verbal beschriebenen Zusammenhang zwischen den Terminen 
der Aufträge, den Aktualisierungen und Abschnitten, sowie den jeweils bei Aktualisierung 
betrachteten Zeitraum. Es werden drei Aktualisierungen skizziert, wobei bei der ersten und 
bei der dritten Aktualisierung ein Fertigungsbedarf besteht und somit jeweils ein Abschnitt 
gebildet wird, hingegen bei der zweiten Aktualisierung kein Fertigungsbedarf besteht, und 
somit kein Abschnitt gebildet werden muß. Zum besseren Verständnis der Abbildung werden 
Symbole eingeführt, deren ausführliche Erläuterung im Rahmen des Abschnitts 4.4.2.3 er-
folgt. 
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Abbildung 4.1: Aktualisierung der Zeitpunkte / Abschnitte auf dem Ablaufvektor 
 
 
4.4.2.2 Verfahrensvarianten des PDZ 
 
Bezüglich der Reihenfolgeplanung wird das Verfahren danach differenziert, ob alternativ die 
Minimierung der Loswechselzeiten, ZEITKOST, oder die Minimierung der Loswechselko-
sten, KOSTZEIT, eine höhere Priorität erhält, oder ob die Reihenfolgebestimmung innerhalb 
der Teilablauffolge zufällig bestimmt wird, ZUFALL.  
 
Die fünf Modi zur Losgrößenplanung werden als A, B, AB, C und D bezeichnet. Die Modi A, 
C und D entsprechen dem allgemeinen Fall des VLSP. Anders als in der formalen Beschrei-
bung des Problems in Abschnitt 3.2.2 wird die Losgröße im PDZ jeweils aus der Menge der 
noch herzustellenden Produkteinheiten der betrachteten Produktart bestimmt und in einem 
Fertigungsauftrag zusammengefaßt.98 Ein Fertigungsauftrag belegt jeweils eine Position auf 
dem Ablaufvektor. Die Modi B und AB entsprechen dem Spezialfall des VLSP, d. h., daß die 
Losgrößen durch Gruppierung der externen Bedarfe bestimmt werden. Wiederum abweichend 
von der Modellierung des Problems in Abschnitt 3.1.2 werden in dem PDZ die zu einem Los 
zu gruppierenden Aufträge direkt in einem Fertigungsauftrag zusammengefaßt und belegen 
eine Position auf dem Ablaufvektor.  
 
Die Modi unterscheiden sich wie folgt: beim Modus A wird die Losgrößenentscheidung auf 
Basis der durch die Losgrößenentscheidung verursachten Lagerungskosten getroffen, wäh-
rend beim Modus B die Losgrößenentscheidung durch Gruppierung von bis zu maximal drei 
Aufträgen der betrachteten Produktart zu einem Fertigungslos erfolgt. Die Gruppierungsent-
                                               
98 In der formalen Modellierung des Problems (Kapitel 3) erfolgt die Losgrößenbestimmung indirekt, indem die 
Belegung unmittelbar aufeinanderfolgender Vektorpositionen mit derselben Produktart wie ein zusammenge-
legtes Los behandelt wird.  
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scheidung wird zum einen per Zufallsgenerator – bei Auswahl mit gleicher Wahrscheinlich-
keit für alle drei Optionen – und zum anderen durch die zu beachtenden Kapazitätsrestriktio-
nen getroffen. Der Modus AB kombiniert die Modi A und B, indem die Fertigungslose eben-
falls durch Gruppierung von bis zu maximal drei Aufträgen der betrachteten Produktart er-
folgt, die Gruppierungsentscheidung jedoch nicht zufällig, sondern unter Berücksichtigung 
der dadurch verursachten Lagerungskosten erfolgt. Bei den Modi C und D wird die Los-
größenentscheidung aus jeweils zu bestimmenden Intervallen mit gleicher Wahrscheinlichkeit 
zufällig gewählt, ohne Aufträge gezielt zu gruppieren oder Lagerungskosten zu berücksichti-
gen.  
 
Das PDZ wird je nach Prioritätsregel zur Reihenfolgebestimmung und nach Losgößenbestim-
mungsmodus indiziert. Durch Kombination ergeben sich die folgenden Varianten:  
 
Nr. Prioritätsregel zur 
Reihenfolgebestimmung 
Losgrößen- 
modus 
Variante 
1 ZEITKOST A Z
APDZ  
2 ZEITKOST B Z
BPDZ  
3 ZEITKOST AB Z
ABPDZ  
4 ZEITKOST C Z
CPDZ  
5 KOSTZEIT A K
APDZ  
6 KOSTZEIT B K
BPDZ  
7 KOSTZEIT AB K
ABPDZ  
8 KOSTZEIT C K
CPDZ  
9 ZUFALL A Zuf
APDZ  
10 ZUFALL B Zuf
BPDZ  
11 ZUFALL AB Zuf
ABPDZ  
12 ZUFALL C Zuf
CPDZ  
13 ZUFALL D Zuf
DPDZ  
Tabelle 4.1:  Varianten des PDZ-Verfahrens 
 
Der Losgrößenmodus D wird nur mit der zufälligen Reihenfolgebestimmung kombiniert. 
Diese Kombination ZufDPDZ  beinhaltet die meisten Zufallskomponenten und wird im folgen-
den auch als Zufallsverfahren bezeichnet. Die mit dem ZufDPDZ  erzeugten Lösungen dienen 
im Rahmen der Bewertung der Verfahren als Vergleichsbasis für die mit den anderen PDZ-
Varianten erzeugten Lösungen. 
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4.4.2.3 Beschreibung der verwendeten Symbole 
 
Indizes 
 
a………………. Index der Abschnitte des Ablaufvektors rE , rAa Î , Rr Î   
b………………. Index der Positionen in den Teilablauffolgen gfaTAF , !)1(1
g
aIf = , 
g=1(1) aG , rAa Î , Rr Î  
e……………….. Index der Positionen auf den Vektoren rE , rN , rF , rFB , neurF , , 
e=1(1) rE ,  Rr Î  
A
are , …………….Position des a-ten Abschnittsanfangs auf dem r-ten Ablaufvektor, rAa Î , 
Rr Î  
W
are , …………… Position e des a-ten Abschnittsendes auf dem r-ten Ablaufvektor, rAa Î , 
Rr Î  
f........................... Index der Teilablauffolgen in der Gruppe g des a-ten Abschnitts,  
!)1(1 gaIf = , g=1(1) aG , rAa Î , Rr Î  
g ......................... Index der aus arI ,  zu bildenden Gruppen, g=1(1) aG , rAa Î , Rr Î  
n.......................... Index der Aktualisierungen, t)1(1=n   
r ......................... Index der Individuen und Vektoren, Rr Î  
 
 
Parameter 
 
R......................... Anzahl der zu erzeugenden Individuen in der Ausgangspopulation, [-]  
V_MAX.............. Anzahl der Wiederholungen zur Erzeugung eines zulässigen Ablaufvektors 
(Vielfaches von R), [-] 
H
ix ..................... Gesamtherstellmenge der Produktart i, iÎI, [ME] 
t .........................Anzahl der unterscheidbaren Termine über alle Produktarten, nextT1=t , [-]  
 
 
Variablen/Vektoren 
 
gf
ac .................... Summe der Loswechselkosten der Teilablauffolge f in der Gruppe g des a-
ten Abschnitts, !)1(1 gaIf = , g=1(1) aG , rAa Î , Rr Î , [GE] 
ming
ac ................ Minimum der Summe der Loswechselkosten über alle Teilablauffolgen in 
der Gruppe g des a-ten Abschnitts, g=1(1) aG , rAa Î , Rr Î , [GE] 
rBC , ................... Summe der Lagerungskosten über alle nach dem Erreichen des jeweils 
nächstmöglichen Termins auf Lager verbleibenden Bestände, Rr Î , [GE] 
rLC , ................... Summe der Lagerungskosten über alle Produktlose bis zum jeweils nächst 
möglichen Termin, Rr Î ,  [GE] 
rEC ................... Loswechselkosten des Ablaufvektors ,
rE  Rr Î , [GE] 
rE ...................... r-ter Ablaufvektor der Produktarten, 
r
IE r EÎ , wobei reE  die an Position e 
eingeplante Produktart beschreibt, e=1(1) rE , Rr Î  
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rE ...................... Länge des r-ten Ablaufvektors, Rr Î , [-] 
( )rPfit ................Fitness des r-ten Individuums, Rr Î , [-]  
rF ...................... r-ter Vektor der Fertigstellungszeitpunkte vor Anwendung des Operators 
TOO, ÎrF 
rE , wobei reF  den Fertigstellungszeitpunkt der an Position e 
des Ablaufvektors rE  eingeplanten Produktart reE  beschreibt, e=1(1)
rE , 
Rr Î  
neurF , ................ r-ter Vektor der Fertigstellungszeitpunkte nach Anwendung des Operators 
TOO, ÎneurF , 
rE , wobei neureF
,  den Fertigstellungszeitpunkt der an 
Position e des Ablaufvektors rE  eingeplanten Produktart reE  beschreibt, 
e=1(1) rE , Rr Î  
rFB .................... r-ter Vektor der Fertigungsbeginnzeitpunkte, ÎrFB 
rE , wobei reFB  den 
Fertigungsbeginnzeitpunkt der an Position e des Ablaufvektors rE  
eingeplanten Produktart reE  beschreibt, e=1(1)
rE , Rr Î  
aG ......................Anzahl der aus arI ,  zu bildenden Gruppen, rAa Î , Rr Î , [-] 
max
ak .................. größter vorkommender Stücklagerkostensatz der Produktarten arIi ,Î  des 
a-ten Abschnitts, rAa Î , Rr Î , [GE/( ME*ZE)] 
min
ak .................. kleinster vorkommender Stücklagerkostensatz der Produktarten arIi ,Î  des 
a-ten Abschnitts, rAa Î , Rr Î , [GE/( ME*ZE)] 
rel
ik .................... Relation der Differenz zwischen 
max
ak  und ik , zu der Differenz zwischen 
max
ak  und 
min
ak  in dem a-ten Abschnitt, rAa Î , Rr Î , [-] 
niL ……………. Lagerbestand der Produktart i nach der n-ten Aktualisierung, iÎI, t)1(1=n , 
[ME] 
rN ....................  r-ter Vektor der Losgrößen, ÎrN 
rE , wobei reN  die Losgröße der an 
Position e des Ablaufvektors rE  eingeplanten Produktart reE  beschreibt, 
e=1(1) rE , Rr Î  
iO ...................... hinsichtlich der zeitlichen Kapazität obere Schranke des Losgrößenintervalls 
der Produktart i in dem Abschnitt a,  arIi ,Î , rAa Î , Rr Î , [ME] 
rel
iO ....................anhand der Position der betrachteten Produktart i in dem Abschnitt a relati-
vierte obere Grenze des Losgrößenintervalls, arIi ,Î , rAa Î , Rr Î , [ME] 
rP ......................  r-tes Individuum, ÎrP (I x )
rE , wobei reP 1  die an Position e des Ablauf-
vektors der Produktarten positionierte Produktart reE , und 
r
eP 2  die zugehö-
rige Losgröße reN  beschreibt, e=1(1)
rE , Rr Î  
 t……………….. Zeitpunkt, [ZE] 
gf
at ......................Summe der Loswechselzeiten der Teilablauffolge f in der Gruppe g des a-
ten Abschnitts,  !)1(1 gaIf = , g=1(1) aG , rAa Î , Rr Î , [ZE] 
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ming
at ................. Minimum der Summe der Loswechselzeiten über alle Teilablauffolgen in 
der Gruppe g des a-ten Abschnitts, g=1(1) aG , rAa Î , Rr Î , [ZE] 
next
et ..................  relativ zu dem Fertigstellungszeitpunkt 
r
eF  der auf e positionierten Produkt-
art reE  nächstmögliche Termin der Produktart 
r
eE , e=1(1)
rE , Rr Î , [ZE]  
arEt , ................... Summe der Loswechselzeiten des a-ten Abschnitts auf dem r-ten Vektor der 
Produktarten, rAa Î , Rr Î , [ZE] 
+it ...................... relativ zu dem Zeitpunkt t nächstmögliche Termin st  der Produktart i, 
i=i(s), ( ) SsIsi ÎÎ , , [ZE]   
++it .................... relativ zu dem Termin +it  nächstmögliche Termin st  der Produktart i, 
i=i(s), ( ) SsIsi ÎÎ , , [ZE]   
akt
nt ..................... aktueller Zeitpunkt nach der n-ten Aktualisierung, t)1(1=n , [ZE]  
min
nt ...................  relativ zu 
akt
nt  nächst mögliche Termin über alle Aufträge aus der Menge 
der noch nicht betrachteten Termine, t)1(1=n , [ZE]  
agfTAF , .............Teilablauffolge f  in der Gruppe g des a-ten Abschnitts, 
g
aIagf ITAF Î, , 
wobei agfbTAF
,  die an b positionierte Produktart beschreibt, !)1(1 gaIf = , 
g=1(1) aG , rAa Î , Rr Î  
agTAF *, .............eingeplante Teilablauffolge in der Gruppe g des a-ten Abschnitts, 
g
aIag ITAF Î*, , wobei agbTAF
*,  die an b positionierte Produktart be-
schreibt, g=1(1) aG , rAa Î , Rr Î  
u..........................Variable, welche die Anzahl der erzeugten unzulässigen Ablaufvektoren 
zählt, [-] 
nix ..................... Nettobedarf der Produktart i nach der n-ten Aktualisierung, iÎI, t)1(1=n ,  
[ME] 
H
nix .................... noch ausstehende Gesamtherstellmenge der Produktart i nach der n-ten 
Aktualisierung , iÎI, t)1(1=n ,  [ME] 
ext
ix + ....................externer Bedarf der Produktart  i zu dem Termin +it , 
+=Î= is ttSssii mit,),( , Ii Î , [ME]    
ext
ix ++ ....................externer Bedarf der Produktart  i zu dem Termin ++it , 
++=Î= is ttSssii mit,),( , Ii Î , [ME]    
( )rPZ ................. Zielfunktionswert des r-ten Individuums, Rr Î  [GE] 
maxZ .................. Maximum der Zielfunktionswerte der jeweils betrachteten Population, [GE] 
 
 
Mengen 
 
rA ...................... Menge der Abschnittsindizes des r-ten Ablaufvektors, ÌrA , Rr Î  
g
aF …………… Menge der Teilablauffolgen in der g-ten Gruppe des a-ten Abschnitts, 
g=1(1) aG , rAa Î , Rr Î  
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Kg
aF
min, ........... Menge derjenigen Teilablauffolgen ga
agf FTAF Î, , für die gilt: 
gf
ac =
ming
ac , g=1(1) aG , rAa Î , Rr Î  
KZg
aF
min, ......... Menge derjenigen Teilablauffolgen mit der geringsten Summe der 
Loswechselzeiten von allen Kga
agf FTAF min,, Î , g=1(1) aG , rAa Î , 
Rr Î  
Zg
aF
min, ............ Menge derjenigen Teilablauffolgen ga
agf FTAF Î, , für die gilt: 
gf
at =
ming
at , g=1(1) aG , rAa Î , Rr Î   
ZKg
aF
min, .......... Menge derjenigen Teilablauffolgen mit der geringsten Summe der 
Loswechselkosten von allen Zga
agf FTAF min,, Î , g=1(1) aG , rAa Î , 
Rr Î  
copy
aI .................. Kopie der Menge arI , , rAa Î , Rr Î  
g
aI ..................... Menge derjenigen Produktarten arIi ,Î , welche der Gruppe g angehören, 
g=1(1) aG , rAa Î , Rr Î  
term
nI .................. Menge derjenigen Produktarten iÎI, für die zu 
min
nt  ein externer Bedarf 
besteht, t)1(1=n  
*
nI ....................... Menge derjenigen Produktarten iÎ
term
nI ,  für die zu 
min
nt  ein positiver 
Nettobedarf besteht, t)1(1=n    
arI , .................... Menge der Produktarten iÎI des a-ten Abschnitts des r-ten Ablaufvektors, 
rAa Î , Rr Î  
LG ……………. Menge der Auswahloptionen zur Losgruppierung bei Anwendung des Mo-
dus B, { }3,2,1=LG  
P………….…… Menge der Individuen, { }R21 ,...,, PPPP =   
*P ……………..Menge der hinsichtlich der Fitness besten gefundenen Individuen, PP Ì*  
R………………. Menge der Individuenindizes, ÌR  
next
nT .................. Menge der unterscheidbaren Termine über alle Aufträge nach der n-ten 
Aktualisierung, t)1(1=n  
 
Hilfsfunktionen  
 
),( itnext ………. gibt den relativ zu t nächstmöglichen Termin st  der Produktart i zurück, 
i=i(s), ( ) SsIsi ÎÎ ,  
( )Xrandom …… gibt ein mit gleicher Wahrscheinlichkeit zufällig gewähltes Element aus der 
Menge X zurück 
( )OU ;random .…gibt einen mit gleicher Wahrscheinlichkeit zufällig gewählten Wert aus dem 
Intervall [ ]OU ;  zurück 
( )Xrand3 …….... gibt drei mit gleicher Wahrscheinlichkeit zufällig gewählte Elemente aus 
der Menge X zurück 
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4.4.2.4 Erläuterung der einzelnen Schritte des PDZ 
 
Das PDZ wird durch die folgenden 28 Schritte beschrieben und in die Hauptteile Initialisie-
rungen (Schritte 1–4), Mengenbestimmung und Dekomposition (Schritte 5–6), Reihenfolge-
bestimmung anhand von Prioritätsregeln und/oder Zufall (Schritte 7–11), Losgrößenbestim-
mung (Schritte 12–20), Aktualisierung und Backtracking (Schritte 21–25) sowie Fitnessbe-
rechnung (Schritte 26–28) gegliedert. 
 
 
Initialisierungen 
 
1) Initialisierung der Menge der Individuen, Æ=P , und der Individuenindizes, Æ=R . 
Festlegung der Verfahrensvariante durch Bestimmung der Prioritätsregel zur Reihenfol-
gebestimmung (PR) von den möglichen Regeln ZEITKOST, KOSTZEIT oder ZUFALL 
und des Losgrößenmodus (LM) von den möglichen Modi A, B, AB, C oder D. Festle-
gung der für den Losgrößenmodus AB benötigten Parameter Niveau1 und Niveau2. Ini-
tialisierung der die erzeugten unzulässigen Ablaufvektoren zählenden Variablen u, u=0, 
und des Individuenindizes r, r=1. 
 
2) Initialisierung der Menge der Abschnitte, Æ=rA . Betrachtung der ersten Position des 
Ablaufvektors, 1=e , und Belegung der Position e mit der fiktiven Produktart 0, rE1 =0. 
Initialisierung des Aktualisierungszählers, n=1, sowie des aktuellen Zeitpunkts 0akt1 =t . 
Initialisierung der ausstehenden Gesamtherstellmengen Hnix  und der Lagerbestände niL  
aller Produktarten i, .Ii,L,xx i
H
i
H
i Î== 011    
 
3) Bestimmung des relativ zu akt1t  nächstmöglichen Termins aus der Menge der unter-
scheidbaren Termine nextT1 , { }nextss Tttt 1min1 min Î= , mit { }SstT snext Î=1 . Bestim-
mung der Menge derjenigen Produktarten, die zu  min1t  einen externen Bedarf haben, 
{ }min1term1 mit,,)( ttSssiiiI s =Î== . 
 
4) Initialisierung der Nettobedarfe der der Menge term1I  angehörenden Produktarten mit den 
externen Bedarfen zu dem Termin st , sowie der nicht der Menge 
term
1I  angehörenden 
Produktarten mit 0, term111 ,mit,,, IittSs)s(iixx
min
s
ext
si Î=Î== , und 
Iix i Î= ,01 \
term
1I .  
 
 
Mengenbestimmung und Dekomposition (mit Zufall) 
 
5) Bestimmung derjenigen Produktarten termnIi Î , welche zu 
min
nt  nicht nur einen positiven 
externen, sondern auch einen positiven Nettobedarf haben, { }term* ,0 nnin IixiI Î>= . 
Der Nettobedarf kann von dem für den entsprechenden Termin vorgegebenen externen 
Bedarf abweichen, wenn Lagerbestände vorhanden sind. (Zum Initialisierungszeitpunkt 
betragen die Lagerbestände für alle Produktarten null, d. h., term1
*
1 II = .)  
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6) Ist die Menge *nI  leer, Æ=
*
nI , besteht für keine der Produktarten 
term
nIi Î  ein Ferti-
gungsbedarf. Das Verfahren geht über zu der Aktualisierung, d. h. zu Schritt 21). Ist 
Æ¹*nI , setze na = ,  { }aAA rr U=: , und *, nar II = . Umfaßt die Menge arI ,  genau ein 
Element, 1, =arI , besteht in der betrachteten Periode also nur für eine Produktart ein 
Fertigungsbedarf, wird der Ablaufvektor eine Position weitergezählt, e:=e+1, und diese 
eine in arI ,  enthaltenen Produktart dem Ablaufvektor an der Position e zugeordnet. Das 
Verfahren geht zu der Losgrößenbestimmung für diese eine Produktart über, d. h. zu 
Schritt 12).   
 
Umfaßt die Menge arI ,  mehr als ein Element, 1, >arI , werden aus arI ,  soweit mög-
lich drei Elemente umfassende Gruppen, gaI , g=1(1) aG , gebildet (Dekomposition). Die 
der Gruppe g zuzuteilenden Produktarten werden jeweils zufällig mit gleicher Wahr-
scheinlichkeit ausgewählt. Ist arI ,  nicht ganzzahlig durch drei teilbar, wird aus den 
restlichen Produktarten eine Gruppe mit zwei Elementen bzw. mit einem Element gebil-
det. Die Anzahl aG  der aus arI ,  zu bildenden Gruppen beträgt demnach 
ú
ú
ú
ù
ê
ê
ê
é
3
,arI .  
 
 
Reihenfolgebestimmung anhand von Prioritätsregeln und/oder Zufall 
 
7) Betrachtung der ersten Gruppe, g=1. 
 
8) Aus den der Gruppe g angehörenden Produktarten gaIi Î  werden durch Permutation der 
Elemente der Menge gaI  maximal sechs (3!) mögliche Teilablauffolgen 
agfTAF ,  gebil-
det und in der Menge gaF   vereint, { }!)1(1, gaagfga IfTAFF == . Nun ist zu ermitteln, 
welche der agfTAF ,  für die Gruppe g einzuplanen ist, d. h. agTAF *, . 
 
Umfaßt die Menge gaI  nur eine Produktart, 1=
g
aI , kann es auch nur eine Teilablauf-
folge f =1 für die betrachtete Gruppe geben. Diese Teilablauffolge umfaßt dann nur diese 
eine Produktart. Das Durchlaufen der Prioritätsregeln zur Entscheidung, welche Teilab-
lauffolge für die Gruppe g eingeplant werden muß, ist in diesem Fall nicht erforderlich, 
agag TAFTAF ,1*, = .  
Andernfalls, 1>gaI , wird bei Anwendung der Prioritätsregel:  
· ZEITKOST:  
die Menge derjenigen Teilablauffolgen mit jeweils minimaler Summe der Loswech-
selzeiten bestimmt, { }gaagfgfaZga FTAFtF Î= ,min, minarg ,  
mit, å
-
= +
=
1
1
,
1
,
g
a
agf
b
agf
b
I
b
TAFTAF
gf
a tt , 
g
a
agf FTAF Î, . 
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Ist diese Menge einelementig, 1min, =ZgaF , wird diese eine in 
Zg
aF
min,  enthaltene 
Teilablauffolge für die betrachtete Gruppe als agTAF *,  eingeplant. Das Verfahren 
geht über zu Schritt 10). Ansonsten, 1min, >ZgaF , geht das Verfahren weiter zu 
Schritt 9). 
 
· KOSTZEIT: 
die Menge derjenigen Teilablauffolgen mit jeweils minimaler Summe der Loswech-
selkosten bestimmt, { }gaagfgfaKga FTAFcF Î= ,min, minarg ,  
mit, å
-
= +
=
1
1
,
1
,
g
a
agf
b
agf
b
I
b
TAFTAF
gf
a cc , 
g
a
agf FTAF Î, . 
Ist diese Menge einelementig, 1min, =KgaF , wird diese eine in 
Kg
aF
min,  enthaltene 
Teilablauffolge für die betrachtete Gruppe als agTAF *,  eingeplant. Das Verfahren 
geht über zu Schritt 10). Ansonsten, 1min, >KgaF , geht das Verfahren weiter zu 
Schritt 9). 
 
· ZUFALL:  
aus der Menge der Teilablauffolgen gaF  eine Teilablauffolge mit gleicher 
Wahrscheinlichkeit zufällig gewählt und eingeplant, ( )gaag FTAF random*, = . Das 
Verfahren geht über zu Schritt 10). 
 
9) Bei Anwendung der Prioritätsregel  
· ZEITKOST:  
wird aus der Menge der Teilablauffolgen mit minimaler Summe der Loswechselzeiten 
Zg
aF
min,  die Menge derjenigen Teilablauffolgen mit jeweils minimaler Summe der 
Loswechselkosten bestimmt, { }ZgaagfgfaZKga FTAFcF min,,min, minarg Î= .  
Trifft dies auf genau eine Teilablauffolge zu, 1min, =ZKgaF , wird diese eine in 
ZKg
aF
min,  enthaltene Teilablauffolge für die betrachtete Gruppe als agTAF *,  einge-
plant. Ist die Menge ZKgaF
min,  mehrelementig, 1min, >ZKgaF , wird hieraus eine 
Teilablauffolge mit gleicher Wahrscheinlichkeit zufällig gewählt und eingeplant, 
( )ZKgaag FTAF min,*, random= . (Diese Differenzierung wird hier und in vergleichba-
ren Entscheidungssituationen im Algorithmus nur zu Erläuterungszwecken getroffen. 
Die Auswahl erfolgt in beiden Fällen über die random-Funktion, da in dem Fall, daß 
ZKg
aF
min,  einelementig ist, die random-Funktion nur genau diese eine Teilablauf-
folge auswählen kann.) 
 
· KOSTZEIT:  
wird aus der Menge der Teilablauffolgen mit minimaler Summe der Loswechselkosten 
Kg
aF
min,  die Menge derjenigen Teilablauffolgen mit jeweils minimaler Summe der 
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Loswechselzeiten bestimmt, { }KgaagfgfaKZga FTAFtF min,,min, minarg Î= . Trifft 
dies auf genau eine Teilablauffolge zu 1min, =KZgaF , wird diese eine in 
KZg
aF
min,  
enthaltene Teilablauffolge für die betrachtete Gruppe als agTAF *,  eingeplant. Ist die 
Menge KZgaF
min,  mehrelementig, 1min, >KZgaF , wird hieraus eine Teilablauffolge 
mit gleicher Wahrscheinlichkeit zufällig gewählt und eingeplant, 
( )KZgaag FTAF min,*, random= .  
 
10) Solange nicht die letzte der für diesen Abschnitt einzuplanenden Gruppen betrachtet ist, 
ag G< , betrachte die nächste Gruppe, g:=g+1, und gehe zurück zu Schritt 8), sonst geht 
das Verfahren weiter zu Schritt 11).  
 
11) Belegung des Ablaufvektors rE  mit den Produktarten der Teilablauffolgen agTAF *,  in 
aufsteigender Reihenfolge des Gruppenindizes g. Setze g=1. 
a) Betrachte die erste Position der Teilablauffolge, b=1. 
b) Inkrementiere die Position des Ablaufvektors, 1: += ee  und belege e mit der an Posi-
tion b in der Teilablauffolge stehenden Produktart, agb
r
e TAFE
*,= .  
c) Wenn gaIb < , betrachte die nächste Position der Teilablauffolge, b:=b+1, und gehe 
zurück zu b). Sonst, gaIb = , gehe weiter zu d). 
d) Wenn aGg < , betrachte die nächste Gruppe 1g:g += , und gehe zurück zu a). Sonst, 
aGg = , sind alle Gruppen in dem a-ten Abschnitt betrachtet. Das Verfahren geht wei-
ter zur Losgrößenbestimmung.  
 
 
Losgrößenbestimmung 
 
12) Wenn in Schritt 1) der Modus A oder AB zur Bestimmung der Losgrößen gewählt ist, 
wird der  größte und der kleinste vorkommende Stücklagerkostensatz aus der Menge der 
Produktarten arIi ,Î  bestimmt, { }aria Iikk ,min min Î= , { }aria Iikk ,max max Î= . 
 
13) Die Losgrößenbestimmung erfolgt positionsweise für die dem a-ten Abschnitt 
zugeordneten Produktarten arIi ,Î . Zunächst wird die aktuelle Position e der relativen 
Position des Abschnittsendes zugewiesen, ee ar =
W
, . Dann wird die Position des Ab-
laufvektors zurückgesetzt, ( )1: , --= arIee , und die Position e der relativen Position des 
Abschnittsanfangs zugewiesen, ee ar =
A
, . 
 
14) Unabhängig von der betrachteten Position, gilt für alle Produktarten arIi ,Î , daß für die 
Ermittlung der für die Bearbeitung der Produkteinheiten in dem betrachteten Abschnitt 
zur Verfügung stehenden Zeit, von der Differenz zwischen minnt  und 
akt
nt  die auf die 
Loswechsel anfallenden Zeiten abgezogen werden müssen. Die Summe der Loswechsel-
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zeiten des a-ten Abschnitts berechnet sich gemäß å
W
A -=
=
ar
ar
r
e
r
e
ar
e
ee
EEE tt
,
,
1
, . Die Berech-
nung berücksichtigt, daß auch die Loswechselzeit von der in dem letzten Abschnitt zu-
letzt aufgelegten Produktart, bzw. in dem Fall, daß es sich bei dem betrachteten Abschnitt 
um den ersten Abschnitt handelt, von der fiktiven Anfangsproduktart 0 in die Berechnung 
einfließen muß. Dies ist erforderlich, da zu jedem Termin mindestens die Bearbeitung der 
letzten der benötigten Einheiten abgeschlossen sein muß, nicht jedoch die Umrüstung auf 
die darauf folgende Produktart.  
 
15) Berechnung der oberen Mengenschranke zur Fertigung der auf e positionierten Produkt-
art i, mit
 
r
eEi = : 
Bei der Dimensionierung der Losgröße muß immer berücksichtigt werden, daß alle Pro-
duktarten arIi ,Î  mindestens in der Höhe ihres Nettobedarfs gefertigt werden können. 
Hierzu wird jeweils eine obere Mengenschranke für das Intervall ermittelt, aus welchem 
die Losgröße für die Produktart i festzulegen ist. Die Berechnung der oberen Mengen-
schranke basiert auf der zeitlich begrenzten Kapazität. Die Losgröße für die Produktart i 
darf zum einen höchstens der noch ausstehenden Gesamtherstellmenge Hnix  entsprechen, 
muß mindestens den eigenen Nettobedarf nix  decken, und muß zum anderen für die 
Fertigung aller anderen Produktarten soviel Zeit zur Verfügung lassen, daß diese eben-
falls zumindest in Höhe ihres Nettobedarfs gefertigt werden können. Diese die zeitliche 
Kapazität berücksichtigende obere Mengenschranke wird als r
eE
O   bezeichnet. Nur für 
die letzte in dem betrachteten Abschnitt eingeplante Produktart kann somit ermittelt wer-
den, wieviel Zeit tatsächlich zur Fertigung zur Verfügung steht, da nur für diesen Fall die 
Losgrößen und somit die Zeiträume bekannt sind, welche sämtliche Produktarten vor der 
letzten Produktart in dem Abschnitt zur Bearbeitung benötigt haben. Bei der Bestimmung 
von r
eE
O  werden für alle Produktarten reE ' , mit 
W£< areee ,' , die benötigten Zeiträume 
für die Fertigung ihres Nettobedarfs, und für alle Produktarten reE ' , mit 
A³> areee ,' , die 
benötigten Zeiträume für die Fertigung der Losgröße berücksichtigt.  
 
Zunächst wird der maximal für die Fertigung der Produktart reE  zur Verfügung stehende 
Zeitraum ermittelt. Hierbei müssen neben den erläuterten Bearbeitungszeiträumen der 
anderen Produktarten auch die in Schritt 14) berechneten  Loswechselzeiten arEt ,  von 
dem Zeitraum ( minnt - 
akt
nt ) abgezogen werden.  
 
Aufgrund der Bearbeitung der Produkteinheiten mit dem zeitlichen Abstand eines Aufle-
geintervalls, wird zur Berechnung von r
eE
O  der ermittelte maximale Zeitraum dann 
durch die Taktzeit r
eE
c  dividiert, und die eine Einheit, welche zu dem Zeitpunkt des 
Bandverlassens der ersten Einheit der Produktart  reE  bereits gefertigt ist, dazu addiert: 
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( )
1
11
,
''
,
'
,
1'
1
'
'
aktmin
+
÷
ø
ö
ç
è
æ -×--×---
=
åå
W
A +=
-
=
r
e
ar
r
e
r
e
ar
r
e
ar
r
e
E
e
ee
nEE
e
ee
r
eEEnn
E c
xcNcttt
O . 
 
16) Zulässigkeitsprüfung:  
Sollte die Kapazität bei einer gegebenen Probleminstanz so knapp sein, daß die Produkt-
arten arIi ,Î  aufgrund der Loswechselzeiten und/oder der Inanspruchnahme von 
Produktivzeit durch die in früheren Abschnitten bereits eingeplanten Produktlose nicht in 
den geforderten Nettobedarfen nix  gefertigt werden können, tritt dieses Problem bereits 
bei der Losgrößenbestimmung für die auf der ersten Position des betrachteten Abschnitts 
eingeplanten Produktart auf. Die Obergrenze, welche berücksichtigt, daß alle Produktar-
ten arIi ,Î  in ihren jeweiligen Mindestmengen gefertigt werden können müssen, wäre 
gegebenenfalls kleiner als die geforderte Mindestmenge. Ist dies der Fall, d. h. 
r
eE
O < r
enE
x , und ist die maximale Anzahl an Versuchen nicht erreicht, u<V_MAX, wird 
die die unzulässigen Versuche zählende Variable u inkrementiert, u:=u+1, und mit der 
Erzeugung der r-ten Lösung von vorn begonnen, d. h. das Verfahren geht zurück zu 
Schritt 2). Ist nach V_MAX Versuchen keine zulässige Lösung gefunden worden, 
u=V_MAX, bricht das Verfahren ab.  
 
Ist die Zulässigkeitsbedingung erfüllt, r
eE
O ³ r
enE
x , geht das Verfahren in den Fällen der 
Losgrößenbestimmung gemäß Modus A oder C weiter zu Schritt 17) und in den Fällen 
der Losgrößenbestimmung gemäß Modus B, AB oder D über zu Schritt 18).  
 
17) Positionsrelativierung der oberen Mengenschranke: 
Der zur Verfügung stehende Zeitraum nach Abzug der Bearbeitungs- und Loswechselzei-
ten sinkt überproportional mit jeder Vektorposition, weil für immer mehr Produktarten 
die Bearbeitungszeiten für die tatsächlichen Losgrößen und nicht nur für die Nettobedarfe 
abgezogen werden. Um den Positionsnachteil weiter hinten liegender Produktarten zu 
kompensieren, werden die oberen Grenzen r
eE
O  in Abhängigkeit von der Vektorposition 
e relativiert. Da die Möglichkeit zur Fertigung der Mindestherstellmenge r
enE
x  gewähr-
leistet bleiben muß, steht zur Relativierung von r
eE
O  die Intervallänge ÷
ø
öç
è
æ - r
e
r
e nEE
xO  
zur Verfügung. Diese Intervallänge wird jeweils durch die Anzahl der für den Abschnitt 
noch ausstehenden Produktarten geteilt. Die relativierte obere Grenze rel
E re
O  berechnet 
sich wie folgt: 
1
1
, +-
×÷
ø
öç
è
æ -+=
W ee
xOxO
ar
nEEnE
rel
E
r
e
r
e
r
ere
.  
 
Werden z. B. in der betrachteten Periode 12 Produktarten aufgelegt, 12, =arI , steht der 
ersten in dem Abschnitt aufgelegten Produktart r
ee ar
E A= ,
 nur (1/12) des Intervalls 
÷
ø
öç
è
æ - r
e
r
e nEE
xO , der Produktart r
ee ar
E
1, +=
A  dann (1/11),..., und 
r
ee ar
E W= ,
 das ganze Inter-
vall (1/1) ÷
ø
öç
è
æ - r
e
r
e nEE
xO  - jeweils zuzüglich der Mindestmenge - zur Verfügung.  
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18) Die Losgröße reN  wird aus einem jeweils für die betrachtete Produktart zu berechnenden 
Wertebereich nach dem in Schritt 1) festgelegten Modus bestimmt. Unabhängig von dem 
gewählten Modus muß immer berücksichtigt werden, daß die Losgröße nicht die noch 
ausstehende Gesamtherstellmenge H
nE re
x  übersteigt. 
· Modus A:  
Die Losgröße reN  wird in proportionalem Verhältnis zu der Position des eigenen 
Stücklagerkostensatzes, r
eE
k , innerhalb des Intervalls zwischen kleinstem, minak , und 
größtem, maxak , vorkommenden Stücklagerkostensatz über alle Produktarten arIi ,Î , 
aus dem Intervall úû
ù
êë
é rel
EnE re
r
e
Ox ;  bestimmt. Je näher r
eE
k  an maxak  liegt, um so kleiner 
ist reN . Der die relative Position von r
eE
k  in dem Intervall zwischen minak  und 
max
ak   
widerspiegelnde Faktor rel
E re
k  berechnet sich gemäß minmax
minmax
max
, aa
aa
Earel
E
kk
kk
kk
k
r
e
r
e
¹
-
-
= . 
Wegen der Ganzzahligkeitsbedingung wird die Losgröße ganzzahlig abgerundet, d. h. 
wenn minmax aa kk ¹ : 
þ
ý
ü
î
í
ì
+ú
û
ú
ê
ë
ê
÷
ø
ö
ç
è
æ -×= r
e
r
ere
r
e
r
e nEnE
rel
E
rel
E
H
nE
r
e xxOkxN ,min . 
 
Sollten die Stücklagerkostensätze aller Produktarten arIi ,Î  gleich und somit 
max
ak =
min
ak  sein, wird die Losgröße aus dem Intervall zwischen Mindestbedarfs-
menge und oberer Grenze mit gleicher Wahrscheinlichkeit zufällig gewählt. Die obere 
Grenze wird aus dem Minimum von H
nE re
x  und rel
E re
O  gebildet: 
÷÷
ø
ö
çç
è
æ
þ
ý
ü
î
í
ì= rel
E
H
nEnE
r
e r
e
r
e
r
e
OxxN ,min;random , maxak =
min
ak . 
 
· Modus B:  
Per Zufallsgenerator (Gleichverteilung) wird bestimmt, ob die Bedarfsmengen mehre-
rer externer Aufträge zu einem Fertigungsauftrag, d. h. zu einem Los, zusammenge-
faßt bzw. gruppiert werden. Maximal können die Bedarfsmengen von drei aufeinan-
derfolgenden Terminen zu einem Los gruppiert werden, d. h. die Summe aus Nettobe-
darf r
enE
x  und den externen Bedarfen der beiden darauf folgenden Termine ext
E re
x
+
 und 
ext
E re
x
++
  der betrachteten Produktart. Zunächst werden hierzu der relativ zu dem Ter-
min minnt  nächst folgende Termin +reE
t  sowie der auf +reE
t  nächst folgende Termin 
++reE
t  der Produktart reE  bestimmt, sofern diese Termine existieren, 
),( min renE Etnextt re
=+ , ),(
r
eEE Etnextt rere +++
= .  
Die externen Bedarfe der Produktart reE  zu +reE
t  bzw. ++reE
t  entsprechen  
ext
s
ext
E
xx r
e
=
+
, +=Î= reEs
r
e ttSssiE mit,),( , wenn +reE
t  existiert, bzw.  
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ext
s
ext
E
xx r
e
=
++
, ++=Î= reEs
r
e ttSssiE mit,),( , wenn ++reE
t  existiert. 
 
Die Menge { }3,2,1=LG  repräsentiert die Auswahloptionen. Trifft der Zufallsgenera-
tor die Entscheidung, den aktuellen Nettobedarf und die externen Auftragsmengen der 
nächsten beiden Aufträge der betrachteten Produktart reE  zu gruppieren, reicht aber 
hierfür die zur Verfügung stehende Zeit nicht aus oder hat die Produktart reE  keine 
zwei weiteren Termine, wird der aktuelle Nettobedarf mit der externen Auftragmenge 
nur des nächsten Auftrags gruppiert. Reicht auch hierfür die Zeit nicht aus oder hat  
die Produktart reE  keinen weiteren Termin, wird nur für den aktuellen Termin gefer-
tigt. Bei der zufälligen Entscheidung, zwei Aufträge zu gruppieren, wird analog ver-
fahren, sofern die Kapazität nicht reicht oder kein weiterer Termin für reE  existiert. 
Die Losgröße reN  wird demnach wie folgt bestimmt: 
 
rand = random(LG); 
 
Fall (1):   
rand = 3    r
ere
r
e
r
e
r
e
r
e E
ext
E
ext
EnEEE
Oxxxexistierentt £++ÙÙ
++++++
,  
þ
ý
ü
î
í
ì ++=Þ
+++
ext
E
ext
EnE
H
nE
r
e r
e
r
e
r
ere
xxxxN ,min . 
 
Fall (2):   
rand  = 2   r
ere
r
e
r
e E
ext
EnEE
Oxxexistiertt £+ÙÙ
++
 oder 
rand  = 3   existiertt r
eE +
Ù  
÷÷
ø
ö
çç
è
æ
Ú>++Ù +++++
nichtexistierttOxxx r
e
r
ere
r
e
r
e EE
ext
E
ext
EnE
 
þ
ý
ü
î
í
ì +=Þ
+
ext
EnE
H
nE
r
e r
e
r
ere
xxxN ,min . 
 
Fall (3):   
rand  = 1     oder 
rand  = 2    ÷÷
ø
ö
çç
è
æ
Ú>+Ù ++
nichtexistierttOxx r
e
r
ere
r
e EE
ext
EnE
 oder 
rand  = 3    ÷÷
ø
ö
çç
è
æ
Ú>++Ù ++++++
nichtexistierenttOxxx r
e
r
e
r
ere
r
e
r
e EEE
ext
E
ext
EnE
,  
r
enE
r
e xN =Þ . (Die Minimumbildung ist hier nicht erforderlich, da der Nettobedarf 
die noch ausstehende Gesamtherstellmenge nicht übersteigen kann.) 
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· Modus AB: 
Der Modus AB stellt eine Mischung aus den Modi A und B dar. Die Lose können – 
wie bei Modus B – bis zu drei Aufträge umfassen, wobei die Gruppierungsentschei-
dung nicht zufällig, sondern – wie bei Modus A – anhand der relativen Position des 
Stücklagerkostensatzes der betrachteten Produktart getroffen wird. Hierzu wird zuerst 
das Verhältnis minmaxminmax
max
, aa
aa
Earel
E
kk
kk
kk
k
r
e
r
e
¹
-
-
= , berechnet. Erreicht rel
E re
k  ein be-
stimmtes Niveau1, wird – sofern zulässig – eine Dreier-Gruppierung und bei Errei-
chen eines bestimmten Niveau2 – sofern zulässig – eine Zweier-Gruppierung vorge-
nommen, wobei Niveau 1 einen näher an eins liegenden Wert annimmt als Niveau 2. 
Wie bei dem Modus B werden die Termine +reE
t  und ++reE
t  sowie die zugehörigen 
externen Bedarfe ext
E re
x
+
 und ext
E re
x
++
 bestimmt, sofern  +reE
t  und ++reE
t  existieren. 
Wenn minmax aa kk ¹ : 
  
Fall (1):   
Niveau1 rel
E re
k£  existierentt r
e
r
e EE +++
Ù ,  r
ere
r
e
r
e E
ext
E
ext
EnE
Oxxx £++Ù
+++
 
þ
ý
ü
î
í
ì ++=Þ
+++
ext
E
ext
EnE
H
nE
r
e r
e
r
e
r
ere
xxxxN ,min . 
 
Fall (2):   
Niveau1  ³> rel
E re
k  Niveau2 existiertt r
eE +
Ù  r
ere
r
e E
ext
EnE
Oxx £+Ù
+
 oder 
Niveau1 rel
E re
k£  existiertt r
eE +
Ù  
 ÷÷
ø
ö
çç
è
æ
Ú>++Ù +++++
nichtexistierttOxxx r
e
r
ere
r
e
r
e EE
ext
E
ext
EnE
 
þ
ý
ü
î
í
ì +=Þ
+
ext
EnE
H
nE
r
e r
e
r
ere
xxxN ,min . 
 
Fall (3):   
Niveau2  rel
E re
k>  oder 
Niveau1  ³> rel
E re
k  Niveau2 ÷÷
ø
ö
çç
è
æ
Ú>+Ù ++
nichtexistierttOxx r
e
r
ere
r
e EE
ext
EnE
 oder 
Niveau1 rel
E re
k£  ÷÷
ø
ö
çç
è
æ
Ú>++Ù ++++++
nichtexistierenttOxxx r
e
r
e
r
ere
r
e
r
e EEE
ext
E
ext
EnE
,   
r
enE
r
e xN =Þ .  
 
Sollten die Stücklagerkostensätze aller Produktarten arIi ,Î  gleich und somit 
max
ak =
min
ak  sein, wird die Losgröße wie bei Modus A aus dem Intervall zwischen 
Mindestbedarfsmenge und oberer Grenze mit gleicher Wahrscheinlichkeit zufällig 
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gewählt, wobei die obere Grenze wieder aus dem Minimum von H
nE re
x  und rel
E re
O  
gebildet wird: ,,min;random ÷÷
ø
ö
çç
è
æ
þ
ý
ü
î
í
ì= rel
E
H
nEnE
r
e r
e
r
e
r
e
OxxN  maxak =
min
ak . 
 
· Modus C:  
Die Losgröße reN  wird mit gleicher Wahrscheinlichkeit zufällig aus dem Intervall 
zwischen Mindestbedarf und positionsrelativierter oberer Schranke ausgewählt, wobei 
wiederum berücksichtigt werden muß, daß höchstens die noch ausstehende Gesamt-
herstellmenge H
nE re
x  hergestellt werden darf: ,,min;random ÷÷
ø
ö
çç
è
æ
þ
ý
ü
î
í
ì= rel
E
H
nEnE
r
e r
e
r
e
r
e
OxxN  
· Modus D:  
Die Losgröße reN  wird mit gleicher Wahrscheinlichkeit zufällig aus dem Intervall 
zwischen Mindestbedarf und oberer Schranke ausgewählt, wobei wiederum berück-
sichtigt werden muß, daß höchstens die noch ausstehende Gesamtherstellmenge H
nE re
x  
hergestellt werden darf: 
,,min;random ÷÷
ø
ö
çç
è
æ
þ
ý
ü
î
í
ì= r
e
r
e
r
e E
H
nEnE
r
e OxxN  
 
19) Berechnung des Fertigungsendes ( )å
=
÷
ø
ö
ç
è
æ -×+=
-
e
e
r
eEEE
r
e NctF r
e
r
e
r
e2'
' 1
''1'
. 
20) Wenn t<n , werden die noch ausstehende Gesamtherstellmenge H
En re
x
1+
 und der 
Lagerbestand r
eEn
L 1+  auf Basis der Losgröße 
r
eN  aktualisiert:  
r
e
H
nE
H
En
Nxx r
e
r
e
-=
+1
, r
e
r
e nE
r
eEn xNL -=+1 . 
Solange nicht für die an der letzten Position des Abschnitts stehende Produktart die Los-
größe bestimmt ist, W< aree , , betrachte die nächste Position, 1: += ee , und gehe zurück 
zu Schritt 15). Sind die Losgrößen für alle Produktarten bestimmt W= aree , , geht das 
Verfahren weiter zu Schritt 21).  
 
 
Aktualisierung und Backtracking 
 
21) Wenn t=n , wurden alle Termine betrachtet. Das Verfahren geht über zu Schritt 23). 
Sonst, t<n , werden die Lagerbestände und die noch ausstehenden Gesamtherstellmen-
gen derjenigen Produktarten, die nicht dem a-ten Abschnitt angehören, sowie die Menge 
next
nT , aktualisiert: 
ext
sniin xLL -=+1 , 
minmit,),( ns ttSssii =Î= , arn IIi ,
term \Î  
niin LL =+1 ,      
term\ nIIi Î  
H
ni
H
in xx =+1 ,      arIIi ,\Î  
{ }min1 \ nnextnnextn tTT =+ . 
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22) a) Wenn nach der n-ten Aktualisierung ein Fertigungsbedarf bestand, Æ¹*nI ,  
wird der neue aktuelle Zeitpunkt gemäß ( )å
W
A=
+ -×++=
ar
ar
r
e
ar
e
ee
r
eEEnn Ncttt
,
,
, 1aktakt1  
ermittelt. Sonst, Æ=*nI , 
aktakt
1 nn tt =+ . 
b) Inkrementieren des Aktualisierungszähler n:=n+1. 
c) Ermittlung des neuen relativ zu aktnt  nächstmöglichen Termins aus der Menge 
next
nT , 
{ }nextnssn Tttt Î= minmin . 
d) Bestimmung der Menge { }minterm mit,),( nsn ttSssiiiI =Î== . 
e) Bestimmung der Nettobedarfe derjenigen Produktarten, die zu minnt  einen externen 
Bedarf haben, { }niextsni Lxx -= ,0max , termmin ,mit,),( nns IittSssii Î=Î= . 
Das Verfahren geht zurück zu der Bestimmung der Menge *nI , Schritt 5). 
 
23) Wurden sämtliche Termine betrachtet, wird die letzte Position des Ablaufvektors mit der 
Produktart 0 belegt, 1: += ee , 0=reE . Die Position e entspricht der Länge des 
Ablaufvektors, er =E .  Zu dem aktuellen Zeitpunkt aktnt  wird die für die Ausrüstung des 
Fließbandes, d. h. für die Abrüstung von der auf 1-e  positionierten Produktart auf die 
fiktive Produktart 0, benötigte Zeit addiert: 0
aktakt
1
: r
eE
nn ttt
-
+= .  
Wenn der aktuelle Zeitpunkt aktnt  vor T liegt, Ttn <
akt , gehe weiter zu Schritt 24). Sonst 
gehe über zu Schritt 25).  
 
24) Anwendung des Time-Opt-Operators (TOO): 
Der TOO verschiebt den Fertigungsbeginn eines jeden Produktloses auf den jeweils spä-
testmöglichen Zeitpunkt. Aufgrund des vorerst nahtlosen Aneinanderreihens der Pro-
duktlose können eventuelle freie Kapazitäten vor Anwendung des TOO nur zwischen 
dem Zeitpunkt der Beendigung der Ausrüstung des Fließbandes und dem Ende des Pla-
nungszeitraums T auftreten.  
 
Beschreibung der einzelnen Schritte 
a) Setze das Fertigungsende reF  der zuletzt aufgelegten fiktiven Produktart 0 auf T,  
TF re = , und ermittle den Fertigungsbeginn  gemäß 01
r
eE
r
e
r
e tFFB
-
-= . 
b) Gehe eine Position zurück, 1: -= ee . 
c) Bestimme den relativ zu reF  nächstmöglichen Termin der auf e positionierten 
Produktart reE  gemäß  ( )rerenexte EFnextt ,= .  
Ist der Termin nextet  später als der auf den spätestmöglichen Zeitpunkt verschobene 
Fertigungsbeginn der auf 1+e  positionierten Produktart, re
next
e FBt 1+> , setze das 
neue Fertigungsende auf reFB 1+ . Ansonsten, 
r
e
next
e FBt 1+£ , setze das neue 
Fertigungsende auf den relativ zu reF  nächstmöglichen Termin 
next
et ,  
{ }renexteneure FBtF 1, ,min: += . 
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Wenn neureF
, = reF , ist die zur Verfügung stehende Kapazität voll ausgeschöpft. Da 
gemäß Schritt 22) der aktualisierte Zeitpunkt aktnt  jeweils um die benötigte Umrüst- 
und Bearbeitungszeit verschoben wird, kann in diesem Fall auch für kein auf dem 
Ablaufvektor vor e  positioniertes Produktlos eine Verschiebung des Fertigungsbe-
ginns vorgenommen werden. Für die auf den Positionen ee <'  positionierten 
Produktlose, wird jeweils dem neuen Fertigungsende das alte Fertigungsende zuge-
wiesen, 1)1(2','
,
' -== eeFF
r
e
neur
e . Dies ist aufgrund der Verwendung von 
neur
eF
,  
im Rahmen der Berechnung der Lagerungskosten erforderlich. Das Verfahren geht 
dann über zu Schritt 25).  
Andernfalls, neureF
, > reF , ermittle den Fertigungsbeginn (nicht Bearbeitungsbeginn, 
d. h. unter Berücksichtigung, daß auf die auf e positionierte Produktart nach Bear-
beitungsende der auf e-1 positionierten Produktart noch umgerüstet werden muß) der 
auf e positionierten Produktart reE  gemäß ( ) r
e
r
e
r
e EE
r
eE
neur
e
r
e tNcFFB
1
1,
-
--×-= , 
und gehe weiter zu Unterschritt d). 
d) Solange nicht alle Positionen betrachtet wurden, 2>e  (Position e=1 braucht wegen 
der Belegung mit der fiktiven Produktart 0 nicht betrachtet zu werden), gehe zurück 
zu Unterschritt b). Ansonsten gehe weiter zu Schritt 25). 
 
25) Füge den Index r der Menge der Individuenindizes und das Individuum rP  der Menge 
aller Individuen hinzu, { }rRR U=: , { }rPPP U=: . Solange r < R, erzeuge das nächste 
Individuum, r:=r+1, d.h. gehe zurück zu Schritt 2). Ansonsten gehe weiter zur Berech-
nung der Fitness, Schritt 26). 
 
 
Fitnessberechnung 
 
26) Für die Fitnessberechnung werden zunächst die entscheidungsrelevanten Kosten für alle 
Individuen rP , r=1(1)R, ermittelt. Die entscheidungsrelevanten Kosten setzen sich aus 
den Umrüstungskosten des gesamten Ablaufvektors und aus den Lagerungskosten der 
einzelnen Produktlose nach Fertigungsende bis zu dem jeweils nächst folgenden Termin 
sowie den Lagerungskosten der nach dem Erreichen des jeweils nächst folgenden Ter-
mins auf Lager verbleibenden Bestände zusammen.  
 
 
Berechnung der Loswechselkosten 
 
Die gesamten Loswechselkosten des Ablaufvektors rEC  berechnen sich als Summe der -
Loswechselkosten aller paarweisen Produktartenfolgen inklusive der Kosten für die Ein- 
und die Ausrüstung des Fließbandes. Besteht zwischen zwei Losen eine Stillstandzeit, so 
werden die Maschinen zwischenzeitig nicht auf einen neutralen Maschinenzustand abge-
rüstet.  
R)1(1,
2 1
== å
E
= -
rcC
r
r
e
r
e
r
e
EEE . 
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Lagerungskosten der gefertigten Produktlose  
 
Nach dem Fertigstellungszeitpunkt neureF
,  wird jedes Produktlos zunächst bis zu dem je-
weils nächsten Termin gelagert. Wegen ( )rerenexte EFnextt ,=  und 
{ }renexteneure FBtF 1, ,min: +=  (vgl. Schritt 24c) gilt stets: nexteneurere tFF ££ , . Da nextet  
demnach relativ zu neureF
,  ebenso der nächstmögliche  Termin wie relativ zu reF  ist, 
kann nextet  für die Berechnung der Lagerkosten Anwendung finden. Die zwischen 
neur
eF
,  und nextet  liegende Zeit wird mit dem Stücklagerkostensatz r
eE
k  und der Los-
größe reN  bewertet. Die als rLC ,  bezeichneten Lagerkosten der Produktlose bis zu dem 
jeweils nächsten eigenen Termin berechnen sich als Summe über alle Positionen des Ab-
laufvektors gemäß: 
 
å
-E
=
-××=
1
2
,
, )(
r
r
ee
neur
e
next
e
r
eErL FtNkC ,  R)1(1=r . 
 
Lagerungskosten der Bestände  
 
Die jeweils nach der n-ten Aktualisierung auf Lager verbleiben Bestände der einzelnen 
Produktarten werden ebenfalls mit dem Stücklagerkostensatz r
eE
k  bewertet. Da die 
Lagerbestände je nach Fertigung und Inanspruchnahme von Aktualisierung zu Aktuali-
sierung variieren, darf die Berechnung nur jeweils für den Zeitraum von dem betrachteten 
bis zu dem nächsten Termin +it  der betrachteten Produktart erfolgen. Die Lagerkosten 
der Bestände rBC ,  berechnen sich demnach als Summe über alle Aktualisierungen und 
Produktarten gemäß: 
( )å å
Î
+
=
-××=
Ii
ni
n
niirB ttLkC
min
1
,
t
,  
mit ( )itnextt ni ,min=+ , minmit,),( ns ttSssii =Î= , und +it  existiert, R)1(1=r . 
 
 
Zielfunktionswert 
 
Der Zielfunktionswert ( )rPZ  des r-ten Individuums, d. h. die entscheidungsrelevanten 
Kosten (im folgenden auch als Kosten bezeichnet), berechnet sich als Summe aus Umrü-
stungs- und Lagerhaltungskosten: 
 
( )rPZ = rEC + rLC , + rBC , ,  r=1(1)R. 
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27) Berechnung der Fitness ( )rPfit  für alle Individuen rP , r=1(1)R. Zur Berechnung von 
( )rPfit  wird der schlechteste Zielfunktionswert, d. h. das Kostenmaximum maxZ , 
ermittelt, und von diesem der Zielfunktionswert ( )rPZ  abgezogen.99  
( ) ( ) ( ){ }.maxmitR,)1(1, maxmax PPPZZrPZZPfit rrrr Î==-=  
 
28) Diejenigen Individuen rP  mit der besten Fitness bilden die Menge der besten gefunde-
nen Lösungen , ( ){ }PPPfitP rr Î= maxarg* . Das Verfahren endet. 
 
 
4.4.2.5 PDZ als Pseudokode 
 
Die Numerierung der Schritte im Pseudokode entspricht der zuvor vorgenommenen Numerie-
rung. Ist an eine „Wenn“-Bedingung (analog „Sonst“, „Für“ oder „Solange“) nur eine Anwei-
sung geknüpft, kann diese ohne geschweifte Klammern in derselben Zeile wie die Bedingung 
stehen. Hiervon wird im Einzelnen abgewichen, wenn die Formel der Bedingung und/oder der 
Anweisung zu lang ist. Sofern keine Angabe „gehe weiter“ oder „gehe über“ explizit angege-
ben ist, erfolgt das Fortschreiten im Algorithmus gemäß der Numerierung.  
 
1. Bestimme PR, LM, Niveau1 und Niveau2. Initialisiere Æ=P , Æ=R , u=0 und r=1. 
2. Initialisiere Æ=rA , 1=e . Setze 
rE1 =0. Initialisiere n=1, 0
akt
1 =t , sowie 
.Ii,Lxx i
H
i
H
i Î== 0, 11  
3. Bestimme { }nextss Tttt 1min1 min Î= , mit { }SstT snext Î=1 .  
Bestimme { }min1term1 mit,,)( ttSssiiiI s =Î== . 
4. Initialisiere term111 ,mit,,, IittSs)s(iixx
min
s
ext
si Î=Î== , und 
Iix i Î= ,01 \
term
1I .   
5. Bestimme die Menge { }term* ,0 nnin IixiI Î>= . 
6. Wenn Æ=*nI , dann gehe zu Schritt  21.  
Sonst 
{  
na =  
{ }aAA rr U=:  
*
, nar II =  
Wenn 1, =arI , dann 
{ 
e:=e+1 
( )arre IE ,random=    
gehe zu Schritt  12 
} 
                                               
99 Anhand der relativen Position des Zielfunktionswertes des betrachteten Individuums in dem Intervall zwischen 
bestem und schlechtesten Zielfunktionswert innerhalb der Population ermitteln z. B. Sannomiya/Iima die Fit-
ness eines Individuum, wobei dann das schlechteste Individuum den Fitness-Wert 0 und das beste Individuum 
den Fitness-Wert 1 annimmt, vgl. Sannomiya/Iima (1996), S. 525.  
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Sonst  
{ 
ú
ú
ú
ù
ê
ê
ê
é
=
3
G ,ara
I
 
copy
aI = arI ,  
Für ( 1:,G,0 +=<= gggg a ) 
{ 
Wenn 3³copyaI , ( )copyaga II rand3=  
Sonst, copya
g
a II =  
copy
aI :=
copy
aI \
g
aI  
} 
} 
} 
7. Betrachte die erste Gruppe, g=1. 
8. Bilde die Menge gaF  durch Permutation der maximal sechs (3!) möglichen Teilablauffol-
gen, { }!)1(1, gaagfga IfTAFF == . 
Wenn 1=gaI , dann 
agag TAFTAF ,1*, = . 
Sonst  
{ 
Wenn PR= ZEITKOST, dann 
{ 
{ }gaagfgfaZga FTAFtF Î= ,min, minarg , mit  
 
å
-
= +
=
1
1
,
1
,
g
a
agf
b
agf
b
I
b
TAFTAF
gf
a tt , 
g
a
agf FTAF Î, . 
Wenn 1min, =ZgaF , dann 
{ 
( )Zgaag FTAF min,*, random=  
gehe über zu Schritt 10 
} 
} 
Wenn PR= KOSTZEIT, dann 
{ 
{ }gaagfgfaKga FTAFcF Î= ,min, minarg , mit 
  
å
-
= +
=
1
1
,
1
,
g
a
agf
b
agf
b
I
b
TAFTAF
gf
a cc , 
g
a
agf FTAF Î,  
Wenn 1min, =KgaF , dann 
{ 
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( )Kgaag FTAF min,*, random=  
gehe über zu Schritt 10 
} 
} 
Wenn PR= ZUFALL, dann 
{ 
( )gaag FTAF random*, =   
gehe über zu Schritt 10 
} 
} 
9. Wenn PR= ZEITKOST, dann  
{ 
{ }ZgaagfgfaZKga FTAFcF min,,min, minarg Î=  
( )ZKgaag FTAF min,*, random=  
} 
Wenn PR= KOSTZEIT, dann 
{ 
{ }KgaagfgfaKZga FTAFtF min,,min, minarg Î=  
( )KZgaag FTAF min,*, random=  
} 
10. Wenn ag G< , dann 
{ 
g:=g+1  
gehe zurück zu Schritt 8 
} 
11. Für (g=0, aGg < , 1g:g += ) 
{ 
Für (b=0, gaIb < , 1: += bb ) 
{ 
1: += ee  
ag
b
r
e TAFE
*,=  
} 
 } 
12. Wenn LM=A oder LM=AB, dann  
{ 
{ }aria Iikk ,min min Î=  
{ }aria Iikk ,max max Î=  
} 
13. Setze ee ar =
W
, , ( )1: , --= arIee , ee ar =A, . 
14. Bestimme å
W
A -=
=
ar
ar
r
e
r
e
ar
e
ee
EEE tt
,
,
1
, . 
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15. Berechne r
eE
O  gemäß  
( )
1
11
,
''
,
'
,
1'
1
'
'
aktmin
+
÷
ø
ö
ç
è
æ -×--×---
=
åå
W
A +=
-
=
r
e
ar
r
e
r
e
ar
r
e
ar
r
e
E
e
ee
nEE
e
ee
r
eEEnn
E c
xcNcttt
O . 
16. Wenn r
eE
O < r
enE
x , dann  
{ 
Wenn u < V_MAX, dann 
{ 
u:=u+1 
gehe zurück zu Schritt 2 
} 
Sonst, bricht das Verfahren ab. 
} 
Sonst  
{ 
Wenn (LM=B oder LM=AB oder LM=D), dann gehe über zu Schritt 18  
}  
17. Berechne 
1
1
, +-
×÷
ø
öç
è
æ -+=
W ee
xOxO
ar
nEEnE
rel
E
r
e
r
e
r
ere
. 
18. Wenn (LM=AB oder LM=A), dann  
{ 
Wenn minmax aa kk ¹ , dann minmax
max
aa
Earel
E kk
kk
k
r
e
r
e -
-
= . 
} 
Wenn (LM=AB oder LM=B), dann 
{ 
Bestimme ),( min renE Etnextt re
=+ , ),(
r
eEE Etnextt rere +++
= . 
Wenn +reE
t  existiert, dann exts
ext
E
xx r
e
=
+
, +=Î= reEs
r
e ttSssiE mit,),( . 
Wenn ++reE
t  existiert, dann exts
ext
E
xx r
e
=
++
, ++=Î= reEs
r
e ttSssiE mit,),( . 
} 
Wenn LM=A, dann 
{ 
Wenn minmax aa kk ¹ , 
þ
ý
ü
î
í
ì
+ú
û
ú
ê
ë
ê
÷
ø
ö
ç
è
æ -×= r
e
r
ere
r
e
r
e nEnE
rel
E
rel
E
H
nE
r
e xxOkxN ,min  
sonst, ÷÷
ø
ö
çç
è
æ
þ
ý
ü
î
í
ì= rel
E
H
nEnE
r
e r
e
r
e
r
e
OxxN ,min;random  
} 
Wenn LM=B, dann  
{ 
rand = random(LG) 
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Wenn (rand = 3 r
ere
r
e
r
e
r
e
r
e E
ext
E
ext
EnEEE
Oxxxexistierentt £++ÙÙ
++++++
, ),  
dann 
þ
ý
ü
î
í
ì ++=
+++
ext
E
ext
EnE
H
nE
r
e r
e
r
e
r
ere
xxxxN ,min . 
Wenn (rand = 2 r
ere
r
e
r
e E
ext
EnEE
Oxxexistiertt £+ÙÙ
++
 oder  
rand = 3 existiertt r
eE +
Ù  
  ÷÷
ø
ö
çç
è
æ
Ú>++Ù +++++
nichtexistierttOxxx r
e
r
ere
r
e
r
e EE
ext
E
ext
EnE
), 
dann 
þ
ý
ü
î
í
ì +=
+
ext
EnE
H
nE
r
e r
e
r
ere
xxxN ,min  
Sonst r
enE
r
e xN =  
} 
Wenn LM=AB, dann  
{ 
Wenn minmax aa kk ¹ , dann  
{ 
Wenn (Niveau1 rel
i
k t£  existierentt rere EE +++
Ù ,  
r
ere
r
e
r
e E
ext
E
ext
EnE
Oxxx £++Ù
+++
) 
dann 
þ
ý
ü
î
í
ì ++=
+++
ext
E
ext
EnE
H
nE
r
e r
e
r
e
r
ere
xxxxN ,min  
Wenn (Niveau1 > ³rel
E re
k  Niveau2 existiertt r
eE +
Ù r
ere
r
e E
ext
EnE
Oxx £+Ù
+
 oder  
Niveau1 rel
i
k t£  existiertt reE +
Ù  
 ÷÷
ø
ö
çç
è
æ
Ú>++Ù +++++
nichtexistierttOxxx r
e
r
ere
r
e
r
e EE
ext
E
ext
EnE
),  
dann 
þ
ý
ü
î
í
ì +=
+
ext
EnE
H
nE
r
e r
e
r
ere
xxxN ,min  
Sonst, r
enE
r
e xN =  
} 
Sonst, ÷÷
ø
ö
çç
è
æ
þ
ý
ü
î
í
ì= rel
E
H
nEnE
r
e r
e
r
e
r
e
OxxN ,min;random  
} 
Wenn LM=C, dann ÷÷
ø
ö
çç
è
æ
þ
ý
ü
î
í
ì= rel
E
H
nEnE
r
e r
e
r
e
r
e
OxxN ,min;random . 
Wenn LM=D, dann ÷÷
ø
ö
çç
è
æ
þ
ý
ü
î
í
ì= r
e
r
e
r
e E
H
nEnE
r
e OxxN ,min;random . 
19. Berechne ( )å
=
÷
ø
ö
ç
è
æ -×+=
-
e
e
r
eEEE
r
e NctF r
e
r
e
r
e2'
' 1
''1'
. 
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20. Wenn t<n , dann 
 { 
r
e
H
nE
H
En
Nxx r
e
r
e
-=
+1
  
r
e
r
e nE
r
eEn xNL -=+1  
} 
Wenn W< aree , , dann 
{ 
1: += ee  
gehe zurück zu 15 
} 
21. Wenn t=n , dann gehe zu 23. 
Sonst  
{ 
ext
sniin xLL -=+1 , 
minmit,),( ns ttSssii =Î= , arn IIi ,
term \Î  
niin LL =+1 , 
term\ nIIi Î  
H
ni
H
in xx =+1 , arIIi ,\Î  
{ }min1 \ nnextnnextn tTT =+  
} 
22. Wenn Æ¹*nI , dann ( )å
W
A=
+ -×++=
ar
ar
r
e
ar
e
ee
r
eEEnn Ncttt
,
,
, 1aktakt1 . 
Sonst, aktakt1 nn tt =+ . 
n:=n+1. 
{ }nextnssn Tttt Î= minmin . 
{ }minterm mit,),( nsn ttSssiiiI =Î== . 
 ni
ext
sni Lxx -= , 
termmin ,mit,),( nns IittSssii Î=Î= . 
Gehe zurück zu 5. 
23. Setze 1: += ee , 0=reE , e
r =E , 0
aktakt
1
: r
eE
nn ttt
-
+= . 
Wenn Ttn =
akt , dann gehe zu 25. 
24. Setze TF re = , und berechne  01
r
eE
r
e
r
e tFFB
-
-= . 
Solange ( )2>e  
{ 
1: -= ee  
( )rerenexte EFnextt ,=   
{ }renexteneure FBtF 1, ,min: +=   
Wenn neureF
, > reF , dann ( ) r
e
r
e
r
e EE
r
eE
neur
e
r
e tNcFFB
1
1,
-
--×-=  
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Sonst 
{ 
Solange ( )2>e  
{  
1: -= ee  
neur
eF
, = reF  
} 
Gehe zu 25. 
}    
} 
25. Füge den Index r der Menge R und das Individuum rP  der Menge P hinzu, { }rRR U=: , 
{ }rPPP U=: . 
Wenn r < R, dann 
{ 
r:=r+1 
gehe zurück zu Schritt 2 
} 
26. Für (r=0, R<r , r:=r+1) 
{ 
å
E
= -
=
r
r
e
r
e
r
e
EEE cC
2 1
 
å
-E
=
-××=
1
2
,
, )(
r
r
ee
neur
e
next
e
r
eErL FtNkC  
( )å å
Î
+
=
-××=
Ii
ni
n
niirB ttLkC
min
1
,
t
,  
mit ( )itnextt ni ,min=+ , minmit,),( ns ttSssii =Î= , und +it  existiert  
( )rPZ = rEC + rLC , + rBC ,  
} 
27. Ermittle ( ){ }PPPZZ rr Î= maxmax . 
Für (r=0, R<r , r:=r+1), ( ) ( )rr PZZPfit -= max . 
28. Bestimme ( ){ }PPPfitP rr Î= maxarg* . Das Verfahren endet. 
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4.4.3 Algorithmus der genetischen Operatoren (AGO) 
 
Im folgenden wird zunächst ein Überblick über das Grundkonzept des AGO gegeben. An-
schließend werden die verwendeten Symbole beschrieben, die einzelnen Schritte des Algo-
rithmus genau erläutert und der AGO als Pseudokode abgebildet. 
  
 
4.4.3.1 Grundkonzept des AGO 
 
Die mit Hilfe des PDZ erzeugten Ablaufvektoren bzw. Individuen bilden die Ausgangspopu-
lation, auf welche die Operatoren des genetischen Algorithmus angewandt werden. Zu den 
genetischen Operatoren zählt zum einen die Selektion derjenigen Individuen, welche aus der 
Menge der potentiellen Eltern für den Evolutionsprozeß in jeder Generationsstufe herangezo-
gen werden, und zum anderen ein speziell für die vorliegende Problemstruktur der Losgrö-
ßen- und Reihenfolgeplanung entwickelter Kreuzungsoperator. Ebenfalls zu den Rekombina-
tionsoperatoren gehört üblicherweise ein stochastischer Mutationsoperator, der sich in folgen-
dem Algorithmus implizit aus dem Kreuzungsoperator ergibt. 
 
Die Selektion erfolgt in zwei Stufen. In der ersten Stufe wird die Elternpopulation zur Erzeu-
gung der nächsten Generation aus der Menge der potentiellen Eltern ausgewählt. Die Menge 
der potentiellen Eltern wird in jedem Generationsschritt aus der Elternpopulation des vorheri-
gen Generationsschritts und der daraus aktuell erzeugten Kindgeneration gebildet. Nach der 
Vereinigung in die Menge der potentiellen Eltern wird die Fitness der Individuen neu berech-
net, und dann die Menge der potentiellen Eltern nach elitärem Prinzip in proportionaler Ab-
hängigkeit von der Fitness der Individuen auf die Elternpopulation dezimiert. Mit dieser 
nicht-stationären Vorgehensweise, d. h., daß ein erzeugtes Kind weder das schlechteste Indi-
viduum in der aktuellen Population noch einen Elternteil unmittelbar nach seiner Erzeugung 
ersetzt, wird der Gefahr zu großer Homogenität in der Population entgegengewirkt (Vermei-
dung von Inzucht), da andernfalls ein Kind in demselben Generationsschritt an der Erzeugung 
eines Kindes beteiligt und somit in derselben Generation sowohl Eltern- als auch Geschwi-
sterteil sein könnte.100 In der zweiten Stufe werden aus der Elternpopulation die jeweils aus 
vier Individuen bestehenden Mengen zur Erzeugung der einzelnen Kinder gebildet. Diese 
Auswahl erfolgt mit von der Fitness der Elternindividuen abhängiger Wahrscheinlichkeit. 
 
Der entwickelte Kreuzungsoperator wird in Anlehnung an den von Eiben/Raué/Ruttkay vor-
gestellten OB-ABC (vgl. Kapitel 4.3.2) als „Cost-Weighted-Adjacancy-based-crossover“ 
(CW-ABC) bezeichnet. Zum einen basiert die Anlehnung an den OB-ABC darauf, daß vier 
Elternteile an einem Kreuzungsvorgang beteiligt sind. Durch die Beteiligung mehrerer El-
ternteile wird bei einem Kreuzungsvorgang eine größere Vielfalt an paarweisen Produktarten-
folgen (Kantenbeziehungen) als bei der Kreuzung von nur zwei Elternteilen betrachtet. Dieser 
Aspekt ist insbesondere bei der vorliegenden asymmetrischen Reihenfolgestruktur relevant. 
Einerseits hat zwar das einzelne Individuum dann weniger Chancen, genau seine Information 
zu vererben, die Beteiligung mehrerer Eltern mindert aber andererseits die Gefahr, daß die 
Population zu früh konvergiert.101 Mit diesem positiven Effekt geht allerdings einher, daß vor-
handene Information immer wieder zerstört werden, und zwar in proportional steigendem 
Verhältnis zu der Anzahl der Eltern.102 Die Anzahl der beteiligten Eltern darf also weder zu 
hoch noch zu niedrig ausfallen. Daß die Beteiligung mehrerer Elternteile am Kreuzungsvor-
gang bei mehrwertiger Kodierung häufig zu besseren Ergebnissen als die klassische Kreuzung 
                                               
100 Demselben Prinzip bei der Konzeption des Kreislaufs „Population-Generation-Folgegeneration“ folgen auch 
Lee/Choi, vgl. Lee/Choi (1995), S. 863.  
101 Vgl. Eiben/Van Kemenade/Kok (1995), S. 944. 
102 Vgl. Eiben/Van Kemenade/Kok (1995), S. 944. 
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führt, ist vielfach gezeigt worden.103 Zum anderen ist die Anlehnung an den OB-ABC darin 
begründet, daß die Erzeugung eines Kindindividuums beim CW-ABC ebenso wie beim OB-
ABC durch sukzessives Belegen der loci des Kindes mit den zu vererbenden Genen der Eltern 
erfolgt, wobei die Belegungsentscheidung auch von der Häufigkeit der Kantenbeziehungen in 
den Genen der an dem Kreuzungsvorgang beteiligten Eltern abhängt.  
 
Von dem für die Reihenfolgeplanung entwickelten OB-ABC unterscheidet sich der CW-ABC 
zum einen in der Integration der Losgrößenplanung und zum anderen darin, daß die Aus-
gangspopulation, auf die der Operator angewandt wird, mit Hilfe eines stochastischen Kon-
struktionsverfahrens, dem PDZ, und nicht - wie beim OB-ABC - zufällig erzeugt wird. Die 
Integration der Losgrößenplanung wirkt sich insofern auf den Kreuzungsoperator aus, als be-
rücksichtigt werden muß, daß die Fitness eines Individuums nicht wie bei der reinen Reihen-
folgeplanung nur von den Kantenbeziehungen, sondern aufgrund der unterschiedlichen La-
gerkosten der Produktlose auch von den absoluten Positionen der Gene auf dem Chromosom 
abhängt. Beim CW-ABC werden daher die Belegungsentscheidungen anhand der Lagerkosten 
getroffen, wenn das Kriterium der Häufigkeit bestimmter Kantenbeziehungen nicht greift. Zu-
dem bedingt die Integration der Losgrößenplanung die zusätzliche Berücksichtigung von Zu-
lässigkeitsbedingungen bei der Erzeugung eines Kindes. Zusammenfassend läßt sich sagen, 
daß der CW-ABC eine Kantenorientierung mit einer Positionsorientierung kombiniert. Die 
Losgrößen selbst werden durch den CW-ABC aufgrund der durch die Termine gegebenen 
strengen Zulässigkeitsbedingungen nicht verändert.104 
 
Neben der Überprüfung der Zulässigkeit des erzeugten Kindes schließt an die Kreuzung eine 
Routine zur Bewahrung der Einzigartigkeit jedes Individuums in der Population an.105 Wird 
also ein Kind erzeugt, welches bereits in der erzeugenden Population enthalten oder einem in 
derselben Generation zuvor erzeugten Kind gleich ist, wird das betrachtete Kind nicht in die 
Kindgeneration aufgenommen und mit der Erzeugung des Kindes von vorn begonnen, so-
lange nicht eine vorzugebende Anzahl an Wiederholungsversuchen erreicht ist. 
 
Der genetische Algorithmus endet, wenn ein vorzugebendes Abbruchkriterium erfüllt ist, z. 
B. in Form einer Zeitbegrenzung oder einer Begrenzung der Anzahl zu erzeugender Genera-
tionen.  
 
 
4.4.3.2 Beschreibung der verwendeten Symbole  
 
Die Menge der Individuenindizes R umfaßt nach Erzeugung der Ausgangspopulation R 
Individuen, sofern mit dem PDZ alle R Individuen erzeugt werden konnten. Das erste zu er-
zeugende Kind erhält in dem AGO den Index r=R+1. Zum besseren Verständnis sind alle 
Symbole, die sich nur auf in dem Evolutionsprozeß erzeugte Individuen und nicht auf Indivi-
duen der Ausgangspopulation beziehen können, entsprechend nur für die Indizes 
Rrr Î> ,R , definiert.  
                                               
103 Vgl. Aufsätze von Tsutsui/Ghosh (1998), Eiben/Van Kemenade/Kok (1995), Tsutsui (1998), Eiben/Raué/-
Ruttkay (1994). Vgl. auch den Überblick über weitere multi-parent-Ansätze bei Eiben (1999). 
104 Das von Brüssau vorgeschlagene Verfahren „Losteilung“ zur simultanen Losgrößen- und Reihenfolgepla-
nung teilt ausgehend von einem die Produktarten zunächst jeweils in einem Los einlastenden Belegungsplan 
die Produktlose auf und ordnet die geteilten Lose Positionen eines genetischen Vektors zu, vgl. Brüssau (2002), 
S. 156-160 (zu dem Prinzip der Losteilung vgl. auch Zäfpel (2001), S. 181f.) In dem dann angeführten - für den 
hier betrachteten Fall übertragbaren - Reihenfertigungsproblem aus der Filtertechnik geht Brüssau bei dem 
Problem entsprechender Gestaltung der Zielfunktion dann allerdings davon aus, daß die einzuplanenden Ferti-
gungsaufträge keine festen Liefertermine haben, sondern nur innerhalb des betrachteten Planungszeitraums ge-
fertigt werden müssen, vgl. Brüssau (2002), S. 178 (und in diesem Zusammenhang auch  S. 165, 174). 
105 Vgl. auch Rubin/Ragatz (1995), S. 91. 
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Indizes 
 
g..........................Index der Generationen, Gg Î  
'',' rr …………... weitere Individuenindizes, Rrr Î'','  
 
 
Parameter 
 
K.........................Anzahl der zu erzeugenden Individuen in jeder Kindgeneration, [-] 
MAX_V..............Anzahl der Wiederholungen je Generation bei der Erzeugung eines gleichen 
oder eines unzulässigen Individuums (Vielfaches von K), [-] 
P ........................ Anzahl der Individuen der Elternpopulation, [-] 
 
 
Variablen/Vektoren 
 
im .......................Häufigkeit, mit welcher Produktart i in einer Multimenge 
+De  vorkommt 
(Multiplizität von i), e=1(1) rE , Rrr Î> ,R , [-] 
'' max,min rr …...Grenzen des die Fitness des Individuums 'r  in einem [0;1[ Intervall wider-
spiegelnden Intervalls [ ['' max;min rr , Rr Î' , [-] 
r,''','',' PPP …. Elemente (Individuen) einer Population  
q..........................Variable, welche die Anzahl der erzeugten und in die Kindgeneration aufge-
nommenen Individuen zählt, q=1(1)K, [-] 
impl
mutr ...................implizite Mutationsrate, [-] 
u..........................Variable, welche die Anzahl der erzeugten aber nicht in die Kindgeneration 
aufgenommenen Individuen zählt, u=0(1)MAX_V,  [-] 
y.......................... Laufvariable für die Schleife zur Fitnessberechnung, 1)1(0 -= gPy , Gg Î  
( )'rgr PW .............Wahrscheinlichkeit, daß das Individuum Î'rP fgP  an der Erzeugung des 
Individuums r beteiligt ist, Î'rP fgP , Rrrr Î> ',,R , Gg Î , [-] 
 
 
Mengen 
 
G......................... Menge der Generationenindizes, ÌG  
l
eI ………........... Menge derjenigen Produktarten arIi ,Î , deren Einplanung an der Position e 
zu minimalen Lagerkosten führt, e=1(1) rE , Rrr Î> ,R  
m
eI ……….......... Menge derjenigen Produktarten 
+DÎ ei , deren Multiplizität im  maximal ist, 
e=1(1) rE , Rrr Î> ,R  
ml
eI ………..…... Menge derjenigen Produktarten 
m
eIi Î , deren Einplanung an der Position e  
zu minimalen Lagerkosten führt, e=1(1) rE , Rrr Î> ,R  
gK ……………. Menge der erzeugten Individuen in der Generation g, Gg Î  
ENDP …………... Endpopulation nach Vereinigung der letzten erzeugten Kindgeneration mit 
der Elternpopulation  
*P ……………..Menge der hinsichtlich der Fitness besten gefundenen Individuen, 
Ì*P ENDP  
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gP .......................Menge der potentiell für die Elternpopulation in dem g-ten Generations-
schritt zur Verfügung stehenden Individuen, Gg Î  
f
gP ..................... Elternpopulation in der g-ten Generation, 
f
gP  entspricht einer Teilmenge 
von gP , welche diejenigen Individuen umfaßt, die aufgrund ihrer Fitness-
Werte zur Erzeugung der nächsten Generation in Frage kommen, Gg Î  
f
grP ..................... aus jeweils vier Elternteilen bestehende Teilmenge zur Erzeugung des Indi-
viduums  r in der g-ten Generation, fg
f
gr PP Ì , Rrr Î> ,R  
max
grP ..................Menge derjenigen Individuen aus 
f
grP , welche die beste Fitness aufweisen, 
Rrr Î> ,R  
+De ...................... endliche Multimenge derjenigen Produktarten, welche in der gerade be-
trachteten Menge von zu kreuzenden Eltern auf die in dem Individuum r auf 
die Position e-1 gesetzte Produktart i folgen, e=2(1) rE , Rrr Î> ,R  
*
eD ...................... Teilmenge derjenigen Produktarten aus der Multimenge 
+De , welche zur 
Belegung von e zur Verfügung stehen und somit nur solche Produktarten 
umfaßt, die in dem betrachteten Abschnitt noch nicht positioniert wurden, 
e=2(1) rE , Rrr Î> ,R  
 
 
Hilfsfunktionen 
 
( )P,gPmaxfit … gibt aus der Menge gP  die hinsichtlich ihrer Fitness besten P  Individuen 
zurück 
( )xXnextel , ……gibt aus der Menge X das relativ zu x nächst größere Element zurück  
 
 
Definition einer endlichen Multimenge:106 
 
A......................... Multimenge 
erzA .................... erzeugende Menge der Multimenge A 
D……….……… ganze Zahl, [-] 
wa ...................... wohlunterscheidbare Elemente der Multimenge A, w=1(1)W, [-] 
wm ......................Multiplizität (oder Zähler), des w-ten Elements wa  in der Multimenge A, 
w=1(1)W, [-] 
w......................... Index der Elemente der Multimenge A  
W........................  Anzahl der unterscheidbaren Elemente in der Multimenge A, d. h. Mächtig-
keit der erzeugenden Menge erzA , erzA=W , [-] 
 
Eine Multimenge ist eine sich von der klassischen, nach Cantor definierten Menge107 in dem 
Kriterium der Forderung nach Unterscheidbarkeit der Elemente der betrachteten Menge un-
terscheidende Menge, deren Elemente selbst Multimengen sein können. Symbolisieren 
W,...,, 21 aaa  im Cantorschen Sinne wohlunterscheidbare Elemente, sind W,...,, 21 mmm  po-
sitive ganze Zahlen und sind W)1(1,undW =wmw , endlich, dann kann eine endliche Mul-
timenge A wie folgt beschrieben werden: 
                                               
106 Vgl. auch im folgenden Ziegler (1986), S. A1-4. 
107 Vgl. Cantor (1980), S. 282. (Beiträge zur Begründung der transfiniten Mengenlehre, 1. Seite). 
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Die sogenannte Multiplizität (oder auch Zähler) wm  gibt an, wie oft das Element wa  in A 
vorkommt, w=1(1)W. Die Elemente wa , w=1(1)W, heißen erzeugende Elemente der Multi-
menge A und die Menge }W)1(1,1,...,{ W1 === wmaaA werz , welche jedes erzeugende 
Element genau einmal enthält, wird als erzeugende Menge von A bezeichnet. erzA  ist eine 
Menge im Cantorschen Sinne. Eine Multimenge mit wm Î£ DD, , w=1(1)W, wird als D-
Multimenge bezeichnet. 
 
 
4.4.3.3 Erläuterung der einzelnen Schritte des AGO 
 
Der AGO wird durch die folgenden 23 Schritte beschrieben und in die Hauptteile Initialisie-
rungen (Schritte 1–3), Selektion (Schritte 4–8), Kreuzung (Schritte 9–21) und Erzeugung 
weiterer Individuen und Generationen (Schritte 22–23) gegliedert. 
 
 
Initialisierung 
 
1) Betrachtung der ersten Generation, g=1. 
 
2) Die mit Hilfe des PDZ ermittelten Individuen rP , r=1(1)R, bilden die Ausgangspopula-
tion 1P , die zur Erzeugung der ersten Generation zur Verfügung steht, 
{ }R)1(11 == rPP r . 
 
3) Die zur Erzeugung der Kindgeneration 1K  heranzuziehende Elternpopulation 
fP1  wird 
mit der Ausgangspopulation gleichgesetzt, fP1 = 1P . Initialisierung der Menge der Kinder 
als leere Menge,  Æ=1K . Das Verfahren geht über zu Schritt 7.  
 
 
Selektion  
 
Stufe 1 
Da sich die Fitness eines Individuums in Abhängigkeit von dem schlechtesten Zielfunktions-
wert aller Individuen in der betrachteten Population berechnet, muß in der ersten Stufe darauf 
geachtet werden, daß sich die Fitness eines Individuums immer auf die relevante Population 
bezieht. 
 
4) Die Menge der potentiellen Eltern gP  wird als Vereinigungsmenge von der in dem letz-
ten Generationsschritt g-1 herangezogenen Elterngeneration fgP 1-  und der daraus erzeug-
ten Kindgeneration 1-gK  gebildet, .11
f
ggg PKP --= U  Der Umfang der Elternpopula-
tion ist mit P  gegeben und somit in jedem Generationsschritt gleich. Der Umfang der 
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Kindgeneration 1-gK  ist davon abhängig, wie viele zulässige Individuen in g-1 erzeugt 
werden konnten. Demzufolge kann auch gP  von Generation zu Generation variieren.  
 
5) Berechnung nicht nur der Fitness der Individuen 1-Î g
r KP , sondern auch die der 
Individuen  fg
r PP 1-Î  nach der Vereinigung beider Mengen zu der Menge gP , 
( ) ( )rr PZZPfit -= max , ÎrP gP , ( ){ }gPPPZZ rr Î= maxmit max . 
 
6) Die Elternpopulation fgP wird aus der Menge der potentiellen Eltern gP  gebildet, indem 
der Menge fgP  die hinsichtlich ihrer Fitness besten P  Individuen g
r PP Î  zugewiesen 
werden, ( )P,gfg PmaxfitP = . 
 
 
Stufe 2 
Die Bildung einer aus vier Elternteilen bestehenden Menge zur Erzeugung eines neuen Indi-
viduums erfolgt mit von der Fitness abhängiger Wahrscheinlichkeit.108 Die Auswahl erfolgt 
als zufällige Stichprobe mit variierenden Auswahlwahrscheinlichkeiten.109 
 
7) Wenn es sich bei der betrachteten Generation um die erste handelt, g=1, wird das zu er-
zeugende  Individuum mit r=R+1 indiziert.110 Ansonsten erfolgt die  Indizierung mit dem 
größten in der Population fgP vorkommenden Index+1, 1max: +=
R
r . Initialisierung der 
die Anzahl der Wiederholungsversuche in der betrachteten Generation zählenden Va-
riable, u=0, und der die Anzahl der zu erzeugenden Individuen zählenden Laufvariablen, 
q=1.   
 
8) Aus der Menge fgP  werden über ein Zufallsverfahren vier Elemente zur Erzeugung des 
Individuums r gezogen und in der Menge fgrP  zusammengefaßt, wobei ausgeschlossen 
wird, daß dasselbe Individuum mehrfach in fgrP  vorkommt.111 Das Zufallsverfahren 
funktioniert wie folgt: Jedem Individuum fg
r PP Î'  wird eindeutig ein Intervall 
[ [ [ [1;0maxmin '' ; Ìrr  zugeordnet mit ( )å å£ÙÎ
Î
=
'''''
''
'
)(max
rrPr
P
r
r
f
g f
g
fit
Pfit
r
r
 und 
                                               
108 Durch die vorgenommene zweistufige Selektion ist die eindeutige Zuordnung der im englischen Original 
verwendeten Begriffe schwierig. Die proportionale Abhängigkeit  (fitness proportional reproduction) ist so-
wohl in der ersten Stufe direkt ohne die Verwendung von Wahrscheinlichkeiten gegeben, als auch in der zwei-
ten Stufe der Auswahl der zur Erzeugung eines Kindes heranzuziehenden Elternteile mit von der Fitness ab-
hängigen Wahrscheinlichkeiten. Zur Selektion mit von der Fitness abhängiger Wahrscheinlichkeit in einem 
Schritt vgl. z. B. Starkweather/Whitley/Cookson (1992), S. 570, Lima et al. (1996), S. 208, Potvin/Guertin 
(1997), S. 430. Die zweite Stufe der hier vorgenommenen zweistufigen Selektion kann als fitness based scan-
ning bezeichnet werden. Vgl. hierzu Eiben (1999), S. 490.  
109 In Abgrenzung zur systematischen Stichprobe mit variierenden Auswahlwahrscheinlichkeiten, vgl. hierzu 
Lodders (1998), S. 56. 
110 Dies erfolgt in Anlehnung an die Definition der Symbole für r>R (vgl. 4.4.3.2 v. A.) und stellt somit sicher, 
daß die Symbole auch dann definiert sind, wenn mit dem PDZ nicht alle R Individuen erzeugt werden konnten. 
111 Dies ist bei der systematischen Stichprobe mit variierenden Auswahlwahrscheinlichkeiten nicht gewährleistet. 
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Durch einen Zufallszahlengenerator, der mit gleicher Wahrscheinlichkeit in dem Intervall 
[ [1;0  Zahlen erzeugt, wird dann ein Intervall und somit ein Element aus fgP  mit zu der 
Fitness proportionaler Wahrscheinlichkeit selektiert. Für die jeweils nachfolgend 
auszuwählenden Elemente werden schon gezogene Elemente aus fgP  entfernt und die 
Intervalle für die verkleinerte Menge neu bestimmt.  
 
 
Berechnung der Selektionswahrscheinlichkeit 
Die Selektionswahrscheinlichkeit ( )'rgr PW  des Individuums fgr PP Î'  zur Erzeugung des 
Individuums r herangezogen zu werden, berechnet sich als Summe der disjunkten Ereignisse 
beim ersten, zweiten, dritten oder vierten Mal selektiert zu werden. Beschreiben  ''','',' PPP  
jeweils das beim ersten, zweiten und dritten Mal selektierte Individuum, dann berechnet sich 
( )'rgr PW  wie folgt:  
Wahrscheinlichkeit, daß 'rP beim ersten Mal gezogen wird 
+ Summe der Wahrscheinlichkeiten aller möglichen Ereignisse der ersten Ziehung unter 
Ausschluß des Individuums 'rP , multipliziert mit dem Ereignis, daß 'rP  beim zweiten Mal 
gezogen wird 
+ Summe der Wahrscheinlichkeiten aller möglichen Ereignisse der zweiten Ziehung unter 
jeweiligem Ausschluß der Individuen 'rP  und 'P , multipliziert mit allen möglichen 
Ereignissen der ersten Ziehung und dem Ereignis, daß 'rP  beim dritten Mal gezogen wird 
+  Summe der Wahrscheinlichkeiten aller möglichen Ereignisse der dritten Ziehung unter 
jeweiligem Ausschluß der Individuen 'rP , 'P  und ''P , multipliziert mit allen möglichen 
Ereignissen der ersten und der zweiten Ziehung und dem Ereignis, daß 'rP  beim vierten Mal 
gezogen wird: 
 
( ) ( )( )
( )
( ){ }
( )
( )
{ }
( )
( ){ }
( )
( )
{ }
( )
( )
{ }
{ }
( )
( )
( )
( )
{ }
( )
( )
{ }
{ }
( )
( )
{ }
{ }{ }
( )
( )
( )
( )
{ }
{ }
( )
( )
{ }
{ }
( )
( )
{ }
{ }
÷
÷
÷
÷
÷
ø
ö
ç
ç
ç
ç
ç
è
æ
÷
÷
÷
÷
÷
ø
ö
ç
ç
ç
ç
ç
è
æ
÷÷
÷
÷
÷
ø
ö
çç
ç
ç
ç
è
æ
+×++×=
×××+
××+
×+
=
å åå åå åå
å å åå ååå
å ååå å
åå å
å
Î
Î
Î
Î
Î
ÎÎ
Î Î
Î
Î
ÎÎÎ
Î
ÎÎ
Î
Î
Î
Î
Î
Î
'',',\'''
''','','\
',\''
'','\
\'
'\
'
\' ',\''
''','','\
'
'',',\'''
'','\'\
\'
'','\
'
'\
',\''
'\
'
\'
'
'
'''
' ' '
' '
'
'''1''1'1
''''''
'''
'
PPPPP
PPPP
PPPP
PPP
PPP
PPP
r
PPP PPPP
PPPP
r
PPPPP
PPPPPP
PPP
PPP
r
PP
PPPP
P
PP
r
PPP
P
P
r
r
gr
rf
g f
g
rf
g f
g
rf
g f
g
f
g
rf
g
rf
g f
g
rf
g f
g
f
g
f
g
rf
g f
g
f
g
rf
g f
g
f
g
rf
g f
g
f
g
fit
Pfit
fit
Pfit
fit
Pfit
fit
Pfit
fit
Pfit
fit
Pfit
fit
Pfit
fit
Pfit
fit
Pfit
fit
Pfit
fit
Pfit
fit
Pfit
fit
Pfit
fit
PfitPW
rrrr
rrrr
rrr
rr
r
rrrr
rrrr
rrr
rr
r
 
Kapitel 4: Entwicklung eines Genetischen Algorithmus zur Lösung des VLSP 112 
Kreuzung (CW-ABC) 
 
Der CW-ABC ist ein mit der Belegung der ersten Position des zu erzeugenden Kindvektors 
beginnender, abschnittsweise und innerhalb der Abschnitte positionsweise vorgehender Kreu-
zungsoperator. Die Basis für die Belegung des Ablaufvektors rE  des zu erzeugenden Indivi-
duums r bilden die Ablaufvektoren 'rE  der Elternindividuen fgr
r PP Î' . Zunächst wird aus der 
Menge fgrP  dasjenige Individuum, welches die beste Fitness aufweist, als sogenanntes 
Orientierungselternteil *rP  bestimmt. Die Funktion des Orientierungselternteils besteht 
darin, zu gewährleisten, daß die Kreuzung der verschiedenen Elternteile wieder hinsichtlich 
der hergestellten Mengen zu zulässigen Lösungen führt. Dies ist erforderlich, da die Losgrö-
ßen der einzelnen Produktarten der verschiedenen Abschnitte sich in den Elternteilen von-
einander unterscheiden. Die Menge der in jedem Abschnitt a des Individuums r einzuplanen-
den Produktarten arI ,  entspricht der Menge a*,rI  des Orientierungselternteils, analog die 
zugehörigen Losgrößen. Die Aufgabe des CW-ABC besteht also darin, die Produktlose in 
dem Individuum anzuordnen, nicht die Losgrößen zu variieren.  
 
Für jede Produktart arIi ,Î  und für die jeweils auf der letzten Position in dem Kindvektor 
des zuletzt betrachteten Abschnitts positionierte Produktart wird die Multimenge aus denjeni-
gen Produktarten gebildet, die in den beteiligten Eltern auf die betrachtete Produktart unmit-
telbar folgen. Bei der Belegung der jeweils nächsten Position des Kindvektors erhält die in 
der Multimenge am häufigsten vorkommende Produktart höchste Priorität. Ist eine eindeutige 
Belegung anhand der Häufigkeit nicht möglich, wird diejenige mit den geringsten Lagerko-
sten gewählt, und wenn auch dieses Kriterium nicht eindeutig ist, wird eine Produktart zufäl-
lig ausgewählt. Sind alle Positionen eines Abschnitts belegt, wird mit der Belegung des je-
weils nächsten Abschnitts des zu erzeugenden Kindvektors fortgefahren, bis alle Positionen 
des Ablaufvektors rE  belegt sind. 
 
9) Bestimmung des Orientierungselternteils *rP : 
 Als Orientierungselternteil dient dasjenige Individuum fgr
r PP Î'  mit der besten Fitness.   
Die Menge maxgrP  der Individuen mit der jeweils besten Fitness wird gemäß 
( ){ }fgrrrgr PPPfitP Î= ''max maxarg  bestimmt. Ist die Menge maxgrP  einelementig, 
1max =grP , wird dieses eine in 
max
grP  enthaltene Individuum als Orientierungselternteil 
*rP  herangezogen. Ist das Kriterium der besten Fitness nicht eindeutig, 1max >grP , wird 
ein Individuum aus der Menge maxgrP  mit gleicher Wahrscheinlichkeit zufällig als 
Orientierungselternteil bestimmt, ( )max* random grr PP = .  
 
10) Initialisierung der ersten Position des Kindvektors, 1=e , und Belegung mit der Produkt-
art 0, rE1 =0. Initialisierung des Abschnittszählers, a=1 (da die Lagerbestände zu Ferti-
gungsbeginn 0 betragen, muß der Abschnitt a=1 in jedem Ablaufvektor und somit auch in 
dem des Orientierungselternteils existieren). 
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11) Zuweisung der Menge der Produktarten in dem Abschnitt a des Orientierungselternteil zu 
der Menge der in dem betrachteten Individuum r einzuplanenden Produktarten, 
arar II *,, = . 
 
12) Inkrementieren der Positionen des Ablaufvektors 1: += ee , und Zuweisen der Position e 
zu der Position des Abschnittsanfangs, ee ar =
A
, , sowie Bestimmung der Position des 
Abschnittsendes des aktuellen Abschnitts a auf dem zu belegenden Kindvektor rE , 
( )1,,, -+= AW ararar Iee . 
 
13) Erzeugung der Multimenge +De : 
Die Multimenge +De  umfaßt diejenigen Produktarten, die in den Elternindividuen 
f
gr
r PP Î'  in dem Abschnitt a auf diejenige Produktart folgen, welche in dem zu 
erzeugenden Individuum r auf e-1 positioniert ist, sofern der Abschnitt a in dem Eltern-
teil existiert, { }
þ
ý
ü
î
í
ì
--
+ ÎÎ==D W fgr
r
ararar
r
e
r
e
r
ee PPiertexistIeeeEEE
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Jede Produktart, die in mindestens einem der Elternteile fgr
r PP Î'  auf die in dem Indivi-
duum auf die e-1 positionierte Produktart folgt, ist erzeugendes Element der Multimenge 
+De . Hierbei handelt es sich um eine 4-Multimenge, da 
f
grP  vier Elternteile enthält, und 
somit eine bestimmte paarweise Losfolge in der Menge fgrP  höchstens viermal 
vorkommen kann. 
 
14) Ist die Multimenge +De  leer, Æ=D
+
e , geht das Verfahren über zu Schritt 17. Die Multi-
menge +De  kann allerdings immer nur dann leer sein, wenn nicht der erste Abschnitt be-
trachtet wird, a >1, es sich bei der aktuellen Positionsbelegung um die erste in dem Ab-
schnitt zu belegende Position handelt, und die letzte Position des vorherigen Abschnitts 
in dem Kindstring mit einer Produktart belegt ist, die in der Menge der in dem betrachte-
ten Abschnitt einzuplanenden Produktarten arIi ,Î  nicht vorkommt.  
Ansonsten, ÆD ¹+e , wird aus der Multimenge 
+De  die Menge 
*
eD  derjenigen Produktar-
ten gebildet, welche auf keiner der Position e  vorangehenden Position in dem a-ten Ab-
schnitt bereits eingeplant sind. Handelt es sich bei der betrachteten Position um die erste 
in dem Abschnitt zu belegende Position, A= aree , , entspricht 
*
eD =
+De . Ansonsten, 
A> aree , , entspricht 
*
eD =
+De \{ }1)1(' Α,' -= eeeE arre . Ist die Menge *eD  leer, Æ=D*e , geht 
das Verfahren über zu Schritt 17. Ist die Menge *eD  einelementig, 1
* =De , wird die Posi-
tion e mit dieser einen in *eD  enthaltenen Produktart belegt, und das Verfahren geht über 
zu Schritt 18. Ansonsten,  1* >De , geht das Verfahren weiter zu Schritt 15. 
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15) Aus der Multimenge *eD  und der Menge der in dem betrachteten Individuum r in dem 
Abschnitt a einzuplanenden Produktarten arI ,  werden die Schnittmenge gebildet und 
hieraus diejenigen Produktarten bestimmt, deren Multiplizität maximal ist, 
{ }areime IimI ,*maxarg ÇDÎ= . Trifft dies auf genau eine Produktart zu, 1=meI , wird 
die Position e mit dieser einen in meI  enthaltenen Produktart belegt. Das Verfahren geht 
über zu Schritt 18. Ansonsten, 1>meI , geht das Verfahren weiter zu Schritt 16. 
 
16) Aus der Menge meI  wird die Menge derjenigen Produktarten bestimmt, deren Einplanung 
an der Position e zu minimalen Lagerkosten pro [ZE] führt, wobei berücksichtigt wird, 
daß die Einplanung mit der Losgröße des Orientierungselternteils erfolgt, 
{ }
þ
ý
ü
î
í
ì ÎÎ=×= W mearar
r
eE
r
e
ml
e IieeeiEkNI
Α
r
e
,,...,',minarg ,','
*
'
*
' *
'
. Ist diese Menge 
einelementig, 1=mleI , wird die Position e mit dieser einen in 
ml
eI  enthaltenen Produkt-
art belegt. Ansonsten, 1>mleI , wird aus der Menge 
ml
eI   eine Produktart mit gleicher 
Wahrscheinlichkeit zufällig gewählt und eingeplant, ( )mlere IE random= . Das Verfahren 
geht über zu Schritt 18. 
 
17) Ist die Menge +De  oder 
*
eD  leer, werden aus der Menge der in diesem Abschnitt noch 
nicht zugeordneten Produktarten diejenigen bestimmt, deren Einplanung an der Position e 
zu minimalen Lagerkosten pro [ZE] führt, 
{ } { }
þ
ý
ü
î
í
ì -=ÎÎ=×= W 1)1(',,...,',minarg ,',,','
*
'
*
' *
'
eeeE\IieeeiEkNI ΑΑr
e
ar
r
eararar
r
eE
r
e
l
e .  
Ist diese Menge einelementig, 1=leI , wird die Position e mit dieser einen in 
l
eI  enthalte-
nen Produktart belegt. Ansonsten wird aus der Menge leI  eine Produktart mit gleicher 
Wahrscheinlichkeit zufällig gewählt und eingeplant, ( )lere IE random= .  
 
 
Implizite Mutation 
 
Implizite Mutation tritt immer dann auf, wenn Schritt 17 zur Anwendung kommt, d. h., es 
wird in dem Individuum eine Kante erzeugt, die in keinem der beteiligten Eltern auftritt. 
Die implizite Mutationsrate imlmutr  berechnet sich als Summe der Anzahl der Anwendun-
gen von Schritt 17 dividiert durch die Summe der Vektorlängen bzw. der Gene über alle 
erzeugten Individuen einer Generation. Die experimentellen Analysen zeigen, daß die im-
plizite Mutationsrate im Durchschnitt bei ca. 0,5 beginnt und sich im Verlauf des Evolu-
tionsprozesses auf 0,05 reduziert (vgl. hierzu Kapitel 5.2.3). In Kombination mit dem 
CW-ABC erübrigt sich aufgrund der hohen impliziten Mutation die zusätzliche Anwen-
dung eines heuristischen Mutationsoperators. Auf einen stochastischen Mutationsopera-
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tor112 wird aufgrund der komplexen Planungssituation und der damit verbundenen 
Schwierigkeit, immer wieder zulässige Lösungen zu erzeugen, verzichtet.  
 
 
Beispiel CW-ABC:  
 
Das Beispiel veranschaulicht den Prozeß der Belegungsentscheidung beim CW-ABC. Be-
schrieben wird der Kreuzungsvorgang bei der Belegung des ersten Abschnitts a=1 des Indivi-
duums r in Generation g.  Auf die erste Position in dem Kindvektor wird die Produktart 0 ein-
geplant. Gegeben ist eine bereits selektierte aus vier Elternteilen bestehende Menge fgrP . Die 
betrachteten Abschnitte der einzelnen Individuen stellen Anordnungen von 9 zu fertigenden 
Produktarten dar, }9,...,1{1, =rI .  
 
Elternmenge und zugehörige Abschnitte der Ablaufvektoren: 
},,,,{ 4321 PPPPP fgr =  
1E  :  2  3  5  6  8  9 1  4  7|2   
2E  :  3  4  2  1  6  8 7  5  9|3 
3E  :  1  4  3  6  7  8 5  9  2|1 
4E  : 
321444 3444 21
......3
1
967581243
=a
 
 
2P  ist das Individuum mit der besten Fitness und wird somit als Orientierungselternteil be-
stimmt. Die Stücklagerkostensätze und die Losgrößen der Produktarten 1,2Ii Î  in dem Ab-
schnitt 1 des Orientierungselternteils werden hier als ik  und iN  bezeichnet und sind folgen-
der Tabelle zu entnehmen: 
i 0 1 2 3 4 5 6 7 8 9 
iN  0 100 200 300 200 100 200 150 200 150 
ik  0 10 9 8 7 6 5 4 3 2 
 
1. Belege die erste Position 1=e  mit der fiktiven Produktart 0, 01 =
rE . 
2. Belege die zweite Position 2=e  : 
· Die der betrachteten Position unmittelbar vorangehende Position e =1 ist mit der Pro-
duktart 0 belegt. 
· Die Multimengen +De  und 
*
eD  der auf e-1 positionierten Produktart 0 sind identisch: 
+De =
*
eD , 
*
eD ={1,2,3,3}. 
· Einplanung der Produktart 3 anhand des Kriteriums der maximalen Multiplizität, 
12 123 ==>= mmm , 32 =
rE . 
Þ Ablaufvektor rE : 0 3 * * * * * * * *. 
3. Die Belegung der Positionen 3 bis 5 erfolgt analog: 
Þ Ablaufvektor rE : 0 3 4 2 1 * * * * *. 
                                               
112 So hat z. B. Mattfeld zusätzlich zu dem Auftreten impliziter Mutation eine relativ niedrige stochastische 
Mutationsrate von 0,03 angesetzt, vgl. Mattfeld (1996), S. 102. Vgl. hierzu auch Stöppler/Bierwirth (1992),          
S. 168 f. 
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4. Belege die sechste Position, e =6: 
· Die der betrachteten Position unmittelbar vorangehende Position 1-e  ist mit der Pro-
duktart 1 belegt. 
· Die Multimengen +De  und 
*
eD  der Produktart 1 sind nicht identisch, 
+De ={4,4,6,8}, 
*
eD ={6,8}, da die Produktart 4 bereits positioniert wurde und somit nicht mehr zur 
Verfügung steht. 
· Einplanung anhand der maximalen Multiplizität ist nicht eindeutig, da 186 == mm . 
· Einplanung der Produktart 8 anhand des Kriteriums der minimalen Lagerkosten von 
denjenigen Produktarten, deren Multiplizität in der Multimenge *eD  maximal ist, 
1000[GE]200[ME]ZE]GE/ME[5  600[GE]200[ME]ZE]GE/ME[3 6688 =××=×<=××=× NkNk
d. h. 86=
rE . 
Þ Ablaufvektor rE : 0 3 4 2 1 8 * * * *. 
5. Die Belegung der Positionen 7 und 8 erfolgt analog zu 2 bis 5: 
Þ Ablaufvektor rE : 0 3 4 2 1 8 5 9 * *. 
6. Belege die neunte Position, e =9: 
· Die der betrachteten Position unmittelbar vorangehende Position 1-e  ist mit der Pro-
duktart 9 belegt. 
· Die Multimengen +De  und 
*
eD  der auf 1-e  positionierten Produktart 9 sind nicht 
identisch, +De ={1,2}, Æ=D
*
e , da die Produktarten 1 und 2 bereits positioniert wurden 
und somit nicht mehr zur Verfügung stehen. 
· Einplanung der Produktart 7 anhand des Kriteriums der minimalen Lagerkosten von 
denjenigen Produktarten, die noch nicht positioniert wurden,  
1000[GE]200[ME]ZE]GE/ME[5  600[GE][ME]501ZE]GE/ME[4 6677 =××=×<=××=× NkNk
d. h. 79=
rE . 
Þ Ablaufvektor rE : 0 3 4 2 1 8 5 9 7 *. 
7. Belege die zehnte Position, e =10: 
· Die der betrachteten Position unmittelbar vorangehende Position 1-e  ist mit der Pro-
duktart 7 belegt. 
· Die Belegung der Position 10 erfolgt mit der Produktart 6, da die Multimenge *eD  der 
auf 1-e  positionierten Produktart 7 nur noch diese eine Produktart umfaßt, { }6* =De , 
d. h. 610=
rE .   
Þ Ablaufvektor rE : 0 3 4 2 1 8 5 9 7 6. 
 
Die folgende Tabelle zeigt den Abschnitt 1 des Individuums r nach den einzelnen Bele-
gungsschritten und in welchem Verfahrensschritt die Entscheidung für die Belegung ge-
troffen wird, wobei diejenigen Positionen, die nach einem Belegungsschritt noch nicht 
beplant sind, mit * belegt werden:  
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e  Entscheidung in 
Verfahrensschritt  
Abschnitt 1 des Vektors rE  nach dem e -ten 
Belegungsschritt 
2 15 3 * * * * * * * * 
3 15 3 4 * * * * * * * 
4 15 3 4 2 * * * * * * 
5 15 3 4 2 1 * * * * * 
6 16 3 4 2 1 8 * * * * 
7 15 3 4 2 1 8 5 * * * 
8 15 3 4 2 1 8 5 9 * * 
9 17 3 4 2 1 8 5 9 7 * 
10 15 3 4 2 1 8 5 9 7 6 
 
Ende Beispiel CW-ABC.  
 
18) Der auf e  positionierten Produktart reE  wird die Losgröße dieser Produktart in dem Ab-
schnitt a des Orientierungselternteils zugewiesen, 
{ }WÎ== ararrererere eeeEENN Α ,','*'*' ,...,'undwobei, . Für das auf e eingeplante 
Produktlos wird das Fertigungsende berechnet, ( )å
=
÷
ø
ö
ç
è
æ -×+=
-
e
e
r
eEEE
r
e NctF r
e
r
e
r
e2'
' 1
''1'
. 
19) Solange nicht die letzte Position in dem betrachteten Abschnitt belegt ist, W< aree , , wird 
die nächste Position betrachtet, 1: += ee . Das Verfahren geht zurück zu Schritt 13.   
 
20) Wenn der betrachtete Abschnitt nicht der letzte der zu betrachtenden Abschnitte ist, 
*
max
rA
a < , wird der nächste Abschnitt bestimmt, ( )aAnextela r ,: *= . Das Verfahren geht 
zurück zu Schritt 11. Sonst, 
*
max
rA
a = , wird die Vektorposition inkrementiert und mit der 
fiktiven Produktart 0 belegt, 1: += ee , reE =0. Die Position e entspricht der Länge des 
Ablaufvektors, er =E .  
 
21) Zulässigkeitsprüfung: 
a) Ist das erzeugte Individuum mit keinem Individuum der Elterpopulation identisch, 
f
g
rrr PPPP Î¹ '', , geht das Verfahren weiter zu b), sonst zu f). 
b) Initialisierung des Aktualisierungszählers und des aktuellen Zeitpunkts, n=1, 0akt1 =t .  
c) Zuweisung des Aktualisierungszählers zu dem Abschnittszähler, a=n. Es wird geprüft, 
ob die in dem Individuum r erzeugte Reihenfolge hinsichtlich der Einhaltung der Ter-
mine zulässig ist. Welcher Termin jeweils zu betrachten ist, ist für jedes n mit minnt  
bekannt.  
Wenn ( ) minakt ,
,
1
1 n
e
ee
r
eEEEn tNctt
ar
ar
r
e
r
e
r
e
>÷
ø
ö
ç
è
æ -×++ å
W
A -=
, geht das Verfahren über zu f), 
sonst weiter zu d). 
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d) Wenn t<n , ( )å
W
A -=
+ ÷ø
ö
ç
è
æ -×++=
ar
ar
r
e
r
e
r
e
e
ee
r
eEEEnn Ncttt
,
,
1
1aktakt1 . 
Bestimmung der nächsten Aktualisierung, für die ein Abschnitt existiert, 
( )aAnexteln r ,*= . (Da sich die Abschnittsindizes des erzeugten Individuums r nicht 
von denen des Orientierungselternteils unterscheiden, kann hier auf die Menge *rA  
zugegriffen werden, um den nächsten zu betrachtenden Abschnitt zu ermitteln.) 
Das Verfahren geht zurück zu c) 
Sonst, d. h. t=n , 0
aktakt
1
: r
eE
nn ttt
-
+= . Das Verfahren geht weiter zu e). 
e) Das erzeugte Individuum rP  ist zulässig und mit keinem Individuum aus fgP  iden-
tisch. Auf den Ablaufvektor rE  wird der Time-Opt-Operator (vgl. Schritt 24 im 
PDZ) angewandt, um die jeweiligen Zeitpunkte des Fertigungsendes und des Ferti-
gungsbeginns der Produktlose neu zu positionieren, und der Zielfunktionswert ( )rPZ  
berechnet, wobei zur Berechnung der Lagerungskosten die Lagerbestände des 
Orientierungselternteils herangezogen werden können (zur Fitness-Berechnung vgl. 
Schritt 26 im PDZ). Die Erzeugung des Individuums rP  ist abgeschlossen. rP  wird 
in die Menge gK  aufgenommen, { }rgg PKK U=: , und der Index r der Menge der 
Indizes hinzugefügt, { }rRR U=: . Das Verfahren geht über zu Schritt 22. 
f) Das erzeugte Individuum rP  ist nicht zulässig oder mit mindestens einem Indivi-
duum fg
r PP Î  identisch. rP  wird nicht in die Menge gK  aufgenommen. Ist die 
Anzahl der maximalen Wiederholungen in der betrachteten Generation noch nicht 
überschritten, u<MAX_V, wird u inkrementiert, u:=u+1, und die Menge der zur 
Erzeugung des Individuums heranzuziehenden Eltern fgrP  erneut selektiert, d. h. das 
Verfahren geht zurück zu Schritt 8. Ist die Anzahl der Wiederholungsversuche in der 
betrachteten Generation bereits erreicht, u=MAX_V, wird die Erzeugung der Genera-
tion g abgebrochen. Das Verfahren geht über zu Schritt 23. 
 
 
Erzeugung weiterer Individuen und Generationen 
  
22) Solange nicht alle Individuen erzeugt sind, Kq < , wird das nächste Individuum betrach-
tet, 1: += rr , und die die Anzahl der zu erzeugenden Individuen zählende Laufvariable 
inkrementiert, q:= q+1. Das Verfahren geht zurück zu Schritt 8. Ansonsten, Kq =  ist die 
Erzeugung der Generation g abgeschlossen. Das Verfahren geht weiter zu Schritt 23. 
 
23) Solange ein vorzugebendes Abbruchkriterium nicht erfüllt ist, wird die nächste Genera-
tion betrachtet, g:= g+1. Das Verfahren geht zurück zu Schritt 4. Ansonsten wird die 
Endpopulation durch Vereinigung der zuletzt erzeugten Kindgeneration und der Eltern-
population gebildet, fgg PKP U=END , und die Fitness der Individuen berechnet, 
( ) ( )rr PZZPfit -= max , ENDPP rÎ , ( ){ }ENDmaxmit max PPPZZ rr Î= . 
  
Die Individuen mit der besten Fitness aus der Menge ENDP   stellen die Menge der besten 
gefundenen Lösungen dar, ( ){ }ENDmaxarg* PPPfitP rr Î= . Das Verfahren endet. 
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4.4.3.4 AGO als Pseudokode 
 
Der Pseudokode zur Darstellung des AGO ist in gleicher Weise wie der Pseudokode zur Dar-
stellung des PDZ in Abschnitt 4.4.2.5 aufgebaut. 
 
1. Setze g=1. 
2. Bilde die Ausgangspopulation 1P  als Menge von Individuen, die mit dem PDZ erzeugt 
wurden, { }R)1(11 == rPP r .               
3. Initialisiere fP1 = 1P , Æ=1K , und gehe über zu Schritt 7. 
4. Bilde die Vereinigungsmenge fggg PKP 11 --= U .  
5. Berechne ( ){ }gPPPZZ rr Î= maxmax , setze r=0. 
Für ( )),(:,,0 rRnextelrPyy g =<= , ( ) ( )rr PZZPfit -= max .  
6. Bestimme die Menge ( )P,gfg PmaxfitP = . 
7. Wenn g=1, dann r=R+1. 
Sonst, 1max+=
R
r .  
Initialisiere u=0, q=1. 
8. Erzeuge die Menge fgrP  aus der Menge 
f
gP  mit zu der Fitness der Individuen 
proportionaler Wahrscheinlichkeit.  
9. Bestimme ( ){ }fgrrrgr PPPfitP Î= ''max maxarg , sowie 
( )max* random grr PP = . 
10. Initialisiere e=1, a=1, belege rE1 =0.  
11. Setze arar II *,, = .   
12. Inkrementiere 1: += ee , setze ee ar =
A
, , ( )1,,, -+= AW ararar Iee .  
13. Erzeuge die Multimenge +De  gemäß 
{ }
þ
ý
ü
î
í
ì
--
+ ÎÎ==D W fgr
r
ararar
r
e
r
e
r
ee PPiertexistIeeeEEE
Α '
,',','1
'
1'
'
' ,,,...,', . 
14. Wenn Æ=D+e , dann gehe über zu Schritt 17. 
Sonst 
{ 
Wenn A= aree , , dann 
*
eD =
+De  
Sonst, *eD =
+De \{ }1)1(' Α,' -= eeeE arre  
Wenn Æ=D*e , dann gehe über zu Schritt 17. 
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Sonst 
{ 
wenn 1* =De , dann 
{ 
( )*random ereE D=  
gehe über zu Schritt 18 
} 
} 
} 
15. Bestimme  { }areime IimI ,*maxarg ÇDÎ= . 
Wenn  1=meI , dann 
{ 
  ( )mere IE random=  
  gehe über zu Schritt 18 
 } 
16. Bestimme { }
þ
ý
ü
î
í
ì ÎÎ=×= W mearar
r
eE
r
e
ml
e IieeeiEkNI
Α
r
e
,,...,',minarg ,','
*
'
*
' *
'
, sowie 
( )mlere IE random= . 
Gehe über zu Schritt 18. 
17. Bestimme 
{ } { }
þ
ý
ü
î
í
ì -=ÎÎ=×= W 1)1(',,...,',minarg ,',,','
*
'
*
' *
'
eeeE\IieeeiEkNI ΑΑr
e
ar
r
eararar
r
eE
r
e
l
e , 
sowie ( )lere IE random= . 
18. Setze { }WÎ== ararrererere eeeEENN Α ,','*'*' ,...,'undwobei, , und berechne  
( )å
=
÷
ø
ö
ç
è
æ -×+=
-
e
e
r
eEEE
r
e NctF r
e
r
e
r
e2'
' 1
''1'
. 
19. Wenn W< aree , , dann 
{ 
1: += ee  
gehe zurück zu Schritt 13 
} 
20. Wenn 
*
max
rA
a < , dann 
{ 
( )aAnextela r ,: *=  
gehe zurück zu Schritt 11 
} 
Sonst 
{ 
1: += ee  
r
eE =0 
er =E  
} 
21. a) Wenn  fg
rrr PPPP Î¹ '', , dann gehe weiter zu b). 
Sonst, gehe über zu f). 
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b) Initialisiere n=1, 0akt1 =t . 
c) Setze a=n.  
Wenn  ( ) minakt ,
,
1
1 n
e
ee
r
eEEEn tNctt
ar
ar
r
e
r
e
r
e
>÷
ø
ö
ç
è
æ -×++ å
W
A -=
, dann gehe zu f). 
d) Wenn t<n , dann  
{ 
( )å
W
A -=
+ ÷ø
ö
ç
è
æ -×++=
ar
ar
r
e
r
e
r
e
e
ee
r
eEEEnn Ncttt
,
,
1
1aktakt1  
( )aAnexteln r ,*=  
gehe zurück zu c) 
} 
Sonst, 0
aktakt
1
: r
eE
nn ttt
-
+= . 
e) Wende den Operator TOO auf das erzeugte Individuum rP  an (vgl. Schritt 24 im 
PDZ) und berechne ( )rPZ  (vgl. Schritt 26 im PDZ). 
Nimm rP  in die Kindgeneration auf, { }rgg PKK U=: , { }rRR U=: . 
Gehe über zu Schritt 22. 
f)  Wenn u<MAX_V, dann 
{ 
u:=u+1 
gehe zurück zu Schritt 8 
} 
Sonst, gehe über zu Schritt 23. 
22. Wenn Kq < , dann 
{ 
r:= r +1 
q:=q+1 
gehe zurück zu Schritt 8 
} 
23. Wenn Abbruchkriterium nicht erfüllt ist, dann 
{ 
g:=g+1 
gehe zurück zu Schritt 4 
} 
Sonst 
{ 
f
gg PKP U=END  
( ){ }ENDmaxmax PPPZZ rr Î=  
r=0 
Für ( )),(:,,0 END rRnextelrPyy =<= , ( ) ( )rr PZZPfit -= max  
( ){ }ENDmaxarg* PPPfitP rr Î=  
} 
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4.4.4 Verfahrensvarianten des GA 
 
Der genetische Algorithmus wird zum einen hinsichtlich des Umfangs und der Struktur der 
Ausgangspopulation und zum anderen hinsichtlich der Entwicklungsstruktur im Evolutions-
prozeß und der Ausprägungen der Verfahrensparameter differenziert.  
 
 
Konfigurationen der Ausgangspopulation  
 
Die Struktur der Ausgangspopulation ist sowohl von dem verwendeten PDZ-Verfahren (vgl. 
Abschnitt 4.4.2.2), d. h. von der zur Erzeugung der Individuen verwendeten Prioritätsregel-
Losgrößenmodus-Kombination, als auch davon abhängig, ob bei der Erzeugung der Aus-
gangspopulation für alle Individuen derselbe Losgrößenmodus (reine Population) oder ver-
schiedene Losgrößenmodi (gemischte Population) verwendet werden. Der Umfang der Aus-
gangspopulation ist durch die als Verfahrensparameter zu konkretisierende Populationsgröße 
der Elternpopulation gegeben. 
 
 
Entwicklungsstruktur 
 
Die Entwicklungsstruktur wird danach differenziert, ob sich der Evolutionsprozeß mit der ge-
samten Ausgangspopulation startend und in den daraus erzeugten Populationen (gemeinsame 
Entwicklung) oder ausgehend von einer bereits aufgespaltenen Ausgangspopulation in meh-
rere Teilpopulationen (getrennte Entwicklung) vollzieht. Bei getrennter Entwicklung wird die 
Ausgangspopulation in drei Teilpopulationen geteilt, die sich unabhängig voneinander entwi-
ckeln. Die aus der Aufspaltung der Ausgangspopulation resultierenden Teilpopulationen kön-
nen als verallgemeinerte Form von Inselpopulationen verstanden werden. In klassischen In-
selpopulationen wird unabhängig voneinander die Annäherung zum Optimum gesucht. In-
dividuen werden dann durch Emi- und Immigration ausgetauscht, wenn eine Inselpopulation 
degeneriert, d. h., daß aufgrund zu großer Homogenität keine besseren Lösungen mehr gefun-
den werden, obwohl das Optimum noch nicht erreicht ist.113 Eine degenerierte Population ist 
also nichts anderes als eine Population, die gegen ein nur lokales aber nicht gegen das globale 
Optimum konvergiert ist.114 In dem hier entwickelten GA findet kein Austausch zwischen den 
Teilpopulationen im Degenerationsfall, sondern eine Zusammenführung der besten Indivi-
duen aus den über einen vorzugebenden Zeitraum entwickelten Teilpopulationen, sowie eine 
daran anschließende gemeinsame Endentwicklung statt.  
 
 
Verfahrensparameter 
 
Als Verfahrensparameter sind die Populationsgröße, der Erzeugungsgrad, (üblicherweise) die 
Mutationsrate und ein Abbruchkriterium festzulegen. 
 
Ein zentrales Problem stellt die Festlegung der Populationsgröße dar, über deren optimale 
Dimensionierung keine allgemeingültige Aussage getroffen werden kann.115 Z. B. haben Ul-
der et al. experimentell herausgefunden, daß für ihren hybriden Algorithmus die ideale Po-
pulationsgröße bei nur 8 bis 10 Individuen liegt,116 Rubin/Ragatz haben experimentell Popu-
lationsgrößen zwischen 20 und 80 Individuen untersucht und festgestellt, daß Populationen 
                                               
113 Vgl. z. B. Braun (1991), S. 132. 
114 Nach De Jong wird ein Gen als konvergiert bezeichnet, wenn in der betrachteten Population 95% der Indivi-
duen dieselbe Belegung für das betrachtete Gen haben. Eine Population ist konvergiert, wenn alle Gene kon-
vergiert sind, vgl. De Jong (1975). Allgemeiner ist die Definition von Louis/Rawlins, nach der eine Population 
konvergiert ist, wenn die meisten Individuen gleich sind, vgl. Louis/Rawlins (1993), S. 141. 
115 Vgl. Mattfeld (1996), S. 103. 
116 Vgl. Ulder et al. (1991), S. 113. 
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mit 80 Individuen keine signifikanten Verbesserungen bezüglich der Konvergenz gegenüber 
Populationen mit 40 Individuen aufweisen. Aufgrund der niedrigeren Rechenzeit legen Ru-
bin/Ragatz die Populationsgröße auf 40 fest.117 Tang/Leung hingegen arbeiten mit 
Populationen von 500 oder auch 2000 Individuen.118 Auffallend häufig wird die 
Populationsgröße 100 verwendet.119 In vorliegender Arbeit werden Verfahrensvarianten mit 
Populationsgrößen von 100, 200, 400 und 600 untersucht.  
 
Des weiteren muß der Erzeugungsgrad, d. h. die Relation der Populationsgröße zu dem Um-
fang der Kindgeneration, festgelegt werden. In der Literatur werden Erzeugungsgrade 
zwischen 0,1 und 1,0 verwendet.120 Aus dem Erzeugungsgrad ergibt sich konkludent der 
steady-state-Grad, d. h. der Anteil bzw. der Mindestanteil an Individuen, die unverändert in 
die Folgegeneration übernommen werden.121 In vorliegender Arbeit wird der Erzeugungsgrad 
in den Ausprägungen 0,25, 0,5 und 0,75 untersucht.  
 
Als weiterer Parameter ist üblicherweise die Mutationsrate zu bestimmen. Nach Mühlenbein 
wird die Mutationsrate als Faustregel in umgekehrt proportionalem Verhältnis von der Anzahl 
der Gene je Kind abgeleitet.122 Bäck gibt an, daß sich die Mutationsrate in proportionalem 
Verhältnis zur Populationsgröße verhalten sollte.123 Asveren/Molitor zeigen, daß die Mutation 
bei mehrwertiger Kodierung eine wichtige Rolle spielt.124 Zusammengefaßt kann auch bezüg-
lich der Mutationsrate lediglich festgestellt werden, daß in der Literatur die Spannweite der 
Mutationsraten im Rahmen eines nicht nur aus Mutation bestehenden Vererbungsprozesses 
sehr groß ist.125 Wie bereits im Rahmen der Entwicklung der genetischen Operatoren erwähnt, 
wird die Mutationsrate in dieser Arbeit nicht vorgegeben, sondern ergibt sich implizit. Im 
Rahmen des Kapitels 5.2.3 wird die Entwicklung der impliziten Mutationsrate im Genera-
tionsverlauf anhand eines konkreten Beispiels dargestellt.  
 
Abschließend ist als Parameter ein Abbruchkriterium zu definieren. Da der Rechenzeitbedarf 
– anders als bei den PDZ-Verfahren – ganz erheblich in Abhängigkeit von der Populations-
größe und des Erzeugungsgrades variiert, wird als Abbruchkriterium eine zeitliche Begren-
zung anstelle einer vorzugebenden Anzahl an Generationen126 gewählt. Die zeitliche Begren-
zung wird auf 30 Minuten festgelegt.  
 
                                               
117 Vgl. Rubin/Ragatz (1995), S. 88. 
118 Vgl. Tang/Leung (1994), S. 185. 
119 Vgl. z. B. Jog/Suh/Van Gucht (1989), S. 112 f., Lee/Sikora/Shaw (1993), S. 385, Mattfeld (1996), S. 132, 
Shiroma (1996), S. 126, Lee/Choi (1995), S. 864. 
120 So wählen z. B. Tang/Leung einen Erzeugungsgrad von 0,1, Tang/Leung (1994), S. 183, Mattfeld hingegen 
verwendet einen Erzeugungsgrad von 1,0, vgl. Mattfeld (1996), S. 132. 
121 Auch über den steady-state-Grad kann keine allgemeingültige Aussage getroffen werden, vgl. De Jong/Sarma 
(1993), S. 19 f., 26 f. 
122 Vgl. Mühlenbein (1997), S. 161. Vgl. auch Eiben/Van Kemenade/Kok (1995), S. 938. 
123 Vgl. Bäck (1996), S. 113. 
124 Vgl. Asveren/Molitor (1996), 292; vgl. hierzu auch Downsland (1996), S. 557. 
125 Lee/Sikora/Shaw wählen z. B. eine Mutationsrate von 0,1, vgl. Lee/Sikora/Shaw (1993), S. 385; die Schwan-
kungen gehen von bspw. 0,005 bei Gorges-Schleuter (1989), S. 425, über 0,01 bei Sannomiya/Iima (1996), S. 
526, bis hin zu 0,5 bei Tang/Leung (1994), S. 183 und sogar 0,9 bei Hwang/Sun (1998), S. 2448. Lee/Choi tes-
ten Mutationsraten in Abständen von 0,2 in dem Intervall [0,2;1,0] und erzielen die besten Ergebnisse mit 0,4, 
vgl. Lee/Choi (1995). 
126 Die Anzahl der vorzugebenden Generationen variiert in der Literatur ganz erheblich. Mit 100 Generationen 
arbeiten z. B. Lee/Sikora/Shaw (1993), S. 385, Mattfeld (1996), S. 132. Chen/Vempati/Aljaber haben festge-
stellt, daß nach nur 20 Generationen keine erheblichen Verbesserungen mehr zu erwarten sind, vgl. 
Chen/Vempati/Aljaber (1995), S. 393; Gorges-Schleuter hingegen testet Läufe für eine TSP-Struktur mit bis zu 
2400 Generationen und kommt zu dem Ergebnis, daß nach 1600 Generationen keine erheblichen Verbesserun-
gen mehr zu erwarten sind, vgl. Gorges-Schleuter (1989), S. 425. Shiroma hat bis zu 500 Generationen erzeugt, 
wobei nach den ersten 200 Generationen keine erheblichen Verbesserungen mehr erreicht wurden, vgl. Shi-
roma (1996), S. 126. 
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In folgender Abbildung 4.2. sind die auf Basis der verschiedenen Konfigurationen der Aus-
gangspopulation, der möglichen Ausprägungen der Verfahrensparameter, sowie der mögli-
chen Entwicklungsstrukturen kombinierten Verfahrensvarianten des GA dargestellt. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 4.2: Verfahrensvarianten des Genetischen Algorithmus 
 
 
Der genetische Algorithmus wird nicht in allen möglichen Konfigurationen und Ausprägun-
gen der Verfahrensparameter analysiert. Die die einzelnen Varianten konkretisierenden Ver-
fahrenskonfigurationen werden im Abschnitt 5.2.1 in Abhängigkeit von den Ergebnissen der 
PDZ-Verfahren bestimmt.   
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Kapitel 5 
Experimentelle Analyse 
 
 
 
 
Im folgenden werden die Ergebnisse der in verschiedenen Testfeldern getesteten Varianten 
des PDZ-Verfahrens und die Ergebnisse der auf der Beurteilung der PDZ-Verfahren aufbau-
enden Varianten des genetischen Algorithmus beschrieben. Die Verfahren sind seriell in C++ 
implementiert.1     
 
 
5.1 Analyse der PDZ-Verfahren 
 
Die Varianten des PDZ-Verfahrens werden hinsichtlich ihrer Eignung zur Erzeugung der 
Ausgangspopulation in verschiedenen Testfeldern getestet. In allen Testfeldern werden 30 
Probleminstanzen erzeugt.2 Die PDZ-Verfahren werden mit einer Populationsgröße von 100 
Individuen getestet. Die Eignung eines Verfahrens zur Erzeugung der Ausgangspopulation 
wird zum einen hinsichtlich der Zielfunktionswerte und zum anderen hinsichtlich des Streu-
ungsmaßes der Zielfunktionswerte über die 30 Probleminstanzen untersucht. Zunächst wird 
die Erzeugung der verschiedenen Testfelder beschrieben. Anschließend erfolgt die Auswer-
tung der Ergebnisse.  
 
 
5.1.1 Erzeugung von Testfeldern  
 
Ein Testfeld wird durch bestimmte Ausprägungen der Problemparameter erzeugt. Im folgen-
den wird kurz erläutert, welche und inwiefern bestimmte Parameterwerte variieren. Dann 
werden die Ausprägungen konkretisiert und zusammenfassend eine Übersicht der verschiede-
nen Ausprägungen und der daraus resultierenden Testfelder gegeben.  
 
 
5.1.1.1 Variation der Parameterausprägungen 
 
Die Parameter sind zum einen hinsichtlich ihrer absoluten und zum anderen hinsichtlich ihrer 
relativen Ausprägungen festzulegen. Die absoluten Ausprägungen der Parameter werden 
durch die Festlegung des Planungszeitraums, der insgesamt in dem Planungszeitraum mögli-
chen Termine, der Produktartenanzahl, sowie durch das Niveau der Intervallgrenzen, aus de-
nen die Anzahl der Termine je Produktart, die Taktzeiten, die Loswechselzeiten und -kosten, 
die externen Bedarfe zu den Terminen und die produktartenindividuellen Lagerkostensätze 
bestimmt werden, beschrieben. Die relativen Ausprägungen der Parameter werden jeweils 
durch das Verhältnis von maximaler zu minimaler Ausprägung des betrachteten Parameters 
beschrieben. Aus dem Zusammenspiel von absoluten und relativen Ausprägungen lassen sich 
die Mittelwerte der Parameterwerte ableiten. Die Betrachtung der Mittelwerte ist insofern 
                                               
1 Sofern die Operatoren des genetischen Algorithmus unabhängig voneinander angewandt werden, kann der 
Algorithmus als paralleler genetischer Algorithmus bezeichnet werden (vgl. Johnson/McGeoch (1997), S. 286). 
Vorliegender Algorithmus erfüllt zwar dieses Kriterium, interessant ist dieser Aspekt jedoch nur dann, wenn 
die zur Verfügung stehenden Rechner eine parallele Implementierung gestatten. Diese ist hier nicht erfolgt. 
2 Vgl. z. B. auch Jordan/Drexl (1998), S. 708. 
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relevant, als sich das durchschnittliche Niveau bestimmter Parameterausprägungen nach den 
zu treffenden Vorgaben anderer Parameterausprägungen richten muß, um lösbare Problemin-
stanzen erzeugen zu können. Ausgehend von einem gegebenen Planungszeitraum hängt z. B. 
das Niveau der durchschnittlich zu den einzelnen Terminen nachgefragten Mengeneinheiten 
der Produktarten von der Anzahl der Produktarten, der durchschnittlichen Taktzeit, der durch-
schnittlichen paarweisen Loswechselzeiten und der durchschnittlichen Anzahl der Termine je 
Produktart ab.  
 
Eine gängige Weise, Testfelder voneinander abzugrenzen, besteht in der Variation der relati-
ven Ausprägung eines Parameters (intraparametrische Testfeldabgrenzung). Darüber hinaus 
kann es auch interessant sein, ein Testfeld von einem anderen abzugrenzen, indem das relative 
Verhältnis der durchschnittlichen Ausprägung eines Parameters zu der durchschnittlichen 
Ausprägung eines anderen Parameters variiert (interparametrische Testfeldabgrenzung).  
 
Die Vielzahl an Möglichkeiten, Testfelder durch unterschiedliche Parameterausprägungen zu 
erzeugen, erfordert eine Betrachtung der Variation derjenigen Parameter, deren Veränderung 
für die betrachtete Problemstellung am interessantesten erscheint.  
 
Nicht variiert werden: 
· Die Länge des Planungszeitraums und die Anzahl der insgesamt zur Verfügung stehenden 
Termine über alle Produktarten. 
· Das Verhältnis von maximaler zu minimaler Taktzeit und das absolute Niveau der Inter-
vallgrenzen. 
· Das Verhältnis von maximaler zu minimaler terminbezogener externer Auftragsmenge.  
· Der als e  bezeichnete Faktor zur Simulation der nicht-proportionalen Abhängigkeit der 
paarweisen Loswechselkosten von den paarweisen Loswechselzeiten. 
 
Variiert werden: 3 
· Die Anzahl der Produktarten (intraparametrische Testfeldabgrenzung). 
· Das Verhältnis von maximaler zu minimaler paarweiser Umrüstzeit (intraparametrische 
Testfeldabgrenzung). 
· Das Verhältnis von maximalem zu minimalem Lagerkostensatz (intraparametrische Test-
feldabgrenzung) mit entsprechender Verschiebung des Niveaus der durchschnittlichen La-
gerkostensätze (zur Bestimmung der absoluten Intervallgrenzen müssen keine weiteren 
Abhängigkeiten berücksichtigt werden). 
· Der als Regulationskostante reg bezeichnete Faktor zur Dimensionierung der Loswechsel-
kosten und somit des Verhältnisses der Loswechselkosten zu den Lagerkosten (interpara-
metrische Testfeldabgrenzung).  
 
Von der variierenden Produktartenanzahl abhängig sind: 
· Die durchschnittliche Anzahl der Termine je Produktart.  
· Das Niveau der durchschnittlichen externen Auftragsmengen je Produktart und Auftrag.  
· Das Niveau der durchschnittlichen paarweisen Loswechselzeiten unter Berücksichtigung 
der ebenfalls variierenden relativen Ausprägung der Loswechselzeiten.  
 
Von der variierenden relativen Ausprägung der paarweisen Loswechselzeiten abhängig ist: 
· Das Verhältnis von maximalen zu minimalen paarweisen Loswechselkosten.  
 
                                               
3 Vgl. zu den ersten drei der im folgenden aufgeführten Parameter auch Popp (1993), S. 235. Popp untersucht 
auch unterschiedliche Kapazitätsauslastungen. Aufgrund des Schwerpunktes der Kostenorientierung in vorlie-
gender Arbeit, wird hierauf verzichtet. 
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Von der variierenden Produktartenanzahl, der variierenden relativen Ausprägung der paar-
weisen Loswechselzeiten und des Faktors reg abhängig ist: 
· Das Niveau der durchschnittlichen paarweisen Loswechselkosten. 
 
 
5.1.1.2 Konkretisierung der Parameterausprägungen 
 
Zur Konkretisierung der Parameterausprägungen werden zunächst die verwendeten Symbole 
beschrieben. Anschließend wird - gegliedert nach nicht-variierenden, variierenden und von 
den variierenden abhängigen Ausprägungen - erläutert, wie die Parameterwerte erzeugt wer-
den. Abschließend wird eine Übersicht über die Parameterausprägungen und die daraus resul-
tierenden Testfelder gegeben. Die absoluten Parameterwerte sind in allen Testfeldern jeweils 
so bemessen, daß die Kapazitätsauslastung ca. 80% beträgt. Die Berechnung der Kapazitäts-
auslastung wird im Anschluß an die Übersicht der Parameterausprägungen erläutert. 
 
 
Beschreibung der verwendeten Symbole 
 
ic ....................... Mittelwert der Taktzeiten über alle Produktarten 1I)1(1 -=i , [ZE/ME] 
ijc ......................durchschnittliche paarweise Loswechselkosten von der Produktart i auf die 
Produktart j, Iji Î, , [GE] 
t
ijc ....................... aus der e -Umgebung um die Loswechselzeiten mit gleicher Wahrschein-
lichkeit zufällig gewählte Werte als Basis zur Bestimmung der Loswechsel-
kosten, jiIji ¹Î  ,, , [ZE] 
e .........................Faktor zur Dimensionierung der Umgebung der Loswechselkosten um die 
Loswechselzeiten, [-] 
ik ....................... Mittelwert der Stücklagerkostensätze über alle Produktarten 1I)1(1 -=i , 
[GE/(ZE*ME)] 
k ……………… theoretische Kapazitätsauslastung, [-]  
reg...................... regulierender Faktor zur Dimensionierung der Loswechselkosten, [GE/ZE]   
( )icrel ................ Verhältnis von maximaler zu minimaler Taktzeit über alle Produktarten 
1I)1(1 -=i , [-] 
( )ijcrel ................Verhältnis von maximalen zu minimalen Loswechselkosten über alle Pro-
duktartenwechsel von i auf j, Iji Î, , [-] 
( )ikrel ................ Verhältnis von maximalem zu minimalem Stücklagerkostensatz über alle 
Produktarten 1I)1(1 -=i , [-] 
( )ijtrel ................ Verhältnis von maximalen zu minimalen Loswechselzeiten über alle Pro-
duktartenwechsel von i auf j, Iji Î, , [-] 
( )extsxrel ............. Verhältnis von maximaler zu minimaler externer Auftragsmenge über alle 
Aufträge, [-] 
ijt ....................... Mittelwert der Loswechselzeiten über alle Produktartenwechsel von i auf j, 
Iji Î, , [ZE]  
st ....................... Mittelwert der Anzahl der Termine über alle Produktarten, [-] 
ext
sx .................... Mittelwert der externen Auftragsmengen über alle Aufträge, [ME] 
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Mit Ausnahme der absoluten Werte für die Länge des Planungszeitraums, der Anzahl der ins-
gesamt möglichen Termine und der Produktartenanzahl werden die einzelnen Parameterwerte 
anhand von gleichverteilten Zufallszahlen4 aus den vorzugebenden Intervallen bestimmt.  
 
 
Nicht variierende Parameterausprägungen 
 
1. Länge des Planungszeitraums und Anzahl der unterscheidbaren Termine: 
Die Länge des Planungszeitraums T beträgt 518.400 Zeiteinheiten [ZE]. Die Anzahl der -
unterscheidbaren Termine t , zu denen externe Aufträge bestehen können, beträgt 24. 
Die 24 zur Verfügung stehenden Termine sind über den Planungszeitraum gleichverteilt 
und für jede Instanz gleich. Der letzte mögliche Termin entspricht dem Ende des Pla-
nungszeitraums. Der eigentlich „erste Termin“ der Produktart 0 wird über die Initialisie-
rung mit dem Zeitpunkt 0 erzeugt und nicht explizit in die Menge der insgesamt mögli-
chen Termine aufgenommen.   
 
2. Relative und absolute Ausprägungen der Taktzeiten: 
Das als ( )icrel  bezeichnete Verhältnis von maximaler zu minimaler Taktzeit über alle 
Produktarten 1I)1(1 -=i  wird für 2/3 der Produktarten auf 3, und für 1/3 der Produktar-
ten auf 2 festgelegt. Bei der Festlegung des Verhältnisses wird also davon ausgegangen, 
daß die Arbeitsvorräte der in gemeinsamer Produktion auf demselben Fließband gefer-
tigten Produktarten sich höchstens um das Dreifache voneinander unterscheiden.5 Die 
Aufteilung der Menge der Produktarten steht in Zusammenhang mit der ebenfalls vorge-
nommenen Teilung dieser Menge im Rahmen der Zuteilung der Termine (vgl. Punkt 9). 
Die absoluten Intervallgrenzen des Intervalls, aus denen die Taktzeiten ic  derjenigen 
Produktarten 1I)1(1 -=i  gewählt werden, deren Verhältnis von maximaler zu minimaler 
Taktzeit über alle Produktarten, ( )icrel , gleich 3 ist, betragen 4[ZE/ME] und 12[ZE/ME], 
die ic  derjenigen Produktarten 1I)1(1 -=i , deren Verhältnis von maximaler zu minima-
ler Taktzeit über alle Produktarten gleich 2 ist, betragen 6[ZE/ME] und 12[ZE/ME], d. h. 
3,8=ic  [ZE/ME]. Für die Produktart 0 beträgt die Taktzeit 0[ZE/ME]. 
 
3. Relative Ausprägung der externen Auftragsmengen:  
Das als ( )extsxrel  bezeichnete Verhältnis von maximaler zu minimaler externer Auftrags-
menge über alle Aufträge wird auf 2 festgelegt.6 Die absoluten Intervallgrenzen, aus de-
nen die externen Auftragsmengen extsx  gewählt werden, variieren in Abhängigkeit von 
der Produktartenanzahl.  
 
4. Ermittlung der Basiswerte zur Bestimmung der Loswechselkosten: 
Im Rahmen der Beschreibung des betrachteten Produktionssystems in Abschnitt 2.1.1 
wurde erläutert und in Abschnitt 2.3.2 formal dargestellt, daß die Loswechselkosten zwar 
in funktionaler Abhängigkeit von den Umrüstzeiten in den einzelnen Stationen stehen, 
                                               
4 Mit gleichverteilten Losgrößen und Bearbeitungszeiten arbeiten Shanker/Tzen (1985), S. 587 f., und in 
Anlehnung an Shanker/Tzen auch Gupta/Goyal (1992), S. 531. Gleichverteilte Rüstkostensätze innerhalb eines 
bestimmten Wertebereichs finden sich bei Popp (1993), S. 233. 
5 Ohne Bindung an die Fließbandfertigung, werden in der Literatur auch deutlich größere Verhältnisse 
angenommen, vgl. z. B. Gupta/Goyal (1992), S. 531, Lee/Sikora/Shaw (1993), S. 385. 
6 Das Verhältnis von maximaler zu minimaler Anzahl der Termine je Produktart beträgt 2 bei I=31 und 1,67 bei 
I=61 (vgl. absolute Intervallgrenzen der Anzahl der Termine in Abhängigkeit von der Produktartenanzahl). Da 
das Verhältnis von maximaler zu minimaler Auftragsmenge 2 beträgt, kann über den Planungszeitraum 
gesehen das Verhältnis zwischen maximaler und minimaler Nachfrage 4 bzw. 3,34 betragen. Lee/Sikora/Shaw 
wählen für diese Intervallgrenzen ein Verhältnis von 5, vgl. Lee/Sikora/Shaw (1993), S. 385. 
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daß diese Abhängigkeit aufgrund der unterschiedlichen Stationslohnsätze in Summe über 
alle Bearbeitungsstationen jedoch nicht (streng) monotonen Charakter haben muß. Um 
eine genaue Bewertung der Umrüstzeiten vornehmen zu können, müßten zur Erzeugung 
eines Testproblems weitere Annahmen getroffen werden: zum einen bezüglich der An-
zahl der Stationen und zum anderen bezüglich der Stationslohnsätze sowie der konkreten 
Zeiteinheiten, welche in den einzelnen Stationen bei der Umrüstung von i auf j anfallen. 
Hierfür würden die den einzelnen Stationen im Rahmen der Leistungsabstimmung zuge-
ordneten Verrichtungen bzw. die jeweiligen Auf- und Abrüstzeiten der einzelnen Ver-
richtungen herangezogen werden. Aus Vereinfachungsgründen werden die Loswechsel-
kosten von der Produktart i auf die Produktart j zufällig aus einer e -Umgebung um die 
Loswechselzeiten von der Produktart i auf die Produktart j hergeleitet, wobei letztere ne-
ben den Umrüstzeiten auch die durch den Loswechsel induzierten Leerzeiten umfassen 
(vgl. Abschnitt 2.3.1 v. A.). Die zufällige Auswahl aus einem bestimmten Intervall um 
die Loswechselzeiten simuliert die nicht-proportionale Abhängigkeit der Loswechsel-
kosten von den in den Loswechselzeiten enthaltenen Umrüstzeiten (wären die Stations-
lohnsätze in allen Stationen des Fließbandes gleich und hätten sämtliche Produktarten 
dieselbe Taktzeit, müßte e  auf 0 gesetzt werden). Die e -Umgebung um die Loswechsel-
zeiten wird auf 0,5 festgelegt.  
 
Die für die Simulation erforderlichen in Zeiteinheiten gemessenen Basiswerte werden als 
t
ijc  bezeichnet und aus der beschriebenen e -Umgebung um die Loswechselzeiten ijt  mit 
gleicher Wahrscheinlichkeit zufällig gewählt. Die Werte tijc  gehen neben dem regulieren-
den Faktor reg in die Berechnung der paarweisen Loswechselkosten ijc  ein, 
. ,, jiIji ¹Î  Die Werte tijc  werden wie folgt ermittelt: 
( ) ( )( ) . ,,,1;1random jiIjittc ijijtij ¹Î+×-×= ee  
 
Eine Ermittlung der Werte tiic , Ii Î , ist nicht erforderlich.   
 
 
Variierende Parameterausprägungen 
 
5. Produktartenanzahl:  
Die Produktartenanzahl I wird in den Ausprägungen 31 und 61 (inklusive der fiktiven 
Produktart 0) untersucht.  
 
6. Relative Ausprägung der paarweisen Loswechselzeiten:  
Die Spannweite zwischen in den Loswechselzeiten enthaltenen maximalen und minima-
len Umrüstzeiten variiert in der Literatur ganz erheblich. So haben Lee/Sikora/Shaw Ver-
hältnisse von 2 und von 5 gewählt,7 bei Pack hingegen beträgt das Verhältnis von 
maximaler zu minimaler Umrüstzeit über 30.8 Das als ( )ijtrel  bezeichnete relative 
Verhältnis von maximalen zu minimalen paarweisen Loswechselzeiten zwischen allen 
Produktarten , ,, jiIji ¹Î  wird in den Ausprägungen 2 und 8 untersucht. Die absoluten 
Intervallgrenzen, aus denen die paarweisen Loswechselzeiten ijt  zwischen allen 
Produktarten , ,, jiIji ¹Î  gewählt werden, variieren in Abhängigkeit von ( )ijtrel  und 
von der Produktartenanzahl. Unabhängig von der Produktartenanzahl und der relativen  
                                               
7 Vgl. Lee/Sikora/Shaw (1993), S. 385 f. 
8 Vgl. Pack (1998), S. 509. 
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Ausprägung ( )ijtrel  entsprechen alle paarweisen Loswechselzeiten iit  einem Auflege-
intervall der Produktart i , iit = ic , Ii Î .                                             
 
7. Relative und absolute Ausprägungen der Lagerkostensätze:  
Aufgrund der hohen Relevanz der Lagerhaltungskosten in den hier entwickelten Verfah-
ren wird die häufig unterstellte Annahme, daß die Lagerhaltungskosten für alle Produkt-
arten gleich seien,9 hier nicht betrachtet. Das als ( )ikrel  bezeichnete relative Verhältnis 
von maximalem zu minimalem Lagerkostensatz über alle Produktarten 1I)1(1 -=i  wird 
in den Ausprägungen 3 und 8 untersucht. Die absoluten Intervallgrenzen, aus denen die 
Lagerkostensätze ik  der Produktarten 1I)1(1 -=i  gewählt werden, variieren in 
Abhängigkeit von  ( )ikrel :  
für ( )ikrel =3 wird das Intervall auf [0,002;0,006][GE/(ZE*ME)], d. h. 
ik =0,004[GE/(ZE*ME)], und für ( )ikrel =8 auf [0,001;0,008] [GE/(ZE*ME)], d. h. 
ik =0,0045[GE/(ZE*ME)], festgelegt. Für die Produktart 0 beträgt der Lagerkostensatz 
0[GE/(ZE*ME)]. 
 
8. Verhältnis der Loswechselkosten zu den Loswechselzeiten und zu den Lagerkosten: 
Mit Hilfe des als reg [GE/ZE] bezeichneten regulierenden Faktors wird eine Gewichtung 
der von den Loswechselzeiten abgeleiteten Werte tijc  vorgenommen. Je höher das Niveau 
von reg ist, um so höher ist auch der Stellenwert der Loswechselkosten. Konkret könnten 
die unterschiedlichen Ausprägungen von reg Fließbänder mit unterschiedlich vielen Sta-
tionen abbilden,10 ohne die Einhaltung der nicht-proportionalen Abhängigkeit der 
Loswechselkosten von den Loswechselzeiten aufzugeben.  
 
Für alle paarweisen Produktfolgen , ,, jiIji ¹Î  erfolgt die Bestimmung der Parameter-
werte der paarweisen Loswechselkosten ijc  gemäß: jiIjicregc
t
ijij ¹Î×=  ,,, , und 
.,0 Iicii Î=   
 
Der regulierende Faktor reg wird in den Ausprägungen 4 [GE/ZE] und 10 [GE/ZE] unter-
sucht. Die Festlegung auf die sehr hohe Ausprägung von 10 dient der Analyse des Ein-
flusses der anhand der Rüstkosten bzw. Lagerkosten getroffenen Entscheidungen im Al-
gorithmus, wobei das Wählen von Extremwerten zu Analyse-Zwecken nicht unüblich 
ist.11 
 
 
Ausprägungen in Abhängigkeit von der variierenden Produktartenanzahl  
 
9. Durchschnittliche Anzahl der Termine je Produktart: 
Da der „erste Termin“ der Produktart 0 im Rahmen der Erzeugung der Probleminstanzen 
nicht explizit in die Menge der Termine aufgenommen wird, hat die fiktive Produktart 0 
genau einen Termin, welcher dem Ende des Planungszeitraums entspricht und auch ande-
ren Produktarten zugeteilt werden kann.  
 
Für I=31 werden jeder Produktart i=1(1)10 zwischen 12 und 24 Termine, jeder Produkt-
art i=11(1)20 zwischen 12 und 20 Termine und jeder Produktart i=21(1)30 zwischen 12 
                                               
9 Vgl. z. B. Drexl/Kimms/Jordan (1998), S. 549, Popp (1993), S. 233. 
10 So betrachten z. B. Gupta/Goyal Fließbänder mit 4 bzw. mit 10 Stationen, vgl. Gupta/Goyal (1992), S. 534.  
11 Vgl. auch Gupta/Gupta/Evans (1993), S. 873. 
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und 16 Termine zugeteilt, wobei derselbe Termin nicht häufiger als 22 Mal zugeteilt 
werden darf. Demzufolge beträgt »st 16. 
 
Für I=61 werden jeder Produktart i=1(1)20 zwischen 12 und 20 Termine, jeder Produkt-
art i=21(1)40 zwischen 12 und16 Termine und jeder Produktart i=41(1)60 genau 12 Ter-
mine zugeteilt, wobei derselbe Termin über alle Produktarten hinweg nicht häufiger als 
40 Mal zugeteilt werden darf. Demzufolge beträgt »st 14. 
 
 
Exkurs: Zuteilung der Termine 
 
Im Rahmen der Zuteilung der Termine wird die Menge der Produktarten { }1I)1(1 -=ii  
aus dem folgenden Grund gedrittelt: Da die einzelnen Parameter gleichverteilte Zufalls-
zahlen aus den jeweiligen Intervallen zwischen Minimum und Maximum sind, muß bei 
der Erzeugung der Parameterwerte, die bei extrem großen Probleminstanzen zwar das 
Rechnen mit Durchschnittswerten erlauben, für konkrete Anwendungen diese Sicherheit 
jedoch nicht gewährleisten,12 dafür gesorgt werden, daß die erzeugten Probleme unter Be-
rücksichtigung der Kapazitätsauslastung überhaupt lösbar sind. Für I=31 wird ein Durch-
schnitt von annähernd 16 Terminen über alle Produktarten 1I)1(1 -=i  realisiert, indem in 
der den Produktarten die Termine aus 24 möglichen Terminen zuordnenden Funktion die 
maximale Anzahl der möglichen Zuordnungen nach jedem Drittel um 4 Termine redu-
ziert wird. Für I=61 wird analog ein Durchschnitt von annähernd 14 Terminen über alle 
Produktarten 1I)1(1 -=i  realisiert, indem die maximale Anzahl aus den 24 möglichen 
Terminen bereits für das erste Drittel auf 20 Termine beschränkt wird. Diese Methodik 
wird mit einem „kompensierenden Zufall“13 kombiniert, d. h., daß bei der Erzeugung der 
Termine einer Produktart für jeden Termin, der für die betrachtete Produktart ausgewählt 
ist, vor der definitiven Zuordnung dieses Termins zu der Produktart geprüft wird, wie 
häufig der betrachtete Termin bereits einer Produktart zugeordnet wurde. Ist eine experi-
mentell ermittelte Grenze (bei I=31 beträgt die Grenze 22 und bei I=61 beträgt sie 40) für 
die einem bestimmten Termin zuordenbaren Produktarten bereits erreicht, steht dieser 
Termin nicht mehr für eine Zuordnung zur Verfügung.14 Demjenigen Drittel der 
Produktarten, dessen durchschnittliche Terminanzahl am niedrigsten ist, wird die durch-
schnittlich höhere Taktzeit zugeteilt.  
 
Ende Exkurs. 
 
 
10. Durchschnittliche Auftragsmengen: 
Für I=31 werden die Auftragsmengen für jeden Auftrag mit gleicher Wahrscheinlichkeit 
zufällig aus dem Intervall [65;130][ME] gewählt, d. h. extsx =97,5. 
Für I=61 werden die Auftragsmengen für jeden Auftrag mit gleicher Wahrscheinlichkeit 
zufällig aus dem Intervall [37;74][ME] gewählt, d. h. extsx =55,5. 
Für die Produktart 0 beträgt die Auftragsmenge 0[ME]. 
 
                                               
12 Vgl. auch Nelson (1996), S. 123. 
13 In Anlehnung an Nelson (1996), S. 124. Nelson bezeichnet so eine Zufallsauswahl (im original „compensatory 
randomization“), die die Wahrscheinlichkeiten der möglichen Ereignisse A und B entsprechend der aktuellen 
relativen Häufigkeit neu ermittelt, um eine Gleichverteilung zu erreichen.  
14Ohne den Zusatz der über dem Mittel liegenden Grenzen verwendet Helber diese Form der Regulierung der 
Zufallszahlen zur Erzeugung lösbarer Probleminstanzen bei der Bestimmung der Bedarfsmengen in den 
einzelnen Perioden, vgl. Helber (1994), S. 121.  
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11. Durchschnittliche paarweise Loswechselzeiten: 
Für I=31  - und ( )ijtrel =2 werden die paarweisen Loswechselzeiten zwischen den 
Produktarten , ,, jiIji ¹Î  mit gleicher Wahrscheinlichkeit zufällig aus dem 
Intervall [18;36][ZE] gewählt, d. h. ijt =27. 
- und ( )ijtrel =8 werden die paarweisen Loswechselzeiten zwischen den 
Produktarten , ,, jiIji ¹Î  mit gleicher Wahrscheinlichkeit zufällig aus dem 
Intervall [6;48][ZE] gewählt, d. h. ijt =27. 
 
Für I=61  - und ( )ijtrel =2 werden die paarweisen Loswechselzeiten zwischen den 
Produktarten , ,, jiIji ¹Î  mit gleicher Wahrscheinlichkeit zufällig aus 
dem Intervall [12;24][ZE] gewählt, d. h. ijt =18. 
- und ( )ijtrel =8 werden die paarweisen Loswechselzeiten zwischen den 
Produktarten , ,, jiIji ¹Î  mit gleicher Wahrscheinlichkeit zufällig aus 
dem Intervall [4;32][ZE] gewählt, d. h. ijt =18. 
 
 
Ausprägungen in Abhängigkeit von der variierenden relativen Ausprägung der paarweisen 
Loswechselzeiten  
 
12. Verhältnis von maximalen zu minimalen paarweisen Loswechselkosten:  
Das als ( )ijcrel  bezeichnete Verhältnis von maximalen zu minimalen paarweisen 
Loswechselkosten ist abhängig von ( )ijtrel  und wird wie folgt berechnet: 
 ( ) ( )ijij trelcrel ×-
+
=
e
e
1
1 . Somit ergibt sich  
- für ( )ijtrel  =2 ein Verhältnis von  ( )ijcrel =6 und  
- für ( )ijtrel  =8 ein Verhältnis von  ( )ijcrel =24.15  
 
 
Ausprägungen in Abhängigkeit von der variierenden Produktartenanzahl, der variierenden 
relativen Ausprägung der paarweisen Loswechselzeiten und des Faktors reg 
 
13. Durchschnittliche paarweise Loswechselkosten: 
Wird die von I und ( )ijtrel  abhängige untere Intervallgrenze des Intervalls, aus denen die 
paarweisen Loswechselzeiten gewählt werden, als uijt  und die zugehörige obere Grenze 
als oijt  bezeichnet, dann läßt sich das Intervall, in dem die paarweisen Loswechselkosten 
ijc  theoretisch liegen können, wie folgt beschreiben: [ ( ) uijt×- e1 ; ( ) oijt×+ e1 ]×reg. Im Rah-
men der Berechnung der durchschnittlichen paarweisen Loswechselkosten ijc  muß je-
doch berücksichtigt werden, daß die Bestimmung der paarweisen Umrüstwerte tijc  nach 
der Festlegung der Loswechselzeiten für eine bestimmte Produktfolge (i,j), aus der e -
Umgebung erfolgt. D. h. die Loswechselkosten werden in dem Fall, daß  
 
                                               
15 Popp legt ein Verhältnis von 12:1 zugrunde, vgl. Popp (1993), S. 233 
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I=31 und - ( )ijtrel =2 für die kleinste mögliche Ausprägung der Loswechselzeiten aus 
dem Intervall [9;27]×reg und für die größte mögliche Ausprägung der Los-
wechselzeiten aus dem Intervall [18;54]×reg bestimmt. 
 - ( )ijtrel =8 für die kleinste mögliche Ausprägung der Loswechselzeiten aus 
dem Intervall [3;9]×reg und für die größte mögliche Ausprägung der 
Loswechselzeiten aus dem Intervall [24;72]×reg bestimmt. 
 
 I=61 und - ( )ijtrel =2 für die kleinste mögliche Ausprägung der Loswechselzeiten aus 
dem Intervall [6;18]×reg und für die größte mögliche Ausprägung der Los-
wechselzeiten aus dem Intervall [18;36]×reg bestimmt. 
 - ( )ijtrel =8 für die kleinste mögliche Ausprägung der Loswechselzeiten aus 
dem Intervall [2;6]×reg und für die größte mögliche Ausprägung der 
Loswechselzeiten aus dem Intervall [16;48]×reg bestimmt. 
 
Die Summe der Abweichungen von dem jeweiligen Mittelwert müßte also bei gleichver-
teilten Zufallszahlen in beiden Ausprägungen des Verhältnisses ( )ijtrel  jeweils gleich 
groß sein, da sowohl der absolute Wert der Mittelwerte der Loswechselzeitenintervalle 
gleich ist (bei I=31 beträgt ijt =27 [ZE], bei I=61 beträgt ijt =18 [ZE]), als auch die e -
Umgebung konstant bleibt. Demzufolge werden die ijc  wie folgt berechnet: 
( ) ( )( ).11
2
1mit  , ijij
t
ij
t
ijij ttccregc ×++×-=×= ee   
 
 
Die konkreten Werte für ijc  in Abhängigkeit von I und von ( )ijtrel , sowie die anderen 
Parameterausprägungen finden sich in folgender Tabelle 5.1:  
 
Parameter  I=31 I=61 
T [ZE]  518.400 518.400 
t  [-]  24 24 
st  [-]  16 14 
ic  [ZE/ME] ( )icrel =3 8,3 8,3 
ext
sx [ME] ( )extsxrel =2 97,5 55,5 
ijt [ZE] ( )ijtrel =2 27 18 
 ( )ijtrel =8 27 18 
ik [GE/(ZE*ME)] ( )ikrel =3 0,004 0,004 
 ( )ikrel =8 0,0045 0,0045 
ijc [GE] reg=4 [GE/ZE] ( )ijtrel =2 108 72 
  ( )ijtrel =8 108 72 
 reg=10[GE/ZE] ( )ijtrel =2 270 180 
  ( )ijtrel =8 270 180 
Tabelle 5.1: Parameterausprägungen 
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Berechnung der Kapazitätsauslastung 
 
Wird die als k  bezeichnete theoretische Kapazitätsauslastung als Verhältnis der benötigten 
zu der zur Verfügung stehenden Kapazität definiert,16 sind zu der benötigten Kapazität auch 
die für die Umrüstungen benötigten Zeiträume zu zählen. Wird die Kapazitätsauslastung als 
Verhältnis der Gesamtbearbeitungszeit zu der Gesamtbelegungszeit definiert,17 werden die für 
die Umrüstungen benötigten Zeiträume hierin nicht berücksichtigt. Welcher Definition ge-
folgt wird, ist in diesem Zusammenhang für die Dimensionierung der Kapazitätsauslastung 
erheblich. Salomon et al. definieren die Kapazitätsauslastung im Rahmen ihres DLSPSD zwar 
explizit ohne Einbeziehung der Umrüstzeiten als Summe über alle Nachfragen in allen Zeit-
intervallen über alle Produktarten geteilt durch die Anzahl der Zeitintervalle.18 Probleminstan-
zen mit Umrüstzeiten werden – um genügend Spielraum zu haben – allerdings auch nur mit 
Kapazitätsauslastungen zwischen 0,5 und 0,75 untersucht.19 Helber definiert unterschiedliche 
Kapazitätsauslastungen, je nachdem, ob für die betrachtete Problemstellung Umrüstzeiten 
berücksichtigt werden müssen oder nicht. Bei den Problemstellungen, die Umrüstzeiten be-
rücksichtigen, werden letztere in die Berechnung der Kapazitätsauslastung aufgenommen. 
Hierbei wird unterstellt, daß in jeder Periode für jede Produktart umgerüstet werden muß. 
Helber untersucht Kapazitätsauslastungen, die zwischen 0,55 und 0,95 liegen.20  
 
In der Praxis wird eine Kapazitätsauslastung inklusive der Umrüstzeiten von 0,8 als angemes-
sen bzw. günstig angesehen.21 In allen betrachteten Testfeldern sind die absoluten Intervall-
grenzen so bemessen, daß die inklusive der Loswechselzeiten theoretisch benötigte Kapazität 
zwischen 78% und 80% von der zur Verfügung stehenden Kapazität beträgt. Die theoretische 
Kapazitätsauslastung k  wird aus den Mittelwerten von: 
- der Anzahl der Termine st  
- den externen Auftragsmengen extsx   
- den Taktzeiten ic  und  
- den paarweisen Loswechselzeiten ijt   
berechnet.  
 
Bei der Berechnung von k  wird unterstellt, daß in jeder Periode für so viele Produktarten 
umgerüstet wird, wie durchschnittlich pro Periode nachgefragt werden. Die Anzahl der Um-
rüstvorgänge berechnet sich als Durchschnitt der Anzahl der betrachteten Produktarten multi-
pliziert mit der durchschnittlichen Terminanzahl je Produktart im Planungszeitraum – zuzüg-
lich der Ein- und der Ausrüstung des Fließbandes. Jeder Umrüstvorgang wird mit der durch-
schnittlichen Umrüstzeit angesetzt. Die Ermittlung der durchschnittlichen Bearbeitungszeiten 
erfolgt als Produkt der Anzahl der Produktarten, der durchschnittlichen Terminanzahl je Pro-
duktart, dem durchschnittlichen externen Bedarf je Termin und Produktart und der durch-
schnittlichen Taktzeit je Produktart.  
 
                                               
16 In Anlehnung an Holthaus (1996), S. 65.  
17 Vgl. Zäpfel (1982), S. 250. 
18 Salomon et al. arbeiten – wie üblich für DLSPs – nicht mit reellen „Nachfragemengen“, sondern mit peri-
odenbezogenen Entscheidungsvariablen, die angeben, ob für eine Periode für eine Produktart Nachfrage besteht 
oder nicht, vgl. Salomon et al. (1997), S. 496. 
19 Vgl. Salomon et al. (1997), S. 508, sowie die Auswertungen auf  S. 510 f.  
20 Vgl. Helber (1994), S. 122. 
21 Vgl. Zeile (1992), S. 41. 
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Die Berechnung der theoretischen Kapazitätsauslastung k  erfolgt gemäß: 
 
( ) ( ) ( )
T
cxttt
T
cxtttt i
ext
sijsiji
ext
ssijsij ÷ø
öç
è
æ ××+××+×
=
×××+××+×
=
1-I21-I1-I2
k . 
 
 
Testfelder 
 
Bei einem vollfaktoriellen Vergleich ergeben sich für die PDZ-Verfahren 42 = 16 Testfelder, 
die wie folgt numeriert werden: 
  
Nr. I reg ( )ikrel  ( )ijtrel  
1 31 10 3 2 
2 31 10 3 8 
3 31 10 8 2 
4 31 10 8 8 
5 31 4 3 2 
6 31 4 3 8 
7 31 4 8 2 
8 31 4 8 8 
9 61 10 3 2 
10 61 10 3 8 
11 61 10 8 2 
12 61 10 8 8 
13 61 4 3 2 
14 61 4 3 8 
15 61 4 8 2 
16 61 4 8 8 
Tabelle 5.2: Testfelder der PDZ-Verfahren 
 
 
5.1.2 Testläufe der PDZ-Verfahren 
 
Die Bewertung der PDZ-Verfahren bezieht sich auf das mit dem betrachteten Verfahren in 
jeder der 30 erzeugten Probleminstanzen je Testfeld hinsichtlich des Zielfunktionswertes be-
ste gefundene Individuum der jeweiligen Population. Von den 30 gespeicherten Individuen 
wird jeweils der kleinste und größte Zielfunktionswert, sowie der Mittelwert und das Streu-
ungsmaß über die 30 Probleminstanzen betrachtet, wobei das Streuungsmaß jeweils das Ver-
hältnis von Standardabweichung zu Mittelwert der Zielfunktionswerte beschreibt. Die Verfah-
ren werden nicht nur anhand der besten gefundenen Lösungen sondern auch anhand des 
Streuungsmaßes beurteilt. Eine belastbare Beurteilung der Stabilität der betrachteten Verfah-
ren ist hier auf Basis des Streuungsmaßes zwar nicht möglich, da eine hohes Streuungsmaß 
auf große Unterschiede der erzeugten Instanzen zurückzuführen sein könnte und nicht not-
wendigerweise auf ein instabiles Verfahren. Da die 30 erzeugten Instanzen jedoch für alle 
Verfahren identisch sind, dient das Streuungsmaß als Indikator für die Stabilität der betrach-
teten Verfahren.  
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Zunächst werden Vorläufe zur Bestimmung der Verfahrensparameter NIVEAU1 und 
NIVEAU2 bei Anwendung des Losgrößenmodus AB durchgeführt. Anschließend werden die 
Ergebnisse der Testläufe der Varianten des PDZ-Verfahrens tabellarisch und graphisch darge-
stellt und bewertet. 
 
 
5.1.2.1 Vorläufe zur Bestimmung von NIVEAU 1 und NIVEAU 2 bei dem 
Losgrößenmodus AB 
 
Um die Parameter NIVEAU1 und NIVEAU2 bei dem Losgrößenmodus AB festzulegen, wur-
den Testläufe über je 30 Probleminstanzen in den Testfeldern 2, 4, 6, 8, 10, 12, 14, 16 mit 
dem Prioritätsregelverfahren KOSTZEIT für 13 verschiedene Ausprägungs-Konfigurationen 
von NIVEAU1 und von NIVEAU2 durchgeführt.  
 
Die verschiedenen NIVEAU-Konfigurationen werden wie folgt numeriert: 
 
Nummer NIVEAU 1 NIVEAU 2 
1 0,4 0,2 
2 0,5 0,2 
3 0,6 0,2 
4 0,6 0,3 
5 0,6 0,4 
6 0,8 0,2 
7 0,8 0,3 
8 0,8 0,4 
9 0,8 0,5 
10 0,9 0,4 
11 0,9 0,5 
12 0,9 0,6 
13 0,9 0,7 
Tabelle 5.3: NIVEAU-Konfigurationen für den Losgrößenmodus AB 
 
 
Der Abbildung 5.1 sind die Mittelwerte, und der Abbildung 5.2 das Streuungsmaß der Ziel-
funktionswerte über die 30 Testläufe je Testfeld in Abhängigkeit von der NIVEAU-Konfigu-
ration zu entnehmen. Die Erläuterungen zu den Ergebnissen finden sich im Anschluß an die 
Abbildungen.  
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Abbildung 5.1:  Mittelwert der mit dem Verfahren KABPDZ  ermittelten Zielfunktionswerte in Abhängigkeit von der NIVEAU-
Konfiguration 
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Abbildung 5.2:  Streuungsmaß der mit dem Verfahren KABPDZ  ermittelten Zielfunktionswerte in Abhängigkeit von der NIVEAU-  
Konfiguration  
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Erläuterung der Abbildungen 
 
Die Abbildung 5.1 zeigt, daß sich der Mittelwert der Zielfunktionswerte tendenziell bei Erhö-
hung der NIVEAU-Werte bis zu der Konfiguration 11 verringert und dann steil ansteigt. Die 
Spannweiten der Mittelwerte ((höchster Mittelwert–niedrigster Mittelwert)/niedrigster Mittel-
wert) in Abhängigkeit von der NIVEAU-Konfiguration sind in den Testfeldern 6, 8, 14 und 16 
deutlich größer (zwischen 21% und 28%) als in den Testfeldern 2, 4, 10 und 12 (zwischen 8% 
und 16%), was auf den Faktor reg zurückzuführen ist. In den Testfeldern 6, 8, 14 und 16 
beträgt reg=4, in den Testfeldern 2, 4, 10, und 12 hingegen beträgt reg=10. Die relative 
Relevanz der Lagerungskosten ist in dem ersten Fall also höher als in dem zweiten Fall. 
Hieraus folgt, daß in den Testfeldern 2, 4, 10 und 12 durch das Aufsplitten von Losen, d. h. 
durch Erhöhung der NIVEAU-Werte, die dadurch erzielbare Reduzierung der Lagerungskosten 
relativ zu der Erhöhung der Loswechselkosten nicht so schwer wiegt wie in den Testfeldern 6, 
8, 14 und 16.1  
 
Aus Abbildung 5.2 wird deutlich, daß sich das Streuungsmaß bei Erhöhung der NIVEAU1-
Werte bis zu der Konfiguration 6 tendenziell konstant verhält und ab der Konfiguration 7 in 
den Testfeldern 10, 12 14, und 16, d. h. in den Testfeldern mit I=61, kontinuierlich steigt. In 
den Testfeldern 2, 4, 6 und 8 steigt das Streuungsmaß mit dem Ausnahmebereich der Konfi-
gurationen 10 und 11 ebenfalls an. Die durch den Parameter reg hervorgerufenen Unter-
schiede wirken sich auf das Streuungsmaß insofern aus, als in den Testfeldern 6 und 8 relativ 
zu den Testfeldern 2 und 4 und in den Testfeldern 14 und 16 relativ zu den Testfeldern 10 und 
12 die Reaktion des Streuungsmaßes in Abhängigkeit von der NIVEAU-Konfiguration ten-
denziell stärker ausfällt. Da bei Konfiguration 7 das Streuungsmaß noch in allen Testfeldern 
nahezu unter 10% bleibt, und bei dem Übergang von Konfiguration 6 auf Konfiguration 7 die 
Mittelwerte der Zielfunktionswerte zum Teil um fast 6% reduziert werden können, werden 
die Testläufe derjenigen PDZ-Verfahren, die den Losgrößenmodus AB verwenden, mit der 
Konfiguration 7, d. h. NIVEAU1=0,8 und NIVEAU2=0,3, durchgeführt.  
 
 
5.1.2.2 Ergebnisse und Bewertung der PDZ-Verfahren 
 
Die in Kapitel 4.4.2.2 differenzierten Verfahrensvarianten wurden in den Testfeldern 1-16 mit 
jeweils 30 erzeugten Probleminstanzen untersucht.  
 
In den Feldern der folgenden Tabellen 5.4 - 5.7 stehen für jedes Verfahren (Zeilen) in jedem 
Testfeld (Spalten) untereinander die Mittelwerte der Zielfunktionswerte (in GE) aus den 30 
erzeugten Probleminstanzen, der jeweils beste und schlechteste ermittelte Zielfunktionswert, 
sowie das Streuungsmaß (in %) über die 30 Testläufe. In jedem Testfeld sind der beste er-
zielte Mittelwert, der beste absolute Wert, der beste der schlechtesten Werte und das niedrig-
ste Streuungsmaß fett, sowie die jeweils schlechtesten Werte kursiv gedruckt. Anschließend 
wird der Einfluß der Verfahrenskonfiguration und der Problem-Parameter auf die Qualität der 
Verfahren analysiert. 
                                                        
1 Auf weitere Unterschiede zwischen den einzelnen Testfeldern wird im Rahmen der Ergebnisbewertung der 
PDZ-Testläufe eingegangen. 
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Nr. Bezeichnung Von den 30 Testläufen Testfeld 1 Testfeld 2 Testfeld 3 Testfeld 4 Testfeld 5 Testfeld 6 Testfeld 7 Testfeld 8 
1 Z
APDZ  
Mittelwert [GE] 
Bester Wert [GE] 
Schlechtester Wert [GE] 
Streuungsmaß  
179931,3 
168936,0 
193082,0 
3,15% 
143362,6 
132726,0 
154160,0 
3,50% 
183125,9 
170424,0 
202454,0 
4,14% 
146443,5 
134167,0 
159846,0 
4,69% 
116060,8 
105929,0 
128619,0 
4,54% 
100900,1 
91897,0 
112143,0 
4,88% 
119278,6 
107755,0 
137603,0 
5,75% 
104065,3 
93900,0 
116038,0 
6,14% 
2 Z
BPDZ  
Mittelwert [GE] 
Bester Wert [GE] 
Schlechtester Wert [GE] 
Streuungsmaß  
151494,9 
141685,0 
165010,0 
3,42% 
124668,9 
116756,0 
134989,0 
3,84% 
160353,9 
147620,0 
181614,0 
4,63% 
133498,4 
122691,0 
150645,0 
5,30% 
104509,7 
95256,0 
117124,0 
4,45% 
93295,9 
85344,0 
102500,0 
4,66% 
113130,9 
100825,0 
131809,0 
6,06% 
102064,4 
89835,0 
118156,0 
6,69% 
3 Z
ABPDZ  
Mittelwert [GE] 
Bester Wert [GE] 
Schlechtester Wert [GE] 
Streuungsmaß  
142103,0 
135002,0 
149900,0 
2,89% 
112032,4 
104692,0 
120388,0 
3,23% 
143567,4 
133425,0 
153869,0 
3,67% 
113449,9 
103725,0 
126083,0 
4,51% 
90228,4 
83748,0 
95396,0 
3,07% 
78189,0 
70169,0 
83832,0 
4,05% 
91551,7 
83773,0 
100869,0 
4,91% 
79588,6 
70899,0 
90327,0 
6,05% 
4 Z
CPDZ  
Mittelwert [GE] 
Bester Wert [GE] 
Schlechtester Wert [GE] 
Streuungsmaß  
193064,6 
173300,0 
207915,0 
3,75% 
158372,6 
134870,0 
176294,0 
5,54% 
203326,4 
177592,0 
222809,0 
4,97% 
168952,8 
140080,0 
195272,0 
7,09% 
130415,2 
109202,0 
149243,0 
6,37% 
117172,3 
92938,0 
136684,0 
7,65% 
140065,4 
113462,0 
165818,0 
7,88% 
128247,8 
112545,0 
155831,0 
8,65% 
5 K
APDZ  
Mittelwert [GE] 
Bester Wert [GE] 
Schlechtester Wert [GE] 
Streuungsmaß  
170017,1 
157664,0 
180830,0 
3,11% 
139849,9 
128570,0 
152046,0 
3,66% 
172887,3 
159410,0 
184823,0 
4,03% 
142940,5 
130898,0 
155080,0 
4,62% 
112077,1 
102802,0 
123915,0 
4,68% 
99899,9 
90699,0 
108371,0 
5,30% 
115485,4 
104459,0 
130082,0 
6,07% 
103309,2 
92771,0 
114647,0 
6,25% 
6 K
BPDZ  
Mittelwert [GE] 
Bester Wert [GE] 
Schlechtester Wert [GE] 
Streuungsmaß  
144623,8 
135987,0 
156525,0 
3,54% 
122181,2 
112766,0 
135591,0 
4,51% 
153478,0 
140963,0 
173068,0 
4,88% 
131151,6 
117917,0 
151390,0 
5,97% 
101238,7 
91629,0 
112253,0 
4,37% 
92519,6 
82943,0 
105462,0 
4,71% 
109977,1 
96657,0 
128697,0 
6,31% 
101314,2 
89573,0 
120918,0 
6,52% 
7 K
ABPDZ  
Mittelwert [GE] 
Bester Wert [GE] 
Schlechtester Wert [GE] 
Streuungsmaß  
134243,2 
126625,0 
143702,0 
3,13% 
108765,0 
100448,0 
115527,0 
3,46% 
135759,2 
124970,0 
147360,0 
3,71% 
110288,4 
98523,0 
122216,0 
4,35% 
87134,4 
80176,0 
93000,0 
3,62% 
76937,1 
68853,0 
84075,0 
4,32% 
88585,6 
79984,0 
98542,0 
4,74% 
78392,0 
69183,0 
89778,0 
5,98% 
Tabelle 5.4:  Ergebnistabelle der PDZ-Verfahren 1-7 für die Testfelder 1-8 
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Nr. Bezeichnung Von den 30 Testläufen Testfeld 1 Testfeld 2 Testfeld 3 Testfeld 4 Testfeld 5 Testfeld 6 Testfeld 7 Testfeld 8 
8 K
CPDZ  
Mittelwert [GE] 
Bester Wert [GE] 
Schlechtester Wert [GE] 
Streuungsmaß  
183163,6 
162006,0 
199201,0 
4,22% 
152295,3 
133541,0 
171872,0 
4,97% 
193476,9 
167913,0 
217059,0 
5,52% 
162576,5 
136528,0 
188570,0 
6,76% 
125858,6 
107569,0 
143765,0 
6,81% 
114187,3 
94540,0 
135665,0 
7,68% 
135773,3 
113646,0 
161334,0 
8,45% 
124980,1 
99738,0 
154085,0 
9,38% 
9 Zuf
APDZ  
Mittelwert [GE] 
Bester Wert [GE] 
Schlechtester Wert [GE] 
Streuungsmaß  
195330,4 
185019,0 
209124,0 
2,94% 
172603,6 
161806,0 
183682,0 
3,45% 
198282,7 
185902,0 
212610,0 
3,82% 
175786,0 
163425,0 
190214,0 
4,53% 
122609,9 
112261,0 
135117,0 
4,05% 
113262,6 
104046,0 
123053,0 
4,70% 
125827,3 
113924,0 
138959,0 
5,19% 
116384,3 
105587,0 
129688,0 
5,93% 
10 Zuf
BPDZ  
Mittelwert [GE] 
Bester Wert [GE] 
Schlechtester Wert [GE] 
Streuungsmaß  
163470,6 
152254,0 
176740,0 
3,55% 
145807,0 
131234,0 
160905,0 
3,98% 
172449,4 
157897,0 
192849,0 
4,63% 
154791,9 
136162,0 
177542,0 
5,39% 
109505,2 
98353,0 
120865,0 
4,54% 
102278,9 
91710,0 
113653,0 
4,86% 
118247,0 
103801,0 
136974,0 
6,22% 
110988,2 
96638,0 
129091,0 
6,74% 
11 Zuf
ABPDZ  
Mittelwert [GE] 
Bester Wert [GE] 
Schlechtester Wert [GE] 
Streuungsmaß  
155412,7 
145580,0 
164656,0 
3,02% 
134638,6 
125403,0 
145383,0 
3,22% 
156968,2 
144527,0 
169649,0 
3,76% 
136212,3 
124439,0 
151124,0 
4,22% 
95777,1 
90112,0 
102642,0 
3,27% 
87590,3 
80508,0 
94084,0 
3,75% 
97243,9 
88578,0 
108552,0 
5,02% 
89051,9 
80053,0 
100231,0 
5,62% 
12 Zuf
CPDZ  
Mittelwert [GE] 
Bester Wert [GE] 
Schlechtester Wert [GE] 
Streuungsmaß  
207841,0 
189606,0 
221954,0 
3,83% 
184618,8 
166694,0 
200874,0 
4,48% 
218264,5 
195124,0 
240625,0 
5,07% 
194658,9 
171432,0 
219705,0 
5,76% 
135797,9 
115418,0 
154554,0 
6,27% 
126643,0 
106760,0 
149983,0 
6,75% 
146174,2 
120514,0 
175003,0 
8,17% 
136811,8 
111881,0 
168814,0 
8,39% 
13 Zuf
DPDZ  
Mittelwert [GE] 
Bester Wert [GE] 
Schlechtester Wert [GE] 
Streuungsmaß  
246592,1 
226919,0 
273567,0 
5,47% 
229933,4 
194295,0 
259764,0 
6,88% 
261304,1 
218772,0 
303184,0 
7,81% 
246438,4 
202460,0 
286871,0 
8,69% 
194479,8 
171555,0 
222537,0 
8,24% 
187885,6 
147553,0 
220007,0 
9,45% 
210376,0 
179118,0 
251566,0 
10,16% 
204128,1 
155149,0 
245880,0 
11,45% 
Tabelle 5.5:  Ergebnistabelle der PDZ-Verfahren 8-13 für die Testfelder 1-8 
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Nr. Bezeichnung Von den 30 Testläufen Testfeld 9 Testfeld 10 Testfeld 11 Testfeld 12 Testfeld 13 Testfeld 14 Testfeld 15 Testfeld 16 
1 Z
APDZ  
Mittelwert [GE] 
Bester Wert [GE] 
Schlechtester Wert [GE] 
Streuungsmaß  
175127,4 
168083,0 
182280,0 
1,95% 
152667,1 
142922,0 
160467,0 
2,56% 
178872,7 
168895,0 
185255,0 
2,36% 
156264,0 
146304,0 
164384,0 
2,95% 
107184,2 
100510,0 
114816,0 
3,09% 
98308,6 
90097,0 
106525,0 
3,75% 
110844,3 
103679,0 
117180,0 
3,38% 
101884,5 
94208,0 
110442,0 
3,98% 
2 Z
BPDZ  
Mittelwert [GE] 
Bester Wert [GE] 
Schlechtester Wert [GE] 
Streuungsmaß  
156612,1 
144462,0 
164606,0 
2,53% 
141966,8 
133311,0 
152614,0 
2,85% 
166964,1 
148693,0 
179906,0 
3,66% 
152444,4 
147506,0 
168765,0 
4,08% 
110806,0 
102829,0 
118792,0 
3,05% 
105009,3 
97140,0 
113911,0 
3,46% 
120953,9 
107645,0 
134526,0 
4,61% 
115278,6 
101625,0 
129857,0 
5,08% 
3 Z
ABPDZ  
Mittelwert [GE] 
Bester Wert [GE] 
Schlechtester Wert [GE] 
Streuungsmaß  
144643,2 
135881,0 
164966,0 
4,30% 
127462,6 
119684,0 
134441,0 
2,73% 
147188,1 
134354,0 
171182,0 
4,23% 
129967,8 
117865,0 
140618,0 
3,88% 
93898,8 
89017,0 
111592,0 
5,24% 
86759,7 
81293,0 
91264,0 
2,81% 
96430,7 
88715,0 
117808,0 
6,47% 
89115,3 
82159,0 
96260,0 
4,00% 
4 Z
CPDZ  
Mittelwert [GE] 
Bester Wert [GE] 
Schlechtester Wert [GE] 
Streuungsmaß  
184225,9 
170529,0 
193278,0 
2,63% 
162277,0 
150347,0 
173228,0 
3,09% 
192659,7 
172742,0 
205696,0 
3,59% 
171093,5 
153907,0 
184953,0 
4,02% 
116755,7 
103689,0 
125002,0 
4,06% 
108547,2 
98972,0 
118543,0 
4,29% 
125307,7 
105902,0 
137213,0 
5,31% 
117482,6 
103352,0 
132268,0 
5,28% 
5 K
APDZ  
Mittelwert [GE] 
Bester Wert [GE] 
Schlechtester Wert [GE] 
Streuungsmaß  
164391,1 
156063,0 
170145,0 
2,09% 
147030,4 
138486,0 
155014,0 
2,64% 
167922,5 
158989,0 
173765,0 
2,52% 
150734 
142059,0 
159915,0 
3,08% 
102841,5 
95591,0 
111173,0 
3,51% 
96301,4 
91424,0 
106011,0 
3,61% 
106370,4 
98335,0 
113039,0 
3,76% 
99872,4 
93783,0 
106841,0 
3,79% 
6 K
BPDZ  
Mittelwert [GE] 
Bester Wert [GE] 
Schlechtester Wert [GE] 
Streuungsmaß  
149878,5 
140643,0 
159504,0 
2,62% 
138360,9 
128201,0 
147435,0 
2,77% 
160275,9 
145071,0 
176339,0 
3,87% 
149232,7 
132813,0 
163965,0 
4,00% 
107951,0 
99327,0 
116656,0 
3,12% 
103468,0 
95662,0 
113865,0 
3,30% 
118174,6 
103214,0 
132740,0 
4,76% 
113624,9 
99683,0 
130211,0 
4,99% 
7 K
ABPDZ  
Mittelwert [GE] 
Bester Wert [GE] 
Schlechtester Wert [GE] 
Streuungsmaß  
137357,3 
129689,0 
157961,0 
3,71% 
123579,4 
117574,0 
130894,0 
2,64% 
139795,2 
127354,0 
160174,0 
4,25% 
126029,5 
115763,0 
136965,0 
3,47% 
90214,9 
84836,0 
94129,0 
2,48% 
85137,2 
80274,0 
89411,0 
2,47% 
92494,1 
86351,0 
99802,0 
3,52% 
87526,7 
81778,0 
94565,0 
3,53% 
Tabelle 5.6:  Ergebnistabelle der PDZ-Verfahren 1-7 für die Testfelder 9-16 
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Nr. Bezeichnung Von den 30 Testläufen Testfeld 9 Testfeld 10 Testfeld 11 Testfeld 12 Testfeld 13 Testfeld 14 Testfeld 15 Testfeld 16 
8 K
CPDZ  
Mittelwert [GE] 
Bester Wert [GE] 
Schlechtester Wert [GE] 
Streuungsmaß  
173302,8 
162115,0 
183008,0 
2,46% 
156519,1 
143611,0 
169027,0 
3,78% 
182068,9 
165247,0 
196010,0 
3,44% 
165368,0 
147876,0 
179156,0 
4,69% 
112132,7 
99527,0 
123635,0 
4,55% 
106005,6 
90188,0 
119627,0 
5,48% 
120903,8 
105326,0 
136803,0 
5,91% 
114675,4 
93695,0 
130341,0 
6,55% 
9 Zuf
APDZ  
Mittelwert [GE] 
Bester Wert [GE] 
Schlechtester Wert [GE] 
Streuungsmaß  
193815,8 
183296,0 
198883,0 
2,11% 
192101,4 
180752,0 
199266,0 
2,46% 
197283,7 
185242,0 
203609,0 
2,59% 
195612,1 
182210,0 
203100,0 
2,88% 
114783,8 
108814,0 
119606,0 
2,80% 
114814,3 
109057,0 
120879,0 
2,97% 
118508,4 
110587,0 
123363,0 
3,26% 
118023,6 
111228,0 
124114,0 
3,34% 
10 Zuf
BPDZ  
Mittelwert [GE] 
Bester Wert [GE] 
Schlechtester Wert [GE] 
Streuungsmaß  
169417,4 
157772,0 
179150,0 
2,39% 
168357,3 
155794,0 
176642,0 
2,85% 
179990,9 
162489,0 
195589,0 
3,45% 
179098,3 
159786,0 
192953,0 
3,88% 
116102,2 
107089,0 
125478,0 
3,20% 
116233,0 
106371,0 
124512,0 
3,58% 
126484,9 
111806,0 
141446,0 
4,67% 
126746,6 
110363,0 
140901,0 
5,05% 
11 Zuf
ABPDZ  
Mittelwert [GE] 
Bester Wert [GE] 
Schlechtester Wert [GE] 
Streuungsmaß  
158137,2 
149555,0 
166212,0 
2,52% 
156626,8 
146174,0 
165187,0 
2,77% 
160597,1 
147989,0 
172070,0 
3,20% 
159123,7 
144638,0 
171521,0 
3,35% 
99115,4 
93284,0 
103500,0 
2,26% 
98887,8 
94171,0 
103668,0 
2,46% 
101439,5 
94172,0 
108806,0 
3,35% 
101258,2 
93510,0 
108767,0 
3,38% 
12 Zuf
CPDZ  
Mittelwert [GE] 
Bester Wert [GE] 
Schlechtester Wert [GE] 
Streuungsmaß  
202746,8 
189614,0 
213917,0 
2,70% 
201156,5 
188646,0 
209884,0 
2,64% 
211636,8 
192456,0 
226691,0 
3,56% 
209936,4 
193584,0 
220615,0 
3,30% 
124284,2 
111969,0 
135931,0 
4,17% 
124021,4 
113796,0 
134674,0 
3,68% 
133079,2 
114811,0 
148705,0 
5,44% 
132839,9 
118405,0 
147328,0 
4,90% 
13 Zuf
DPDZ  
Mittelwert [GE] 
Bester Wert [GE] 
Schlechtester Wert [GE] 
Streuungsmaß  
256197,7 
226018,0 
292599,0 
5,46% 
255273,0 
226737,0 
287750,0 
5,50% 
275111,6 
229848,0 
326717,0 
7,08% 
273788,7 
229614,0 
320169,0 
7,06% 
202303,1 
171306,0 
247087,0 
8,12% 
201705,8 
171375,0 
244293,0 
8,23% 
220822,4 
176419,0 
279358,0 
9,78% 
219552,5 
174252,0 
274961,0 
9,89% 
Tabelle 5.7:  Ergebnistabelle der PDZ-Verfahren 8-13 für die Testfelder 9-16 
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Einfluß der Verfahrenskonfiguration und der Problem-Parameter auf die Zielfunktionswerte 
 
Losgrößenmodus: 
Der Losgrößenmodus AB ist den anderen Modi in jeder der möglichen Kombinationen mit 
den Prioritätsregeln zur Reihenfolgebestimmung in jedem Testfeld überlegen (siehe auch zu 
den folgenden Ausführungen die Abbildungen 5.3 bis 5.5). Dies ist darauf zurückzuführen, 
daß der Modus AB die beiden Komponenten Orientierung an den Lagerkosten (Modus A) und 
das Gruppieren von Aufträgen (Modus B) kombiniert.  
 
Mit dem Modus B werden in den Testfeldern 1-12 die zweitbesten Ergebnisse hinsichtlich der 
Mittelwerte der Zielfunktionswerte erzielt, wobei die relativ zu dem Modus AB schlechtesten 
Werte mit dem Modus B in denjenigen Testfeldern auftreten, in denen das Verhältnis ( )ikrel  
hoch ist, da beim Modus B die Losgrößenentscheidung ohne Berücksichtigung der Lagerko-
stensätze getroffen wird.  
 
Mit dem Modus A werden in den Testfeldern 13-16 die zweitbesten Ergebnisse hinsichtlich 
der Mittelwerte der Zielfunktionswerte erzielt. Genau gegenteilig zu dem Modus B werden 
die relativ zu dem Modus AB besten Werte mit dem Modus A in denjenigen Testfeldern er-
zielt, in denen das Verhältnis ( )ikrel  hoch ist, da beim Modus A die Losgrößenentscheidung 
in Abhängigkeit von den Lagerkosten getroffen wird. Dieser Vorteil ist in denjenigen Testfel-
dern mit niedrigem reg größer, da der relative Anteil der Lagerkosten an den entschei-
dungsrelevanten Kosten relativ zu den Testfeldern mit hohem reg größer ist, und somit auch 
die von den Lagerkosten abhängigen Entscheidungen einen größeren Einfluß auf die Ziel-
funktionswerte nehmen können.  
 
Mit Ausnahme des Losgrößenmodus D, welcher nur in Kombination mit der Auswahlregel 
ZUFALL getestet wurde und insofern nicht für einen Vergleich der Losgrößenmodi geeignet 
ist, liefert der Losgrößenmodus C in jeder der möglichen Kombinationen mit den zur Verfü-
gung stehenden Prioritätsregeln zur Reihenfolgebestimmung in jedem Testfeld das jeweils 
schlechteste Ergebnis.  
 
Der Unterschied zwischen den durchschnittlichen Zielfunktionswerten ist bei Anwendung der 
verschiedenen Losgrößenmodi bei jeweils gleicher Prioritätsregel größer als der Unterscheid 
der durchschnittlichen Zielfunktionswerte bei Anwendung der verschiedenen Prioritätsregeln 
bei jeweils gleichem Losgrößenmodus (siehe im Vergleich zu den Abbildungen 5.3 bis 5.5 
hierzu die Abbildungen 5.6 bis 5.9). Dies ist auf den insgesamt größeren Anteil der Lage-
rungskosten an den entscheidungsrelevanten Kosten, in Abhängigkeit von reg beträgt dieser 
ca. zwischen 53% und 88% (siehe hierzu auch „Regulierender Faktor reg“, S. 145 v. A.), 
zurück zu führen.   
 
 
Prioritätsregel zur Reihenfolgebestimmung: 
In allen 16 Testfeldern und bei jedem Losgrößenmodus ist die Prioritätsregel KOSTZEIT der 
Prioritätsregel ZEITKOST und der Auswahlregel ZUFALL überlegen (siehe auch zu den 
folgenden Ausführungen die Abbildungen 5.6 bis 5.9).  
 
Der Abstand der mit der Prioritätsregel KOSTZEIT erreichten durchschnittlichen Zielfunk-
tionswerte von den mit der Prioritätsregel ZEITKOST ermittelten durchschnittlichen Ziel-
funktionswerten ist in den Testfeldern mit hohem reg (Testfelder 1-4, 9-12), insbesondere in 
Kombination mit einer niedrigen Ausprägung des Verhältnisses )( ijtrel , größer als in den 
übrigen Testfeldern. Die von der höheren Ausprägung von reg und des somit insgesamt 
höheren Niveaus der Umrüstkosten ausgehende verstärkende Wirkung ist zu erwarten gewe-
sen. Der größere Abstand zwischen den durchschnittlichen Zielfunktionswerten bei einem 
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niedrigeren Verhältnis )( ijtrel  (Testfelder 1, 3, 9 und 11) ist darauf zurückzuführen, daß in 
diesem Fall die Ausprägungen der Basiswerte zur Bestimmung der Loswechselkosten, tijc , 
welche aus der e-Umgebung um die Loswechselzeiten zufällig gewählt werden (vgl. 
Abschnitt 5.1.1.2 v. A.) absolut näher an den Ausprägungen der Loswechselzeiten liegen, als 
in dem Fall, daß )( ijtrel  groß ist.  
 
Mit der Regel ZUFALL werden in allen Testfelder mit allen möglichen Kombinationen der 
zur Verfügung stehenden Losgrößenmodi die schlechtesten Werte erreicht.  
 
 
Produktartenanzahl I: 
Die Unterschiede der mit den Losgrößenmodi A, AB und B erzielten Ergebnisse sind relativ 
zu dem Losgrößenmodus C in den Testfeldern mit kleinerer Produktartenanzahl (Testfelder 1-
8) tendenziell größer als in den Testfeldern mit größerer Produktartenanzahl (Testfelder 9-16). 
(siehe Abb. 5.3 bis 5.6). Insbesondere der Unterschied zwischen den Modi B und C ist in den 
Testfeldern mit hoher Produktartenanzahl und relativ niedrigem Gewicht der Lagerungs-
kosten (Testfelder 13-16) in allen möglichen Kombination mit den zur Verfügung stehenden 
Prioritätsregeln zur Reihenfolgebestimmung aus folgendem Grund deutlich geringer als in 
den übrigen Testfeldern: Sowohl die Losgrößenmodi B als auch C treffen die Losgrößenent-
scheidung zufällig, der Modus C aus dem zuvor zu bestimmenden Intervall und der Modus B 
durch zufällige Gruppierung der externen Auftragsmengen. Da bei I=61 die Spannweite der 
externen Auftragsmengen deutlich geringer ist als bei I=31, führen beide Modi zu ähnlich 
schlechten Ergebnissen.  
 
Die relativen Unterschiede zwischen den Zielfunktionsmittelwerten, die mit den verschiede-
nen Prioritätsregeln zur Reihenfolgebestimmung bei jeweils gleichem Losgrößenmodus er-
mittelt wurden, sind in den Testfeldern mit größerem I tendenziell höher als in den Test-
feldern mit niedrigem I. Ein Erklärungsansatz hierfür besteht darin, daß mit größerer Pro-
duktartenanzahl die Anzahl an Kombinationsmöglichkeiten und somit das Potential, gute 
Reihenfolgen zu bilden, größer ist als bei einer kleineren Produktartenanzahl.  
 
 
Regulierender Faktor reg: 
In Abhängigkeit von dem Verfahren liegen die relativen Anteile der Umrüstkosten an den 
entscheidungsrelevanten Kosten bei reg=4 zwischen ca. 12% und 22% und bei reg=10 zwi-
schen ca. 23% und 43%. In den Testfeldern 5-8 und 13-16, d. h. bei niedrigerem reg und so-
mit größerem relativen Einfluß der Lagerungskosten auf die durchschnittlichen ent-
scheidungsrelevanten Kosten, ist die Position von Losgrößenmodus A besser als in den 
Testfeldern 1-4 und 9-12, und entsprechend schlechter die Position der die Lagerkosten nicht 
berücksichtigenden Losgrößenmodi B und C.  
 
 
Verhältnis ( )ikrel : 
Relativ zu dem Losgrößenmodus B begünstigt aufgrund der Orientierung an den Lagerungs-
kosten ein großes Verhältnis ( )ikrel  den Losgrößenmodus A, insbesondere in Kombination 
mit einem ebenfalls großen Verhältnis )( ijtrel . Zwar liegen die mit Modus A und mit Modus 
B erreichten Zielfunktionsmittelwerte auch in den Testfeldern 3 und 4 deutlich auseinander, 
der Unterschied ist jedoch c. p. kleiner als bei einem kleinen Verhältnis ( )ikrel , d. h. in Test-
feld 4 kleiner als in 2 und in 3 kleiner als in 1. Analog tritt in den Testfeldern 13 und 14 die 
Situation auf, daß trotz kleinen Verhältnisses ( )ikrel  der Modus A dem Modus B überlegen 
ist, auch hier gilt aber, daß dieser Unterschied c. p. kleiner ist als bei einem großen Verhältnis 
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von ( )ikrel , d. h. in Testfeld 13 kleiner als in 15 und in 14 kleiner als in 16. Das durch-
schnittliche Kostenniveau ist bei Konstanz von I und reg in den Testfeldern mit ( )ikrel =3 bei 
den Losgrößenmodi B und C niedriger als in den Testfeldern mit ( )ikrel =8, d. h. in 3 höher 
als in 1, in 4 höher als in 2, in 7 höher als in 5, in 8 höher als in 6 etc. Bei den Losgrößenmodi 
A und AB nimmt die Variation von ( )ikrel  nur sehr geringen Einfluß auf das durchschnitt-
liche Kostenniveau. 
 
 
Verhältnis )( ijtrel : 
Das durchschnittliche Niveau der entscheidungsrelevanten Kosten ist bei Konstanz von I und 
reg in den Testfeldern mit )( ijtrel =2 deutlich höher als in den Testfeldern mit )( ijtrel =8, d. 
h. in 1 höher als in 2, in 3 höher als 4, etc., wobei der relative Unterschied des durchschnittli-
chen Kostenniveaus in Abhängigkeit von )( ijtrel  in den Testfeldern mit höherem I geringer 
ist. Dieser Effekt wird in den Testfeldern mit hohem reg (Testfelder 1-4 und 9-13) verstärkt. 
Bei allen Losgrößenmodi ist der Abstand zwischen den Prioritätsregeln ZEITKOST, 
KOSTZEIT und der Prioritätsregel ZUFALL in den Testfeldern mit )( ijtrel =8 höher als in 
denen mit )( ijtrel =2, da das Potential der gezielten Reihenfolgebildung zur Erzeugung bes-
serer Lösungen in den Testfeldern mit höherem )( ijtrel  entsprechend größer ist.  
 
 
Zusammenspiel der Verhältnisse )( ijtrel  und ( )ikrel : 
Große Verhältnisse )( ijtrel  und ( )ikrel  erhöhen bei den Losgrößenmodi B und C den relati-
ven Unterschied der durchschnittlichen Kosten zu dem Losgrößenmodus AB. Für die Position 
der mit dem Losgrößenmodus A erzielten Lösungen spielen die Verhältnisse )( ijtrel  und 
( )ikrel  eine relativ zu dem von der Produktartenanzahl I und von reg ausgehenden Einfluß 
geringe Rolle.  
  
 
Vergleich mit dem Zufallsverfahren ZufDPDZ : 
Die mit dem Zufallsverfahren ZufDPDZ erzielten durchschnittlichen Zielfunktionswerte betra-
gen ca. zwischen 180% und 260% der mit dem KABPDZ  erzielten durchschnittlichen Ziel-
funktionswerte (siehe Abbildung 5.10). Die niedrigere Ausprägung von reg verstärkt den Ab-
stand, ebenso wie ein größeres Verhältnis )( ijtrel . Da einerseits die Unterschiede in der Lö-
sungsgüte zwischen dem besten PDZ-Verfahren und dem ZufDPDZ so massiv sind, und 
andererseits die Laufzeitunterschiede der Verfahren durchschnittlich nur bei ca. 0,003% lie-
gen, konnte auf einen Testlauf, der das Zufallsverfahren ZufDPDZ für einen Vergleich unter 
identischen zeitlichen Bedingungen, d. h. mit der exakt gleichen Zeit wie das KABPDZ  laufen 
läßt, verzichtet werden, da die zusätzliche Zeit für das Zufallsverfahren vermutlich nicht 
ausgereicht hätte, auch nur eine weitere Lösung vollständig zu erzeugen.    
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Graphische Darstellung der Ergebnisse 
 
Zusammenfassend veranschaulichen die folgenden Abbildungen die Ergebnisse. Abbildung 
5.3 vergleicht die vier Losgrößenmodi in den 16 Testfeldern bei Verwendung der Prioritätsre-
gel ZEITKOST, Abbildung 5.4 respektive bei Verwendung der Prioritätsregel KOSTZEIT und 
Abbildung 5.5 respektive bei Verwendung der Prioritätsregel ZUFALL. Die Abbildungen 5.6 
bis 5.9 stellen jeweils die verschiedenen Prioritätsregelverfahren zur Reihenfolgebestimmung 
bei Losgrößenmodus A, B, AB  bzw. C gegenüber. In Abbildung 5.10 ist für jedes Testfeld die 
Abweichung des mit dem Zufallsverfahren ZufDPDZ  ermittelten Zielfunktionsmittelwertes zu 
dem mit dem KABPDZ  erreichten Zielfunktionsmittelwert dargestellt. 
 
In Abbildung 5.11 werden die Streuungsmaße der 13 untersuchten PDZ-Verfahren in den 16 
Testfeldern gezeigt. In Abbildung 5.12 sind die über die 16 Testfelder ermittelten 
durchschnittlich mittleren, sowie die durchschnittlich besten und die durchschnittlich 
schlechtesten Zielfunktionswerte, und in Abbildung 5.13 die über die 16 Testfelder 
ermittelten durchschnittlichen Streuungsmaße und die durchschnittlichen Worst-Case-
Abweichungen für die 13 Verfahrenskonfigurationen dargestellt. Aus Abbildung 5.12 geht 
hervor, daß sich die Rangfolge der Verfahren in bezug auf die durchschnittlich besten und 
durchschnittlich schlechtesten Zielfunktionswerte von der Rangfolge der Verfahren der über 
die 30 Testläufe je Testfeld durchschnittlichen Kosten nur zweimal unterscheidet: Verfahren 6 
(Verfahren 8) weist einen über die 16 Testfelder besseren durchschnittlich besten und 
durchschnittlich mittleren Zielfunktionswert als Verfahren 5 (Verfahren 9) jedoch einen 
ebenso schlechten durchschnittlich schlechtesten Zielfunktionswert auf. Diese Beobachtung 
spricht für die Stabilität des Losgrößenmodus A (vgl. hierzu auch Abbildung 5.13).  
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Abbildung 5.3:  Zielfunktionsmittelwerte – Vergleich der Losgrößenmodi bei Anwendung der Prioritätsregel ZEITKOST  
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Abbildung 5.4:  Zielfunktionsmittelwerte – Vergleich der Losgrößenmodi bei Anwendung der Prioritätsregel KOSTZEIT
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Abbildung 5.5:  Zielfunktionsmittelwerte – Vergleich der Losgrößenmodi bei Anwendung der Prioritätsregel ZUFALL
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Abbildung 5.6:  Zielfunktionsmittelwerte – Vergleich der Prioritätsregeln bei Anwendung des Losgrößen-Modus A
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Abbildung 5.7:  Zielfunktionsmittelwerte – Vergleich der Prioritätsregeln bei Anwendung des Losgrößen-Modus B 
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Abbildung 5.8:  Zielfunktionsmittelwerte – Vergleich der Prioritätsregeln bei Anwendung des Losgrößen-Modus AB 
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Abbildung 5.9:  Zielfunktionsmittelwerte – Vergleich der Prioritätsregeln bei Anwendung des Losgrößen-Modus C 
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Abbildung 5.10: Abweichung der mit dem Zufallsverfahren ermittelten Zielfunktionsmittelwerte von den mit dem jeweils besten  
                            Verfahren ermittelten Zielfunktionsmittelwerten in Abhängigkeit des Testfeldes   
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Abbildung 5.11: Streuungsmaß der mit den PDZ-Verfahren ermittelten Zielfunktionswerte in Abhängigkeit des Testfeldes   
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Abbildung 5.12: Über alle Testfelder durchschnittlich höchster, niedrigster und mittlerer Zielfunktionswert in Abhängigkeit des 
PDZ-Verfahrens 
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Abbildung 5.13: Über alle Testfelder durchschnittliches Streuungsmaß und durchschnittliche Worst-Case-Abweichung der 
Zielfunktionswerte in Abhängigkeit des PDZ-Verfahrens 
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Schlußfolgerung  
 
Die Ergebnisse zeigen deutlich die Überlegenheit des Verfahrens KABPDZ . Das Verfahren  
K
ABPDZ  liefert in allen Testfeldern den besten Zielfunktionsmittelwert, den besten Zielfunk-
tionswert und nur mit Ausnahme des Testfeldes 6 auch den besten der schlechtesten Zielfunk-
tionswerte. Das niedrigste Streuungsmaß wird in den Testfeldern 1 bis 8 ausschließlich mit 
dem Losgrößenmodus AB in Kombination mit der Prioritätsregel KOSTZEIT einmal, mit der 
Prioritätsregel ZEITKOST viermal und in Kombination mit der Auswahlregel ZUFALL drei-
mal realisiert. In allen Testfeldern erzeugt das Verfahren ZufDPDZ die mit Abstand schlech-
testen Ergebnisse in allen vier Kategorien (Mittelwert, bester Wert, schlechtester Wert, Streu-
ungsmaß). Zudem ist ersichtlich, daß der Losgrößenmodus C in allen 16 Testfeldern und bei 
jedem Prioritätsregelverfahren den Losgrößenmodi A, AB und B unterlegen ist. 
 
Für die Erzeugung der Ausgangspopulationen des genetischen Algorithmus wird das hin-
sichtlich der durchschnittlichen Zielfunktionswerte und des Streuungsmaßes beste PDZ-Ver-
fahren herangezogen. Demzufolge wird die Ausgangspopulation in denjenigen Verfahrensva-
rianten des genetischen Algorithmus mit reiner Populationsstruktur mit dem KABPDZ  erzeugt 
und in denjenigen mit gemischter Populationsstruktur aus drei - einer mit Losgrößenmodus A, 
einer mit Losgrößenmodus B und einer mit Losgrößenmodus AB - je in Kombination mit der 
Prioritätsregel KOSTZEIT erzeugten Teilpopulationen gebildet.  
 
 
 
5.2 Analyse der GA-Verfahren 
 
Die Festlegung der zu untersuchenden Varianten des genetischen Algorithmus erfolgt auf 
Basis der Ergebnisse der getesteten PDZ-Verfahren. Aufgrund des für die Durchführung der 
Experimente begrenzt zur Verfügung stehenden Zeitraums, werden die verschiedenen Va-
rianten des genetischen Algorithmus in dem Testfeld 8 untersucht, da in Testfeld 8 die durch-
schnittliche Qualität der Losgrößenmodi A und B ungefähr gleich ist. Die Auswahl eines hin-
sichtlich der Modi A und B ausgewogenen Testfeldes erfolgt vor dem Hintergrund, daß sich 
bei gemischter Populationsstruktur die Population aus den drei wie zuvor beschriebenen Teil-
populationen zusammensetzt. Zunächst werden die zu untersuchenden Varianten des geneti-
schen Algorithmus konkretisiert und anschließend die Ergebnisse ausgewertet. Abschließend 
wird exemplarisch der Evolutionsprozeß im genetischen Algorithmus betrachtet.  
 
 
5.2.1 Konkretisierung der Varianten des GA 
 
In Kapitel 4.4.4 wurde gezeigt, daß die verschiedenen Varianten des genetischen Algorithmus 
nicht nur von dem PDZ-Verfahren abhängen, mit dem die Ausgangspopulation erzeugt wird, 
sondern auch von den beiden Verfahrensparametern Populationsgröße und Erzeugungsgrad, 
sowie von der Populationsstruktur, rein oder gemischt, und der Entwicklungsstruktur, ge-
meinsam oder getrennt. Im folgenden werden diejenigen Varianten des genetischen Algorith-
mus, die von der Populations- oder von der Entwicklungsstruktur abhängig sind, als Verfah-
rensvarianten (VV), und diejenigen, die von den Ausprägungen der Verfahrensparameter 
abhängen, als Parametervarianten (PV) des genetischen Algorithmus bezeichnet. Die Festle-
gung bezüglich der zur Erzeugung der Ausgangspopulation heranzuziehende Prioritätsregel-
Losgrößenmodus-Kombination erfolgt gemäß der Ergebnisse der PDZ-Verfahren.  
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Den folgenden Tabellen 5.8 und 5.9 sind die zu untersuchenden Kombinationen der Verfah-
rens- und der Parametervarianten zu entnehmen.  
 
Populationsstruktur Entwicklungsstruktur Bezeichnung der Ver-
fahrensvariante gemischt rein getrennt gemeinsam 
gemK
ABGA
,   x  x 
getrK
ABGA
,   x x  
gemK
BABAGA
,
,,  x   x 
getrK
BABAGA
,
,,  x  x  
Tabelle 5.8: Verfahrensvarianten des genetischen Algorithmus 
 
 
Nummer der 
Parametervariante 
Populationsgröße Erzeugungsgrad 
1 100 0,25 
2 100 0,5 
3 100 0,75 
4 200 0,25 
5 200 0,5 
6 200 0,75 
7 400 0,25 
8 400 0,5 
9 400 0,75 
10 600 0,25 
11 600 0,5 
12 600 0,75 
Tabelle 5.9: Parametervarianten des genetischen Algorithmus 
 
 
 
5.2.2 Ergebnisse und Bewertung der GA-Verfahren 
 
Für die Untersuchung der zuvor in Kapitel 5.2.1 differenzierten Verfahrensvarianten 
gemK
ABGA
, , getrKABGA
, , gemK BABAGA
,
,,  und  
getrK
BABAGA
,
,,  wurden für jede der 12 Parametervarianten 
jeweils 10 Probleminstanzen erzeugt. Die Bewertung der GA-Verfahren bezieht sich auf das 
mit dem betrachteten Verfahren in jeder der 10 erzeugten Probleminstanzen hinsichtlich des 
Zielfunktionswertes beste gefundene Individuum der jeweiligen Population.  
 
In den Feldern der folgenden Tabelle 5.10 stehen für jede Verfahrensvariante (Zeilen) mit 
jeder Parametervariante (Spalten) untereinander die Mittelwerte der Zielfunktionswerte [GE] 
aus den 10 erzeugten Probleminstanzen, der jeweils beste und schlechteste ermittelte Ziel-
funktionswert [GE], sowie das Streuungsmaß (in %) – bei analoger Definition des Streuungs-
maßes zu der Definition im Rahmen der Analyse der PDZ-Verfahren – über die 10 Testläufe.  
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VV / PV Von den 10 
Testläufen 
1 2 3 4 5 6 7 8 9 10 11 12 Bester 
Wert 
mit PV:  
gemK
ABGA
,
 
Mittelwert 
Best. Wert  
Schlecht. Wert  
Streuungsmaß  
67310,4 
60192 
72102 
6,69% 
66937,9 
59844 
73996 
7,35% 
66778 
59541 
73151 
6,78% 
66395,5 
59635 
72900 
6,84% 
65825,1 
59032 
72214 
7,05% 
65426,25 
58561 
72598 
7,92% 
66060,56 
59447 
73115 
7,35% 
66061,1 
59010 
72796 
7,36% 
67586,8 
59962 
73696 
6,97% 
66745,9 
60729 
72388 
7,06% 
68735,5 
62559 
74346 
5,76% 
68446 
62128 
73807 
5,70% 
6 
6 
1 
12 
getrK
ABGA
,
 
Mittelwert 
Best. Wert  
Schlecht. Wert  
Streuungsmaß  
66595,5 
60009 
71749 
6,39% 
66050,7 
59797 
71558 
6,52% 
66309,9 
59625 
72965 
6,66% 
65776 
59750 
70843 
6,32% 
65544,2 
58728 
70268 
6,53% 
65302 
59101 
69896 
6,36% 
68063,4 
61381 
73614 
6,30% 
68183,6 
62362 
73943 
6,06% 
68422,5 
62559 
73427 
5,93% 
68221,9 
61908 
73638 
6,07% 
68337,5 
62503 
73908 
5,82% 
68509,5 
62559 
73637 
5,58% 
6 
5 
6 
12 
gemK
BABAGA
,
,,
 
Mittelwert 
Best. Wert  
Schlecht. Wert  
Streuungsmaß  
70985,8 
62485 
98616 
14,14% 
70224,4 
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62798 
74015 
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74426 
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74426 
5,70% 
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74145 
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63046 
73384 
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73370 
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6 
6 
4 
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Tabelle 5.10:  Ergebnistabelle der GA-Verfahren  
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Einfluß der Verfahrens- und der Parametervariante auf die Zielfunktionswerte  
 
Populationsstruktur: 
Die Verfahrensvarianten mit reiner Populationsstruktur, die von einer nur mit dem Verfahren 
K
ABPDZ  erzeugten Ausgangspopulation ausgehen, sind den Verfahren mit gemischter Popu-
lationsstruktur, die von einer je zu einem Drittel mit dem Losgrößenmodus A, B und AB in 
Kombination mit der Prioritätsregel KOSTZEIT erzeugten Ausgangspopulation ausgehen, 
jeweils im Vergleich zu den Verfahren mit identischer Entwicklungsstruktur in Hinblick auf 
die durchschnittlichen Zielfunktionswerte überlegen (siehe auch im folgenden Abbildung 
5.14). Zwar liefert das Verfahren gemK BABAGA
,
,,  in Kombination mit der Parametervariante 9 den 
besten durchschnittlichen Zielfunktionswert; bezüglich des Aussagevermögens über die 
Qualität der Verfahrensvariante gemK BABAGA
,
,,  besitzt dieser Aspekt jedoch insofern nur eine re-
lativ geringe Bedeutung, als die Parametervarianten nicht mit den durch verschiedene Aus-
prägungen der Problemparameter abgegrenzten Testfeldern im Rahmen der Untersuchung der 
PDZ-Verfahren vergleichbar, sondern vielmehr selbst Untersuchungsgegenstand bezüglich 
der Vorteilhaftigkeit bestimmter Ausprägungen sind.  
 
 
Entwicklungsstruktur: 
Die Vorteilhaftigkeit einer bestimmten Entwicklungsstruktur ist stark von der Parametervari-
ante abhängig. In Kombination mit den Parametervarianten 1-6 sind die Verfahren mit ge-
trennter Entwicklungsstruktur denen mit gemeinsamer – jeweils im Vergleich zu den Verfah-
ren mit identischer Populationsstruktur – überlegen. Relativ ähnlich verändert sich die Vor-
teilhaftigkeit zu Gunsten der Verfahren mit gemeinsamer Entwicklungsstruktur ab der Para-
metervariante 7 und dann wiederum zu Gunsten der Verfahren mit getrennter Entwicklung ab 
der Parametervariante 11 (in Kombination mit der Parametervariante 12 liefern die Verfahren 
mit getrennter und mit gemeinsamer Entwicklung bei reiner Populationsstruktur annähernd 
gleiche Ergebnisse).  
 
Der Wechsel zwischen Parametervariante 6 und Parametervariante 7 ist darauf zurückzufüh-
ren, daß in den Verfahren mit getrennter Entwicklung die zur Verfügung stehende Rechenzeit 
von 30 Minuten auf vier getrennte Entwicklungen (Dreiteilung der Ausgangspopulation und 
Zusammenführung der besten Individuen zur Endentwicklung) aufgeteilt werden muß. Auf-
grund des Anstiegs der Populationsgröße von 200 in Parametervariante 6 auf 400 Individuen 
in Parametervariante 7 können nur wenige Generationen in den kurzen Zeiträumen erzeugt 
und somit nur geringfügige Verbesserungen erzielt werden. Dieser Nachteil der Verfahren mit 
getrennter Entwicklung gegenüber den Verfahren mit gemeinsamer Entwicklung relativiert 
sich erst in den letzten beiden Parametervarianten mit einer Populationsgröße von 600 Indivi-
duen und einem Erzeugungsgrad von 0,5 in der Parametervariante 11 bzw. 0,75 in der Para-
metervariante 12.  
 
 
Populationsgröße und Erzeugungsgrad: 
Der Einfluß der Populationsgröße auf die Qualität der Verfahren ist ganz erheblich. So ist die 
unter “Entwicklungsstruktur“ angesprochene Angleichung der Qualität der Verfahren in 
Kombination mit den Parametervarianten 11 und 12 darauf zurückzuführen, daß bei einer so 
großen Population in Kombination mit hohen Erzeugungsgraden auch die Verfahren mit ge-
meinsamer Entwicklung in der vorgegebenen Rechenzeit nicht mehr so viele Generationen 
erzeugen und somit Verbesserungen realisieren können. Alle vier Verfahrensvarianten erzie-
len mit der Parametervariante 6 ihr bestes Ergebnis bezüglich des durchschnittlichen 
Zielfunktionswertes und mit Ausnahme des Verfahrens getrKABGA
,  auch hinsichtlich des besten 
Zielfunktionswertes. Darüber hinaus läßt sich feststellen, daß die Populationsgröße von 200 
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Individuen den anderen Populationsgrößen überlegen ist, da mit der Parametervariante 4, 5, 
und 6, d. h. Populationsgröße 200 in Kombination mit den verschiedenen Erzeugungsgraden, 
über die vier Verfahrensvarianten durchschnittlich die drei besten Ergebnisse sowohl in Hin-
blick auf die mittleren- als auch auf die niedrigsten und die höchsten Zielfunktionswerte er-
zielt werden (siehe Abbildung 5.17). Im Durchschnitt beträgt die prozentuale Überlegenheit 
der Populationsgröße 200 c. p. maximal 3,46% bei den Mittelwerten der Zielfunktionswerte, 
9,66% bei den höchsten und 4,58% bei den niedrigsten Zielfunktionswerten.  
 
Über die Vorteilhaftigkeit einer bestimmten Ausprägung des Erzeugungsgrades läßt sich c. p., 
d. h. hier verfahrens- und populationsgrößenunabhängig, keine so eindeutige Aussage treffen. 
Tendenziell wirkt sich bei den Populationsgrößen von 100 und 200 Individuen ein hoher und 
bei Populationsgrößen von 400 und 600 Individuen ein geringerer Erzeugungsgrad vorteilhaft 
auf die Güte der Zielfunktionswerte aus. Da der über die vier GA-Verfahren und die vier Po-
pulationsgrößen durchschnittliche Einfluß des Erzeugungsgrades c. p. mit einem maximalen 
Unterschied zwischen den verschiedenen Ausprägungen von 0,09% bei den Zielfunktionsmit-
telwerten, 0,32% bei den schlechtesten und 0,31% bei den besten Zielfunktionswerten 
vernachlässigbar gering ist, wird auf eine weitere Analyse verzichtet.   
  
 
Streuungsmaß und Worst-Case-Abweichung 
 
In Kombination mit allen Parametervarianten weist jeweils mindestens eine der beiden Ver-
fahrensvarianten mit getrennter Entwicklungsstruktur ein niedrigeres Streuungsmaß auf als 
die Verfahrensvarianten mit gemeinsamer Entwicklungsstruktur (siehe Abbildung 5.16). Mit 
Ausnahme der Verfahrensvariante gemK BABAGA
,
,,  liegen die Streuungsmaße der Verfahren mit 
kleiner und mit großer Populationsgröße tendenziell näher zusammen als bei den Parameter-
varianten mit mittelgroßen Populationsgrößen, wobei das durchschnittliche Streuungsmaß 
und die durchschnittliche Worst-Case-Abweichung über die vier Verfahrensvarianten mit 
steigender Populationsgröße abnehmen (siehe Abbildung 5.18). Die höheren Werte des 
durchschnittlichen Streuungsmaßes und insbesondere der durchschnittlichen Worst-Case-
Abweichung in den ersten drei Parametervarianten sind auf negative Ausreißer des Verfah-
rens gemK BABAGA
,
,,  zurückzuführen. Insgesamt ist eine verläßliche Aussage bezüglich des Streu-
ungsmaßes und der Worst-Case-Abweichung erst bei einer größeren Anzahl zu Grunde ge-
legter Probleminstanzen möglich.  
 
 
Graphische Darstellung der Ergebnisse 
 
Zusammenfassend veranschaulichen die folgenden Abbildungen 5.14 – 5.19 die Ergebnisse. 
Abbildung 5.14 zeigt die Mittelwerte der entscheidungsrelevanten Kosten der vier 
Verfahrensvarianten in Kombination mit den 12 Parametervarianten. Abbildung 5.15 sind die 
Abweichungen der durchschnittlichen Zielfunktionswerte jeder Verfahrensvariante von dem 
jeweils besten erzielten Zielfunktionsmittelwert in Kombination mit der betrachteten 
Parametervariante und Abbildung 5.16 ist für jede Verfahrensvariante das Streuungsmaß der 
Zielfunktionswerte in Abhängigkeit von der Parametervariante zu entnehmen. Die Abbildun-
gen 5.17 und 5.18 zeigen Durchschnittswerte über die vier Verfahrensvarianten. In Abbildung 
5.17 wird deutlich, daß im Durchschnitt mit der Parametervariante 6 die besten Ergebnisse 
erzielt werden, und in Abbildung 5.18 ist erkennbar, daß neben dem durchschnittlichen Streu-
ungsmaß auch die durchschnittliche Worst-Case-Abweichung mit steigender Populations-
größe abnimmt. Die eindeutige Vorteilhaftigkeit der Populationsgröße von 200 Individuen 
geht aus Abbildung 5.19 hervor, welche die durchschnittlichen Zielfunktionswerte über die 
vier Verfahrensvarianten und die jeweils drei Erzeugungsgrade je Populationsgröße zeigt. 
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Abbildung 5.14: Durchschnittliche mit den Verfahrensvarianten ermittelte Zielfunktionswerte in Abhängigkeit von der 
Parametervariante 
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Abbildung 5.15: Abweichungen der mit den Verfahrensvarianten ermittelten durchschnittlichen Zielfunktionswerte von dem Mittelwert 
der Zielfunktionswerte der jeweils besten Verfahrensvariante in Abhängigkeit von der Parametervariante 
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Abbildung 5.16: Streuungsmaß der mit den Verfahrensvarianten ermittelten Zielfunktionswerte in Abhängigkeit von der  
Parametervariante 
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Abbildung 5.17: Über die vier Verfahrensvarianten durchschnittlich höchster, niedrigster und mittlerer Zielfunktionswert in Abhängigkeit   
von der Parametervariante 
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Abbildung 5.18: Über die vier Verfahrensvarianten durchschnittliches Streuungsmaß und durchschnittliche Worst-Case-Abweichung  
der Zielfunktionswerte in Abhängigkeit von der Parametervariante  
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Abbildung 5.19: Über die vier Verfahrensvarianten und die drei Erzeugungsgrade durchschnittliche Zielfunktionswerte in Abhängigkeit 
von der Populationsgröße 
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Schlußfolgerung 
 
Im Rahmen der in dem Rechenexperiment vorgegebenen zeitlichen Begrenzung von 30 Mi-
nuten kann die Aussage getroffen werden, daß das GA-Verfahren zu empfehlen ist, welches 
die Verfahrensvariante mit reiner Populationsstruktur und getrennter Entwicklungsstruktur 
(Verfahrensvariante getrKABGA
, ) mit der Parametervariante, die eine Populationsgröße von 200 
Individuen mit einem Erzeugungsgrad von 0,75 (Parametervariante 6) kombiniert, da hin-
sichtlich der Zielfunktionswerte die besten Ergebnisse erzeugt werden und von allen vier Ver-
fahrensvarianten die Verfahrensvariante getrKABGA
,  in Kombination mit Parametervariante 6 
das niedrigste Streuungsmaß aufweist.  
 
 
5.2.3 Evolution im genetischen Algorithmus 
 
Die Evolution oder auch der Evolutionsverlauf oder Evolutionsprozeß beschreibt die Ent-
wicklung der gefundenen Lösungen im Generationsverlauf. Für den entwickelten genetischen 
Algorithmus wird die Evolution anhand von Beispielen dargestellt. 
  
 
Exemplarisch untersuchte Evolution 
 
Aus den zuvor in Kapitel 5.2.2 beschriebenen Testläufen wird exemplarisch der Evoluti-
onsverlauf über 133 Generationen bei Anwendung der Verfahrensvariante gemKABGA
,  in Kom-
bination mit den Parametervarianten 3 und 6 betrachtet.  
 
Mit der Parametervariante 3 (Populationsgröße 100, Erzeugungsrad 0,75) konnte der über die 
10 Testläufe gebildete Mittelwert der Zielfunktionswerte gegenüber der durchschnittlich mit 
dem besten PDZ-Verfahren gefundenen Lösung um 7,68%, und mit der Parametervariante 6 
(Populationsgröße 200, Erzeugungsgrad 0,75) um 5,56% verbessert werden. Das relativ zu 
der Kombination mit Parametervariante 6 größere Verbesserungspotential in Kombination mit 
der Parametervariante 3 ist darauf zurückzuführen, daß der mit dem PDZ-Verfahren gefun-
dene Zielfunktionswert bei der Erzeugung einer Ausgangspopulation von 200 Individuen (Pa-
rametervariante 6) bereits besser ist (siehe Abbildung 5.20).  
 
Zur Berechnung des durchschnittlichen Niveaus der Fitness in der Population, im folgenden 
auch als Populationsniveau bezeichnet,  wird von jedem Individuum der relative Anteil seiner 
Fitness an der besten in der betrachteten Population vorkommenden Fitness berechnet, und 
anschließend der Mittelwert über alle Anteile gebildet. Das Populationsniveau steigert sich 
bei der Parametervariante 3 von 65,7% und bei der Parametervariante 6 von 70,2% im Ver-
lauf von bis zu 30 Generationen auf jeweils 99,4%. Im weiteren Evolutionsverlauf kann das 
Niveau bis zur Generation 82 nur noch ganz leicht auf  99,5% gesteigert werden. Bei beiden 
Parametervarianten treten nach den ersten 30 Generationen auch hinsichtlich der besten 
gefundenen Lösungen keine wesentlichen Verbesserungen mehr auf (siehe Abbildung 5.21). 
 
Die Mutationsrate fängt bei Parametervariante 3 mit 0,46 und bei Parametervariante 6 bei 
0,52 an. Sie erreicht in beiden Fällen in Generation 25 den niedrigsten Wert (PV 3: 0,10 und 
PV 6: 0,11) und pendelt im weiteren Verlauf zwischen 0,11 und 0,13 (siehe Abbildung 5.22). 
 
Auf die Darstellung des Evolutionsverlaufs in den übrigen 46 Kombinationen der Verfahrens-
/Parametervarianten wird verzichtet, da die grundsätzlichen Entwicklungstendenzen überall 
gleich sind, mit der Einschränkung, daß die Evolution aufgrund des zeitlichen Abbruchkrite-
riums insbesondere bei Anwendung der Verfahren mit getrennter Entwicklung und/oder in 
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den Parametervarianten mit hoher Populationsgröße und hohem Erzeugungsgrad nicht so weit 
fortschreiten kann, wie in den übrigen GA-Verfahren.  
 
Bei ausreichend zur Verfügung stehender Zeit kann mit steigender Populationsgröße zusätzli-
ches Potential zur Verbesserung der Zielfunktionswerte ausgeschöpft werden, obwohl bei 
einer großen Individuenanzahl bereits die Zielfunktionswerte in der erzeugten Ausgangspo-
pulation besser sind. Exemplarisch wurde in den Testfeldern 4 und 8 die Entwicklung des 
genetischen Algorithmus bei Anwendung der Verfahrensvariante gemKABGA
,  in Kombination 
mit sieben verschiedenen Populationsgrößen zwischen 60 und 600 Individuen, jeweils bei 
einem Erzeugungsgrad von 0,5, über 100 Generationen untersucht. Bei der hohen Popula-
tionsgröße von 600 Individuen konnte der Mittelwert der Zielfunktionswerte im Verlauf des 
Evolutionsprozesses in Testfeld 8 noch um 4,7% und in Testfeld 4 um 3,5% verbessert wer-
den (siehe Abbildungen 5.23 und 5.24).   
 
 
Graphische Darstellung  
 
Zusammenfassend zeigen die folgenden Abbildungen 5.20 bis 5.22 den Evolutionsverlauf bei 
Anwendung der Verfahrensvariante gemKABGA
,  in Kombination mit den Parametervarianten 3 
und 6. Abbildung 5.20 zeigt die Entwicklung der durchschnittlichen Zielfunktionswerte über 
die 10 Testläufe, Abbildung 5.21 die Entwicklung des durchschnittlichen Populationsniveaus 
und Abbildung 5.22 die Entwicklung der impliziten Mutationsrate. In den Abbildungen 5.23 
(für Testfeld 8) und 5.24 (für Testfeld 4) wird die Entwicklung der durchschnittlichen Ziel-
funktionswerte im Verlauf von 100 Generationen bei Anwendung der Verfahrensvariante 
gemK
ABGA
,  in Kombination mit den 7 verschiedenen Populationsgrößen zwischen 60 und 600 
Individuen dargestellt. Die Angaben nach dem Bindestrich entsprechen jeweils der Größe der 
Kindgeneration bei dem gewählten  Erzeugungsgrad von 0,5.  
 
 
Schlußfolgerung2 
 
Die wesentlichen, von dem Einsatz der genetischen Operatoren erwarteten Entwicklungen im 
Generationsverlauf sind zum einen das Auffinden immer besserer Lösungen und zum anderen 
die Verbesserung des Populationsniveaus. Die Untersuchung im Evolutionsprozeß zeigt, daß 
der in dieser Arbeit vorgestellte genetische Algorithmus diese Erwartungen erfüllt. 
 
Die implizite Mutationsrate verhält sich mit anfangs relativ hohen, im Generationsverlauf bis 
auf ca. 0,1 abnehmenden und dann tendenziell auf diesem Niveau pendelnden Werten in für 
die Funktionsfähigkeit des genetischen Algorithmus gewünschter Form. Auch bei sehr großen 
Ausgangspopulationen und folglich einer großen Anzahl bereits guter, mit dem PDZ-
Verfahren erzeugter Ausgangslösungen kann die Qualität der Lösungen durch die 
Anwendung der genetischen Operatoren noch gesteigert werden.  
 
 
 
                                               
2 Die Schlußfolgerung wird aus Gründen der Übersichtlichkeit den Abbildungen vorangestellt.  
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Abbildung 5.20:  Entwicklung der durchschnittlichen Zielfunktionswerte bei Anwendung der Verfahrensvariante gemKABGA
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Abbildung 5.21:  Entwicklung des durchschnittlichen Niveaus der Fitness in der Population bei Anwendung der Verfahrensvariante gemKABGA
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Abbildung 5.22:  Entwicklung der durchschnittlichen Mutationsrate bei Anwendung der Verfahrensvariante gemKABGA
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Abbildung 5.23:  Entwicklung der durchschnittlichen Zielfunktionswerte bei verschiedenen Populationsgrößen (Testfeld 8)
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Abbildung 5.24:  Entwicklung der durchschnittlichen Zielfunktionswerte bei verschiedenen Populationsgrößen (Testfeld 4) 
107.000
107.500
108.000
108.500
109.000
109.500
110.000
110.500
111.000
111.500
112.000
112.500
113.000
113.500
1 5 9 13 17 21 25 29 33 37 41 45 49 53 57 61 65 69 73 77 81 85 89 93 97
Generation
du
rc
hs
ch
ni
ttl
ic
he
r Z
ie
lfu
nk
tio
ns
w
er
t
60-30
100-50
120-60
180-90
200-100
400-200
600-300
Kapitel 6: Zusammenfassung 177 
Kapitel 6  
Zusammenfassung 
 
 
 
 
 
In dieser Arbeit wurde das Produktionsablaufplanungsproblem der simultanen Losgrößen- und 
Reihenfolgebestimmung für getaktete Mehrproduktfließlinien bei kurzfristigem Planungszeit-
raum, auftragsbezogener Nachfragestruktur und kostenorientierter Zielsetzung betrachtet. Das 
als Variables-Los-Sequenz-Problem (VLSP) bezeichnete Planungsproblem sowie das dem 
VLSP zu Grunde liegende Produktionssystem wurden in Kapitel 2 zunächst beschrieben und 
charakterisiert. Anschließend wurden verschiedene Produktionssituationen der Fließbandferti-
gung hinsichtlich mehrerer Differenzierungsmerkmale, wie die Art der Beförderung (kontinu-
ierlich oder intermittierend) oder die Beschaffenheit der relativen räumlichen Stationsgrenzen 
(starr oder flexibel), analysiert und gezeigt, wie sich die bei den Produktloswechseln anfallen-
den asymmetrischen Loswechselzeiten und -kosten in den verschiedenen Produktionssituatio-
nen berechnen. Hierbei wurde zum einen deutlich, daß in die Berechnung der Loswechselzeiten 
sowohl die durch Werkzeugwechsel etc. verursachten Umrüstzeiten in den Bearbeitungsstatio-
nen, als auch eventuelle Taktzeitunterschiede aufeinanderfolgender Produktarten eingehen. 
Zum anderen wurde gezeigt, daß die Loswechselkosten zwar in funktionaler Abhängigkeit, 
aufgrund der im Regelfall unterschiedlichen Stationslohnsätze in Summe über alle Bearbei-
tungsstationen jedoch nicht in (streng) monotoner Abhängigkeit zu den zeitlichen Bezugsba-
sen, den Umrüstzeiten, stehen.  
 
In Kapitel 3 wurde das  VLSP formal beschrieben. Es wurden zwei Modellansätze vorgestellt. 
Das als Spezialfall des VLSP bezeichnete VLSPS bildet denjenigen Fall ab, bei welchem jeder 
externe Kundenauftrag genau einmal aufgelegt wird und die Fertigungslose durch Gruppierung 
externer Aufträge derselben Produktart gebildet werden. Das als allgemeiner Fall des VLSP 
bezeichnete VLSPA bildet denjenigen Fall ab, bei welchem die in ein Fertigungslos zusammen-
zufassenden Mengeneinheiten einer Produktart nicht an die Gruppierung der externen Auf-
tragsmengen gebunden sind, sondern jeder externe Auftrag in beliebig vielen Teilaufträgen 
gefertigt werden kann. Es wurde gezeigt, daß das VLSPS und das VLSPA gegenseitig inein-
ander überführbar sind. 
 
Zur Lösung des VLSP wurde ein problemspezifischer genetischer Algorithmus in verschiede-
nen Varianten entwickelt. Die Ausgangspopulation des genetischen Algorithmus wurde mit 
einem aufwendigen stochastischen Konstruktionsverfahren erzeugt. Das als PDZ bezeichnete 
Konstruktionsverfahren kombiniert Prioriätsregeln, Dekomposition und Zufallselemente, wobei 
sowohl zur Reihenfolge- als auch zur Losgrößenbestimmung jeweils verschiedene Möglich-
keiten zur Verfügung stehen. Die verschiedenen Varianten des PDZ-Verfahrens wurden expe-
rimentell in 16 Testfeldern à 30 Probleminstanzen analysiert und die beste Kombination aus 
Reihenfolge- und Losgrößenbestimmungmodus zur Erzeugung der Ausgangspopulation heran-
gezogen. Die Ergebnisse haben deutlich die Überlegenheit der sich an den Umrüst- und Lage-
rungskosten orientierenden, die Aufträge gruppierenden, als KABPDZ  bezeichneten 
Verfahrensvariante aufgezeigt. Die als Zufallsverfahren bezeichnete Variante ZufDPDZ erzeugt 
im Durchschnitt hinsichtlich der Zielfunktionswerte um 80% bis 160% schlechtere Lösungen 
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als das KABPDZ . Der sich an die Erzeugung der Ausgangspopulation anschließende, als AGO 
bezeichnete Algorithmus der genetischen Operatoren beinhaltet neben der Selektion einen spe-
ziell für die betrachtete Problemstruktur entwickelten, als CW-ABC bezeichneten Kreuzungs-
operator. Der CW-ABC ist ein Kreuzungsoperator, der die Belegungsentscheidungen in dem 
jeweils zu erzeugenden Kind-Vektor anhand der Häufigkeit bestimmter Kantenbeziehungen in 
den - zur Erzeugung eines Kindes - vier beteiligten Elternteilen und anhand der durch die Bele-
gung verursachten Lagerungskosten trifft. Auf die Anwendung eines Mutationsoperators 
wurde aufgrund der durch den Kreuzungsoperator induzierten hohen impliziten Mutation ver-
zichtet.  
 
Der sich aus PDZ und AGO zusammensetzende genetische Algorithmus wurde zum einen hin-
sichtlich verschiedener Ausprägungen der Verfahrensparameter (Populationsgröße, Erzeu-
gungsgrad) und zum anderen hinsichtlich verschiedener Gestaltungsformen der Populations-
struktur (rein, gemischt) sowie der Entwicklungsstruktur (gemeinsam, getrennt) untersucht. 
Für die auf 30 Minuten begrenzte Laufzeit hat sich diejenige Variante des genetischen Algo-
rithmus als beste herausgestellt, welche eine Populationsgröße von 200 Individuen und einen 
Erzeugungsgrad von 0,75 mit einer reinen Populationsstruktur und einer getrennten Entwick-
lungsstruktur kombiniert. Exemplarisch wurde gezeigt, daß durch die Anwendung des AGO 
die mit dem besten PDZ-Verfahren erzeugten Lösungen noch um bis zu 8% verbessert werden 
konnten, und daß im Evolutionsprozeß das durchschnittliche Niveau der Fitnesswerte in der 
Population auf bis zu 99,5% steigt, sowie die implizite Mutationsrate von ca. 0,5 auf ca. 0,12 
sinkt. Die an den genetischen Algorithmus gestellten Anforderungen, ausgehend von einem - 
relativ zu den mit dem Zufallsverfahren gefundenen Lösungen - Pool guter Ausgangslösungen 
durch den Einsatz der genetischen Operatoren die Fitness in der Population bei anfangs relativ 
hoher und im Laufe des Evolutionsprozesses abnehmender Mutationsrate nachhaltig zu verbes-
sern, wurden somit erfüllt.  
 
 
Aufbauend auf den Ergebnissen der eindeutigen Überlegenheit derjenigen Verfahrensvariante, 
welche eine Integration der Loswechsel- und Lagerkosten vornimmt, wäre es weiterführend 
interessant, die Möglichkeiten der variablen Losgrößenfestlegung mit modifizierten oder wei-
teren Algorithmen und auch für strenger kapazitierte Probleme zu untersuchen. Darüber hinaus 
bieten die in vorliegender Arbeit beschriebenen Berechnungen der Loswechselzeiten für das 
betrachtete Produktionssystem der getakteten Fließlinienfertigung eine gute Grundlage für eine 
integrierte Behandlung des Leistungsabstimmungs- und Reihenfolgeproblems. Neben der Be-
antwortung der Fragen „In welchen Teilmengen werden die Produkte gefertigt?“ und „Wann 
werden die Produkte gefertigt?“ wird bei einer Integration des Leistungsabstimmungsproblems 
in das Losgrößen- und Reihenfolgeproblem auch die Frage „Wie werden die vorhandenen Po-
tentialfaktoren konkret eingesetzt?“ erst durch die Lösung des Problems beantwortet, und die 
Lösung dieses Teilproblems nicht als gegeben vorausgesetzt. Werden die Loswechselzeiten 
und –kosten, wie in vorliegender Arbeit, ausgehend von einer bereits abgestimmten Linie er-
mittelt, besteht eine funktionale Abhängigkeit der Loswechselzeiten von den aus der abge-
stimmten Linie hervorgehenden Parametern (Anzahl und Länge der Stationen, produktartenin-
dividuelle Auflegeintervalle). Sollte eine Integration der Losgrößen- und Reihenfolgeplanung in 
den Leistungsabstimmungsprozeß vorgenommen werden, müßte diese einseitige Abhängigkeit 
aufgehoben werden. 
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Anhang  
 
 
 
 
I Beispiel: Minimierung reihenfolgeabhängiger Umrüstzeiten 
versus  
Minimierung reihenfolgeabhängiger Umrüstkosten  
 
 
In diesem Beispiel wird gezeigt, daß auch bei einem proportionalen Verhältnis der Umrüst-
kosten in einer jeden Station zu der zeitlichen Basis, das heißt der Umrüstzeit, in der betrach-
teten Station, bei unterschiedlichen Stationslohnsätzen zwischen der Summe der reihenfolge-
abhängigen Umrüstkosten (Summe der Arbeitskosten der Umrüstungen über alle Stationen 
der betrachteten Fließlinie) und den zeitlichen Bezugsbasen (Summe der reihenfolgeabhängi-
gen Umrüstzeiten über alle Stationen) zwar eine funktionale, nicht aber eine (streng) mono-
tone Abhängigkeit und damit auch kein proportionales Verhältnis besteht, und daß somit die 
Zielsetzungen „Minimierung der Umrüstzeiten“ und Minimierung der Umrüstkosten“ zu un-
terschiedlichen Ablaufplänen führen können.  
 
Betrachtet wird eine Fließlinie mit zwei Bearbeitungsstationen, M=2, in denen drei Produkt-
arten gefertigt werden sollen, I=4, wobei die fiktive Produktart 0 den neutralen Maschinenzu-
stand vor Einrüstung und nach Ausrüstung der Fließlinie beschreibt. Es wird angenommen, 
daß die Taktzeiten der betrachteten Produktarten gleich sind und das Fließband jeweils vor 
Beginn der Umrüstungen leer ist. In jeder Bearbeitungsstation kann eine bestimmte Menge an 
Verrichtungen, mV , durchgeführt werden, von denen für jede Produktart i eine Teilmenge, 
m
iA , ausgeführt werden muß. Für jede in Station m ausführbare Verrichtung v sind die 
zugehörigen Auf-, mtvˆ  [ZE], und Abrüstzeiten, 
mtv  [ZE], gegeben.  
 
Gegeben sind die folgenden Mengen an Verrichtungen mV : }3,2,1{1 =V , }8,7,6,5,4{2 =V , 
sowie die Verrichtungszuordnungen miA  für die 4 Produktarten: 
 
i m=1 m =2 
0 - - 
1 1, 2 4, 5 
2 2, 3 6, 7 
3 3 5, 8 
 
 
Beschreibt das Element +vv  die Aufrüstung auf die Verrichtung v und das Element 
-
vv  die 
Abrüstung von der Verrichtung v, dann ergeben sich für jeden möglichen paarweisen Pro-
duktartenwechsel die folgenden Mengen der Verrichtungsauf- und -abrüstungen in Station 
m=1: 
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i j=0 j =1 j =2 j =3 
0 - { }++ 2,1 vv  { }++ 3,2 vv  { }+3v  
1 { }-- 2,1 vv  - { }+- 3,1 vv  { }+-- 3,2,1 vvv  
2 { }-- 3,2 vv  { }+- 1,3 vv  - { }-2v  
3 { }-3v  { }++- 2,1,3 vvv  { }+2v  - 
 
Da die Anordnungspositionen für die Produktart 0 vorgegeben sind, bestehen sechs (3!) Mög-
lichkeiten, die übrigen drei Produktarten anzuordnen. Die Menge ( )
m
jihV 0,,,,0  beschreibt je-
weils die Vereinigungsmenge der für die verschiedenen Anordnungen der Produktarten h, i, 
und j notwendigen Elemente +vv  und 
-
vv  in Station m. Da die einzelnen Elemente mehrfach 
vorkommen können, handelt es sich bei der Menge ( )
m
jihV 0,,,,0  um eine Multimenge.
1 Für die 
sechs möglichen Reihenfolgen ergeben sich die folgenden Multimengen der notwendigen 
Verrichtungswechsel ( )
m
jihV 0,,,,0  gemäß: 
  
( )
1
0,3,2,1,0V ={ }++ 2,1 vv È { }+- 3,1 vv  È { }-2v  È { }-3v  
( )
1
0,2,3,1,0V ={ }++ 2,1 vv È { }+-- 3,2,1 vvv  È { }+2v  È { }-- 3,2 vv  
( )
1
0,3,1,2,0V ={ }++ 3,2 vv È { }+- 1,3 vv  È { }+-- 3,2,1 vvv  È { }-3v  
( )
1
0,1,3,2,0V ={ }++ 3,2 vv È { }-2v  È { }++- 2,1,3 vvv  È { }-- 2,1 vv  
( )
1
0,2,1,3,0V ={ }+3v  È { }++- 2,1,3 vvv  È { }+- 3,1 vv  È { }-- 3,2 vv  
( )
1
0,1,2,3,0V ={ }+3v  È { }+2v  È { }+- 1,3 vv  È { }-- 2,1 vv  
 
 
Aus der Auflistung der einzelnen Elemente läßt sich leicht erkennen, daß die Multimenge der 
notwendigen Verrichtungswechsel für jede Reihenfolge identisch mit der entsprechenden 
Multimenge ihrer Spiegelreihenfolge ist, d.h.: 
 
( )
1
0,3,2,1,0V  = ( )
1
0,1,2,3,0V  
( )
1
0,2,3,1,0V  = ( )
1
0,1,3,2,0V  
( )
1
0,3,1,2,0V  = ( )
1
0,2,1,3,0V  
 
Diese Eigenschaft ist unabhängig davon gegeben, ob die zu Grunde liegenden Auf- und Ab-
rüstzeiten der Verrichtungen symmetrisch oder asymmetrisch sind.  
                                               
1 Multimengen können ein bestimmtes Element mehrfach enthalten. Siehe ausführliche Erläuterung in Abschnitt 
4.4.3.1 dieser Arbeit. 
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In Station m=2 ergeben sich für jeden möglichen paarweisen Produktartenwechsel die folgen-
den Elemente der Verrichtungsauf- und -abrüstungen: 
 
i j=0 j =1 j =2 j =3 
0 - { }++ 5,4 vv  { }++ 7,6 vv  { }++ 8,5 vv  
1 { }-- 5,4 vv  - { }++-- 7,6,5,4 vvvv  { }+- 8,4 vv  
2 { }-- 7,6 vv  { }++-- 5,4,7,6 vvvv  - { }++-- 8,5,7,6 vvvv  
3 { }-- 8,5 vv  { }+- 4,8 vv  { }++-- 7,6,8,5 vvvv  - 
 
Hieraus ergeben sich folgende Multimengen ( )
m
jihV 0,,,,0 : 
 
( )
2
0,3,2,1,0V ={ }++ 5,4 vv È { }++-- 7,6,5,4 vvvv  È { }++-- 8,5,7,6 vvvv  È { }-- 8,5 vv  
( )
2
0,2,3,1,0V ={ }++ 5,4 vv È { }+- 8,4 vv   È { }++-- 7,6,8,5 vvvv  È { }-- 7,6 vv  
( )
2
0,3,1,2,0V ={ }++ 7,6 vv È { }++-- 5,4,7,6 vvvv  È { }+- 8,4 vv  È { }-- 8,5 vv  
 
 
Da sich die Mengen der notwendigen Verrichtungswechsel nur jeweils in bestimmten Ele-
menten unterscheiden, müssen auch nur diese zur Bestimmung der die Umrüstungszeit opti-
mierenden Reihenfolge betrachtet werden (in folgender Tabelle kursiv markiert).   
  
m v mtvˆ  
mtv  
1 1 2 4 
 2 3 5 
 3 5 6 
2 4 7 5 
 5 8 6 
 6 5 7 
 7 4 3 
 8 6 4 
 
 
Die relativ zu den anderen Reihenfolgen jeweils zusätzlich zu berücksichtigenden Umrüst-
zeiten ergeben sich demnach wie folgt: 
 
Reihenfolge m=1 m=2 
0,1,2,3,0 - 8+6 
0,1,3,2,0 3+5 - 
0,2,1,3,0 5+6 - 
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Zeitorientierung: 
 
Wird unter den in diesem Beispiel getroffenen Annahmen die Zielsetzung „Minimierung der 
Umrüstzeiten“ verfolgt, sind die Reihenfolgen (0,1,3,2,0) und die zugehörige Spiegelreihen-
folge (0,2,3,1,0) optimal. 
 
 
Kostenorientierung 
Für die Berechnung der Umrüstkosten werden die folgenden Stationslohnsätze mwk  in den 
Stationen m=1 bzw. m=2 angenommen: 101 =wk , 5
2 =wk . 
 
Werden die relativ zu den anderen Reihenfolgen jeweils zusätzlich zu berücksichtigenden 
Umrüstzeiten mit den Stationslohnsätzen bewertet, dann berechnen sich die relativ zu den 
anderen Reihenfolgen jeweils zusätzlich zu berücksichtigenden Umrüstkosten wie folgt: 
 
Reihenfolge m=1 m=2 
0,1,2,3,0 - 5*(8+6) = 70  
0,1,3,2,0 10*(3+5) = 80 - 
0,2,1,3,0 10*(5+6) = 110 - 
 
Wird unter den in diesem Beispiel getroffenen Annahmen die Zielsetzung „Minimierung der 
Umrüstkosten“ verfolgt, sind die Reihenfolgen (0,1,2,3,0) und die zugehörige Spiegelreihen-
folge (0,3,2,1,0) optimal. 
 
 
Fazit 
 
Die Zielsetzungen „Minimierung der Umrüstzeiten“ und „Minimierung der Umrüstkosten“ 
führen bei den getroffenen Annahmen zu unterschiedlichen Ablaufplänen, q.e.d.  
 
 
Ergänzend sind im folgenden die vollständigen Umrüstzeiten und -kosten für das obige Bei-
spiel angegeben. Aus den Verrichtungsmengen je Station und Produktart und den Auf- und 
Abrüstzeiten der Verrichtungen werden die Umrüstzeiten für jeden möglichen paarweisen 
Produktartenwechsel von der Produktart i auf die Produktart j ermittelt: 
 
i j=0 j =1 j =2 j =3 
0 - m=1: 2+3= 5 
m=2: 7+8= 15 
Summe: 20  
m=1: 3+5= 8 
m=2: 5+4= 9 
Summe: 17  
m=1: 5 
m=2: 8+6=14 
Summe: 19 
1 m=1: 4+5= 9 
m=2: 5+6= 11 
Summe: 20   
- m=1: 4+5= 9 
m=2: 5+6+5+4= 20 
Summe: 29 
m=1: 4+5+5= 14 
m=2: 5+6= 11 
Summe: 25  
2 m=1: 5+6= 11 
m=2: 7+3= 10 
Summe: 21   
m=1: 6+2= 8 
m=2: 7+3+7+8= 25 
Summe: 33  
- m=1: 5 
m=2: 7+3+8+6=24 
Summe: 29 
3 m=1: 6 
m=2: 6+4= 10 
Summe: 16  
m=1: 6+2+3= 11 
m=2: 4+7=11 
Summe: 22  
m=1: 3 
m=2: 6+4+5+4=19 
Summe: 22 
- 
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Aus der Bewertung der Umrüstzeiten mit den Stationslohnsätzen werden die Umrüstkosten, 
für jeden möglichen paarweisen Produktartenwechsel von der Produktart i auf die Produktart j 
berechnet: 
 
i j=0 j =1 j =2 j =3 
0 - m=1: 10*5 
m=2: 5*15 
Summe: 125 
m=1: 10*8 
m=2: 5*9 
Summe: 125   
m=1: 10*5 
m=2: 5*14 
Summe: 120 
1 m=1: 10*9 
m=2: 5*11 
Summe: 145   
- m=1: 10*9 
m=2: 5*20 
Summe: 190 
m=1: 10*14 
m=2: 5*11 
Summe: 195  
2 m=1: 10*11 
m=2: 5*10 
Summe: 160   
m=1:10*8 
m=2: 5*25 
Summe: 205  
- m=1: 10*5 
m=2: 5*24 
Summe: 170 
3 m=1: 10*6 
m=2: 5*10 
Summe: 110  
m=1: 10*11 
m=2: 5*11 
Summe: 165  
m=1: 10*3 
m=2: 5*19 
Summe: 125 
- 
 
 
Für die möglichen Produktanordnungen ergibt sich hieraus: 
  
(0,1,2,3,0): 
Summe der Umrüstzeiten:  20+29+29+16  = 94 
Summe der Umrüstkosten:  125+190+170+110 = 595 
(0,1,3,2,0): 
Summe der Umrüstzeiten:  20+25+22+21  = 88  
Summe der Umrüstkosten:  125+195+125+160  = 605  
(0,2,3,1,0): 
Summe der Umrüstzeiten:  17+29+22+20  = 88 
Summe der Umrüstkosten:  125+170+165+145  = 605 
(0,2,1,3,0): 
Summe der Umrüstzeiten:  17+33+25+16  = 91 
Summe der Umrüstkosten:  125+205+195+110  = 635 
(0,3,1,2,0): 
Summe der Umrüstzeiten:  19+22+29+21  = 91 
Summe der Umrüstkosten:  120+165+190+160  = 635 
(0,3,2,1,0): 
Summe der Umrüstzeiten:  19+22+33+20  = 94 
Summe der Umrüstkosten:  120+125+205+145  = 595. 
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II Modifikation der Restriktionen vom Typ (3.10) beim VLSPS 
bzw. vom Typ (3.21) beim VLSPA 
 
 
Für die in Abschnitt 2.3.1.3.2 b beschriebene Produktionssituation des kontinuierlichen 
Transports ohne Bandleerlauf und starren relativen räumlichen Stationsgrenzen müssen die 
Restriktionen vom Typ (3.10) beim VLSPS bzw. vom Typ (3.21) beim VLSPA modifiziert 
werden, da der Fertigstellungszeitpunkt eF  des auf e positionierten Produktloses nicht nur 
sicherstellen muß, dass sowohl die Bearbeitung des vorangehenden als auch die Umrüstung 
von dem vorangehenden Produktlos abgeschlossen sein müssen, sondern für den Fall, dass 
auf das auf e positionierte Produktlos eine Produktart mit größerem Auflegeintervall folgt, 
( )1+eEic ( )eEic> , die Reduzierung der Bandgeschwindigkeit entsprechend des größeren Auf-
legeintervalls der nachfolgenden Produktart die Bearbeitung derjenigen Produkteinheiten des 
auf e positionierten Produktloses verzögert, welche zu dem Zeitpunkt des Bandgeschwin-
digkeitswechsels noch in Bearbeitung sind. Für den Fall, dass ein Wechsel von einer Produkt-
art mit größerem auf eine Produktart mit kleinerem Auflegeintervall erfolgt, muß im Rahmen 
der Kapazitätsrestriktionen keine zusätzliche Beeinträchtigung der Bearbeitungszeit berück-
sichtigt werden, da die Beeinträchtigung der Bearbeitungszeit der ersten Einheit der nachfol-
genden Produktart bereits über die Loswechselzeit erfaßt wird und jede weitere Einheit relativ 
zu der ersten Produkteinheit aufgrund der dann bereits erfolgten Erhöhung der Bandge-
schwindigkeit das Band mit dem Takt ihres Auflegeintervalls verläßt. 
 
 
Zur Formulierung entsprechender Restriktionen wird das Symbol *ijm  eingeführt: 
*
ijm ……… Station *m  bei einem Loswechsel von der Produktart i auf die Produktart j in der 
Produktionssituation des kontinuierlichen Transports ohne Bandleerlauf bei star-
ren relativen räumlichen Stationsgrenzen, sofern *ijm  existiert, [-] 
 
 
Da bei starren relativen räumlichen Stationsgrenzen die für das Durchlaufen einer jeden Sta-
tion benötigte Zeit genau einem Auflegeintervall der betrachteten Produktart entspricht, be-
rechnet sich die zusätzlich zu berücksichtigende Bearbeitungszeit hier als Produkt aus Takt-
zeitdifferenz ( ) ( ))( 1 ee EiEi cc -+  und Stationendifferenz (M- ( ) ( )
*
1+ee EiEim ).  
 
Existiert kein ( ) ( )
*
1+ee EiEim  für die in Abschnitt 2.3.1.3.2 b beschriebene Produktionssituation, 
erfolgt die Formulierung der Kapazitätsrestriktionen wie in (3.10) bzw. in (3.21). Da auch für 
alle anderen in Kapitel 2 beschriebenen Produktionssituationen ( ) ( )
*
1+ee EiEim  nicht existiert, 
können die Kapazitätsrestriktionen vom Typ (3.10) allgemein wie folgt umformuliert werden: 
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( ) ( ) ( ) ( ) ( )( ) ( ) ( )( ){ }
( ) ( )
( ) ( ) ( ) ( ) ( )
 ,   
nichtexistiert                                      ,1
existiert                                                                                                            
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1E)1(2 -=e  (3.10.1) 
 
( ) ( )E-E+³ -EE EiEitFF 11  (3.10.2) 
 
 
Analog zu (3.10) können die Kapazitätsrestriktionen vom Typ (3.21) allgemein wie folgt um-
formuliert werden 
 
( ) ( ) ( ) ( ) ( )( ) ( ) ( )( ){ }
( ) ( )
( ) ( ) ( ) ( ) ( )
 ,   
nichtexistiert                                      ,1
existiert                                                                                                            
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1E)1(2 -=e  (3.21.1) 
 
( ) ( )E-E+³ -EE EiEitFF 11  (3.21.2)  
