Determining the semantic relatedness between two words refers to computing a statistical measure of similarity between those words. Word similarity measures are useful in a wide range of applications such as natural language processing, query recommendation, relation extraction, spelling correction, document comparison and other information retrieval tasks. Although several methods that address this problem have been proposed in the past, effective computation of semantic relatedness still remains a challenging task. In this paper, we propose a new technique for computing the relatedness between two words. In our approach, instead of computing the relatedness between the two words directly, we propose to first compute the relatedness between their generated concept clouds using web-based coefficients. Next, we use the obtained measure to determine the relatedness between the original words. Our approach heavily relies on a concept extraction algorithm that extracts concepts related to a given query and generates a concept cloud for the query concept. We perform an evaluation on the Miller-Charles benchmark dataset and obtain a correlation coefficient of 0.882, which is better than the correlation coefficients of all other existing state of art methods, hence providing evidence for the effectiveness of our method.
INTRODUCTION
Building a system that can effectively determine the similarity between two words has been a problem of interest to many researchers in artificial intelligence and information retrieval areas. A robust solution to this problem would not only help in a wide range of applications such as document comparison, spell checking, community mining, but more importantly such semantic metrics would help the computers to gain a "common sense" of the information on the web.
Semantic metrics between words have been used by researchers to define semantic relatedness, semantic similarity and semantic distance, as described in (Gracia and Mena, 2008) . For completeness, we provide brief definitions of these concepts here. Semantic relatedness considers any type of relationship between two words (including hypernymy, hyponymy, synonymy and meronymy relationships, among others) and is usually a statistical similarity measure between the two words. Semantic similarity is a more specialized version of semantic relatedness that considers only synonymy and hypernymy relationships between words. Semantic distance is a distance-based measure of semantic relatedness. That is, the more related two words are, the smaller is the semantic distance between them.
Compared to machines, humans are able to accurately determine the similarity between two words based on their common sense knowledge. For example, in order to determine that the words <apple, computer> are more closely related than the words <apple, car>, humans would use their knowledge that apple is the name of a company that manufactures computer hardware and software, to determine that apple is semantically more related to computer than to car. Our goal is to provide machines with such power by using an automated concept cloud based approach to determine semantic relatedness.
More precisely, our approach computes the semantic relatedness between two words by computing the similarity between their concept clouds. To automatically generate concept clouds, we use a Concept Extractor (CE) tool that we recently proposed in (Kulkarni and Caragea, 2009 ). The Concept Extractor takes as input a word query and generates a concept cloud for the query, by extracting its associated concepts from the web. Thus, for a given pair of words, we first extract the concepts associated with each word in the pair and generate their concepts clouds. We then compute the semantic relatedness between the two concept clouds and use it to determine the relatedness between the initial word pair.
The rest of the paper is organized as follows: Section 2 discusses related work. Section 3 gives a detailed description of the our approach for calculating semantic relatedness and its underlying algorithms. Section 4 contains the experimental results and an evaluation of our method by comparison with other similar methods. We conclude the paper in Section 5.
RELATED WORK
The problem of determining the semantic relatedness between two words has been an area of interest to researchers from several areas for long time. Some very preliminary approaches (Rada et al., 1989) calculated the similarity between two words on the basis of the number of edges in the term hierarchy created by indexing of articles. Similar edge-counting based methods were also applied on existing knowledge repositories such as Roget's Thesaurus (Jarmasz and Szpakowicz, 2003) or WordNet (Hirst and StOnge, 1998) to compute the semantic relatedness.
To improve the preliminary approaches to calculating the semantic relatedness between words, more sophisticated methods have been proposed. Instead on simply relying on the number of connecting edges, Leacock and Chodorow (1998) have proposed to take the depth of the term hierarchy into consideration. Others groups have proposed to use the description of words present in dictionaries (Lesk, 1986) and techniques such as LSA (Deerwester et al., 1990) (Strube and Ponzetto, 2005) . Chernov et al. (2006) have suggested to make use of the links between categories present on Wikipedia to extract semantic information. Milne and Witten (2008) have proposed the use of links between articles of Wikipedia rather than its categories to determine semantic relatedness between words. Zesch et al. (2008) have proposed to use Wiktionary, a comprehensive wiki-based dictionary and thesaurus for computation of semantic relatedness. Although Wikipedia has proven to be a better knowledge base than WordNet, many terms (e.g., 1980 movies) are still unavailable on Wikipedia. This has motivated the use of the whole web as the knowledge base for calculating semantic relatedness. Bollegala et al. (2007) have proposed to use page counts and text snippets extracted from result pages of web searches to measure semantic relatedness between words. They achieve a high correlation measure of 0.83 on the Charles-Miller benchmark dataset. Sahami and Heilman (2006) have used a similar measure. Cilibrasi et al. (2007) have proposed to compute the semantic relatedness using the normalized google distance (NGD), in which they used Google T M to determine how closely related two words are on the basis of their frequency of occurring together in web documents. Chen et al. (2006) have proposed to exploit the text snippets returned by a Web search engine as an important measure in computing the semantic similarity between two words.
The approach in (Salahli, 2009 ) is the closest to our approach, as it uses the related terms of two words to determine the semantic relatedness between the words. However, the major drawback of the approach proposed in (Salahli, 2009 ) is that the related terms are manually selected. As opposed to that, our approach automatically retrieves the most relevant terms to a given word query. Furthermore, Salahli compares the related terms to the original query. In our approach, we compute the semantic relatedness between two words using the semantic similarity between their generated concept clouds. To the best of our knowledge, such an approach has not been proposed yet. 
PROPOSED APPROACH
The steps of out proposed approach are shown in Figure 1 . We use a two-phase procedure to compute the semantic relatedness between two words. The first phase involves the use of a Concept Extractor (Kulkarni and Caragea, 2009) to identify concepts related to the given pair of words and to generate their concept clouds. In the second phase, we use web-based coefficients (Cosine, Jaccard, Dice, Overlap) to compute the semantic relatedness between the generated concept clouds, and use the resulting score to determine the relatedness between the original words. We will next describe the precise steps in our approach, and in particular, the algorithm that determines the semantic relatedness between two concept clouds.
Input Pre-Processor
The Input Pre-Processor module takes the given word-pair as input and divides it into two separate words. Each word is then pre-processed by converting it to lower case letters. Furthermore, any special characters such as "@", if present, are removed from the words. Finally, the two words are provided as input to the concept extractor (one at a time).
Concept Extractor
The Concept Extractor module takes as input words from the Input Pre-Processor module and, for each word, it extracts its related concepts and forms the concept cloud by including the top k related concepts. More details about the Concept Extractor module can be found in (Kulkarni and Caragea, 2009) .
In this paper, we use the top five related concepts to generate the concept cloud of a term. Please note that before generating the concept cloud, we perform a filtering of the related concepts. Filtering involves removal of long concepts (more than 3 words), concepts containing special characters such as "@", and general concepts such as dictionary, web, etc.
Cloud Comparator
The function of the Cloud Comparator module is to perform a statistical comparison of the concept clouds corresponding to two words, using web based coefficients such as Dice and Jaccard coefficients. To achieve that, the Cloud Comparator computes a statistical similarity measure between all pairs of concepts < A, B >, where A belongs to the cloud of one term and B belongs to the cloud of the second term, and calculates the average of all similarity scores to determine the relatedness between the original words.
We will use the example in Figure 2 to illustrate the functionality of the Cloud Comparator module. We assume that we want to find the semantic relatedness between the words automobile and car. After executing the first two modules in our procedure, the concept cloud for automobile is {Car, Auto, Subaru, Technology, Vehicles}, while the concept cloud for car is {Used Cars, New Cars, Auto, Buy a Car, Automobile}. The comparator takes each concept from the first cloud, e.g., Car and finds its relatedness to concepts in the second cloud using web-based coefficients. Preliminary experiments have shown that the Jaccard's coefficient produces the best results. Hence, we have used the Jaccard's coefficient to compute semantic relatedness between two concept clouds.
Traditionally, the Jaccard's coefficient is used to determine the similarity between two given sets, A and B, by taking the ratio between the size of the intersection of the two sets and the size of the union of the two sets. That is: Jaccard(A, B) = |P ∩ Q| |P ∪ Q| .
However, Bollegala et al. (2007) have modified the Jaccard's coefficient definition to make it possible to compute the relatedness between two words, P and Q, using web search results. Thus:
where H(P) and H(Q) refer the number of pages retrieved when the query "P" and the query "Q" are posted to a search engine, respectively; and H(P ∩ Q) is the number of pages retrieved when the query "P""Q" is posted to a search engine. To compute the relatedness between a term i from the first concept cloud A, denoted con A (i), and the second concept cloud B, we compute the Jaccard's coefficient between con A (i) and all concepts con B ( j) in the concept cloud B and then take the average of all scores obtained. That is:
where n is the total number of concepts in cloud(B). Consider the example in Figure 2 . The similarity between the concept car and the cloud car is computed as: rel(car, cloud(car)) = ∑ 5 j=1 Jaccard(car, con car ( j)) 5 .
We calculate this score for each concept in first cloud A and then pass on the array of scores to the Score Generator module.
Score Generator
The Score Generator is the simplest module in our framework. It takes as input the array of scores received from the Cloud Comparator and computes the average of the scores to obtain a final score for the two initial words. That is,
where m refers to the total number of concepts in cloud(A). It can be seen that:
The calculated score is reported to the user as the semantic relatedness score between the given words.
EXPERIMENTAL RESULTS AND EVALUATION
As the effectiveness of our method is highly dependent on the results of the Concept Extractor module, we start by briefly presenting the results of the Concept Extractor module on several types of queries. Then, we evaluate the procedure for calculating the semantic relatedness on the Miller-Charles benchmark dataset. Similar to previous work (Bollegala et al., 2007) , we compute the correlation coefficient between our relatedness scores and benchmark scores and we compare the resulting correlation coefficient with the correlation coefficients reported for other similar methods. The comparison shows that our approach outperforms previous approaches reported in the literature.
Evaluation of Concept Extractor
We conducted five experiments on the Concept Extractor module. In the first experiment, we used a single well-defined concept as the query. In the second experiment, we provided the system with similar keywords from a specific domain. In the third experiment, we tested the system by providing the name of a person as the query. In the fourth experiment, we provided a misspelled query as input. The goal of the fifth experiment was to test the ability of the system to perform word sense disambiguation. The results for the experiments are summarized in Table 1 .
Evaluation on Miller-Charles data
We evaluated the Cloud Comparator module on the Miller-Charles benchmark dataset. The MillerCharles dataset is a data set of 30 word pairs, which have been evaluated for semantic relatedness, on a scale of 0-4, by a group of 38 human subjects. Table 2 summarizes our results as well as results of previous approaches obtained from (Bollegala et al., 2007) . Please note that all scores, except for the Miller-Charles scores, have been scaled to [0,1] by dividing them by the maximum score (such that the best score becomes 1). The page count and the concept data collected is as of May 4th, 2009.
The correlations between the scores obtained with each method and the benchmark scores are also reported in Table 2 . As can be seen, our approach outperforms similar existing methods by achieving a high Pearson correlation coefficient of 0.882. The highest scoring pair is midday-noon while the lowest scoring pair is bird-crane. In addition to being more accurate, another advantage of our approach is that it (Bollegala et al., 2007) , Sahami (Sahami and Heilman, 2006) , CODC (Chen et al., 2006) and Bollegala (Bollegala et al., 2007) are obtained from (Bollegala et al., 2007) .
Pearson correlation coefficients between the scores obtained with each method and the Miller-Charles scores are also reported. is not dependent on a single knowledge source such as WordNet or Wikipedia and hence, has the capability to determine semantic relatedness between almost any word-pair.
SUMMARY AND DISCUSSION
In this paper, we have proposed a method for computing the semantic relatedness between two given words. Our approach relies on a Concept Extractor procedure (Kulkarni and Caragea, 2009 ) for finding related concepts based on web searches (i.e., concept clouds for the two words). We compute the semantic relatedness between the clouds using the webbased Jaccard coefficient. Experimental results on the Miller-Charles benchmark dataset show that our approach outperforms similar existing approaches in terms of the correlation coefficient computed with respect to the Miller-Charles benchmark scores. More precisely, we obtained a high correlation coefficient of 0.882.
The success of our approach can be explained as follows: The Concept Extractor forms the basis for the proposed method. The Concept Extractor works by extracting concepts using the top links returned by a search engine. Therefore, the extracted concepts are related to the most popular meaning of the term. If we analyze the Miller-Charles dataset, we note that the word pairs that are related through the most popular meaning of the words get a higher rating by the human subjects. For example, between the word pairs magician-wizard and glass-magician, magician-wizard gets a higher rating by the human subjects (3.5) as compared to glass-magician (0.11). This is because wizard is a more popular meaning of the term magician as compared to glass. Our system also assigns a higher score to magician-wizard, as the concepts extracted for magician are closer to concepts extracted for wizard than to concepts extracted for glass.
Other advantages of our approach include the following: it is not limited to a particular knowledge base such as WordNet or Wikipedia and, as a consequence, it is capable of handling a larger set of inputs; it is robust to the errors made by the user in inputs (as the search engine usually corrects misspellings); and it is able to handle multi-word queries.
Future work includes further improvements of the correlation coefficient, by improving the concept extraction process. We believe that more precise concept clouds will results in more accurate estimates for the semantic relatedness between words. Extensions of the approach to natural language processing applications are also part of our planned future work.
