EQUATIONS OF MEAN CURVATURE TYPE IN 2 INDEPENDENT VARIABLES LEON SIMON
The object of this paper is to develop a regularity theory for equations of mean curvature type in two independent variables. An equation of mean curvature type in two independent variables is defined to be an equation of the form R. Finn [2] was the first to consider such equations; he considered the case b = 0 and a iό {x, u, Du) = a i3 {Du). Later Jenkins [5] and Jenkins-Serrin [6] specialized further to equations which arise as the non-parametric Euler-Lagrange equation of a parametric elliptic functional with integrand independent of the spatial variables (see Appendix 1) . The main results in [2] concerned a-priori estimates for the gradient of a solution. In [5] , [6] somewhat deeper results were obtained; in particular, pointwise estimates for the principal curvatures of the graph of a solution were established. Recently J. Spruck [11] obtained such a pointwise curvature estimate for the constant mean curvature equation; this was the first such result obtained for a non-homogeneous (i.e. b not identically zero) equation of mean curvature tpye.
In this paper we intend to use the Holder estimate established in [8] in order to obtain a strong regularity theory for the entire class of equations of mean curvature type. The plan of the paper is as follows. In §1 we introduce the class of equations of mean curvature type and give a geometric characterization of such equations. In §2 we discuss application of the results of [8] to homogeneous equations of mean curvature type; in particular we obtain some a-priori gradient estimates, a Bernstein type theorem, a Bers-type theorem concerning the limiting behaviour of the gradient of solutions defined outside a compact set, a global Holder continuity estimate for solutions which continuously attain Lipschitz boundary 246 LEON SIMON values on dΩ, a pointwise estimate for the principal curvatures of the graph of a solution, and a theorem concerning the removability of isolated singularities. Except for the pointwise curvature estimate, all of these results are obtained without any continuity restrictions on the coefficient functions a i3 . In §3 we discuss extensions of the results of §2 to the nonhomogeneous case. 1* Preliminaries* By an equation of mean curvature type, we mean an equation of the form
Here 7 and μ denote fixed constants. Note that the minimal surface equation can be written in the form (1.1) with a tj (x 9 z, p) = δ u -p t pj/(l + \p\ 2 ) and with b = 0. In this case (1.2), (1.3) hold with 7 = 1 and μ = 0. More generally, any equation which arises as the non-parametric Euler-Lagrange equation of a parametric elliptic functional (see Appendix 1) is of the form (1.1), (1.2) , (1.3) . But quite apart from these examples, the equations of mean curvature type are both natural and interesting in that they are completely characterized as follows:
Suppose u is a C\Ω) function with graph
Then there exists real-valued functions a ijf b such that ( 
Since ώ is C 2 and d(#, ^(#)) = 0, x e Ω, we then have, by the chain rule, the identities D^X) + D ί u(x)D z d{X) = 0 and is defined by setting atj(x) = a i3 (x, u(x) , Du(x)) for ί, j = 1, 2 and
Note that these last relations are equivalent to (1.6)' i>;,(!c)v, = Σ α$(aθυ, = 0 , i = 1, 2, 3 , where y = v~ι{ -Du(x), l)( = Dd(X)) is the upward unit normal of M. Next we let Q be the matrix with rows e 19 e 2 , v, where e lf e 2 are principal directions of M at X, so that Q(D ij d(X))Q t = diag [/q, Λ: 2 , 0], where tc 19 tc 2 are principal curvatures of M at X. Thus (1.5) can be written in the form (1.1)', with a l9 a 2 the first two elements on the leading diagonal of Q(a^j(x))Q t and with /3 = b*(x). (1.3)' is now true by (1.3). To check (1.2)', we first note that, by (1.6), Σ a&x)ξfo = Σ aiϊWfa + SiDMx))^ + ξJ)iU(x)) , ξ e R* , and it then follows from (1.2) that where v = / *r 1 ( -Du(x), 1). (1.2)' easily follows from this.
To prove the converse implication we suppose that (1.1)', (1.2)', (1.3)' hold at 1= (x, u(x) ) e M, we let (aί&x)) = Q* diag [α x , α 2 , 0]Q, where Q is as above, and let b*(x) = /S. Then (1.5) holds and consequently, since we still have the relations (1.6), (1.6)', an application of (1.4) yields
We then define, for i, j = 1, 2, a*(x) if z = ιφ) and p = Diφ) a tj (x, z, p) This last inequality asserts precisely that the Gauss map of the graph of M is (Λ ιy Λ 2 )-quasiconformal i* 1 the sense of [8] . (See [8] , (1.8) , (1.9) .) In particular the Gauss map is (Λ 19 0)-quasiconformal, with Λ 1 --27, in case NO (for then we can set μ -0). These observations are the key in applying the results of [8] to the equations of mean curvature type.
2* The homogeneous case (δ Ξ 0) Throughout this section it is assumed that u is a C\Ω) solution of (1.1), that b^OonΩxRx R\ and that (1.2) holds.
M will denote the graph of u; that is ), fc 2 (X) will denote the principal curvatures of M at X.
x 0 will denote a fixed point of Ω .
We will begin by listing some results which follow directly from [8] §3, 4 (by virtue of the remarks at the end of §1 above).
where c > 0 depends only on 7. [8] ). If Ω = R\ then u is linear.
(Note that Theorem 4 follows directly from Theorem 3 by letting THEOREM x,xeΩ where M = sup# \u -φ\ and c > 0, a e (0,1) are constants depending only on L.
Notice that there is absolutely no dependence on the domain Ω in the estimate above. We should point out also that from Theorem 5 various other continuity estimates follow. (See Theorems 3 and 4 of [10].)
We now wish to mention some additional results which do not quite directly follow from [8] . First we have the following theorem, which is an analogue of a theorem established by Bers [1] for solutions of the minimal surface equation.
Then there is a vector aeR 2 such that Du(x) -> a uniformly for | x | -•> °o.
A somewhat stronger result than Theorem 6 will be established in Theorem 6' of §2; in Theorem 6' the condition that b Ξ= 0 will be replaced by the requirement that b has sufficiently rapid convergence to zero as | x | -• °o.
Next we have a theorem concerning removability of isolated singularities. Such a theorem was proved by Bers [1] for solutions of the minimal surface equations and by Finn [3] for a class of divergence-form equations.
Then u extends to be a C lta (D p (x Q )) n W 2 '\D p {x 0 )) function, where a e (0, 1) depends only on 7.
For a proof of this theorem the reader is referred to [9] .
We will conclude this section with a pointwise curvature estimate of a type that was established by Heinz [4] for solutions of the minimal surface equation and by Jenkins [5] and Jenkins-Serrin [6] for a special class of equations of mean curvature type. In order to conveniently describe the restrictions on the coefficient functions a i3 which are needed here, it is necessary to introduce some further notation. We define a 3 x 3 matrix (a* (X, μ) In the case when (1.1) arises as the nonparametric Euler-Lagrange equation of a parametric elliptic elliptic functional, the matrix (α* (X, μ)) arises quite naturally (see Appendix 1) .
for all X, XeS p (X 0 ) and all μ, μ e S 2 +, where δ > 0 and a e (0,1) are constants. Then where c is a constant depending only on Ύ, a and δ.
Proof. For sufficiently small θ 6 (0, 1), depending on 7, we know S ΘP {X Q ) is connected by [8] 
where Q is an orthogonal matrix with rows e l9 e 2 , v(X 0 ), with {e 19 e 2 } any orthonormal basis for the tangent space of M at X o . By the Holder estimate of Theorem 3 it is clear that there is a θ e (0, 1), depending only on 7, such that S θp (X 0 ) can be represented, relative to the new coordinates (£, ζ), in the form
Furthermore, again using Theorem 3 we can infer that
provided (9 e (0, 1) is sufficiently small (depending on 7). By the discussion of §1 we can also infer from (1.1) and (1.2) that u satisfies an equation of the form
where 1 We will henceforth use this connectivity result whenever it is convenient to do so; note that for the inhomogeneous case the choice of θ depends also on μp. (because |λ| 2 -(X-Du) 2 /(1 + \Du\ 2 ) ^ |λ| 2 /(l + |Z?£|) 2 by Cauchy's inequality). In fact by virtue of the discussion of §1 together with (2.7) and the the Holder condition (2.3), it is clear that we may assume
where c > 0 and τ e (0,1) depend only on a, δ and 7. Now by (2.9), (2.10) and the Schauder interior estimate for solutions of (2.8), we then have
where c depends only on 7, a and δ. On the other hand, since Du(0) -0 and &(0) = 0, we deduce from (2.7) that
where c depends only on 7. Also, again using the fact that Du(0) = 0, we have
The theorem is now proved by combining (2.11), (2.12) and (2.13) .
3* The inhomogeneous case* Here the notation will be the same as in §2, except that (1.3) is assumed in place of the condition & Ξ 0.
All the results of §2, except Theorem 4, have analogues in this more general setting, but in most cases either the hypotheses on the coefficient functions a tj must be stronger or the conclusion weaker than for the corresponding results of §2.
We first have the following analogue of Theorem 3. In view of the remarks at the end of §1, this theorem is a special case of [8] , Theorem (3.1). By considering examples it is easy to see that an estimate like that of Theorem 3, with the factor (v(Xo))" For the purposes of the present section it will be convenient to define the function δ*(X, μ) for
Note that δ* is thus well defined for μ e S 2 ,, with S% as in (2.2). (The function 6*, like the functions α<* of (2.1), arise quite naturally in case (1.1) is the non-parametric Euler-Lagrange equation of a parametric elliptic functional-see Appendix 1.)
Next we want to obtain analogues of Theorems 1,2 for the inhomogeneous case. We will impose the following restrictions on the functions a* jf 6*: Before giving the proof of this theorem we point out that, by an argument like that used to prove Theorem 2, we can infer the following from Theorem Proof of Theorem 1'. We consider two cases:
Case I. I Du(x 0 ) | <; 2. In this case the Holder estimate of Theorem 3' can be used to deduce &wp Dpθ ι Xo) \Du\<^3 for suitable θ 6 (0, 1) depending only on 7 and μp. Hence the required result is established in this case.
Case II. Du(x Q ) > 2. In this case we introduce new coordinates (f, ζ) as in (2.4) , where now Q has the form /0 0 iv (3.4) Q -I cos a -sin a 0 I \sin a cos a 0/ for some constant a to be chosen. Since | Du(x 0 ) | > 2, which guarantees v(X 0 ) (0, 0, 1) < 1/τ/ΊΓ, it is clear from the Holder estimate of Theorem 3' that a can be chosen such that there is a representation of the form (2.5), (2.6) for suitable θ e (0,1). Also by (1.1)-(1.3) and by the discussion of §1, we know that where c x depends only on μp and δ. Clearly we can apply the De Giorgi, Nash, Moser theory and deduce that (3.9) sup ψ ^ c 2 inf ψ for non-negative solutions ψ of (3.7), where c 2 depends on 7, μp and δ. However Dfo = i/l + \Du\ 2 /v ^ 0, as one easily checks from the relation vQ -v. Thus we can apply (3.9) to Dβ. Because of (2.6) we then deduce the required Harnack inequality for v. This completes the proof of Theorem I' 2 . An unsatisfactory feature of Theorem 2' is that the hypotheses on 6* are such as to exclude certain important examples. For instance, the capillary surface equation is excluded from the above discussion. This defect is remedied in the following theorem, in which the following condition is assumed in place of (3.3): Proof. In the proof c 19 c 2 , will denote constants depending only on 7, μp and δ.
We consider the same two cases as in the proof of Theorem 1. In Case I the required result is trivially satisfied. The argument for Case II begins as before, except that in place of (3.7) we now deduce that ψ = DjU is a supersolution of the equation ( where D + = {ξ e D θp//ί (0): w(ξ) > 1}. The remainder of the proof consists is estimating the integral on the right of (3.13). We begin by noting that inequality (3.11) implies If we let ω be defined by ω = log v on M, then it is clear (by (2.6) ) that this last inequality implies We can choose points X 19 -, X N e E such that E c UίU Sθ P /i(Xi) and
(3.15) i SΓ ^ c δ (l + u(α?o)//t>) .
Using (3.14) with X t in place of X o , summing over i, and also using (3.15), we then deduce that (3.16) \ \δω\ 2 dA ^ c β (l + u(x o )/p) .
JE
We now recall the fact (see e.g. [8] , (4.6) ) that (1vl) Since v 3 ω < 1 we then use (3.16), (3.18) and (3.19) to deduce (3.21) ( ωdA ^ c 18 (l + u(x o )/ρ) .
JS θp/8 (X 0 )
The required result now follows from this and (3.13). (One needs to note that S θp/S (X Q ) ID {(£, u(ξ))Q: ξ e JD^/ 16 (0)} by virtue of (2.6).) Next we present an analogue of Theorem 8. Note that the estimate obtained in the theorem here is weaker than that of Theorem 8 in that there is no factor of (^(X 0 ))~2 on the right hand side. (Consideration of graphs with constant mean curvature shows that one cannot expect to have such a factor on the right hand side in the nonhomogeneous case.) THEOREM 8'. Suppose D p (x 0 ) c Ω, suppose (2. 3) holds, and suppose (3.22) \b*(X, μ) -b*(X 9 μ)\ £ p~V{\X -X\/p + \μ -μ\Y for all X, XeS p (X Q ) and all μ, με S 2 +, where δ > 0 and a e (0,1) are constants. Then
where c is a constant depending only on 7, μp, δ and a.
Proof. As in the proof of Theorem 8, we introduce new coordinates as in (2.4) and infer from (1.1) an equation like (2.8) for the function u of (2.5), (2.6) . However notice that here we have to use the inequality of Theorem 3' instead of the stronger inequality of Theorem 3. Also, the equation for u corresponding to (2.8) 
where (2.9) still holds, where | b\ ^ μ on U and where (by virtue of (2.3), (3.22) and the estimate of Theorem 3')
Here θ e (0, 1), τ e (0, 1) and c > 0 depend on a, δ, Ί and μp. Then by applying Schauder's interior estimate as in the proof of Theorem 8, we obtain the required inequality.
The next theorem generalizes Theorem 6; notice that there are no continuity hypotheses on the functions a ij9 b in the theorem. THEOREM 
where K is compact, and suppose that (3.23) \b*(X 9 μ)\^μJ\X\"* , Xe R* ~ {0}, μ e S 2 + , where μ 0 > 0 and τ e (0, 1) are given constants.
Then there is a vector v° = (v[, v\, vt) e SI such that v(X)( = (l + \Du(x)\ 2 )-ί/2 (-Du(x) , 1)) >v°u niformly for \ x \ -> oo. In case NO, then vl > 0 and hence there is an a e R 2 such that Du(x) -* a uniformly for | a? | -• °o.
Proof. The proof relies havily on the techniques of [8] . In the proof, constants which depend at most on 7, p 0 , μ Q and τ will be denoted e lf c 2f
To begin, let R o be such that KaD RQ (0), define p Q -sup{«aθ + lα IT 2 : *e3Z> Λo (0)} and for ϋ? > <o > p 0 let T^ be defined by T PtS = {XeM:p<\X\ < R) .
We will repeatedly make use of the fact that, for p ^ σ > 0, 2V,<, +σ is covered by S σ (X^) , , S σ (X N ), where X 19 9 X N are points of T p , σ+σ and JV ^ c^o/σ, where c is an absolute constant.
From the discussion of §4 of [8] , have the identity where upon we deduce that sup \v(X) -i;(X)| ^c u p~β f .
The first conclusion of the theorem clearly follows from this. We now consider the case b = Q. We then have (1.7) with Λ 2 = 0, so that we can use the theory developed in §4 of [8] , In particular we use the identity where Ύ is an arbitrary C ι (R) function. (This identity is the pointwise version of identity (4.5) of [8] , as one easily checks by using Stokes 7 Theorem.) We multiply each side of (3 β 35) by a cut-off function ζ 2 which vanishes for \X\ > R, and integrate (3.35) over T PjO3 . After using Stokes' Theorem, this gives In view of inequality (4.8) of [8] and inequality (3.37) above, we then deduce IδwIds\ .
Using (3.32) and the Holder inequality one can then use an argument like that of [8] Theorem (2.1) (the argument is like that needed to obtain the estimate (3.33) above); we thus obtain where β' e (0,1) depends only on ρ 0 and 7. In particular we have In view of the arbitrariness of X o , this gives sup w -inf w <; c 23 p~β f/2 .
T p,2p T p,2p
Iterating, we obtain sup w -inf w ^ c 23 ρ-βf/2 (Σ 2-rβ ' /2 ) that is, w is bounded for \X\ > p x . The theorem now follows. It is not clear whether or not an estimate like that obtained in Theorem 5 holds for general equation (1.1)-(1.3), (3.2), (3.3), (3.23). However, for a class of divergence-form equations (with n ^ 2 independent variables) such a theorem is obtained in [10]; from the discussion of §1 of [10] it is clear that the structural conditions imposed there certainly hold in case the equation arises as the nonparametric Euler-Lagrange equation (equation (A.6) in Appendix 1) of an elliptic parametric functional with integrand F(X, q) in case F{X, q) is independent of X. More generally, it suffices that F(X, q) -F (x, z, q) is such that F z (x, z, q) = 0. (Actually the condition (1.3) of [10] is not quite stated in a weak enough form to include this latter case; however, one can check that all the results of [10] 
