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Abstrat
A novel method to solve inverse problems for the wave equation
is introdued. The method is a ombination of the boundary ontrol
method and an iterative time reversal sheme, leading to adaptive
imaging of oeient funtions of the wave equation using fousing
waves in unknown medium. The approah is omputationally eetive
sine the iteration lets the medium do most of the proessing of the
data.
The iterative time reversal sheme also gives an algorithm for on-
struting boundary ontrols for whih the orresponding nal values
are as lose as possible to the nal values of a given wave in a part of
the domain, and as lose as possible to zero elsewhere. The algorithm
does not assume that the oeients of the wave equation are known.
Keywords: Inverse problems, wave equation, ontrol, time reversal.
AMS lassiation: 35R30, 93B05.
1. Introdution
We present a novel inversion method for the wave equation. Suppose that
we an send waves from the boundary into an unknown body with spatially
varying wave speed c(x). Using a ombination of the boundary ontrol (BC)
method and an iterative time reversal sheme, we show how to fous waves
near a point x0 inside the medium and simultaneously reover c(x0) if c is
1
isotropi. In the anisotropi ase we an reonstrut c(x) up to a hange of
oordinates.
In the lassial BC method material parameters are reonstruted using
hyperboli tehniques, see [1, 9, 10, 11, 25, 26, 27℄. Straightforward numerial
implementation of the BC method is omputationally demanding. Inspired
by Isaason's iterative measurement sheme [22℄ for eletrial impedane to-
mography (EIT), we ombine the BC method with an adaptive time reversal
iteration that lets the medium do most proessing of the data.
Traditional time reversal methods reord waves, invert them in time, and
send them bak into the medium. If the reorded signal originated from
point soures or was reeted from small satterers in the medium, the time
reversed waves fous at the soure or satterer points. This is useful for time
reversal mirrors in ommuniation tehnologies and medial therapies. For
early referenes on time reversal (using ultrasound in air), see the seminal
works of Fink [19, 18, 17℄. For a miroloal disussion of time reversal, see
Bardos [3, 4℄, and for another mathematial treatment see Klibanov [29℄.
Time reversal in known bakground medium with random utuations
has also been extensively studied [5, 6, 7, 8, 13, 14℄ and applied to medial
imaging, non-destrutive testing and underwater aoustis. These methods
are outside the sope of this paper.
Iterative time reversal has been used to nd best measurements for inverse
problems. By best we here mean optimal for deteting the presene of an
objet. This distinguishability problem has been studied for xed-frequeny
problems in EIT [22℄ and aousti sattering [34℄. The onnetion between
optimal measurements and iterative time-reversal experiments was pointed
out in [34, 35, 36℄. For the wave equation, the best measurement problem
has been studied in [16℄, where it has been shown that the optimal inident
eld for probing a half spae an be found by an iterative proess involving
time reversal mirrors.
Let us desribe our hybrid method in a simple ase. Take a ompat set
M ⊂ R3 with smooth boundary ∂M , and let c(x) be a salar-valued wave
speed in M . Consider the wave equation
utt − c(x)
2∆u = 0 in M × R+, (1)
u|t=0 = 0,
ut|t=0 = 0,
−c(x)−2∂nu = f(x, t) in ∂M × R+,
where ∂n denotes the Eulidean normal derivative. We denote by u
f =
uf(x, t) the solution of (1) orresponding to a given boundary soure term f .
2
Take T > 0 larger than the diameter of M in travel time metri, so
that any point inside M an be reahed by waves sent from the boundary
in time less than T . We onsider imposing a boundary soure f on the set
∂M × (0, 2T ) and measuring the boundary value of the resulting wave uf
during the time 0 < t < 2T . All suh boundary measurements onstitute the
Neumann-to-Dirihlet map
Λ2T : f 7→ u
f |∂M×(0,2T ),
that models a variety of physial measurements [28℄. Instead of the full map
we only need here the values Λ2Tf for a spei olletion of soures f given
by an iterative proess.
We need three speial operators on the funtion spae L2(∂M × [0, 2T ]).
First, the time reversal operator
Rf(x, t) = f(x, 2T − t),
seond, the time lter
Jf(x, t) =
1
2
∫ min(2T−t,t)
0
f(x, s)ds,
and nally the restrition operator
Pf(x, t) = χB(x, t)u(x, t),
where χB is the harateristi funtion of a set B ⊂ ∂M × [0, 2T ].
We dene the proessed time reversal iteration
F :=
1
ω
P (RΛ2TRJ − JΛ2T )f,
an := Λ2T (hn), bn := Λ2T (RJhn), (2)
hn+1 := (1−
α
ω
)hn −
1
ω
(PRbn − PJan) + F,
where f ∈ L2(∂M × [0, 2T ]) and α, ω > 0 are parameters. Starting with
h0 = 0 the iteration (2) onverges to a limit h(α) = limn→∞ hn. In the ase
B = ∂M × [T − s, T ] we have
lim
α→0
uh(α)(x, T ) =
(
1− χN(x)
)
uf(x, T ) in L2(M), (3)
where N ⊂M is the set of points x ∈M with travel time distane to ∂M at
most s. In other words, N is the maximal region where the waves sent from
the boundary an propagate in time s.
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Let y ∈ ∂M and denote by γy,ν the geodesi (in travel time metri)
starting from y in the normal diretion and parametrised by arlength. Take
a soure f onentrated near (y, T−s) ∈ ∂M×R+ and vanishing for t ≤ T−s.
Then uf(x, T ) is supported in the union of the set N and a neighbourhood
of the point x0 = γy,ν(s), and the limit (3) vanishes outside a neighbourhood
of x0. This way our iteration produes a wave loalized near x0 at time T .
Below we introdue an alternative onstrution of fousing waves for gen-
eral soures f by applying the proessed time reversal iteration with two
dierent sets B and using the dierene of the resulting boundary values.
We show also that the limits (3) an be used to determine the travel time
distane between an arbitrary point x = γy,ν(s) ∈ M and any boundary
point z ∈ ∂M . It follows that the proessed time reversal iteration gives
an algorithm for determining the wave speed in the medium. Furthermore,
given a soure f , our iteration allows us to nd a wave uh(x, t) having at time
t = T1 approximately the value χN(x)u
f (x, T2) for any T2 without knowing
the material parameters of the medium. Analogous methods without the
multiplier χN(x) have been developed before in [23, 31℄.
The paper is organised as follows. In Setion 2 we formulate our main
results. In Setion 3 we prove the onvergene of the proessed time reversal
iteration. Setion 4 is devoted to the analysis of the fousing properties of
the waves, and in Setion 5 we show how to reonstrut the metri using the
boundary distane funtion. In the last setion we disuss our method in the
ase of noisy measurements.
2. Denitions and main results
Let us onsider the losureM ⊂ Rm,m ≥ 1, of an open smooth set, or a (non-
ompat or ompat) omplete Riemannian manifold (M, g) of dimension m
with a non-empty boundary. For simpliity, we assume that the boundary
∂M is ompat. Let u solve the wave equation
utt(x, t) + Au(x, t) = 0 in M × R+, (4)
u|t=0 = 0, ut|t=0 = 0,
Bν,ηu|∂M×R+ = f.
Here, f ∈ L2(∂M ×R+) is a real valued funtion, A is a formally self-adjoint
ellipti partial dierential operator of the form (in loal oordinates in the
ase when M is a manifold)
Av = −
m∑
j,k=1
µ(x)−1|g(x)|−
1
2
∂
∂xj
(
µ(x)|g(x)|
1
2 gjk(x)
∂v
∂xk
(x)
)
+ q(x)v(x) (5)
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where [gjk] is a smooth real positive denite matrix, c0I ≤ [g
jk(x)] ≤ c1I,
c0, c1 > 0, |g| = det([gjk]), where [gjk] is the inverse matrix of [g
jk], and
µ(x) ≥ c2 > 0 and q(x) are smooth real valued funtions. Also,
Bν,ηv = −∂νv + ηv
where η : ∂M → R is a smooth bounded funtion and
∂νv =
m∑
j,k=1
µ(x)gjk(x)νk
∂
∂xj
v(x),
where ν(x) = (ν1, ν2, . . . , νm) is the interior o-normal vetor eld of ∂M
normalised so that
∑m
j,k=1 g
jkνjνk = 1. A partiular example is the operator
A0 = −c
2(x)∆ + q(x) (6)
for whih ∂νv = c(x)
−m+1∂nv, where ∂nv is the Eulidean normal derivative
of v.
We denote the solutions of (4) by
uf(x, t) = u(x, t).
For the initial boundary value problem (4) we dene the response operator
(or non-stationary Robin-to-Dirihlet map) Λ by setting
Λf = uf |∂M×R+. (7)
We also onsider the nite time response operator ΛT orresponding to time
T > 0,
ΛTf = u
f |∂M×(0,T ). (8)
By [39℄, the map ΛT : L
2(∂M × (0, T )) → H1/3(∂M × (0, T )) is bounded,
where Hs(∂M × (0, T )) denotes the Sobolev spae on ∂M × (0, T ). Below
we onsider ΛT as a bounded operator that maps L
2(∂M × (0, T )) to itself.
We also need some other notation. The matrix gjk(x), that is, the inverse
of the matrix gjk(x), is a Riemannian metri in M that is alled the travel
time metri. The reason for this is the waves propagate with speed one with
respet to the metri ds2 =
∑
jk gjk(x)dx
jdxk. We denote by d(x, y) the
distane funtion orresponding to this metri. For the wave equation we
dene the spae L2(M, dVµ) with inner produt
〈u, v〉L2(M,dVµ) =
∫
M
u(x)v(x) dVµ(x),
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where dVµ = µ(x)|g(x)|
1/2dx1dx2 . . . dxm.
For t > 0 and Γ ⊂ ∂M , let
M(Γ, t) = {x ∈M : d(x,Γ) ≤ t}, (9)
be the domain of inuene of Γ at time t.
We denote L2(B) = {f ∈ L2(∂M×R+) : supp (f) ⊂ B}, B ⊂ ∂M×R+,
identifying funtions and their zero ontinuations. When Γ ⊂ ∂M is open
set and f ∈ L2(Γ × R+), it is well known (see e.g. [21℄) that the wave
uf(t) = uf(· , t) is supported in the domain M(Γ, t),
uf(t) ∈ L2(M(Γ, t)) = {v ∈ L2(M) : supp (v) ⊂M(Γ, t)}.
2.1. Results on onvergene of proessed time reversal iteration.
Our objetive is to nd a boundary soure f suh that the wave uf(x, T ) is
loalized in a neighbourhood of a single point x0. Note that in this paper
we do not fous the pair (u(x, T ), ut(x, T )), but only the value of the wave,
u(x, T ).
Let 0 < T0 < T , Γ ⊂ ∂M be open set and f ∈ L
2(Γ×R+). Our rst aim
is to onstrut boundary values h(α) ∈ L2(∂M × R+), α > 0 suh that
lim
α→0
uh(α)(T ) = χM(∂M,T0)u
f(T ) (10)
in L2(M). Here χX(x) is the harateristi funtion of the set X . Then
lim
α→0
uf−h(α)(T ) = (1− χM(∂M,T0))u
f(T )
is supported in M(Γ, T ) \ M(∂M, T0) (see Figure 1). When T0 → T and
Γj → {z} then under suitable assumptions disussed later the set M(Γj , T )\
M(∂M, T0) goes to a single point. Thus for f ∈ L
2(Γj × R+), the waves
(1−χM(∂M,T0))u
f(T ) loalize to a small neighbourhood of a single point. For
later use we will onsider (10) below in a more general setting.
Next we explain a proedure to nd boundary values h(α). Denote
R2Tf(x, t) = f(x, 2T − t), (11)
J2Th(x, t) =
∫
[0,2T ]
J(s, t)h(x, s)ds
where J(s, t) = 1
2
χL(s, t),
L = {(s, t) ∈ R+ × R+ : t+ s ≤ 2T, s > t}. (12)
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Figure 1: The set M(Γ, T ) \M(∂M, T0). Our goal is to nd waves sent from
the boundary that fous into this area.
ss
Γ
M(∂M, T0)
M(Γ, T )
We all R = R2T the time reversal map and J = J2T the time lter. We
denote by P = PB : L
2(∂M × [0, 2T ])→ L2(∂M × [0, 2T ]) the multipliation
operator
PBf(x, t) = χB(x, t) f(x, t),
where B =
⋃J
j=1(Γj × [T − Tj , T ]), Γj ⊂ ∂M are open sets and 0 ≤ Tj ≤ T .
Next, we onsider Λ2T , R2T , and J2T as operators from L
2(∂M × [0, 2T ]) to
itself.
Let α ∈ (0, 1) and ω > 0 be a suiently large onstant. We dene
an, bn ∈ L
2(∂M×[0, 2T ]) and hn = hn(α) ∈ L
2(∂M×[0, 2T ]) by the iteration
an := Λ2T (hn), bn := Λ2T (RJhn), (13)
hn+1 := (1−
α
ω
)hn −
1
ω
(PRbn − PJan) + F,
with a0 = 0, b0 = 0, h0 = 0, and
F =
1
ω
P (RΛ2TRJ − JΛ2T )f.
We say that this iteration is the proessed time reversal iteration on time-
interval [0, 2T ] with projetor P and starting point f ∈ L2(∂M × [0, 2T ]).
Here an orresponds to the iterated measurement, bn to the time ltered
and time-reversed measurement and hn+1 to post-proessing of hn, an and
bn using time reversal and time ltering.
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Theorem 1 Let T > 0. Assume we are given ∂M and the response operator
Λ2T . Let Γj ⊂ ∂M , j = 1, . . . , J be non-empty open sets, 0 ≤ Tj ≤ T , and
B =
⋃J
j=1(Γj× [T −Tj , T ]). Let f ∈ L
2(∂M ×R+) and let for ω large enough
and α ∈ (0, 1) funtions hn = hn(α) be dened by the proessed time reversal
iteration (13) with projetor PB and starting point f0 = f |∂M×(0,2T ). These
funtions onverge in L2(∂M × R+),
h(α) = lim
n→∞
hn(α)
and the limits satisfy
lim
α→0
uh(α)(x, T ) = χN(x)u
f (x, T )
in L2(M), where N =
⋃J
j=1M(Γj , Tj) ⊂M .
This theorem is proven later in Setion 3. Before that we onsider its
onsequenes.
2.2. Results on fousing of the waves Let us onsider a geodesi γx,ξ
in (M, g) parametrised along ar length where γx,ξ(0) = x, γ˙x,ξ(0) = ξ with
‖ξ‖g = 1. Let ν = ν(z), z ∈ ∂M be the unit interior normal vetor of ∂M
in (M, g). There is a ritial value τ(z) ∈ (0,∞], suh that for t < τ(z) the
geodesi γz,ν([0, t]) is the unique shortest geodesi, and for t > τ(z) it is no
longer a shortest geodesi from its endpoint γz,ν(t) to ∂M .
We say that Γj → {ẑ} if Γj+1 ⊂ Γj and
⋂∞
j=1 Γj = {ẑ}.
Theorem 1 yields the following results telling that we an produe fousing
waves, that is, wave that fous to a single point.
Corollary 2 Let ẑ ∈ ∂M and 0 < T0 < T̂ < T . Let x̂ = γbz,ν(T̂ ) and
Γj ⊂ ∂M , j ∈ Z+ be open neighbourhoods of ẑ ∈ ∂M suh that Γj → {ẑ}
when j →∞.
Let f ∈ C∞0 (∂M × R+). Let hn(α;T0, j) be the funtions obtained from
the proessed time reversal iteration (13) with projetor PB, B = (Γj × [T −
T̂ , T ]) ∪ (∂M × [T − T0, T ]) and starting point f0 = f |∂M×(0,2T ). Similarly,
let h′n(α;T0, j) be the funtions obtained from the proessed time reversal
iteration (13) with projetor PB′, B
′ = ∂M × [T − T0, T ] and starting point
f0. Let
h˜n(α;T0, j) = f0 − hn(α;T0, j) + h
′
n(α;T0, j).
If T̂ < τ(ẑ) then
(14)
lim
T0→bT
lim
j→∞
lim
α→0
lim
n→∞
1
(T̂ − T0)(m+1)/2
u
ehn(α;T0,j)(T ) = C0(x̂)u
f(x̂, T )δbx(x)
8
Figure 2: Subsets of M used in the proof of Corollary 2.
PSfrag replaements
∂M ẑ Γj
x̂
T0
T̂
in D′(M) where C0(x̂) > 0 does not depend on f . If T̂ > τ(ẑ) the limit (14)
is zero.
In Figure 2, the set M(Γj , T̂ ) \M(∂M, T0) tends to the point xˆ when
j →∞ and T0 → Tˆ . This turns out to be essential in the proof of Corollary
2.
Above, δbx is Dira's delta distribution on (M, g) suh that∫
M
δbx(x)φ(x) dVµ = φ(x̂), φ ∈ C
∞
0 (M).
2.3. Inner produts. Later, we show that that using f, h ∈ L2(∂M ×
[0, 2T ]) and the boundary measurements Λ2T we may ompute via an expliit
integral the inner produt∫
M
uf(x, T )uh(x, T ) dVµ(x) =
∫
∂M×[0,2T ]
(Kf)(x, t)h(x, t) dSg(x)dt, (15)
where dSg is the Riemannian surfae volume of ∂M and
K = K2T := R2TΛ2TR2TJ2T − J2TΛ2T (16)
so that terms (15) an be found using measurement operator Λ2T and simple
basi operations like time reversal R2T and the time lter operator J2T .
In the above formula the Riemannian surfae volume of ∂M an be om-
puted using the intrinsi metri of ∂M , whih is determined by the map Λ2T .
Indeed, its follows from Tataru's unique ontinuation priniple (see [38, 40℄,
see also Theorem 4 below) that the Shwartz kernel of Λ2T is supported in
the set E = {(x, t, x′, t′) ∈ (∂M × [0, 2T ])2 : t − t′ ≥ d(x, x′)} and that
the boundary ∂E is in the support. The set ∂E determines the distanes
of points z, z′ ∈ ∂M with respet to the metri of (M, g), and thus also the
distane with respet to the intrinsi metri of the boundary (∂M, g∂M ).
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2.4. Reonstrution of material parameter funtions. It is well known
that the response map Λ an not generally determine oeients µ and gjk
beause of two transformations disussed below.
First, we one an introdue a oordinate transformation, that is a dieo-
morphism F : M → M suh that the boundary value F |∂M is the identity
operator. Then the push forward metri g˜ = F∗g, that is,
g˜jk(y) =
m∑
p,q=1
∂xp
∂yj
∂xq
∂yk
gpq(x), y = F (x)
and the funtions µ˜ = µ◦F−1, q˜ = q◦F−1, and η˜ = η determine the operator
A˜ of the form (5) suh that response operators for A and A˜ are the same (for
this, see [25, 26, 27℄).
Seond, one an do the gauge transformation u(x, t)→ κ(x)u(x, t) where
κ ∈ C∞(M) is stritly positive funtion. In this transformation the operator
A˜ is transforms to the operator A˜κ dened be
A˜κw := κA˜(
1
κ
w)
and the operator in boundary ondition is transformed to Bν,bη, with
η̂ = η − κ−1∂νκ.
Then the response operator Λ˜κ of A˜κ oinides with the response operator Λ
of A.
By above transformations, making a gauge transformation with κ = µ−1,
we ome to operator A˜κ having the same response operator as A and that
an be represented in the form (5) with µ(x) = 1. It turns out that this is
the only soure of non-uniqueness.
Corollary 3 Assume that µ = 1 and that we are given the boundary ∂M and
the response operator Λ. Then using the the proessed time reversal iteration
we an nd onstrutively the manifold (M, g) upto an isometry and on it
the operator A uniquely.
Moreover, if M ⊂ Rm, m ≥ 2, and A is of the form (6), given the set M
and the response operator Λ we an determine c(x) and q(x) uniquely in M .
We note that the unique determination of (M, g) and A is well known, see
e.g. [11, 25, 26℄ and referenes therein. The novelty of Corollary 3 is that in
the onstrution based on proessed time reversal iteration the use of iterated
measurement avoid many omputationally demanding steps used required in
[26℄. An example of suh step is a Gram-Shmidt orthogonalisation of basis of
spaes L2(Γ× [t1, t2]), Γ ⊂ ∂M with respet to an inner produt determined
by Λ2T . This is a typial step used in traditional Boundary Control method
that is very sensitive for measurement errors.
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3. Proof of the onvergene of the iteration
3.1. Controllability results. The seminal result implying ontrollability
is Tataru's unique ontinuation result (see [38, 40℄)
Theorem 4 (Tataru) Let u be a solution of wave equation
utt(x, t) + Au(x, t) = 0.
Assume that
u|Γ×(0,2τ) = 0, ∂νu|Γ×(0,2τ) = 0 (17)
where Γ ⊂ ∂M, Γ 6= ∅ is open, and τ > 0. Then,
u(x, τ) = 0, ∂tu(x, τ) = 0 for x ∈ M(Γ, τ).
This result yields the following Tataru's ontrollability result, see e.g. [26℄
and referenes therein.
Theorem 5 Let Γ ⊂ ∂M be open and τ > 0. Then the linear subspae
{uf(τ) ∈ L2(M(Γ, τ)) : f ∈ C∞0 (Γ× [0, τ ])}
is dense in L2(M(Γ, τ)).
3.2. Inner produts. Let us reall the Blagovesthenskii identity:
Lemma 6 Let f, h ∈ L2(∂M × [0, 2T ]). Then∫
M
uf(x, T )uh(x, T ) dVµ(x) = (18)∫
[0,2T ]2
∫
∂M
J(t, s)
[
f(t)(Λ2Th)(s)− (Λ2Tf)(t)h(s)
]
dSg(x)dtds,
where J(t, s) = 1
2
χL(s, t), see (12).
The proof in slightly dierent ontext is given e.g. in [26℄.
Proof. Let w(t, s) =
∫
M
uf(t)uh(s) dVµ. Integrating by parts, we see that
(∂2t − ∂
2
s )w(t, s)
= −
∫
M
[
Auf(t)uh(s)− uf(t)Auh(s)
]
dVµ(x)
= −
∫
∂M
[
∂νu
f(t)uh(s)− uf(t)∂νu
h(s)
]
dSg (19)
=
∫
∂M
[
(−∂νu
f(t) + ηuf(t))uh(s)− uf(t)(−∂νu
h(s) + ηuh(s))
]
dSg
=
∫
∂M
[
f(t)Λ2Th(s)− Λ2Tf(t)h(s)
]
dSg.
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Moreover,
w|t=0 = w|s=0 = 0, ∂tw|t=0 = ∂sw|s=0 = 0.
Thus we an onsider (19) as one dimensional wave equation with known
right hand side and vanishing initial and boundary data. Solving this initial
boundary value problem we see the laim.

Consider now the operator K appearing in formula (15) in more detail.
The Shwartz kernel of Λ2T is the Dirihlet boundary value of the Green's
funtion G(x, x′, t− t′) satisfying
(∂2t + A)Gx′,t′(x, t) = δx′(x)δ(t− t
′) in M × R+, (20)
Gx′,t′ |t=0 = 0, ∂tGx′,t′|t=0 = 0,
Bν,ηGx′,t′ |∂M×R+ = 0,
where Gx′,t′(x, t) = G(x, x
′, t− t′). Then
G(x, x′, t− t′) = G(x′, x, t− t′)
and we see that
Λ∗2T = R2TΛ2TR2T
where R2T f(x, t) = f(x, 2T − t) is the time reversal map.
Thus, as Λ∗2T = R2TΛ2TR2T , we an write result of Lemma 6 as∫
M
uf(x, T )uh(x, T ) dVµ(x) =
∫
∂M×[0,2T ]
(Kf)(x, t) h(x, t) dSg(x)dt (21)
where K is dened in (16).
3.3. Proof of Theorem 1. To produe fousing waves, let us onsider the
problem
min
h∈L2(B)
‖uf(T )− uh(T )‖2L2(M,dVµ) (22)
where B =
⋃J
j=1(Γj × [T − Tj , T ]), Γj ⊂ ∂M are open and 0 ≤ Tj ≤ T .
As the solution of this minimisation problem does not always exist, we
an regularise the problem and study
min
h∈L2(∂M×[0,2T ])
F (h, α) (23)
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where α ∈ (0, 1) and
F (h, α) = 〈K(Ph− f), Ph− f〉L2(∂M×[0,2T ],dSg) + α‖h‖
2
L2(∂M×[0,2T ],dSg)
.
We reall that P = PB is multipliation with the harateristi funtion of
B, that is, (PBh)(x, t) = χB(x, t) · h(x, t).
By (21),
F (h, α) = ‖uf(T )− uPh(T )‖2L2(M,dVµ) + α‖h‖
2
L2(∂M×[0,2T ]).
The minimisation problem (23) is equivalent to (22) when α = 0.
Lemma 7 For given α ∈ (0, 1) the problem (23) has a unique minimiser.
Moreover, the minimiser is the unique solution of the equation
(PKP + α)h = PKf. (24)
Proof. The minimisation problem is stritly onvex, and the map h 7→ uh(T )
is ontinuous L2(∂M × [0, 2T ]) → Hs1(M), s1 < 5/6 by [33℄, see also [32℄.
Now if hj → h weakly in L
2(∂M × [0, 2T ]) as j → ∞ then Phj → Ph
weakly in L2(∂M× [0, 2T ]). As the embedding Hs1(M) → L2(M) is ompat
and the map h 7→ uh(T ) is ontinuous L2(∂M × [0, 2T ]) → Hs1(M), then
uPhj(T ) → uPh(T ) in L2(M). Therefore,
lim
j→∞
〈K(Phj − f), Phj − f〉L2(∂M×[0,2T ])
= lim
j→∞
‖uPhj(T )− uf(T )‖2L2(M,dVµ) = ‖u
Ph(T )− uf(T )‖2L2(M,dVµ).
Let hj be a sequene suh that limj→∞ F (hj, α) = infh F (h, α). As
F (h, α) ≥ α‖h‖2L2, the sequene (hj) is bounded. Sine ‖h‖L2 ≤ lim infj→∞ ‖hj‖L2 ,
this implies that F (h, α) ≤ lim inf F (hj , α).
Thus by hoosing a subsequene of hj, we an assume that hj onverge
to h in the weak topology of L2(∂M × [0, 2T ]), and the limit h is a global
minimiser of F (· , α).
By omputing the Fréhet derivative of the funtional F (h, α) in any
diretion h˜ ∈ L2(∂M × [0, 2T ]) at a minimiser h, we see that
0 = Dh(〈K(Ph− f), Ph− f〉+ α‖h‖
2
L2)h˜
= 〈h˜, P ∗K(Ph− f)〉+ 〈h˜, P ∗K∗(Ph− f)〉+ 2α〈h˜, h〉
for all h˜. Sine K∗ = K and P ∗ = P , this implies that h satises the equation
(24). As K is non-negative, PKP + αI ≥ αI so that equation (24) has a
unique solution providing the minimiser h = h(α). 
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Note that equation (24) also implies that
h(α) ∈ Ran(P ). (25)
Next we want to solve equation (24) using iteration. To this end, let
ω ∈ R+ be a onstant suh that
ω > 2(1 + ‖PKP‖).
Then the equation (24) an be written as
(I − S)h =
1
ω
PKf, where S = I −
α + PKP
ω
. (26)
Sine PKP is non-negative and
αI ≤ αI + PKP ≤
ω
2
I,
we see that ‖S‖ < 1. Thus we an solve h using iteration: Let
F :=
1
ω
PKf =
1
ω
P (JΛ2T −RΛ2TRJ)f,
h0 = 0, and onsider the iteration
hn+1 = Shn + F, n = 0, 1, . . . .
As hn = Phn by (25), we an write the iteration in the form (13), and
limn→∞ hn = h(α) in L
2(∂M × [0, 2T ]).
Applying this algorithm an nd the minimisers h = h(α) ∈ Ran (P ) of
problem (24). They onverge by the following lemma:
Lemma 8 We have
lim
α→0
uh(α)(x, T ) = χN(x)u
f (x, T )
in L2(M), with N as in Theorem 1.
Proof. Clearly,
F (h, α) = F0 + ‖χN(u
Ph(T )− uf(T ))‖2L2(M) + α‖h‖
2
L2(∂M×[0,2T ]),
F0 = ‖(1− χN )u
f(T )‖2L2(M). (27)
Here the rst term does not depend on h. By Theorem 5, for any ǫ > 0 there
is a hǫ ∈ L
2(B) suh that
‖uPhǫ(T )− χNu
f(T )‖2L2(M) <
ǫ
2
. (28)
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Thus we have
F (hǫ, α) = F0 +
ǫ
2
+ α‖h(ǫ)‖2L2(∂M×[0,2T ]).
This shows that if α < α(ǫ), where
α(ǫ) :=
ǫ
2‖h(ǫ)‖2L2(∂M×[0,2T ])
,
then
F (hǫ, α) ≤ F0 + ǫ.
Thus the minimiser h(α) of F (h, α) with α < α(ǫ) satises
F (h(α), α) ≤ F0 + ǫ.
As by (25), h(α) = Ph(α) so that h(α) ∈ L2(Γ × [0, T ]), we get from (28)
that, for α < α(ǫ),
‖χN(u
h(α)(T )− uf(T ))‖2L2(M) ≤ ǫ/2. (29)
As supp (uh(α)(T )) ⊂ N , the laim follows. 
Theorem 1 follows from Lemmata 7 and 8. 
4. Proofs for the fousing of the waves
Next we prove Corollary 2.
Proof of Corollary 2. Let (z(x), s(x)) be the boundary normal oordinates
of x ∈ M , that is, s(x) = d(x, ∂M) and z(x) is the losest point of ∂M to x
when suh a point is unique. When a losest boundary point is not unique,
the boundary normal oordinates are not dened.
We onsider rst the laim of the orollary in the ase when T̂ < τ(ẑ).
Then the boundary normal oordinates near x̂ = γbz,ν(T̂ ) are well dened and
the metri tensor in these oordinates has the form
g =
(
1 0
0 [gαβ(z, s)]
m−1
α,β=1
)
, (30)
where [gαβ(z, s)] ∈ R
(m−1)×(m−1)
is a smooth positive denite matrix valued
funtion near (ẑ, T̂ ) = (z(x̂), s(x̂)). Then there is a C1 = C1(ẑ, T̂ ) > 0 suh
that
C−11 I ≤ [gαβ(z, s)] ≤ C1I
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near (ẑ, T̂ ). Using this we see that there is a C2 > 0 suh that
C−12 ≤
volg
(
M({ẑ}, T̂ ) \M(∂M, T0)
)
(T̂ − T0)(T̂ 2 − T 20 )
(m−1)/2
≤ C2.
As the solution uf(x, t) is smooth for f ∈ C∞0 (∂M × R+),
lim
T0→bT
χM({bz}, bT )∪M(∂M,T0) − χM(∂M,T0)
volg
(
M({ẑ}, T̂ ) \M(∂M, T0)
) uf(T ) = uf(x̂, T )δbx
in D′(M), the laim follows in the ase T̂ < τ(ẑ).
When T̂ > τ(z), the laim follows from the fat that for suiently small
T̂ − T0 > 0 the set M({ẑ}, T̂ ) \M(∂M, T0) is empty. 
Remark The above proof of Corollary 2 also shows that in Corollary 2
C0(x0) = lim
T0→bT
(T̂ − T0)
(m+1)/2
volg
(
M({ẑ}, T̂ ) \M(∂M, T0)
) . (31)
5. Boundary distane funtions and reonstru-
tion of the metri
Here we present a method for nding the boundary distane funtions using
proessed time reversal iteration.
Let z, y ∈ ∂M , 0 ≤ T1 ≤ τ(z) and T > d∂M(y, z) + T1. Denote x =
γz,ν(T1). Next we give an algorithm that an be used to determine d(x, z).
To this end, let Γj ⊂ ∂M and Σj ⊂ ∂M be neighbourhoods of z and y,
respetively, suh that Γj → {z} and Σj → {y} when j →∞.
Let ǫ > 0, τ ∈ [0, T ], and
N1j = M(Γj , T1) B
1
j = Γj × [T − T1, T ]
N2j = M(Σj , τ) B
2
j = Σj × [T − τ, T ]
N3ǫ = M(∂M, T1 − ǫ) B
3
ǫ = ∂M × [T − (T1 − ǫ), T ].
Lemma 9 The distane d(x, z) is the inmum of all τ ∈ [0, T ] that satisfy
the ondition
the set I(j, ǫ) = (N1j ∩N
2
j ) \N
3
ǫ ontains (32)
a non-empty open set for all j ∈ Z+, ǫ > 0.
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Figure 3: Sketh of the situation in Lemma 9 when I(j, ǫ) is empty (left) and
non-empty (right).
See Figure 3 for a sketh of the ases of empty and non-empty I(j, ǫ).
Proof. First onsider what happens if d(x, y) < τ . Sine T1 ≤ τ(z), we see
that then B(x, r) ∩ (N1j \ N
3
ǫ ) ontains a non-empty open set for all r > 0,
where B(x, r) ⊂ M is a ball of (M, g) with enter x and radius r. When
r < τ − d(x, y), we see that B(x, r) ⊂ N2j . Thus I(j, ǫ) ontains an open set
and (32) is satised.
On other hand, if d(x, y) > τ , let r = d(x, y) − τ . When j → ∞ and
ǫ → 0, we see using metri in the boundary normal oordinates (30) that
N1j \N
3
ǫ → {x} in the Hausdor metri. Thus when j is large enough and ǫ
is small enough, N1j \N
3
ǫ ⊂ B(x, r/2). Then B(x, r/2)∩N
2
j = ∅, and (32) is
not satised.
Summarizing, ondition (32) is satised if d(x, y) < τ and not satised if
d(x, y) > τ . As d(x, y) < T , this yields the laim. 
Next we show that by using the proessed time reversal iteration, we an
test if ondition (32) is valid. To this end, denote
N˜1(j, ǫ) = N
1
j ∪N
3
ǫ B˜1(j, ǫ) = B
1
j ∪B
3
ǫ
N˜2(j, ǫ) = N
2
j ∪N
3
ǫ B˜2(j, ǫ) = B
2
j ∪B
3
ǫ
N˜3(j, ǫ) = N
1
j ∪N
2
j ∪N
3
ǫ B˜3(j, ǫ) = B
1
j ∪B
2
j ∪ B
3
ǫ
N˜4(j, ǫ) = N
3
ǫ B˜4(j, ǫ) = B
3
ǫ .
Let f ∈ C∞0 (∂M × R+). Using the proessed time reversed iteration on
time interval [0, 2T ] with projetors PB orresponding to B = B˜k(j, ǫ), k =
1, 2, 3, 4 and starting point f , we obtain funtions hn(α; ǫ, j, k) ∈ L
2(∂M ×
[0, 2T ]). Using them, dene
pn(α, j, ǫ) = hn(α; ǫ, j, 1) + hn(α; ǫ, j, 2)− hn(α; ǫ, j, 3)− hn(α; ǫ, j, 4). (33)
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Lemma 10 The ondition (32) is satised if and only if there exists an
f ∈ C∞0 (∂M × R+) suh that for any j ∈ Z+ and ǫ > 0 the funtions
pn(α, j, ǫ) dened in formula (33) satisfy
lim
α→0
lim
n→∞
〈K2Tpn(α, j, ǫ), pn(α, j, ǫ)〉 6= 0. (34)
Proof. The funtions hn(α; ǫ, j, k) dened by proessed time reversal itera-
tion satisfy
χ eNk(j,ǫ)u
f(T ) = lim
α→0
lim
n→∞
uhn(α;ǫ,j,k)(T ), k = 1, 2, 3, 4.
A simple omputation gives us
χI(j,ǫ)(x) = χ eN1(j,ǫ)(x) + χ eN2(j,ǫ)(x)− χ eN3(j,ǫ)(x)− χ eN4(j,ǫ)(x) (35)
for all x ∈M . Therefore, using (33) we see that in L2(M)
χI(j,ǫ)u
f(T ) = lim
α→0
lim
n→∞
upn(α,j,ǫ)(T ).
By Theorem 5 we see that the funtions uf(T ) with f ∈ C∞0 (∂M × R+) are
smooth funtions that form a dense set in L2(M(∂M, T )). Thus ondition
(32) is satised if and only if there exists an f ∈ C∞0 (∂M × R+) suh that
for any j ∈ Z+ and ǫ > 0
〈χI(j,ǫ)u
f(T ), uf(T )〉L2(M)
= lim
α→0
lim
n→∞
〈K2Tpn(α, j, ǫ), pn(α, j, ǫ)〉L2(∂M×[0,2T ]) 6= 0.
This proves the laim. 
We note that if ondition (34) is satised for some f ∈ C∞0 (∂M × R+),
it is satised for all suh f in an open and dense set.
Lemmata 9 and 10 give an algorithm for the determination of d(y, x) by
using proessed time reversal iteration
d(y, x) = inf{τ ∈ [0, T ] : there is an f ∈ C∞0 (∂M × R+) (36)
suh that (34) holds for all j ∈ Z+ and ǫ > 0}.
Summarizing, we have proven:
Theorem 11 Assume we are given ∂M and the response operator Λ. Let
z, y ∈ ∂M , T1 ≤ τ(z). Then using the algorithm (36) we an ompute d(x, y)
for x = γz,ν(T1).
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Let us onsider onsequenes of the result above. To this end, we dene
the set of the boundary distane funtions. For eah x ∈M , the orrespond-
ing boundary distane funtion, rx ∈ C(∂M) is given by
rx : ∂M → R+, rx(z) = d(x, z), z ∈ ∂M.
In fat, rx ∈ Lip (∂M) with the Lipshitz onstant equal to one. The bound-
ary distane funtions dene the boundary distane map R : M → C(∂M),
R(x) = rx, whih is ontinuous and injetive (see [26℄). Denote by
R(M) = {rx ∈ C(∂M) : x ∈M},
the image ofR. It is known (see [26, 27℄) that, given the set R(M) ⊂ C(∂M)
we an endow it, in a onstrutive way, with a dierentiable struture and a
metri tensor g˜, so that (R(M), g˜) beomes a manifold that is isometri to
(M, g),
(R(M), g˜) ∼= (M, g).
See [27℄. A stable onstrution proedure of (M, g) as a metri spae from
the set R(M), g˜) and Hölder type stability estimates are give in [24℄.
Example By the triangle inequality,
‖rx − ry‖∞ ≤ d(x, y). (37)
We onsider in this example the ase when (M, g) is a ompat manifold
suh that all points x, y ∈M an be joined with a unique shortest geodesi.
This implies that, for any x, y ∈ M , the shortest geodesi γ([0, s]) from x
to y, parametrised along ar length, an be ontinued to a maximal geodesi
γ([0, L]) that hits the boundary at a point z = γ(L) ∈ ∂M . Then
|rx(z)− ry(z)| = d(x, y)
implying equality in (37). Thus in the ase when all geodesis between ar-
bitrary points x, y ∈ M are unique, the manifold (M, g) is isometri to the
manifold R(M) with the distane funtion inherited from C(∂M). In the
general ase the onstrution of the metri is more elaborate.
By Theorem 11 we an ompute for all x = γz,ν(T ) with T ≤ τ(z) the
orresponding boundary distane funtion rx. Sine all points x ∈M an be
represented in this form (see e.g. [15℄) we an nd the set R(M) that an be
endowed with a manifold struture isometri to the original manifold (M, g).
We have thus proven the following result:
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Corollary 12 Assume we are given ∂M and the response operator Λ. Then
using the proessed time reversal iteration we an nd the manifold (M, g)
upto an isometry.
Corollary 12 an also be formulated by saying that we an nd the metri
tensor g in loal oordinates. For example, for any point x0 ∈ M there
are zj ∈ ∂M , j = 1, 2, . . . , m, suh that x 7→ (X
1(x), . . . , Xm(x)) with
Xj(x) := d(x, zj) dene loal oordinates near x0. In these oordinates the
distane funtions x 7→ d(x, z), z ∈ ∂M determine the metri tensor. For
details of this onstrution, see [26℄.
Next we prove Corollary 3.
Proof of Corollary 3. As the boundary data ∂M and Λ determine (M, g)
upto isometry, we an apply formula (31) to nd the funtion C0(x), x ∈M
in Corollary 2 in any loal oordinates of (M, g). Thus in loal oordinates
we an nd the values of waves uf(x, t) for all x ∈ M , t > 0. By Tataru's
ontrollability theorem, the waves uf(x, T ) with xed T > 0 form a dense
set in L2(M(∂M, T )). In this dense set we an nd in loal oordinates the
distributions
Auf(x, t) = −∂2t u
f(x, t) = −uftt(x, t),
implying that we an nd values Aw for all w ∈ L2(M(∂M, T )). As T is
arbitrary, we nd Aw for all w ∈ L2(M).
The ase when M ⊂ Rm, m ≥ 2 and A is of the form (6), we use the fat
that a manifold with onformally Eulidian metri is embedded into R
m
in
a unique way when ∂M is xed. Thus we nd c(x) when a metri g is given,
and as above we also nd an operator Aκ that is equivalent to A through a
gauge transformation. As there is a unique operator of the form (6) in the
orbit of the the gauge transformations A → Aκ the laim follows (see [26℄).

6. Iteration when measurements have errors
Let (Ω,Σ,P) be a omplete probability spae.
Assume the measurements have a random noise, that is, measurements
give us with an input f the funtion Λ2Tf + ǫ, where ǫ is random Gaussian
noise that has values in L2(∂M × (0, T )). Assume that Eǫ = 0 and denote
the ovariane operator of ǫ by Cǫ. Note that Cǫ is a ompat operator on
L2(∂M × (0, T )) (see [12℄) and thus the standard white noise on ∂M × (0, T )
does not satisfy our assumptions.
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Assume that the noise is independent of previous measurements eah time
when we do a new measurement. When the noise is added to the proessed
time reversal iteration, we ome to the iteration of the form
h˜n+1 = Sh˜n + p+Nn,
where Nn = PJǫ
1
n − PRǫ
2
n where ǫ
1
n and ǫ
2
n are random variables having the
same distribution as ǫ. Thus the Nn are independent identially distributed
Gaussian random variables satisfying ENn = 0 and having ovariane oper-
ator CN = PJCǫJ
∗P ∗ + PRCǫR
∗P ∗. Let us onsider the averaged results of
iterations
h˜aveK =
1
K
K∑
n=1
h˜n. (38)
Then
1
K
K∑
n=1
h˜n =
1
K
K∑
n=1
hn +
1
K
K∑
n=1
n∑
m=1
(n−m+ 1)Sn−mNn
=
(
1
K
K∑
n=1
hn
)
+
(
1
K
K∑
n=1
(I − S)−2Nn
)
+
(
1
K
K∑
n=1
(−(I − S)−2Sn+2 − (n+ 2)(I − S)−1Sn+1)Nn
)
= H1K +H
2
K +H
3
K ,
where hn are the results of the proessed time reversal iteration without noise.
Above, the deterministi termH1K onverges to the same limit limn→∞ h˜n =
h(α) as the proessed time reversal iteration without noise. Now onsider H2K
and H3K as random variables in L
2(∂M × (0, T )). They an also be viewed
as random elds on ∂M × (0, T ), see [37℄. By the law of large numbers in
innite dimensional spaes [20℄, we see that
lim
K→∞
‖H2K‖L2(∂M×(0,T )) = 0. (39)
As ‖S‖L(L2(∂M)) ≤
1
2
, the last term H3K satises also an estimate analogous
to (39). Thus the averaged proessed time reversal iteration with noise on-
verges to the same limit as proessed time reversal iteration without noise,
that is,
lim
K→∞
h˜aveK = h(α) in L
1(Ω;L2(∂M × (0, T ))).
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