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Abstract
It is shown that every n × n matrix over a field of characteristic zero is a linear combination
of three idempotent matrices. It is proved that both 2 × 2 matrices and complex 3 × 3 matrices
are linear combinations of two idempotents. Also we present 3 × 3 and 4 × 4 matrices that
are not linear combinations of any two idempotents.
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1. Introduction
Decomposing a matrix into a sum of simple matrices is a powerful technique in
mathematics. In this paper, we consider idempotent matrices Qi (that is, matrices
with property Q2i = Qi) and their multiples. We recall some resent results on this
decomposition problem. In [4] the authors showed that every matrix over a ring with
identity is a linear combination (in short LC) of idempotent matrices. Wu announced
the result of Wang in [9] that an LC of five idempotents is enough to represent any
complex matrix. By using results from [7], it is easy to reduce the required number
of idempotents in the LC to four. Indeed, it was proved in [7] that an n × n matrix A
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with entries from a field F of characteristic zero is a sum of four idempotents if the
trace of A is an integer, and the following inequalities hold:
2 rank A − 2  tr A  2n, (1)
where tr A is the trace of A and rank A is the dimension of range of A. Suppose first
that tr A /= 0. Then for λ = tr A/(2n), a matrix B := A/λ has an integer trace 2n,
and inequalities (1) hold for B. Therefore B is a sum of four idempotents, and A is a
multiple of a sum of four idempotents. Let tr A = 0 now. A matrix C := A + 2I (I
is the identity matrix) has the trace 2n. So C is a sum of four idempotents:
C = Q1 + Q2 + Q3 + Q4.
Subtracting 2I from both sides, we obtain
A = C − 2I = Q1 + Q2 − (I − Q3) − (I − Q4).
Since both (I − Q3) and (I − Q4) are idempotents, the matrix A is an integral LC
of four idempotents.
The purpose of this paper is to show that every n × n matrix over a field F of
characteristic zero is an LC of three idempotents. In the preliminaries we consider
cases of 2 × 2 matrices over F and 3 × 3 complex matrices and prove even more:
such matrices are linear combinations of two idempotents. Then we show that there
exist integer 3 × 3 and 4 × 4 matrices that are not linear combinations of any two
idempotents over the rational field Q and over the complex field C respectively. The
last section is devoted to a constructive proof of the statement in the title.
In connection with such additive problems, we are highly interested in whether the
decomposition into an LC of three idempotents remains valid on a separabel Hilbert
space, since by compiling results from [1,8], every bounded operator is a multiple of
a sum of four idempotents. We haven’t found the answer to the problem.
In what follows we shall denote the trace of a matrix A by tr A, the identity and
zero n × n matrices by In and 0n. A diagonal matrix will be denoted by
diag(a1, . . . , an). Similarity is denoted by ≈.
2. Preliminaries
Let a matrix A be an LC of k idempotents. Since similarity preserves idempotency
of a matrix, the matrix U−1AU is an LC of k idempotents too, where U is an invert-
ible matrix.
Using this, we can prove
Lemma 1. Let λ1 and λ2 be nonzero numbers. Then a nonscalar 2 × 2 matrix A
with tr A = λ1 + λ2 is the sum of matrices λ1Q1 and λ2Q2, where Q1 and Q2 are
2 × 2 idempotent matrices.
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Proof. By a result of Fillmore [2], the matrix A is similar to the matrix
B :=
[
λ1 x1
x2 λ2
]
= λ1
[
1 x1/λ1
0 0
]
+ λ2
[
0 0
x2/λ2 1
]
, x1, x2 ∈ F,
which is an LC of two rank-one idempotents. So is the matrix A. 
Corollary 2. Every 2 × 2 matrix over F is an LC of two idempotents, and every
3 × 3 complex matrix is an LC of two idempotents too.
Proof. By Lemma 1, it is easy to prove the statement of the corollary for 2 ×
2 matrices. For a reducible 3 × 3 matrix A, one can assume that A is similar to
diag(a, B), where a ∈ C, and B is a 2 × 2 complex matrix. The case a = 0 is simple.
So let a /= 0. Putting
λ1 =
{
a, if a /= tr B;
a/2, otherwise, λ2 = tr B − λ1,
one can apply Lemma 1 to the matrix B and prove the statement directly. An “irre-
ducible case” is valid because
0 1 00 0 1
0 0 0

 =

0 1 00 1 0
0 0 0

−

0 0 00 1 −1
0 0 0

 ,

1 1 00 1 1
0 0 1

 =

1 1 00 0 0
0 0 1

+

0 0 00 1 1
0 0 0

 . 
Formulas similar to these are true more generally:
(a) a nilpotent matrix N is a difference of two idempotents [3], and
(b) a Jordan block is a multiple of a sum of two idempotents since the matrix In + N
is the sum of two idempotents.
In + N = In + (Q1 − Q2) = Q1 + (In − Q2).
Remark 3. The matrix
B1 =

0 1 00 0 1
2 0 0


is not an LC of two idempotents over the field Q. The matrix B2 = diag(1, 2, 4, 8)
is not an LC of two idempotents even over the field C.
Proof. Suppose A is an LC of two idempotents. That is,
A = λ1Q1 + λ2Q2.
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If α /∈ {0, λ1, λ2, λ1 + λ2} is an eigenvalue of A and eα is a corresponding eigenvec-
tor, then for
t = λ2(α − λ2)
λ1(α − λ1) ,
the vector (Q1 − tQ2)eα is an eigenvector of A with eigenvalue λ1 + λ2 − α. So the
spectrum σ(A) of the matrix A has the following structure:
if α ∈ σ(A) and α /∈ {0, λ1, λ2, λ1 + λ2}, then λ1 + λ2 − α ∈ σ(A). (2)
It can be shown in another way using [6] (see also the bibliography cited there). One
can check that the spectrum
σ(B1) =
{ 3√2rˇ , 3√2rˇ2, 3√2 | rˇ is a primitive root of 1 of order 3}
as well as the spectrum
σ(B2) = {1, 2, 4, 8}
do not have the property (2) for any λ1 and any λ2 from the corresponding field. 
It is clear that there are many 3 × 3 and 4 × 4 matrices that are not linear combi-
nations of two idempotents.
In the next section we will need a statement about one-dimensional perturbations
of a companion matrix, i.e. matrix of the form

0 1 0 . . . 0 0
0 0 1 . . . 0 0
...
...
...
...
...
...
0 0 0 . . . 0 1
c1 c2 c3 . . . cn−1 cn


.
Proposition 4. Let C be an n × n companion matrix. Let A be an n × n matrix with
simple spectrum and tr A /= tr C. Then there exists an idempotent Q, tr Q = 1, such
that
A ≈ C + (tr A − tr C)Q.
Proof. Let Ac be a companion matrix corresponding to the characteristic polyno-
mial of A (see, for example, [5]). The needed multiple of the idempotent Q is a
difference between Ac and C. 
3. Main theorem
In this section we use the notation [x] for the integer part of a real number x.
Theorem 5. Every n × n matrix over F is an LC of three idempotent matrices.
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Proof. Suppose B is an n × n matrix. The idea of the proof is to find a diagonal
matrix D = diag(d1, d2, . . . , dn) and an idempotent matrix Q1 such that B − λ1Q1
is similar to D for some λ1 ∈ F and at the same time D is an LC of two idempotents:
B − λ1Q1 ≈ D and D = λ2Q2 + λ3Q3.
Then B will be an LC of three idempotents obviously. We divide the proof into two
steps.
(1) Finding di . It suffices to prove the statement of the theorem for the matrix Bc that
is a rational canonical form of B:
Bc = diag(bIn˜, C1, . . . , Cs),
where b ∈ F and Ci are ki × ki companion matrices, ki  2. Let
λ1 =
{
b, if b /= 0;
1, otherwise.
Since bIn˜ = λ1In˜ + λ20n˜ + λ30n˜, we will try to decompose only the matrix
C = diag(C1, C2, . . . , Cs).
Let us define constants
n0 = w0 = 0, ni =
i∑
j=1
[kj /2], i = 1, . . . , s,
w =
s∑
j=1
(tr Cj − λ1)/ns, wi =
i∑
j=1
(tr Cj − λ1) − niw, i = 1, . . . , s.
We choose a nonzero c ∈ F such that for every integer i in the line [−n, n] and for
every j ,
ic /= wj . (3)
Now we are ready to present formal formulas for di :
d2i =
{
λ2 + wj , if i = nj , j = 1, . . . , s, λ2 ∈ F;
λ2 + ic, for the others, (4)
d2i+1 =
{
λ3 − wj , if i = nj , j = 1, . . . , s, λ3 = w − λ2;
λ3 − ic, for the others. (5)
We state that λ2 can be chosen so that all di will be nonzero numbers and also
d2i /= d2j and d2i+1 /= d2j+1 for i /∈ {n1, n2, . . . , ns}, i /= j, (6)
and
d2i /= d2j+1.
Really, (6) is valid for any λ2 because of (3). On the other hand, if d2i = d2j+1 for
some λ2, then by (4) and (5), the number λ3 − λ2 takes one of the following values:
142 V. Rabanovich / Linear Algebra and its Applications 390 (2004) 137–143
(i + j)c, ic + wj , jc + wi, wi + wj .
Also w − (λ3 − λ2) = 2λ2. So 2λ2 ∈ , where
 :=
{
m1w + m2wi + m3wj + m4c
∣∣∣∣ i, j = 1, . . . , s,mk = −2n, . . . , 2n, k = 1, . . . , 4
}
.
It easy to see that the equation di = 0 implies the same inclusion. Therefore any
number λ2 ∈ F, 2λ2 /∈  is suitable. Since is finite, such a λ2 exists, and we choose
and fix one such number.
(2) Proving the properties of D. The matrix
D = diag(d1, d2, . . . , d2ns , 0, . . . , 0)
is an LC of two idempotents Q1 and Q2:
D = λ2Q2 + λ3Q3, (7)
and at the same time
D ≈ B − λ1Q1. (8)
To show the property (7) we decompose the matrix D as the direct sum.
(d1) ⊕ diag(d2, d3) ⊕ · · · ⊕ diag(d2ns−2, d2ns−1) ⊕ d2ns ⊕ 0n−2ns . (9)
By (4) and (5), d2i + d2i+1 = w = λ2 + λ3. Also d1 = λ3 and d2ns = λ2. It follows
from Lemma 1 that every summand in (9) is an LC of two idempotents. So is the
matrix D.
To show (8) we define
Yj =
{
diag(d2nj−1+1, . . . , d2nj ), if kj is even;
diag(d2nj−1+1, . . . , d2nj , 0), if kj is odd,
where j = 1, . . . , s. Then we have
D ≈
⊕
Yj , (10)
and moreover, every Yj is a one dimensional perturbation of Cj . Indeed, Yj is a
matrix with simple spectrum. Also, it has the following trace:
tr Yj =
2nj∑
i=2nj−1+1
di = d2nj−1+1 + [kj /2 − 1](λ2 + λ3) + d2nj
= λ3 − wj−1 + [kj /2 − 1]w + λ2 + wj = [kj /2]w + wj − wj−1
= [kj /2]w +
j∑
i=j
(tr Cj − λ1) − (nj − nj−1)w = tr Cj − λ1.
Applying Proposition 4, we get the idempotent Rj and the similarity
Yj ≈ Cj − λ1Rj .
Defining Q3 :=⊕s1 Rj and taking into account (10), we obtain (8). 
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