Abstract: We propose a set of techniques to enable hitless rate switching for reconfigurable optical systems and validate, by computer simulations, their applicability to NRZ, RZ, and Nyquist pulse shapes. The polarization-multiplexed quadrature phase-shift keying (PM-QPSK) and 16 quadrature amplitude modulation (16QAM) modulation formats are investigated. Error transients that appear during lower-to-higher rate switching are avoided by sufficiently long equalizer training periods. The robustness of the proposed scheme to polarization mode dispersion (PMD) and signal phase noise is also demonstrated.
Introduction
Efficient use of network resources, along with reduction of energy consumption, are a growing concern for next-generation optical systems [1] . In this context, the next step for optical transponders, in addition to a capacity upgrade from 100 Gb/s to 400 Gb/s, is the support of different symbol rates, modulation formats, and code rates [2] , [3] . By flexibly adapting the transponder to the channel conditions, power consumption and channel occupancy can be optimized, strongly reducing capital and operational expenditures [4] , [5] . A desirable feature of next generation transponders is the ability to adjust their transmission parameters (e.g., bandwidth and symbol rate) in a hitless manner, that is, with no need for system resynchronization.
In [6] we proposed and experimentally validated a symbol-repetition-based equalizer architecture for hitless rate switching in a 100 G polarization-multiplexed quadrature phase-shift keying (PM-QPSK) system with non-return-to-zero (NRZ) pulses. The proposed technique for hitless rate switching reduces DSP-associated power consumption when traffic load is considerably lower than the system nominal transmission rate (e.g., with IP traffic during night-time [2] , [7] ). Potential power savings due to the reduced length of the chromatic dispersion (CD) compensation equalizer were assessed in [7] . In this paper we extend our analysis to optically-generated (by a sinusoidally-driven pulse carver modulator) return-to-zero (RZ), and digitally-generated Nyquist pulses, and investigate the system performance for the QPSK and 16 quadrature amplitude modulation (16QAM) modulation formats. We assume that the available channel bandwidth is statically-allocated, as in 50-GHz fixed-grid systems, or in flex-grid systems that do not support dynamic spectrum reallocation. Transient errors that appear during the lower-to-higher rate switching are eliminated when the equalizer training period before switching is sufficiently long. We also assess the robustness of the rate switching method to polarization mode dispersion (PMD) and phase noise (CD is assumed to be fully compensated by static equalizers).
The rest of this paper is structured as follows. Section 2 reviews the architecture and the operation principle of the equalizer. Section 3 discusses the peculiarities of the symbol-repetitionbased rate switching method for different pulse shapes. Section 4 describes the simulation setup. Section 5 presents the obtained results; Section 6 concludes the paper.
Hitless Rate Switching Method and Equalizer Architecture
The proposed hitless rate switching method is based on symbol repetition at the transmitter. By repeating each symbol N times, where N ¼ 2 k , k ¼ 1; 2 . . . (for practical systems k 2), the effective transmission rate is reduced by N. In this way, system synchronization is maintained during rate switching, requiring only software-implemented changes (transmitter-receiver autonegotiation, separate framing and mapping procedures, etc.) [6] . While in NRZ systems symbol repetition implies bandwidth compression, the same does not happen with RZ and Nyquist pulses. Nevertheless, in a fixed channel bandwidth scenario, these changes in spectral efficiency have no impact on system performance. Power consumption, in turn, is reduced because shorter CD compensating filters provide considerable power savings [7] . Fig. 1(a) , reproduced here from [6] for convenience, shows the equalizer architecture used for symbol-repetition-based rate switching. Without loss of generality, suppose the system nominal rate is 100 Gb/s, operating at 28 GBd [to include 7% forward error correction (FEC) overhead], using PM-QPSK modulation. The equalizer in Fig. 1(a) is composed of three branches, B1, B2 and B3. The uppermost branch, B1, that operates at the nominal rate of 28 GBd, is identical to a common equalizer block architecture, composed of bulk and adaptive filters. The branches B2 and B3 operate at half and quarter the nominal rate (14 and 7 GBd), respectively. In addition to the equalizers, these branches have decimation blocks, composed of anti-aliasing digital filters and downsamplers. The anti-aliasing filters have cutoff frequencies f c of one half and one fourth of the Nyquist frequency, or 14 and 7 GHz, and the downsamplers discard every second sample (B2) and three out of every four samples (B3), provided that the receiver analog-to-digital converters deliver two samples per each received symbol. The clock rate for B2 and B3 is reduced by 2 and by 4, and the increased sampling period allows to reduce the CD compensation bulk equalizer size by the factors of 4 and 16 [8] , [9] . Power savings enabled by the proposed techniques depend, of course, on several implementation constraints, as discussed, e.g., in [7] , [10] , and [11] .
The rate switching procedure for 28 ! 14 ! 28 GBd is shown schematically in Fig. 1(b) . Initially, the system operates at the nominal rate, and the upper branch B1 is active, producing the system output. The other branches are in a low-energy standby mode. At instant t 1 , due to a reduction in traffic demand, the transmitter begins to repeat symbols, effectively halving the transmission rate. At the receiver, B2 is activated, processing the twice repeated and decimated incoming data in parallel with B1, until its adaptive equalizer converges at instant t 2 . Then, B2 begins to produce the system output, and B1 is put in the standby mode. The up-conversion is performed in a similar way. Note, however, that due to its lower clock rate, B2 cannot process the data at 28 GBd, so the training of B1 must begin before the symbol rate returns to 28 GBd. Hence, B1 is activated at t 3 , and its adaptive equalizer reaches convergence before t 4 when the transmitter returns to the nominal rate. From t 4 onwards, B1 produces the system output, while B2 is put in standby. With the exception of the convergence period, only one branch is active at the time.
The inter-branch training procedure is depicted in Fig. 2 , showing the relevant parts of the equalizer of Fig. 1(a) . For down-switching from 28 to 14 GBd, the symbols produced by B1, after decision, are fed back to the adaptive equalizer of B2 to guarantee correct temporal and polarization alignment between the two branches [see Fig. 2(a) ]. Note that the output of B1 is downsampled by 2, to adjust to the rate of B2. Fig. 2(b) depicts the situation after convergence, where B1 is in standby, and B2 produces system output. The up-switching [see performed by upsampling the output of B2 and feeding it back as a training sequence for B1. After convergence and symbol rate up-switching, B1 produces the system output, and B2 is put in standby [see Fig. 2(d) ].
Symbol Repetition for Different Pulse Shapes

Non-Return-to-Zero Pulses
For NRZ pulses, rate reduction by symbol repetition effectively doubles the time duration of the symbol, and, as a consequence, reduces spectral occupancy. Thus, optical and electrical filtering designed for the nominal rate would be excessively wide for half and quarter rate signals, allowing a substantial amount of noise into the receiver. Fortunately, the lowpass decimation filters [see Fig. 1(a) ] suppresses much of that noise.
Return-to-Zero Pulses
Usually, analog-to-digital converters operate at (or close to) 2 samples for symbol, making reception more robust to timing issues. In systems with RZ shaping, one possible operating point is depicted in Fig. 3 . Here, the undistorted received signal is sampled at its peaks and valleys. If after analog-to-digital conversion the signal is downsampled by a factor of 2, there is a chance that all samples become zeroes (if the samples at the valleys are selected). Therefore, the use of anti-aliasing decimation filter is essential for RZ signals to avoid low energy sampling. The smoothing effect of the anti-aliasing filter is shown by the red-dashed curve. Naturally, in real systems some signal filtering is always present due to, e.g., component bandwidth limitations and residual CD, so that the discussed power zeroing scenario is highly unlikely. Still, slowly varying timing errors, as well as changes in PMD, may lead to unstable system performance if the anti-aliasing filter is not used.
Nyquist Pulses
The development of ultra high-rate, wide-bandwidth digital-to-analog converters (DACs) enables pulse shaping at the transmitter. Fig. 4(a) and (b) depicts two adjacent symbols formed by twice and four times repeated Nyquist symbols, with the original Nyquist symbols shown in the background in dashed blue. The power spectral densities for the original Nyquist-shaped signal, twice Nyquist-symbol-repeated signal, and four times Nyquist-symbol-repeated signal are shown in Fig. 4(c) -(e), respectively. Accordingly, the repetition of Nyquist pulses creates new pulse shapes with similar bandwidths, which is consistent with the purpose of reducing power consumption in the DSP in a static bandwidth allocation scenario.
Simulation Setup
The MATLAB-built simulation setup is as follows. Pseudo-random binary strings generate the desired repetition pattern, being mapped onto the digital alphabet. A pulse-shaping procedure creates the complex envelopes for X-pol. and Y-pol. tributaries, representing each symbol by 32 samples. After adding the carrier phase noise, the signal is filtered by a 50 GHz 4th-order Gaussian filter to emulate channel optical filtering. The additive white Gaussian noise (AWGN) is added to the signal to yield a desired optical signal-to-noise ratio (OSNR). Fiber propagation is simulated using a linear fiber model. DGD values are set deterministically. At the receiver, local oscillator (LO) phase noise is added, and the signal is filtered by a 19 GHz low-pass second-order Gaussian filter that emulates the receiver photo-detector and transimpedance amplifier bandwidths.
The receiver signal processing consists of resampling to 2 samples per symbol using native MATLAB interpolation, adaptive equalization by the decision-directed least mean squares (DD-LMS) algorithm with the phase recovery along the equalization process [12] . After symbol decision, differential decoding is applied. Table 1 summarizes the simulation parameters.
Results and Discussion
Baseline Performance
We compare the system performance at a specific symbol rate before and after down switching. To assess the simulation results we adopt the commonly used pre-FEC BER reference of 3:8 Â 10
À3 , corresponding to second-generation hard-decision codes [13] , [14] . Fig. 5(a)-(c) shows the OSNR versus bit error rate (BER) baseline curves for NRZ, 50% duty cycle RZ, and Nyquist pulse formats for QPSK and 16QAM modulation. The results were obtained by simulating a 28 GBd signal without symbol repetitions, with twice symbol repetition (14 GBd), and with four times symbol repetition (7 GBd). For Â2 and Â4 repeated signals, 11-tap anti-aliasing filters with cutoff frequencies of 14 and 7 GHz were used. The anti-aliasing filters are linear-phase, finite impulse response (FIR) structures, designed by a native MATLAB function using Hamming window.
At the pre-FEC BER of 3:8 Â 10 À3 , the NRZ and Nyquist signals gain about 3 dB in OSNR margin for every twofold reduction in the transmission rate. For the 50% RZ signal this factor is about 1 dB smaller. Fig. 5(d) shows the system performance under phase-noise. The curves for 16QAM and QPSK were obtained for NRZ signals at OSNR ¼ 20 and 14 dB respectively, including the effects of both the carrier and the LO noise. As expected, BER degrades quicker with the phase noise for the symbol-repeated signals than for the nominal rate signal, in particular, at 7 GBd (green, diamond-marked, dotted curves). Still, the 7% overhead pre-FEC BER limit crossing occurs at the linewidth values as high as 900 kHz for 16QAM, and 7 MHz for QPSK. Those requirements are easily met by commercial external cavity and distributed feedback lasers, whose typical linewidth values are in the range of a few kilo and megahertz, respectively. In the rest of the simulations we set the aggregate linewidth to 400 kHz so that system performance is not limited by the phase noise.
Up-Switching Error Transients
The key idea of the proposed algorithms is that equalizer branches working at different rates can be trained for convergence before rate switching. This procedure, however, can lead to error transients during up-switching, because the training signal from the lower branch lacks high-frequency information content, leading to a suboptimal convergence of the higher rate equalizer. The error transients are highly dependent on the length of the training period prior to switching. To illustrate this dependency, Fig. 6 shows the transient errors for a 7 ! 14 GBd switching of an RZ-shaped (corresponding to the highest spectral content) 16QAM signal for different lengths of the training period. Accordingly, error transients for the 14 ! 28 GBd switching (not shown) presented a similar behavior. For better visualization, the figures show both the pre-FEC noise load, and the low noise conditions.
The error threshold in Fig. 6 , provided here for reference, is the 100 À ð3:8 Â 10 À3 Þ Á 100 ¼ 99:62-th percentile of the error amplitude at the nominal rate (28 GBd). In this way, symbols whose corresponding error amplitude is higher than the threshold, result in symbol errors with a high degree of probability. Thus, error transients may be avoided by ensuring full and stable convergence before up-switching.
DGD Tolerance
DGD causes relative time delays between the orthogonal components of the signal, potentially compromising the correct convergence at the switching instants. To investigate this impact we deterministically added different DGD values, maintaining the polarization state azimuth and ellipticity angles ' ¼ 45 and ¼ 0 . Fig. 7 shows the resulting bit error rates for QPSK and 16QAM signals, computed for OSNR=14 and 20 dB respectively. Here, the left-column figures [see Fig. 7 Fig. 7 , it is computed by comparison with a single continuous bit sequence. Therefore, had DGD provoked any symbol misalignment between equalizer branches, it would manifest in catastrophic BER spikes. 
Conclusion
We have investigated, by extensive computer simulations, the performance of the symbol repetition-based hitless rate switching for reconfigurable optical systems, for QPSK and 16QAM signals with optically-generated NRZ, RZ and digitally-generated Nyquist pulse shapes. Error transients that appear at up-switching are successfully avoided by sufficiently long equalizer training periods (over 40000 symbols). The proposed set of techniques is robust against PMD, and withstands the phase noise within acceptable limits. Hitless rate switching can be employed in future dynamically reconfigurable optical networks to balance the rate, transparent reach, and power consumption tradeoffs. 
