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Abstract
In this paper we consider elliptical random vectors inRd , d2 with stochastic representationRAU where
R is a positive random radius independent of the random vector U which is uniformly distributed on the
unit sphere of Rd and A ∈ Rd×d is a non-singular matrix. When R has distribution function in the Weibull
max-domain of attraction we say that the corresponding elliptical random vector is of Type III. For the
bivariate set-up, Berman [Sojurns and Extremes of Stochastic Processes, Wadsworth & Brooks/ Cole, 1992]
obtained for Type III elliptical random vectors an interesting asymptotic approximation by conditioning on
one component. In this paper we extend Berman’s result to Type III elliptical random vectors in Rd . Further,
we derive an asymptotic approximation for the conditional distribution of such random vectors.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let (RV1, RV2) be a bivariate spherical random vector with R an almost surely positive random
radius and (V1, V2) a random vector uniformly distributed on the unit circle of R2 independent of
R. Assuming that the distribution function F of the random radius R is of Type III, i.e. it is in the
max-domain of attraction of(x) = exp(−(−x)), x < 0,  > 0 (the unit Weibull distribution)
Berman [2] shows an interesting approximation for the distribution function of RV1 conditioned
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on the event RV2 > z as z goes to the upper endpoint  of the distribution function F. More
precisely, under this set-up, Theorem 12.7.1 of Berman [2] states that (take  = 1, u > 0)
lim
u→0 P{0 < RV1 < x|RV2 > 1 − u} =
1
2B(x
2, 1/2, + 1) ∀x ∈ (0, 1), (1.1)
whereB(s, , ), s ∈ [0, 1] is the beta distribution function with positive parameters , . In Theo-
rem 12.7.2 Berman [2] obtains a multivariate version of the above result, see later Theorem 3.4.
Let S:= (S1, . . . , Sd) be a random vector in Rd with orthogonal invariant distribution func-
tion, i.e. S has the same distribution function as OS for any orthogonal matrix O ∈ Rd×d (
stands for the transpose sign). Such a random vector is more often called a spherical one. Elliptical
random vectors are deﬁned as linear combination of the spherical random vectors. See Cambanis
et al. [4], Fang and Anderson [7], Fang et al. [8], Fang and Zhang [9], Berman [2], Kano [16] for
the main properties of spherical and elliptical random vectors.
In this paperwe consider an elliptical randomvectorX:= (X1, . . . , Xd), d2with stochastic
representation X d= AS where A is a d × d real non-singular matrix and S d= RU is a spherical
random vector in Rd with positive random radius R independent of the random vector U which
is uniformly distributed on the unit sphere of Rd . The standard notation d= means equality of
distribution functions.
Let I, J, I ∪ J = {1, . . . , d}, d be two non-empty disjoint index sets. Write xI , xJ for the
vectors of x ∈ Rd obtained by deleting the components of x in J and I, respectively. The main
assumption in this paper is on the asymptotic tail behaviour of the distribution function F of
the random radius R. If F is in the Weibull max-domain of attraction, we show an asymptotic
approximation of the conditional distribution XI |XJ = aJ , a ∈ Rd by letting aJ to go to some
boundary vector. Further, we obtain an extension of (1.1) and Theorem 12.7.2 of Berman [2] to
the multivariate elliptical set-up.
Organisation of the paper: in Section 2 we introduce some notation and give few details for
multivariate elliptical distributions. The main results are given in Section 2. Proofs and related
results are presented in Section 3.
2. Preliminaries
Initially, we introduce some standard notation. Then we give two known results for elliptical
random vectors.
Let I be a non-empty index set of {1, . . . , d}, d2 with |I | = m < d elements and put
J := {1, . . . , d} \ I . For any vector x = (x1, . . . , xd) ∈ Rd , the vector xI := (xi)i∈I ∈ Rm
consists of the components of x with indices in I and similarly, for a given d × d matrix , the
matrix IJ is obtained by deleting the rows of  with indices in J and by deleting the columns
of  with indices in I. We write for simplicity xI ,
−1
JJ instead of (xI ), (JJ )−1, respectively.
Further we use the following standard notation:
0 := (0, . . . , 0) ∈ Rd , 1 := (1, . . . , 1) ∈ Rd ,
cx := (cx1, . . . , cxd), c ∈ R, x ∈ Rd ,
x > y if xi > yi ∀ i = 1, . . . , d, x, y ∈ Rd
xy if xiyi ∀ i = 1, . . . , d, x, y ∈ Rd
‖xI‖2 = xI xI =
∑
i∈I
x2i , x ∈ Rd , I ⊂ {1 . . . d}.
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For any integer k ∈ N let Sk−1 := {z ∈ Rk : ‖z‖2 = 1} denote the unit sphere of Rk . Write Uk
for a random vector uniformly distributed on Sk−1 and simply U if k = d.
Let X := (X1, . . . , Xd) be an elliptical random vector in Rd with stochastic representation
X d= RAU, (2.1)
where R is an almost surely positive random variable with distribution function F independent of
the random vector U, and A ∈ Rd×d is a given square matrix. We put throughout  := AA.
The square matrix  is semi-positive deﬁnite. We assume for simplicity in this paper that A is
non-singular implying that  is a positive deﬁnite matrix.
Cambanis et al. [4] obtain a crucial result for the conditional distribution of elliptical random
vectors. More precisely, if a is a given vector in Rd such that F(q(a)) ∈ (0, 1) with q(a)2 :=
aJ 
−1
JJ aJ > 0 then the random vector XI |XJ = aJ is an elliptical random vector in Rm (see also
[8]) with stochastic representation
(XI |XJ = aJ ) d= Rm,d,q(a)BUm + IJ−1JJ aJ , (2.2)
where Rm,d,q(a) is a positive random variable independent of Um, and the square matrix B is
deﬁned by BB = II − IJ−1JJ J I . Further, we have for any x > 0
P{Rm,d,q(a)x} =
∫ (q(a)2+x2)1/2
q(a) (r
2 − q(a)2)m/2−1r−(d−2) dF (r)∫∞
q(a)(r
2 − q(a)2)m/2−1r−(d−2) dF (r) . (2.3)
3. Main results
In this section we consider elliptical random vectors with representation (2.1) assuming further
that the random radius R has distribution function F in the Weibull max-domain of attraction. We
call such random vectors Type III elliptical vectors.
Our ﬁrst result (Theorem 3.1 below) concerns the distribution of the conditional random radius
Rm,d,q(a) deﬁned in (2.3) in terms of the distribution function F of R. By appropriately scaling
this random variable we ﬁnd that the limiting distribution is the same for all F in theWeibull max-
domain of attraction.This is a crucial fact for themain result of the paper presented inTheorem3.2,
where we show an asymptotic approximation of the conditional distribution of Type III elliptical
random vectors. In Theorems 3.3 and 3.4 we present a multivariate generalisation of Theorem
12.7.1 and 12.7.2 of Berman [2], respectively.
Theorem 3.1. Let {zu, u > 0} be positive constants and let F be a univariate distribution function
on (0,], ∈ (0,∞). Deﬁne for any d ∈ N, 1m < d a random radius Rm,d,−zu , u > 0
with distribution function given by (2.3). If F is in the max-domain of attraction of ,  > 0
and further
lim
u→0
zu
u
= z ∈ (0,∞) (3.1)
holds, then we have the convergence in distribution
Rm,d,−zu√
2u z
d→ Ym,, u → 0, (3.2)
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where Ym, is a positive random variable such that Y2m, is beta distributed with parameters
m/2, .
Remarks. (a) The limiting random variable in (3.2) depends only on m and the index . For F
in the Gumbel max-domain of attraction convergence of the conditional random radius (with zu
satisfying other conditions) is derived in Hashorva [11]. The Fréchet case is treated in Hashorva
[12]. See de Haan [5], Leadbetter et al. [18], Galambos [10], Resnick [21], Reiss [20],Arnold [1],
Berman [2], Falk et al. [6], or Kotz andNadarajah [17] formore details on univariatemax-domains
of attraction.
(b) A direct application of Theorem 3.1 is provided in Hashorva [13] where the extremes of
Type III elliptical triangular arrays are investigated extending the result of Hüsler and Reiss [14]
to elliptical set-up.
We state now the main theorem:
Theorem 3.2. Let X d= RAU be an elliptical random vector inRd , d2 as speciﬁed in (2.1)with
 ∈ (0,∞) the upper endpoint of the distribution function F, and let I, J, I ∪ J = {1, . . . , d}
be two non-empty disjoint index sets. Let further au, u > 0 be vectors in Rd such that
lim
u→0
(au)J
u
= aJ ∈ R|J |. (3.3)
Assume that F is in the max-domain of attraction of ,  > 0. If w ∈ Rd is such that
wJ 
−1
JJ wJ = 2 and further wJ −1JJ aJ > 0, then we have the convergence in distribution(
1
2uwJ 
−1
JJ aJ
)1/2 (
(XI |XJ = (w − au)J ) − IJ−1JJwJ
)
d→ Ym,BUm, u → 0, (3.4)
where Ym,,m := |I | is as in Theorem 3.1 being further independent of the random vector Um,
and B is a square matrix such that BB = II − IJ−1JJ J I .
Remarks. (a) If the radiusR has distribution functionFwith ﬁnite upper endpoint > 0, then the
radius of the conditional random vector XI |XJ = bJ with b ∈ Rd such that bJ −1JJ bJ ∈ (0,2)
is b :=
√
2 − bJ −1JJ bJ > 0. Hence, in the above theorem the random radius corresponding
to XI |XJ = (w − au)J has a ﬁnite upper endpoint
√
2 − (w − au)J −1JJ (w − au)J → 0 as
u → 0. Consequently, the scaling function needed to obtain the weak convergence in (3.5) should
converge to 0 too as u → 0. Note in passing that we consider throughout u ∈ (0,).
(b) If the random vector X in Theorem 3.2 is spherically distributed then(
1
2uwJ aJ
)1/2
((XI |XJ = (w − au)J )) d→ Ym,Um, u → 0 (3.5)
holds for any vector w ∈ Rd such that ww = 2 and wJ aJ > 0.
(c) It is interesting to investigate the quality of convergence in (3.4), which is strongly inﬂuenced
by the quality of convergence in (3.2). We will address this point in a forthcoming paper by
investigating in details the implication that F is in the max-domain of attraction of .
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Example 1. Let (V1, V2) be a bivariate random vector uniformly distributed on S1 and let further
R be a positive random variable independent of (V1, V2). Suppose that R has distribution function
in the max-domain of attraction of,  > 0 with upper endpoint  = 1 and deﬁne the bivariate
random vector (X1, X2) with the following stochastic representation:
(X1, X2)
d= R(
√
1 − 2V1 + V2, V2),  ∈ (−1, 1). (3.6)
Clearly, (X1, X2) is an elliptical random vector in R2. Take I := {1}, J := {2} and w, a ∈ R
such that |w| = 1, aw > 0. In view of Theorem 3.2 (−1JJ = 1,wJ −1JJ aJ = aw > 0) we get
lim
u→0 P
{( 1
2uaw
)1/2
(X1|X2 = (w − ua) − w) x
}
= P{Y1,U1x/
√
1 − 2}
= P{Y1,U1x/
√
1 − 2, U1 = −1} + P{Y1,U1x/
√
1 − 2, U1 = 1}
= 1
2
[
P{Y1, − x/
√
1 − 2} + P{Y1,x/
√
1 − 2}
]
, x ∈ R,
where U1 is uniformly distributed on {−1, 1} being further independent of Y1,, and Y21, is beta
distributed with parameters 12 , .
We present next a multivariate extension of Berman’s result in (1.1). The case  = 1 follows
easily since x/ is again an elliptical random vector.
Theorem 3.3. Under the assumptions of Theorem 3.2 if kk = 1, 1kd and  = 1 then as
u → 0
P{Xk > 1 − u}
= (1 + o(1)) 2
(d−3)/2(+ 1)(d/2)
(1/2)(+ 1 + (d − 1)/2)u
(d−1)/2[1 − F(1 − u)], (3.7)
with (·) the gamma function. Further, we have for any positive sequence u, u > 0 such that
limu→0 u =  > 0 and for all x ∈ Rd
lim
u→0 P{Xi − ik
√
2uxi,∀i ∈ I |Xk > 1 − uu}
=
∫ 1
0
P{√yYd−1,BUd−1xI } d(y+(d−1)/2), (3.8)
with I := {1, . . . , d} \ {k}, positive random variable Yd−1, as in Theorem 3.1 independent of
Ud−1 and square matrix B deﬁned by BB = II − IJJ I .
Remarks. (a) Let (X1, X2) be an elliptical random vector with stochastic representation (3.6).
If R satisﬁes the assumption of Theorem 3.3 then (3.8) implies for any x ∈ (0, )
lim
u→0 P{X1 −  >
√
2ux|X2 > 1 − uu}
= (+ 1/2)
∫ 1
0
P{Y1,U1 > x/
√
(1 − 2)y}y−1/2 dy, (3.9)
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with U1 and Y1, as in Example 1 and u →  > 0 as u → 0. So we have∫ 1
0
P{Y1,U1 > x/
√
(1 − 2)y}y−1/2 dy
=
∫ 1
0
P{Y1,U1 > x/
√
(1 − 2)y, U1 = 1}y−1/2 dy
= 1
2
∫ 1
x2/((1−2))
P{Y21, > x2/(y(1 − 2))}y−1/2 dy. (3.10)
Now, using further Bermnan’s result (1.1) (which holds for  = 0,  = 1) we get for any x ∈ (0, )
lim
u→0 P{X1 −  >
√
2ux|X2 > 1 − uu}
= 12 [1 − B(x2/((1 − 2)), 1/2, + 1)]. (3.11)
Similarly, we have for x ∈ (−, 0)
lim
u→0 P{X1 −  >
√
2ux|X2 > 1 − uu}
= 12 [1 + B(x2/((1 − 2)), 1/2, + 1)]. (3.12)
(b) Let  > 0 be ﬁxed. If we choose a(n) > 0 such that limn→∞ nP{Xk > 1 − a(n)} = 1
(which is possible in view of (3.7)), then we have for any x ∈ Rd
lim
n→∞ nP
{
Xi − ik
√
2a(n)xi,∀i ∈ I,Xk > 1 − a(n)
}
=
∫ 1
0
P{√yYd−1,BUd−1xI } dy+(d−1)/2.
In particular, we get for d = 2, x ∈ (0, ) and 12 ∈ (−1, 1) (under the assumptions of Theorem
3.3)
lim
n→∞ nP
{
X1 − 12
√
2a(n)x,X2 > 1 − a(n)
}
= 12 [1 + B(x2/((1 − 212)), 1/2, + 1)]
and for x ∈ (−, 0)
lim
n→∞ nP
{
X1 − 12
√
2a(n)x,X2 > 1 − a(n)
}
= 12 [1 − B(x2/((1 − 212)), 1/2, + 1)].
We note in passing that the above limit relations hold also with 12,n instead of 12, provided that
limn→∞ 12,n = 12 ∈ (−1, 1).
We give next two examples:
Example 2. Let (X1, X2) be a bivariate spherical random vector with positive random radius
R. Suppose that R has distribution function in the Weibull max-domain of attraction with index
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 > 0 and upper endpoint  = 1 . Then (3.10) implies for any x ∈ (0, 1), u > 0
lim
u→0 P{X1 >
√
2ux|X2 > 1 − u}
= + 1/2
2
∫ 1
x2
P{Y21, > x2/y}y−1/2 dy
= (+ 1/2)(+ 1/2)
2(1/2)()
∫ 1
x2
y−1/2
∫ 1
x2/y
s−1/2(1 − s)−1 ds dy
= (+ 1/2)
2(1/2)()
∫ 1
x2
s−1/2(1 − s)−1
(
1 −
(
x2
y
)+1/2)
ds.
On the other hand, (1.1) yields for x ∈ (0, 1),  = 1,  = 0
lim
u→0 P{X1 >
√
2ux|X2 > 1 − u} = lim
u→0
[
1 − P{X1 <
√
2ux|X2 > 1 − u}
]
= lim
u→0[1/2 − P{0 < X1 <
√
2ux |X2 > 1 − u }]
= (+ 3/2)
2(1/2)(+ 1)
∫ 1
x2
y−1/2(1 − y) dy.
Hence we obtain the following identity for any constant c ∈ [0, 1] and any  > 0:
+ 1/2
+ 1
∫ 1
c
s−1/2(1 − s) ds =
∫ 1
c
s−1/2(1 − s)−1
(
1 −
(c
s
)+1/2)
ds. (3.13)
Now, we consider a special case of the above example for  = 1.
Example 3. Let (X1, X2) be as in Example 2. Assume that R is uniformly distributed on (0, 1).
Since the assumptions of Theorem 3.5 are satisﬁed ( = 1), we obtain for any x > 0,  > x2,
with U1,Y1,1 as above
lim
u→0 P{X1 >
√
2ux |X2 > 1 − u } =
∫ 
0
P{Y1,1U1 > x/√y} dy3/2
= 3
2
∫ 
x2
P{Y21,1 > x2/y}y1/2 dy
= 3
4
∫ 
x2
y1/2(1 − x/√y) dy.
In the case  = 1 we get by direct calculations and (3.13)
lim
u→0 P{X1 >
√
2ux |X2 > 1 − u } = 38
∫ 1
x2
y−1/2(1 − y) dy
which agrees with (1.1) obtained by Berman [2].
Indeed, both (3.11) and (3.12) follow for  = 1 from Theorem 12.7.2 of Berman [2]. We give
next a minor generalisation of that theorem for elliptical random vectors.
Theorem 3.4. Let X d= RAU and u, u > 0 be as in Theorem 3.3. Assume that  = AA
has all entries of the main diagonal equal 1. Let further a, b ∈ Rd be two vectors such that
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‖aA‖ = ‖bA‖ = 1 and  := ab ∈ (−1, 1). Assume that the distribution function F of the
random radius R is in the max-domain of attraction of ,  > 0. Then we have for x0
lim
u→0 P
{
bX − x√2u
∣∣∣aX > 1 − uu }
= 12 [1 + B(x2/((1 − 2)), 1/2, + d/2)], (3.14)
and for x < 0
lim
u→0 P
{
bX − x√2u
∣∣∣aX > 1 − uu }
= 12 [1 − B(x2/((1 − 2)), 1/2, + d/2)]. (3.15)
Remarks. (a) Since we assume that  = AA is a correlation matrix and a, b are such that
‖aA‖ = ‖bA‖ = 1 we have by Cauchy–Schwarz inequality
2 = (ab)2‖aA‖2‖bA‖2 = 1.
Thus,  plays the role of the correlation between bX and aX. Clearly, since we assume  ∈
(−1, 1), then b = a is not possible.
(b) In the bivariate case d = 2 and a = (1, 0), b = (0, 1), the results of the above theorem
is given in (3.11) and (3.12), respectively.
(c) If u = 1,∀u > 0 and A is the identity matrix Theorem 3.4 reduces to Theorem 12.7.2 of
Berman [2].
(d) For a = 1/a ∈ Rd , a > 0 we have that aX = (X1 + · · · + Xd)/a is the scaled sum.
Hence in the above theorem we condition on the scaled sum being large. Recent results for joint
asymptotic behaviour of the sum and maxima are derive in Peng and Nadarajah [19].
4. Proofs and related results
Lemma 4.1 (Lemma 12.1.2 of Berman [2]). Let S = (S1, . . . , Sd), d2 be a spherical ran-
dom vector and let a1, . . . , ai , id be vectors in Rd such that al ak = 0, 1 l < kd. Then we
have (
a1 S, . . . , ai S
)
d= (‖a1‖S1, . . . , ‖ai‖Si). (4.1)
Lemma 4.2. LetV,Vu, u > 0 bea sequence of randomvectors inRd , d1and let {h, hu, u > 0}
be positive real measurable functions deﬁned on Rd uniformly bounded for u > 0. Further, let
U ⊂ Rd be a Borel set such that P{V ∈ U} = 1. Assume that for any sequence su, u > 0 such
that limu→0 su = s ∈ U we have
hu(su) → h(s), u → 0. (4.2)
If further the convergence in distribution Vu d→ V, u → 0 holds, then we have
lim
u→0 E{hu(Vu)} = E{h(V)} < ∞. (4.3)
Proof. Theorem 3.27 of Kallenberg [15] implies hu(Vu) d→ h(V), u → 0. Since hu, u > 0 are
uniformly bounded, there exist K > 0 such that for all u > 0
hu(x) < K, h(x) < K ∀x ∈ Rd .
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Take g(y) = max(y,K), y0. The function g is bounded and continuous on [0,∞), hence the
convergence in distribution implies further
lim
u→0 E{g(hu(Vu))} = limu→0 E{hu(Vu)} = E{g(h(V))} = E{h(V)} < K < ∞,
thus the proof is complete. 
Lemma 4.3. Let F be a univariate distribution function with upper endpoint  ∈ (0,∞) and let
yu, zu, u > 0 be positive constants such that
lim
u→0 yu/u = y > 0, limu→0 zu/u = z ∈ (0, y]. (4.4)
If F is in the max-domain of attraction of ,  > 0, then for given constants  > −1,  ∈ R we
have as u → 0∫ 
−zu
(s2 − (− yu)2)s dF(s)
= (1 + o(1))[1 − F(− u)](2u)+
∫ z
0
(y − t)t−1 dt. (4.5)
Proof. Deﬁne for u > 0 the distribution function Hu on [0, zu/u] by
Hu(t) := 1 − F(− tu)1 − F(− zu) , t ∈ [0, zu/u].
Since F is in the Weibull max-domain of attraction of  we have
lim
u→0
1 − F(− tu)
1 − F(− u) = t
, lim
u→0
1 − F(− zu)
1 − F(− u) = z
,
lim
u→0 Hu(t) =
(
t
z
)
=: H(t) ∀t ∈ [0, z].
Let 1(t ∈ ·) denote the indicator function. If 0 or y > z transforming the variables and applying
Lemma 4.2 we get as u → 0∫ 
−zu
(s2 − (− yu)2)s dF(s)
= [1 − F(− zu)]
∫ 0
zu/u
(yu − tu)(2− tu − yu)(1 − ut/)
×dF(− tu)/(1 − F(− zu))
= (1 + o(1))[1 − F(− u)]uz
∫
R
1(t ∈ [0, zu/u])(yu/u − t)
×(2− tu − yu)(1 − ut/) dHu(t)
= (1 + o(1))[1 − F(− u)](2u)+
∫ z
0
(y − t) dt,
where we used further the fact that the distribution function H is continuous, (yu/u − t)(2 −
tu− yu)(1−ut/) converges locally uniformly in [0, z] to (y − t), and is further measurable
and uniformly bounded in [0, z].
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Next, let  ∈ (−1, 0) and y = z. Suppose for simplicity that zu1, u > 0 and z = 1. By the
above result we have for any ε ∈ (0, 1)
∫ 
−zu+uε
(s2 − (− yu)2)s dF(s)
= (1 + o(1))[1 − F(− u)](2u)+
∫ 1−ε
0
(1 − t)t−1 dt, u → 0.
In order to complete the proof it sufﬁces to show that
lim
u→0
∫ 1
0
(1 − t) dHu(t) =
∫ 1
0
(1 − t) dt (4.6)
is satisﬁed. If Yu is a random variable with distribution function Hu then using Fubini Theorem
we obtain
∫ 1
0
(1 − t) dHu(t) = E{(1 − Yu)}
=
∫ 1
0
P{(1 − Yu)s1/} ds
= (1 + o(1))
∫ 1
0
1 − F(− (1 − t)u)
1 − F(− u) dt
.
Using further the fact that 1 − F(− u) is regularly varying (u → 0) with index  > 0 we have
applying Karamata’s Tauberian Theorem [3,21]
∫ 1
0
(1 − t) dHu(t) = (1 + o(1))
∫ 1
0
(1 − t) dt
= (1 + o(1))
∫ 1
0
(1 − t) dt, u → 0,
hence (4.6) follows, thus the proof is complete. 
Proof of Theorem 3.1. By the assumption on zu, u > 0 we have zu = uz(1 + o(1)) as u → 0
and further for any x ∈ R
((− zu)2 + 2ux2)1/2 = − u(z − x2)(1 + o(1)), u → 0.
Hence, (2.3) and the above lemma yield for any x ∈ [0,√z] (recall we consider only u > 0)
lim
u→0 P
{
Rm,d,−zu >
√
2ux2
}
= lim
u→0
∫ 
((−zu)2+2ux2)1/2(s
2 − (− zu)2)m/2−1s−(d−2) dF (s)∫ 
−zu(s
2 − (− zu)2)m/2−1s−(d−2) dF (s)
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= lim
u→0
∫ 
−u(z−x2)(1+o(1))(s
2 − (− zu)2)m/2−1s−(d−2) dF (s)∫ 
−uz(1+o(1))(s2 − (− zu)2)m/2−1s−(d−2) dF (s)
=
∫ z−x2
0 (z − x)m/2−1x−1 dx∫ z
0 (z − x)m/2−1x−1 dx
=
∫ 1
x2/z t
m/2−1(1 − t)−1 dt∫ 1
0 t
m/2−1(1 − t)−1 dt
= 1 − B(x2/z,m/2, ),
hence the proof follows easily. 
Proof of Theorem 3.2. First, we note that  is positive deﬁnite, and consequently JJ is also
positive deﬁnite with inverse matrix−1JJ . Deﬁne next ku := ((w−au)J −1JJ (w−au)J )1/2, u > 0.
The assumptions on au and w imply as u → 0
ku =
(
wJ 
−1
JJ wJ − 2uw−1JJ (au/u)J + (au)J −1JJ (au)J
)1/2
=
(
1 − (1 + o(1))2u−2wJ −1JJ aJ
)1/2
=− (1 + o(1))u−1wJ −1JJ aJ .
By (2.2) we have for any u ∈ (0,) such that ku > 0
(XI |XJ = (w − au)J ) d= BRm,d,kuUm + IJ−1JJ (w − au)J ,
with Um,m := |I | independent of the random radius Rm,d,ku and square matrix B deﬁned by
BB = II − IJ−1JJ J I . Next, applying Theorem 3.2 we obtain(
1
2uwJ 
−1
JJ aJ
)1/2
Rm,d,ku
d→ Ym,, u → 0,
consequently we may write for u > 0
1√
2u
(
(XI |XJ = (w − au)J ) − IJ−1JJwJ
)
d= Rm,d,ku√
2u
BUm −
√
u/2IJ−1JJ (au/u)J
= Rm,d,ku√
2u
BUm + o(1), u → 0
d→
√
wJ 
−1
JJ aJYm,BUm, u → 0.
Hence the proof is complete. 
Lemma 4.4. Let S d= RU be a spherical random vector in Rd , d2 with R an almost surely
positive random radius independent of U which is uniformly distributed on Sd−1. Assume that
the distribution function F of R is in the max-domain of attraction of ,  > 0. Then the
distribution function H of Sk, 1kd is in the max-domain of attraction of +(d−1)/2.
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If F has upper endpoint  = 1 then we have
1 − H(1 − u)
= (1 + o(1)) 2
(d−3)/2(+ 1)(d/2)
(1/2)(+ 1 + (d − 1)/2)u
(d−1)/2[1 − F(1 − u)], u → 0. (4.7)
Proof. Clearly, by the orthogonal invariance of the distribution function of S, every component of
S has the same distribution function and moreover, Sk, 1kd is symmetric about 0. The proof
is now an immediate consequence of Corollary 12.1.1 and Eq. (12.3.17) of Berman [2]. 
Proof of Theorem 3.3. Write X d= AS with S d= RU a spherically distributed random vector in
Rd . Let H denote the distribution function of Xk . Lemma 4.1 implies Xi
d= √iiSi, 1 id.
with ii the ith diagonal entry of the square matrix  = AA. Hence since kk = 1 then Lemma
4.4 implies for any 0 < u < 1, y > 0
1 − H(1 − uy) = P{S1 > 1 − uy}
= (1 + o(1)) 2
(d−3)/2(+ 1)(d/2)
(1/2)(+ 1 + (d − 1)/2) (uy)
(d−1)/2
×[1 − F(1 − uy)], u → 0. (4.8)
Using the fact that F is in the Weibull max-domain of attraction we get further (u > 0)
lim
u→0
1 − F(1 − uy)
1 − F(1 − u) = y
 ∀y > 0,
hence the ﬁrst claim (3.7) follows.
Next, transforming the variable we may write for u > 0 small
P{Xi − ik
√
2uxi,∀i ∈ I |Xk > 1 − uu }
= 1
1 − H(1 − uu)P{Xi − ik
√
2uxi,∀i ∈ I,Xk > 1 − uu}
= 1
1 − H(1 − uu)
∫ 1
1−uu
P{Xi − ik
√
2uxi,∀i ∈ I |Xk = y} dH(y)
=
∫ u
0
P{Xi − ik
√
2uxi,∀i ∈ I |Xk = 1 − uy} dHu,(y),
with Hu,, u > 0 a distribution function on [0, u] deﬁned by
Hu,(y) := 1 − H(1 − uy)1 − H(1 − uu) , y ∈ [0, u].
Let yu, u > 0 be constants converging to y > 0 as u → 0. By Theorem 3.2 we get for x ∈ Rd
lim
u→0 P{Xi − ik
√
2uxi,∀i ∈ I |Xk = 1 − uyu}
= P{√yYm,BUd−1xI }
with Ym, as in Theorem 3.1 independent of Ud−1 and square matrix B deﬁned by BB =
II − IJJ I . Now, (4.8) implies
Hu,(y) = P{Xk > 1 − uy}P{Xk > 1 − u} →
(y

)+(d−1)/2 =: H,(y), u → 0.
294 E. Hashorva / Journal of Multivariate Analysis 98 (2007) 282–294
Applying Lemma 4.2 we obtain
lim
u→0 P
{ 1√
2u
(Xi − ik) xi,∀i ∈ I |Xk > 1 − uu
}
=
∫ 
0
P{√yYm,BUd−1xI } dH,(y),
hence the proof is complete. 
Proof of Theorem 3.4. The proof follows immediately from Theorem 12.7.2 of Berman [2] and
Theorem 3.3. 
Acknowledgements
I would like to thank ProfessorYutaka Kano for kindly providing a copy of [16] and Professor
Jürg Hüsler for several discussions on the topic.
References
[1] B.C. Arnold, N. Balakrishnan, H.N. Nagaraja, A First Course in Order Statistics, Wiley, NewYork, 1992.
[2] M.S. Berman, Sojourns and Extremes of Stochastic Processes, Wadsworth & Brooks/Cole, 1992.
[3] N.H. Bingham, C.M. Goldie, J.L. Teugels, Regular Variation, Cambridge University Press, Cambridge, 1987.
[4] S. Cambanis, S. Huang, G. Simons, On the theory of elliptically contured distributions, J. Multivariate Anal. 11
(1981) 368–385.
[5] L. de Haan, On RegularVariation and itsApplications to the Weak Convergence of Sample Extremes, Mathematisch
Centrum Amsterdam, 1970.
[6] M. Falk, J. Hüsler, R.-D. Reiss, Laws of Small Numbers: Extremes and Rare Events, DMV Seminar, vol. 23,
Birkhäuser, Basel, 1994.
[7] K.T. Fang, T.W. Anderson, Statistical Inference in Elliptically Contoured and Related Distributions, Allerton Press,
NewYork, 1990.
[8] K.-T. Fang, S. Kotz, K.-W. Ng, Symmetric Multivariate and Related Distributions, Chapman & Hall, London, 1990.
[9] K. Fang,Y. Zhang, Generalized Multivariate Analysis, Springer, Berlin, 1990.
[10] J. Galambos, The Asymptotic Theory of Extreme Order Statistics, second ed., Krieger, Malabar, 1987.
[11] E. Hashorva, Gaussian approximation of conditional elliptical random vectors, preprint, 2004.
[12] E. Hashorva, Extremes and asymptotic dependence of elliptical random vectors, preprint, 2005.
[13] E. Hashorva, On the max-domain of attraction of type III elliptical triangular arrays, preprint, 2005.
[14] J. Hüsler, R.-D. Reiss, Maxima of normal random vectors: between independence and complete dependence, Statist.
Probab. Lett. 7 (1989) 283–286.
[15] O. Kallenberg, Foundations of Modern Probability, Springer, NewYork, 1997.
[16] Y. Kano, Consistency property of elliptical probability density functions, J. Multivariate Anal. 51 (1994) 139–147.
[17] S. Kotz, S. Nadarajah, Extreme Value Distributions, Theory and Applications, Imperial College Press, 2000.
[18] M.R. Leadbetter, G. Lindgren, H. Rootzén, Extremes and Related Properties of Random Sequences and Processes,
Springer, NewYork, 1983.
[19] Z. Peng, S. Nadarajah, On the joint limiting distribution of sums and maxima of stationary normal sequence, Theory
Probab. Appl. 47 (4) (2002) 817–820.
[20] R.-D. Reiss, Approximate Distributions of Order Statistics: WithApplications to Nonparametric Statistics, Springer,
NewYork, 1989.
[21] S.I. Resnick, Extreme Values, Regular Variation and Point Processes, Springer, NewYork, 1987.
