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A note on the van Wijngaarden transformation 
H.A. Lauwerier 
Introduction 
In a paper on a transformation of formal series van Wijngaarden (2) sug-
gested the following method for summing a slowly convergent or even diver-
gent series LI\_*). Introduce a sequence of non-vanishing multipliers Ak 
and transform the series nk ak by means of the Euler method. If the trans-
formed series is denoted by Lbk there exists a sequence of conjugate multi-
pliers µk such that Lµkbk has the same (generalized) sum as LI\_• In partic-
ular van Wijnga~rden takes the special case Ak = Ak/k! and finds that 
00 
Ak = 2k+1A f e-At(1+t)-k-1tkdt. 
0 
In a number of interesting cases the new series turns out to be rapidly con-
vergent which makes this process particularly well adapted to numerical com-
putations. 
In view of recent interest the problem is taken up again and considered 
from a different point of view. 
The first section deals with the main properties of the Euler transformation 
of a formal series LI\_· The analysis becomes very transparent by using the 
generating functions LI\_Xk and LI\_Xk/k!. 
The second section shows the importance of the Borel summation and the con-
cept of the Borel sum 
00 
f -x k e ( LI\_X /k! )dx. 
0 
*) In all summations denoted by r the index runs from Oto infinity unless 
stated otherwise. 
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For convergent series the Borel sum equals the ordinary sum. For a wide 
class of divergent series the B~rel sum exists and can be taken as the gen-
eralized sum. The importance of the Borel sum is that it is invariant for an 
Euler transformation. 
In the third section it is shown that the use of generating functions per-
mits a rather simple treatment of the van Wijngaarden transformation. 
It is shown that also this transformation leaves the Borel sum invariant. 
The properties of the multipliers µk of the special van Wijngaarden trans-
formation on given above are the subject of a forthcoming paper by 
N.M. Temme who concentrates in particular to their numerical computation. 
In many applications one wishes to compute a Laplace integral 
00 
w f -wx e F(x)dx. 
0 
by termwise integration of some series expansion of the integrand function 
F(x). Sometimes the resulting series is slowly convergent or even divergent. 
One might have the idea to suqject this series to an Euler transformation 
or a van Wijngaarden transformation. However, the same result can be ob-
tained in a much more direct and simpler way. It suffices to expand F(x) = 
k 
= r~x as suggested by the generating function of rak when subjected to 
an Euler transformation. We write 
F(x) 
where Lbk is the Eulerized series of rak. 
Termwise integration of the latter expansion gives at once rµkak. 
This result may be formulated by saying that the special van Wijngaarden 
transformation is the Laplace transformation of the Euler transformation. 
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1. The Euler transformation 
We consider a formal series Iak and introduce the forward shift operator S 
and the weighted mean operator M by means of 
M = p + qS with IPI < 1 and q = 1-p. 
Then we have formally 
= ao = 
1-8 
This suggests the so-called Euler transformation E(q) 
or explicitly 
( 1 • 1 ) 
k 
I 
j=O 
( k_) k-j j+1 J p q aj. 
In numerical :practise one use.s the Euler method preferably with p = q = ; • 
According to the folklore of the numerical analyst the Euler transformation 
turns slowly convergent series into rapidly convergent series and trans-
forms divergent series into less divergent or even convergent series. 
In order to get a better insight into what is really going on we consider 
the generating functions 
( 1 • 2) k+1 a(z) = I~z , 
We restrict our discussion preliminary to those series for which a(z) has 
a non-vanishing radius of convergence R. This enables us to handle diver-
a 
gent series such as 1-2+3-4+ •.. but a series like 1!-2!+3!-4!+ ••• falls out-
side this class. 
It is easily seen by comparing equal powers of z that the relation (1.1) 
is equivalent with 
( 1 • 3) b(z) = a(-9..L1 z ). 
-pz 
4 
The radius of convergence of a(w) where 
( 1 • 4) w = -9..L 1-pz' 
w 
z =--q+pw 
is determined by the singularities w = s of the holomorphic function a(w) as 
( 1.5) R = inf Isl. 
a 
Then the radius of convergence of b(z) is given by 
( 1 • 6) Rb = inf 1-+s I • q ps 
The Euler method is most effective if Rb/Ra is as large as possible. 
Example 1.1 
If a(w) is singular at w = -1 and w = 00 then b(z) is singular at z = (p-q)-1 
-1 
and z = p 
The ordinary method with p = q =~gives Ra= 1 and¾= 2. However, the 
method wi~h p = 1/3 gives even Rb= 3. If ~his is applied to e.g. a(w) = 
= w(1+w)- 2 we find indeed b(z) = 2z(9-z2 )- 2 • 
Example 1.2 
The ordinary Euler transformation changes the divergent series 1-2+3-4+ ••• 
into the convergent series ~-tl+O+O+ ..• of which the first two terms only 
differ from zero. This rather surprising phenomenon is explained by the 
fact that a(z) = z(1+z)-2 is singular only at z = -1 which gives¾= 00 • 
Indeed b(z) = ~z(1-~z). 
If Eak converges with sum A then we know that Ra> 1 and that a(1) = A. It 
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follows from (1.3) that also b(1) =A.Hence it is tempting to conclude that 
[bk converges with the same sum A. However, it is not a priori obvious that 
[bk is convergent. But if this series converges Abel's theorem says that its 
smn must be A. 
When the singularities of a(z) are distributed in such a way that¾> 1 
there is no problem. However, when also¾= 1 some further analysis is 
needed. 
A summation method which sums every convergent series to its ordinary sum is 
called )egular. 
Hardy* gives necessary and sufficient conditions for the regularity of a 
wide class of summation methods. The regularity of the Euler transformation 
then follows by checking the conditions. We shall give here a direct proof. 
Theorem 1. 1 
The Euler method E(q) is regular. 
Proof 
Let A = 
n 
n-1 
l ak' 
k=O 
z 
-- = 1-z 
B 
n 
w 
= 
q(1-w) 
n-1 
I bk' 
k=O 
A + A. Since (1.4) implies 
n 
the relation (1.3) may be replaced by 
-2~ b(z) 
1-z 
w 
=--a(w). q 1-w 
Expanding both sides into a power series we have 
-1._.A j+1 
= q L, .w 
J 
*) Hardy, Divergent Series, Oxford 1949. 
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k+1 Taking the coefficient of z we obtain 
k 
(1.7) I j=1 
If Aj = A for all j then Bk= (1 ... pk)A. Thus also Bk+ A since IPI < 1. 
Henceforward we may assume A= O. The relation (1.7) will be written as 
B = 
k 
m 
I + 
j=1 
k 
I = u + v. j=m+1 
Given an E > 0 we can choose m = m(e) so that IA-I < E for J > m. Then 
J 
lvl 
k 
< E l 
j=O 
(~) k-jj=E. J p q 
For fixed m we have U + 0 ask+ 00 since each term of U tends to zero. Hence 
fork sufficiently large lul < E so that IBkl < 2e. This means Bk+ 0 which 
proves the theorem. 
2. Borel summation 
In an alternative way the Euler method may be discussed by considering the 
generating functions 
( 2. 1 ) k a(z) = L8kZ /k!, 
The relation (1.1) 1s easily seen to be equivalent with the functional 
equation 
(2.2) 
It clearly suffices to consider the coefficient of zk in the expansions of 
qa(qz) exp pz. 
From the relation (2.2) we obtain the following interesting result. 
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Theorem 2. 1 
The Euler methods E(q) form a commutative semigroup with 
We shall now extend the discussion of the Euler method to those series ~ak 
for which a(z) is holomorphic in a domain which contains the positive real 
axis. If 
00 
(2.3) 
exists the series is said to be Borel summable with A as its Borel sum. 
From (2.2) en (2.3) it follows at once 
Theorem 2.2 
The Euler transformation E(q) with q real and positive does not change the 
Borel sum. 
Further we have the following, property which is proved in Hardy ( 1. c. 8. 5) 
in a more general context. 
Theorem 2.3 
The Borel method (2.3) is regular. 
Proof 
We put fork= 0,1,2, ••. 
2 k 
-X X X ) 
= e ( 1 +x+ -2 , + ••• + -, 
• k. 
X 
and 
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1/Jk(x) = -x k e x /k!. 
00 
If Eak = A and I ~=~then j=k 
X X 
f e -\1( t )dt = E ~f e-ttkdt = E~( 1-q,k) = 
0 0 
Hence there remains to prove that 
. -x k/ lime E~x k! = 0 
x-+co 
but this is elementary matter. 
In many applications a series which has to be summed is derived from some 
integral expression. We consider in particular the integral 
00 
(2.4) 
k 
where F(x) is.holomorphic in x = O, say F(x) = E~x /k!. One may have the 
idea of applying an Euler transformation upon the series Eak which is ob-
tained by termwise integration of the power series expansion of F(x). How-
ever, the preceding analysis shows that the final result could be obtained 
in a shorter way be writing the integral in the form 
00 f e-µx{e-(,-µ)xF(x)}dx 
0 
and termwise integration of the power series expansion of F(x)exp-(1-µ)x. 
Comparing this expression with (2.2) it appears that implicitly an Euler 
transformation with q = 1/µ has been applied. 
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3. The van Wijngaarden method 
In his paper (2) van Wijngaarden advocates the following method of summing 
r8k_. We introduce non-vanishing multipliers Ak and subject EAk8k_ to an 
Euler transformation. Let the resulting series be Ebk then there exist con-
jugate multipliers µk such that Eµkbk has the same sum as r8k_. 
The formal analysis is very simple. According to (1.3) and (1.4) we have 
( 3. 1 ) rb (-t-l+1 = n tk+1. k q+pt k8k_ 
/ 
We suppose that there exists a moment generating function ~(t) such that 
(3.2) 
00 
A;1 = f ~(t)tkdt. 
0 
Then formal integration of (3.1) after multiplication by ~(t)/t gives 
(3.3) Eµkbk = rak 
when 
00 
(3.4) I tk ~(t)dt. µk = k+1 
0 
( q+pt) 
Van Wijngaarden considers in particular the multiplier set Ak = sk/k!. Then 
~(t) = s exp - st so that 
00 
(3.5) s f tk - ~ dt. µk =-- exp k+1 ( 1+t l+1 p p 0 
This expansion shows that nothing is lost by restricting ourselves to the 
ordinary Euler method p = q = ;. 
If this method is applied to the power series 
(3.6) 
with w either real or complex with Rew> Owe take Ak = wk/k! and compute 
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(3.7) -k-1 ( ) L2 sk w bk 
where 
00 
(3.8) sk(w) f -wt 
tk 
dt. = w e ( 1+t )k+1 
0 
The functions sk(w) are studied from a computational point of view in a 
forthcoming publication (1) by N.M. Temme. 
Theorem 3. 1 
The functions sk(w) have fork+ 00 , w/k << 1 the following asymptotic be-
haviour 
(3.9) 
Proof 
Writing 
with f(t) 
1/2 -1/4 3/4 1 r.:-
sk(w) ~ n k w exp( 2w-2vkw). 
00 
sk(w) = f e-kf(t)w(1+t)-1dt 
0 
1+t w 
= log -- + - t t k we apply the saddle point method. The positive 
real axis is the line of steepest descent with a saddle point t 0 deter-
mined by c2t(1+t) = where c2 = w/k, c > O. Explicitly 
This gives 
and 
t = - ..!. + (-1- + ..!.) ! = 
0 2 2 4 
C 
f"(t ) = 2c3 + O(c4). 0 
-1 1 ( ) c --+Oc. 2 
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Using these expressions it follows that sk(w) is asymptotically equivalent 
to 
00 
sk(w) ~ cw exp - k(2c-~c 2 ) f 
-co 
which can be written in the form stated above. 
Theorem 3.2 
The van Wijngaarden transformation with Ak 
Borel sum. 
k 
= s /k! does not change the 
Proof 
The relation between the generating functions of Eak and nkak 
00 
Cl(X) = J f(xt)cj>(t)dt. 
0 
where 
Akakx 
k 
f(x) = E k! 
According to (2.2) the generating function of Ebk is given by 
8(x) = qepxf(qx). 
Thus we have 
00 
a(x) = f e-ptxS(xt)cj>{qt)dt. 
0 
On the other hand we have for the generating function 
q_(x) 
1S given by 
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the expression 
00 
g(x) f q:pt bk (_!Ll <l>(t)dt = Ek! q+pt 
0 
or 
00 
g(x) = I , xt 1+pt a( 1 +pt) cj>(qt)dt. 
0 
Substitution of the expressions derived above for a(x) and g(x) into I: e-xa(x)dx and I: e-xg(x)dx shows their equality. The formalities are 
certainly justified if E~ is such that 
k 
akx 
E k!k! = O(xm) 
for x ~ 00 with some constant m. The treatment of the general problem is 
left to the reader as a research problem. 
Example 3. 1 
The rapidly divergent series E(-1)~!w-k is treated by the multipliers 
Ak = wk/k!. This gives the formal series E(-1)k. If the latter series is 
subjected to the ordinary Euler method E(;) we find 
; + 0 + 0 + 0 + •••• 
Accordingly the Borel sum of the given series equals simply ;µ 0 or 
00 
-wt 
e 
1 + t dt. 
Indeed the Borel sum of the original series as derived from the generating 
series a(x) = E(-1)k(x/w)k = w(x+w)-1 agrees with the above given integral 
expression. 
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If one wishes to compute an integral of the type 
(3.10) 
0() f cp(x)F(x)dx 
Cl 
where F(x) 1.s holomorphic in x = 0, say F(x) = E~xk, we may subject the 
series which is obtained by termwise integration to a van Wijngaarden 
transformation with multipliers (3.2). This means that to Eak an Euler 
transformation is applied. According to (1.3) results in the expansion of 
xF(x) in powers of x(q+px)- 1 
k 
(3.11) F(x) = Ebk x k+1 . 
( q+px) 
In view of (3.4) the effect of the van Wijngaarden transformation is merely 
the substitution of (3.11) into (3.10) followed by termwise integration. 
Thus 
(3.12) 
0() f cp(x)F(x)dx = Eµkbk. 
0 
Of particular interest is the case of a Laplace integral where (3.10) takes 
the form 
(3.13) 
0() 
f(w) = w J e-wxF(x)dx. 
0 
The usual treatment of termwise Laplace transformation of the power series 
F(x) = E~xk gives the asymptotic expansion 
(3.14) 
If, however,, F( x) is expanded as in ( 3. 11 ) we obtain the expansion 
(3.15) 
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where rbk is the Euler transform of r~ and the sk are given by (3.8). 
The same expansion would be obtained by applying the special van Wijngaarden 
k transformation with Ak = w /k! upon the asymptotic expansion (3.14). This 
result may be phrased as follows 
Theorem 3.3 
The special van Wijngaarden transformation is the Laplace transformation of 
the Euler transformation. 
The expansion (3.15) may be convergent even if (3.14) is divergent for all 
w. If e.g. the generating function r~xk and Lbkxk both have a finite radius 
of convergence the asymptotic behaviour (3.9) shows that (3.15) converges 
for all w. On the other hand it shares with (3.14) the asymptotic character 
for w + 00 since for fixed k 
(3.16) 
Example 3.2 
-k 
~ k!w • 
We consider the Laplace integral 
00 
& e00 erfc w = w f e -wt( 1+t )-~dt. 
0 
1 
To the integrand function (1+t)- 2 we apply the Euler transformation E(2/3) 
k 
since by this choice the radius of convergence of Lbkx takes the optimal 
value of 3. 
In fact Lb xk = §{1-x2/9)-! so that finally k 3 
convergent for all w. 
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Example 3.3 
An interesting generalization is indicated in the following integral for 
the modified Bessel function 
00 
= f 
0 
Applying the same transformation as in the previous example 
1 l+\ tk ( 1 +t )- 2 I k = 
<2+tl+1 
we obtain the expansion 
00 
k-! 
e! 00K0(!w) = 2-!Ibk3k+1 f -2wt t dt. e ( 1 +t )k+1 
0 
Introducing the following variant of (3.8) 
00 
k-! 
crk(w) f -wt t dt = w e < 1+t l+1 
0 
the final result may be written as 
The asymptotic behaviour of crk(w) fork ➔ 00 can be obtained in the same way 
as for sk(w). The obvious result is 
This shows that also in this case a convergent expansion is obtained. 
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