Abstract-Bangla is the mother tongue of millions of people all over the world. Despite being a very popular language, any social virtual robot that can intelligently communicate in Bangla is a fairytale till now. One of the main reason of this is lack of rich text corpus and previous research on Bangla language. The proposed Bangla Intelligent Social Virtual Robot can communicate in Bangla intelligently and can express its reflective emotion virtually with the help of machine learning algorithms and sentiment analysis. In this paper, we discuss the approached system, design methodology and implementation details of first ever Bangla virtual embedded robot followed by the methodology of building a rich Bangla text corpus. The proposed embedded virtual robot turns out better performer when compared with only known Bangla intelligent chatbot named 'Golpo' and the embedded system performance efficiency has been upgraded with the help CPU over-clocking technique.
INTRODUCTION
The ultimate objective of Artificial Intelligence, robotics is betterment of human life by making it easier with information, solve of problem and reducing the hazard of boring, time consuming jobs. From time to time, researchers have successfully reduced constrains of development of robotics by delivering robust solutions to major technical problems [5] . As a result, the amalgamation of robotics in our industrial and social life is becoming more and more mature. From a tele-operator to travel companion, implementation of robotics shines in every corner. Social robots in this case play a vital role for artificial intelligence. After the invention of the much loved hitchhiking robot named hitchBOT [3] the maker received a huge fund by crowdsourcing. When they wanted to send it out in the wild for an adventure, to their utter surprise, they observed many of the followers of the robot accompanied with it and realized how much impact one robot can make in social life [4] . Since then, researchers have put their heart and soul to bring new technologies and advancement of social robot. One of the best form of social robot is virtual robot since it is virtual robot not is bounded by any hardware restrictions and can deliver some outstanding emotion through its output devices like digital screens. There have been many advancement in virtual robot technology over the past decade. However, most of them are in English or Japanese language. There has been no initiative by any individuals or organization for development of a Bangla virtual robot except one close domain Chabot Golpo [2] despite the fact that Bangla is the 6th most spoken language (Bangla) across the world. On the other hand a fully functional prototype of a virtual wife robot is going to be launched by the end of 2018 and it has already earned mass popularity among consumers [1] . All these fact inspired us to take initiative for first ever Bangla social virtual robot.
II. RELATED WORK
We have made a social virtual robot which can talk in Bangla. There are many researches published regarding social virtual robot. However, most of them are developed in English language. We have found limited resources to develop our virtual bot. We have gone through a number research papers during our research. However, the major difficulty we faced is communication with user in Bangla. One of the early work of communication with user is chatbot, which can communicate with users contextually and naturally. Ironically, there is not even one successful implementation of general purpose chatbot. As a result we tried our best to create our own general purpose chatbot that is not limited to a specific domain.
In early ages chatbots were dependent on handcraft templates or heuristic value to generate reply. In spite of requiring tremendous effort it could only generate few responses [15] .However, recent researches are working on data driven approaches to build fully functional chatbots [16] . Statistical goal-oriented dialogue systems have long been modeled as partially. A paper recently applied deep reinforcement learning successfully to train non-goal oriented chatbot type dialogue agents. They have shown that reinforcement learning allows the agent to model long-term rewards and generate more diverse and coherent responses as compared to supervised learning [17] .
A paper named "AN INTELLIGENT WEB-BASED VOICE CHAT BOT" represents the idea of web based voice chat bot using black box approach. In 2008 A paper called "Humorist Bot: Bringing Computational Humor in a Chat-Bot System" presented the idea of building bot with humor. The bot will also change its expression according to the humoristic content of the dialogue [18] ." Virtual Conversation with a Real Talking Head" a paper demonstrated a bot which specifies with a system using an animated face model synchronized with a speech synthesis Module. It is used like a presentation layer of a conversational Agent which provides reply [19] . Here the textual reply is transformed into facial movements of a 3D face model whose lips and tongue movements are synchronized with the sound of the synthetic voice.
Our whole system is conducted on a microcomputer called Raspberry-Pi model B. Raspberry-pi is a pocket size microcomputer run on Linux operating system. It is equipped with 1 GB ram, a micro-sd card, a cpu of ARM Cortex-A53, 40 GPIO pins [20] .
In recent time one Japan based organization Gatebox showed its strength by showcasing and releasing world's first virtual robot wife assistant's TVC to the world and many preorders have counted since then. However, author is not aware of any virtual robot by the time of writing this paper. There are very few robots that can communicate in Bangla but, they can generate response of very few specific questions. On the other hand, our work includes open domain reply of the chatbot.being [11] .
III. DATA COLLECTION & REFINING PROCESS
Preparing a well refined and well-structured Bangla Corpus was a big challenge. The lacking of resources regarding Bangla corpus made the job harder. We collect the raw data from an English Movie Corpus. Then Cosine Similarity for the accuracy of translation and complexity classification was done for refining.
A. Data Collection
Data collection is the systematic approach to collect relevant information, which can be collected from different sources. This is usually an initial component of any research done in any field of study.
We collected our data mainly from the Cornell movie dialog corpus. This corpus contains a vast collection of metadata of fictional conversations extracted from raw movie scripts. So, we had to refine this huge data to fit in our machine. Moreover, we also used rDany chat conversational dataset and chatterbot corpus dataset. These datasets were also in English so, we had to translate them too.
B. Data Refining
Data Refining Data Refining is a systematic approach that refines raw data within a common context to increase the quality and understanding of the data, remove data variability and repetition, and build up an incorporated data resource [8] .
C. Cosine Similarity
Our data refining process composed of many different subsets. One of them is to refine from translation. As we are translating a big portion of our data. Moreover, the translation is always not so accurate because movie conversation are sometimes really complex. For this, we are using Cosine Similarity, which is used to measure the similarity between two non-zero vectors. Cosine Similarity is also very popular algorithm for machine learning. It works using the cosine degree. This cosine of 0° is 1, and it is less than 1 for any other angle in the interval (0,2π) [9] . Here a and b are 2 sentence from our translated text. If we think these a and b as two vectors. Two vectors with the same orientation which means cosine is 0° between 2 vectors have a cosine similarity of 1, two vectors at 90° have a similarity of 0, and two vectors diametrically opposed have a similarity of -1, independent of their magnitude. It shows if both translated text have the same sort of result, it's a good translation. Here the outcome is neatly bounded in [0, 1]. Cosine distance is a term often used for the complement in positive space [10] , that is:
Here Dc is the cosine distance and Sc is the cosine similarity. However, this is not a legitimate distance metric as it does not have the triangle disparity property. To solve the triangle inequality property while maintaining the same ordering, it is necessary to convert to angular distance [11] .
Given two vectors of attributes, A and B, the cosine similarity, Cos (θ), is represented using a dot product and magnitude as In the case of our system, the cosine similarity of two documents will work from 0 to 1, since the term frequencies cannot be negative. The angle between two vectors cannot be greater than 90°.First of all we need to need to refine the 1000 movie dataset by selecting dialog serial. Then, we used Google Cloud API to translate them into. Again we translate the Bangla conversation into English conversation to start our Cosine Similarity. We convert those 2 English texts into vectors. These vectors have 2 components for all the word. One is the word itself and second is term frequency of the text. Term frequency is a numerical statistic that is intended to reflect. Then for all these intersection words, we need to calculate [10] . A. B = .
+ . + . [11] A is defined as Ax, Ay, Az and B is defined as Bx, By, Bz.
By applying Cosine Similarity, refined data with accurate translation is generated from unrefined translated data. Figure 3 . is based around the Raspberry Pi embedded system. The Raspberry pi is used to process the system processing algorithm of the virtual bot which is basically Machine Learning and Natural Language Processing. The method implements an LED Display as an I/O device to express the sentimental reflection of the bot virtually. It also implements a microphone as an I/O device in order to listen to human voice for bot's speech recognition. It implements speakers as I/O devices in order to get the verbal reflection of the virtual bot which generates through machine learning.
For triggering the virtual bot, a human have to get the microphone of the bot and ask the bot something in Bangla. The bot will then reply with the help of its machine learning model verbally and graphically. The verbal reply will be outputted from the speakers of the embedded system and the graphical sentimental reflection will be visible on the Raspberry Pi's LED Display.
V. SYSTEM PROCESS At first, the virtual bot detects human speech in Bangla. For detecting Bangla speech, Google's speech Application Programming Interface (API) is used here. The API manipulate through deep learning models in order to get the perfect speech recognition. Recognizing Bengali speech with the least errors was the main factor behind using this particular API over other available APIs. Once the speech gets detected, the system processing algorithm casts the speech value into a data frame object. Now, two operations will take place in different threads after this object casting. Firstly, the data frame object then compared with training set by the Machine Learning AI in order to get the highest probable answer for that particular speech which can be a question or comment. Then the AI provides with the best probable answer in string form. The answer string then again feed into the Google Speech API. This time the API is used for the other way round. The answer string is turned to Bangla speech by the API with the help of deep learning. Phonetic voice triggered from the speakers of the embedded virtual bot sounds like a man and the real human being who asked the question at the first place get the artificially intelligent answer from the virtual boot's object casting.
Simultaneously, the data from object of the speech feed into a sentiment analysis learning model. The model's Application Programming Interface is called TextBlob.
This model first translated the Bangla speech data frame object into an English text. Then the model implements part-ofspeech tagging, noun phrase extraction some more operations by the help of common Natural Language Processing in order to get the sentiment of that particular speech. It mainly uses Naïve Bayes Classifier in order to classify the sentiments it gets from each text and then generates the return value of sentiment for every particular sentence. The return value of this sentiment analysis model differs from -1 to 1. Here, the minimum return value, -1 refers to uttermost disappointment or sadness and the maximum return value, 1 refers to uttermost joy or happiness. In between the value of -1 to 1, it refers to more normal state or one can say the neural state of the speech. By judging the return value of the sentiment analysis, the system processing algorithm implements an Application Programming Interface of Python which is called Pillow in order to express the sentiment of the virtual bot in a graphical way so that the human being standing in front of the bot can understand its emotion from his/her committed comment or query. The virtual bot has three types of graphical sentimental reply on its virtual face. They are: These two features, generation of intelligent human like answer from questions which are asked arbitrarily and generation of various virtual graphical face based on sentiment give the virtual bot a social interactive image in front of its human companions.
VI. RESULTS AND ANALYSIS

A. Comparison
Since no other Bangla social communication bot or chatbot can be found to conduct a subjective evaluation, we have compared our model with an English chatbot named Neuralconvo which is developed by deep learning approach. Here we have shown five questions of same meaning to both of the bot. The Figure 5 shows both the conversation of "Neuralconvo" and our virtual bot.
We can see the result from the Figure 5 . For the first question "how are you? ", both bots gave answers of exact same meaning which is "fine". Answering the question of "who are you?" Neuralconvo replied "I'm not sure" and our bot answered like "I am a mask man" which is not a pretty good answer. Our next question was "what do you think about life", Neuralconvo replied with a weird answer but our bot answer means "I am not sue" which is contextually correct. Neuralconvo answered "twenty" to the question of "how old are you" which is pretty accurate. On the other hand our bot gave a bit intelligent answer means "I am still young". One of the question was "two plus two equal what?" Neuralconvo replied "I am getting annulled" which is not logical but our bot answered correctly which means "four".
The Neuralconvo is developed through the process of Deep learning where as we used Chatterbot of python. In Deep learning process there are some struggles with long sentences.
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On the other hand, chatterbot gives reply by confidence value from trained dataset. In deep learning reply depends on fixed dataset. Our model keeps learning from the user input. Therefore the reply of our virtual bot becomes more contextual and realistic gradually with the increase of more input it's going to have by user. As we developed a virtual bot, it shows its sentiment according to the question user asked.
B. Performance Efficiency
Since we have executed our model in Raspberry-pi. Raspberry-pi is microcomputer .We have found different performance of virtual bot while we make different clock speed in CPU. The response time varies in different clock speed. In the Raspbian Linux distro the overclocking options on boot can be done by a software command running "sudo raspi-config" without voiding the warranty [21] . In those cases the Pi automatically shuts the overclocking down if the chip reaches 85 °C (185 °F), but it is possible to override automatic overvoltage and overclocking settings (voiding the warranty); an appropriately sized heat sink is needed to protect the chip from serious overheating. However, we have found GPU speed changes do not change our performance. As we know overclocking raspberry pi makes the pi really hot which is not good for long term. So, we find out that we can use threading. The Raspberry Pi 3 has a quad-core ARM Cortex-A53 processor. This was suggested to be highly dependent upon task threading and instruction set use. Benchmarks showed the Raspberry Pi 3 to be approximately 80% faster than the Raspberry Pi 2 in parallelized tasks [20] .
Multithreading is a type of execution model that allows multiple threads to exist within the context of a process such that they execute independently but share their process resources.
As we can see from the Table II , thread makes our system really fast. Overclocking is the process of tweaking motherboard settings to have the 'clock' run faster than the vendor certified. It can increase performance for single or multiple threaded scenarios. Also has risk because excess heat can be generated which can damage circuitry. So, a bit over clocking with multithreading gives best result for our system. VII. CONCLUSION This research is a pioneering work in the field of dialogue system in Bengali. There are similar kinds of bots which are based on English language. Due to lack of good resources in Bengali, good result did not come out on building frequent dialogue system. One of the main challenges was to build a reliable large dataset for training our model. We have refined our raw dataset through a number of processes. This processes let our system to be an open domain dialogue system. This bot also includes sentiment analysis of the question given by the user. Our bot will analysis the sentiment and react accordingly which is represent by graphical representation. The execution process of taking voice input, retrieving reply, analysis of sentiment and respond by voice with relevant facial expression will be conducted on a Raspberry-Pi. We think, our research will be helpful to build agent of any business system which needs response in Bangla. Moreover, our work will provide a Bengali conversation corpus which may help in the development of tools for Bengali Language Processing research. For future work, we dream to make it a fully functional social robot. We will try to give more actions which will give it an image more like human. Our dataset mostly based on Cornel Movie Dialogue Database which has been refined, translated and rechecked. However, we plan to make our very own dataset which will be based on Bengali literature work like novel, short story dialogues to train our model. This will make responses of our bot more intelligent and interesting. In our model we have used ChatterBot of python language which does not generate new responses. It only makes prediction of best response from dataset. In future we will implement GNN (generative neural network) which will generate new convenient responses. In our future work we have plan to build a robot like "SOFIA" in Bangla which will respond fluently in Bengali and express it's feelings [14] . As our model can work in closed domain too, we can build it to serve in specific business domain like hospital service, e-commerce etc. 
