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Abstract     
Logistic regression has now become an essential part of medical data analysis that uses a binary-response model. The model is 
frequently used by epidemiologists as a model for the probability (interpreted as the risk) that an individual will acquire a disease 
during a specified time period, during which he or she is exposed to a condition (called a risk factor) known to be or suspected of 
being associated with the disease. The objective is to establish a model using a minimum number of variables, and is also able to 
identify the relationship between the dependent variable and independent variable. Additionally, the study will determine the risk 
factors that can lead to the development of metabolic syndrome (MetSyn) and will establish an intelligent and biologically 
acceptable model for estimating the probability of having the condition, based on the NCEP ATP III criteria. In this study, binary 
logistic regression analysis has been employed in order to specify the risk factors that affect metabolic syndrome. Metabolic 
syndrome (MetSyn) is a common metabolic disorder that is increasingly caused by the pervasiveness of obesity in society and 
diagnosed according to the National Cholesterol Education Program (NCEP) Adult Treatment Panel III (ATP III) Identification1. 
The data has been obtained from the laboratory test results of 321 adult individuals who had consecutively been treated by the 
Near East University Internal Medicine Department. For this intelligent model, binary logistic regression analysis has been used. 
The sensitivity, specificity and accuracy rates have been detected as 94.7%, 96.0% and 95.5%, respectively. As a result, 
homeostatic model assessment (HOMA-IR), uric acid, body mass index (BMI), low-density lipoprotein (LDL) cholesterol, age, 
smoking, education level (EL) are defined as metabolic syndrome risk factors, the model has been estimated by using those 
variables in the acquired intelligent model. As a consequence of the research, it has been determined that the key elements that 
can have an impact are the changeable risk factors, meaning that the illness could be destroyed before it actually occurs, and 
lifestyle change, that can also prevent the illness. 
© 2016 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility ofthe Organizing Committee of ICAFS 2016. 
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1. Introduction 
Regression analysis is a widely used process for obtaining a predictor function for estimating the value of a 
dependent variable using the independent or predictor variables.  In some cases, the outcome (or dependent) variable 
can be discrete, with two or more possible values.  Logistic regression has now become an essential part of medical 
data analysis that uses a binary-response model. This method of statistical analysis is an extension of multiple 
regression methods and can be applied where the dependent variable is categorical, meaning that the values of the 
variable can be assigned to a countable number of categories. In the medical field, a particular outcome could be 
caused by the presence or absence of a specific disease. In such cases, logistic regression has become an 
increasingly common method used to estimate the probability that the outcome will occur as a linear function of one 
or more continuous and/or dichotomous independent variables2. The objective is to establish a model using a 
minimum number of variables, which is acceptable biologically and is also able to identify the relationship between 
the dependent variable and independent variable. The model is frequently used by epidemiologists as a model for the 
probability (interpreted as the risk) that an individual will acquire a disease during a specified time period, during 
which he or she is exposed to a condition (called a risk factor) known to be or suspected of being associated with the 
disease3. 
Metabolic syndrome (MetSyn) is a common metabolic disorder that is increasingly caused by the pervasiveness 
of obesity in society4. Patients with metabolic syndrome are increasingly likely to develop diabetes mellitus and 
cardiovascular disease and the risk of mortality from cardiovascular diseases is greater4. Metabolic syndrome is 
diagnosed according to the National Cholesterol Education Program (NCEP) Adult Treatment Panel III (ATP III) 
Identification1. According to the this definition, metabolic syndrome is present if three or more of the following five 
criteria are met: waist circumference over 102 cm (men) or 88 cm (women), blood pressure over 130/85 mmHg, 
fasting triglyceride (TG) level over 150 mg/dl, fasting high-density lipoprotein (HDL) cholesterol level less than 40 
mg/dl (men) or 50 mg/dl (women) and fasting blood sugar over 100 mg/dl.  The aim of this study is to establish an 
intelligent and biologically acceptable model for estimating the probability of having metabolic syndrome by finding 
risk factors that can lead to metabolic syndrome based on those criteria. For this intelligent model, binary logistic 
regression analysis has been applied. 
The formula for a logistic regression model5 is given by 
                          ʌ(xi) = P (yi=1/xi)  = 
௘ഁబశഁభೣభశഁమೣమశڮశഁೖషభೣೖషభ
ଵା௘ഁబశഁభೣభశഁమೣమశڮశഁೖషభೣೖషభ
                                                                   (1) 
 
where   yiൌ ൜
ͳǡܪܽݒ݅݊݃ܯ݁ݐܵݕ݊
Ͳǡܰ݋ݐ݄ܽݒ݅݊݃ܯ݁ݐܵݕ݊ i=1,2,…,n 
e is the base of the natural logarithm, ݔଵǡ ݔଶǡ ǥ ǡ ݔ௞ିଵindependent variables (or risk factors), ȕ0  is the 
constant term, ȕ1, ȕ2 , …, ȕk-1 are the coefficients of the independent variables and P (yi=1/xi)  or  ʌ(xi) is the 
probability that the ith individual will have MetSyn.  
As is the case with any regression model, valuable information about the relationship between the 
independent variables to the binary dependent variable can be provided by the regression coefficients ȕj in the 
logistic model by using equation (1). Logistic regression quantifies the relationship between the dichotomous (or 
binary) dependent variable and the predictors using odds ratios. Since the logit model provides an estimate of the 
odds ratio, the binary logistic regression is discussed under the logit link function in this study6. To describe the 
concept of odds ratio, odds should be defined as the probability that an event will occur divided by the probability 
that the event will not happen3. An odds ratio is a ratio of two odds and a measure of how much greater (or less) the 
odds are for subjects possessing the risk factor to experience a particular outcome. Therefore, we can define the odds 
with the following ratio: 
                                     odds ൌ గሺ௫ሻ
ଵିగሺ௫ሻ
                                                                                                                  (2) 
 
Rearranging by using equation (1), we get 
 
                 odds ൌ గሺ௫ሻ
ଵିగሺ௫ሻ
ൌ ݁ఉబାఉభ௫భାఉమ௫మାڮାఉೖషభ௫ೖషభ                                                                                     (3) 
 
logit(ʌ(x)) is the natural logarithm of the odds of outcome, so 
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ሺɎሺሻሻ ൌ ሺ݋݀݀ݏሻ ൌȕ0+ȕ1x1 +ȕ2x2+…+ȕk-1xk-1                                                                     (4) 
 
The natural log transformation of the odds in the equation (4) is necessary to construct the relationship 
between a binary outcome variable and its  predictors linear 
For each unit increase in xj the odds increase multiplicably by ஒౠሺሻ. An OR>1 denotes 
a higher risk in the exposed group, so the exposure of the factor increases the risk. An OR<1 denotes a lower risk in 
the exposed group, so the exposure of the factor reduces the risk7.  
2. Materials and methods 
This study has been made with the aim of establishing an intelligent and biologically acceptable model for 
estimating the probability of having metabolic syndrome by determining the risk factors that can lead to people 
having metabolic syndrome, based on the NCEP ATP III definition. The data has been obtained from the laboratory 
test results of 321 adult individuals who had been consecutively treated by the Near East University Internal 
Medicine Department. Waist circumference, blood pressure, body mass index (BMI), fasting glucose, Total 
cholesterol level (TCL), High density lipoprotein (HDL)-cholesterol, Low density lipoprotein (LDL) -cholesterol, 
triglycerides, uric acid, hs-CRP (high sensitivity C-reactive protein), smoking, education level (EL), age and 
homeostatic model assessment–insulin resistance (HOMA-IR), were evaluated for all adults. The individual features 
(such as smoking condition) were obtained by directly asking the individuals themselves. The number of patients 
with metabolic syndrome out of the 321 who had been tested by the Department was determined according to the 
NCEP ATP III Identification1. 
All analyses were conducted using the statistical package SPSS version 20.0 (SPSS for Windows, Chicago, IL, 
USA). Binary Logistic regression analysis with logit link function was performed to determine the risk factors by 
Backward Likelihood Ratio LR elimination method. The Backward LR Elimination method is a stepwise selection 
method that begins with a full model and predictor variables are excluded using the probability of the likelihood 
ratio statistic based on the maximum partial likelihood estimates8. It was also verified whether multicollinearity and 
outlier problems were present in the data. The statistical test for goodness of fit test was performed using the 
Hosmer-Lemeshow test. In addition, sensitivity, specificity and accuracy rates were calculated. A p value < 0.05 
was considered statistically significant. 
Variables included in the study: The dependent variable was the metabolic syndrome status of an individual 
(presence (coded 1) or absence (coded 0)), denoted by MetSyn. Independent variables were homoeostasis model 
assessment (HOMA-IR), uric acid, body mass index (BMI), low-density lipoprotein (LDL)-cholesterol, total 
cholesterol level (TCL), age, smoking, education level (EL), hs-CRP and gender. 
Age and education level were evaluated as continuous variables. The rest of the variables were evaluated as 
categorical variables. Categorical variables were classified as the following: 
LDL<130 mg/dL (coded 0), LDL130 mg/dL (coded 1) for non-diabetic and non-coronary heart disease patients; 
LDL<100 mg/dL (coded 0), LDL100 mg/dL (coded 1) for the patients with diabetic and coronary heart disease; 
HOMA-IR<2.5(coded 0), HOMA-IR2.5(coded 1);Total cholesterol level(TCL)<200 mg/dL(coded 0), TCL  200 
mg/dL (coded 1); uric acid < 7mg/dL (coded 0) for male, < 6mg/dL(coded 0) for female;  non-smoking (coded 0), 
smoking (coded 1); hs-CRP<0.5 mg/dL(coded 0), hs-CRP  0.5 mg/dL (coded 1);  
BMI< 30 kg/m2 (coded 0), BMI  30kg/m2 (coded 1 as obesity); female (coded 0), male (coded 1). 
Using the Pearson Chi-square (Ȥ2) and the likelihood ratio (G2) tests, each of the independent variables was tested 
individually for association with the dependent variable. The results can be found in Table 1. 
3.  Results 
120 (37%) patients who were evaluated in the research were found to have metabolic syndrome.  50.3% (163) of 
the participants were male, 49.7% (161) of the participants were female. 70% of individuals who have metabolic 
syndrome were male, 30% were female.  Possible predictor variables that can be related with the dependent variable 
MetSyn, which are shown in Table 1. The predictor variables: BMI, LDL, uric acid, HOMA-IR, hs-CRP, age, 
smoking, education level, were included for the multivariate model as those variables are correlated with the 
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dependent variable. The results related to the multivariate binary logistic regression model that was established with 
predictor variables are shown in Table 2.  
Table 1. Tests of association between MetSyn and each of the independent variables 
 Pearson Chi-Square Test Likelihood Ratio Test 
Variable Value p-value Value p-value 
Age (age) 181.97 0.000* 228.961 0.000* 
Gender (gender) 29.561 0.000* 30.198 0.000* 
High sensitivity Creactiveprotein (hs-CRP) 88.146 0.000* 94.722 0.000* 
Total Cholesterol Level (TCL) 2.122 0.145 2.119 0.146 
Body Mass Index (BMI) 228.998 0.000* 256.990 0.000* 
Uric Acid (uricacid) 105.884 0.000* 107.538 0.000* 
Homoeostasis model assessment (HOMA-IR) 174.770 0.000* 187.288 0.000* 
low-density lipoprotein cholesterol (LDL) 7.675 0.006* 7.468 0.006* 
Education Level (EL) 42.096 0.000* 44.021 0.000* 
Smoking (smoking) 
 
122.788 0.000* 126.050 0.000* 
     *significant (p-value<0.05) 
Table 2. Binary Logistic regression analysis of Metabolic Syndrome (MetSyn) using Backward Likelihood Ratio Elimination Method 
 
 
 Covariates    ȕ  Standard 
Error 
 
 
 
 
 Wald 
statistics 
  df   p-value   Exp(ȕ) 
 
 
Step2** 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 age  0.082  0.021   14.887   1  0.000*   1.086 
gender (female)  
 
1.453  0.688   4.456   1  0.035*   4.277 
 HOMA-IR  2.515  0.667   14.228   1  0.000*   12.363 
 BMI 
 
 3.100  0.694   19.960   1  0.000*   22.198 
Smoking 
 
 1.867  0.615   9.223   1  0.002*   6.472 
 EL 
 
 -0.168  0.084   3.950   1  0.044*   0.845 
 LDL 
 
 1.300  0.626   4.311   1  0.038*   3.669 
uricacid  1.248  0.635   4.092   1  0.043*   3.483 
constant  -7.481  1.662   20.266   1  0.000*   0.001 
ȕ: logistic coefficient  of each covariate in the model   Exp(ȕ): Exponentiated logistic coefficients or Odds Ratio  df: 
degrees of freedom of Wald statistics 
*If the p value is smaller than 0.05, that variable (or variables category) is determined to be a significant risk factor. 
**BMI, LDL, uric acid, HOMA-IR, age, smoking, education level, hs-CRP, gender independent variables entered on step 
1. 
 
 
Interpretation of the odds ratios according to the Binary Multivariate Logistic Regression results are as below: 
It was concluded that the odds rate for the variable age greater than 1 indicates that the possibility of having 
metabolic syndrome rate increased with age by 1.086 times. Furthermore, there was an inverse relation between 
metabolic syndrome and education level, which is a significant risk factor.  Therefore, it was determined that the 
education level reduces MetSyn or in other words, education has a protective effect (OR:0.845< 1). Moreover, the  
metabolic syndrome rate for an individual who has a high HOMA-IR value is 12.363 times more than those 
individuals who had a lower HOMA-IR value. Smokers have 6.472 times more risk to develop MetSyn than those 
who are not smoking. It was concluded that for the individuals who have obesity, metabolic syndrome disease rates 
are 22.198 times more than who do not have an obesity problem. Furthermore, individuals with a high LDL have 
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3.669 times more risk of having metabolic syndrome than individuals with a standard level. Individuals who have a 
high uric acid level are 3.483 times more at risk of developing metabolic syndrome than those with a standard uric 
acid level. Furthermore, the logistic regression result has demonstrated that the gender variable (male) is an 
important risk factor with a positive effect on having metabolic syndrome.  This result shows that males are 4.277 
times more at risk of having metabolic syndrome than females.  
The fitted logit model is:  
logit(ʌ) = -7.481 + (3.1 x BMI) + (0.082 x age) + (1.867 x smoking) + (2.515 x HOMA-IR) + (1.248 x uric acid) + 
(1.3 x LDL) + (1.453 x gender) – (0.168 x EL), where ʌ is the estimated probability of metabolic syndrome. 
The Hosmer-Lemeshow statistics was compared by chi-square distribution with a significance level of Į = 0.05 and 
8 df.  Since 13.342 <Ȥ20.05,8=15.507, it was concluded that the model fit was quite good. Also, the Nagelkerke 
R2,which explains how much variance of the data is "explained" by the model, was calculated as 0.883. This shows 
that the independent variables in the model explain having the metabolic syndrome condition in a good rate. The 
original logistic regression equation can be transformed to show the estimated probability of having metabolic 
syndrome by the equation (1).  
For example, we can calculate a the probability of metabolic syndrome occurrence of a 40 year old male , with 8 
years education, who exceeds the obesity limit (BMI>30kg/m2), is a smoker, exceeds the determined HOMA-IR 
value and who has standard uric acid and LDL values (Table 3). 
Table 3. Probability estimate with Logistic regression model 
Characteristics of  an individual The values of coefficients ȕ 
Gender (male), coded 1 
 
Age (40) 
 
Education Level (8 years) 
 
HOMA-IR (7.1), coded 1 
 
BMI (35), coded 1 
 
Uric acid (4), coded 0 
 
LDL (80), coded 0 
 
Smoking, coded 1 
 
Constant 
1.453 x 1= 1.453 
 
0.082 x 40= 3.28 
 
-0.168 x 8= -1.344 
 
2.515 x 1= 2.515 
 
3.1 x 1= 3.1 
 
1.248 x 0= 0 
 
1.3 x 0= 0 
 
1.867 x 1= 1.867 
 
-7.481 
Total:3.39 
 
ʌ = P (y=1/x)=  ௘
యǤయవ
ଵା௘యǤయవ
 = 0.967                                                                     (5) 
Based on the equation (5), the probability of having metabolic syndrome was estimated as 96.7%, in male 
individuals who match the specifications listed above. From the equation (6), the probability of having metabolic 
syndrome was estimated as 87.4%, in female individuals who have the specifications mentioned above. 
 
                      ʌ = P (y=1/x)=  ௘
భǤవయళ
ଵା௘భǤవయళ
 = 0.874                                                                                                    (6) 
 
This result shows that a male individual’s probability of having metabolic syndrome with those parameters is 
higher than in comparison with a female individual’s probability of having metabolic syndrome.  
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4. Discussion 
Our aim in this study was to find risk factors that cause metabolic syndrome and to establish an intelligent and 
biologically acceptable model for estimating the probability of having metabolic syndrome, based on the NCEP 
ATP III criteria. Metabolic syndrome is defined by a cluster of risk factors that are associated with diabetes and 
cardiovascular disease4. In our study, significant parameters that have effects on MetSyn has been revealed and a 
logistic regression model has been established. 
The result of the analysis has shown that the risk of having metabolic syndrome in males was higher than in 
females. The same rate of female and male adults have been included in the study and consequently, this study 
concluded that the smoking and obesity rates of males were statistically significantly higher than for females 
(p<0.001). Meanwhile, taking into account the individuals with high rates of HOMA-IR and uric acid values 
included in the model, males were statistically significantly more likely thanfemales to have metabolic syndrome 
(p<0.001). However, contrary to these results, studies in Turkey have concluded that having metabolic syndrome is 
a more frequent problem for females9.  
In the results, aging increases the risk of having MetSyn and a higher education level decreases the MetSyn risk. 
It has been shown in many studies that age is an important factor in the generation of cardiometabolic risk 
factors10,11. Identifying the low education condition in this study as a risk factor that increases MetSyn indicates the 
importance of developing the education level to promote healthy lifestyles, which is important factor in preventing 
MetSyn occurrence. 
Smoking has negative effects on health, particularly on MetSyn, cardiovascular diseases and cancer12. In our 
study, the effect of smoking on increasing the risk of having MetSyn, has been determined to be in line with the 
literature12. Furthermore, 19.3% of the female participants and 44.2% of the male participants were smokers. 
Consequently, in the case of smoking, which is a changeable risk factor,it is recommended that the authorities 
should prepare and implement programs for smoking prevention. 
In order of other importance, the risk factors (HOMA-IR, uric acid, LDL) are variables that could also be accepted 
in our model as biological. This is because some research studies have indicated that there is a relation between 
those mentioned factors and having metabolic syndrome15,16.  
As a result of the analysis, it is concluded that the most important risk factor is obesity. This result harmonizes 
with the literature because the risk of having metabolic syndrome is closely linked to obesity4. Obesity prevalence 
shows a global increase in parallel with changing lifestyles 13,14.  Apart from changing people’s lifestyles, there is no 
other agent that will provide effective treatment for metabolic syndrome. Therefore, the most appropriate treatments 
to provide are weight loss programs, regular exercise, healthy dieting and quitting smoking.  Furthermore, the ever-
increasing rate of metabolic syndrome is explained by inactivity and consuming more energy more than is used, 
which are the main features of the urban lifestyle14.  
5.  Conclusion 
In this study is, an intelligent and biologically acceptable model has been established for estimating the 
probability of having metabolic syndrome, based on the NCEP ATP III criteria. As a result, the BMI, LDL, uric 
acid, HOMA-IR, age, smoking, education level, variables have been identified as risk factors that affect the 
probability of having MetSyn. Obesity and smoking are changeable risk factors have been found to be the most 
important risk factors.  The major precaution to be taken on this subject is to raise the awareness of the public. The 
individuals who have obesity and (or) are smokers, should know that they are under greater risk in terms of 
hypertension, coronary artery disease and type 2 diabetics. This is because metabolic syndrome is a condition that 
increases risk of heart diseases and diabetics due to the aging process4.  The risk factors which causes this disease, 
should be eliminated before it has the opportunity to develop. Changing people’s lifestyles, which can prevent the 
occurrence of diseases, has vital importance.  
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