By using PS-wave multi-component seismic data, it is possible to obtain robust estimates of several subsurface parameters. A global optimization approach is proposed to automatically estimate high-resolution birefringence (splitting) attributes versus depth. Estimated quantities, such as the natural direction of the fast S-wave and the time lag between the fast and slow S-waves, can be directly related to fracture orientation and their density. Birefringence effects of the overburden must be determined and removed prior to estimation of the fracture properties at target horizons. Tests of this global optimization method on synthetic and real case studies were successful.
Introduction
Several recent studies have demonstrated the ability to measure the effects of birefringence (shear-wave splitting) using mode-converted PS-wave data (Li, 1998; Thomsen et al., 1999; Gaiser et al 2001; Garotta et al. 2005; etc) . In the presence of azimuthal anisotropy, the upgoing converted P to S-wave will split into two S-wave modes that travel at different velocities and are polarized orthogonally with respect to each other. If the orientation of the azimuthal anisotropy varies with depth the situation becomes more complex, since wavefields split multiple times on the upgoing raypath. The formulation of this problem is already familiar to most exploration geophysicists; the differences lie only in the way of solving it. A procedure called layer stripping is in general applied to remove the birefringence effects of depth-varying azimuthal anisotropy once the interpreter has determined the boundaries between the different anisotropic layers. In this paper we present a new algorithm for a highresolution and automatic layer-stripping of azimuthal anisotropy of PS-wave data, using a global optimization technique. Unlike most conventional layer-stripping schemes based on the best seismic horizons, our inversion method simultaneously reconciles the amplitude and traveltime information of both orthogonal S-wave modes, in a target window.
Theory
When propagating through an anisotropic layer, the upcoming converted PS-wave splits into two orthogonal Swaves polarized respectively in the fast (S1) and slow (S2) natural orientations, associated with fractures. The S1 and S2 waves, oscillating respectively parallel and orthogonal to the fracture orientation, are recorded at the surface by two horizontal orthogonal receivers with a delay time ∆t between them. The amplitude and phase properties of the signal recorded in each receiver are related essentially to the fracture orientation and intensity. For a 2D acquisition over a horizontally stratified medium and assuming that the fast and slow S-waves have similar waveforms, the data that should be observed on the radial R(t) and on the transverse T(t) components, for a single azimuthally anisotropic layer is described by:
where: t denotes the PS time, R(θ) is the rotation operator
), θ the angle between the radial and the fast orientation, and S(t) is the seismogram that would be observed without splitting.
Rotating R(t) and T(t) with an angle α, in order to orient these components into the principal anisotropy axis directions, and squeezing/stretching T(t) with a time lag τ to match the R(t) gives the simulated R'(t) and T '(t) seismograms compensated for S-wave birefringence:
Measuring splitting parameters now involves finding the optimal parameters α=θ (azimuth of the fast S-wave) and τ =∆t (time lag between the slow and fast S-waves), that minimize the objective function:
where: I and L are respectively the initial and the last time sample of the target (analysis) window. N is the number of sub-windows (micro-layers) in which the target window is discretized. The first two terms are dumping factors for rotation angles and time delays respectively. Penalizing large second derivatives (α", τ") assures vertical smoothness in estimated quantities. The last term is the normalized zero-lag cross-correlation between R'(t) and T'(t), which is an amplitude independent measure.
All terms in equation (3) are normalized and weights (W 1 , W 2 ) can be used. Other measurements or norms can also be used instead of the equation (3), and additional constraints can be added to enforce lateral continuity. If there are several anisotropic layers with different natural directions the S-wave splits into two modes in the first layer and each of them will split again into two in each subsequent layer. These successive splitting effects result in multiple arrivals that degrade the resolution and the S/N ratio of the recorded data which, if not corrected, complicate interpretation of the horizons lying below all the anisotropic layers. In this case, birefringence analysis must be performed layer by layer starting with the shallowest layer. Therefore, inverting equation (1) in a layer-stripping fashion, we obtain the seismograms corrected for shear wave splitting and separate the fast and slow traces. The algorithm is valid in principle for use with two-and four-component S-wave data. In the latter case, the orthogonal pairs of radial and transverse limited-azimuth stacks may be used to simulate the input data. Splitting parameters are then obtained by minimizing the offdiagonal elements of the rotated and squeezed/stretched four-component input data matrix.
Implementation
The inverse problem involves finding a depth model, randomly chosen in the model space and disretized in a series of thin layers with respective birefringence attributes (α k , τ k ), that minimizes the objective function given in equation (3). In our approach the objective function does not contains a priori parameter information constraints; only lower and upper bounds of the parameter search region (restricting the parameters to be perturbed in these regions) are used as input. This avoids intermediate steps required in general from conventional layer-stripping techniques based on the best seismic horizons. The input data consist of stacks of the radial and transverse components polarized respectively along the fast and slow natural orientations of the overburden. Therefore, we assume that the variable anisotropy in the overburden has been stripped away, rendering it effectively isotropic, prior to estimating birefringence attributes for the underlying layers at target horizons. We estimate the required quantities numerically by combining the layer-stripping with a global optimization technique using Simulated Annealing (SA). The basic concept of SA used in this work is as follows: after initializing the interval rotation angles α i (t) and time delays τ i (t) series to zero (melting), the implementation of SA consists of a sequence of iterations involving random perturbations of these parameters. Each value of the model parameter is sequentially visited (starting from the top layer) and randomly perturbed, while the values of all other parameters remain fixed. In order to unravel the splitting effects of a given layer, the corresponding splitting parameters are simultaneously applied to all underlying layers. At each step, the change in the energy function (∆E) is calculated by summing the contribution effects of all layers. The new model is accepted unconditionally if ∆E≤0 (downhill moves). However, if ∆E>0 (uphill moves), then the new model is accepted with probability P(∆E) ≈ EXP(−∆E/T), where T is a control parameter equivalent to the temperature in annealing of crystal-forming material. The entire procedure is repeated for all model parameters. The temperature is then lowered and the procedure is repeated until "crystallization" occurs, i.e. a low energy state is attained ( figure 2b) . Thus, in SA it is still possible for a worse model to be accepted. In this way, the solution can escape from local minima. A modification made by Goffe et al. (1994) to standard SA methods includes the adjustment of the parameter steplength during the cooling schedule in such a way that half of the function evaluations are accepted in one direction (Figure 2c ). The decrease in step length as the temperature falls (figure 2d) allows the algorithm to focus on the most promising area and hence increases the accuracy of optimization results. As the temperature falls, uphill moves are less likely to be accepted, and the percentage of rejections rises. For SA the theoretical convergence to a global minimum has been extensively proven. The system should find the global minimum if the cooling rate and the number of tries are set appropriately. Ideally, starting at a high temperature and cooling very slowly guarantees convergence but it takes enormous computing time. Extensive testing of the algorithm has shown that if the parameter perturbations are accepted only when the energy decreases, the solution, while not noticeably modified, is reached after a much smaller number of iterations, thus reducing considerably the run time. Therefore, to avoid local minima and reduce computing time, SA parameters should be defined by a trial run at the outset.
Synthetic data example
To illustrate the SA process, we show the inversion of noise-free synthetic data calculated for a synthetic 1-D Earth model of ten layers (three of which are anisotropic with 5 to 10 percent anisotropy), and sampled with a layer thickness of 200 ms normal PS time (Figure 1a) . Figure 1d shows the synthetic data generated for this model, by applying formula (1) in a layer stripping fashion (starting from the bottom layer). The total number of parameters (αi, τi), to be inverted is 20. The SA technique described above was used to optimize splitting parameters in the working window from 2.2 to 4.2 s, discretized with a layer thickness of 200 ms. The annealing schedule is implemented with an initial temperature of T 0 =5 and a cooling rate of κ=0.9. Therefore the temperature corresponding to the nth iteration is T n = κ n T 0 and the cooling of the system is exponential (Figure 2a) . Inverted results for the interval rotation angles and time delays, which are in the reverse polarity compared to the input model, are shown in Figure  1bc respectively. It can be seen that the match between inverted quantities and the model parameters is excellent. Adding noise in "observed" data increases the residual error, but does not lead to instabilities during the inversion.
Real data example
This procedure was successfully applied to investigate residual birefringence effects of a 3D PS-wave data set over the Emilio Field, a fractured calcareous reservoir in the Adriatic Sea (Italy). After the initial rotation into the natural coordinate system of the overburden (N75°E), we observe that in the input data there are residual anisotropic effects to be compensated at the target window 3.4 to 4.2 s PS-time (see Figure 3) . Further detailed birefringence analysis therefore allows for the determination of fracture properties at the reservoir level. In this study, all azimuths were stacked to form a single two-component data set for the inversion. Figure 4 shows inverted birefringence attributes, representing about 5 percent anisotropy. The spatial continuity of the inversion results (organized trends) and their consistency for different sampling sub-window lengths confirm the robustness of our inversion procedure.
Conclusions
This analysis provides a high-resolution tool for automatically estimating time and space-varying birefringence attributes such as the natural directions and the percent anisotropy versus depth, which are critical parameters for reservoir characterisation. These attributes can help identify lateral and vertical variations in fracture properties. In addition, birefringence compensation will improve the resolution and enhance the signal of converted wave data for further processing. The global optimisation technique using a form of simulated annealing, in which the parameter step length is automatically adjusted during the cooling schedule, is a robust technique avoiding local minima and increasing the accuracy of inversion results.
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