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Multi-variable subordination distributions for
free additive convolution
Alexandru Nica 1
Abstract
Let k be a positive integer and let Dcpkq denote the space of joint distributions for
k-tuples of selfadjoint elements in C-probability space. The paper studies the concept
of “subordination distribution of µ ` ν with respect to ν” for µ, ν P Dcpkq, where `
is the operation of free additive convolution on Dcpkq. The main tools used in this
study are combinatorial properties of R-transforms for joint distributions and a related
operator model, with operators acting on the full Fock space.
Multi-variable subordination turns out to have nice relations to a process of evolution
towards `-infinite divisibility on Dcpkq that was recently found by Belinschi and Nica
(arXiv:0711.3787). Most notably, one gets better insight into a connection which this
process was known to have with free Brownian motion.
1. Introduction and statements of results
The free additive convolution ` is a binary operation on the space of probability distribu-
tions on R, reflecting the addition operation for free random variables in a non-commutative
probability space. A significant fact in its theory (see [15], [9], [16]) is that the Cauchy trans-
form of the distribution µ` ν is subordinated to the Cauchy transforms of µ and of ν, as
analytic functions on the upper half-plane C . Thus (choosing for instance to discuss sub-
ordination with respect to ν) one has an analytic subordination function ω : C  Ñ C  such
that
Gµ`νpzq  Gνpωpzq q,  z P C
 ,
where Gµ`ν and Gν are the Cauchy transforms of µ` ν and of ν, respectively. Moreover,
the subordination function ω can be identified as the reciprocal Cauchy transform of a
uniquely determined probability distribution σ on R. Following [11], this σ will be denoted
as “µ i ν”. The name used in [11] for σ  µ i ν is “s-free additive convolution of µ and
ν”, in relation to a suitably tailored concept of “s-freeness” that is also introduced in [11].
Since s-freeness is only marginally addressed in the present paper, µi ν will just be called
here the subordination distribution of µ` ν with respect to ν.
The goal of the present paper is to introduce and study the analogue for µ i ν in a
multi-variable framework where µ, ν become joint distributions of k-tuples of selfadjoint
elements in a C-probability space. The particular case k  1 corresponds of course to
the framework of probability distributions on R as discussed above, with µ, ν compactly
supported. The main tool used in the paper is the R-transform for joint distributions.
In particular, the k-variable version of µ i ν is introduced in Definition 1.1 below via an
extension of the formula which describes Rµiν in terms of Rµ and Rν in the case k  1.
(The 1-variable motivation behind Definition 1.1 is presented in Section 2A of the paper.)
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It is convenient to write the definition for the k-variable version of µ i ν by allowing
µ and ν to be any linear functionals on CxX1, . . . ,Xky (the algebra of polynomials in non-
commuting indeterminates X1, . . . ,Xk) such that µp1q  νp1q  1. The set of all such
“purely algebraic” distributions will be denoted by Dalgpkq. The main interest of the paper
is in the smaller set of “non-commutative C-distributions with compact support”
Dcpkq :
"
µ P Dalgpkq
µ can appear as joint distribution for a k-tuple
of selfadjoint elements in a C-probability space
*
.
But in order to define i on Dcpkq it comes in handy to first define it as a binary operation
on Dalgpkq, and then prove that µi ν P Dcpkq whenever µ, ν P Dcpkq.
In the next definition and throughout the paper, k is a positive integer denoting “the
number of variables” that one is working with.
Definition 1.1. Let µ, ν be distributions in Dalgpkq. The subordination distribution of µ`ν
with respect to ν is the distribution µiν P Dalgpkq uniquely determined by the requirement
that its R-transform is
Rµiν  Rµ

z1p1 Mνq, . . . , zkp1 Mνq
	

 
1 Mν

1
. (1.1)
In (1.1) Mν is the moment series of ν and p1   Mνq
1 is the inverse of 1   Mν with
respect to multiplication, in the algebra Cxxz1, . . . , zkyy of power series in the noncommuting
indeterminates z1, . . . , zk. (A more detailed review of the notations used here can be found
in Section 2C of the paper.)
Remark 1.2. 1o From Equation (1.1) it is clear that the R-transform of µ i ν depends
linearly on the one of µ. Since the R-transform linearizes `, this amounts to a form of
“`-linearity” in the way how µi ν depends on µ. More precisely one has
pµ1 ` µ2qi ν  pµ1 i νq` pµ2 i νq, µ1, µ2, ν P Dalgpkq, (1.2)
or, when looking at `-convolution powers,
pµ`tqi ν  pµi νq`t, µ, ν P Dalgpkq,  t ¡ 0. (1.3)
2o The series Rµ

z1p1 Mνq, . . . , zkp1 Mνq
	
appearing in (1.1) bears a resemblance
to a well-known “functional equation for the R-transform” (see Lecture 16 of [13]), which
says that
Rµ

z1p1 Mµq, . . . , zkp1 Mµq
	
Mµ, µ P Dalgpkq.
One can actually invoke this functional equation in the particular case of Definition 1.1
when ν  µ, to obtain that
Rµiµ Mµ  p1 Mµq
1, µ P Dalgpkq. (1.4)
The series Mµ  p1  Mµq
1 is called the η-series of µ, and plays an important role in
the study of connections between free and Boolean probability. In particular, the relation
between R-transforms and η-series yields a special bijection B : Dalgpkq Ñ Dalgpkq, defined
as follows: for every µ P Dalgpkq, Bpµq is the unique distribution in Dalgpkq which has
RBpµq  ηµ. (1.5)
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B is called the Boolean Bercovici-Pata bijection (first put into evidence in the 1-variable
case in [8], then extended to multi-variable framework in [5]). This bijection has the im-
portant property that it carries Dcpkq into itself and that BpDcpkq q is precisely the set of
distributions in Dcpkq which are infinitely divisible with respect to ` (cf. Theorem 1 in [5]).
By comparing (1.4) to (1.5), one draws the conclusion that
µi µ  Bpµq, µ P Dalgpkq. (1.6)
Equation (1.6) can be generalized to a nice formula describing µ1 i µ2 in the case when
both µ1 and µ2 are `-convolution powers of the same µ; see Proposition 5.3 below.
3o One can rewrite Equation (1.1) as
Rµiν 
 
1 Mν

 Rµ

z1p1 Mνq, . . . , zkp1 Mνq
	
, (1.7)
and then one can equate coefficients in the series on the two sides of (1.7), in order to obtain
an explicit combinatorial formula for the coefficients of Rµiν . This in turn can be used to
obtain an explicit formula for the moments of µi ν, which is stated next. In Theorem 1.3,
NCpnq is the set of non-crossing partitions of t1, . . . , nu (cf. review of NCpnq terminology in
Section 2B of the paper). The notation “pi1, . . . , inq | V ” stands for “pivp1q, . . . , ivppqq”, where
V  tvp1q, . . . , vppqu is a non-empty subset of t1, . . . , nu (listed with vp1q        vppq) and
i1, . . . , in are some indices in t1, . . . , ku.
Theorem 1.3. Let µ, ν be distributions in Dalgpkq. For every n ¥ 1 and 1 ¤ i1, . . . , in ¤ k
let us denote the coefficients of zi1    zin in the series Rµ and Rν by αpi1,...,inq and βpi1,...,inq,
respectively. Then for every n ¥ 1 and 1 ¤ i1, . . . , in ¤ k one has
pµi νqpXi1   Xinq  (1.8)
¸
πPNCpnq

¹
V outer
block of π
α
pi1,...,inq|V
	


¹
W inner
block of π
α
pi1,...,inq|W   βpi1,...,inq|W
	
.
Based on the moment formula from Theorem 1.3 one can find an “operator model on
the full Fock space” for i. This is a recipe which starts from the data stored in the R-
transforms Rµ and Rν , and uses creation and annihilation operators on the full Fock space
over C2k in order to produce a k-tuple of operators with distribution µ i ν. The precise
description of how this works appears in Theorem 4.4 of the paper. Once the full Fock
space model is in place it is easy to see that one can in fact upgrade it to a more general
operator model for i, not making specific reference to the full Fock space, and described
as follows.
Theorem 1.4. Let H be a Hilbert space, let Ω be a unit-vector in H, and let ϕ be the
vector-state defined by Ω on BpHq. Suppose that A1, . . . , Ak, B1, . . . , Bk P BpHq are such
that tA1, . . . , Aku is free from tB1, . . . , Bku in pBpHq, ϕ q, and let µ, ν denote the joint
distributions of the k-tuples A1, . . . , Ak and respectively B1, . . . , Bk. Let moreover P P BpHq
denote the orthogonal projection onto the 1-dimensional subspace CΩ of H, and consider
the operators
Ci : Ai   p1 P qBi p1 P q P BpHq, 1 ¤ i ¤ k. (1.9)
Then the joint distribution of C1, . . . , Ck with respect to ϕ is equal to µi ν.
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Now, any given pair of distributions µ, ν P Dcpkq can be made to appear in the setting
of Theorem 1.4, in such a way that the operators A1, . . . , Ak, B1, . . . , Bk involved in the
theorem are all selfadjoint. (This is done via a standard free product construction – cf.
Remark 4.11 below.) Since in this case the operators C1, . . . , Ck from Equation (1.9) are
selfadjoint as well, one thus obtains the following corollary, giving the desired fact that i
can be defined as a binary operation on Dcpkq.
Corollary 1.5. If µ, ν are in Dcpkq then µi ν belongs to Dcpkq as well.
Remark 1.6. In the 1-variable framework, the study of i was started in [11]. That paper
gives an operator model for µi ν obtained via an “s-free product” construction for Hilbert
spaces, and where µ i ν appears as the distribution of the sum of two “s-free operators”
with distributions µ and ν, respectively. By using Theorem 1.4, it is easy to find a k-variable
analogue for this fact – that is, one can make µi ν appear as the distribution of the sum of
two s-free k-tuples on an s-free product Hilbert space. The way how this is done is outlined
in Remark 4.12 below.
The next part of the introduction (from Remark 1.7 to Proposition 1.10) explains how
i relates to the work in [6] concerning evolution towards `-infinite divisibility and its
connection to the free Brownian motion.
Remark 1.7. Here is a brief summary of relevant results from [6]. One considers a family
of bijective transformations tBt | t ¥ 0u of Dalgpkq defined by
Btpµq 

µ`p1 tq
	
Z1{p1 tq
,  t ¥ 0, µ P Dalgpkq,
where the `-powers and Z-powers are taken in connection to free and respectively Boolean
convolution. The transformations Bt form a semigroup (Bs t  Bs  Bt,  s, t ¥ 0), each
of them carries Dcpkq into itself, and at t  1 one has B1  B, the Boolean Bercovici-Pata
bijection that was also encountered in Remark 1.2.2. Thus for a fixed µ P Dcpkq the process
tBtpµq | t ¥ 0u can be viewed as some kind of “evolution of µ towards `-infinite divisibility”
(since Btpµq is infinitely divisible for all t ¥ 1).
On the other hand let us recall that the free Brownian motion started at a distribution
ν P Dcpkq is the process tν ` γ
`t
| t ¥ 0u, where γ P Dcpkq is the joint distribution of a
standard semicircular system (a free family of k centered semicircular elements of variance
1). The paper [6] puts into evidence a certain transformation Φ : Dalgpkq Ñ Dalgpkq which
carries Dcpkq into itself and has the property that
Φpν ` γ`tq  Bt
 
Φpνq

,  ν P Dalgpkq,  t ¥ 0. (1.10)
In other words, (1.10) says that a relation of the form “Φpνq  µ” is not affected when ν
evolves under the free Brownian motion while µ evolves under the action of the semigroup
tBt | t ¥ 0u. The transformation Φ from [6] turns out to be related to subordination
distributions, as follows.
Theorem 1.8. For every distribution ν P Dalgpkq one has that
γ i ν  B
 
Φpνq

, (1.11)
where γ is as above (the joint distribution of a standard semicircular system) and B is the
Boolean Bercovici-Pata bijection.
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Remark 1.9. 1o Equation (1.11) thus offers an alternative description for Φ:
Φpνq  B1
 
γ i ν

, ν P Dalgpkq. (1.12)
It is worth noting that the two main properties of Φ obtained in [6] (formula (1.10) and the
fact that Φ maps Dcpkq into itself) are very easy to derive by starting from this description
and by invoking the suitable properties of subordination distributions; see Proposition 5.7.
2o It is also worth noting that one has a simple explicit formula for how µiν itself evolves
under the action of the Bt. This formula pops up when one compares the explicit descriptions
for the free and the Boolean cumulants of µiν (see Remark 3.8.1 and Proposition 5.1 below),
and is described as follows.
Proposition 1.10. Let µ, ν be two distributions in Dalgpkq. Then for every t ¥ 0 one has:
Btpµi νq  µi
 
µ`t ` ν

. (1.13)
The final part of the introduction discusses two other interesting algebraic properties
of i, obtained by extrapolating functional equations which are known to be satisfied by
subordination functions in the 1-variable framework. One of these two properties extends
a remarkable formula for the sum of the subordination functions of µ` ν with respect to µ
and to ν (see e.g. Theorem 4.1 in [4]). This formula can be equivalently written in terms
of the η-series of µ i ν and ν i µ, and in this form it goes through to the multi-variable
framework, as follows.
Proposition 1.11. One has that
ηµiν   ηνiµ  ηµ`ν , µ, ν P Dalgpkq. (1.14)
Another property of i comes from the functional equation satisfied by the subordination
function of a convolution power ν`p with respect to ν, where ν is a probability measure
on R and p P r1,8q (see Theorem 2.5 in [3]). This too can be translated into a formula
involving η-series, which goes through to multi-variable framework. More precisely, the
subordination distribution of ν`p with respect to ν can be considered for any ν P Dalgpkq
and p P r1,8q (see Definition 6.3 below), and the following statement holds.
Proposition 1.12. For every ν P Dalgpkq and p ¥ 1, the subordination distribution of ν
`p
with respect to ν is equal to
 
Bpνq

`pp1q
.
In particular, for distributions in Dcpkq one gets the following corollary.
Corollary 1.13. Let ν be a distribution in Dcpkq. Then for every p ¥ 1 the subordination
distribution of ν`p with respect to ν is still in Dcpkq, and is `-infinitely divisible.
One can also put into evidence other natural situations when subordination distributions
in Dcpkq are sure to be `-infinitely divisible. In particular, an immediate consequence of
Remark 1.2.1 (combined with Corollary 1.5) is that µi ν is `-infinitely divisible whenever
µ, ν P Dcpkq and µ is itself `-infinitely divisible; see Corollary 4.13 below.
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Remark 1.14. After circulating the first version of this paper, I was made aware of the
connection between the results obtained here and the paper [2] of Anshelevich, where a
two-variable extension of the transformation Φ from Remark 1.7 is being studied. More
precisely, [2] introduces a map
Dalgpkq Dalgpkq Q pρ, ψq ÞÑ Φrρ, ψs P Dalgpkq
with the property that Φrρ, ψs P Dcpkq for every ρ, ψ P Dcpkq such that ρ is `-infinitely
divisible, and with the property that
Φrγ, ψs  Φpψq, ψ P Dalgpkq (1.15)
(where γ P Dcpkq is the same as in Remark 1.7). The formula which gives the translation
between the results of the present paper and those of [2] is
Φrρ, ψs  B1
 
ρi ψ

,  ρ, ψ P Dalgpkq. (1.16)
Equation (1.16) can be used to explain why the argument ρ in Φrρ, ψs is naturally chosen
to be `-infinitely divisible: as observed right before the present remark, one has in this
situation that ρ i ψ is `-infinitely divisible, hence that B1pρ i ψq P Dcpkq for every
ψ P Dcpkq. (Another explanation for why ρ is naturally taken to be infinitely divisible is
presented in Remark 10 of [2].)
By using the formula (1.16), the description of Φ from the above Remark 1.9.1 is reduced
to (1.15), and it is also easily seen that Proposition 1.10 of the present paper is equivalent
to Theorem 11(b) from [2].
The scope of [2] is different from (albeit overlapping with) the one of the present paper,
and the methods of proof are different, invoking e.g. results about conditionally positive def-
inite functionals, or about a multi-variable version of monotonic convolution – see specifics
in Section 4.2 of [2].
Remark 1.15. (Organization of the paper.) Besides the introduction, the paper has five
other sections. Section 2 contains a review of some background and notations. Section 3
derives explicit combinatorial formulas for the free and Boolean cumulants of µ i ν, and
uses them in order to obtain the moment formula announced in Theorem 1.3. Section
4 is devoted to operator models, and to the proof of Theorem 1.4. Section 5 discusses
in more detail the relations to the transformations Bt that were stated in Theorem 1.8
and Proposition 1.10. Finally, Section 6 discusses in more detail the statements made in
Propositions 1.11, 1.12, and in Corollary 1.13.
2. Background and notations
2A. Motivation from 1-variable framework
Remark 2.1. Recall that for a probability distribution µ on R, the Cauchy transform of µ
is the analytic function Gµ defined by
Gµpzq 
»
R
1
z  t
dµptq, z P CzR. (2.1)
6
The reciprocal Cauchy transform Fµ is defined by
Fµpzq  1{Gµpzq, z P CzR. (2.2)
It is easily checked that Gµ maps the upper half-plane C
 
 tz P C | Impzq ¡ 0u to the
lower half-plane C  tz P C | Impzq   0u; as a consequence of this, Fµ can be viewed as
an analytic self-map of C . The measure µ is uniquely determined by Gµ (hence by Fµ
as well); and more precisely, µ can be retrieved from Gµ by a procedure called “Stieltjes
inversion formula” (see e.g. [1]).
Let F denote the set of all analytic self-maps of C  that can arise as Fµ for some
probability measure µ on R. One has a very nice intrinsic description of F, that
F 
!
F : C  Ñ C  | F is analytic and lim
tÑ8
F pitq
it
 1
)
. (2.3)
(For a nice review of this and other properties of F one can consult Section 2 of [12] or
Section 5 of [7].)
As mentioned in the introduction, the starting point of this paper is that for any two
probability measures µ, ν on R, there exists a subordination function ω P F such that
Gµ`νpzq  Gν
 
ωpzq

, z P C . (2.4)
With µ, ν, ω as in (2.4), it is natural to consider the unique probability measure σ on R such
that Fσ  ω. This σ was studied in [11], where it is called the s-free convolution of µ and
ν, and is denoted by µi ν. The name “s-free convolution” appears in [11] in connection to
a suitably tailored concept of “s-freeness” that is also introduced in [11]. Since s-freeness is
only marginally addressed in the present paper, we will refer to µi ν by just calling it the
subordination distribution of µ`ν with respect to ν. We will only look at µiν in the special
case when µ and ν are compactly supported; in this case µi ν is compactly supported as
well (as one sees by examining the operator model obtained for µi ν in [11]).
Remark 2.2. If µ is a compactly supported probability measure on R, then in particular
µ has moments of all orders:
mn :
»
8
8
tn dµptq, n P N,
and one can form the moment series of µ,
Mµpzq 
8
¸
n1
mnz
n. (2.5)
In (2.5), Mµ can be viewed as an analytic function on a neighbourhood of 0, but in the
present paper it is preferable to treat it as a formal power series in z. It is immediate that
Mµ is connected to the Cauchy transform Gµ by the formula
1 Mµp1{zq  z Gµpzq, (2.6)
where in (2.6) it is convenient to also treat Gµ as a power series (obtained by writing
1{ptzq 
°
8
n1 t
n1
{zn and then integrating term by term on the right-hand side of (2.1),
for z P C  with |z| large enough).
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In the study of free additive convolution a fundamental object is Voiculescu’s R-transform,
which has the linearizing property that Rµ`ν  Rµ Rν . For a compactly supported prob-
ability measure µ on R, the R-transform Rµ can be viewed as a power series, defined in
terms of Mµ as the unique solution of the equation
Rµ

zp1  Mµpzq
	
Mµpzq (2.7)
(equation in Crrzss, where Mµ is given as data and Rµ is the unknown). For the next
proposition it is more convenient to write the definition of Rµ by emphasizing its relation
to the Cauchy transform Gµ. On these lines one first defines the so-called K-transform of
µ, which is simply the inverse under composition
Kµ : G
x1y
µ . (2.8)
Kµ is a Laurent series of the form Kµpzq =
1
z
  α1   α2z   α3z
2
     , and one has 2
Rµpzq  z

Kµpzq 
1
z
	
. (2.9)
In the next proposition, Equation (2.9) will be used in the equivalent form giving Kµ in
terms of Rµ,
Kµpzq 
1 Rµpzq
z
. (2.10)
Proposition 2.3. Let µ, ν be compactly supported probability measures on R, and let the
probability measure µi ν be defined as in Remark 2.1. Then
Rµiνpzq 
Rµ
 
zp1 Mνpzqq

1 Mνpzq
. (2.11)
Proof. Let us denote for brevity µi ν : σ. From how µi ν is defined we have that
Gµ`ν  Gν  Fσ. (2.12)
By taking inverses under composition on both sides of (2.12) one finds that Kµ`ν = F
x1y
σ 
Kν , hence that Fσ Kµ`ν  Kν ; this in in turn implies that Gσ Kµ`ν  1{Kν , and that
Kµ`ν  Kσ 
 
1{Kν

. So one gets the formula:
Kµ`νpwq  Kσ

1{Kνpwq
	
(2.13)
(equality of Laurent series in an indeterminate w).
In (2.13) let us next replace the K-transforms of µ` ν and of σ in terms of the corre-
sponding R-transforms, by using Equation (2.10). On the left-hand side we obtain
Kµ`νpwq 
1 Rµ`νpwq
w

1 Rµpwq  Rνpwq
w

Rµpwq
w
 Kνpwq,
2The original definition of the R-transform, made in [14], simply has Rµpzq  Kµpzq  1{z. The present
paper uses the shifted version Rµpzq  zRµpzq, which is more convenient for extension to a multi-variable
framework.
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while on the right-hand side we obtain
Kσ

1{Kνpwq
	

1 Rσ
 
1{Kνpwq

1{Kνpwq
 Kνpwq  Kνpwq  Rσ
 
1{Kνpwq

.
After making these replacements and after subtracting Kνpwq out of both sides of (2.13)
one arrives to
Rµpwq
w
 Kνpwq  Rσ
 
1{Kνpwq

. (2.14)
Finally, in (2.14) let us make the substitution z  1{Kνpwq, with inverse w  Gνp1{zq 
zp1 Mνpzqq; this substitution converts (2.14) into
Rµ
 
zp1  Mνpzqq

zp1  Mνpzqq

1
z
Rσpzq,
and (2.11) follows. 
2B. Non-crossing partitions
Notation 2.4. (NCpnq terminology.) Let n be a positive integer.
1o Let π = tV1, . . . , Vpu be a partition of t1, . . . , nu – i.e. V1, . . . , Vp are pairwise disjoint
non-empty sets (called the blocks of π), and V1 Y    Y Vp = t1, . . . , nu. We say that π is
non-crossing if for every 1 ¤ i   j   k   ℓ ¤ n such that i is in the same block with k and
j is in the same block with ℓ, it necessarily follows that all of i, j, k, ℓ are in the same block
of π. The set of all non-crossing partitions of t1, . . . , nu will be denoted by NCpnq.
2o Let π be a partition in NCpnq. Since π is, after all, a set of subsets of t1, . . . , nu, it
will be convenient to write “V P π” as a shorthand for “V is a block of π”. In the same
vein, various calculations throughout the paper will use functions “c : π Ñ t1, 2u”. Such a
function is thus a recipe for assigning a number cpV q P t1, 2u to every block V of π, and
will be referred to as a colouring of π.
3o For π P NCpnq, the number of blocks of π will be denoted by |π|.
4o Let π be a partition in NCpnq, and let V be a block of π. If there exists a block W
of π such that minpW q   minpV q and maxpW q ¡ maxpV q, then one says that V is an inner
block of π. In the opposite case one says that V is an outer block of π.
5o Every partition π P NCpnq has a special colouring oπ : π Ñ t1, 2u which will be
called the inner/outer colouring of π, and is defined by
oπpV q 
"
1 if V is outer
2 if V is inner,
V P π. (2.15)
Remark 2.5. NCpnq is partially ordered by reverse refinement: for π, ρ P NCpnq one
writes “π ¤ ρ” to mean that every block of ρ is a union of blocks of π. The minimal
and maximal element of pNCpnq,¤q are denoted by 0n (the partition of t1, . . . , nu into n
singleton blocks) and respectively 1n (the partition of t1, . . . , nu into only one block).
Let ρ  tW1, . . . ,Wqu be a fixed partition in NCpnq. It is easy to see that one has a
natural poset isomorphism
tπ P NCpnq | π ¤ ρu Q π ÞÑ pπ1, . . . , πqq P NCp |W1| q     NCp |Wq| q (2.16)
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where for every 1 ¤ j ¤ q the partition πj P NCp|Wj|q is obtained by restricting π toWj and
by re-denoting the elements of Wj , in increasing order, so that they become 1, 2, . . . , |Wj |.
This is a particular case of a more general factorization property satisfied by the intervals
of the poset pNCpnq,¤q – see Lecture 9 in [13].
Remark 2.6. This paper also makes use of an other partial order relation on NCpnq, which
was introduced in [5] and is denoted by “!”. For π, ρ P NCpnq one writes “π ! ρ” to mean
that π ¤ ρ and that, in addition, the following condition is fulfilled:
"
For every block W of ρ there exists a block
V of π such that minpW q,maxpW q P V .
(2.17)
It is immediately verified that “!” is indeed a partial order relation on NCpnq. It is much
coarser than the reversed refinement order. For instance, the inequality π ! 1n is not
holding for all π P NCpnq, but it rather amounts to the condition that the numbers 1 and
n belong to the same block of π (or equivalently, that π has a unique outer block). At the
other end of NCpnq, the inequality π " 0n can only take place when π  0n. The remaining
part of Section 2B reviews a couple of other properties of ! that will be used later on in
the paper.
Definition 2.7. Let π, ρ be partitions in NCpnq such that π ! ρ. A block V of π is
said to be ρ-special when there exists a block W of ρ such that minpV q  minpW q and
maxpV q  maxpW q.
Proposition 2.8. Let π P NCpnq be such that π ! 1n, and consider the set of partitions
tρ P NCpnq | π ! ρ ! 1nu. (2.18)
Then ρ ÞÑ tV P π | V is ρ-specialu is a one-to-one map from the set (2.18) to the set of
subsets of π. 3 The image of this map is equal to tV  π | V Q V0u, where V0 denotes the
unique outer block of π.
For the proof of Proposition 2.8, the reader is referred to Proposition 2.13 and Remark 2.14
of [5].
Remark 2.9. (Interval partitions.) A partition π of t1, . . . , nu is said to be an interval
partition if every block V of π is of the form V  ri, js X Z for some 1 ¤ i ¤ j ¤ n.
The set of all interval partitions of t1, . . . , nu will be denoted by Intpnq. It is clear that
Intpnq  NCpnq, and it is easily verified that every interval partition is a maximal element
of the poset pNCpnq,!q. It is moreover easy to see (left as exercise to the reader) that for
every π P NCpnq there exists a unique ρ P Intpnq such that π ! ρ; the blocks of this special
interval partition ρ are in some sense the “convex hulls” of the outer blocks of π.
2C. Power series in k noncommuting indeterminates
3According to the conventions made in Notation 2.4.2, “subset of pi” stands here for “set of blocks of pi”.
10
Notation 2.10. We will denote by Cxxz1, . . . , zkyy the set of power series with complex
coefficients in the non-commuting indeterminates z1, . . . , zk, and we will use the notation
C0xxz1, . . . , zkyy for the set of series in Cxxz1, . . . , zkyy which have vanishing constant term.
The general form of a series f P C0xxz1, . . . , zkyy is thus
f pz1, . . . , zkq 
8
¸
n1
k¸
i1,...,in1
α
pi1,...,inqzi1    zin (2.19)
where the coefficients α
pi1,...,inq are from C.
Definition 2.11. (Coefficients for series in C0xxz1, . . . , zkyy.)
1o For n ¥ 1 and 1 ¤ i1, . . . , in ¤ k we will denote by
Cf
pi1,...,inq : C0xxz1, . . . , zkyy Ñ C (2.20)
the linear functional which extracts the coefficient of zi1    zin in a series f P C0xxz1, . . . , zkyy.
Thus for f written as in Equation (2.19) we have Cf
pi1,...,inqpf q  αpi1,...,inq.
2o Suppose we are given a positive integer n, some indices i1, . . . , in P t1, . . . , ku, and a
partition π P NCpnq. We define a (generally non-linear) functional
Cf
pi1,...,inq;π : C0xxz1, . . . , zkyy Ñ C, (2.21)
as follows. For every block V  tb1, . . . , bmu of π, with 1 ¤ b1        bm ¤ n, let us use
the notation
pi1, . . . , inq|V : pib1 , . . . , ibmq P t1, . . . , ku
m.
Then we define
Cf
pi1,...,inq;πpf q :
¹
V Pπ
Cf
pi1,...,inq|V pf q,  f P C0xxz1, . . . , zkyy. (2.22)
(For example if we had n  5 and π  tt1, 4, 5u, t2, 3uu, and if i1, . . . , i5 would be some
fixed indices in t1, . . . , ku, then the above formula would become
Cf
pi1,i2,i3,i4,i5q;πpf q  Cfpi1,i4,i5qpf q  Cfpi2,i3qpf q,
f P C0xxz1, . . . , zkyy.) The quantities Cf
pi1,...,inq;πpf q will be referred to as generalized coef-
ficients of the series f .
3o Suppose that the positive integer n, the indices i1, . . . , in P t1, . . . , ku and the partition
π P NCpnq are as above, and that in addition we are also given a colouring c : π Ñ t1, 2u.
Then for any two series f1, f2 P C0xxz1, . . . , zkyy we define their mixed generalized coefficient
corresponding to pi1, . . . , inq, π and c via the formula
Cf
pi1,...,inq;π;cpf1, f2q :
¹
V Pπ
Cf
pi1,...,inq|V pfcpV qq. (2.23)
(For example if we had n  5, π  tt1, 4, 5u, t2, 3uu and c : π Ñ t1, 2u defined by
cp t1, 4, 5u q  1, cp t2, 3u q  2,then then (2.23) would become
Cf
pi1,i2,i3,i4,i5q;πpf q  Cfpi1,i4,i5qpf1q  Cfpi2,i3qpf2q,
for f1, f2 P C0xxz1, . . . , zkyy and 1 ¤ i1, . . . , i5 ¤ k.)
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Remark 2.12. It is clear that for every n ¥ 1, 1 ¤ i1, . . . , in ¤ k, π P NCpnq and
f P C0xxz1, . . . , zkyy one has
Cf
pi1,...,inq;π;cpf, f q  Cfpi1,...,inq;πpf q,
for no matter what colouring c of π. Let us also record here the obvious expansion formula
Cf
pi1,...,inq;πpf1   f2q 
¸
c:πÑt1,2u
Cf
pi1,...,inq;π;cpf1, f2q, (2.24)
holding for every n ¥ 1, 1 ¤ i1, . . . , in ¤ k, π P NCpnq, and f1, f2 P C0xxz1, . . . , zkyy.
Definition 2.13. (Review of the series Mµ, Rµ, ηµ.) Let µ be a distribution in Dalgpkq.
1o We will denote by Mµ the series in C0xxz1, . . . , zkyy defined by
Mµpz1, . . . , zkq :
8
¸
n1
k¸
i1,...,in1
µpXi1   Xinq zi1    zin . (2.25)
Mµ is called the moment series of µ, and its coefficients (the numbers µpXi1   Xinq, with
n ¥ 1 and 1 ¤ i1, . . . , in ¤ k) are called the moments of µ.
2o The η-series of µ is
ηµ :Mµp1 Mµq
1
P C0xxz1, . . . , zkyy, (2.26)
where p1  Mµq
1 is the inverse of 1  Mµ under multiplication in Cxxz1, . . . , zkyy. The
coefficients of ηµ are called the Boolean cumulants of µ.
3o There exists a unique series Rµ P C0xxz1, . . . , zkyy which satisfies the functional
equation
Rµ

z1p1 Mµq, . . . , zkp1 Mµ
	
Mµ. (2.27)
Indeed, it is easily seen that Equation (2.27) amounts to a recursion which determines
uniquely the coefficients of Rµ in terms of those of Mµ. The series Rµ is called the R-
transform of µ, and its coefficients are called the free cumulants of µ. (See the discussion
in Lecture 16 of [13], and specifically Theorem 16.15 and Corollary 16.16 of that lecture.)
Remark 2.14. It is very useful that one has explicit summation formulas which express
the moments of a distribution µ P Dalgpkq either in terms of its free cumulants or in terms
of its Boolean cumulants. These are sometimes referred to as moment-cumulant formulas.
They say that for every n ¥ 1 and 1 ¤ i1, . . . , in ¤ k one has
µpXi1   Xinq 
¸
πPNCpnq
Cf
pi1,...,inq;πpRµq (2.28)
and respectively
µpXi1   Xinq 
¸
πPIntpnq
Cf
pi1,...,inq;πpηµq (2.29)
(where (2.28), (2.29) use the notations for generalized coefficients from Definition 2.11.2, and
Intpnq is the set of interval-partitions from Remark 2.9). Moreover, a similar summation
formula can be used in order to express the Boolean cumulants of µ in terms of its free
cumulants; it says that for every n ¥ 1 and 1 ¤ i1, . . . , in ¤ k one has
Cf
pi1,...,inqpηµq 
¸
πPNCpnq,
π!1n
Cf
pi1,...,inq;πpRµq. (2.30)
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(For a more detailed discussion of the relation between Rµ and ηµ see Section 3 of [5], where
Equation (2.30) appears in Proposition 3.9.)
3. The approach to i via R-transforms
The goal of this section is to derive explicit combinatorial formulas for the free and Boolean
cumulants of µi ν, and then use them in order to obtain the moment formula announced
in Theorem 1.3.
Remark 3.1. Let µ, ν be distributions in Dalgpkq. Consider the subordination distribution
µi ν, and recall that its R-transform satisfies the equation
Rµiν  p1 Mνq  Rµ

z1p1 Mνq, . . . , zkp1 Mν
	
. (3.1)
If we denote for convenience
Cf
pi1,...,inqpRµq : αpi1,...,inq, n ¥ 1, 1 ¤ i1, . . . , in ¤ k,
then the series on the right-hand side of (3.1) is written more precisely as
8
¸
m1
k¸
j1,...,jm1
α
pj1,...,jmqzj1p1 Mνq    zjmp1 Mνq. (3.2)
Let us fix an n ¥ 1 and some indices 1 ¤ i1, . . . , in ¤ k, and let us look at the
coefficient of zi1    zin in the infinite sum from (3.2). Clearly, a term αpj1,...,jmqzj1 p1  
Mνq    zjmp1   Mνq contributes to this coefficient if and only if m ¤ n and there exist
1  sp1q   sp2q        spmq ¤ n such that
j1  isp1q, j2  isp2q, . . . , jm  ispmq. (3.3)
In the case when (3.3) holds let us denote tsp1q, sp2q, . . . , spmqu : S, and let us refer to
the intervals of integers
psp1q, sp2qq X Z, . . . , pspm 1q, spmqq X Z, pspmq, ns X Z
by calling them the gaps of S; with this notation the contribution of α
pj1,...,jmqzj1p1 Mνq
   zjmp1 Mνq to the coefficient of zi1    zin in (3.2) is written as
α
pi1,...,inq|S 
¹
Gtp,...,qu
gap of S
νpXip   Xiqq
(we make the convention that if G is an empty gap of S then the corresponding product
νpXip   Xiq q is taken to be equal to 1). Since the set S appearing above can be any subset
of t1, . . . , nu which contains 1, we come to the conclusion that
Cf
pi1,...,inq

Rµ
 
z1p1 Mνq, . . . , zkp1 Mνq

	
(3.4)
13
¸
St1,...,nu
such that SQ1

α
pi1,...,inq|S 
¹
Gtp,...,qu
gap of S
νpXip   Xiq q
	
.
By equating coefficients in the series on the two sides of (3.1) and by employing (3.4)
one obtains explicit formulas for the coefficients of Rµiν , as shown in the next lemma and
proposition.
Lemma 3.2. Consider the same notations as in Remark 3.1. For every n ¥ 1 and 1 ¤
i1, . . . , in ¤ k one has that
Cf
pi1,...,inq
 
Rµiν


¸
St1,...,nu
such that SQ1,n

α
pi1,...,inq|S 
¹
Gtp,...,qu
gap of S
νpXip   Xiq q
	
. (3.5)
Proof. We will prove the required formula (3.5) by induction on n.
For n  1, (3.5) states that Cf
pi1qpRµiνq  αi1 ,  1 ¤ i1 ¤ k; this is indeed true, as one
sees by equating the coefficients of zi1 on the two sides of (3.1).
Induction step: we fix an integer n ¥ 2, we assume that (3.5) holds for 1, 2, . . . , n  1
and we prove that it also holds for n. So let i1, . . . , in be some indices in t1, . . . , ku. The
coefficient of zi1    zin in Rµiν  p1 Mνq is equal to:
Cf
pi1,...,inqpRµiνq  
n1¸
m1
Cf
pi1,...,imqpRµiνq  νpXim 1   Xinq. (3.6)
For every 1 ¤ m ¤ n 1 the induction hypothesis gives us that
Cf
pi1,...,imqpRµiνq  νpXim 1   Xinq 
¸
St1,...,mu
such that SQ1,m
α
pi1,...,imq|S 

¹
Gtp,...,qu
gap of S
νpXip   Xiq q
	
 νpXim 1   Xinq.
In the latter expression the separate factor νpXim 1   Xinq can be incorporated into the
product over the gaps of S, via the simple trick of treating S as a subset of t1, . . . , nu rather
than a subset of t1, . . . ,mu. (Indeed, in this way S gets the additional gap tm  1, . . . , nu,
with corresponding factor νpXim 1   Xinq.) When this is done and when the resulting
formula for Cf
pi1,...,imqpRµiνq  νpXim 1   Xinq is substituted in (3.6), we find that:
Cf
pi1,...,inq

Rµiν  p1 Mνq
	
 Cf
pi1,...,inqpRµiνq (3.7)
 
¸
St1,...,nu
such that SQ1 and SSn
α
pi1,...,inq|S 

¹
Gtp,...,qu
gap of S
νpXip   Xiq q
	
.
Finally, we equate the right-hand sides of Equations (3.7) and (3.4), and the required
formula for Cf
pi1,...,inq
 
Rµiν

follows. 
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Proposition 3.3. Let µ, ν be distributions in Dalgpkq. For every n ¥ 1 and 1 ¤ i1, . . . , in ¤
k one has
Cf
pi1,...,inq
pRµiνq 
¸
πPNCpnq,
π!1n
Cf
pi1,...,inq;π;opipRµ, Rνq, (3.8)
where the inner/outer colouring oπ is as in Notation 2.4.5, and the generalized coefficient
Cf
pi1,...,inq;π;opipRµ, Rνq is as in Definition 2.11.3.
Proof. We will use the various notations introduced in Remark 3.1 and Lemma 3.2 above.
Let us pick a subset S  t1, . . . , nu such that S Q 1, n, and let us prove that
α
pi1,...,inq|S 

¹
Gtp,...,qu
gap of S
νpXip   Xiq q
	

¸
πPNCpnq such
that SPπ
Cf
pi1,...,inq;π;opipRµ, Rνq. (3.9)
In order to verify (3.9), let us write explicitly S  tsp1q, sp2q, . . . , spmqu with 1  sp1q  
sp2q        spmq  n; then the gaps of S are listed as G1, . . . , Gm1, with
Gj  tpj, . . . , qju  pspjq, spj   1qq X Z for 1 ¤ j ¤ m 1,
and the left-hand side of (3.9) becomes
α
pi1,...,inq|S 
m1
¹
j1
νpXipj   Xiqj q (3.10)
(with the same convention as used above, that “νpXipj   Xiqj q” is to be read as 1 in the
case when Gj  H). Now in (3.10) let us use the free moment-cumulant formula (2.28) to
express the moments νpXipj   Xiqj q in terms of the coefficients of Rν ; we get
α
pi1,...,inq|S 
m1
¹
j1

¸
πjPNCp|Gj |q
Cf
pipj ,...,iqj q;πj
pRνq
	

¸
π1PNCp|G1|q,...
...,πm1PNCp|Gm1|q

Cf
pi1,...,inq|SpRµq 
m1
¹
j1
Cf
pi1,...,inq|Gjq;πj pRνq
	
. (3.11)
But a family of non-crossing partitions π1 P NCp|G1|q, . . . , πm1 P NCp|Gm1|q is naturally
assembled, together with S, into one non-crossing partition π P NCpnq; and all partitions
π P NCpnq such that S P π are obtained in this way, without repetitions. Moreover, when
π1, . . . , πm1 and S are assembled together into π, it is clear that the big product from (3.11)
becomes just Cf
pi1,...,inq;π;opipRµ, Rνq. Hence the substitution pπ1, . . . , πm1q Ø π leads to
the right-hand side of (3.9), and this completes the proof that (3.9) holds.
Finally, we sum over S on both sides of (3.9), with S running in the collection of
all subsets of t1, . . . , nu which contain 1 and n. The sum on the left-hand side gives
Cf
pi1,...,inqpRµiνq by Lemma 3.2, while the sum on the right-hand side takes us precisely
to the right-hand side of (3.8), as we wanted. 
15
It will come in handy to also have an extended version of the formula found in Propo-
sition 3.3, which covers the generalized coefficients “Cf
pi1,...,inq;ρ” of the R-transform of
µi ν. This is presented in Lemma 3.6, and uses the following extension for the concept of
inner/outer colouring of a non-crossing partition.
Notation 3.4. Let n be a positive integer and let π, ρ be partitions in NCpnq such that
π ! ρ. We denote by oπ,ρ the colouring of π defined by
oπ;ρpV q 
"
1, if V is ρ-special
2, if V is not ρ-special,
V P π, (3.12)
where the concept of “being ρ-special” for a block of π is as in Definition 2.7.
Remark 3.5. Let π be a partition in NCpnq and let ρ be the unique interval-partition with
the property that ρ " π. Then the colouring oπ,ρ defined above is just the usual inner/outer
colouring oπ – indeed, in this case a block V of π is ρ-special if and only if it is outer.
Lemma 3.6. Let µ, ν be distributions in Dalgpkq. For every n ¥ 1, ρ P NCpnq and
1 ¤ i1, . . . , in ¤ k one has
Cf
pi1,...,inq;ρ
pRµiνq 
¸
πPNCpnq,
π!ρ
Cf
pi1,...,inq;π;opi,ρpRµ, Rνq. (3.13)
Proof. Let us write explicitly ρ  tW1, . . . ,Wqu. Then
Cf
pi1,...,inq;ρpRµiνq 
q
¹
j1
Cf
pi1,...,inq|Wj pRµiνq

q
¹
j1

¸
πjPNCp|Wj |q,
πj!1
|Wj |
Cf
ppi1,...,inq|Wjq;πj ;opij pRµ, Rνq
	

¸
π1PNCp|W1|q,π1!1
|W1 |
,...
...,πqPNCp|Wq |q,πq!1
|Wq |

q
¹
j1
Cf
ppi1,...,inq|Wjq;πj ;opij pRµ, Rνq
	
. (3.14)
Now let us consider the bijection (2.16) from Remark 2.5. It is immediate that if
π Ø pπ1, . . . , πqq via this bijection, then
q
¹
j1
Cf
ppi1,...,inq|Wjq;πj ;opij pRµ, Rνq  Cfpi1,...,inq;π;opi,ρpRµ, Rνq.
Thus when in (3.14) we perform the change of variable given by the bijection from (2.16),
we arrive precisely to the right-hand side of (3.13), as required. 
On our way towards the formula for moments stated in Theorem 1.3 we next put into
evidence an explicit formula for the Boolean cumulants of µi ν.
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Proposition 3.7. Let µ, ν be distributions in Dalgpkq. For every n ¥ 1 and 1 ¤ i1, . . . , in ¤
k one has
Cf
pi1,...,inqpηµiνq 
¸
πPNCpnq, π!1n
with outer block Vo
¸
c:πÑt1,2u such
that cpVoq1
Cf
pi1,...,inq;π;cpRµ, Rνq. (3.15)
Moreover, for every π P NCpnq, π ! 1n with outer block Vo, one has:
¸
c:πÑt1,2u such
that cpVoq1
Cf
pi1,...,inq;π;c
pRµ, Rνq  Cf
pi1,...,inq;π;opipRµ, Rµ  Rνq. (3.16)
Hence Equation (3.15) can also be written in the form
Cf
pi1,...,inq
pηµiνq 
¸
πPNCpnq,
π!1n
Cf
pi1,...,inq;π;opipRµ, Rµ  Rνq. (3.17)
Proof. It is immediate that the left-hand side of (3.16) is merely the expansion as a sum for
the product which defines Cf
pi1,...,inq;π;opi pRµ, Rµ  Rνq. Hence the only non-trivial point in
this proof is to verify that (3.15) holds.
By using how Cf
pi1,...,inq
 
ηµiν

is written in terms of the coefficients of Rµiν (cf. Equa-
tion (2.30) in Remark 2.14), then by invoking Lemma 3.6 and by performing an obvious
change in the order of summation we get that
Cf
pi1,...,inqpηµiνq 
¸
ρPNCpnq,
ρ!1n
Cf
pi1,...,inq;ρpRµiνq

¸
ρPNCpnq,
ρ!1n

¸
πPNCpnq,
π!ρ
Cf
pi1,...,inq;π;opi,ρpRµ, Rνq
	

¸
πPNCpnq,
π!1n

¸
ρPNCpnq such
that π!ρ!1n
Cf
pi1,...,inq;π;opi,ρpRµ, Rνq
	
.
In order to conclude the proof we are left to show that for every partition π P NCpnq with
π ! 1n and with outer block denoted V0 one has
¸
ρPNCpnq such
that π!ρ!1n
Cf
pi1,...,inq;π;opi,ρpRµ, Rνq 
¸
c:πÑt1,2u
such that cpVoq1
Cf
pi1,...,inq;π;cpRµ, Rνq. (3.18)
And indeed, recall from Proposition 2.8 that we have a bijection
tρ P NCpnq | π ! ρ ! 1nu Ñ tV  π | V Q V0u
ρ ÞÑ tV P π | V is ρ-specialu.
When comparing this bijection against the formula which defined oπ,ρ in Notation 3.4, it is
immediate that the map ρ ÞÑ oπ,ρ is itself a bijection from tρ P NCpnq | π ! ρ ! 1nu onto
the set of colourings tc : π Ñ t1, 2u | cpV0q  1u, and (3.18) immediately follows. 
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Remark 3.8. 1o When considered together, Equations (3.17) and (3.8) give that
ηµiν  Rµipµ`νq; (3.19)
the latter formula is in turn telling us that
Bpµi νq  µi pµ` νq, (3.20)
where B is the Boolean Bercovici-Pata bijection on Dalgpkq. Equation (3.20) is a special
case of Proposition 1.10 of the introduction; but actually the general case of Proposition
1.10 easily follows from here, as explained in the proof of Proposition 5.1 below.
2o In the same way as the statement of Proposition 3.3 was extended to the one of
Lemma 3.6, the formula found in Proposition 3.7 can be extended to
Cf
pi1,...,inq;ρpηµiνq 
¸
πPNCpnq,
π!ρ
Cf
pi1,...,inq;π;opi,ρpRµ, Rµ  Rνq, (3.21)
holding for every n ¥ 1, ρ P NCpnq, and 1 ¤ i1, . . . , in ¤ k. Equation (3.21) can be obtained
from (3.17) by an argument similar to the one used in the proof of Lemma 3.6; but in fact
we don’t need to repeat that argument, we can simply infer (3.21) by using Lemma 3.6
itself, in conjunction to Equation (3.19) from the first part of the present remark.
It is now easy to obtain the moment formula stated in Theorem 1.3 of the introduction.
Proposition 3.9. Let µ, ν be distributions in Dalgpkq. For every n ¥ 1 and 1 ¤ i1, . . . , in ¤
k one has
pµi νqpXi1   Xinq 
¸
πPNCpnq
Cf
pi1,...,inq;π;opi pRµ, Rµ  Rνq. (3.22)
Proof. By using the Boolean moment-cumulant formula (Equation (2.29) in Remark 2.14),
then by invoking Remark 3.8.2 and by performing an obvious change in the order of sum-
mation we get that
pµi νqpXi1   Xinq 
¸
ρPIntpnq
Cf
pi1,...,inq;ρpηµiνq

¸
ρPIntpnq

¸
πPNCpnq,
π!ρ
Cf
pi1,...,inq;π;opi,ρpRµ, Rµ  Rνq
	

¸
πPNCpnq

¸
ρPIntpnq,
ρ"π
Cf
pi1,...,inq;π;opi,ρpRµ, Rµ  Rνq
	
. (3.23)
But for every π P NCpnq there exists a unique partition ρ P Intpnq such that ρ " π, and
for this ρ we have oπ,ρ  oπ (as observed in Remark 3.5). Thus the sum over ρ in (3.23)
consists of just one term, Cf
pi1,...,inq;π;opipRµ, Rµ  Rνq, and (3.22) follows. 
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Remark 3.10. 1o A summation of the same type as in Equation (3.22), which uses coeffi-
cients from two series and distinguishes between the inner and outer blocks of π P NCpnq,
has previously appeared in the theory of c-free convolution – see e.g. the third displayed
equation on p. 366 of [10]. This connection is not pursued in the present paper, but c-free
convolution is heavily used in [2] (which relates to the present paper in the way explained
in Remark 1.14 of the introduction).
2o In the proof of Theorem 4.4 of the next section we will also need the equivalent form of
Equation (3.22) where, for every π P NCpnq, the product defining Cf
pi1,...,inq;π;opipRµ, Rµ  
Rνq is expanded into a sum. It is immediate (left as exercise to the reader) to check that
the formula for the moments of µi ν will then look as follows:
pµi νqpXi1   Xinq 
¸
pπ,cq
Cf
pi1,...,inq;π;cpRµ, Rνq, (3.24)
where the index set for the sum on the right-hand side of (3.24) is
"
pπ, cq
π P NCpnq, c : π Ñ t1, 2u, such that
cpV q  1 for every outer block V of π
*
.
Remark 3.11. Let µ and pµN qN¥1 be in Dalgpkq. If
lim
NÑ8
µN pXi1   Xinq  µpXi1   Xinq, n ¥ 1,  1 ¤ i1, . . . , in ¤ k, (3.25)
then one says that the sequence pµN qN¥1 converges in distribution to µ (denoted simply as
µN Ñ µ). Due to the moment-cumulant formulas from Remark 2.14, this is equivalent to
convergence in coefficients for the R-transforms RµN to Rµ, or for the η-series ηµN to ηµ.
Now, from the fact that one has polynomial expressions giving the moments of µi ν in
terms of the free cumulants of µ and of ν it is immediate that the operation i is well-behaved
under taking limits in distribution in Dalgpkq. That is, if µ, ν, pµN q
8
N1 and pνN q
8
N1 are
distributions in Dalgpkq such that µN Ñ µ and νN Ñ ν, then it follows that µNiνN Ñ µiν.
The same conclusion could have been of course derived directly from Proposition 3.3, or
from Proposition 3.7.
4. The approach to i via operator models
This section puts into evidence a full Fock space model for µi ν, then uses this model
in order to obtain Theorem 1.4 stated in the introduction of the paper.
The full Fock space model is given in Theorem 4.4, and is just a variation of the “stan-
dard” full Fock space model for the R-transform (as presented for instance in Lecture 21 of
[13]). In order to avoid tedious notations involving formal operators on the full Fock spoace,
we will only consider this model in the special case when the R-transforms Rµ and Rν are
polynomials. A more general statement could be obtained from this special case by doing
approximations in distribution (a very similar procedure to how Theorem 21.4 is extended
to Theorem 21.7 in Lecture 21 of [13]). However, for the situation at hand it is actually
more convenient to incorporate the necessary approximations in distribution directly into
the proof of Theorem 4.10 below, where the full Fock space model is upgraded to the more
general framework of Theorem 1.4.
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Notation 4.1. Let F be the full Fock space over C2k,
F : C`C2k `
 
C
2k

b2
`    `
 
C
2k

bn
`   
The vector 1`0`0`  `0`   is called the vacuum-vector of F and is denoted by Ω. We
will let PΩ P BpFq denote the orthogonal projection onto the 1-dimensional space CΩ  F .
The vector-state T ÞÑ xTΩ , Ωy defined by Ω on BpFq will be referred to as vacuum-state.
We fix an orthonormal basis for C2k, which we denote as e11, . . . , e
1
k, e
2
1, . . . , e
2
k. This leads
to a natural choice of orthonormal basis for F ,
tΩu Y
!
ξ1 b    b ξn | n ¥ 1, ξ1, . . . , ξn P te
1
1, . . . , e
1
k, e
2
1, . . . , eku
)
. (4.1)
For every 1 ¤ i ¤ k the left creation operators with e1i and e
2
i will be denoted by L
1
i and L
2
i ,
respectively. So L1i P BpFq is the isometry which acts on the orthonormal basis (4.1) by
L1ipΩq  e
1
i, L
1
ipξ1 b    b ξnq  e
1
i b ξ1 b    b ξn,
and similar formulas hold for L2i . Moreover, we will denote by M
1 and M2 the sets of
operators in BpFq defined by:
$
&
%
M1 : tL1i1   L
1
in
| n ¥ 1, 1 ¤ i1, . . . , in ¤ ku
M2 : tL2i1   L
2
in
| n ¥ 1, 1 ¤ i1, . . . , in ¤ ku.
(4.2)
The full Fock space model from Theorem 4.4 will use some special monomials “S1M1   
SnMn” formed with the isometries L
1
1, . . . , L
1
k, L
2
1, . . . , L
2
k and their adjoints, which are de-
scribed in the next lemma.
Lemma 4.2. Given a positive integer n and some fixed indices i1, . . . , in P t1, . . . , ku.
1o Let π be a partition in NCpnq and let c : π Ñ t1, 2u be a colouring. For every
m P t1, . . . , nu let V  tvp1q, vp2q, . . . , vppqu (with vp1q   vp2q        vppq) denote the
block of π which contains m, and define
Sm :
"
L1im , if cpV q  1
L2im , if cpV q  2,
(4.3)
Mm 
$
&
%
L1ivppq   L
1
ivp2qL
1
ivp1q , if m  maxpV q
 
 vppq

and cpV q  1
L2ivppq   L
2
ivp2qL
2
ivp1q , if m  maxpV q and cpV q  2
1BpFq if m  maxpV q.
(4.4)
Then S1M1   S

nMnΩ  Ω.
2o Suppose that S1, . . . , Sn,M1, . . . ,Mn P BpFq are such that
(i) Sm P tL
1
im
, L2imu, 1 ¤ m ¤ n;
(ii) Mm P t1BpFqu YM
1
YM2, 1 ¤ m ¤ n (with M1,M2 as in (4.2)); and
(iii) S1M1   S

nMnΩ  Ω.
Then there exist a partition π P NCpnq and a colouring c : π Ñ t1, 2u such that S1, . . . , Sn,
M1, . . . ,Mn are obtained from π and c via the recipe described in part 1
o of the lemma.
Remark 4.3. 1o Here is a concrete example of how the recipe from Lemma 4.2 works.
Say for instance that n  5. Let i1, . . . , i5 be some indices in t1, . . . , ku, and consider the
monomial
pL1i1q

pL2i2q

pL2i3q
 L2i3 L
2
i2
pL1i4q

pL1i5q
 L1i5 L
1
i4
L1i1 . (4.5)
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Note that the product in (4.5) reduces upon simplifications to 1BpFq, so in particular it fixes
Ω. Lemma 4.2 views this product as being S1M1   S

5M5, where
$
&
%
S1  L
1
i1
, S2  L
2
i2
, S3  L
2
i3
, S4  L
1
i4
, S5  L
1
i5
, and
M1 M2 M4  1BpFq, M3  L
2
i3
L2i2 , M5  L
1
i5
L1i4L
1
i1
.
Moreover, these S1, . . . , S5,M1, . . . ,M5 correspond in Lemma 4.2 to the partition π 
tV1, V2u P NCp5q with V1  t1, 4, 5u, V2  t2, 3u, and to the colouring c : π Ñ t1, 2u
defined by cpV1q  1, cpV2q  2.
2o The proof of Lemma 4.2 is very similar to the corresponding argument concerning
the standard full Fock space model for the R-transform, as presented e.g. in Lecture 21 of
[13]. Because of this, I will only explain (in the remaining part of this remark) how one
makes the connection to the arguments from [13], and will leave the details as exercise to
the reader.
Besides M1 and M2 from (4.2), let us also use the notation
M : t1BpFqu Y
!
S1   Sℓ | ℓ ¥ 1, S1, . . . , Sℓ P tL1, . . . , L
1
k, L
2
1, . . . , L
2
ku
)
. (4.6)
Suppose that the following data is given: a positive integer n, some indices i1, . . . , in P
t1, . . . , ku, and a function b : t1, . . . , nu Ñ t1, 2u. Let the isometries S1 P tL
1
i1
, L2i1u, . . . ,
Sn P tL
1
in
, L2inu be picked via the rule that
Sm 
"
L1im , if bpmq  1
L2im , if bpmq  2,
1 ¤ m ¤ n, (4.7)
and consider the following problem: describe all possible ways of choosing pM1, . . . ,Mnq P
Mn such that S1M1   S

nMnΩ  Ω.
4 The solution to this problem is that the n-tuples
pM1, . . . ,Mnq with the required property are canonically parametrized by NCpnq. For the
description of how to construct the n-tuple pM1, . . . ,Mnq PM
n canonically associated to a
partition π P NCpnq, and for the explanation why this construction works, see the discussion
on pp. 342-343 and the Exercises 21.20-21.22 on pp. 356-357 of [13]. The statement of
Lemma 4.2 is merely an adjustment of this procedure (for how to construct pM1, . . . ,Mnq
by starting from π), where one has to take into account the following additional detail:
M1, . . . ,Mn are now only allowed to run in the smaller set t1BpFquYM
1
YM2 (instead of all
of M). This imposes a compatibility condition between π and the function b : t1, . . . , nu Ñ
t1, 2u that was used in (4.7) – specifically, that b must be constant along the blocks of π
(and hence must correspond to a colouring c of π).
Theorem 4.4. Let µ, ν be distributions in Dalgpkq such that the R-transforms Rµ and Rν
are polynomials:
$
'
&
'
%
Rµpz1, . . . , zkq 
°N
n1
°k
i1,...,in1
α
pi1,...,inqzi1    zin
Rνpz1, . . . , zkq 
°N
n1
°k
i1,...,in1
β
pi1,...,inqzi1    zin
(4.8)
(where N is a common upper bound for the degrees of Rµ and Rν). In the framework of
Notation 4.1, consider the operator T P BpFq defined by
T  1BpFq  
N¸
n1
k¸
i1,...,in1
α
pi1,...,inqL
1
in
  L1i1  
N¸
n1
k¸
i1,...,in1
β
pi1,...,inqL
2
in
  L2i1 , (4.9)
4 It is easy to see that that this condition is in fact equivalent to the requirement that the product
S

1M1   S

nMn simplifies to 1BpFq after repeated use of the relations pL
1
iq

L
1
i  pL
2
i q

L
2
i  1BpFq, 1 ¤ i ¤ k.
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and make the notations
Ai : pL
1
iq
T, Bi : pL
2
i q
T, 1 ¤ i ¤ k, (4.10)
followed by
Ci : Ai   p1 PΩqBi p1 PΩq, 1 ¤ i ¤ k. (4.11)
Then the joint distribution of C1, . . . , Ck with respect to the vacuum-state on BpFq is equal
to µi ν.
Remark 4.5. By comparing the framework of Theorem 4.4 with the “standard” full Fock
space model for the R-transform (as presented for instance in Theorem 21.4 of [13]), one sees
that the operators A1, . . . , Ak, B1, . . . , Bk defined by Equation (4.10) give the standard full
Fock space model for the free product µ Æ ν. In particular one has that tA1, . . . , Aku is free
from tB1, . . . , Bku with respect to the vacuum-state on BpFq, and the joint distributions
of the k-tuples A1, . . . , Ak and B1, . . . , Bk are equal to µ and to ν, respectively.
An other way of phrasing this same remark is that the full Fock space model for µi ν
is obtained by merely performing an extra step (specifically, by considering the operators
C1, . . . , Ck defined by Equation (4.11)) in the standard full Fock space model for µ Æ ν.
Proof of Theorem 4.4. For the whole proof we fix a positive integer n and some indices
1 ¤ i1, . . . , in ¤ k, for which we will show that
xCi1   CinΩ , Ω y  pµi νqpXi1   Xinq. (4.12)
From (4.9)–(4.11) it follows that every Ci p1 ¤ i ¤ kq can be written as a sum of
products of the form
Q  S  pγMq Q, (4.13)
where Q P t1BpFq, 1BpFq  PΩu, S P tL
1
i, L
2
i u, and γM is a term from the sum defining T
(where γ P C and M P t1BpFqu YM
1
YM2). Of course, there are some restrictions on what
combinations of Q,S and γM can go together in (4.13): if Q  1BpFq then S  L
1
i and γM
is either 1BpFq or of the form αpj1,...,jmqL
1
jm
  L1j1 , while Q  1BpFq  PΩ goes with S  L
2
i
and with γM being either 1BpFq or of the form βpj1,...,jmqL
2
jm
  L2j1 . A precise count thus
gives that every Ci splits into a sum of 2  p1 k    k
N
q terms of the form (4.13). When
one writes each of Ci1 , . . . , Cin as a sum in this way and expands the product, the inner
product on the left-hand side of (4.12) is thus broken into a sum of
 
2  p1  k       kN q
n
terms of the form
x pQ1S1

pγ1M1qQ1q    pQnSn

pγnMnqQnqΩ , Ω y. (4.14)
Now let us fix one of the possible choices of operators Qi, Si,Mi p1 ¤ i ¤ nq in (4.14),
and let us look at the 4n vectors
ξ1  QnΩ, ξ2 MnQnΩ, . . . , ξ4n  Q1S

1M1Q1   QnS

nMnQnΩ (4.15)
obtained by succesively applying the operators Qn,Mn, Sn
, Qn, . . . , Q1,M1, S1
, Q1 to Ω.
It is clear that each of these 4n vectors either is 0 or belongs to the orthonormal basis (4.1)
for F ; and consequently, the inner product (4.14) is equal to
"
γ1    γn, if Q1S

1M1Q1   QnS

nMnQnΩ  Ω
0, otherwise.
(4.16)
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Let us moreover observe that if Q1S

1M1Q1   QnS

nMnQnΩ  Ω, then we also have
S1M1   S

nMnΩ  Ω. This is because when one succesively applies Qn,Mn, . . . , S1
, Q1 to
Ω, the projections Q1, . . . , Qn used on the way either leave invariant the vector presented
to them, or send it to 0 (but can’t actually do the latter, as Q1S

1   MnQnΩ  Ω  0).
By invoking Lemma 4.2 we thus see that if an inner product as in (4.14) is to be different
from 0, then there have to exist a partition π P NCpnq and a colouring c : π Ñ t1, 2u such
that S1,M1, . . . , Sn,Mn are defined in terms of π and c in the way described in Lemma
4.2. It is immediate that in this case the numbers γ1, . . . , γn from (4.16) are identified as
α
pj1,...,jmq’s and βpj1,...,jmq’s (coefficients of the R-transforms of µ and of ν) in such a way
that their product becomes
γ1    γn  Cf
pi1,...,inq;π;cpRµ, Rνq. (4.17)
Conversely, let π be a partition in NCpnq, let c be a colouring of π, and consider the
operators S1,M1, . . . , Sn,Mn defined in terms of π and c in the way described in Lemma 4.2.
Observe that there exists a unique way of choosing projections Q1, . . . , Qn P t1BpFq, 1BpFq
PΩu so that the Sj,Mj , Qj for 1 ¤ j ¤ n give together an inner product as in (4.14). To be
precise, for every 1 ¤ j ¤ n the projection Qj is chosen as follows: consider the block V of
π which contains the number j, and put
Qj 
"
1BpFq, if cpV q  1
1BpFq  PΩ, if cpV q  2.
(4.18)
Note that whereas Lemma 4.2 ensures that S1M1    S

nMnΩ  Ω, it may still happen that
(with Qjs defined by (4.18)) the vector Q1S

1M1Q1   QnS

nMnQnΩ is equal to 0. It as
easy (though perhaps notationally tedious) to check that
Q1S

1M1Q1   QnS

nMnQnΩ 
"
Ω, if cpV q  1 for every outer block of π
0, otherwise.
(4.19)
The verification of (4.19) is left as exercise to the reader. Informally speaking, what makes
(4.19) hold is that in a sequence of 4n vectors obtained as in (4.15) one reaches Ω precisely at
the positions where the outer blocks of π begin and end – hence these are the positions where
a Qj has a chance to make a difference, and cause the vector Q1S

1M1Q1   QnS

nMnQnΩ
to vanish.
Summarizing the above discussion, one sees that
xCi1   CinΩ , Ω y 
¸
pπ,cq
Cf
pi1,...,inq;π;cpRµ, Rνq, (4.20)
where the index set for the sum on the right-hand side of (4.20) is
"
pπ, cq
π P NCpnq, c : π Ñ t1, 2u, such that
cpV q  1 for every outer block V of π
*
.
But the sum on the right-hand side of (4.20) is precisely the expression observed for pµ i
νqpXi1   Xinq in Remark 3.10.2, and this concludes the proof. 
Let us now go towards the proof of Theorem 1.4. It will be convenient to adopt a
slightly different point of view for the projection onto the vacuum-vector, which does not
make explicit use of vectors and operators, and is described as follows.
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Definition 4.6. Let pA, ϕq be a noncommutative probability space. A vacuum-projection
for ϕ is an element P P A such that P  P 2  0 and such that
PAP  ϕpAqP, A P A. (4.21)
Remark 4.7. 1o The main example of vacuum-projection is of course provided by the
situation when A  BpHq, the functional ϕ is the vector-state associated to a unit vector
ξ0 P H, and P is the orthogonal projection onto the 1-dimensional subspace Cξ0 of H.
2o Let pA, ϕq and P be as in Definition 4.6. Observe that ϕpP q  1 (as seen by making
A  P in Equation (4.21)). Let us also observe that
ϕpPBq  ϕpBq  ϕpBP q, B P A. (4.22)
In order to verify the first of these two equalities we set A  p1A  P qB and find that
ϕpAqP  PAP  P p1A  P qBP  0,
which implies that ϕpAq  0 and hence that ϕpBq  ϕpPBq. The verification of the second
equality in (4.22) is analogous.
Lemma 4.8. Let pA, ϕq be a noncommutative probability space and let P P A be a vacuum-
projection for ϕ. Then
ϕpT1PT2P   PTnq 
n
¹
i1
ϕpTiq, n ¥ 2 and T1, . . . , Tn P A. (4.23)
Proof. By induction on n. For n  2 we write
ϕpT1PT2q  ϕpT1PT2P q (by (4.22))
 ϕpT1  ϕpT2qP q (by (4.21))
 ϕpT2q ϕpT1P q
 ϕpT2q ϕpT1q (by (4.22)).
The induction step “nñ n  1” is immediately obtained by writing T1PT2P   PTnPTn 1
as T1PT
1
2 with T
1
2 : T2P   PTnPTn 1 and by repeating the above calculation, followed
by the induction hypothesis. 
Lemma 4.9. Let pA, ϕq be a noncommutative probability space and and let T1, . . . , Tℓ, P be
in A, where P is a vacuum-projection for ϕ. Suppose moreover that for every N ¥ 1 we are
given a noncommutative probability space pAN , ϕN q and elements T
pNq
1 , . . . , T
pNq
ℓ , P
pNq
P
AN , such that P
pNq is a vacuum-projection for ϕN . If the ℓ-tuples T
pNq
1 , . . . , T
pNq
ℓ converge
in distribution for N Ñ8 to T1, . . . , Tℓ, then the pℓ 1q-tuples T
pNq
1 , . . . , T
pNq
ℓ , P
pNq converge
in distribution for N Ñ8 to the pℓ  1q-tuple T1, . . . , Tℓ, P .
Proof. It clearly suffices to verify that, for any n ¥ 2 and any choice of non-commutative
polynomials f1, . . . , fn P CxX1, . . . ,Xℓy, the sequence
ϕN

f1pT
pNq
1 , . . . , T
pNq
ℓ qP
pNqf2pT
pNq
1 , . . . , T
pNq
ℓ qP
pNq
  P pNqfnpT
pNq
1 , . . . , T
pNq
ℓ q
	
, N ¥ 1
converges for N Ñ8 to ϕ
 
f1pT1, . . . , TℓqPf2pT1, . . . , TℓqP   PfnpT1, . . . , Tℓq

. But in view
of Lemma 4.8 the latter convergence amounts to
lim
NÑ8
n
¹
i1
ϕN p fipT
pNq
1 , . . . , T
pNq
ℓ q q 
n
¹
i1
ϕp fipT1, . . . , Tℓq q,
which is an immediate consequence of the given hypothesis. 
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Theorem 4.10. Let two distributions µ, ν P Dalgpkq be given. Suppose that pA, ϕq is
a noncommutative probability space and that A1, . . . , Ak, B1, . . . , Bk P A are such that
tA1, . . . , Aku is free from tB1, . . . , Bku, such that the joint distribution of A1, . . . , Ak is
equal to µ, and such that the joint distribution of B1, . . . , Bk is equal to ν. Suppose in
addition that P P A is a vacuum-projection for ϕ, and consider the elements
Ci : Ai   p1A  P qBip1A  P q, 1 ¤ i ¤ k. (4.24)
Then the joint distribution of C1, . . . , Ck with respect to ϕ is equal to µi ν.
Proof. For n ¥ 1 and 1 ¤ i1, . . . , in ¤ k we will denote the coefficients of zi1    zin in the
series Rµ and Rν by α
pi1,...,inq and βpi1,...,inq, respectively.
Let N be a positive integer. Consider the distributions µN , νN P Dalgpkq which are
uniquely determined by the requirement that their R-transforms are
$
'
&
'
%
Rµpz1, . . . , zkq 
°N
n1
°k
i1,...,in1
α
pi1,...,inqzi1    zin
Rνpz1, . . . , zkq 
°N
n1
°k
i1,...,in1
β
pi1,...,inqzi1    zin .
(4.25)
Let us consider the standard full Fock space model, exactly as described in Theorem
21.4 of [13], for the free product µN  νN P Dalgp2kq. This gives us a noncommuta-
tive probability space pAN , ϕN q and elements A
pNq
1 , . . . , A
pNq
k , B
pNq
1 , . . . , B
pNq
k P AN such
that tA
pNq
1 , . . . , A
pNq
k u is free from tB
pNq
1 , . . . , B
pNq
k u, such that the joint distribution of
A
pNq
1 , . . . , A
pNq
k is equal to µN , and such that the joint distribution of B
pNq
1 , . . . , B
pNq
k is
equal to νN . Since the full Fock space model is constructed by using a true vacuum-state
on a Hilbert space, we also get at the same time a vacuum-projection P pNq P AN .
We now make N Ñ 8. From how µN and νN were constructed it is immediate
that we have limits in distribution µN Ñ µ and νN Ñ ν. This implies that we also
have the limit in distribution µN  νN Ñ µ  ν, or in terms of operators that the p2kq-
tuples A
pNq
1 , . . . , A
pNq
k , B
pNq
1 , . . . , B
pNq
k converge in distribution for N Ñ8 to the p2kq-tuple
A1, . . . , Ak, B1, . . . , Bk. By invoking Lemma 4.9 we upgrade this to the fact that the p2k 1q-
tuples A
pNq
1 , . . . , A
pNq
k , B
pNq
1 , . . . , B
pNq
k , P
pNq converge in distribution for N Ñ 8 to the
p2k  1q-tuple A1, . . . , Ak, B1, . . . , Bk, P . The latter convergence implies in turn that the k-
tuple C1 . . . , Ck defined in (4.24) is the limit in distribution for the k-tuples C
pNq
1 , . . . , C
pNq
k ,
where for 1 ¤ i ¤ k and N ¥ 1 we put
C
pNq
i : A
pNq
i   p1AN  P
pNq
qB
pNq
i p1AN  P
pNq
q P AN . (4.26)
But for every N ¥ 1, the operators C
pNq
1 , . . . , C
pNq
k provide (as observed at the end of
Remark 4.5) the full Fock space model for the subordination distribution µN i νN . Hence
the conclusion of the preceding paragraph can be read as follows: the joint distribution of
C1, . . . , Ck is the N Ñ8 limit of the distributions µNiνN . Since it was noticed in Remark
3.11 that pµN i νN q
8
N1 converges in distribution to µi ν, the conclusion of the theorem
follows. 
Remark 4.11. Suppose now that µ, ν P Dcpkq, i.e. they can appear as joint distributions
for k-tuples of selfadjoint elements in some C-probability spaces. By considering the GNS
representations of these C-probability spaces, one finds Hilbert spaces H,K, unit vectors
ξo P H, ζo P K, and k-tuples of selfadjoint operators A1, . . . , Ak P BpHq, B1, . . . , Bk P BpKq
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such that µ is the joint distribution of A1, . . . , Ak with respect to the vector-state defined by
ξo on BpHq, while ν is the joint distribution of B1, . . . , Bk with respect to the vector-state
defined by ζo on BpKq. Let us denote
H
o : Ha Cξo, K
o : K a Cζo,
and let us consider the “free product” Hilbert space
M : CΩ`

H
o
`K
o
	
`

pH
o
bK
o
q ` pK
o
bH
o
q
	
`

pH
o
bK
o
bH
o
q ` pK
o
bH
o
bK
o
q
	
`    (4.27)
(direct sum of all possible alternating tensor products of copies of Ho and Ko). Then
A1, . . . , Ak, B1, . . . , Bk extend naturally to selfadjoint operators rA1, . . . , rAk, rB1, . . . , rBk P
BpMq such that t rA1, . . . , rAku is free from t rB1, . . . , rBku with respect to the vacuum-state
defined by Ω on BpMq and such that (with respect to the same state) the joint distributions
of rA1, . . . , rAk and of rB1, . . . , rBk are equal to µ and ν, respectively (see e.g. [17], Section
1.5).
Theorem 4.10 clearly applies in the situation described in the preceding paragraph, and
tells us that if PΩ P BpMq is the orthogonal projection onto CΩ and if we put
rCi  rAi   p1 PΩq rBi p1 PΩq, 1 ¤ i ¤ k, (4.28)
then the joint distribution of rC1, . . . , rCk is equal to µ i ν. Since the rCi are selfadjoint,
this provides us with a proof that (as stated in Corollary 1.5 of the introduction) the
subordination distribution µi ν does indeed belong to Dcpkq.
Remark 4.12. In the framework and notations of the preceding remark, consider the
subspace L of M defined by:
L : CΩ`Ho `
 
K
o
bH
o

`
 
H
o
bK
o
bH
o

`    (4.29)
(direct sum of all alternating tensor products of copies of Ho and Ko which end in Ho).
In the terminology of [11], this is the s-free product space of the Hilbert spaces H and K,
considered with respect to the special unit vectors ξo P H and ζo P K.
Observe that L is invariant for the operators rC1, . . . , rCk from (4.28); this happens be-
cause L is in fact invariant both for rAi and for p1  PΩq rBi p1  PΩq, 1 ¤ i ¤ k. It follows
that the restrictions of rC1, . . . , rCk to L also provide us with an operator model for µ i ν,
with respect to the vector-state defined by Ω on BpLq. By analyzing this operator model
a bit further, one can moreover relate to the concept of “s-freeness” from [11], in the way
outlined in the next paragraph.
For every 1 ¤ i ¤ k let pAi and pBi denote the restrictions to L of the operators rAi and
respectively p1  PΩq rBi p1  PΩq. Let us consider the subalgebras A,B of BpLq which are
generated by t1BpLq, pA1, . . . , pAku and respectively by t1BpLq  PΩ, pB1, . . . , pBku. (Note that
B is not a unital subalgebra of BpLq, but it has its own unit 1B  1BpLq  PΩ, where PΩ
is viewed here as a 1-dimensional projection in BpLq.) Finally, let us select (and fix) an
arbitrary unit vector θo P H
o
 L, and let ϕ and ψ be the vector-states defined on BpLq
by Ω and by θo, respectively. It is not hard to verify that the algebras A and B are s-free
in pBpLq, ϕ, ψ q, in the sense of Definition 7.1 from [11]. It is moreover immediate that the
joint distribution of pA1, . . . , pAk in pA , ϕ|Aq is equal to µ, while the joint distribution of
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pB1, . . . , pBk in pB , ψ|Bq is equal to ν. Thus µi ν has been realized as the joint distribution
of pA1   pB1, . . . , pAk   pBk, where the k-tuples pA1, . . . , pAk and pB1, . . . , pBk are s-free and have
distributions µ and ν, respectively.
The verification of the s-freeness ofA and B in the preceding paragraph is left as exercise.
A reader who is interested in s-freeness may also find it as an amusing (not hard) exercise to
start from this latter description of µiν and see, conversely, how the statement of Theorem
1.4 can be obtained from there.
We conclude this section by observing that (as a supplement to the fact that µiν P Dcpkq
whenever µ, ν P Dcpkq), there exist natural situations when µ i ν is sure to be infinitely
divisible.
Corollary 4.13. Let µ, ν be two distributions in Dcpkq.
1o If µ is `-infinitely divisible, then so is µi ν.
2o Suppose that “µ is a `-summand of ν in Dcpkq”, in the sense that there exists
ν 1 P Dcpkq such that ν  µ` ν
1. Then µi ν is infinitely divisible.
Proof. 1o The hypothesis that µ is `-infinitely divisible is equivalent to the fact that, for
every t ¡ 0, the convolution power µ`t (which can always be defined in Dalgpkq) still belongs
to Dcpkq. But then, by invoking Remark 1.2.1 and Corollary 1.5 one finds that
pµi νq`t  pµ`t i νq P Dcpkq,  t ¡ 0,
which means that µi ν is infinitely divisible as well.
2o One has µi ν = µi pµ` ν 1q  Bpµi ν 1q (where at the second equality sign we used
Remark 3.8.1). Since µi ν 1 P Dcpkq (by Corollary 1.5), and since B carries Dcpkq onto the
set of `-infinitely divisible distributions in Dcpkq, the conclusion follows. 
5. Relations with the transformations Bt
Proposition 5.1. Let µ, ν be distributions in Dalgpkq. For every t ¡ 0 one has that
Btpµi νq  µi
 
µ`t ` ν

. (5.1)
Proof. We first prove by induction that
Bmpµi νq  µi
 
µ`m ` ν

, m P N. (5.2)
The base case m  1 of the induction is provided by formula (3.20) in Remark 3.8.1. The
induction step “mñ m  1” also follows immediately by using the same formula:
Bm 1pµi νq  B
 
Bmpµi νq

(since Bm 1  B  Bm)
 B

µi
 
µ`m ` ν

	
(by the induction hypothesis)
 µi

µ`
 
µ`m ` ν

	
(by Equation (3.20))
 µi

µ`pm 1q ` ν
	
.
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Now we move to proving that (5.1) holds for arbitrary t ¡ 0. It suffices to fix n P N and
1 ¤ i1, . . . , in ¤ k and to verify that
Cf
pi1,...,inq

RBtpµiνq
	
 Cf
pi1,...,inq

Rµipµ`t`νq
	
,  t ¡ 0. (5.3)
For both sides of (5.3) one has explicit writings as sums indexed by non-crossing partitions.
Indeed, Remark 4.4 from [6] tells us that the left-hand side of (5.3) is equal to
¸
ρPNCpnq,
ρ!1n
t|ρ|1Cf
pi1,...,inq;ρ
 
Rµiν

, (5.4)
while the right-hand side of (5.3) can be written (by Proposition 3.3 and by taking into
account the additivity of the R-transform) in the form
¸
πPNCpnq,
π!1n
Cf
pi1,...,inq;π;opipRµ, tRµ  Rνq. (5.5)
Rather than pursuing a detailed combinatorial analysis of the sums in (5.4) and (5.5) we
can simply exploit the obvious fact that (for our fixed n and i1, . . . , in) both these sums are
polynomial functions of t. Two polynomial functions that agree (as shown by (5.2)) for all
m P N must in fact agree for all t ¡ 0, and (5.3) follows. 
Remark 5.2. As an application of Proposition 5.1, we will next see how the formula
“µi µ  Bpµq” from Remark 1.2.2 extends to a formula for pµ`sq i pµ`tq, where s, t ¥ 0.
In order to cover the cases when s  0 or t  0, we will denote by δ P Dalgpkq the “non-
commutative Dirac distribution at 0” which has all moments equal to 0. Then, clearly,
Rδ  ηδ  0 P C0xxz1, . . . , zkyy; as a consequence one has δ
`t
 δZt  δ, hence Btpδq  δ
for every t ¡ 0. Moreover, it is clear that δ is the neutral element for both the operations
` and Z on Dalgpkq, which justifies the convention that
µ`0  µZ0  δ, µ P Dalgpkq. (5.6)
Concerning subordination distributions it is easy to check, directly from Definition 1.1, that
µi δ  µ and δ i µ  δ, µ P Dalgpkq. (5.7)
Proposition 5.3. Let µ be a distribution in Dalgpkq. Then for every s, t ¥ 0 one has
 
µ`s

i
 
µ`t


 
Btpµq

`s
. (5.8)
Proof. First observe that
µi
 
µ`t

 µi

 
µ`t

` δ
	
(δ neutral element for `)
 Bt
 
µi δ

(by Proposition 5.1)
 Btpµq (by (5.7)).
Then recall from Remark 1.2.1 that
 
µ`s

i
 
µ`t



µi
 
µ`t

	
`s
, and (5.8) follows. 
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Remark 5.4. The remaining part of this section discusses the relation to free Brownian
motion stated in Theorem 1.8 of the introduction. Same as in Remark 1.7, we denote
by γ P Dcpkq the joint distribution of a free family of k centered semicircular elements of
variance 1. A fundamental property of γ is that its R-transform is
Rγpz1, . . . , zkq  z
2
1        z
2
k (5.9)
(see e.g. [13], Example 11.21.2 on page 187). More generally, for every t ¡ 0 let γt denote
the distribution of a free family of k centered semicircular elements of variance t. It is
immediate that
Rγtpz1, . . . , zkq  Rγp
?
tz1, . . . ,
?
tzkq  tpz
2
1        z
2
kq;
hence Rγt  tRγ , which shows that γt  γ
`t for every t ¡ 0.
Proposition 5.5. Let ν be a distribution in Dalgpkq. One has that
Rγiνpz1, . . . , zkq 
k¸
i1
zi
 
1 Mνpz1, . . . , zkq

zi. (5.10)
Proof. For n ¥ 3 and 1 ¤ i1, . . . , in ¤ k one has
Cf
pi1,...,inq
 
Rγiν


¸
πPNCpnq,
π!1n
Cf
pi1,...,inq;πpRγ , Rνq (by Proposition 3.3)

¸
πPNCpnq such
that t1,nuPπ
δi1,in 
¹
WPπ
Wt1,nu
Cf
pi1,...,inq|W pRνq (because of the special form of Rγ).
But the set of partitions π P NCpnq which have t1, nu as a block is in natural bijection with
NCpn 2q; when we follow through with this bijection, the above sequence of equalities is
continued with
 δi1,in 
¸
ρPNCpn2q
¹
WPρ
Cf
pi2,...,in1q|W pRνq
 δi1,in  νpXi2   Xin1q (by the moment-cumulant formula (2.28))
 Cf
pi1,...,inq

k¸
i1
zi
 
1 Mνpz1, . . . , zkq

zi
	
.
The above calculation shows that the series on the two sides of Equation (5.10) have
identical coefficients of length ¥ 3. It is immediately verified that the coefficients of length
1 and 2 also coincide (each of the two series has vanishing linear part and quadratic part
equal to
°k
i1 z
2
i ), and this completes the proof. 
Corollary 5.6. The transformation Φ : Dalgpkq Ñ Dalgpkq from [6] satisfies
γ i ν  B
 
Φpνq

,  ν P Dalgpkq. (5.11)
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Proof. In [6] the distribution Φpνq is defined via the prescription that its η-series is
ηΦpνqpz1, . . . , zkq 
k¸
i1
zi
 
1 Mνpz1, . . . , zkq

zi. (5.12)
Comparing this to Proposition 5.5 we see that ηΦpνq coincides with the R-transform of γiν,
and Equation (5.11) follows. 
It is worth noting that the two main facts proved about Φ in [6] can be easily obtained
from the prespective of subordination distributions, as explained in the next proposition.
(The two statements of this proposition originally appeared as Theorem 6.2 and respectively
as Corollary 7.10 in [6].)
Proposition 5.7. 1o For every ν P Dalgpkq and t ¡ 0 one has that
Φpν ` γtq  BtpΦpνq q. (5.13)
2o The transformation Φ maps the subset Dcpkq of Dalgpkq into itself.
Proof. 1o Since the Boolean Bercovici-Pata bijection is one-to-one on Dalgpkq, it will suffice
to prove that
B
 
Φpν ` γtq

 B
 
BtpΦpνq q

.
And indeed, starting from the right-hand side of the above equation we can go as follows:
B
 
BtpΦpνqq

 Bt
 
BpΦpνqq

(because B  Bt  Bt 1  Bt  B)
 Bt
 
γ i ν

(by Corollary 5.6)
 γ i
 
γ`t ` ν

(by Proposition 5.1)
 γ i pν ` γtq (because γ
`t
 γt)
 B
 
Φpν ` γtq

(by Corollary 5.6).
2o Since B is one-to-one, it will suffice to show that for ν P Dcpkq one has BpΦpνq q P
B
 
Dcpkq

. The latter set is precisely the set of distributions in Dcpkq which are `-infinitely
divisible (cf. Theorem 1 in [5]). In view of (5.11), what we have thus to prove is the
implication “ν P Dcpkq ñ γ i ν is infinitely divisible”. But γ is itself infinitely divisible
(since γ`t  γt P Dcpkq,  t ¡ 0), so the required implication follows from Corollary
4.13.1. 
6. Properties originating from functional equations
Remark 6.1. In this remark we briefly return to the 1-variable framework and notations
from Section 2A, and review the two functional equations that are to be extended to multi-
variable framework. Recall in particular that for a probability measure µ on R, Fµ : C
 
Ñ
C
  denotes the reciprocal Cauchy transform of µ. In the case when µ is compactly supported
Fµpzq can be viewed as a Laurent series in z, related to the η-series of µ by the formula
Fµpzq  z

1 ηµ
 1
z

	
. (6.1)
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In order to verify (6.1), one writes Fµ  1{Gµ, ηµ  Mµ{p1  Mµq, and uses the relation
between Mµ and Gµ that was recorded in Equation (2.6) in Section 2A.
1o Let µ, ν be two probability measures on R, and let ω1, ω2 be the subordination
functions of µ` ν with respect to µ and to ν, respectively. A remarkable equation satisfied
by these functions (see e.g. Theorem 4.1 in [4]) is that
ω1pzq   ω2pzq  z   Fµ`νpzq, z P C
 . (6.2)
But ω1  Fνiµ and ω2  Fµiν , hence (6.2) amounts to
Fµiνpzq   Fνiµpzq  z   Fµ`νpzq, z P C
 . (6.3)
Let us moreover replace the reciprocal Cauchy transforms in (6.3) by η-series, by using
Equation (6.1). Then (6.3) becomes
ηµiν   ηνiµ  ηµ`ν ,
and in this form it goes through to the multi-variable framework of Dalgpkq, as shown in
Proposition 6.2 below.
2o Let ν be a probability measure on R. Then for every p ¥ 1 one can consider the
probability measure ν`p, and in Theorem 2.5 of [3] it was shown that one has
Gν`ppzq  Gν
 1
p
z  
 
1
1
p

Fν`ppzq
	
, z P C . (6.4)
In other words, Equation (6.4) says that the Cauchy transform of ν`p is subordinated to
the one of ν, with subordination function ω defined by
ωpzq 
1
p
z  
 
1
1
p

Fν`ppzq, z P C
 . (6.5)
It is immediate that ω from (6.5) belongs to the set F of reciprocal Cauchy transforms from
Equation (2.3) of Section 2A, hence there exists a unique probability measure σ on R such
that Fσ  ω. It is natural to call this σ the “subordination distribution of ν
`p with respect
to ν”. (If p ¥ 2 then σ is just ν`pp1q i ν, but for 1 ¤ p   2 this point of view doesn’t
always work, as the probability measure ν`pp1q might not be defined.) So then Equation
(6.5) becomes
Fσpzq 
1
p
z  

1
1
p

Fν`ppzq, z P C
 ,
and upon writing the reciprocal Cauchy transforms in terms of η-series this takes us to
ησ 
p 1
p
 ην`p . (6.6)
This latter formula is the one that will be extended to the framework of Dcpkq – see Corollary
6.4 and Remark 6.5 below.
Proposition 6.2. For every µ, ν P Dalgpkq one has that
ηµ`ν  ηµiν   ηνiµ. (6.7)
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Proof. We fix n P N and 1 ¤ i1, . . . , in ¤ k and compare the coefficients of zi1    zin for
the series on the two sides of Equation (6.7). By using the relation between R and η and
the linearizing property of R, and then by invoking Equation (2.24) in Remark 2.12 we find
that
Cf
pi1,...,inq
 
ηµ`ν


¸
πPNCpnq,
π!1n
Cf
pi1,...,inq;πpRµ  Rνq

¸
πPNCpnq,
π!1n
¸
c:πÑt1,2u
Cf
pi1,...,inq;π;cpRµ, Rνq.
In the latter double sum, the colourings c of π can be subdivided according to whether
cpV0q  1 or cpV0q  2, where V0 is the unique outer block of π. This leads to an equality
of the form
Cf
pi1,...,inq
 
ηµ`ν

 Σ1   Σ2,
where Σ1 is exactly as on the right-hand side of Equation (3.15) from Proposition 3.7, and
Σ2 is the counterpart of Σ1 with the roles of µ and ν being reversed. We are only left to
invoke Proposition 3.7 to conclude that
Σ1   Σ2  Cf
pi1,...,inqpηµiνq   Cfpi1,...,inqpηνiµq  Cfpi1,...,inq
 
ηµiν   ηνiµ

,
and (6.7) follows. 
When discussing the multi-variable analogue for Equation (6.6) it is convenient to note
that there is no problem to generally talk about the “subordination distribution of λ with
respect to ν” for any λ, ν P Dalgpkq.
Definition 6.3. Let two distributions λ, ν P Dalgpkq be given. Consider the distribution
µ P Dalgpkq which is uniquely determined by the requirement that
Rµ  Rλ Rν (6.8)
(or equivalently, via the requirement that µ` ν  λ). Then the subordination distribution
of λ with respect to ν is, by definition, equal to µi ν.
Corollary 6.4. 1o For every ν P Dalgpkq and every p ¥ 1, the subordination distribution of
ν`p with respect to ν is equal to
 
Bpνq

`pp1q
.
2o Let ν be a distribution in Dcpkq. Then, for every p ¥ 1, the subordination distribution
of ν`p with respect to ν belongs to Dcpkq as well, and is moreover `-infinitely divisible.
Proof. 1o According to Definition 6.3, the distribution in question is ν`pp1q i ν. Thus we
only need to invoke the particular case of Proposition 5.3 where s  p 1 and t  1.
2o This follows from part 1o of the corollary and the fact that Bpµq is `-infinitely
divisible (which implies that any convolution power
 
Bpνq

`t
, t ¥ 0, lives in Dcpkq and is
itself infinitely divisible). 
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Remark 6.5. It is an easy exercise (left to the reader) to verify the identity
 
Bpνq

`pp1q

 
ν`p

Zpp1q{p
,  ν P Dalgpkq,  p P r1,8q. (6.9)
So if we denote the subordination distribution of ν`p with respect to ν by σ, then by invoking
Corollary 6.4 and by taking the η-series of the distribution on the right-hand side of (6.9)
we obtain that ησ =
 
pp  1q{p

 ην`p . Thus Corollary 6.4 gives indeed a multi-variable
generalization of Equation (6.6) from Remark 6.1.2.
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