Abstract-Manifold learning has shown powerful information processing capability for high-dimensional data. In this paper, we proposed a manifold mapping learning algorithm to alleviate the shortage of traditional methods and broaden the applications of manifold learning. The mapping is achieved by using the regression tree boosting, which is a strong ensemble learner composed by a group of regression trees as weak learners in the way of L2Boost. A set of verification experiments are conducted on both synthetic and real-world data sets. And the results have demonstrated that the algorithm can perform well on both regression and prediction applications.
I. INTRODUCTION
The data now is becoming hard to discover knowledge from them. These unexpected difficulties are generally caused by the high dimensionality of these data, and these data are often obtained from various fields, such as biological sciences and multimedia information processing. It is worth to mention that, these high-dimensional data are often have intrinsic lowdimensional structures. For instance, consider a set of grayscale images of an object taken under fixed lighting conditions with a moving camera. Each such image would typically be represented by a brightness value and two camera orientation measures (e.g., up-down and left-right angles). Once the intrinsic low-dimensional structure of the data is found and made full use of, it will lead to further data analysis, like clustering, visualization and searching. Therefore, extracting the intrinsic low-dimensional structure, or equivalently, searching for the intrinsic low-dimensional representation of a data set, has become one of the core data analysis problems . This is known to us all as the nonlinear dimensionality reduction techniques.
Recently, more and more attention has been paid to the nonlinear dimensionality reduction technique which is called "manifold learning". The goal of it is to generate the lowdimensional representation of the high-dimensional data distributed on a smooth manifold with intrinsic low dimension. And furthermore, the generalized manifold structure can reflect the intrinsic characteristics of a data set [1] , [2] , [3] . So far a variety of manifold learning methods have been developed, such as locally linear embedding (LLE [1] ), isometric feature mapping (Isomap [2] ), Laplacian eigenmap [4] , local tangent space alignment (LTSA [5] ), Hessian eigenmaps [6] , etc. [7] , [8] , [9] , [10] .
However, results in these methods are usually lowdimensional embeddings, that is to say we can only get the intrinsic representations of the high-dimensional data, but not the bijective mappings between the high and low dimensional representations. Then there arise two main problems in information processing. The first is all the data rather than the mappings need to be recorded if we want to record the corresponding relationship between the high and low dimensional representations, which is a waste of space for storage when reconstruction application is required. The second is the indirect of the out-of-sample extension, i.e. the corresponding representations are not available directly when new data comes in the form of high-dimensional or low-dimensional. Even for some out-of-sample extensions of these methods, they requires some information of the new data, such as nearest neighborhoods and local scales which require much heavier computation and may give confused information for dimensionality reduction. Therefore, a manifold mapping learning is required.
Autoencoder [11] is the earliest manifold mapping method, in which the mappings are typically neural networks, trained with backpropagation. [12] is one of the unsupervised regression methods which adds a prior on the latent coordinates to learn the mapping as an expansion of radial basis function. The unsupervised regression methods [13] formulates a regularized objective functional of the mappings and low-dimensional coordinates.
Motivated by this problem, in this paper, we apply L 2 Boost with regression trees as weak learners to learn the manifold mappings. Compared with the previous works, our approach has the following key advantages: (i) it can give much better regression results, which avoids local optima problem, (ii) it has excellent prediction capability, which may deal with problems like out-of-sample more effectively and conveniently.
The rest of this paper is organized as follows: the regression tree boosting algorithm for manifold mapping learning is presented in section 2. To verify the effectiveness of the presented algorithm, the performances of the method on a series of synthetic and real world data are given in section 3. And the article is concluded and discussed in section 4.
II. REGRESSION TREE BOOSTING FOR MANIFOLD MAPPING LEARNING
Given the data set
can be extracted by manifold learning. The goal is to find a mapping between X and Y , i.e., x i = F (y i ) and y i = G(x i ), i = 1, 2, ..., l, so that the high-dimensional and low-dimensional representations can be transformed directly. Regression tree is one of the most effective methods for regression and 978-1-4799-8730-6/15/$31.00 © 2015 IEEE the partitioned space has the equivalent meaning with local relationship residing on the manifold.
A. Regression Tree for Manifold Mapping Mapping
A regression tree is a tree-like graph or model which is generated where each decision node in the tree contains a test on some input variable's values and the terminal nodes of the tree contain the predicted output variable values. It allows input variables to be a mixture of continuous and categorical variables.
Regression tree is built through a process known as binary recursive partitioning. In each iteration, split that partitions the data into two parts is chosen such that it minimizes the sum of the squared deviations from the mean in the separate parts, or equivalently, maximizing the information that the separate parts gives depending on the split. This maximization is realized by a greedy search. Iteratively, each of the branches is then split up further to get deeper partitions. The algorithm tries breaking up the data, using every possible binary split on every field. The process continues until each node reaches a user-specified minimum node size and becomes a terminal node.
In manifold learning, given the high-dimensional data X and the corresponding low-dimensional representations Y , the manifold mapping from high to low dimension (dimensionality reduction) is generated by utilizing the regression tree algorithm. Then the original high-dimensional data space is separated into pieces, and a series of terminal nodes are used to represent them. Each partition can be regarded as the representation of one small local patch, which resembles the Euclidean space of dimension d. Then all these partitions together build up the d-dimensional manifold. Therefore, the regression tree for solving the manifold mapping is sensible and reasonable.
To sum up, the algorithm of regression tree for dimensionality reduction mapping is described as follows: 
3: If all the samples in the node have the same value for all the X, stop. Otherwise, search over all binary splits of all variables for the one which will reduce S as much as possible. If the largest decrease in S would be less than some threshold δ, or one of the resulting nodes would contain less than q points, stop. Otherwise, take that split, creating two new nodes.
4:
In each new node, go back to 2.
Similarly, the mapping from low to high dimension (reconstruction) G can be learned in the same way. It means that when a new high-dimensional data comes, it can be embedded to the low-dimensional representation space directly via the mapping F and when comes any low-dimensional representation on the low-dimensional manifold, it can be reconstructed to its high-dimensional form via the mapping G.
B. Regression Tree Boosting
In machine learning field, boosting algorithms perform very successfully and effectively compared with other methods. By combining a set of weak learners with respect to a distribution, a strong learner is created. It has demonstrated the following advantages: (1) The instability existing in the weak learners is alleviated, (2) the algorithm is more robust for prediction which increases prediction accuracy. Boosting methods have been originally proposed as ensemble methods, which rely on the principle of generating multiple predictions and majority voting (averaging) among the individual classifiers, for example, AdaBoost [14] . Recently, one of the most popular boosting methods is L 2 Boost [15] . It is functional gradient descent using the squared error loss which amounts to repeated fitting of ordinary residuals. It has the characteristics of simple and instructive, which is very useful for regression with a large mount of predictor variables.
Here, regression tree is chosen as weak learner for the reason that regression tree boosting is a statistical learning method which involves the iterative fitting of many small regression trees. By fitting the residuals gradually, the set of regression trees are ensembled by L 2 Boost as the manifold mapping. Elaborately, the process of learning regression tree boosting for manifold mapping is shown as following:
Algorithm 2: Learning Regression Tree Boosting for Manifold Mapping
Input: high-dimensional data X and low-dimensional representation Y .
Output: Manifold mapping regression trees ensemble
where n t is the number of ensembled regression trees and (i) is the residual of the regression by the first i − 1 trees.
1: Start with the offset value being
being Y and set i = 0.
2:
Let i = i + 1 and calculate the residuals
by one regression tree and denote as f (i) .
4: Update the offset value, h (i) (·) = h (i−1) (·) + δf (i) (·), where 0 < δ ≤ 1 is the step-length factor. 5: Repeat 2 to 4 until some stop conditions are met.
It is worth to mention that the regression tree algorithm here can only deal with one-dimensional regression problem. Then one mapping function is learned for each dimension of the data to be regressed. For example, for the dimensionality reduction mapping, as the dimensionality of Y is d, d regression tree boostings are learned for every dimension respectively. Here, the data of different dimensions are considered independently.
III. EXPERIMENTS
In this section, manifold mapping experiments have been conducted on both synthetic data sets and real world data sets. The dimensionality reduction mappings and reconstruction mappings are testified respectively and their regression and prediction results are shown in each group of experiments.
A. Experiments on synthetic data
The algorithm is firstly tested on the swissroll synthetic data set. In Fig.1 , the prediction results are shown by the regression tree boosting with different numbers of boosting iterations n t . The size of the data set is 2500. The mappings are trained with 1500 data points from the data set and tested with the rest 1000 points as predictions. The dimensionality reduction and reconstruction mapping results are given in the upper row and lower row, respectively. The high-dimensional results are shown in the 2-D angle for more clear comparison. From (a) to (d), as the number of boosting iterations increases, the predicted results are getting refined gradually. (e) shows the change of average prediction errors as the number of boosting iterations varies from 1 to 15. The error gets smaller as the iteration number gets larger, but the decrease of the error is getting slower significantly while the number is larger than 5 and when the number is getting close to 10, the curve is almost getting flat. Therefore, in the further experiments, the number of boosting iterations is chosen 10 for stable performances.
In Fig.2 , it demonstrated the regression and prediction results of a swissroll synthetic data set. the same with the original data while the predicted ones get a little distorted but satisfactory. Fig.3 and Fig.4 demonstrated two other groups of experiments, multi-cluster data set and cylinder data set. The multi-cluster data are uniformly generated from the S-curve manifold composed by 5 clusters of globally connected submanifolds. In the cylinder data, there exists a loopy structure in the manifold. These two data sets have different complicated structures and are hardly handled by traditional manifold learning methods. It is convinced that the algorithm can deal with problems in various situations.
B. Experiments on real world data
To evaluate the effect of the algorithm on real world data, ISOMAP face data are employed here for testing the reconstruction of high-dimensional data from low-dimensional representations.
The reconstruction mapping is learned by the 698 face images in the data set. Fig.5 shows 20 regression results of randomly selected data from the original data set. From the figure, we can see that the reconstructed images shown in the lower row are almost the same with the original images shown in the upper row. And this illustrates that the algorithm performs reliably in data regression. the ISOMAP face data set means up-down poses, left-right poses and lighting directions. In the prediction experiment, the low-dimensional representations of up-down poses and left-right poses are chosen uniformly in the range of the embedding results while the representations of lighting direction are fixed. The figure gives 100 high-dimensional prediction images corresponding to these low-dimensional representations. Although some noises exist in the predicted images, the results are satisfactory and the characteristics are apparent along representation axes. Especially, because the training data distributes more densely in the center of the range, the predicted images in the center show more consistent results than the ones distributed near the borders. So if more training data are available, the mapping could be further refined by the new data.
IV. CONCLUSION
In this paper, we propose a regression tree boosting algorithm for manifold mapping learning. Both dimensionality reduction mapping and reconstruction mapping are trained successfully via applying this algorithm. It makes the transformation between high-dimensional data and low-dimensional representations more easy and direct. It has demonstrated the following advantages in manifold learning:
1. Through the dimensionality reduction mapping, the low-dimensional representation of a high-dimensional data can be obtained directly by the learned mapping, instead of recording the solved low-dimensional embedding, which saves the storage space.
Up-down Pose
Left-right Pose 2. The out-of-sample problem can be solved directly by the dimensionality reduction mapping, i.e., when there comes a new high-dimensional data, the lowdimensional representations can be calculated by the mapping, which does not need to recalculate with the whole data or by searching for its neighborhood.
3. Through the reconstruction mapping, the highdimensional data can be reconstructed from the lowdimensional representations via the learned mapping. Furthermore, given extra representations distributed in the low-dimensional space, the corresponding highdimensional representations can be predicted for further applications, such as 3D reconstruction.
In the future work, the correlation among each dimension of the data will be taken into consideration, which may give more refined results in data prediction. And more information processing applications based on manifold mapping will be studied.
