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We show that the classical notion of entropy of a finitely generated group G as 
introduced by A. Avez (C. R. Acad. Sci. Paris 275A, 1972, 1363-1366) is related by 
an explicit formula to the entropy of A. Connes and E. Starmer (Acta Math. 134, 
1975, 288-306) and the index of V. F. R. Jones (Invent. Mad 72, 1983, 1-25) of the 
associated pair of finite von Neumann algebras as considered by S. Popa (C. R. 
Acad. Sci. Paris St?. I Marh. 309, 1989, 771-776). This construction is discussed in 
detail. We prove that the entropy of G is maximal if and only if G is the free group 
and compute its value. Then WC show how the entropy of groups is connected to 
random walks on groups and information theory. Finally we give a brief discussion 
of the group entropy as a growth invariant and compare it to the Grigorchuk- 
Cohen cogrowth and Kesten’s invariant L(G). 0 1992 Academic Press, Inc. 
Avez introduced the notion of entropy of a finitely generated countable 
discrete group G with respect to a probability measure p on G in order to 
study bounded p-harmonic functions on G, i.e., functions f E I”(G) satis- 
fying f(x) = Cgc G p(g) f(xg). We denote by g,, . . . . g, a fixed generating 
set in G and unless otherwise stated p will denote throughout this paper 
a nondegenerate probability measure on G (the semigroup generated 
by the support supp p of p is all of G). Avez defined the entropy of p as 
H(v)= -~gpsuppp (g) In p(g) and the entropy of (G ~0 as MG PO= 
lim k + ,(ff(~~)/~), where P k denotes the kth convolution of ,B [Avl]. 
h(G, p) can be interpreted as the asymptotic average entropy of the left 
random walk g + g,*lg on G with transition probability p( g 1 h) = ,u( gh-‘) 
[KaV]. This viewpoint will be explained in detail in Section 2. The main 
theorem shown by Avez [Avl, Av2, Av3], Kaimanovich and Vershik 
[KaV], and Derrienic [Derl] is that h(G, /L) = 0 holds if and only if the 
only bounded p-harmonic functions on G are the constant functions. 
The entropy h(G, p) appears in the operator algebra context in a paper 
by Popa [Poll. Popa constructs there a pair of II, factors Nc M in the 
following way: let P be the hyperfinite II, factor and fix n automorphisms 
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0 E Aut P, the automorphism group of P. Set N = (xeoo + 
~,;‘tl,ix)e..+~? O:‘(x) e I XEP} and M=Mr,+1.2,+l(C)@P, 
the 2n + 1 x in + i-ma&ices o;,:‘?‘{ eti}oG i,jG 2n denote as usual the matrix 
units in M2n+1x2n+1 (C). Nc M is then an inclusion of II, factors with 
Jones’ index [M : N] = (2n + l)* and the standard matrix A associated to 
this inclusion (see [POT]) is the Cayley matrix (agh)g,hEG of the group G 
generated by the images of the 0,‘s in the outer automorphism group Out P 
of P. We denote these images by gi= n(@,), where R is as usual the 
canonical homomorphism from Aut P -+ Out P = Aut P/Int P. agh denotes 
the number of times g can be written as g,h (see [Poll). The matrix 
(1/(2n + 1))A is doubly stochastic and can be viewed as the Markou 
transition operator for the left random walk g + g’ ’ g on G; i.e., the 
transition probabilities are p( g ( h) = ahJ(2n + 1). We denote by p0 the 
probability measure on G induced by (1/(2n + l))A. If G is an infinite 
group Popa’s construction yields a big number of examples of infinite 
depth subfactors of the hyperfinite II, factor [POT]. Choosing a Jones’ 
tunnel of factors 441 N 3 N, =) N2 1 .. for N c M, we obtain the core 
R, = U N; n N c R = U N; n M associated to N c A4 [POT]. Popa shows 
that the finite von Neumann algebra R is a factor if and only if 
h(G, pO) = 0, where pLg is the above mentioned probability measure [Poll. 
Furthermore this condition is equivalent to the strong amenability of 
Nc M in the sense of [POT], in other words there is a choice of the 
Jones’ tunnel of factors such that the higher relative commutants 
{ NL n N c N;n M}k generate N c M (we say then that N c M has the 
generating property, see [PiPo3, Pol, Po2, Po3, Oc]). In particular, if 
h(G, p) > 0 one obtains a big class of subfactors of the hyperlinite II, factor 
that do not have the generating property [Poll. Groups with subexponen- 
tial ( =nonexponential) growth satisfy the condition of vanishing entropy 
for all probability measures upported on any choice of a generating set in 
G [Avl, Av2], the associated subfactors have therefore the generating 
property. 
In the first section we analyze what happens if the entropy h(G, pO) of G 
does not vanish. We recall the Jones’ basic construction for the inclusion 
N c M described above which gives an explicit description of the core 
algebras R, c R. We will see that the isomorphism class of the algebra R 
and of the inclusion R, c R depend only on the group G as shown in 
[Poll, and therefore invariants for the isomorphism class of R and of 
R, c R should be invariants for G and vice versa. Using results from 
[PiPo] we show that h(G, p,,) is related to the noncommutative Connes- 
Stormer entropy H(R ) R,) of the pair R, c R and the Jones’ index 
[M : N] by a simple formula: h(G, pO) + H( R 1 R,) = ln[M : N]. This 
extends a result of Popa in [Poll], where it is shown that h(G, pO) =0 is 
equivalent to H(R 1 R,) = ln[M : N]. Since h( G, pO) is clearly related to 
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growth properties of the group G, we can view the operator algebra 
invariant H(R ( R,) as a growth invariant for G. 
There is a number of different growth invariants in the literature such as 
the Grigorchuk-Cohen cogrowch q [Co] [Gr] (see also [Sz], [Wo J) and 
Kesten’s invariant i(G) [Ke]. In Section 2 we compare H(R ( R,) (or 
equivalently h(G, pO)) with these invariants and show that the entropy of 
G becomes maximal (and so H(R 1 R,) becomes minimal) if and only if G 
is the free group on n generators. The entropy of the free group h(F, p) is 
therefore characteristic for the free group, a property that also holds for the 
cogrowth and Kesten’s invariant. We obtain this result by showing that the 
Poisson boundary rG (see [KaV, Fu]) with exit measure vG of the random 
walk (G, p) is a measure F-space with P-stationary measure vG, where F 
denotes the free group on the set (g,, . . . . g,}, the generators of G, and ji 
is the probability measure on F that induces y on G. We explain 
Kaimanovich’s concept of differential entropy of a boundary (see 
[Kal, KaV]) and use it to show the abovementioned result. This concept 
also gives a simple way of computing explicitly the actual value h(F, p) 
[Kal]. A different method for this computation (generalizing the notion of 
group entropy from discrete to continuous groups) is suggested in [Der3]: 
it involves Kolmogoroff’s formula, used in information theory to compute 
the information of a random variable with respect to another one or the 
entropy of a random variable in the sense of information theory (see [Pi] 
for more details). For the sake of completeness we present this method, 
which gives a description of the entropy h(G, p) in terms of the average 
asymptotical entropy of the left random walk on G [Der3]. 
We conclude the paper with some final remarks concerning the positivity 
of h(G, p). It is easy to see that h(G, p) = 0 implies the amenability of G. 
However, Kaimanovich and Vershik give examples of amenable groups G 
for which h(G, cl) > 0 for every finitely supported nondegenerate probability 
measure p on G [KaV]. Hence h(G, p) enables us to distinguish between 
different classes of amenable groups. This distinction is impossible by 
barely using the cogrowth q or Kesten’s invariant A(G) since they attain a 
common value for all amenable groups. That the subclass of amenable 
groups with vanishing entropy plays an important role in operator algebras 
was shown by Popa in [Poll: the 2-cohomology of an outer action with 
2-cocycle of a countable discrete group G with zero entropy on an arbitrary 
II, factor vanishes. 
1. CONNES-STBRMER ENTROPY AS A GROWTH INVARIANT FOR GROUPS 
Let P, N, M, and 8,) . . . . 8, taut P be as above. We set &= id, 
O,, i = 8; ‘, and denote by P, a copy of the 2n + 1 x 2n + 1 matrix algebra 
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over C with matrix units (e;},,4i,jG2n. Furthermore, set i= i + n if 
1 <iin, i=O if i=O and i=i-n if n+ 1 <i<2n. In order to find the 
structure of the algebras R, c R, we need to find the Jones’ basic construction 
for the pair Nc A4 and describe the inclusions of the associated higher 
relative cornmutants. This is done in Theorem 1.1 and the Corollaries 1.2 
and 1.4 which are implicit in [Poll and can be found in [POT]. 
THEOREM 1.1. Let P be a II,factor, N= (C~,di(X)e~.I XEP}CM= 
PO PO. Set Mk= PO PO@ ... Q Pk, k>O, then 
NCMCMiCM,C ... 
is the Jones’ tower of factors, where the inclusion M 4 Mk is given by 
E xiiej:EM+ c E eik-..“i,(xii)e~et,,,...efr,ik. 
i,j=O il,...,ik=O i,,=O 
The Jones’projection ek+ , for the basic construction Mkp, c Mk cekcl M,, , 
is obtained as 
e -1 E eke”+‘. 
k+1-2n+1 i,j=o r/ ” 
ProoJ This is an easy verification using the characterization of the 
basic construction given in [PiPo2]. Q.E.D. 
The inclusions M, c M,, k > j, are obtained in the same way. Note that 
every inclusion M, c Mj + 1 “looks” exactly like the inclusion Nc M. 
We want to compute the relative entropy H(R ( R,) of the core algebras. 
This amounts to computing the limit [PiPol] 
H(R 1 R,)= lim H(N;nM( N;nN)= lim H(M’nM,+, ) M’nM,), 
k-cc k -+ ni 
(1) 
since we can shift through the tunnel to the tower [PiPol, PiPo3, Po2]. 
The relative entropy H(M’ n M, + , 1 M’n Mk) can be computed directly 
using the explicit formulas given in [PiPol, Chap. 61. To this end we need 
to analyze the inclusion of the finite dimensional C*-algebras (i.e., finite 
direct sums of matrix algebras) M’ n M, c M’ n M,, r. Recall that gi, 
0 < if 2n, denotes the image of Bi in Out P and G c Out P is the group 
generated by the g,‘s. We set Kk = (g E G: g = g, . . . gi, , gi/ E 
{g,,O<i<2n}} and dg,k= number of times gE Kk can be written as 
gik . . . g,. Note that we count g, . . . g, . . . g,, and g, . . . g, . + gi, separately 
even if g, = g,, i, # i,, is at the same position, which may occur since we 
do not exclude repetitions of the generators. 
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From Theorem 1.1 it is now clear that we have a nonzero entry in 
the matrix of an element of M’n M, if and only if g, .. . gi, = giL .. . gi;. 
Therefore we get the 
COROLLARY 1.2. M’ n Mk z @ g E kk M+ x + (6J). The matrix units in 
M’ n Mk are {e;, j, . . . ei jk} with g, . . . g, = gjk . . . gj, . 
The “gth” simple summand in the algebra M’ n Mk is a dg,k x d,,,-matrix 
algebra. The minimal (central) projections can be determined easily: 
COROLLARY 1.3. The minimal projections in the g th simple summand of 
M’n Mk are eti;‘. ek,,, where gik... g, = g. Their trace is = 1/(2n + 1)“. 
Hence the minimal central projections pgSk of the g th simple summand have 
trace t( P~,~) = dJ(2n + 1 )k. 
Furthermore we need to know how M’ n Mk sits in M’ n Mk+ 1. The 
gth simple summand of M’n Mk sits in the hth simple summand of 
M’nMk+, iff pg,kph,k+l #O, gE&, hEKk+l. It is easy to check that this 
is the case iff h = gig for some giE {g,, . . . . g2,,}. If we denote as above by 
ahg the number of times h can be written as gig for some gie (g,, . . . . gz,}, 
a simple computation shows that TV+ l(pg,kph,k+ I) = a& dJ(2n + l)k+‘, 
where r,$ + I denotes the trace on M’ n Mk+ 1. Hence the multiplicity with 
which the gth simple summand of M’ n M, sits in the hth simple sum- 
mand of M’ n Mk+ , is exactly ahg. We have shown the following result: 
COROLLARY 1.4. The inclusion M’ n Mk c M’ n Mk + , is determined by 
the Cayley matrix A = (a,,g)h,geG of the group G. 
Remark 1.5. We clearly have 0 d a& d 2n + 1. Note also that the matrix 
A is symmetric. 
We obtain from the previous corollaries the following formulas: 
COROLLARY 1.6. 
1 ahgdg,k=dh,k+,v he&+,, (3) 
geKk 
(4) 
(5) 
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Note that 1.6 (4), (5) imply that (1/(2n + 1)) A is a doubly stochastic 
matrix. It is the Markou transition operator for the random walk on G 
defined by g + g, g, 0 < i < 2n. The probability measure p,, on G induced 
by (1/(2n + 1))A is then defined by pO( gJ = yi/(2n + l), 0 < i < 2n, where y, 
is the multiplicity with which the generator g, occurs in the generating set 
{ go, . . . . gz,}, and po( g) = 0 for g E G, g # g,, 0 < id 2n. It is easy to see 
that for g E Kk we get 
d 
= (2n Fkl )“’ 
(6) 
We show in the next proposition that the entropy h(G, pO) appears as the 
average entropy of the centers of the algebras M’ n M, (see also [ Pol, 
Theorem 1.21). 
PROPOSITION 1.7. Let Z(M’nM,) be the center of M’n M,. Then 
h(G, po) = lim fWW’ n Mk)) 
k-cc k ’ (7) 
Proof. We have that Z(M’n Mk)=xgsKk cp,,k. By [Cost, Property 
D] we compute then 
WTM’ n M/c)) = - c s(p,.k) In z(P,, k) 
&ZEKk 
=- c dg.k ln d&k 
REKk (2n+l)k (2n+ l)k 
by definition of H(&) and (6). This implies the result. Q.E.D. 
We can now proceed with the computation of H(M’ n M,, ,I M’ n Mk). 
Using the explicit formula in [PiPol, Theorem 6.21 we get 
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H(M’nM,+, ( M’nMk) 
= C dh,k+l (2n+11)k+11n Ih+,Pn+ lF+‘l 
hSKk+l 
1 
- c 4+ (2n+l)k ln V,,&n + 1 )“I 
8CKk 
+ c d&ah, 
g=Kk 
’ k+,ln{min(l,%)j 
(2n+ 1) 
he&+1 
+ 1 
gpKk 
dGah* (zn +‘I )k + 1 ln{min(l,?)j 
heKk+l 
(8) 
with the convention 0. In 00 = 0. 
LEMMA 1.8. 
k+l 
1 d~,kah~Injmin(l,~)j=o. (9) 
geKk 
he&+1 
Proof Denote the sum appearing in (9) by S, then clearly 
S= C 1 d~,,o,In{min(l,$jj<O. 
&?CKk hsKk+I 
But d&q,, ln {min( 1, dg,k/ahg)} # 0 if and Only if dg,k/ahs < 1 and a,, # 0. 
We have that a,,* # 0 if and only if h is of the form h = gig, gi E ( g,, ,.., g,} 
and the first condition implies that 1 < dg,k < 2n since 0 < ahg < 2n + 1. Thus 
s= c c 
geKk hEKk+l 
d,,,a,,ln {min (1, +j}. 
lGds,k<2n h=g,g,O<ic2n 
Fix two such elements g and h, then 
1 
3(2n+1)2nln- 
2n+l’ 
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Therefore we obtain 
O>S>(2n+l)Znln& 1 c 1 
REKk he&+1 
l<dg,k<2n h=g,g,O<iSZn 
=(2n+1)‘2nln& 1 1 
‘7th 
I<d~,ks2n 
>(2n+ 1)2(2n)2(2n- l)“-‘In&, 
since jICKk( <2n(2n - l)k- ‘. Thus 
o>, --A-- 
( > 
k+l 
2n + 1 c d,,kahgln{min(l,~)/ REKk 
hEKk+l 
k(2n+1)(2n)21n(2n+l)~0 
2n- 1 
as k-co. 
This completes the proof. Q.E.D. 
We can now prove the announced relation between h(G, po) and the 
relative entropy H(R 1 R,). 
THEOREM 1.9. Let N c M, R, c R, and G be as above. Then 
H(R ) R,) + h(G, po) = In [M : N]. (10) 
Proof Kaimanovich and Vershik prove in [KaV, Proposition 1.31 that 
lim k _ m H(pk+ ‘) - H(p’) = h(G, CL). Therefore we obtain using (1) and (8) 
H(R 1 Ro)= lim H(M’nMk+, ( M’nM,) 
k-m 
=$irn= (H(&-~(&+~)}+2ln(2n+ 1) 
+ lim c dg,dhg 
k-m 
geKk 
’ k+,ln{min(f,2)} 
(2n+ 1) 
hsKk+i 
= 2 ln(2n + 1) - h(G, po) 
= In [M : N] - h(G, lo) 
by Lemma 1.8. This completes the proof of the theorem. Q.E.D. 
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Remark 1.10. (1) Every countable discrete group G appears in the 
outer automorphism group of the hyperlinite II, factor P, namely as 
Bernoulli shifts in the representation of P as an infinite tensor product of 
2 x 2 matrices, indexed by the group G. 
(2) The index A(R I R,) (see [PiPol]) is obtained as 1(R 1 R,)= 
[M : N] - ’ since R contains Jones’ projections. 
In Section 2 we will show that the entropy of a group G with n 
generators is bounded from above by the entropy of the free group on n 
generators. With the help of the formula in Theorem 1.9 we get then actual 
estimates on the relative entropy H(R 1 R,). In view of Popa’s results 
[Poll, mentioned above, the formula also measures how far R is from 
being a factor or in other words, how far NC M is from having the 
generating property. The “worst” case occurs for the free group on n 
generators. Furthermore, the formula confirms the fact (already appearing 
in Popa’s work [Poll) that the operator algebra invariant H(R ) R,) can 
be viewed as a growth invariant for groups. Finally we mention that one 
can view the formula as the defining equation for the entropy h(G, p) and 
hence we can extend in this way the definition of entropy from groups to 
finitely generated discrete Kac algebras (acting on the hyperfinite II, 
factor). 
2. THE ENTROPY OF GROUPS AS GROWTH INVARIANT 
We show in this section that the value for the entropy of the free group 
characterizes the free group characterizes the free group and compute this 
value. The technique used in Kaimanovich’s concept of differential entropy 
[Kal, KaV] (see also [Ka4]) which we recall for the convenience of the 
reader. 
Let G be a countable discrete group with generators ( g,, . . . . g”) and 
nondegenerate probability measure .D. We denote by (G, p) the right (left) 
random walk g + gg, on G with transition probability p( g ) h) = ~(h-‘g) 
(resp. p( g-‘/z)) [Avl, KaV]. Suppose that (B, 1) is a measurable G-space 
with p-stationary probability measure 1, i.e., p * 1(A) =def xgeGp(g) 
A(g-L4)=&4). 
DEFINITION 2.1 [Kal]. The difs erential entropy of the G-space (B, A) 
with respect to p is defined as 
&B, 1, cl) = 1 cL(g) Z(g-‘l I A)> (11) 
geG 
where Z( g-‘A ( 2) = -js ln(dg-‘A/dl)(x) dA(x) denotes the Kullback- 
Leibler distance (or informational deviation) (see [Ku]), and (dg-‘A/dA)(x) 
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is the Radon-Nikodym derivative of the measure g- ‘A with respect o the 
measure A. Note that the absolute continuity of gJ. with respect o I follows 
from .D * A = A and the nondegeneracy of p. Let r be the boundary of 
the random walk (G, p) with exit measure v on IY (f, v) is canonically 
isomorphic (as measure G-space) to the Poisson boundary of (G, CL), i.e., 
the Gelfand spectrum of the Banach algebra of bounded harmonic 
functions on G with the probability measure corresponding to evaluation 
of a harmonic function at the identity of G. It is also isomorphic to the 
active part of the Martin boundary of (G, p) (the Martin boundary of 
(G, p) is the closure of the space of extremal positive p-harmonic functions 
on G in the topology of pointwise convergence; the active part is the 
support of the representing measure of the harmonic function f 1). (r, v) 
is a natural measure G-space and the measure v in p-stationary. One can 
give the following description of the entropy h(G, p) in terms of the 
differential entropy of (r, v): 
THEOREM 2.2 [Kal, KaV]. If the entropy H(p) is finite, then 
h(G,pL)= - 1 Ag)I(g-‘v I v)=E(r,v,~). 
gee 
(121 
For a general measurable G-space (B, A) with p-stationary probability 
easure 1% one has: 
THEOREM 2.3 [Kal, KaV]. If the entropy H(p) is finite, then 
44 4 PL) 9 h(G, PL). (13) 
Kaimanovich [Kal ] and Kaimanovich and Vershik [KaV] give 
necessary and sufficient conditions for equality in (13). The key point 
is the following property of the Kullback-Leibler distance: if Cl and F2 
are two equivalent measures on a space 3, p: TH X a measurabe 
surjection, vi = pa Ci, then Z(v, 1 v2) < I(v’, 1 C2) and equality holds if and 
only if (d?,/&,)(x) = (dvl/dv2)(p(x)). The Radon-Nikodym transform 
UZ: (B, A) H lRG allows us to compare (B, A.) and (J’, v). It is defined 
as [KaV] rn(b)( g) = (dgl/dA)(b) and carries the natural G-action 
g. m(b) = rn( gb), induced by the action of G on B. The Radon-Nikodym 
compact RN(B, A) is the support of the measure rn 0 I and it turns out that 
E( B, 2 , p) = E( RN( B, A), m 0 1, p). (RN( B, A), rn 0 A) is as a G-space a 
quotient of the boundary (r, v). 
THEOREM 2.4 [Kal, KaV]. ZfH(p) is finite, then 
EC4 4 PL) = h(G, PL) 
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for all g E G, almost all y E Z, where p: ZH RN(B, J.) is the abovementioned 
quotient map. 
Proof [ KaV]. 
Using the abovementioned property of the Kullback-Leibler distance we 
get that this equality is equivalent to (dgv/dv)(y) = (dg(rn 0 I)/d(rn o A)) 
(p(y)), for all g E supp p (and hence all g E G) and almost all y E lT Q.E.D. 
We will establish now the announced result. We consider a countable 
discrete group G with generators g,, . . . . g, and p a probability measure on 
G with suppp={g:‘, l<i<n} or {g’l,l<i,<n}u{e}. Let F=F, be 
the free group on the g;‘s, 1~ ib n; i.e., we have a presentation 
1 --) N -+ F + G + 1. Let 71 be the quotient map G H F/N and denote by xi 
the generators of F, i.e., z(xi)=gi, l<i<n. Set xi+n=x,:l, l<i<n, 
x0 = e, g, = n(x,), 0 < i < 2n. We consider on F the probability measure jIi 
which induces ,u on G and is defined by ji(xi) = ,u( gi)/yi, 0 < i 6 2n, where 
yi denotes as above the number of times gi occurs in {g,, . . . . gzn}. We use 
below the notation supp p = { gi,, . . . . g,}, g, # g,, i, # i,, 0 < i,, i, d 2n. We 
prove 
THEOREM 2.5. We have 0 < h(G, p) d h(F, fi) and the equality h(G, p) = 
h(F, fl) holds if and only if G= F. In other words, the value h(F, ji) is 
characteristic for the free group on n generators. 
Remark 2.6. We have already mentioned that it was shown by Avez, 
Kaimanovich and Vershik, and Derrienic that h(G, p) > 0 (11 a probability 
measure on G with finite entropy H(p)) iff there is a nonconstant bounded 
,u-harmonic function (i.e., the Poisson boundary is nontrivial). 
LEMMA 2.7. The boundary (ro, vo) of the random walk (G, p) is a 
mesurable F-space with p-stationary probability measure vo. 
Proof We have a natural measurable action of F on r,, namely 
x . A = R(x)A, where A c r, and the righthand side is the given G-action 
on r,. Note that (r,, vG) is a measurable G-space with p-stationary 
measure vG [KaV]. But then it is easy to verify that vG is p-stationary. 
Q.E.D. 
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LEMMA 2.8. E(T,,v,, p)=h(G,p). 
Proof: 
E(rG, vG, fi) = c p(x) z(x-lvG 1 vG) 
XEF 
= 5 jqx,) Z(x,‘v, 1 VG) 
i=O 
=i~o~z(g;~vG 1 vc) 
I 
= i Agi,Mg,+, I vc)=h(G~L) 
j=l 
since xivG = givG, 0 < i< 2n. Q.E.D. 
The following immediate consequence of Theorem 2.3 can also be found 
in [Avl]. ’ 
COROLLARY 2.9. h(G,p)6h(F,ji). 
The boundary (r,, vF) of the random walk (F, b) can be determined 
explicitly. If jI is supported on the generators and their inverses (and 
possibly the identity) the boundary can be identified with the Martin 
boundary of (F, p), which coincides here with its active part [KaV]. It 
consists of all infinite reduced words xilxi2 . . . in the xi, 1 d i < 2n, with 
xikxjk+, # 1 for all k. The difficulty consists in computing completely the 
exit measure vF (see [DyMa, LeMo, Der2, Fu]). It is given as the unique 
solution of the equation ji * A = 1, I a probability measure of rF [Der2, 
Theorem 61. In particular, this shows that the exit measure for the two 
random walks (F, pr), pc,(xi) = 1/2n, 1 d i< 2n, and (I;, pz), pLz(xi) = 
1/(2n + l), 0 < i < 2n, are the same-it is an easy computation to show that 
if v is stationary with respect to one measure, then it is stationary with 
respect o both. In this case the exit measure vF is given by vF( {y E fF ( y1 = 
a,, . . . . yk=uk})= 1/2n(2n-l)k-1, were y=y1y2...and uie {xi, 1 <id2n}. 
Note that 2n(2n - l)k-l is the number of different words in F of length k. 
Proof of h(G, p) < h(F, p). Suppose G is not a free group on n > 2 
generators. By (14) we need to find an x E F such that on a set of positive 
vF measure we have 
dX(r~oV,) 
d(rn 0 vG) (‘(‘))’ 
We claim that vF((xiwi,wiz...( wi,#x;‘))>O for all 1 <i<2n. Let A 
be the set of all infinite reduced words beginning with xi. Then 
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vF(A) = ji * vF(A) = cj ,C(x,) vF(x,:‘.4). If vF(A) = 0, then vF(x,:‘(A)) = 0, 
for all 0 ,<j,< 2n. In particular v,.(x;‘A) = 0. But x;‘A consists of all 
infinite reduced words that do not begin with x;‘. The complement B of 
this set (i.e., the infinite reduced words beginning with xi’) has measure 1 
and thus 
1= vF(B) = c /2(x,) v&‘B) 
= ii VF(X,T’B) + p(X,“) V,(XiB) 
<,qx,) + jqx; ‘) -c 1, 
since ,ii is nondegenerate and F has at least two generators. This is a 
contradiction, hence our claim is shown. Now let x E N, x = xi, . . . xi, such 
that xi,xi, # 1 (this is possible since N contains at least an F,). Set 
A = (xwi1wi2 . . . ( wiL # xi,’ > c rF, i.e., A consists of all infinite reduced 
words beginning with x. Then x-‘A consists of all infinite reduced words 
that do not begin with xcl. In particular A c x-‘A and there is a 
generator (or its inverse) xi,, #xi, ‘, xi, #xi, such that B = {xi,,wg wi2 .. . ) 
wi, #xi,‘> has empty intersection with A. Note that B t x-lA, hence 
v,(x-‘A) 2 vF(A) + vF(B) > vF(A) since v&B) > 0 as shown above. Thus 
xvF # vF, i.e., dx v,/dv,f 1. However, dx(m 0 v,)/d(m 0 vG) z 1 for all x E N 
since N acts trivially on RN(T,, vG). Q.E.D. 
Remark 2.10. dx v,/dv, is computed in [Der2]. It is equal to K(x, .), 
where K(x, y), x, y E F is the Martin kernel associated to the random walk 
(F, ,G) and K(x, .) is its continuous prolongation to the boundary f,. 
If cp is a real valued continuous function on rF, then h(x) = 
li-, P(Y) W, Y) dvi4) d e mes a harmonic function on F with lim, _ y h(x) = f 
q(y). Furthermore, for every positive harmonic function h there is a unique 
positive Bore1 measure Ah on r, such that h(x) = jrF K(x, y) dAh(y), x E F 
[Der2]. 
It is now very easy to compute the actual value of the entropy h(F, ii). 
We want to do this for the measures p, and pz since they appear naturally 
in Section 1; a general formula can be found in [Kal]. 
PROPOSITION 2.11. 
(15) 
(16) 
2n-2 
W’,p,)=~ln(2n- 11, 
2n-2 
W, 14 = m ln (2n - 1). 
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Proof. Using (12) we get 
w, PI) = - f P,(Xi) ,,F (Y) dVF(Y) 
i=l 
= -; ig, r,p (Y) dV,(Y). 
Denote by Zi the set of all infinite reduced words that begin with xi- ‘. 
Since (d~-~vJdv~)(y) = (2n - l)r(nn)-‘(xn”), whereg, + yin Fand I(.) denotes 
the usual length function (see [Fu]), we get (dx;‘v,/dv.)(y) dvF(y)= 
2n - 1 if y E Ti, (d~;~v~/dv~)(y) dvvF(y) = (2n - 1))’ otherwise. Hence 
W, cc,)= -i ,f 
z=I 
{ v,(T,)ln(2n-l)+v,(T,\f,)ln~ 
2n-2 
=Tln(2n- 1). 
As mentioned above we have the same exit measure vF for (F, pLz). The 
computation for h(F, p(2) is then analogous. Q.E.D. 
We can now give the value for the relative entropy of the core algebras 
R,c R in the case of the free group (see (10) and (16)): H(R I R,) = 
2 In (2n + 1) - (( 2n - 2)/( 2n + 1)) In (2n - 1). In the general case we obtain 
the estimate 2ln(2n+l)- ((2n-2)/(2n+l))ln(2n-1) < H(RI R,)d 
2ln(2n+ 1). 
We want to describe now a different method of computing h(F, fi), based 
on Kolmogoroff’s formula (see [Der3, Pi]), which generalizes the concept 
of differential entropy to continuous groups. Adapting a probabilistic point 
of view, a random walk (G, p) can be described as a G-valued random S, 
with distribution p ‘. Let Sz = ny!, G, X,:: !I2 b G the canonical projection 
onto the jth coordinate. The X,‘s are G-valued random variables which are 
mutually independent and have probability distribution p. The right 
random walk (G, 11) is then described as Sk = X, . . . X,. The entropy H( 5) 
of a random variable 5 is defined as Z(& 0, where Z(5, q) denotes the 
information of 5 with respect to the random variable ye (see [Pi] for more 
details and definitions). An easy computation shows that H(S,) = H(#) 
(the latter denotes Avez’ entropy of a probability measure as defined in the 
Introduction). Hence h(G, p) = lim,, ,( H(S,)/j), i.e., h(G, p) can be viewed 
as the average asymptotic entropy of the random walk (G, CL). Consider now 
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the random walk (Z’, p*) (p2 is the measure naturally appearing in 
Section 1). Denote by L the iZ+-valued random variable “length of a word 
in reduced form.” Applying Kolmogoroff’s formula [Pi, p. 393 
45, rl) + NV, i/5) = Z((L v), 5) (17) 
with 5 = L(S,), q = [ = Sj, we get 
z(L(sj), sj) + EH(Sj/L(Sj)) = z((Sj, L(sj)), sj>, (18) 
where EZ-Z(~/~) = EZ(q, q/t) denotes the average conditional entropy 
[Pi, p. 291. Since L(S,) is subordinate to Sj we get Z(L(S,), Sj) = Z-Z(L(S,)) 
[Pi, p. 461 and since (Sj, L(S,)) and Sj are subordinate to each other 
[Pi, p. 5, (3)], we get Z((Sj, L(S,)), Sj) = H(S,). Thus we obtain from (18) 
the formula 
H(Sj)=H(L(Sj)) + EH(Sj ( L(Sj))* (19) 
We compute the righthand side. L(S,) behaves for big j like a random 
walk on Z defined by v = ((2n - 1)/(2n + 1))6, + (1/(2n + l))& + 
(1/(2n + 1))6 _, . The probability distribution of L(S,) will be asymptoti- 
cally like the one on E coming from v, thus limj, ,(H( L(Sj))/j) = 
h(Z, v) = 0 since Z has polynomial growth. The second term is computed 
by [Pi, p. 30, (3.1.5)] as 
EZZ(Sj ( L(Sj))= f Z(Sj, Sj 1 (L(Sj)=k)) P(L(Sj)=k) 
k= --co 
= f Z(Sj, sj ) (L(S,) = k)) P(L(S,) = k). 
k=O 
The conditional information [Pi, p. 34, (3.1.16)] is obtained as 
zCsj9 sj I tLts,)= k)) 
= ( g, h) ) L(Sj) = k) In p((Sj, Sj)=(g3 h) I L(Sj)=k) 
P(S,=g 1 L(S,)=k)P(S,=h I L(S,)=k) 
IA =k 
since P((S,, Sj) = (g, h) I L(Sj) = k) = 0 if g # h. Sj is equidistributed on 
{ gE G: 1 g] = k} (this corresponds to the above exit measure v,), hence 
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P(Sj=g ( L(Sj)=k) = 1/2FI(2n-l)k-‘, 
1/2n(2n - 1 )k - I. Thus 
P((S,, Sj) = (8, g) 1 L(Sj)=k) = 
OS,3 sj I CLCsj) =k)) = C 
1 
pEF,,g,42@n- 1Y L 
In 2n(2n- l)k-’ 
= In 2n(2n - 1 )k- ‘. 
Therefore 
EH(S, I L(S,))= f ln2n(2n- I)“-‘P(L(S,)=k) 
k=l 
= 2 ln2n(2n- l)“-‘P(L(S,)=k) 
k=l 
=ln2n i P(L(S,)=k) 
( k=l > 
i (k-l)P(L(S,)=k) 
k=l > 
=ln2n f: P(L(S,)=k) 
( k=l > 
+ln(2n-l)(E(L(Sj))-1 +P(L(kSj)=O)), 
where E(L(S,)) is the expectational value of L(S,), which is equal to 
((2n - 2)/(2n -t l))j. The other quantities in the last equation are bounded, 
hence we obtain from (19) 
H(S.1 h(F, p2) = lim * = In (2n - 1) lim E(L(Sj)) 
1-m J , - 7. .i 
2n-2 
=mln(2n- 1). 
We conclude this paper by comparing the entropy h(G, p) to Kesten’s 
invariant I(G) = lim sup,, ,(pk(e))‘jk [Ke], the Grigorchuk-Cohen 
cogrowth q [Co] [Gr], and the usual growth function y(k), which denotes 
the number of distinct elements of G of length 6 k with respect to a fixed 
generating set g,, . . . . g,. 
CAvll 
We obtain the following immediate inequalities 
h(G, p) d ln( lim y(k)““) > (20) 
k-oc 
h(G, p) 2 -2 In A(G, p). (21) 
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Inequality (20) holds for all finitely supported probability measures on G, 
(21) for symmetric probability measures upported on the generators. Note 
that lim, _ o. y(k)““ = c always exists. G is said to have exponential growth 
if c > 1, otherwise G has nonexponential (or subexponential) growth. It is 
a well-known fact that the constant c does not depend on the choice of the 
generating set in G. Inequality (20) implies that h(G, p) = 0 for groups with 
subexponential growth and all finitely supported probability measures. If 
h(G, p) = 0, then (21) implies A(G, p) = 1 and hence G is amenable, using 
Kesten’s fundamental result that amenability of G is equivalent to 
A(G, ,u) = 1 for every nondegenerate symmetric probability measure on G. 
The amenability of G can also be seen directly without using Kesten’s 
result. Kesten computed A(F, p) for the measure p that has equal weights 
1/2n on the generators and their inverses: 1(F, p) = ((2n - 1)/n*)‘/* and a 
simple computation shows that A(F, p2) = (1 + 2(2n - 1)“‘)/(2n + 1). He 
also showed that this value characterizes the free group on n generators. 
The growth invariant q shows a similar behavior as A(G, II). q = 1 iff G 
is amenable and q = 0 iff G is a free groups on n generators (the latter 
holds by definition of q [Co]). Both invariants attain the same value for 
all amenable groups. The group entropy h(G, ,u) also has the feature of 
recognizing the free group on n generators as we have just shown, but in 
addition we can distinguish between different classes of amenable groups. 
Kaimanovich and Vershik [Ka2, Ka3, KaV] give examples of solvable 
groups of exponential growth with positive entropy. Namely they consider 
the groups Gk = C, E z, (E,), xl Zk, k > 1, where Zk acts as Bernoulli shift on 
‘&.,,A(Z,),. They show that h(Gk, CL) > 0, k > 3, and h(Gk, p) = 0, k = 1,2, 
for all finitely supported symmetric measures p on Gk. There is however a 
condition on the entropy of a group G that is necessary and sufficient for 
the amenability of G: a group G is amenable iff there is a probability 
measure p on G whose support generates all of G such that T(G, ,u) is 
trivial. Note that if H(p) < co this implies then h(G, cl) = 0. The example of 
Kaimanovich and Vershik shows that this measure is in general infinitely 
supported. The actual values for h(G,, ,u), k > 3, are unknown. 
Kaimanovich and Vershik show that the Poisson boundary for (G,, ,u), 
k > 3, is nontrivial, the boundary is however not determined completely. 
The known methods of computing the entropy (as described above) do 
therefore not apply. Let us also mention that Kaimanovich gives in [Ka2] 
a lower bound on h(G, p) in terms of a p-harmonic function on G. The 
value of h(G, ,u) depends of course upon the generating set chosen in G and 
a change of generators is really a change of the probability measure on G. 
It does not seem to us like this change of generators is reflected by some 
general principle in the change of h(G, p). 
Let us also point out that h(G, ,u) does not behave well under 
approximation [ KaV]: Kaimanovich and Vershik construct an infinitely 
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supported symmetric probability measure p on S,, the infinite symmetric 
group, such that p has finite entropy and h(S,, p) is positive. However, 
h(S, 7 v) = 0 for every finitely supported measure v on S, (since S, is 
locally finite). Hence h(S,, p) cannot be approximated by h(S,, vk), 
where the measures vk approximate p and are finitely supported. 
Another interesting result in this context was proven by Varopoulos 
[Va]. He showed that h(G, CL) >O (where p is a finitely supported 
nondegenerate symmetric probability measure on G) is equivalent to 
cr(G, p) > 0, where cc(G, p) denotes the average speed of the random walk 
(G, p) (see also [Ca] for a short proof of Varopolous’ estimate [Va] ). 
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