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This thesis presents a study of wave interaction with porous seabeds and porous 
breakwaters by employing a two-dimensional numerical model extended from an 
earlier developed model named COBRAS (Liu et al., 2000). In the present numerical 
model the flow outside the porous media is described by the Reynolds Averaged 
Navier-Stokes (RANS) equations in which the turbulence is modeled by the ε−k  
model. The flow inside the porous media is described by the spatially averaged Navier-
Stokes equations while the effect of porous media is treated by additional resistance 
forces.  
In this study, a theoretical expression to describe the turbulent boundary layers 
subject to flow injection is derived by solving momentum equations and turbulent 
kinetic energy equation. The advection of turbulent kinetic energy is retained during 
the derivation whereas the earlier studies have neglected it. The new solution reduces 
to the universal logarithmic law in case of no flow injection. The leading order terms 
in the series expansion of this solution for the small injection are equivalent to the 
modified log law. The new solution can provide more accurate prediction of bed shear 
stress for a wide range of flow injection rate, fluid type (e.g., from air to water) and 
surface roughness. 
A new porous flow model is derived for the flow motion inside the porous 
media by spatially averaging Navier-Stokes equations while the effect of the porous 
media is treated by additional inertial and drag forces. These forces are modeled by 
assuming uniform equivalent spherical particles within the porous media. Unlike the 
earlier porous flow models, Reynolds number ( Re) is explicitly formulated in this 
porous flow model and the model is found to be valid for wide range of porous flows.  
 viii
The above mentioned theoretical models are incorporated into the COBRAS 
numerical model. The theoretical expression for velocity profile subject to flow 
injection is used to calculate shear velocities at permeable boundaries to describe 
boundary conditions for turbulent kinetic energy and its dissipation rate. The porous 
flow model is used to describe the flow through porous media. The revised numerical 
model is first validated for the study of wave damping over porous seabeds. The 
effects of wave nonlinearity, wavelength and seabed thickness on wave damping are 
studied by using the numerical model. It is found that in shallow water depths, the 
wave nonlinearity has a distinct effect on wave damping whereas in deep water depths 
wave damping is less affected by wave nonlinearity. The results also reveal that both 
short waves and long waves have smaller wave damping when compared to damping 
of waves in intermediate water depths.  
The present numerical model is validated for both long wave and solitary wave 
interaction with porous breakwaters. The model is employed to study solitary wave 
interaction with fully emerged rectangular porous breakwaters. The reflection, 
transmission and energy dissipation (RTD) coefficients when solitary waves interact 
with porous breakwaters that cover the full range of breakwater lengths and porous 
particle diameters are calculated and tabulated in convenient reference for engineering 
design of porous breakwaters. The effects of depth of submergence and porosity on 
RTD coefficients are discussed. The scale effects associated with small scale and large 
scale model tests are also studied. The results reveal that when both Froude number 
and Reynolds number criteria are satisfied the small scale models are able to predict 
reflection and transmission coefficients accurately. 
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1.1 Wave interaction with porous media   
Porous medium in general is defined as a physical constitution of solid particles 
and associated voids that allows the fluid to pass through. In the field of coastal 
engineering, wave interaction with porous media is an important phenomenon and its 
applications include wave interaction with porous seabeds and wave interaction with 
porous structures. Porous seabeds are usually of two types i.e., rigid porous seabeds 
and non-rigid porous seabeds. Rigid porous seabeds allow the fluid to transfer through 
the body without deforming the soil structure. In non-rigid porous seabeds soil 
skeletons are deformed as the waves interact with the beds. When waves propagate 
over a porous seabed a considerable wave energy will be dissipated that will result in 
modifying wave characteristics such as reduction in wave height and change in 
wavelength. Moreover, most of the existing porous structures are permeable that are 
made of quarry stones or artificial blocks and these structures allow the waves to 
transmit through the structure while dissipating wave energy inside the structure. 
Therefore, wave reflection, transmission and energy dissipation mechanisms are 
different in these structures compared with impermeable structures.    
Wave interactions with porous seabeds and porous structures play an important 
role when waves propagate towards the coast due to their contribution to wave energy 
dissipation. Therefore, the knowledge on these interactions is of prime importance 
when designing coastal and maritime structures. In the following sections wave 
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damping over porous seabeds and wave transformation by porous structures will be 
discussed.  
1.2 Wave damping over porous seabeds 
Natural seabeds are composed of permeable boundaries that enable mass and 
momentum transfer across the interface between fluid and porous media. The transfer 
of mass, which can be quantified as seepage flux can be either into the porous surface 
or out of the porous surface. If the seepage flux is into the porous bed, the flow is 
called suction (infiltration) and if it is out of the porous bed, the flow is called injection 
(exfiltration) and flow transpiration refers to both infiltration and exfiltration. The 
reason for flow transpiration through a porous seabed is the pressure variation during a 
wave cycle at the seabed – water boundary. When waves propagate, the bottom will 
experience relatively high pressure under a wave crest and low pressure under a wave 
trough. Therefore, in each wave cycle infiltration occurs under a wave crest and 
exfiltration occurs under a wave trough. However, the net seepage flux is nearly zero 
(Lee et al., 2002a). This seepage flux results in various modifications in characteristics 
of coastal water such as wave characteristics (Lee et al., 2002a), characteristics of 
boundary layer adjacent to a porous seabed (Mendoza and Zhou, 1992; Conley and 
Inman, 1994) and hydrodynamic behavior of sediment particles (Neilson et al., 2001).  
Wave damping is the decay of wave heights due to wave energy dissipation as 
they propagate towards the coast. One of the influences on wave energy dissipation is 
the flow of pore fluid inside the bed. As the flow propagates through the porous media, 
resistances will occur on the flow fluid due to fluid viscosity and the resistance due to 
the interaction of the pore fluid with soil particles. The boundary layer adjacent to the 
water–seabed interface is also an important aspect that contributes to wave energy 
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dissipation. Within this region the flow is significantly influenced by the bed and the 
flow properties are rapidly changed from the flow within the sediment layer to the 
layer of fluid above it. Therefore, the fluid particles are distorted while a considerable 
amount of wave energy is dissipated. Frictional resistance due to the surface roughness 
also contributes to wave energy dissipation. Apart from these energy dissipation 
means, the fluid viscosity itself contributes to wave energy dissipation. Wave energy 
dissipation results in reduction of wave heights when waves propagate over porous 
seabeds.  
Modeling of wave damping over rigid porous seabeds depends on several 
factors. The accuracy of wave damping models heavily depends on the theory that 
describes the wave induced flow motion inside the porous seabed. Apart from this, the 
imposed boundary conditions at the water – seabed interface as well as the theory that 
describes the wave motion significantly influence the accuracy of wave damping 
models. A large number of theoretical models have been developed to investigate wave 
damping over rigid porous seabeds by using different porous flow models, wave 
theories and boundary conditions (e.g., Putnam, 1949; Liu, 1973; Gu and Wang, 1991). 
Certain restrictions, however, apply to these theoretical approaches that will be 
discussed later in Chapter 5. The restrictions that appear in theoretical models can be 
significantly reduced by means of numerical modeling. However, numerical models 
that have been employed to study wave damping over rigid porous seabeds are limited 
probably due to the difficulty of coupling turbulent flow models inside and outside of 
the porous beds. Recently, Chang (2004) studied propagation of periodic and solitary 
waves over porous seabeds by solving two-dimensional Navier-Stokes equations for 
the flow outside the porous media together with adapted Navier-Stokes equations for 
the flow inside the porous media. In his study, the flow outside the porous seabed is 
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assumed to be laminar. The laminar flow assumption neglects the turbulent shear stress 
that may cause significant errors, especially when the waves are highly nonlinear.   
1.3  Wave transformation by porous breakwaters 
Coastal breakwaters are built to provide protection of harbors and beaches from 
ocean waves. Wave reflection, transmission and energy dissipation are the primary 
features of breakwaters. The most common existing breakwaters are permeable that are 
made of quarry stones or artificial blocks. Permeable breakwaters have several 
advantages over impermeable breakwaters. They allow the waves to penetrate into the 
breakwater thus reducing wave reflection. This will reduce the formation of vortices in 
the seaward face of the breakwater that is useful in reducing erosion at the base of the 
structure. Therefore, permeable breakwaters are more stable than impermeable 
breakwaters. In addition, they dissipate more wave energy than impermeable 
breakwaters. Energy dissipation in a porous structure is characterized by two major 
mechanisms, i.e., energy dissipation at the structure (external wave energy dissipation) 
and energy dissipation within the structure (internal wave energy dissipation). In 
engineering designs, by proper selection of breakwater geometry and porous media 
characteristics, wave transmission can be reduced to provide sufficient shelter for the 
leeward side of the breakwater.    
Wave interaction with porous structures forms numerous jets and wakes just 
outside the porous structure. Flow inside the porous structure depends on wave and 
porous media characteristics and the solid particles will exert drag and inertial forces 
from the porous flow. These forces will react as resistances to the flow motion of the 
pore fluid. Due to these reasons, the accuracy of the theoretical or numerical models 
that describe wave interaction with porous structures will depend on the boundary 
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conditions at the interface between the porous media and the outside flow field as well 
as the model that describes the flow motion inside the porous media. In the study of 
wave interaction with porous structures, the theoretical, numerical and experimental 
analyzes are mostly performed to determine the reflection, transmission and energy 
dissipation (RTD) coefficients by which the functional efficiency of a porous 
breakwater is assessed. Theoretical analyzes for reflection, transmission and energy 
dissipation have been performed by several researchers such as Sollitt and Cross 
(1972), Madsen (1974), Sulisz (1985) and others. In these theoretical approaches, 
various simplifications have been made for the outer and inner flow motion such as 
linear wave motion and linearized resistance inside the porous media. In addition, a 
large number of numerical models have been developed to study wave interaction with 
porous structures based on mild-slope equations (Losada et al., 1996), shallow-water 
equations (Cruz et al., 1992) and Navier-Stokes equations (Van Gent, 1995; Liu et al., 
1999). The models based on mild-slope equations only limit to linear waves while the 
flow motion inside the porous breakwater can be described by a linearized porous flow 
model. The shallow-water equations models, on the other hand, can only describe the 
weakly nonlinear and dispersive waves. The limitations of mild-slope equation models 
and depth averaged models can be avoided by the models based on Navier-Stokes 
equations.  
1.4 Modeling of wave and porous media interaction 
The modeling of wave and porous media interaction is based on coupling of 
two models i.e., the model for the flow motion inside the porous media and the model 
for the flow motion outside the porous media such that pressure, stress and velocity 
distributions become continuous at the porous interface. Due to complex interactions 
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between the external and internal flow fields, it is very difficult to obtain appropriate 
boundary conditions at the interface between turbulent flow and a porous wall 
(Mendoza and Zhou, 1992). However, it can be considered that the transition of flow 
properties between inside and outside porous media occurs through the boundary layer 
adjacent to the fluid and the porous media interface (e.g., Liu et al., 1999). During 
wave interaction with porous media, the boundary layer adjacent to the porous media 
will be subjected to either suction or injection depending on the outside flow field and 
the porous media characteristics. In the case of porous structures, this condition 
becomes more pronounced and numerous jets and wakes will be formed just outside 
the porous structure. Due to the interaction between wave and porous media, the flow 
properties within the boundary layer such as velocity, kinetic energy and kinetic 
energy dissipation rate will be changed according to the flow through the interface. 
Consequently, the log law wall function that is applicable for rigid surface will become 
invalid for permeable boundaries and modified forms of logarithmic laws that include 
suction and injection characteristics will have to be incorporated.  
In the modeling of wave interaction with porous seabeds and porous structures, 
the accurate description of the flow inside the porous media also needs special 
attention. Depending on the wave motion outside the porous media and the porous 
media characteristics, the flow inside the porous media may belong to laminar, inertial, 
transition or turbulent flow regions (Burcharth and Anderson, 1995). In the laminar 
and the turbulent flow regions, the viscous (linear) and the turbulent (nonlinear) 
resistances become predominant, respectively whereas in the transition flow region 
both viscous and turbulent resistances may be significant. Moreover, in different 
regions the inertial resistance due to the effects of added mass will also become 
important under certain wave and porous media characteristics. Therefore, in the study 
 6
of wave and porous media interactions, porous flow models that include viscous, 
turbulent and inertial resistances are highly important.       
 It is clear that theoretical formulations to couple flow inside and outside porous 
media need various approximations due to the complexity of the corresponding flow 
fields. Numerical models, on the other hand, become very useful which may involve 
fewer approximations. Numerical models that have been employed to study wave 
interaction with rigid porous seabeds are limited while a considerable number of 
numerical models have been developed to study wave interaction with porous 
structures. Different porous flow models have been incorporated into these numerical 
models that will be reviewed in Section 2.3. Different empirical and semi-empirical 
formulae have also been proposed to model laminar, turbulent and inertial resistances 
in the porous flow models. It has been found that the empirical coefficients associated 
with the empirical and semi-empirical formulae for laminar, turbulent and inertial 
resistances further depend on other parameters such as porosity, Reynolds number 
( ) and aspect ratio of the solid particles (Anderson, 1994; Van Gent, 1995). 
Therefore, in order to correctly represent wide range of porous flows, the Re  
dependent property of frictional forces within the porous media needs to be 
incorporated into the porous flow models. 
Re
1.5 Objectives of the study 
In this study, a two-dimensional numerical model named COBRAS (COrnell 
BReaking wave And Structure), which is based on Reynolds Averaged Navier-Stokes 
(RANS) equations in which the turbulence is modeled by the ε−k  model will be 
employed. The original numerical model called RIPPLE has been modified by Lin and 
Liu (1998) in order to simulate wave breaking and it has been further extended by Liu 
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et al. (1999) to apply for the study of wave and porous media interactions. The model 
has been proven to be valid for various coastal engineering problems such as breaking 
waves in the surf zone (Lin and Liu, 1998), solitary wave runup and rundown on 
sloping beaches (Lin et al., 1999) and wave interaction with porous structures (Liu et 
al., 1999; Garcia et al., 2004).  
In the present study, the COBRAS numerical model will be improved in order 
to study wave and porous media interactions. At first, two new theoretical models: (1) 
a theoretical model to describe the velocity profile of a turbulent boundary layer 
subject to flow injection (2) a non-stationary porous flow model will be derived. These 
models will be implemented into the numerical model for the application of wave and 
porous media interaction simulations. The first model will be used to obtain the shear 
velocities in turbulent boundary layers adjacent to permeable boundaries when the 
boundary layers are subjected to flow injection. However, for turbulent boundary 
layers subject to flow suction, the existing theory in the numerical model (Liu et al., 
1999) will be kept. The shear velocities that are computed from these theories are used 
as input parameters to calculate boundary conditions for kinetic energy and kinetic 
energy dissipation rate at permeable boundaries in the numerical model. The second 
model will be used to describe the flow motion inside porous media. The revised 
numerical model will be employed to study wave damping over rigid porous seabeds 
and solitary wave interaction with rectangular porous breakwaters. The objectives of 
this study can be described in detail as follows:  
1. A new analytical expression to describe the velocity profile of a steady two-
dimensional turbulent boundary layer subject to flow injection will be derived 
by solving coupled Reynolds equations and turbulent kinetic energy equation. 
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Unlike the earlier theoretical models the advection of turbulent kinetic energy 
will be retained during the derivation. The derived expression will be validated 
with available experimental data. The theory may be used to describe the 
velocity profile of turbulent boundary layers adjacent to porous boundaries, 
which are subjected to flow injection. It may also be used to compute 
corresponding bed shear stress. 
2. A porous flow model will be derived based on spatially averaged Navier-
Stokes equations in which the effects of the porous media will be treated by 
additional inertial and drag resistances. The porous media will be regarded as 
an assembly of uniform spherical particles while the additional resistances on 
pore fluid from the porous media will be considered to be the reaction forces 
acted upon pore fluid due to drag and inertial forces exerted on the spherical 
particles from the pore fluid. Reynolds number ( ) will be explicitly 
formulated in this porous flow model by specifying corresponding drag force 
coefficient as a function of Re  in order to correctly represent wide range of 
porous flows.   
Re
3. The above mentioned theoretical models will be implemented into the present 
numerical model that will be used to study wave damping over rigid porous 
seabeds. At first, the results from the numerical model will be compared with 
corresponding results from available theories for wave damping over porous 
seabeds. The model will be validated for wave and porous seabed interactions 
by comparing numerical wave damping results to the results from available 
experimental data. Then the numerical model will be applied to study the 
effects of wave nonlinearity, wavelength and seabed thickness on wave 
damping.  
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4. Solitary wave interaction with rectangular porous breakwaters will be studied 
by using the present numerical model. Firstly, the model will be validated with 
available theories and experimental data for both long wave and solitary wave 
interaction with porous breakwaters. Then a series of numerical tests will be 
conducted to study solitary wave interaction with rectangular porous 
breakwaters. Reflection, transmission and energy dissipation (RTD) 
coefficients for different combinations of breakwater lengths and particle 
diameters will be computed and tabulated for the purpose of reference in 
engineering design of porous breakwaters. The effects of breakwater length and 
particle diameter on wave reflection, wave transmission and energy dissipation 
will be discussed based on the numerical results. In addition, the effects of 
depth of submergence and porosity on RTD coefficients will be studied and the 
scale effects associated with small and large scale model tests will be 
discussed. 
This research will provide two new theoretical models that have both 
theoretical and practical applications in the fields of hydraulics and coastal 
engineering. The new theoretical expression for the velocity profile may be used to 
represent the velocity distribution above permeable beds in open channels, porous 
plates and airfoils when the secondary flow is out of the porous surface and 
perpendicular to the mean flow. In addition, the expression may be useful to determine 
bed shear stress of a turbulent boundary layer subject to flow injection. The theoretical 
model for the flow inside the porous media may be used to couple with the outside 
flow motion in Navier-Stokes equations based numerical models. Since Re  is 
explicitly formulated in this porous flow model, it is applicable for wide range of 
porous flows. The improved numerical model itself may be used as a research tool to 
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study various problems associated with wave and porous media interactions. The 
results of this thesis may contribute to a better understanding of wave damping over 
rigid porous seabeds and wave interaction with porous breakwaters. The RTD 
coefficients for solitary wave interaction with porous breakwaters may be useful for 
the reference in engineering design of porous breakwaters.      
1.6 Outline of the thesis 
 The thesis will be organized as follows: 
Chapter 2 will introduce the fundamental equations that govern any fluid flow 
motion. Then the turbulent boundary layers over impermeable walls, the effects of 
suction and injection through permeable walls on turbulent boundary layers and the 
most commonly used theories to describe velocity profiles in transpired turbulent 
boundary layers will be described. The available porous flow models for stationary and 
non-stationary flows will be reviewed. A brief review on wave damping over porous 
seabeds and wave interaction with porous structures will also be given.  
In Chapter 3, an analytical expression for velocity profile in a turbulent 
boundary layer subject to flow injection will be derived and the theory will be 
validated with available experimental data. Chapter 4 will introduce the COBRAS 
numerical model that is employed for the present research. The governing equations 
for the flow motion outside the porous media will be briefly described. A new porous 
flow model based on spatially averaged Navier-Stokes equations will be derived. The 
boundary conditions and the numerical computation method in the numerical model 
will be discussed.  
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In Chapter 5, available literature on wave damping over rigid porous seabeds 
will be reviewed in detail. The results from the present numerical model will be 
compared with the results from available theoretical wave damping models. The 
numerical model will be validated against available experimental data for wave 
damping over porous seabeds. The well validated numerical model will be employed 
to study the effects of wave nonlinearity, wavelength, and seabed thickness on wave 
damping. 
In Chapter 6, a detailed review on periodic and solitary wave interaction with 
porous breakwaters will be presented. The numerical model will be further validated 
for both long wave and solitary wave interaction with porous breakwaters. Then the 
model will be employed to study solitary wave interaction with fully emerged 
rectangular porous breakwaters with different length and porous particle size. The 
effects of depth of submergence and porosity on RTD coefficients will also be studied. 
Scale effects associated with small and large scale model tests will be discussed.       
Finally, in Chapter 7, the conclusions will be drawn based on the study and 




This chapter introduces the fundamental governing equations for fluid motion 
that will be used throughout this study.  Then it gives a brief introduction to the 
turbulent boundary layers over impermeable walls and explains the influence of 
injection and suction on turbulent boundary layers. The conventional theories for 
velocity profiles in turbulent boundary layers subject to flow transpiration that provide 
the background for the development of a new theory in the present study will be briefly 
explained. Available porous flow models for stationary and non-stationary flows will 
be reviewed.  Furthermore, a brief review on wave damping over porous seabeds and 
wave interaction with porous structures will be given. A more complete review on 
wave damping over rigid porous seabeds and wave interaction with porous structures 
will be presented in Chapter 5 and Chapter 6, respectively. 
2.1 Fundamental governing equations 
 The basic equations that govern any flow motion of Newtonian fluid are the 
Navier-Stokes equations, which state the fundamental physical principles of 
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where  for three-dimensional flows. In the above equations  are the 
th and 
3,2,1, =ji ** , ji uu
−i −j th components of instantaneous velocity vectors,  is the instantaneous 
pressure, and  is the instantaneous viscous stress tensor, ,  are the distances 




−i −j th direction, t  is the time, ρ   is the density (fluid or air) and  
is the th component of the gravitational acceleration. For a Newtonian fluid, the 






















1σ , the instantaneous rate of strain tensor.  
 The above Navier-Stokes equations are valid for turbulent flows as well and 
can be solved by Direct Numerical Simulations (DNS). However, for high Re  flows 
the turbulent eddies can be very fine and the DNS requires that the grid size to be 
smaller than the finest turbulent eddies. Hence, much computer memory and central-
processing-unit time are needed to solve turbulent flow problems with instantaneous 
flow quantities. Therefore, Reynolds Averaged Navier-Stokes (RANS) equations have 
been derived from the Navier-Stokes equations to describe the mean motions of 
turbulent flows. When deriving RANS equations from Navier-Stokes equations, the 
instantaneous flow properties, i.e., velocity and pressure are split into two components: 
a mean quantity and a fluctuation quantity. Then the instantaneous flow variables are 
given by ,  and   in which mean velocity in 
,
iii uuu ′+=* jjj uuu ′+=* ppp ′+=* =ji uu ,
i j  direction, =p mean pressure and prime “ / ” represents the turbulent fluctuations. 
Substituting these components into (2.1) and (2.2) and taking the ensemble average of 































11                                                (2.4) 
where the mean total stress  in which the mean viscous stress  





















1σ  and turbulent shear stress jitij uu ′′−= ρτ  
which is also known as Reynolds shear stress. 
2.2 Turbulent boundary layer 
2.2.1 Turbulent boundary layer over an impermeable wall 
 A flow of a liquid in contact with a solid boundary generates frictional stresses 
between the solid and the liquid which creates high velocity gradient adjacent to the 
wall and this layer is called boundary layer. Depending on the behavior of the flow, 
boundary layers are classified as laminar, transition and fully turbulent boundary 
layers. Turbulent boundary layer flows are often encountered in many industrial and 
engineering applications because many fluid flow processes are turbulent and are 
directly influenced by the presence of a wall. Open channel flows, flow around bridge 
piers, wind blowing in the atmosphere, flow of air around automobiles and aero planes, 
wall jet flows and etc. are some of the examples for turbulent boundary layer flows. 
Turbulent boundary layer is regarded as a composite layer made up of two regions 
namely inner region and outer region (see Fig. 2.1). The inner region represents about 
10-20% of the turbulent boundary layer whereas the outer region represents 80-90% of 
the turbulent boundary layer.  
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 Fig. 2.1. Semi-logarithmic and linear plots of mean velocity distribution across a 
turbulent boundary layer with zero pressure gradient – the figure is from Cebeci and 
Smith (1974) 
Since the flow properties are different in the inner and outer regions, different 
theoretical expressions have been derived to describe the velocity distributions in 
different regions. Velocity distribution in the inner region is dependent on wall shear 
stress, fluid properties such as viscosity and density and distance from the wall. When 
describing the velocity distribution in the inner region, it is considered to be consisting 
of three layers i.e., viscous sub-layer, transitional region and fully turbulent region. In 
the outer region flow characteristics are independent of viscosity of fluid and 
dependent on the distance from the wall. Velocity profiles for each region can be 
derived from the continuity and momentum equations by different approximations. 
Let’s briefly consider the derivation of theoretical expressions for velocity profiles for 
each of these regions in a two-dimensional turbulent boundary layer. 
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Here, we consider a two-dimensional steady and incompressible flow, in which 
 denotes the velocity in the horizontal direction (u −x axis) and v  denotes the velocity 
in the vertical direction ( axis). Then the continuity equation and the momentum 








































111                  (2.7) 
where =yxxy ττ , total shear stress in the −x , −y  direction, =yyxx ττ , total normal stress 
in the −x ,  direction, and −y =g gravitational acceleration.  
Let’s consider a fully developed flow along a horizontal impermeable surface 
under zero pressure gradient. Within the turbulent boundary layer, the variation of all 
the flow variables in the −x  direction can be neglected. Furthermore, the vertical 




xyτ           (2.8) 
Total shear stress xyτ  consists of laminar and turbulent components i.e., 
dy
dum
xy μτ =  and vutxy ′′−= ρτ . Integrating (2.8) in the −y  direction and applying the 
boundary condition at the wall of ,  where 2*ubxy ρττ == bτ  is the bed shear stress and 
 is the shear velocity, we get: *u
2
*uvudy
du ρρμ =′′−           (2.9) 
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In the viscous sub-layer the viscous effects are dominant over turbulence 
effects. Neglecting turbulent shear stress term in (2.9), integrating and applying the 
boundary condition of  at 0=u 0=y  for the resultant equation we get the velocity 
profile for the viscous sub-layer as: 
++ = yu                    (2.10) 
where the dimensionless parameters 
*u
uu =+  and ν
yuy *=+  in which ν  is the kinematic 
viscosity of the fluid. According to (2.10), the velocity is increased linearly with the 
distance from the wall and it is known that a greater part of the velocity change occurs 
within this region.  
In the fully turbulent region, the viscous effects are negligible and turbulent 
shear stress can be approximated by the eddy viscosity relation of 
dy
duvu tν=′′−  where 
tν  is the eddy viscosity of the flow. Within the inner region, the eddy viscosity is 
approximated by *Lut =ν  where yL κ=  (Prandtl’s mixing length) in which 41.0=κ  is 
the Von Karman constant. After substituting these relations into (2.9), integrating in 
  direction and applying the boundary condition of −y 0=u  at  where  is the 
distance to the zero crossing point of the velocity profile gives the universal 











yu κ                    (2.11) 
where ν
0* yuyo =+ . According to Nikuradse’s (1933) experiment for sand roughened 
pipes  is expressed by an exponential function of 0y )exp(0 Bky s κ−=  where  is the 




 In Nikuradse’s (1933) experiment, sand grains were glued to the pipes and he 
assumed that the height of the roughness was equal to the diameter of the sand grains. 
Yalin (1972) found that this approximation is valid if the grains are stationary but for 
movable sediments the effective roughness can be expressed as  in which the 
parameter  depends on the shape of the grain size distribution curve and  is the 
mean particle size. Furthermore, Kamphuis (1974) discussed that when determining 
roughness height, grain size distribution, grain spacing and grain shape are needed to 
be considered. He experimentally found that 
50mdks =
m 50d
902dks =  for fixed beds where  is the 
diameter of the particles that exceeds  of the sample and several other researchers 




 The roughness function  depends on the roughness Reynolds number , 






k *=+ . Based on Nikuradse’s (1933) experiments, it has been 
identified that the flow conditions in the fully turbulent region may belong to three 
regimes depending on the roughness Reynolds number: 
1. Hydraulically smooth regime (  )5<+sk
2. Transitional regime (  )705 ≤≤ +sk
3. Fully rough regime (  )70≥+sk
In hydraulically smooth condition the roughness height is smaller than the 
thickness of the viscous sub-layer and in fully rough condition the viscous sub-layer is 
submerged in the roughness. Therefore,  in hydraulically smooth flows depends on 
fluid viscosity whereas in fully rough flows it depends on surface roughness. The 
roughness function in hydraulically smooth regime and fully rough regime is given by 
0y
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5.5ln5.2 += +skB  and , respectively. In the transition regime it has a smooth 
variation between these two functions having a peak in between. Several investigators 
have proposed composite expressions, which can describe the variation of roughness 
function in the entire regions by fitting into Nikuradse’s (1933) data. For instance, 
Yalin (1992) proposed an empirical expression to fit Nikuradse’s data as (see Fig. 2.2): 
5.8=B
( ) ( )++ −−+= ss kkB 2ln127.0exp3ln5.25.8                 (2.12)  























Fig. 2.2. Roughness function for impermeable walls where data is from              
Nikuradse (1933) 
 Apart from this expression, several other expressions have been proposed by 
some other investigators to fit Nikuradse’s data (e.g., Cheng and Chiew, 1998b; Wu 
and Rajarathnam, 2000).  
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Between the viscous sub-layer and the fully turbulent region is the transition 
region in which both laminar and turbulent stresses become important. Coles (1956) 
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sin2 2  where  represents the dimensionless boundary layer thickness.  +δ
2.2.2 Influence of injection and suction on turbulent boundary layer 
Injection and suction have significant influence on turbulent boundary layer. 
Generally, injection results in enhancement of turbulence while increasing inertia 
effects whereas suction results in reduction of turbulence while increasing viscous 
effects. Therefore, turbulent boundary layers subject to flow transpiration have useful 
applications of turbulence control such as drag reduction, heat and mass transfer 
augmentation or minimization, control of pressure fluctuations, flow separation control 
and etc. (Bushnell and McGinley, 1989). For instance, injection is applied for turbine 
blade film cooling, flow separation control and cooling of electronics. On the other 
hand, suction is used to prevent laminar to turbulent boundary layer transition in 
aerodynamics flows, and to prevent flow separation. Apart from these applications, 
both injection and suction are used to surface drag reduction in turbulent and laminar 
flows by suppressing Reynolds shear stress. In turbulent flows Reynolds shear stress is 
suppressed by injecting high viscous fluids or microbubbles into the turbulent 
boundary layer to achieve relaminarization and thus reduction in frictional drag. On the 
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other hand, for laminar flows the drag reduction is achieved by applying suction, 
which will delay the laminar to turbulent boundary layer transition. Because of these 
applications the study on transpired turbulent boundary layer has become a more 
popular research area today. Numerous investigators have studied the effects of 
injection and suction on the characteristics of turbulent boundary layers such as bed 
shear stress, Reynolds shear stress, turbulent kinetic energy and kinetic energy 
dissipation rate.  
Bed shear stress bτ  and shear velocity  are important characteristics of wall 
bounded turbulent flows which are interrelated as . The decrease of bed shear 
stress in the presence of injection and increase of bed shear stress in the presence of 
suction can be evaluated based on equation (2.9). At the wall, viscous shear stress is 
dominant over Reynolds shear stress and bed shear stress depends on the velocity 
gradient there. Since velocity gradients are reduced with injection, bed shear stress is 
also reduced and vise versa. This has been confirmed by several theoretical, 
experimental and numerical studies.  For example, based on a momentum integral 
equation, Cheng and Chiew (1998b) showed bed shear stress is reduced with the 
increase in upward seepage velocity. The increase of bed shear stress with suction was 
proven by Maclean (1991a), experimentally and by Prinos (1995), numerically. Based 
on the definition of shear velocity,  can be expected to vary with injection and 





It is well known that injection results in increase of turbulence in the near wall 
region whereas suction suppresses them. As a result, velocity fluctuations, Reynolds 
shear stress and turbulent kinetic energy can be expected to increase with injection and 
to decrease with suction. The reduction of velocity fluctuations and Reynolds shear 
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stress in the presence of suction has been proven by several researchers. Schildknecht 
et al. (1979) investigated the influence of suction on turbulence on pipe flows and 
inferred that suction results in reduction of velocity fluctuations even for small rates of 
suction. This was proven by the experimental study by Sano and Hirayama (1984) 
also. Spalart (1988) and Mariani et al. (1993) compared the Reynolds stress budget 
terms in the Reynolds stress equation using direct simulation for a turbulent boundary 
layer over a flat plate with suction and inferred that Reynolds stress is decreased with 
suction. Numerical study by Prinos (1995) revealed that for high suction rates 
Reynolds shear stress is reduced up to 20% of the total shear stress. Reduction of 
Reynolds shear stress with suction and increase of Reynolds shear stress with injection 
was confirmed by Sumitani and Kasagi (1995) based on a direct numerical simulation 
study of turbulent channel flow. In their study, uniform suction and injection were 
applied at two opposite walls, which were kept at different temperatures. They 
observed a slight increase in viscous stress on the injection side and a slight decrease in 
viscous stress in the suction side. The reason for this could be the temperature 
difference on two walls. Sumitani and Kasagi’s (1995) study also provide useful 
information on the characteristics of turbulent kinetic energy and its dissipation rate in 
turbulent boundary layers subject to flow transpiration. Their study inferred that 
turbulent kinetic energy budget terms are increased with injection and decreased with 
suction. Furthermore, they found away from the wall production of turbulent kinetic 
energy is balanced with the dissipation of turbulent kinetic energy and convection of 
turbulent kinetic energy is appreciable only near the wall region. Similar 
characteristics were observed for kinetic energy dissipation rate.   
The above discussed studies have focused on uniform injection or suction 
through a porous surface. The effects of wall transpiration on turbulent boundary 
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layers have been studied under some other different transpiration conditions also. The 
effects of localized injection or suction on turbulence structure have been investigated 
by some other researchers. Antonia et al. (1995) performed experimental 
measurements of mean velocity, velocity fluctuations and shear stress by applying 
suction through a porous strip to investigate the effects of concentrated wall suction on 
a turbulent boundary layer. They found that occurrence of relaminarization of the flow 
immediately downstream of the suction zone. Park and Choi (1999) investigated the 
effects of wall suction and blowing from a spanwise slot on the turbulent boundary 
layer downstream of the slot using direct numerical simulation technique. They found 
increase of velocity fluctuations and Reynolds shear stress downstream of the slot due 
to blowing and decrease of these properties due to suction. Krogstad and Kourakine 
(2000) performed an experiment by injecting air through a porous strip and obtained 
measurements of velocity and Reynolds stress along the downstream of the porous 
strip. These studies provide useful information on the effects of localized transpiration 
on turbulent boundary layers at and downstream of the location of transpiration.   
2.2.3  Effects of transpiration on velocity profiles of turbulent 
boundary layers 
The mean velocity profile of a turbulent boundary layer subject to flow 
transpiration has several deviations than that of a no transpired turbulent boundary 
layer. It is an undisputed fact that injection pushes the streamlines away from the wall 
while suction pulls them towards the wall. Therefore, the mean stream velocity in the 
near wall region should decrease with injection and increase with suction. 
Consequently, the horizontal velocity gradient in the logarithmic region is increased 
and decreased in the case of injection and suction, respectively. Furthermore, the zero 
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crossing point of the velocity profile with the normal axis to the porous wall should be 
shifted upwards and downwards with injection and suction, respectively. These 
modifications of the velocity profile can be observed from the predicted velocity 
profiles by Piomelli et al. (1989) for transpired flows with suction and injection by 
using large eddy simulation. Several other researchers investigated these modifications 
experimentally or numerically for suction or injection. Maclean (1991b) studied the 
velocity profiles subjected to rapid infiltration in open channels, experimentally. 
According to his measurements the velocity closer to the bed is increased while the 
velocity gradient in the logarithmic region is decreased. Prinos (1995) predicted 
velocity profiles subjected to bed-suction in open channel flows, numerically. His 
simulated results also inferred that more uniform velocity distribution with the increase 
of suction velocity and accelerated and decelerated flow in the near wall and the 
central region, respectively. Sumitani and Kasagi (1995) revealed according to their 
direct numerical simulation study carried out on turbulent channel flow with uniform 
wall suction and injection that mean velocity profile is shifted downwards when 
subject to suction and it is shifted upwards when subject to injection. Also, they 
observed a wider logarithmic layer in the case of injection and this observation agrees 
with the finding by Tewfik (1964) who found a thicker boundary layer with injection 
when compared to that without injection. A laboratory study carried out on the effect 
of upward seepage on the variation of flow properties in an open channel by Cheng 
and Chiew (1998a) revealed that a more apparent increase in velocity in the upper 
portion of the profiles than that in the lower portion. These experimental and numerical 
investigations reveal that the law of the wall for impermeable walls is invalid for 
turbulent boundary layers subject to flow transpiration.  
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There have been several theoretical expressions derived to represent the 
velocity distribution in boundary layers subject to flow transpiration. Velocity 
distribution in the viscous sub-layer of a transpired turbulent boundary layer is derived 
by neglecting the variation of flow properties in the −x  direction and considering 
shear stress as purely viscous within the region. Therefore, the continuity and the −x  






duvs μρ =                   (2.14) 
where  seepage velocity. =sv
Integrating (2.14) and applying boundary conditions of 0=u  at  and 0=y 2*udy
du ρμ =  
at , velocity distribution in the viscous sub-layer can be obtained as (Stevenson, 
1963; Simpson, 1967): 
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Theoretical derivation of velocity profile in the fully turbulent region of 
transpired turbulent boundary layers has several approaches involving several 
assumptions. One of the most common approaches assumes that there exists a region 
near the wall where convection terms can be neglected and the shear stress, which 
includes only turbulent stress is given by mixing length hypothesis (Simpson, 1967). 






τρ =                    (2.16) 
Integrating (2.16) and by imposing wall conditions i.e., bxy ττ =  at  leads to 
(Simpson, 1967): 
0=y
sbxy uvρττ +=                    (2.17) 
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and =yκ  mixing length. Integrating (2.18) and imposing boundary conditions i.e., 
 at  where  is the vertical distance to a reference point leads to: auu = ayy = ay
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Simpson (1967) experimentally revealed that within the region , 
there definitely exists a logarithmic region independent of . Therefore, he modified 
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Later this expression has been redeveloped in explicit form of , which is 














s κκ                 (2.21) 
where  is a coefficient that depends on the surface roughness. Derivation of this 
expression by using the momentum equations and mixing length hypothesis can be 
found in Spalding (1977) for parabolic flows and Schlichting (1979).  
sE
Cheng and Chiew (1998b) derived this expression in order to use in open 
channel flows consisting of sediment particles by using momentum equations and 
turbulent kinetic energy equation assuming an equilibrium layer closer to the wall in 
which the rate of production of turbulent kinetic energy almost balances with the rate 
of dissipation of turbulent kinetic energy. Then the expression for velocity profile was 























yu s κκ                 (2.22) 
0y  is expressed as )exp(0 scs Bky κ−=  while an expression for corresponding roughness 










kB                (2.23) 
According to (2.23), the roughness function varies very little with seepage velocity 
within the smooth regime ( ) whereas  within the fully rough 
regime reverts to  at zero seepage velocity.  
5.5ln5.2 += +ssc kB scB
5.8
  Avelino et al. (1999) obtained a similar expression to (2.22) by solving 
continuity equation and momentum equation together with transport equations for 
turbulent kinetic energy and its dissipation rate with the use of perturbation techniques.  
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Apart from above mentioned modified logarithmic laws several other 
theoretical expressions have been proposed to describe the velocity distribution in 
transpired turbulent boundary layers. For example, Silva-Freire (1988) has presented 
an asymptotic solution for wall layer by using perturbation technique and he also 
extended his solution to the outer region.   
The expressions for velocity profiles for fully turbulent regime sometimes have 
been extended to the outer region by adding appropriate wake functions (e.g., see 
Cebeci and Smith, 1974). 
2.3 Porous flow models 
Theoretically, the Navier-Stokes equations are valid for the flow motion inside 
porous media also if the whole configuration by including each void and each solid 
particle is taken into account when describing porous flow (Van Gent, 1992). 
However, due to complex arrangement of the void and the solid particles, the direct 
use of Navier-Stokes equations to describe flow through the voids within the porous 
media becomes unfeasible. Therefore, flow motion in porous media is generally 
described in a rather simplified manner by considering porous medium as a continuum 
in which the velocities and pressures are averaged over small but finite pore volumes.  
The length scale of these pore volumes should be small compared to the physical 
domain and large compared to the typical pore size. Following this approach, a large 
number of porous flow models have been proposed to describe the flow motion in 
porous media for both stationary and non-stationary flows. These models will be 
reviewed in the following two sections.  
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2.3.1 Stationary flows 
The study of flow in porous media dates back to 1856 when Darcy (1856) 
found that the motion of one-dimensional flow can be described by the following semi-
empirical law: 
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∂−= 01ρ  is the hydraulic gradient with 00 ghpp ρ+=  the averaged effective 
pressure where  being the height over a selected datum. In (2.24), 0h U  denotes the 
average flux (discharge velocity) and 
p
p a
k 1=  is the permeability where  is the 








ν=  is 
the intrinsic permeability.  
 Forchheimer (1901) found that for higher  flows, Darcy’s law fails due to 
the turbulence effect. Hence, he extended the Darcy’s law to include a quadratic term 
for the frictional forces induced by the turbulence: 
Re
UUbUaI pp +=                      (2.25) 
The coefficients  and  are dimensional (  and , respectively) and 
depend on several parameters such as porosity, size and roughness of the porous 
material, aspect ratio, and  of the flow. Several investigators have proposed 
empirical formulae for  and  while some others have assumed different analogies 
to derive semi-empirical formulae. For example, Kozney (1927) applied the pipe 
analogy based on hydraulic radius  and pore velocity 





U  where  is the porosity to n
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obtain a semi-empirical formula for .  was defined as the ratio between the pore 
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νκ=                       (2.26) 
where 1κ  is an empirical coefficient.  
Carman (1937) modified (2.26) by assuming spherical obstacles with particle 












21 να −=                     (2.27) 
where 136κα =p . Carman (1937) proposed that the coefficient 51 =κ  by comparing the 
proposed expression with the experimental data. Expression (2.27) is known as 
Kozney-Carman expression.  
Ergun (1952) applied the pipe analogy for the quadratic term while keeping the 
linear term same as the Kozney-Carman expression, however, with a different 
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where the empirical coefficients take the values of 150=pα , 75.1=pβ .  
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Engeland (1953) also applied the pipe analogy for the quadratic term while the 





31 να −  where  is the 
diameter of a sphere that has a volume equal to the average volume of the grains. The 
proposed expression reads: 
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The ranges for the empirical coefficients were suggested as 1500780 −=pα  and 
6.38.1 −=pβ . 
Ward (1964) followed a different approach to derive a semi-empirical theory 
for the flow in porous media. He used the dimensional analysis to obtain an expression 
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The coefficient  that has been introduced in the nonlinear term is obtained by 
fitting into experimental data. 
55.0=fC
The Reynolds number dependency of the above discussed porous flow models 
can be demonstrated by re-arranging the expressions by defining  with different 
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where ( ) ppp nf βα +−= Re
1  in which ν
pdU=Re . 
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 The reviewed literature on stationary porous flow models suggests that many 
different expressions have been proposed for the friction terms while the values of the 
coefficients  and  vary in a wide range. The empirical coefficients pa pb pα  and pβ  also 
take different values depending on size, surface roughness, grading, orientation and 
aspect ratio of the solid particles, and Re  of the flow (Burcharth and Anderson, 1995).  
Shih (1990) carried out an experiment to determine the dependency of the 
coefficients pα  and pβ  in Engelund’s expression [equation (2.29)] on particle size. He 
found that the coefficient pα  is increased with  while coefficient 215d pβ  is decreased 
exponentially with  where  is the diameter of the particles that exceeds  of 
the sample. The expressions for 
15d 15d %15








⎛×+= − να                 (2.32) 
⎥⎦
⎤⎢⎣
⎡ ×−+= − 153
1
2
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Among the porous flow models linear porous flow models [e.g., equation 
(2.24)] can be used for low  flows while for high  flows, nonlinear porous flow 
models [e.g., equation (2.25)] have to be used. However, since the mathematical 
treatment of the nonlinear resistance term is difficult in theoretical formulations, 
theoretical models based on nonlinear porous flow equations need linearizing 
techniques to simplify the mathematics. For example, the linearization of (2.25) reads: 
Re Re
( ) UfUUbaI pp =+=                       (2.34) 
where  is the linearized resistance coefficient. The usual practice to obtain the 
linearized friction coefficient is by applying the Lorentz’s principle of equivalent work 
f
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in which the energy dissipation from a nonlinear system is equated to the energy 
dissipation from an equivalent linearized system within a certain duration.  
2.3.2 Non-stationary flows 
 For the non-stationary flows, the effects of inertia become significant and 




∂++=                  (2.35)  
where  is a dimensional coefficient ( ). For the unsteady flows in porous media, 
the coefficient  has been found to be larger compared to that for normal unsteady 
flows. The reason for large  is due to added mass phenomenon. The added mass 
effect refers the additional momentum required to accelerate water in a porous 
medium. The acceleration due to added mass effect is related to the displaced fluid 
volume, which is equal to volume of solid.  Therefore, the extra acceleration term 
















np 1γ  where ( np −1 )γ  represents the virtual mass correspond to unit fluid 
volume and pγ  is the virtual (added) mass coefficient. Based on oscillatory flow 
experiments, Hall et al. (1995) concluded that  is a constant for a given medium.  pc
The term UUbUa pp +  for oscillatory flows is larger than that for stationary 
flows due to influence of inertia (Van Gent, 1995). This is mainly due to the fact that 
the coefficient  is larger for oscillatory flows and  depends on the Keulegan-pb pb
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Carpenter ( ) number, which is defined as KC
D
TUKC ˆ
ˆ=  where U  is a characteristic 
velocity, 
ˆ
T  is the wave/oscillation period and Dˆ  is a characteristic length.  
 Several other investigators have derived non-stationary porous flow models 
either from the Navier-Stokes equations or from fundamental principles. However, 
different investigators have treated inertial, linear and nonlinear terms differently. 
Sollitt and Cross (1972) performed temporal and pore volume averaging of Navier-
Stokes equations in a finite control volume where the local flow variables were 
resolved into three components i.e., average flow variable, a spatial fluctuation term 
and a time fluctuation term. The resistance force due to virtual mass was distributed 
over fluid volume and convective acceleration term was neglected. The fluctuation 
terms resulted from averaging process together with the laminar stress term were 
modeled by the steady state resistance force proposed by Ward (1964). The proposed 
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Madsen (1974) derived a non-stationary porous flow model by applying 
momentum equation for an elementary control volume. The forces acting on the fluid 
within the control volume were the pressure force and the resisting force. The resisting 
force included two components i.e., a drag force which consists of laminar and 
turbulent resistances and an inertial force. The inertial force was related to volume of 
water and volume of solid and the derived momentum equations in two-dimension 































γ               (2.38) 
where V  is the average flux in −y  direction. The coefficients  and  were 
according to the forms proposed by Engelund (1953). Since there was not much 
available information on virtual mass coefficient at that time, Sollitt and Cross (1972) 
and Madsen (1974) assumed 
pa pb
0=pγ . 
Van Gent (1992) proposed a porous flow model by adapting Navier-Stokes 
equations for direct use for flow in porous media. The proposed equations for a two-
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Based on a series of experiments conducted in an oscillating U-tube tunnel, Van Gent 
(1995) proposed the values for the friction coefficients as 1000=pα , 1.1=pβ  and 
34.0=pγ . 
Liu et al. (1999) proposed a porous flow model based on the spatially averaged 
Navier-Stokes equations in which the fluid variables were decomposed into a spatially 
averaged quantity 
n
U  and a spatially fluctuated quantity 
n
U ′′ . The derived spatially 
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The last term on the right hand side of (2.44) was modeled by a combination of linear 















′′∂−               (2.46) 
Equation (2.45) was similarly treated. The formulae proposed by Van Gent (1995) for 
,  and  have been used with pa pb Ac 200=pα , 1.1=pβ  and 34.0=pγ . 
Huang et al. (2003) presented adapted Navier-Stokes equations similar to Van 
Gent (1995). The resistance force was included similar to Sollitt and Cross (1972) by 
incorporating steady state resistance force by Ward (1964). However, the convective 
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and viscous terms that were neglected by Sollitt and Cross (1972) were retained.  The 
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2.4 Wave damping over porous seabeds 
2.4.1 Wave damping over rigid porous seabeds 
A large number of theoretical studies have been performed to study wave 
damping over rigid porous seabeds. Putnam and Johson (1949) considered wave 
energy loss due to bottom friction to obtain a formula for wave energy dissipation. 
Putnam (1949) determined loss of wave energy due to bottom friction and percolation 
by assuming Darcy’s law. Wave damping over rigid infinite porous seabeds have been 
studied by solving the boundary value problem by a number of researchers (Hunt, 
1959; Murray, 1965; Liu, 1973). These studies were limited by the fact that they are 
based on small amplitude wave theories with viscous flow in porous media. For finite 
porous seabeds, Liu and Dalrymple (1984) obtained a complex wave dispersion 
relationship by applying Dagan’s porous flow model to describe the flow through the 
porous media. The same problem was investigated by including the effect of the 
nonlinear frictional resistance to the porous flow model by Gu and Wang (1991). Since 
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the mathematical treatment of the nonlinear resistance term is difficult in theoretical 
formulations, linearizing techniques have been used to simplify the mathematics.  
Wave damping over rigid porous seabeds have been studied, experimentally by 
several researchers (e.g., Savage, 1953; Özhan and Shi-Igai, 1977; Sawaragi and 
Deguchi, 1992). These investigations provide useful information on the effects of 
bottom friction, percolation and boundary layer on wave damping over porous seabeds. 
Savage’s (1953) experiment inferred that percolation has significant influence on wave 
damping for coarse sands. Gu and Wang’s (1991) laboratory experiments on standing 
waves oscillating over a porous bottom revealed that the boundary layer at the 
interface is an important issue in wave damping prediction. On the other hand, 
Sawaragi and Deguchi’s (1992) experiment of periodic wave damping over porous 
seabeds showed that the effects of boundary shear on wave damping are negligible 
when compared to the effects of permeability. 
2.4.2 Wave damping over non-rigid porous seabeds 
Studies on non-rigid porous seabeds consider the soil as a deformable porous 
medium and solve Biot’s (1941) consolidation equations for pore pressure and soil 
displacements. In Biot’s theory the elastic deformation of the porous medium, which 
obeys Hooke’s law, the compressibility of pore fluid and the Darcian flow of pore fluid 
are taken into account (Yamamoto et al., 1978). Probably, the first theoretical analysis 
of wave damping over non-rigid porous seabeds of infinite thickness was undertaken 
by Gade (1958). He derived a dispersion relation in the form of several simultaneous 
equations, which he solved to yield the wave damping. Dalrymple and Liu (1978) and 
Macpherson (1980) analyzed the problem by considering small amplitude wave theory. 
Mei and Foda (1981) derived a set of equations for wave interaction with porous 
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seabeds based on Biot’s theory following boundary layer approximation method. 
These theories were based on different assumptions for the compressibility of the 
porous soil and the pore fluid. In these studies it was assumed that the displacement of 
the seabed due to wave action is small and the porous flow can be sufficiently 
described by the Darcy’s law. Thus, the energy dissipation due to the nonlinear friction 
was neglected. However, these investigators were unable to get simpler wave 
dispersion relationships.    
Recent theoretical investigations on wave damping over non-rigid porous 
seabeds solve the Biot’s equation together with continuity and momentum equations 
by employing a complex wave number (e.g., Jeng et al., 2001; Lee et al., 2002a). Jeng 
(2000) derived a complex wave dispersion relationship for porous seabeds of infinite 
depth by solving Biot’s consolidation equation together with the equation of motion 
under plane strain condition. The porous flow was assumed to satisfy the Darcy’s law. 
In his formulation, the acceleration generated by soil particles was not included into 
the equation of motion. His study revealed that the incident wave angle and 
characteristics of the seabed directly affect the wavelength and wave profile. Jeng et al. 
(2001) derived a more complete wave dispersion relationship by including the term to 
represent the acceleration generated by soil particles. In their theory Darcy’s law was 
replaced by the momentum equation which incorporates the linear and inertial 
resistances. They found that the soil type and degree of saturation affect the magnitude 
of seepage flux. The seepage flux was larger in coarse sand than in fine sands. 
However, seepage flux increased as degree of saturation decreased. Later Jeng and Lee 
(2001) extended the solution of Jeng et al. (2001) by including acceleration generated 
by pore fluid. Their study revealed that the wave driven seepage flux is also affected 
by wave periods and water depth. The seepage flux was larger in either shallow-water 
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or under the action of longer period of waves. Several theoretical studies have been 
performed to study wave damping over finite porous seabeds (e.g., Lee et al., 2002b; 
Sun et al., 2003) and they revealed that the wave damping depends on the thickness of 
the sediment layer. However, there is no reported theoretical model for wave damping 
over non-rigid porous seabeds that incorporates the nonlinear resistance in the 
momentum equation.  
2.5 Wave interaction with porous breakwaters 
2.5.1 Interaction of periodic waves with porous breakwaters 
Most of the existing theoretical studies related to wave interaction with porous 
breakwaters have assumed linear periodic waves and rectangular breakwater shapes. In 
these studies, the energy dissipation inside the structure has been taken into account 
through the linearized friction coefficient, which is evaluated by applying Lorentz’s 
principle of equivalent work. Incorporating linearized friction coefficient, several 
theoretical expressions for reflection and transmission coefficients have been derived 
for linear wave (e.g., Sollitt and Cross, 1972), linear long wave (e.g., Kondo and 
Toma, 1972; Madsen, 1974), and linear oblique wave (e.g., Dalrymple et al., 1991) 
interaction with rectangular porous breakwaters. Attempts have also been made to 
extend these models for breakwaters of trapezoidal shape (Madsen and White, 1975) 
and arbitrary shape (Sulisz, 1985). Wave reflection and transmission by other non-
conventional porous breakwaters such as Jarlon-type structures (Isaacson et al., 2000) 
and multislice structures (e.g., Twu and Chieu, 2000; Twu et al., 2002) have also been 
addressed, theoretically.  
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Contrast to analytical approaches, direct numerical modeling has the advantage 
of dealing with composite breakwaters, inhomogeneous porous media, nonlinear 
waves and nonlinear frictional force. Numerical investigations pertaining to periodic 
wave interaction with porous structures have been carried out by several researchers 
with the models based on potential flow theory (e.g., Gu, 1990; Mallayachari and 
Sundar, 1994), shallow water equations (e.g., Wurjanto and Kobayashi, 1993) and 
Navier-Stokes equations (e.g., Van Gent et al., 1994; Troch and de Rouck, 1998; Liu et 
al., 1999).  
The wave reflection, transmission and energy dissipation characteristics of 
periodic wave interaction with porous breakwaters have been studied experimentally 
by a considerable number of researchers. The effects of incident wave characteristics 
such as wave length, wave height and wave period and breakwater properties such as 
thickness, depth of submergence and porosity on functional efficiency of porous 
breakwaters when periodic waves interact with porous breakwaters have been 
addressed by performing physical experiments (e.g., Sollitt and Cross, 1972; Kondo 
and Toma, 1972; Dattatri et al., 1978).  
2.5.2 Interaction of solitary waves with porous breakwaters 
In the last two decades, nonlinear wave interaction with coastal structures has 
received a considerable amount of attention. This is due to the fact that in real 
situations waves can be highly nonlinear. In most of the related studies, solitary waves 
have been considered since they represent nonlinear waves in shallow water that can 
be described with only two parameters i.e., wave height H  and water depth .  h
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  Several, semi-empirical, theoretical and numerical studies have been performed 
to study reflection and transmission of normal incident solitary waves by rectangular 
porous breakwaters. Vidal et al. (1988) derived a semi-empirical theory for reflection 
and transmission coefficients by using a linearized form of Boussinesq equations 
within the fluid domain. Silva et al. (2000) used the plane-wave approximation to 
derive theoretical expressions for reflection and transmission coefficients. Liu and 
Wen (1997) and Lynett et al. (2000) studied reflection and transmission characteristics 
by using numerical models based on Boussinesq equations. In these studies, the 
nonlinear friction loss within the porous region has been linearized. Huang et al. 
(2003) studied solitary wave interaction with submerged breakwaters, numerically. 
However, in their numerical model the turbulence effects were not included. 
2.6 Conclusions   
 In this chapter, a literature review that helps to develop the necessary 
background for the present study is given. The Navier-Stokes equations and the RANS 
equations are introduced. Based on RANS equations, the derivation of analytical 
expressions for velocity profiles in different flow regimes in a turbulent boundary layer 
above an impermeable wall is outlined. The effects of suction and injection through a 
porous wall on the characteristics of a turbulent boundary layer are discussed. The 
available analytical expressions for velocity profiles in viscous and fully turbulent 
regimes of a transpired turbulent boundary layer are reviewed. It can be concluded that 
the flow transpiration through a porous surface has a significant influence on the 
characteristics of turbulent boundary layer as well as on the velocity profile. However, 
it is noted that the available theories for velocity distribution in transpired turbulent 
boundary layers are based on the assumption of existence of a shear layer adjacent to 
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the porous boundary in which the production of turbulent kinetic energy is balanced 
with the dissipation of turbulent kinetic energy.  
 The available porous flow models for stationary and non-stationary flows are 
reviewed. It is understood that the accuracy of the modeling of flow motion inside the 
porous media depends on the empirical formulae and coefficients that are used to 
describe the friction terms. Several empirical formulae for linear and nonlinear 
resistances have been proposed for both stationary and non-stationary flows. For non-
stationary porous flow models the effects due to added mass is also need to be included 
for the inertia term. Furthermore, the unsteady flow through porous media results in 
the increase of nonlinear resistance term compared to the steady flow through porous 
media and the effects are incorporated by  number into the nonlinear term. Several 
researchers have attempted to give theoretical basis for the empirical formulae for 
linear, nonlinear and inertial terms while the coefficients associated with these 
formulae have been determined through experiments. However, the proposed 
coefficients have also been found to be depending on several parameters such as 
porosity, roughness, Reynolds number, and shape factor.        
KC
      The available studies on wave damping over porous seabeds and periodic and 
solitary waves interaction with porous structures are briefly reviewed. A more 




TURBULENT BOUNDARY LAYER FLOWS ABOVE A POROUS 
SURFACE SUBJECT TO FLOW INJECTION 
3.1 Introduction 
In Section 2.2, theoretical expressions that have been derived to represent the 
velocity profiles in turbulent boundary layers over impermeable and permeable walls 
were discussed. For turbulent boundary layers subject to flow transpiration, currently 
the most generalized expression for velocity distribution is expressed as (2.22), which 
has been derived by several investigators by following different approaches (e.g., 
Spalding, 1977; Schlichting, 1979; Cheng and Chiew, 1998b). In Cheng and Chiew’s 
(1998b) derivation approximation was made by assuming that there exists an 
equilibrium layer in which the production of turbulent kinetic energy is balanced by 
the dissipation of turbulent kinetic energy. This, however, is only valid when mass flux 
through the boundary is weak. When the mass flux is strong, the convective effect 
which is directly related to the flow transpiration may contribute to the process and the 
effect needs to be considered to arrive at a more appropriate theory. In this chapter, we 
shall present a derivation of a new analytical form for velocity distribution in the fully 
turbulent region by retaining the advection of turbulent kinetic energy in the derivation. 
To simplify the analysis, the turbulent energy diffusion will be neglected and we will 
further restrict ourselves to injection flows only. The new theory will be compared 
with the existing theory of the universal logarithmic law, modified logarithmic law and 
the available experimental data for velocity distribution. Furthermore, the theory will 
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be employed to predict bed shear stress in the turbulent boundary layers subject to flow 
injection. 
3.2 Derivation of analytical expressions 
3.2.1 Mathematical formulation 
3.2.1.1  Governing equations 
Similarly in Section 2.2, here also we consider a two-dimensional steady and 
incompressible flow and hence the continuity equation and the momentum equations 
given by equations (2.5), (2.6) and (2.7) are applied. In addition, the two-dimensional 








































txyyxyyxx                                      (3.1) 
where  is the turbulent kinetic energy and k ε  is the dissipation rate of turbulent 
energy. In (3.1), =tν eddy viscosity and =kσ an empirical constant. The terms on the 
left hand side of equation (3.1) represent the advection of turbulent kinetic energy. The 
first four terms on the right hand side represent the rate of production of turbulent 
kinetic energy by the work against shear stresses and the next two terms represent the 
diffusion of turbulent kinetic energy and the rate of dissipation of turbulent kinetic 




3.2.1.2 Mathematical simplification 
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Fig. 3.1. Illustration of flow in the inner region of a turbulent boundary layer above a 
horizontal permeable bed subject to injection 
Now let’s consider the velocity profile of a turbulent boundary layer above a 
horizontal permeable bed subject to flow injection with a uniform velocity v  (Fig. 
3.1). The figure illustrates the velocity distribution in the three regions within the inner 
region of a turbulent boundary layer i.e., viscous sub-layer, transitional region and 
fully turbulent region. Among them our interested region in this study is the fully 
turbulent region. In this region, the variation of velocity, pressure and stress in the 








and the boundary condition of v =  at 0=y  into the continuity equation (2.5), v  has 






1            (3.2) 
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Integrating (3.2) in the −y direction and applying the boundary condition of 
bxy ττ =  when 0=y  (Simpson, 1967), we have: 
sbxy uvρττ +=            (3.3) 
Similar to the momentum equation, in the turbulent kinetic energy equation 
(3.1), variations of all the variables in the horizontal direction can be neglected. This 
approximation is based on the boundary layer assumption of yx ∂∂<<∂∂ , which is 
applicable for fully developed boundary layers. If we further neglect the diffusion term 
to simplify the analysis and apply the continuity equation of 0=∂
∂
y








kv xys           (3.4) 
According to Townsend (1956), the turbulent kinetic energy  can be related to 
Reynolds shear stress 
k
vu ′′− ρ  as follows: 
a
kk
vu xy 2=≈′′− ρ
τ
ρ
ρ            (3.5) 
where shear coefficient and the molecular effect is neglected in this fully turbulent 
region. Based on an experimental study conducted in the range of  
in which  is calculated based on mean velocity and half channel width, Pimenta et al. 
(1979) found  for boundary layers with and without blowing. Furthermore, 
they found  was same for both smooth and rough walls for all tested velocities. 
Bradshaw et al. (1967) conducted numerical studies for turbulent boundary layers 






15.0=a . In this study, it is assumed that the 
variation of the value of a  for different flow conditions is small and the value of 
 is used throughout the following analysis.  15.0=a
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The turbulent energy dissipation rate ε  in (3.4) can be related to a turbulent 












ε                                              (3.6)                        
where  is the mixing length. This relation is true for different classes of turbulent 
flows such as isotropic turbulent flows, homogeneous turbulent flows and 
inhomogeneous turbulent flows without mean velocity gradients (Townsend, 1956). 
Cheng and Chiew (1998b) used relation (3.6) to derive an analytical expression for 
velocity profile of a turbulent boundary layer subject to upward seepage and ended up 
with the modified logarithmic law, which has been derived by some other investigators 
by following different approaches. This implies that relation (3.6) is valid for 
L
0≠sV . 
The mixing length in (3.6) can be approximated by the Prandtl’s mixing length theory 
( yL κ= ) near the wall of a turbulent boundary layer subject to flow injection. It has 
been proven by several investigators that the value of κ  is independent of the injection 
rate and its value is nearly equal to 0.41 (e.g., Stevenson, 1963; Andersen et al., 1975). 
Therefore, in this study 41.0=κ  is used. 




























τ         (3.7) 
3.2.1.3 Analytical solution 
The simplified momentum equation (3.3) can be substituted into the simplified 
turbulent kinetic energy equation (3.7) to eliminate xyτ : 
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ρτ      (3.8) 
Conventionally, the bed shear stress is defined as , where  is the 
frictional velocity. With this definition, the density in (3.8) will be cancelled out and 
equation (3.8) further reduces to: 
2
*ub ρτ = *u























s κ       (3.9) 
Considering that in (3.9) only u  is the function of , the partial differentiation 
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++ κ                 (3.11) 
where  is the integration constant, which can be determined given a reference point 

















































1112 κ              (3.12) 
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where the dimensionless variable 
*u
u
u bb =+ . 
 Equation (3.12) is the implicit expression for the dimensionless horizontal 
velocity ( ) with respect to the vertical coordinate ( ). Hence, an iteration method 
needs to be used to compute the velocity at a certain distance away from the wall, 
given that the reference point is known. However, equation (3.12) can be further 






































































































































































































































































































































































































































































































































































































Each of the above four solutions provides either a real or a complex value of 
 as the function of y . The graphical representation of the four explicit solutions is 
illustrated in Fig. 3.2. For this illustration, ,  and  are selected as 
input parameters. It is noted that only the real values of  are plotted whereas the 
complex values are neglected. Two of the explicit solutions form a curve that has a 
minimum [i.e., (3.13) and (3.14)] and other two form another curve that has a 
maximum [i.e., (3.15) and (3.16)]. The horizontal coordinates of the deflection points 
can be obtained by considering the derivative of the velocity profile given by (3.12). 
















+=                    (3.17) 
For the deflection points 0=+du
dy . Thus, from (3.17) the dimensionless horizontal 









22                     (3.18) 
According to this expression, with the increase of the injection rate the horizontal 
coordinate of the deflection point is shifted from the negative infinity, which is for zero 
transpiration condition toward the positive value.  



















Fig. 3.2. Graphical representation of four general explicit solutions for horizontal 
velocity when ,  and   1=+sv 5=+bu 1.0=+by
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3.2.2 Determination of   and  +bu by
Different researchers have used different approaches to specify the reference 
points when deriving the expressions for velocity profiles. For instance, Simpson 




y *=+  by using his 
experimental data when an expression for the velocity profile subject to flow injection 
was proposed. The more common approach, which has been included in both the 
universal logarithmic law and the modified logarithmic law, is to specify the zero 
crossing point as the reference point (i.e.,  at 0=+u 0yy= ). In this approach,  is 
defined as: 
0y
)exp(0 Bky s κ−=                     (3.19) 
where  is the surface roughness and sk B  is the roughness function. Empirical formulae 
have been developed to define the roughness function [e.g., equation (2.12)].  
In this study, we decide to use a different way to define a reference point by 
taking the advantage of the special characteristics of analytical solutions from (3.13) to 
(3.16). According to Fig. 3.2, two curves that are formed by four explicit solutions do 
not represent a physically meaningful velocity profile for the full vertical range. This is 
because both horizontal and vertical coordinates in the reference point are selected 
arbitrarily. Similar to universal logarithmic law and modified logarithmic law we need 
to fix the horizontal coordinate in the velocity profile. Therefore, by forcing the 












                   (3.20) 
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two curves will pass through this common deflection point (see Fig. 3.3). 



















Fig. 3.3. Graphical representation of four specific explicit solutions for horizontal 




The vertical coordinate of the reference point  can be expressed in the same 
way as that in (3.19), i.e.,  
by
)exp( ssb Bky κ−=                                                  (3.21) 
Apparently, we need to define a different roughness function sB . From the dimensional 
analysis we can have  where the roughness Reynolds number ),( ++ sss vkB ν
s
s
kuk *=+ . Further 
analysis with the use of extensive experimental data, the procedure of which is detailed 
in the Appendix A, suggests that the roughness function has the following form: 
)()( 21
++ += sss vBkBB                      (3.22) 
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where 










                    (3.24) 
In (3.23) , 42.41 =c 171.02 =c , 963.03 =c  and .  512.04 =c
3.2.3  Interpretation of the analytical solution  
3.2.3.1 Final solution 
As mentioned above, after defining the reference point as the deflection point, 
four explicit solutions of  meet at this point as shown in Fig. 3.3. Only solutions 
(3.13) and (3.16) are realistic which will be kept as the final solutions and they are re-
expressed as follows: 
+u
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According to (3.25) and (3.26) together with the expressions for  and  in 
(3.20) and (3.21), the vertical distributions of  with the increase of the injection 
velocities are presented in Fig. 3.4. In this figure, we can observe that with the increase 
of the injection rates the deflection points are shifted upwards and rightwards. The 




( )0=+u  when the dimensionless 
injection rate reaches the critical value of avs 2=+ . The injection rate less than *2 ua  
can then be classified as the low injection rate and larger than *2 ua  the high injection 
rate, respectively. 
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Previous investigations have revealed that closer to the bed the values of dydu  
decreases with the increase of the injection velocity, representing the reduction of bed 
shear stress (e.g., Sumitani and Kasagi, 1995). In addition, the distance to the zero 
crossing point from the porous surface is increased. All of these features have been 
qualitatively captured by the new theory under the flow injection as shown in Fig. 3.4. 




























Fig. 3.4. Velocity profiles under zero (conventional logarithmic law), low, critical and 
high injection velocity 
3.2.3.2 Asymptotic solution for low injection rate 
We now present the limiting case of the velocity profiles when the injection 
rate is small. Taylor series expansion of (3.25) around  gives the series 











































































































































            (3.27) 
The significance of solution (3.27) is that it can be reduced to the universal 
logarithmic law with zero transpiration rates, i.e., . Furthermore, in (3.27) the 
leading order terms upto 
0=+sv
( )+svO  are equivalent to the modified logarithmic law (Cheng 
and Chiew, 1998b) that has neglected the advection of turbulence. Therefore, it is clear 
that the inclusion of the advection of turbulent kinetic energy results in the rest of 
higher order terms under this circumstance. These higher order terms can become 
significant with the increase of the injection rates. Table 3.1 demonstrates the 
contribution of these higher order terms to the velocity a certain distance above the 
permeable surface. 
Table 3.1. Demonstration of the significance of higher order terms by comparing the 
predicted values of velocities by using universal log law, modified log law and new 
theory 
  
+u   
  
+










modified log law 
(C3-C2)/C2  
 (%) 
Deviation of  
new theory 
(C4-C2)/C2   
(%) 
0.137 21.708 23.178 23.322 0.0677 0.0743 
0.258 23.093 27.242 27.516 0.1797 0.1915 
0.610 26.335 37.358 38.445 0.4185 0.4598 
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3.2.4 Comparison with experimental data 
 A considerable number of experiments have been carried out to measure 
velocity profiles and bed shear stresses in turbulent boundary layers subject to flow 
injection.  Most of these experiments are found in aerodynamics and some in 
hydraulics. In this section, we shall validate the derived new theory with the available 
experimental data. As the benchmark work, the new theory is also compared to the 
universal logarithmic law and modified logarithmic law (e.g., Cheng and Chiew, 
1998b). The experimental data are from McQuaid (1967), Simpson (1967), Julien et al. 
(1971) and Cheng and Chiew (1998b). These experiments will be briefly reviewed first.   
3.2.4.1 Review on experiments 
McQuaid’s (1967) experiment  
 The experiments were conducted in an open-return suction type wind tunnel. 
The injection surface was  long,  wide and the injection surface started at 
 from the leading edge. It was made of  thick Vyon sintered polythene 
sheets with mean roughness height of  and the surface behaved 
aerodynamically smooth for all the test cases. The tunnel wall opposite to the test wall, 
which was made of sheet steel could be adjusted to obtain constant pressure 
distribution with zero streamwise pressure gradient. Uniformly distributed injection air 




1uvs  where  is the free stream velocity varied between  and  with free stream 
velocities of  and . Velocity profiles were measured along the 
center line of the test surface at several distances away from the start of the porous 
sheet. Apart from the main experiments, several other additional experiments were 
1u 0 008.0
sm /24.15 sm /72.45
 60
performed for the injection rate from  to  with free stream velocities of 
 and . For these experiments velocity profiles were measured only 
at one 
003.0 0145.0
sm /14.9 sm /24.15
x -distance i.e., .  mx 787.0=
In the present study, several tests from both main experiments and additional 
experiments are considered for the comparison. For the main experiments, the velocity 
measurements at are considered when the free stream velocity is  
whereas the measurements at 
mx 368.0= sm /24.15
mx 442.0=  are considered when the free stream velocity is 
. The viscosity of air is considered as sm /72.45 sm2000164.0=ν .  
Simpson’s (1967) experiment  
The experiment was conducted in the Stanford Heat and Mass Transfer 
Apparatus. In this apparatus, the test section was a duct of rectangular cross section in 
which the bottom consisted of  24  porous plate assembly of  wide and  
long in the test direction. The upper surface was adjustable to provide uniform velocity 
along the duct independent of the transpiration through the porous surface. The porous 
plates were  thick and made of sintered bronze. The porosity was uniform 
within the area where the velocity measurements were taken and the plates were 
smooth with maximum roughness of . The main air stream and the 
transpiration flow were supplied by two separate blowers while heat exchangers were 
used to control the temperature. Tests were conducted for both suction and injection 




1uvs varied from  with free stream velocity ranging . 
Measurements were taken for the mean velocity profiles with stagnation pressure 
probes and manual traversing equipment.  
00958.00.0 − smsm /3.14/8.12 −
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In this study, several tests that represent the flow injection under uniform 
transpiration are considered. The viscosity of air is considered as sm2000167.0=ν . 
Julien et al.’s (1971)  experiment   
The experiments were conducted in the same apparatus that was used by 
Simpson (1967). The mean velocities and pressures were similarly measured. Both 
suction and injection were applied through the porous plates such that the transpiration 
fraction ranged from . The main difference with Simpson’s experiment 
was that the main air stream was subjected to pressure gradients.  
004.0002.0 −−
In this comparison only two of the injection flow conditions at zero pressure 
gradient are considered.  
Cheng and Chiew’s (1998b) experiment  
 The experiment was conducted in a horizontal flume of  long,  wide 
and  deep. In the bottom surface of the flume, a recess of  long and  
wide begun after  from the upstream end of the flume. This recess served as the 
seepage zone for which the upward seepage flow was provided by a  thick sand 
layer, which rests on a perforated plate located below the recess of the flume. On the 
perforated plate, a layer of filter net is placed to prevent the sand particles falling 
through the pores. Two types of sediments of diameters i.e.,  and  were 
used. Seepage flow was supplied from a pump and before the flow enters the sediment 
layer the flow was sent through perforated pipes. Different sizes of holes were drilled 
in these pipes to ensure uniform supply of seepage velocity throughout the seepage 







was supplied by a different pump. The seepage fraction varied from  with 
mainstream velocity ranged from 
025.00 −
scm /4820 − . Velocity measurements were taken by 
using an Acoustic Doppler Velocimeter along the middle of the channel section.  
 Some of the experimental runs are considered for the present comparison. The 
mean roughness height is selected as 502dks = .   
3.2.4.2 Methodology 
The experimental flow conditions are summarized in Table 3.2, Table 3.3, 
Table 3.4 and Table 3.5. It is noted that McQuaid’s (1967), Simpson’s (1967) and 
Julien et al.’s (1971) experiments correspond to completely smooth boundary layer 
with  and Cheng and Chiew’s (1998b) experiment correspond to rough boundary 
layer with . 
5<+sk
5>+sk
For all experimental runs the bed shear stresses are computed by the least 
square method that minimizes the overall difference of velocity profiles between 
theory and experimental measurements. The experimental data that may belong to 
fully turbulent boundary layer are considered when calculating the square errors while 
the data within viscous sublayer and outer layer are neglected. After the predicted 
values of  being obtained, the theoretical velocity profile can be then computed 
based on various theories. In the analysis,  for the new theory is obtained with the 
use of equations (3.24) to (3.27), whereas  for the log law and modified log law is 
obtained by the methodology proposed by Cheng and Chiew (1998b) i.e., the smooth 
regime roughness function ( ) is used for McQuaid’s (1967), 




5.5ln5.2 += +ssc kB
5<+sk
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roughness function [equation (2.23)] is used for Cheng and Chiew’s (1998b) cases 
with .  5>+sk
3.2.4.3 Velocity profiles 
Comparison of the velocity profiles between the theories and the experimental 
data of McQuaid (1967), Simpson (1967) and Cheng and Chiew (1998b) are shown in 
Figs. 3.5, 3.6 and 3.7, respectively. These figures indicate that the new theory and the 
modified logarithmic law have very good agreement with the experimental data in the 
fully turbulent region, while the conventional log law fails to give accurate prediction. 
The percentage of sum of square errors between theoretical predictions and 
experimental data with respect to sum of squares of velocity measurements for 
different experimental runs are compared in Table 3.6, Table 3.7 and Table 3.8. It 
should be noted that only the data that may belong to fully turbulent region are 
considered. According to the tables, the percentage of sum of square errors from the 
new theory and the modified logarithmic law are much smaller compared to 
percentage of sum of square errors from the conventional log law. This implies that 
both the new theory and the modified log law can provide reliable prediction of 
velocity profile in a turbulent boundary layer subject to flow injection. 
3.2.4.4 Bed shear stress 
In Table 3.2, 3.3 and 3.4 comparisons are made for  among the new theory, 
the modified logarithmic law, and the experimental data. According to Tables 3.2 and 
3.3 we have found that for smooth beds the predicted values of shear velocities by 
using both theories have good agreement with the experimental data under low 
injection rate. However, with the increase of injection rates the deviation of the 
*u
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prediction from the experimental data increases for the modified logarithmic law. For 
high injection rates, the modified logarithmic law significantly underestimates the bed 
shear stress. In contrast, the prediction by using the new theory remains to be accurate 
for all cases. According to Table 3.4, the modified log law underestimates  for rough 
beds under high injection rate, whereas the new theory provides better predictions for 
all the cases. In Table 3.5, the comparisons are made to one more independent 
experiment by Julien et al. (1971) and similar finding is obtained. This demonstrates 
that the new theory is able to provide more accurate prediction of bed shear stress 
under high rate of flow injection, regardless of the fluid type and bed roughness.   
*u
3.3 Conclusions 
Two-dimensional momentum equations and turbulent kinetic energy equation 
are solved simultaneously to obtain a new theory to describe the velocity profile in a 
turbulent boundary layer subject to flow injection. The advection of turbulent kinetic 
energy, which can be significant under high injection rates is also considered in the 
derivation whereas the earlier work by Cheng and Chiew (1998b) has neglected it. A 
reference point of ( )  is introduced in the derivation and an implicit 
analytical solution for the velocity profile is obtained. The solution is further solved to 
obtain the explicit solutions for velocity profiles and it is found that four possible 
solutions exist. Two of the solutions form a curve that has a minimum whereas the 
other two solutions form a curve that has a minimum. The horizontal coordinate of the 
deflection points that is same for both curves is obtained by setting 
( bb yuyu ,, = )
0=+dudy . The 
vertical coordinate of the reference point is expressed similarly as in universal 
logarithmic law, however, with a new roughness function defined that varies with 
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injection velocity as well. The proposed roughness function has a similar behavior to 
the roughness function for impermeable walls. 
When the reference point is such defined, only two of the four solutions 
provide realistic velocity distribution. By combining these two realistic solutions, it is 
possible to describe the full range of velocity distribution throughout the flow domain.  
The derived expression reduces to the universal logarithmic law when there is no flow 
injection. For small injection velocity, which can be characterized as avs 2<+ , it can 
be expanded into the series form in terms of the normalized injection velocity. It is 
found that the leading order terms were equivalent to those in the modified log law by 
Simpson (1967) and Cheng and Chiew (1998b). The inclusion of the advection of 
turbulent kinetic energy, however, results in the rest of higher order terms that become 
significant under larger injection rates.  
The new theory is validated against experimental data by McQuaid (1967), 
Simpson (1967), Julien et al. (1971) and Cheng and Chiew (1998b). As the 
benchmarks, the modified log law and conventional log law are also included in the 
comparisons. Both the new theory and the modified logarithmic law provide excellent 
prediction for velocity profiles within the fully turbulent region. However, the 
predicted values of shear velocities by using the modified logarithmic law are only 
accurate for low injection rates. The new theory, on the other hand, provides 
consistently better prediction of shear velocities for all the cases, regardless of the fluid 


























































Fig. 3.5. Comparison of the velocity profiles with McQuaid’s (1967) experimental 
measurements 
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Fig. 3.6. Comparison of the velocity profiles with Simpson’s (1967) experimental 
measurements: Date, Traverse Index - (a) 122766, M=1 (b) 122366, M=1 (c) 122066, 

























































Fig. 3.7. Comparisons of the velocity profiles with Cheng and Chiew’s (1998b) 
experimental measurements: Run (a) M8-104 (b) M23-400 (c) M22-600 and               
(d) E3-100 
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Table 3.2. Experimental flow conditions of McQuaid (1967) and comparison of the 
experimental shear velocities with the predicted values of shear velocities by using the 


























1 0.0266 0.00171 0.935 0.5611 0.5358 0.5788 
2 0.0508 0.00324 0.739 0.4437 0.4425 0.4517 
3 0.0725 0.00464 0.582 0.3496 0.3706 0.3380 
4 0.1256 0.00809 0.953 0.2688 0.2602 0.1231 
5 0.1434 0.00316 2.000 1.2006 0.9031 0.9604 










Table 3.3. Experimental flow conditions of Simpson (1967) and comparison of the 
experimental shear velocities with the predicted values of shear velocities by using the 


























122866-1 0.0139 0.00099 0.226 0.6900 0.6775 0.6395 
122866-2 0.0139 0.00100 0.199 0.6059 0.6132 0.5724 
122866-3 0.0139 0.00099 0.189 0.5745 0.5809 0.5380 
122866-4 0.0139 0.00100 0.181 0.5517 0.5511 0.5075 
122766-1 0.0264 0.00188 0.207 0.6297 0.6388 0.5846 
122766-2 0.0271 0.00192 0.173 0.5276 0.5269 0.4654 
122766-3 0.0266 0.00189 0.158 0.4821 0.4855 0.4248 
122766-4 0.0267 0.00189 0.150 0.4560 0.4505 0.3871 
122366-1 0.0271 0.00194 0.181 0.5507 0.5510 0.4280 
122366-2 0.0272 0.00195 0.160 0.4879 0.4824 0.4167 
122366-3 0.0267 0.00190 0.156 0.4739 0.4666 0.4039 
122366-4 0.0264 0.00187 0.147 0.4490 0.4493 0.3871 






Table 3.4. Experimental flow conditions of Cheng and Chiew (1998b) and comparison 
of the experimental shear velocities with the predicted values of shear velocities by 


























M8-104 0.235 0.0065 62.1 1.72 1.74 1.70 
M23-400 0.447 0.0116 62.5 1.73 1.69 1.63 
M22-600 0.476 0.0207 28.2 0.78 0.79 0.48 
E3-100 0.467 0.0229 26.0 0.72 0.72 0.32 
E24-300 0.154 0.0034 408.1 3.78 3.90 3.36 
Y3-300 0.448 0.0120 286.1 2.65 2.95 2.27 





Table 3.5. Comparison of the experimental shear velocities with the predicted values 
of shear velocities by using the new theory and the modified logarithmic law for an 


























82068 0.0508 0.004 0.139 0.423 0.437 0.328 
42168 0.0862 0.004 0.212 0.647 0.612 0.482 
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Table 3.6. Comparison of percentage of sum of square errors between the predicted 
results from the theories and McQuaid’s (1967) experimental data in Fig. 3.5 
 
Percentage of sum of square errors (%)  
Run No. 1u
vs  
New theory Modified log law Log law 
1 0.00171 0.0009 0.0010 0.0040 
2 0.00324 0.0011 0.0011 0.0125 
3 0.00464 0.0013 0.0007 0.0194 
4 0.00809 0.0031 0.0021 0.0677 
 
Table 3.7. Comparison of percentage of sum of square errors between the predicted 
results from the theories and Simpson’s (1967) experimental data in Fig. 3.6 
 
Percentage of sum of square errors (%)  
Run No. 1u
vs  
New theory Modified log law Log law 
122766-1 0.00188 0.0023 0.0036 0.0141 
122366-1 0.00194 0.0044 0.0072 0.0235 
122066-4 0.00382 0.0016 0.0012 0.0246 
121966-1 0.00785 0.0292 0.0429 0.4529 
 
Table 3.8. Comparison of percentage sum of square errors between the predicted 
results from the theories and Cheng and Chiew’s (1998b) experimental data in Fig. 3.7 
 
Percentage of sum of square errors (%)  
Run No. 1u
vs  
New theory Modified log law Log law 
M8-104 0.0065 0.0131 0.0145 0.1273 
M23-400 0.0116 0.0090 0.0100 0.2925 
M22-600 0.0207 0.0774 0.0487 0.4302 





DESCRIPTION OF THE NUMERICAL MODEL 
4.1 Introduction 
 The two-dimensional numerical model that is used in this study was originally 
developed at Los Alamos National Laboratory (Kothe et al., 1991). The original 
model, named RIPPLE is a general program for modeling transient two-dimensional 
incompressible fluid flows with surface tension. The RIPPLE model is based on the 
incompressible Navier-Stokes equations and the volume of fluid (VOF) method to 
represent the free surface. Later the model has been modified at Cornell University by 
combined with the ε−k  model to include turbulence effects and improved to apply for 
breaking wave simulations (Lin, 1998; Lin and Liu, 1998). The model has been further 
extended to deal with interaction of waves with porous media by incorporating 
spatially averaged Navier-Stokes equations [equations (2.44) and (2.45)] to describe 
the flow motion in the porous media (Liu et al., 1999). In the spatially averaged 
Navier-Stokes equations, resistance from the porous media is modeled by a 
combination of linear and nonlinear frictional forces, which are expressed by empirical 
formulae suggested by Van Gent (1995). Later, this extended numerical model was 
named COBRAS and it has been applied for various wave – structure interaction 
problems (Liu et al., 2000; Garcia et al., 2004). 
Based on a series of numerical tests conducted for different wave and porous 
media interactions by using the COBRAS model, we found that the coefficients 
associated with the empirical formulae for the frictional forces need to be adjusted 
according to the Reynolds number ( ) of the flow in order to reproduce correctly the Re
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corresponding experimental results. Therefore, in the present study, a new porous flow 
model is proposed to include the Re effects into the frictional forces and incorporated 
into the COBRAS numerical model. For this purpose, the spatially averaged Navier-
Stokes equations are re-derived while the presence of porous media is included by an 
additional resistance term. It is assumed that the porous media is composed of an 
assembly of uniform spherical particles and the resistance term, which consists of 
inertial and drag forces is described according to the Morison’s equation.  
 In this chapter, the governing equations for the flow motion outside of the 
porous media in COBRAS numerical model will be presented. For the flow motion 
inside the porous media the spatially averaged Navier-Stokes equations will be derived 
while the effect of porous media is treated by additional inertial and drag resistances. 
These forces will be modeled assuming uniform spherical particles within the porous 
media according to Morison’s equation. The boundary conditions and the numerical 
computation method in the numerical model will be described.   
4.2 Governing equations  
4.2.1 Flow motion outside of porous media 
The COBRAS numerical model is based on the incompressible two-
dimensional Navier-Stokes equations [equations (2.1) and (2.2) with ]. Since 
direct numerical simulation of Navier-Stokes equations for turbulent flows at high 
Reynolds numbers is extremely difficult, RANS equations [equations (2.3) and (2.4)] 
have been derived from the Navier-Stokes equations to describe the mean motions of 
turbulent flows and incorporated into the numerical model (Lin and Liu, 1998). 
However, due to fact that the volume of fluid (VOF) method is used to determine the 
2,1, =ji
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free surface motion, the density ρ  is defined as the averaged density in the cells (Liu 
and Lin, 1997). Therefore, within the numerical computation ρ  implies the averaged 






ρρ , where fρ  is the density of the fluid, 
 is the volume of the fluid in the cell and  is the volume of air in the cell.    fV aV
In the numerical model, the Reynolds stress tensor jiuu ′′− ρ  in equation (2.4) is 


















2  where  is an empirical coefficient, dC
jiuuk ′′= 2











uνε  the dissipation rate of turbulent 
kinetic energy and ijδ  the Kronecker delta, in the ε−k  model the Reynolds stress 


































































































































                         (4.1) 
in which , ,  and  are empirical coefficients. The empirical coefficient 
 was given by Rodi (1980). Based on experiments for Coutte-type shear 
flows, Champagne et al. (1970) suggested  and 
dC 1C 2C 3C
09.0=dC
0171.02 −=C 0027.03 =C  while Shih et 
al. (1996) estimated 0054.02 31 == CC . In order to prevent prediction of unphysical 
situations during numerical computation when constant values of coefficients are used, 
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ukD maxmax ε .  






















































































∂                                 (4.3) 
where εν
2kCdt = . 
Many experiments and applications of ε−k  model for different flow conditions have 
revealed that the constants in (4.2) and (4.3) are universal and they are given by: 
3.1,0.1,92.1,44.1 21 ==== εεε σσ kCC  
 Therefore, in the present study we decide to use the same constants in the ε−k  model.    
4.2.2 Flow motion inside of porous media 
4.2.2.1 Spatial averaging of Navier-Stokes equations 
In this section we shall derive the model equations for the porous media. Here, 
we consider flow through a rectangular control volume ( )dzdydx ××  that contains  N
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number of spherical particles (Fig. 4.1). For the fluid domain inside the control 
volume, the incompressible Navier-Stokes equations can still be used to describe the 
flow motion by including an additional resistance force to represent the effects of 






























01 νρ                    (4.5) 
where  are the fluid velocity within the porous media in  directions, 
respectively. In (4.5), the effective pressure 
ji UU , ji,
ii xgpp ρ+=0  and  is the additional force 







Fig.  4.1. The sketch of a rectangular control volume composed of uniform spherical 
particles 
Due to the complex arrangement of the voids and solid particles, it is not 
feasible to solve the Navier-Stokes equations directly in the pores and hence the 
spatially averaged Navier-Stokes equations are derived. At first, the flow variables are 
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decomposed into spatially averaged quantities (denoted by overline) and spatially 
fluctuated quantities (denoted by double prime): iii UU ′′+=U  and 000 ppp ′′+= . After 
substituting these quantities into (4.4) and (4.5) and averaging over a length scale l , 
which is larger than the typical pore size but smaller than the characteristic length scale 
of the physical domain, the spatially averaged Navier-Stokes equations for the fluid 



































01 νρ                 (4.7) 
where if  is the spatially averaged resistance force. 
4.2.2.2 Derivation of forces 
For the above defined control volume the following relations can be obtained: 
Volume of spheres     ( ) dzdydxn−= 1              (4.8) 




50ddzdydxn π−=        (4.9) 
Drag force 
 A reaction force will be acted upon the fluid due to the drag force that exerts on 
spherical particles from the porous flow. This reaction force is distributed throughout 
the fluid domain inside the control volume. Therefore, the total drag force DiF  on the 
fluid volume can be written as:  
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NFF DsiDi ×=                       (4.10) 
where DsiF  is the drag force on a single sphere. According to the Morison’s equation 





1 250πρ=                     (4.11) 
where cU is a characteristic velocity, which can be estimated by  iic UUU =  and  
is the drag force coefficient for a single smooth sphere. The empirical formula for  
varying with  will be defined later. However, for a particle assembly, the drag force 
coefficient will depend on the parameters such as porosity, roughness, shape factor, 
and . The effects of these parameters have to be included for the drag force 





Substituting (4.9) and (4.11) into (4.10) and by introducing a new drag force 
coefficient  for the particle assembly, the total drag force on the fluid volume can 
















πρ −=                 (4.12) 






3 −=                                                                                    (4.13) 
It is well known that the drag force coefficient for a single smooth sphere  
depends on  within the laminar region while  is independent of  within the 
fully turbulent region. The relationship between the drag coefficient for a single 








0.24 ++=DsC                  (4.14) 
According to (4.14), the variation of  with  is shown in Fig. 4.2. Within the 
laminar region  can be approximated by 
DsC Re
DsC Re
0.24=DsC  whereas within the fully 
turbulent region it can be approximated by 44.0=DsC .  












Fig.  4.2. Drag force coefficient  for a single smooth sphere as a function of 
Reynolds number Re   
DsC
 The drag force coefficient for the particle assembly can be written according to 
the drag force coefficient for a single smooth sphere given by (4.14). For laminar and 
turbulent flow regions, the expression is splitted into two parts and two coefficients  
and  are introduced for each region, respectively in order to include the effects of 
porosity, roughness, and the shape factor on the change of drag force coefficient. The 

























KC =  where is the maximum particle velocity is included 
similarly in Van Gent (1995) and Liu et al. (1999) in order to account for the effects of 
oscillatory flows on the change of nonlinear frictional force inside the porous medium. 
maxU
Inertial force 
The inertial force is due to the additional momentum required to accelerate 
water in a porous medium that is known as added mass phenomenon. As discussed in 
Section 2.3.2, the inertial force due to added mass on the fluid volume IiF  can be 





∂−= 1ργ                     (4.16) 






∂−= 1γ                                 (4.17) 
In (4.17), for the virtual mass coefficient, the value suggested by Van Gent (1995) of 
34.0=pγ  is used in this study. 
4.2.2.3 Final governing equations 
 The above spatially averaged Navier-Stokes equations are obtained only for the 
fluid domain rather than the entire control volume. By substituting the relationship that 
exists between the fluid domain average ϕ  and the control volume average Cϕ  of 
( ) ( ) ntxtx iCi /,, ϕϕ =  together with the expressions derived for the drag and the inertial 
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forces into (4.6) and (4.7), the final governing equations for the control volume 

























































           (4.19) 
4.3 Initial and boundary conditions  
 In the present numerical model, the initial condition is specified as still water 
condition without any wave motion. Therefore, the pressure inside the computational 
domain becomes hydrostatic pressure and the stress on the free surface becomes zero 
normal and tangential stress components. The boundary conditions are applied at the 
inflow boundary, outflow boundary, free surface boundary, rigid boundary and 
permeable boundary when solving the RANS equations together with the ε−k  model 
and the spatially averaged Navier-Stokes equations. In this section the boundary 
conditions that are applicable only for the free surface boundary, rigid boundary and 
the permeable boundary will be discussed whereas the boundary conditions for the 
inflow and outflow boundaries will be described later in appropriate sections.     
4.3.1 Boundary conditions on the free surface 
 Within the free surface, both dynamic and kinematic boundary conditions need 
to be satisfied. The dynamic free surface boundary condition is a requirement that the 
stress components defined on the free surface become continuous. With a normal stress 
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∂+−                    (4.20) 
 where  denotes the outward normal direction on the free surface. With an external 
tangential stress 
n~
t~τ  applied on the free surface, the dynamic free surface boundary 














∂                      (4.21) 
where t~  is defined the tangential direction on the free surface. It should be noted that 
in the present numerical model the surface tension has been neglected. These dynamic 
free surface boundary conditions should be used if the grid resolution is fine enough to 
resolve the boundary layer on the free surface. However, in this study, the simpler 




u t . 
The kinematic boundary conditions imply the physical conditions that need to 
be satisfied by fluid velocities. For this boundary condition, the incompressibility of 








ρρ                              (4.22) 
where ρ  is the averaged density in computational cells that relates to volume of fluid 
(VOF) method. By tracking the density change in the computational cells the free 
surface motion is determined. A detailed description of volume of fluid method will be 
presented in Section 4.4.5.  
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 Apart from dynamic and kinematic free surface boundary conditions, the 
boundary conditions for k  and ε  should also be defined at the free surface. When 
defining boundary conditions for k  and ε , it is assumed that the turbulence does not 






k ε  
for turbulence are defined.  
4.3.2 Boundary conditions on the rigid boundary 
 Along the rigid boundary, the velocity of the fluid should be same as the 
velocity of the boundary. This condition is referred as no-slip boundary condition i.e., 
ii Uu
~=                      (4.23) 
where iU
~  is the defined velocity of the rigid surface. This boundary condition is only 
applicable if the grid resolution is fine enough to resolve the viscous boundary layer. 
Therefore, when the coarse grids are used the free-slip boundary condition i.e., 0~ =nu   
and 0~~ =∂∂ nut  where  is the normal velocity and  is the tangential velocity on 
the solid boundary is used.   
nu ~ tu~
Theoretically, turbulence should vanish at the rigid boundary where the viscous 
effects are dominant. However, for numerical computation, the grid size cannot be so 
small to resolve the viscous sublayer. Therefore, the boundary conditions for  and k ε  
are defined within the fully turbulent boundary layer instead of right on the wall. 
Within the fully turbulent region, it is assumed that the production of turbulent kinetic 
energy almost balances with the dissipation of turbulent kinetic energy. Since the mean 
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*= , the boundary conditions 







*=′′−=                   (4.24) 
By using the eddy viscosity relations of yut *κν =  and εν
2kCdt =  the boundary 





*=                       (4.25) 
Shear velocity for boundary conditions of kinetic energy and its dissipation rate 
described by (4.24) and (4.25) is obtained from universal logarithmic law [e.g., 
equation (2.11)]. For smooth and rough surfaces, the roughness function B  is 
approximated by  and 5.5ln5.2 += +skB 5.8=B , respectively. The surface roughness 
in this study is defined as 502dks = . For smooth boundaries Newton Raphson iteration 
method is applied to calculate shear velocity, iteratively from the universal logarithmic 
law with the known information of tangential velocity at the grid adjacent to the rigid 
boundary. The application of universal logarithmic law to calculate shear velocity in 
the numerical grid system will be described in Section 5.3.3.3.  
4.3.3 Boundary conditions on the permeable boundary 
When specifying boundary conditions at the interface between the porous 
media and the outside flow field, it is assumed that the outside mean flow and the 
inside averaged flow represent the same flow system without any turbulence. Then the 
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continuity of the mean and averaged velocity and pressure across the interface of 
porous media and outside flow are imposed. Thus, the continuity of velocities gives:   
ii Uu =                     (4.26) 
The kinetic energy and its dissipation rate at permeable boundaries should 
differ from those at rigid boundaries. In the present study, this difference is 
incorporated through the change in shear velocity due to suction and injection 
conditions at permeable walls. Thus, for permeable boundaries the boundary 
conditions for  and k ε  are are expressed by equations (4.24) and (4.25) while shear 
velocity is computed by modified forms of log law velocity distributions that include 
suction and injection effects. For suction conditions, the existing modified logarithmic 
law (Ilegbusi, 1989) in the numerical model is used (Lin et al., 1999). For a horizontal 












yEUu                 (4.27) 
In (4.27) u  and U  are the tangential velocity outside the turbulent boundary layer and 
the averaged tangential (slip) velocity along the porous bed, respectively.  is 
the roughness coefficient and 
0.9=sE
mτ  is the additional shear stress caused by flow suction 
through the porous bed. The added shear stress is obtained by the following formula: 




m κρττ 211+=                   (4.28) 
where  is the velocity across the porous bed. For the present numerical model 
 has been selected based on a trial and error procedure. However, further 




(4.28) is computed by using Newton Raphson iteration method for given u , U  and  
based on the definition of 
sv
ρτ wu =* . 
For injection conditions the derived expressions in this study for turbulent 
boundary layers subject to flow injection i.e., equations (3.25) and (3.26) together with 
equation (3.21) are used. The velocity information of  and  at the first grid adjacent 
to the permeable surface is used to calculate shear velocity by employing the Secant 
method as the numerical iteration technique. Application of these theories to compute 
bed shear stress in the numerical computation will be described in Section 5.3.3.4.  
u sv
4.4 Numerical computation  
4.4.1 Computational domain 
 The finite difference method is used throughout the computation. The 
numerical computation is performed in a rectangular computational domain, which is 
descretized by  rectangular cells. The model has the capability to produce 
variable-size rectangular grid systems. Finer grids can be deployed near the places 
where high resolution is needed whereas coarser grids can be deployed to the other 
areas so that the computation time will be reduced. When defining scalar and vector 
quantities within the computational domain, a staggered grid system in which all the 
scalar quantities i.e., 
nm×
p , , k ε  and volume of fluid function  are defined in the 
center of the cells whereas all the vector quantities i.e., u  and , are defined on the 













ki,j   εi,j 
 vi,j+1/2
 vi,j-1/2 







Fig. 4.3. Staggered grid system in the numerical model 
Solid and porous structures can be generated by combining several blocks, 
which are described by using conic functions. In order to model interior obstacles and 
solid boundaries the partial cell treatment is adapted. In this treatment, the solid objects 
are modeled as a special flow with infinite density. The cell centers and cell faces are 
partially blocked according to the real geometry of the boundary by introducing 
openness functions. The openness coefficients θ  are defined for the cell center as the 
ratio between the area not occupied by the solid object to the whole cell area whereas 
for the cell faces as the ratio between the length open to the fluid to the length of the 
cell boundary. By using openness coefficients the cells can be identified as the solid 
object, the fluid (air)-solid boundary or the fluid (air) domain. Along the solid 
boundary, the RANS equations are multiplied by the openness function θ  and used in 









uθ                    (4.29) 
























θθθθ                  (4.30) 
Porous cells are classified according to porosity  (n 10 << n ). For the flow 
within the porous media, the governing equations described by (4.18) and (4.19) are 
solved.  
In the following sections, the numerical computation of governing equations 
for the mean flow outside the porous media will be described. The computation of 
governing equations for the flow inside the porous media is similar to the computation 
of RANS equations and hence not presented. 
4.4.2 Two-step projection method 
In the numerical model, the RANS equations are solved by the finite difference 
two-step projection method. In this method, as the first step an intermediate velocity iu~  
is introduced neglecting the pressure gradient term. The time derivative term is 























−+ τ1~                 (4.31) 
in which the superscript indicates the time level and tΔ  is the time step size. 
As the second step, the pressure gradient term is combined with the 
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u                    (4.33) 
Taking the divergence of the resulting equation and combining with the 



















∂ ++ 11 ~11
ρ                  (4.34) 
By substituting the intermediate velocity computed at the first step by using 
equation (4.31) into equation (4.34), the pressure information at (n+1)- th time step is 
obtained. This updated pressure information is used to obtain the velocity field at the 
(n+1)- th time step by using equation (4.32).  
4.4.3 Spatial discretization  
In the two-step projection method, the spatial derivatives of velocity 
components and pressure fields need to be expressed in finite difference form. In the 
numerical model the flow variables are defined either at the cell faces or at the cell 
center as shown in Fig. 4.3. When the flow variables at locations other than the 
specified locations are needed, the linear interpolation is used to evaluate the flow 
quantities at those locations.  
The advection terms in the x - momentum equation are evaluated at the right 
face of the cell whereas the advection terms in the - momentum equation are 
































































vu                (4.36) 
 The spatial derivatives of velocities are described by a combination of the central 
difference method and the upwind method. In the x - momentum equation, the spatial 



























































        (4.37) 
where  





























































































1 sgn0 jjjijj yyvyyy αα  
In the above equations, the coefficient 0α  is the weighing factor, which describes the 
relative importance of central difference scheme and upwind scheme. In the present 
numerical model 0α  is selected as 3.00 =α .  
The stress gradient terms are discretized by the central difference method. For 
the stress gradient terms in the x - momentum equation i.e., xyxx yx
ττ ∂
∂+∂
∂  the finite 
difference form read: 
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τττ                 (4.39) 

























τ                 (4.40) 
The spatial derivatives of velocities and stress gradient terms in the - momentum 
equation are similarly treated. 
y
In the two-step projection method, the Poisson pressure equation needs to be 






































ρρ                (4.41) 
  Pressure gradient terms are also discretized by the central difference method 





















































































































































































































































































          (4.42b) 



























             (4.42c) 

















xx ρρρ                  (4.43) 
Substituting (4.42) and (4.43) into the Poisson pressure equation (4.41) 
provides a set of linear algebraic equations for the pressure field that can be solved by 
standard matrix solvers. In the present model, conjugate gradient method with 
preconditioner of incomplete Cholesky decomposition is used to solve the resulting 
sparse and symmetric system of equations. Further details on numerical computation 
of RANS equations by using two-step projection method can be found in Kothe et al. 
(1991), Liu and Lin (1997) and Lin (1998). A similar method was adopted by Casulli 
and Stelling (1998) to solve Boussinesq approximation equations for three-dimensional 
RANS equations. In their approach, pressure is decomposed into the hydrostatic and 
hydrodynamic components. The resulting Poisson equation for hydrodynamic pressure 
was solved by a conjugate gradient method.  
4.4.4 Discretization of ε−k   equations 
Both  and k ε  are defined at the center of a computational cell. The, finite 
difference form of the ε−k  equations can be written as (Lemos, 1992): 







































εεεεεεεε εε              (4.45) 
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where , , FkX FkY XFε  and YFε  denote the advection terms, VISk  and εVIS  denote 
the viscous diffusion term and denotesjiP ,  the production term. Let’s consider the 
discretization of these terms for k  equation. The descretization of terms in ε  equation 
is similar to that in k  equation. 





















∂= +                  (4.46) 
The finite difference form of spatial derivative for k  i.e., xk ∂∂  is similar as that for 
xu ∂∂  and it is expressed as: 





















































































           (4.47) 
where 0γ  is the weighing coefficient similar to 0α  used in the dicretization of spatial 
derivatives of velocities. In the present numerical model, 10 =γ  is used. 























∂= +                  (4.48) 
The finite difference form of the spatial derivative for k  reads: 


















































































     (4.49) 
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ν               (4.50) 
The first and the second terms in (4.50) can be discretized with the central difference 

























































































































































































































































































           (4.52) 







ν  defined at the cell face can be obtained by using the 






































ν               (4.53) 
The production term is evaluated at both n- th and (n+1)- th time steps. At the 

































































4.4.5 Volume of fluid method 
 The volume of fluid (VOF) method is used in the numerical computation to 
identify different types of computational cells and to determine the free surface motion 
by tracking the change in the averaged density in computational cells. The method has 
several advantages over other free surface tracking methods. Unlike the height 
function method, which defines the free surface as a single function of distance and 
time, the VOF method can be applied even for complex free surface motions such as 
wave breaking. The VOF method has the advantage of less computer storage 
requirement when compared to Marker and Cell (MAC) method, which requires much 
storage to save marker information. However, similar to MAC method, the VOF 
method also has the limitation of unable to accurately describe the free surface 
geometry because it only tracks the averaged density in the computational cells.      






ρρ , the VOF function is 
defined as the normalized averaged density i.e., 
f
F ρ
ρ= . With this definition, the 
empty cell can be defined as the cell with 0=F . The free surface cell is defined as the 
cell with  and adjacent to at least one empty cell and the interior cell is defined as 
the cell with 
0>F
1=F  and no neighboring empty cell. The numerical computation is 
performed for the interior cells while the free surface boundary conditions are applied 
for the free surface cells.    
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 The transport equation for F  is obtained by using the density change equation 
i.e., (4.22) and continuity equation (2.3) together with the relation ( ) ( ) ftyxFtyx ρρ ,,,, =  
as: 







F                  (4.55) 

























































              (4.56) 






BF F  values on the right, left, top and bottom 
faces of the computational cell, respectively. These values are obtained after 
reconstruction of the free surface in each free surface cell either horizontally or 
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F   Î horizontal free surface on top side. 
 After determining the free surface orientation, the donor-acceptor method is 
used to advect the F  function. In the donor-acceptor method, the calculation of F  
values at each face of the cell is based on the free surface orientation of the donor cell. 















u , the cell (i, j) will be the acceptor cell and cell (i+1, j) will be the 
donor cell. 
 For the horizontal free surface configuration in the donor cell,  is assigned to 







R FFF == ,                    (4.57) 
where  is the VOF function in the donor cell.  idF
 On the other hand, for vertical free surface configuration on the donor cell,  







R FFF == + ,1                   (4.58) 
where  is the VOF function in the acceptor cell. However, the acceptor method 
creates overfilling problem and a corrector term 
iaF





R FFF Δ+=                   (4.59) 
More detailed information on implementation of VOF method into numerical 
models can be found in Hirt and Nichols (1981), Kothe et al. (1991) and Liu and Lin 
(1997).  
4.4.6 Computational cycle 
The procedure of numerical computation in one complete cycle can be summarized 
as follows: 
1. Compute the tentative velocities using equation (4.31). 
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2. Apply tentative boundary conditions on the free surface as well as the 
inflow boundary condition if necessary. 
3. Update the pressure field according to equation (4.34). 
4. Obtain final velocities using equation (4.32). 
5. Apply boundary conditions on the free surface again. 
6. Update  and k ε  value using new velocities. 
7. Update VOF function. 
8. Apply the final boundary condition.  
4.4.7 Stability and error analysis 
The standard von Neumann stability analysis is performed for the linearized 









ut ,min                     (4.60) 
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 It should be noted that the present numerical scheme is first-order accurate in 
both time and space and hence it is subjected to truncation errors, which are defined as 
the differences between the finite difference form and the actual partial differential 
equation. Normally, truncation errors consist of an infinite number of error terms with 
the decreasing importance towards the higher-order terms. Among these terms, the 
even order terms result in major numerical dissipation whereas the odd order terms 
represent the numerical dispersion in the actual computation.  
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4.5 Model calibration  
 After incorporating the derived porous flow model into the numerical model, 
the numerical model has to be calibrated to obtain values for the coefficients  and 
 in order to get the best representation of the flow motion through porous media for 
different wave and porous media conditions. This is achieved by performing a number 
of numerical tests to get good agreement between the numerical results and the 
corresponding available experimental data for wave interaction with porous media. 
These tests include both wave damping over porous seabeds and solitary wave 
interaction with porous structures and they represent porous flows that belong to low 




 The model calibration is conducted as follows. Firstly, two experimental 
studies for wave damping over rigid porous seabeds are considered i.e., Savage (1953) 
and Sawaragi and Deguchi (1992). In these experiments, Re within the porous media 
is relatively low compared to other experiments that are considered in this model 
calibration process. Due to low Re flows, the first term in the expression for drag force 
coefficient [equation (4.15)] that corresponds to laminar friction predominates over the 
second term that corresponds to turbulent friction. Therefore, by trial and error 
procedure we are able to obtain an approximate value for coefficient  that provides 
good comparisons between numerical and corresponding experimental results. 
Secondly, Vidal et al.’s (1988) and Lynett et al.’s (2000) experimental studies for 
solitary wave interaction with porous breakwaters are considered. The porous flows in 
these experiments belong to high  flow region. With the estimated value of , the 
coefficient  is selected by following a procedure similar to estimation of . 






between numerical and corresponding experimental results for all the selected 
experiments. Based on the numerical tests, it is found that the most representative 
values for the coefficients  and  to be  and , respectively. The 
corresponding comparisons between the numerical results and the experimental results 
will be presented in Chapters 5 and 6.  
1Dc 2Dc 0.7 0.2
4.6 Conclusions 
  In this chapter, a brief description on the numerical model is given. The 
turbulence closure model for the RANS equations, the ε−k  equations are presented. 
A porous flow model based on the spatially averaged Navier-Stokes equations in 
which the effect of porous media is treated by additional drag and inertial forces are 
derived. These forces are modeled according to Morison’s equation assuming that 
porous media is composed of uniform spherical particles. The drag force coefficient 
for the particle assembly is expressed as a function of Re. Therefore, unlike in the 
available porous flow models,  is explicitly formulated in the derived equations. 
The initial and boundary conditions, the numerical computation of the governing 
equations in the numerical model and the VOF method are described. The calibration 
of the numerical model in order to apply for wave and porous media interaction 






WAVE DAMPING OVER RIGID POROUS SEABEDS 
5.1 Literature review 
Studies on rigid porous seabeds assume soil skeleton is non-deformable and 
fluid is incompressible (Jeng et al., 2001). Theoretical studies on wave damping over 
rigid porous seabeds may be traced back to 1940’s. In the earliest theoretical 
investigations, expressions for wave energy dissipation due to individual effects of 
bottom friction or percolation have been derived by assuming that the energy is 
dissipated due to the wave induced pressure fluctuation at the interface (e.g., Putnam 
and Johson, 1949; Putnam, 1949; Brestschneider and Reid, 1954). Putnam and Johson 
(1949) derived a theoretical expression for wave damping due to bottom friction. 
Putnam (1949) derived theoretical expressions for wave damping by considering the 
individual effects of percolation and combined effects of bottom friction and 
percolation. Brestschneider and Reid (1954) extended these theories to develop 
formulae and graphs that provide wave damping. In these theoretical studies, wave 
motion is represented by the small amplitude wave theory and the flow inside the 
porous seabed is described by the unsteady Darcy’s law. Since these theoretical models 
are based on small amplitude wave theory they are not valid for nonlinear waves. The 
use of Darcy’s law to represent the porous flow limits the solutions for low Reynolds 
number flows. Furthermore, in these studies the interface boundary layers have been 
neglected. 
A number of researches have been performed to investigate wave damping over 
rigid infinite porous seabeds by solving the boundary value problems. Hunt (1959) 
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solved the boundary value problem by assuming that the porous flow satisfies the 
unsteady Darcy’s law and the wave motion satisfies the small amplitude wave theory. 
The boundary conditions were considered such that the interface viscous boundary 
layer satisfies the zero horizontal velocity, continuity of pressure and continuity of 
vertical velocity. However, these boundary conditions were criticized by Murray 
(1965) since the assumption of zero horizontal velocity leads to a discontinuity at the 
interface. Instead, he adapted stream function method to solve the same problem by 
imposing no-slip horizontal velocity at the bed (Murray, 1965). Liu (1973) identified 
the discontinuity of horizontal velocity still persists at the interface and he adapted a 
boundary layer approximation method to solve the problem. Later he extended this 
solution for layered permeable beds (Liu, 1977). Although, these studies were limited 
by the fact that they are based on small amplitude wave theories with viscous flow in 
porous media, these studies directed subsequent theoretical studies to solve boundary 
value problems with more complete flow representations. 
Later theoretical studies on wave damping over rigid porous seabeds were 
performed by solving the boundary value problems to obtain wave dispersion 
relationships. In these wave dispersion relationships wave numbers are complex 
numbers in which the real part represents the wavelength change and the imaginary 
part represents the wave damping. For finite porous seabeds, Liu and Dalrymple 
(1984) obtained a complex wave dispersion relationship by applying Dagan’s porous 
flow model which is an extension of the unsteady Darcy’s law to describe the flow 
through the porous media. Viscous boundary layers were adopted both at the water – 
seabed interface as well as at the impermeable bottom. The boundary conditions 
considered were no-slip horizontal velocity, continuity of pressure and continuity of 
vertical velocity.  The same problem was investigated by including the effect of the 
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nonlinear frictional resistance to the porous flow model by Puri (1983) and Gu and 
Wang (1991). Since the mathematical treatment of the nonlinear resistance term is 
difficult in these theoretical formulations, linearizing techniques have been used to 
simplify the mathematics. Thus, the complete contribution of the nonlinear resistance 
term on wave energy dissipation was not included in these models. 
Besides theoretical studies, a number of laboratory experiments have been 
performed to study wave damping over porous seabeds. Savage (1953) conducted a 
laboratory experiment in order to find out the wave energy losses and wave height 
attenuation by bottom friction and percolation. His experiment revealed that energy 
losses by percolation are insignificant for sands of low permeability whereas they are 
significant for coarse sands. Those experimental results have been used by a number of 
other investigators in order to validate their theoretical expressions. Experiments for 
solitary wave damping over smooth and rough bottoms have been performed by 
several researchers (e.g., Ippen et al., 1955; Özhan and Shi-Igai, 1977). The results 
from the experiments by Özhan and Shi-Igai (1977) showed that damping of solitary 
waves is faster in shallow-water than in deep water. Furthermore, they found that for 
both smooth and rough regimes the friction factor depends on the instantaneous wave 
heights. Gu and Wang (1991) conducted laboratory experiments for standing waves 
oscillating over porous bottoms. They compared the experimental damping rates with 
their theoretical expression (Gu and Wang, 1991) and the expression derived by Liu 
and Dalrymple (1984). Gu and Wang’s (1991) model showed better agreement with 
the experimental data than Liu and Dalrymple’s (1984) model. The reason for this may 
be due to the fact that the nonlinear resistance term was neglected by Liu and 
Dalrymple (1984). Furthermore, the experiment revealed that the turbulent boundary 
layer at the interface is also an important issue in wave damping prediction. Sawaragi 
 105
and Deguchi (1992) performed an experiment to study periodic wave damping over 
porous seabeds and they found that the effects of boundary shear on wave damping are 
negligible when compared to the effects of permeability.  
Direct numerical modeling of wave interaction with seabeds has the advantage 
of including irregular seabed geometry, inhomogeneous porous media, nonlinear 
waves and nonlinear frictional force. However, probably due to the difficulty of 
coupling turbulent flow models inside and outside of the porous beds, only limited 
number of such study was reported before. Several numerical models based on mild-
slope equation (e.g., Rojankamthorn et al., 1990), Boussinesq equations (e.g., Cruz et 
al., 1997) and Navier-Stokes equations (e.g., Huang et al., 2003) have been developed 
to study wave interaction with porous submerged breakwaters. Cruz et al. (1997) 
derived a set of Boussinesq-type equations to model wave propagation on a porous 
bed. The weak dispersive nature of the equations was corrected by adding dispersion 
terms and the equations were solved numerically. Hsiao et al. (2002) developed a set 
of Boussinesq-type model equations to describe nonlinear water wave propagation 
over permeable beds under the assumption of weak frequency dispersion and the 
model equations were solved by adopting a numerical scheme. The friction terms 
included inertial, linear and nonlinear resistances, which were modeled according to 
Sollitt and Cross’s (1972) formulation. Comparison of numerical results to the 
corresponding results from a one-dimensional experimental test for wave propagation 
over a submerged permeable bar showed good agreement. However, the assumption of 
irrotational flow is a major drawback in Boussinesq-type modeling.  Chang (2004) 
studied propagation of periodic and solitary waves over porous seabeds by solving 
two-dimensional Navier-Stokes equations for the flow outside the porous media 
together with adapted Navier-Stokes equations for the flow inside the porous media. In 
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his study, the flow outside the porous seabed was assumed to be laminar. The laminar 
flow assumption neglects the turbulent shear stress and thus it may cause significant 
errors, especially when the waves are highly nonlinear. In order to validate the model 
equations developed by Hsiao et al. (2002) for three-dimensional problems, Hsiao et 
al. (2005) compared the results from Hsiao et al.’s (2002) numerical model with the 
corresponding experimental and numerical results of Cruz et al. (1997) for waves 
propagating over porous submerged trapezoidal mounds. The results indicated that the 
accuracy of numerical results depends on the empirical coefficients for frictional 
resistances within the porous media.            
5.2 Motivation 
 In the above section an extensive review on previous theoretical, numerical and 
experimental studies on wave damping over rigid porous seabeds was presented. The 
reviewed literature manifests that the available theoretical studies on wave damping 
over porous seabeds are based on various assumptions to simplify the complex 
physical processes involved in wave – seabed interactions. In some of these studies, 
flow within the porous media has been expressed by Darcy’s law. In order to represent 
the acceleration generated by the pore fluid within the porous media an inertial term 
has been added to Darcy’s law (e.g., Hunt, 1953; Liu, 1973). However, it is well 
known that Darcy’s law includes only the viscous resistance of the pore fluid and 
hence it is only applicable for low Re flows. For high  flows another nonlinear term 
should be included for the porous flow models in order to represent the friction 
generated due to the interaction of the pore fluid with the soil particles. Some other 
studies on wave damping over porous seabeds have focused on deriving theoretical 
models by adding this nonlinear resistance term for the porous flow models. However, 
Re
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due to the fact that the mathematical treatment of the nonlinear resistance term is 
difficult in theoretical formulations linearizing techniques have been used to obtain 
approximate solutions (e.g., Puri, 1984; Gu and Wang, 1991). Linearization of the 
nonlinear resistance term may lead to error in wave damping computation when the 
permeability of the porous media is significant. 
 Another assumption that has been made in these studies is wave amplitudes are 
small compared with water depths. On the basis of this assumption, the linear wave 
theory has been used to describe the wave motion. However, the amplitudes of the real 
waves vary over a wide range while the waves propagate over different water depths. 
For large wave amplitudes, the linear wave theory fails and higher order wave theories 
should be used to represent the wave motion. These higher order wave theories include 
nonlinear terms and theoretical models for wave interaction with porous seabeds fail to 
incorporate these nonlinear terms. 
 The numerical model employed in this study has several advantages over the 
theoretical models. In the numerical model the wave energy dissipation inside the 
porous bed due to linear, nonlinear and inertial resistance including added mass is fully 
incorporated. Apart from this turbulent boundary layer at the interface and bed 
roughness are also taken into account. The numerical model has another advantage that 
it can simulate nonlinear wave interaction with porous seabeds whereas the theoretical 
models may fail to identify the wave nonlinearity effects. 
In this study, wave damping over rigid finite porous seabeds (Fig. 5.1) is 
studied by using the present numerical model. The numerical model will be compared 
with various theories and validated against experimental data for wave damping over 
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different porous seabeds. The model is then used to study the effects of wave 








Fig. 5.1. Definition sketch of wave damping over a porous seabed 
5.3 Model comparison with theories 
 In this section, the numerical model is compared with the theoretical models 
derived by Liu and Dalrymple (1984) and Gu and Wang (1991) for wave damping 
over porous seabeds. In Liu and Dalrymple’s model, the nonlinear resistance term is 
not included for the porous flow model whereas in Gu and Wang’s model the 
nonlinear resistance term is approximated by an “equivalent” linear term. In contrast, 
in the numerical model the fully nonlinear porous flow model is included. In Sections 
5.3.1 and 5.3.2, we shall briefly discuss the formulations of Liu and Dalrymple’s and 
Gu and Wang’s theoretical models, respectively. In the present numerical model the 
frictional resistance terms within the porous flow model are changed by including the 
corresponding terms in the theoretical models so that the porous flow equation in the 
numerical model is identical to that in the corresponding theoretical models. Wave 
damping results from the present fully nonlinear numerical model are compared with 
the results from the numerical model that include porous flow equations in theoretical 
models and the results from theoretical models. This comparison ensures the accuracy 
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of the numerical model in representing theoretical models and further helps evaluate 
the error in omission or linearization of nonlinear resistance in theoretical models in 
different range of bed permeability. For this comparison, empirical expressions for 
linear, nonlinear and inertial resistance terms and associated coefficients in each model 
are set to be consistent with those used by Gu and Wang (1991).  
5.3.1 Liu and Dalrymple’s theory (1984)  
Theoretical  expression  derived  by  Liu  and  Dalrymple  (1984)  was  based  
on Dagan’s (1979) porous flow model, which is a generalized form of Darcy’s law that 
can be applied for non-uniform flows. In addition, an acceleration term was also 
introduced into the porous flow model in order to represent the oscillatory flow motion 
inside the porous bed. However, the effect due to added mass was not considered. In 
the derivation, free surface profile was assumed to vary with distance and time as 
 where  is the wave amplitude and ( ) ( txkiw weatx ση −=, ) wa σ  is the angular frequency. 
Here, the wave number  is a complex variable, which can be written as wk irw ikkk += , 
in which  represents the change of wavelength and  represents the damping of 
wave height. With these conditions the homogeneous solution of the boundary value 
problem has led to a complex wave dispersion relationship as:  
rk ik





                                       (5.1) 
where  is the water depth,  is the seabed thickness, h d ν





ν specific permeability in which =pk permeability of porous 
material, and n
1
0 =β . The first and second terms in the denominator of the right hand 
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side of (5.1) represent the linear and inertial frictional resistances, respectively. In 
order to calculate wave damping rate , expression (5.1) needs to be solved 
iteratively.  
ik
To simulate Liu and Dalrymple’s theory, we set the coefficients in the 






−=  in which the coefficient ,  and 5700 =a 02 =Dc
0=pγ . 
5.3.2 Gu and Wang’s theory (1991) 
The complex wave dispersion relationship derived by Gu and Wang (1991) 
includes the linear and nonlinear resistance terms for the unsteady porous flow model. 
In order to include energy dissipation due to nonlinear frictional resistance in their 
theoretical model, the energy dissipation within a true nonlinear system was equated to 







2 σσ −−=−      (5.2) 
Here, both wave number  and the linearized friction coefficient  are complex 
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In (5.3), the terms on the right hand side represent the linear, inertial and nonlinear 
resistances, respectively. The parameter  relates to porosity  and sediment mean 
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C f −= 102
0 . The coefficients ,  and 0a 0b pγ  takes the values of 570,  
and , respectively. In order to calculate wave damping rate , expressions (5.2) 
and (5.3) need to be solved iteratively.  
0.3
46.0 ik
In order to solve the theoretical model by Gu and Wang (1991), the porous 
flow equation (5.2) is implemented into the numerical model. When (5.2) was derived, 
the pore pressure equation has been linearized while keeping the inertial resistance 
term together with the nonlinear resistance term. In order to implement it into the 
numerical model, we have changed its form by replacing  with 0f al if β−  where  is 









sinh,1                                                                            (5.5) 
where 
( )
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This wave damping model can be equivalently implemented into the numerical 





nfc lD −= ν
σ  
and  and 02 =Dc 46.0=pγ .  
5.3.3 Numerical simulations 
Numerical simulations are performed to represent Liu and Dalrymple’s (1984) 
theoretical model, Gu and Wang’s (1991) theoretical model and the fully nonlinear 
numerical model. In the case of fully nonlinear model simulation, in order that the 
coefficients are consistent with the corresponding coefficients in Gu and Wang’s 












0.94 02 bcD  neglecting  effect and KC 46.0=pγ . 
For the numerical tests, the wave and porous media parameters are selected as: 
wave period sT 5= , initial wave height mH 5.0= , water depth , porous bed 
thickness  and porosity 
mh 5=
md 5= 4.0=n . Wave damping for a distance of  over 
different permeable seabeds with different permeability parameters  are numerically 
simulated by changing diameter of sediments. The corresponding diameter for each 
permeability parameter is obtained by using the expression for specific permeability 











5.3.3.1 Setup of numerical experiments 
A computation domain of size mm 11400 ×  is selected. Uniform  is 
used in the horizontal direction. In the vertical direction, finer grids of uniform 
mx 5.0=Δ
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my 05.0=Δ  are deployed within the free surface region while coarser grids of uniform 
 are arranged within the seabed region. Smooth variation of grid size from 
finer to coarser grids in vertical direction is ensured from free surface region to fluid 
and porous interface. Two impermeable beds are kept near the left and right 
boundaries while the porous seabed started at 
my 2.0=Δ
mx 40= . Fifth order Stoke’s waves are 
generated from the internal wave generator by using the source function method (Lin 
and Liu, 1999) as detailed in the following section. The mesh arrangement from 
 to mx 200= mx 240=  within the computational domain and the setup of numerical 
experiments are shown in Fig. 5.2. 






























 Fig. 5.2. (a) The mesh arrangement from mx 200=  to mx 240=  within the 
computational domain (b) The setup of numerical experiments 
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5.3.3.2 Wave generation 
The generation of waves from the internal wave generator is performed by 
using a mass source function introduced into the continuity equation. The continuity 









         (5.7) 
where  is a mass source function within the source region. The mass source 
function for a target wave train is obtained by assuming that the total increase or 
decrease of mass from the mass source function contributes to the generation of the 
desired wave. Therefore, the source function becomes a function of wave celerity and 
the free surface displacement. Based on the wave theory presented by Skjelbreia and 
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Has = , and ( )( )kh khkhkHbs 3
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sinh16
2cosh2cosh += .  
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where A  is the area of the source region, C  is the phase celerity. The detailed 
expressions for  and C  can be found in the original paper by Skjelbreia and 
Hendrickson (1961).   
ia
Complying with the rules of thumb suggested by Lin and Liu (1999), in this 
study, the source region is kept half wave length away from the left boundary while the 
height and the width of the source region are selected as half water depth and 5% wave 
length, respectively. The top of the source region is kept below the wave trough level.  
5.3.3.3 Boundary conditions 
 For the fluid domain, the governing equations are the RANS equations and the 
ε−k  model and the boundary conditions that are presented in Section 4.3.1 are 
satisfied for the free surface. Along rigid boundaries, the boundary conditions are as 
detailed in Section 4.3.2. When applying universal logarithmic law to determine shear 
velocity, the tangential velocity at a distance of half the cell size open to fluid (δy/2) in 
the grid adjacent to the rigid boundary is used as the input for velocity information as 








Fig. 5.3. Illustration of the application of universal logarithmic law to determine shear 
velocity at the rigid boundary 
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The governing equations for the porous flow are the spatially averaged Navier-
Stokes equations and the boundary conditions at the water seabed interface are as 
discussed in Section 4.3.3. Fig. 5.4 illustrates the application of the derived new theory 
for turbulent boundary layers subject to flow injection to determine shear velocity at 
the permeable boundary. The application of the modified logarithmic law for suction 
conditions is similar. It is expected that the water seabed interface is subjected to 




Fig. 5.4. Illustration of the application of the derived new theory for turbulent 
boundary layers subject to flow injection to determine shear velocity at the permeable 
boundary 
Open boundary conditions are set at both left and right sides of the 








R ww                   (5.11) 
where  is the wave variable that includes the particle velocity and free surface 
displacement. Phase celerity  is positive at the right boundary and negative at the left 
boundary. Equation (5.11) is dicretized by the forward time upwind scheme.  
wR
C
5.3.3.4 Results and discussion 
The simulated free surface profile for the case of  in the fully 
nonlinear wave simulation is presented in Fig. 5.5. Grid independence test is also 
0.1log −=R





conducted by reducing horizontal grid size to mx 25.0=Δ  and vertical grid sizes to 
 and  within the free surface region and porous seabed region, 
respectively. Corresponding simulated free surface profile is also shown in Fig. 5.5. 
The comparison of two free surface profiles indicates that the grid arrangement 
originally described in Section 5.3.3.1 has already reached the grid independence.  













Fig. 5.5. Grid independence test: dotted line – coarse mesh, solid line – fine mesh 
The time history of free surface profiles are obtained by deploying several 
wave gauges along the porous bed. For each of the free surface profile, the graphs are 
plotted for the variation of 
H
H xln−  with x  in which  refers to the average wave 
height at a distance 
xH
x . Wave damping rate  for each porous bed is then calculated 






x =− ln .                
Fig. 5.6 presents the comparison of wave damping rates computed by different 
theories to that from the numerical model. According to Fig. 5.6, analytical wave 
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decay coefficients by Liu and Dalrymple (1984) and corresponding numerical wave 
decay coefficients agree well. This ensures that the numerical model can correctly 
represent the theoretical model by Liu and Dalrymple (1984) when the nonlinear term 
and the added mass effect in the inertial term are neglected in the numerical model.  
In order to view the effect of added mass in the inertial term, we also plot the 
theoretical results from Liu and Dalrymple (1984) by including added mass effect, 






−+== γββ  
(See page 110). According to the figure, when the term that represents the added mass 
is included into the Liu and Dalrymple’s model (1984), the damping rates are reduced 
compared to the damping rates from their original model. The permeability parameter 
that gives the peak-damping rate is also slightly changed. 
In Fig. 5.6, wave damping results from Gu and Wang’s (1991) theory, the 
numerical model with linearized pore pressure equation, and the fully nonlinear 
numerical model are also shown. According to the figure, when the linearized pore 
pressure equation is implemented into the numerical model, a good agreement between 
the numerical results and Gu and Wang’s results (1991) is obtained. However, the 
wave damping results computed by using the fully nonlinear numerical model are 
different. It is clear that the reason for this difference is caused by the linearization of 
the nonlinear friction term in Gu and Wang’s treatment. In other words, the 
linearization will not provide the exactly equivalent energy dissipation for a full range 
of permeability of porous bed.  
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Liu and Dalrymple (1984)
Liu and Dalrymple (with added mass)
Gu and Wang (1991)
 
Fig. 5.6. Comparison of the wave damping rates predicted from the numerical model, 
Liu and Dalrymple’s theory (1984) and Gu and Wang’s theory (1991) 
5.4 Model verification by experimental data 
  In this section, the numerical model with the coefficient values of 0.71 =c , 
 and 0.22 =c 34.0=pγ  is further verified by experimental data by Savage (1953) and 
Sawaragi and Deguchi (1992) for wave damping over porous seabeds. It is noted that 
Savage’s (1953) experimental data represent small permeability when compared to 
Sawaragi and Deguchi’s (1992) experimental data, which represent large permeability.  
5.4.1 Savage’s (1953) experimental data 
Savage (1953) conducted an experiment in a laboratory flume of length , 
width  and depth . The porous bed was  long and  thick. 
m3.29
m46.0 m61.0 m3.18 m30.0
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Water depths above the seabed were ,  and . He divided the 
flume into two parts and one side was used as a smooth side in which bottom friction 
and percolation would not exist. The other side was used to conduct wave damping 
tests in which the bottom consisted with sediment particles. Waves were generated by 
a wave generator, which produced waves with the period ranged from  to . 
Wave heights were measured using wave gauges located at  or  intervals. 
Several runs were performed to measure wave height attenuation due to bottom 
friction and percolation. In order to eliminate the energy loss due to sidewall friction, 




For the purpose of verification of the numerical model, decay of wave heights 
along the bed in Run No. 1 of Savage’s (1953) experiment is selected (Fig. 6 in 
Savage, 1953). For this run wave period sT 27.1= , wave height , water 
depth , seabed thickness 
mH 054.0=
mh 229.0= md 30.0=  and the porous media had a mean 
diameter  and specific permeability . Since the 
porosity was not given in the paper we decided to use 
mmd 00382.050 = 291049.4 mK −×=
3.0=n , which has been used by 
both Liu and Dalrymple (1984) and Gu and Wang (1991) for the same experiment. 
Numerically simulated free surface profile at Tt 25=  is shown in Fig. 5.7. 
Corresponding dimensionless wave heights along the direction of wave propagation 
that has been non-dimensionalized with wavelength λ  is compared to the experimental 
data in Fig. 5.8. We remark here the numerical result presented in Fig. 5.8 is the grid 
independent result. Savage (1953) corrected his experimental wave damping results by 
eliminating the side wall effects. For this experimental condition, wave damping 
results from the theoretical models by Liu and Dalrymple (1984) and Gu and Wang 
(1991) are also shown. According to the figure, the numerical result has very good 
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agreement with the corrected experimental results. However, both theoretical models 
have underestimated wave damping slightly.   














Fig. 5.7. Simulation results of free surface profile at Tt 25=  for the Run No. 1 of           
Savage’s (1953) experiments 

















experimental results (Savage, 1953)
corrected experimental results
theoretical results (Liu and Dalrymple, 1984)
theoretical results (Gu and Wang, 1991)
 
Fig. 5.8. Comparison of numerical results for wave damping along the porous bed with 
the corresponding experimental results (Run No. 1 of Savage, 1953) and theoretical 
results (Liu and Dalrymple, 1984; Gu and Wang, 1991) 
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According to Savage’s (1953) experimental results, waves having different 
instantaneous wave heights provide different wave damping rates when the other 
parameters i.e., wave period, water depth, seabed thickness and sediment diameters are 
the same (Table 4 in Savage, 1953).  Some of these experimental runs are numerically 
simulated to study the effects of wave nonlinearity on wave damping. Table 5.1 
provides the comparison of the numerical simulation results to the experimental 
(Savage, 1953) and the theoretical (Liu and Dalrymple, 1984; Gu and Wang, 1991) 




kk where  is 
the measured wave damping rate. It is shown that the numerical results are in better 
overall agreement with the experimental results than the theoretical models. Based on 
linear wave and linear friction assumption, Liu and Dalrymple’s theoretical model 
provides the same wave damping rate for a particular wave period and sediment 
diameter irrespective of the instantaneous wave heights. Gu and Wang’s theoretical 
model, however, predicts the decrease of wave damping coefficient as the increase of 
wave height. The reason for different wave damping results for different instantaneous 
wave heights provided by Gu and Wang’s model comes from the linearization of the 
porous flow model. The linearization of the porous flow model involves wave energy 
dissipation within a nonlinear system equated to wave energy dissipation within an 
equivalent linearized system. In Gu and Wang’s theory wave energy dissipation is the 
multiplication of the pressure and the velocity at the water – seabed interface. Since 
pressure and velocity are functions of wave height, wave energy dissipation and hence 
wave damping depends on the average wave height of the wave train. However, Gu 
and Wang’s model assumes linear waves, which provide approximate results for 
pressure and velocity for nonlinear waves. Therefore, wave damping for nonlinear 
waves may be underestimated or overestimated by Gu and Wang’s model. The 
imk
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differences between the numerical results and theoretical results, however, are not very 
significant because all these cases have small permeability (e.g., ) where the 
wave decay rates predicted by various methods are close (refer to Fig. 5.6). 
2log −≈R
Table 5.1: Comparison of the numerical wave damping results to the experimental and 


















(ΔP%) (ΔGW%) (ΔLD%) 
0.0133 0.0131 0.0135 3 1.27 0.229 0.299 0.0131 
(+1.5) (+0.0) (+3.0) 
0.0139 0.0148 0.0135 4   0.111 0.0143 
(-2.8) (+3.5) (-5.6) 
0.0138 0.0125 0.0135 12   0.388 0.0148 
(-6.8) (-15.5) (-8.8) 
0.0132 0.0148 0.0135 14   0.114 0.0164 
(-19.5) (-9.8) (-17.7) 
0.0228 0.0230 0.0240 21  0.152 0.418 0.0255 
(-10.6) (-9.8) (-5.9) 
0.0206 0.0256 0.0240 22   0.167 0.0190 
(-8.4) (+34.7) (+26.3) 
0.0226 0.0232 0.0240 23   0.401 0.0263 
(-14.1) (-11.8) (-8.7) 
0.0116 0.0087 0.0097 5 1.00 0.229 0.388 0.0122 
(-4.9) (-28.7) (-20.5) 
0.0090 0.0087 0.0097 7   0.133 0.0119 
(-24.4) (-26.9) (-18.5) 
0.0092 0.0089 0.0097 15   0.333 0.0106 
(-13.2) (-16.0) (-8.5) 
0.0118 0.0093 0.0097 16   0.277 0.0117 
(+0.8) (-20.5) (-17.1) 
0.0092 0.0103 0.0097 17   0.117 0.0112 
(-17.9) (-8.0) (-13.4) 
0.0160 0.0191 0.0182 24  0.152 0.167 0.0135 
(-18.5) (+41.5) (+34.8) 
 124
Fig. 5.9 shows the variation of dimensionless wave damping rate with the 
increase of wave nonlinearity in different water depths. It is observed that with the 
increase of wave nonlinearity wave damping remains almost a constant for large water 
depth. However, when water depth becomes smaller, wave nonlinearity plays an 
important role such that wave damping is increased with the increase of wave 
nonlinearity, which is correctly predicted by the numerical model when compared to 
the experimental data. This finding also agrees with the results by Chang (2004), who 
found by a numerical analysis that the increase of wave nonlinearity from  to  
results in an increase of wave damping rate. Gu and Wang’s theoretical model, 
however, predicts the opposite trend for the nonlinear wave effect, whereas Liu and 
Dalrymple’s linear model gives the same decay coefficient regardless of wave height.     
05.0 2.0




























experimental results (Savage, 1953)
theoretical results (Liu and Dalrymple, 1984)
theoretical results (Gu and Wang, 1991)
 
Fig. 5.9. Variation of wave damping rates with wave nonlinearity for waves with 
 in different water depths sT 27.1=
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5.4.2 Sawaragi and Deguchi’s (1992) experimental data 
In this section, we shall examine the behavior of the numerical model for a 
larger permeability of the bed (Sawaragi and Deguchi, 1992). The experiments for 
wave damping over porous seabeds were performed in a two-dimensional wave tank of 
length , width  and depth . The permeable bed was made on the 
horizontal bottom of the wave tank. The length and the thickness of the permeable bed 
were  and , respectively. The water depths above the permeable bed were 
either  or  for different experimental cases. Rubble stones of mean 
diameters either  or  were used to construct the permeable bed. A 
series of experiments was performed for different water depths, sediment diameters, 





In order to further verify the numerical model for the case of larger 
permeability when turbulence inside porous media becomes strong and nonlinear 
friction force predominates, we simulate two experimental conditions i.e., J-2 and J-6 
from a series of experiments performed by Sawaragi and Deguchi (1992) to determine 
wave attenuation over permeable beds. The wave periods for the two cases were 
 and , respectively with wave height . Both 
experimental cases were conducted in water depth 
sT 50.1= sT 00.1= mH 0358.0=
mh 15.0=  and seabed thickness 
. The mean diameter of the sediments in the permeable bed was . 
Since the porosity was not provided in the paper, we use the value of , which 
was estimated by Chang (2004) for same experiments based on some other similar 
experiments by the same authors (Deguchi et al., 1988). Figs. 5.10 and 5.11 present the 




and Dalrymple, 1984; Gu and Wang, 1991) for wave heights along the permeable bed. 
In Fig. 5.10, the numerical results according to Chang (2004) are also provided.  















experimental results (Sawaragi and Deguchi, 1992)
numerical results (Chang, 2004)
theoretical results (Liu and Dalrymple, 1984)
theoretical results (Gu and Wang, 1991)
 
Fig. 5.10. Comparison of numerical results for the wave damping along the porous 
seabed to the experimental (Sawaragi and Deguchi, 1992), theoretical (Liu and 
Dalrymple, 1984; Gu and Wang, 1991) and numerical (Chang, 2004) results for      
case J-2 
 According to Fig. 5.10, the present numerical results as well as numerical 
results by Chang (2004) are in good agreement with experimental data for case J-2 
( ). The results from Gu and Wang’s theoretical model also provides good 
agreement with experimental data. However, Liu and Dalrymple’s theoretical model 
has significantly underestimated wave damping. According to Fig. 5.11, for case J-6 
( ) the present numerical model provides good agreement with experimental 
data. Clearly, the results from Gu and Wang’s theoretical model is better than the 
present numerical results. The reason for better agreement between Gu and Wang’s 
results and experimental results could be the friction resistance computed from 




resistance coefficient that is given by fully nonlinear porous flow model in this range 
of flow properties. In Sawaragi and Deguchi’s experiments, permeability was much 
larger compared to permeability in Savage’s experiments and the flow inside the 
porous media could become turbulent in contrast to laminar flow in Savage’s 
experiments. The good agreement between numerical results and experimental data for 
both experiments indicates that the numerical model is accurate for a wide range of 
permeability, especially when porous flow becomes turbulent.  















experimental results (Sawaragi and Deguchi, 1992)
theoretical results (Liu and Dalrymple, 1984)
theoretical results (Gu and Wang, 1991)
 
Fig. 5.11. Comparison of numerical results for the wave damping along the porous 
seabed to the experimental (Sawaragi and Deguchi, 1992) and theoretical (Liu and 
Dalrymple, 1984; Gu and Wang, 1991) results for case J-6 
5.5 Further discussion of other wave and porous bed parameters 
In the following section, the verified numerical model with coefficients 
,  and 0.71 =c 0.22 =c 34.0=pγ  will be used for the parameterization study of wave 
damping under different wave and flow conditions. 
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5.5.1 Influence of the wavelength on wave damping 
 Fig. 5.12 presents the variation of wave damping rate with the non-dimensional 
wave parameter  for different permeable seabeds. For the numerical tests, fixed 
values of , , 
hkw
mH 5.0= mh 5= md 5=  and 4.0=n  are chosen while T  is decreased from 
 to  in order to increase  from sT 22= sT 6.2= hkw 2.0=hkw  to . According to 
Fig. 5.13(a), for a particular the maximum wave damping occurs at a certain  
( ). The reason is that the energy dissipation depends on the product of the 
pressure on the bed and the velocity of flow into and out of the bed. For short waves, 
fluctuation of velocity on the bed is less and hence energy dissipation is less. On the 
other hand, for long waves, pressure variation during a wave cycle occurs in a longer 
distance, consequently reducing velocity on the bed and wave induced flow inside the 
porous bed. Therefore, energy dissipation is less for long waves. It is also found that 
for the same , the maximum wave decay rate occurs in certain middle range of 
sediment size. According to Fig. 5.12(b), it is observed that the non-dimensional wave 
damping rate always decreases with the decrease of wavelength. This implies that the 
relative energy loss with one wavelength will always decrease as the decrease of 





 The peak wave damping that occurs when 1≈hkw  for oscillatory waves is 
ensured by conducting additional numerical experiments for solitary wave propagation 
over porous seabeds. The test conditions are selected as: mh 5= , , , 
 and 
md 5= md 05.050 =
4.0=n 5.15.0 ≤≤ hkw . Since solitary waves theoretically have infinite wave period, 
 for solitary waves is defined as wk
eff
wk λ




27.1=λ  is the effective wave 
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length, which include 80% of water volume. In order to obtain different  for 
selected test conditions, wave heights for solitary waves are changed according to the 
definitions of  and  . The characteristics of solitary waves and generation of 
solitary waves in the numerical model will be described in Chapter 6. The wave 
damping results from these numerical experiments are also shown in Fig. 5.12. 
According to the figure, wave damping rates for solitary waves are approximately one 
order of magnitude lower compared to wave damping rates for oscillatory waves. The 
reason for smaller damping rates for solitary waves is the less wave induced flow 
through porous media because of non-oscillatory waves. However, similar to regular 
waves, peak wave damping for solitary waves occurs when 
hkw
wk effλ
1≈hkw .       





































Fig. 5.12. Variation of (a) dimensional and (b) non-dimensional wave damping rate 
with  for different porous beds hkw
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5.5.2 Influence of seabed thickness on wave damping 
 Fig. 5.13 shows the variation of wave damping rate with the increase of seabed 
thickness for the fixed values of mH 5.0= , mh 5= , sT 5=  and . It is seen that 
the wave damping rate increases with the increase of the seabed thickness up to a 
certain thickness of the bed.  The further increase of the bed will not influence on wave 
damping. For smaller seabed thickness, since the wave induced flow propagates in a 
smaller volume of porous media wave energy dissipation is less. With the increase of 
the seabed thickness, energy dissipation inside the porous bed will increase. However, 
for a particular wave, the wave-induced porous flow will be concentrated into a certain 
depth of the porous bed. Therefore, wave damping attains a constant for thick beds.    
4.0=n




















Fig. 5.13. Variation of wave damping rate with the seabed thickness for different 




Wave damping over rigid porous seabeds is studied by using the present 
numerical model. The numerical model is able to simulate porous flows in a wide 
range of permeability. The model is first validated against the theories by Liu and 
Dalrymple (1984) and Gu and Wang (1991). A significant difference is found for the 
wave damping rate between the present numerical results and the theoretical results by 
Liu and Dalrymple (1984), who assumed the linear friction in the porous media. On 
the other hand, the difference between the numerical results and the theoretical results 
from Gu and Wang (1991), who considered the nonlinear friction but linearized it in 
the derivation, is less significant, with the peak damping rate shifted to the lower 
permeability for the fully nonlinear numerical model. The results confirm that the 
theoretical models that have been derived by neglecting the nonlinear resistance term 
can only be used at low  flows. Furthermore, the linearization of nonlinear porous 
flow models may also result in the underestimation or overestimation of wave damping 
in difference range of soil permeability. 
Re
The model is further validated against experimental data by Savage (1953) and 
Sawaragi and Deguchi (1992). It is found that the numerical model gives better overall 
comparisons to the experimental data than both theoretical models for a wide range of 
soil permeability and wave nonlinearity. It is also found that wave nonlinearity plays 
an important role in shallow water depth, whereas in deep water wave damping is little 
affected by wave nonlinearity. Compared with experimental data, the present 
numerical results predict the correct trend of the increasing wave damping with the 
increasing wave nonlinearity. However, Gu and Wang’s theory predicts the opposite 
trend of the decreasing wave damping rate with the increase of wave nonlinearity.  
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The effects of wavelength and seabed thickness on wave damping are also 
investigated by using the numerical model. For both short waves and long waves, wave 
damping rate is less compared to wave damping rate for waves in intermediate depth. 
The results also reveal that wave damping rate is increased with the increase of the 
seabed thickness up to a certain thickness of the bed. Further increase of the bed 
thickness does not have a considerable effect on wave damping rate because energy 




SOLITARY WAVE INTERACTION WITH POROUS 
BREAKWATERS 
6.1 Literature review 
6.1.1 Interaction of periodic waves with porous breakwaters 
Research on periodic wave interaction with porous breakwaters has been 
performed by several researchers over several decades. A detailed review of 
experimental and theoretical analysis on wave interaction with porous structures that 
have been carried out before 1970’s can be found in Sollitt and Cross (1976). Recent 
analytical and numerical studies on wave interaction with porous media were reviewed 
by Chwang and Chan (1998) and Losada (2001). In this section, we shall review some 
of the experimental, theoretical and numerical studies that have been carried out to 
study periodic wave interaction with porous structures. 
A considerable number of experimental studies have been carried out to 
evaluate reflection and transmission coefficients as well as to study the characteristics 
of wave motion when periodic waves interact with porous breakwaters. Sollitt and 
Cross (1972) performed experiments to determine reflection and transmission 
coefficients for wave interaction with homogeneous rectangular porous breakwaters 
and trapezoidal layered porous breakwaters. The results revealed that transmission 
coefficient decreases with the increase of wave steepness, decrease of wavelength and 
porosity. Reflection coefficient on the other hand, decreases with increasing wave 
steepness, decreasing wavelength and increasing porosity. Kondo and Toma (1972) 
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studied the effects of characteristics of incident waves and the thickness of the 
structure on wave reflection from and transmission through rectangular porous 
structures. They found that transmission coefficient decreases exponentially with the 
increase of the thickness of the structure. They also found that reflection coefficient 
increases up to the maximum at a certain thickness and further increase of the 
thickness results in decrease of reflection coefficient and become nearly uniform. 
Dattatri et al. (1978) studied the effects of wave steepness, relative water depth, 
relative depth of submergence and porosity on wave transmission coefficient for 
submerged breakwaters. Hall (1991) conducted physical experiments to investigate 
wave propagation in rubble mound breakwaters and concluded that the phreatic surface 
elevation is increased with increasing wave height, wave period and for steeper slopes. 
Losada et al. (1995) conducted laboratory experiments to study the wave induced flow 
in a porous structure and concluded that convective accelerations should be considered 
when modeling wave propagation in porous media. Several other laboratory 
experiments have been performed to study reflection and transmission characteristics 
of other non-conventional breakwaters. For example Isaacson et al. (2000) and Zhu 
and Chwang (2001) tested Jarlan-type structures to reduce wave reflection. 
Sakakiyama and Liu (2001) measured free surface, velocities, pressure and turbulence 
in front of a composite porous breakwater when non-breaking and breaking waves 
interact with it. Requejo et al. (2002) analyzed functional efficiency of a porous 
structure with a backwall. The main disadvantage of small scale physical model tests 
in laboratories is that the scale effects inherent due to inability to simultaneously obtain 
equality of Froude number and Reynolds number criteria. Furthermore, large scale 
physical models can be expensive to build and measurements.  
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Theoretical studies have been performed to derive expressions for reflection 
and transmission coefficients, which help to assess functional efficiency of porous 
breakwaters (e.g., Sollitt and Cross, 1972; Madsen, 1974; Madsen et al., 1978; Sulisz, 
1985). Most of these studies are based on a number of simplifying assumptions such as 
incident wave is normal to the structure, non-breaking and the breakwater is 
homogeneous and rectangular. In addition, theoretical analyzes are mostly limited to 
linear analyzes due to complexity of flow inside the porous medium. In this field of 
study, the theory derived by Sollitt and Cross (1972) is very important and their 
approach has been adapted by a number of other researchers to derive theoretical 
models for other specific problems. For rectangular and trapezoidal porous 
breakwaters under normally incident linear waves, Sollitt and Cross (1972) derived 
theoretical expressions for reflection and transmission coefficients. Inside the porous 
structure, the energy dissipation was taken into account through linearized friction 
coefficient, which is evaluated by applying Lorentz’s principle of equivalent work. An 
iterative procedure was needed to compute the friction factor. Trapezoidal breakwaters 
were analyzed by considering an equivalent breakwater of rectangular cross section 
while energy dissipation due to wave breaking was incorporated with the friction 
factor. Madsen (1974) followed a similar approach to Sollitt and Cross (1972) and 
derived theoretical expressions for reflection and transmission coefficients for linear 
long waves impinging on rectangular breakwaters. An explicit analytical solution for 
friction factor was obtained. Later Madsen and White (1975) extended the theory 
derived by Madsen (1974) for trapezoidal multi-layered porous breakwaters assuming 
non-breaking incident waves. A trapezoidal multi-layer breakwater was considered to 
be equivalent to a homogeneous rectangular breakwater while energy dissipation due 
to friction on the inclined surface was taken into account by incorporating a semi-
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empirical formula. Massel and Mei (1977) used a statistical approach to study random 
waves passing a perforated breakwater. Later Massel and Butowski (1980) extended 
the work by Massel and Mei (1977) for arbitrary incident wave spectrum. Madsen 
(1983) derived an analytical solution for the reflection of linear shallow-water waves 
from a vertical wave absorber. Sulisz (1985) developed a theory to predict reflection 
and transmission of normal incident linear waves by multi-layered permeable 
structures of arbitrary cross section. Flow within the porous media was linearized by 
applying Lorentz’s principle of equivalent work and a boundary value problem was 
formulated and solved by using the hybrid method. For long-wave transmission 
through rectangular porous breakwaters Scarlatos and Singh (1987) developed an 
analytical model by including the effects of seabed friction. Dalrymple et al. (1991) 
followed the approach by Sollitt and Cross (1972) and derived a theory for linear 
oblique waves impinging on rectangular porous breakwaters using plane-wave 
approximation based on eigen-function expansion. For linear waves impinging 
obliquely on crown breakwater with rectangular cross section, Losada et al. (1993) 
derived a semi-analytical solution for reflection and transmission coefficients by using 
eigen-function expansion method. In their study, flow within the porous breakwater 
was modeled according to the theory by Sollitt and Cross (1972). Yu and Chwang 
(1994) studied wave motion through two-layer porous structures by applying linear 
potential theory. Losada et al. (1998) provided analytical solution to evaluate wave 
induced mean flow in vertical rubble mound structures. Theory developed by Sollitt 
and Cross (1972) was adapted for flow motion inside porous media. Isaacson et al. 
(1998) studied thin porous structures based on potential flows while Isaacson et al. 
(2000) presented an analysis of a Jarlon-type structure with a chamber filled with 
stones based on eigen-function expansion, linear theory and normal regular waves. 
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Analytical expressions for reflection and transmission coefficients when waves interact 
with rectangular multislice porous structure have also been derived (e.g., Twu and 
Chieu, 2000;  Twu et al., 2002).  
When the geometry of the porous structure or the interaction between wave and 
porous structure becomes complex, theoretical models may be infeasible and 
numerical models become very useful. Numerical investigations pertaining to wave 
interaction with porous structures have been carried out by several researchers in the 
past by developing models based on potential flow theory, shallow-water equations 
and Navier-Stokes equations. McCorquodale (1972) and Hannoura and McCorquodale 
(1979) applied finite element method and finite difference method to simulate wave 
motion in rockfill structures. For rubble mound structures, Nasser and McCorquodale 
(1975) developed a finite difference model to solve one-dimensional wave 
transmission. Kobayashi and Wurjanto (1990) and Wurjanto and Kobayashi (1993) 
presented shallow-water equation models to study irregular wave interaction with 
permeable slopes. Based on boundary integral element method, Gu (1990) developed a 
model for monochromatic wave interaction with porous breakwaters. Mallayachari and 
Sundar (1994) presented a numerical model based on boundary element method and 
analyzed reflection characteristics of vertical and sloping permeable seawalls. Since 
the potential flow theory is used in boundary element models, these models are unable 
to treat wave breaking. Based on Navier-Stokes equations together with VOF method 
to track the free surface, more rigorous numerical models that have the capability of 
simulating wave breaking as well have been developed (e.g., Van Gent et al., 1994; 
Troch and de Rouck, 1998; Liu et al., 1999). These models have been used to study 
different aspects related to wave porous structure interactions. Van Gent (1995) 
presented a numerical model in which the flow outside the porous media is described 
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by Navier-Stokes equations and flow inside the porous media is described by adapted 
Navier-Stokes equations. In his model only the mean flow motion was considered 
while the turbulent components were neglected. Research on numerical model 
presented by Van Gent (1995) includes modeling of wave action on and in coastal 
structures (e.g., Van der Meer et al., 1992; Van Gent, 1994; Petit et al., 1994) and 
study of porous flow through rubble mound material (e.g., Van Gent, 1995). Troch and 
de Rouck (1998) developed a similar numerical model and studied wave interaction 
with permeable rubble mound structures. Numerical model developed by Liu et al. 
(1999) was based on RANS equations while the turbulence was modeled by ε−k  
model. Flow inside the porous media was described by spatially averaged Navier-
Stokes equations. By employing this numerical model, Liu et al. (1999) studied wave 
interaction with composite breakwaters. Hsu et al. (2002) extended numerical model 
developed by Liu et al. (1999) by applying Volume-Averaged/Reynolds Averaged 
Navier-Stokes equations and studied surface wave motions and turbulence flows in 
front of a permeable structure. Garcia et al. (2004) presented a numerical study, which 
focused on the near-field flow at porous two-layer low-crested breakwater by using the 
numerical model developed by Liu et al. (1999).  
6.1.2 Interaction of solitary waves with impermeable structures 
Solitary waves were first discovered in 1834 by John Scott Russell who 
observed a solitary elevation propagating in a narrow open channel. Since then the 
study of solitary wave has become a research interest in variety of coastal engineering 
problems. The wave profile of a solitary wave is nonlinear and solitary waves 
propagate in permanent form in constant depth without diminution of speed. Unlike in 
periodic waves the wave profile of a solitary wave can be represented with only two 
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parameters i.e., wave height H  and water depth . Empirical (Russell, 1845) and 
theoretical (Boussinesq, 1872; Korteweg-de Vries, 1895) expressions that have been 
developed to express wave speed and free surface profile of solitary waves as well as 
the researches that have been carried out to study the properties associated with 
solitary waves such as soliton, fission, dissipation and etc. were reviewed by Miles 
(1980). Available analytical solutions for the wave profile, wave speed and particle 
velocities are also presented by Lee et al. (1982), who compared different theories to 
experimental measurements.  
h
The evolution, transformation and breaking of solitary waves by various 
impermeable structures that include obstacles, submerged dikes, and steps have been 
studied extensively either experimentally (e.g., Goring, 1978; Seabra-Santos et al., 
1987; Losada et al., 1989; Grilli et al., 1994; Zhuang and Lee, 1996; Chang et al., 
2001) and analytically (e.g., Lamb, 1932; Miles, 1979; Sugimoto et al., 1987) or 
numerically (e.g., Losada et al., 1989; Yasuda and Hara, 1990; Huang and Dong, 2001; 
Lin, 2004). Reported analytical models are based on various assumptions and limited 
to non-breaking waves. However, numerical models have been employed to reduce 
these limitations. By using nonlinear shallow-water equations such as Boussinesq 
equations or Korteweg-de Vries (KdV) equation, several researchers have studied 
solitary wave interaction with various impermeable structures, numerically (e.g., 
Wang, 1993; Seabra-Santos et al., 1987). These models are based on the assumption of 
weak nonlinearity and weak dispersivity of waves. Furthermore, viscous effects have 
been neglected in these models. Attempts have been made to improve the dispersion 
characteristics of these models (e.g., Madsen et al., 1991). By using a model based on 
Navier-Stokes equations, Huang and Dong (1999, 2001) and Dong and Huang (1999) 
studied wave deformation and vortex generation in water waves propagating over 
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submerged dikes. The flow was assumed to be laminar and this assumption may cause 
significant errors in the flow region near to the structure where the flow can be 
turbulent due to generation of vortices and eddies. Chang et al. (2001) simulated vortex 
generation and evolution by solitary wave interaction with a submerged obstacle by 
using a numerical model, which is developed by Lin and Liu (1998) based on RANS 
equations and ε−k  turbulence model, and compared the numerical results with 
laboratory measurements. Satisfactory agreement between numerical results and 
experimental measurements was achieved. Liu and Cheng (2001) employed the same 
numerical model to study fission of a solitary wave on a shelf. By using the same 
numerical model, Lin (2004) conducted a series of numerical tests to compute 
reflection, transmission and energy dissipation (RTD) coefficients for obstacles, which 
cover full range of structural type from a submerged obstacle to an emerged obstacle 
and from a thin plate to a step. Since the transmitted solitary waves go through fission 
process that makes it difficult to define transmission coefficients in terms of wave 
heights, Lin (2004) introduced energy integral method to define RTD coefficients. 
6.1.3 Interaction of solitary waves with porous breakwaters 
Due to the nonlinear characteristics of solitary waves and nonlinear flow 
motion inside the porous media, theoretical models that have been developed to study 
solitary wave interaction with porous breakwaters are based on various assumptions 
and involve linearization of resistance forces inside the porous media. Theoretical 
expressions for reflection and transmission coefficients for solitary wave interaction 
with a rectangular porous breakwater was derived by Vidal et al. (1988) by assuming 
that the length of the breakwater is small compared to the wavelength. In their study, 
flow motion within the fluid domain and inside the porous breakwater was described 
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by the linear Boussinesq equations. The friction loss within the porous media was 
represented by an equivalent linearized term. Silva et al. (2000) derived a theory to 
evaluate reflection and transmission coefficients for solitary wave interaction with 
porous breakwaters. In the derivation, the incident solitary wave was broken down to 
its harmonic series through Fourier analysis and the reflected and the transmitted 
waves were obtained by multiplying the harmonic series for the incident wave by 
transfer functions, which were obtained by using plane-wave approximation based on 
linear wave theory. Friction coefficient was evaluated by Lorentz’s principle of 
equivalent work. 
Numerical studies for solitary wave interaction with porous breakwaters have 
been performed by Liu and Wen (1997), Lynett et al. (2000), Huang et al. (2003) and 
others. Liu and Wen (1997) studied solitary wave interaction with a porous breakwater 
by solving Boussinesq equations together with newly derived Boussinesq-type 
equations for the flow inside the porous media. The nonlinear resistance forces have 
been linearized by employing a characteristic velocity, which depends on upstream and 
downstream velocities of the breakwater. Numerical results for transmission 
coefficients were in good agreement with the experimental data from Vidal et al. 
(1988). Lynett et al. (2000) developed a three dimensional numerical model to study 
solitary wave diffraction by porous breakwaters. The model for flow inside the 
breakwater was based on Boussinesq-type equations derived by Liu and Wen (1997) 
while resistance forces have been linearized similarly by introducing a characteristic 
velocity. The model was validated by comparing reflection and transmission 
coefficients with corresponding experimental data, which were obtained by performing 
physical experiments to investigate solitary wave interaction with one-dimensional 
porous breakwaters. Huang et al. (2003) studied the interaction of solitary waves with 
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submerged porous breakwaters, numerically. In their numerical model the flow outside 
of the porous media was modeled by Navier-Stokes equations assuming laminar flow. 
The flow inside of the porous media was modeled by introducing adapted Navier-
Stokes equations.  
6.2 Motivation 
In the design of hydraulic structures, wave interaction with breakwaters is of 
great practical importance in coastal environments. Permeable breakwaters are more 
widely used not only because they are more economical but also because they are 
effective in protecting the base of the structure by reducing the formation of vortices 
and by damping the wave energy inside the breakwater. However, the design of 
efficient porous breakwaters depends on complex incident wave conditions and seabed 
characteristics and it is still a great challenge for the coastal and maritime engineers. In 
the design of porous breakwaters, the usual practice of assessing the functional 
efficiency of porous breakwaters is by the measure of reflection, transmission and 
energy dissipation (RTD) coefficients. In practical designs, these coefficients are 
obtained either by conducting physical model tests or by using appropriate theoretical 
and numerical models.  
The reviewed literature on previous researches that have been carried out to 
study periodic and solitary wave interaction with porous breakwaters suggests that in 
the study of solitary wave interaction with porous breakwaters, a complete analysis of 
reflection, transmission and energy dissipation characteristics for different structure 
geometries, porous media properties and wave conditions has not been reported 
although this will be very useful in design. Such an analysis can be simplified by 
idealizing a porous breakwater of arbitrary shape by an equivalent rectangular porous 
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breakwater (length  × height ) with the same submerged volume (Sollitt and 
Cross, 1972). Then the dimensional analysis provides that the non-dimensional 
influential parameters for RTD coefficients to be:  relative breakwater length and 
height (
ba bb
hab  and hbb ), relative particle size ( hd50 ), porosity , wave nonlinearity 
(
n
hH ), and wave steepness ( λH ). The definition sketch of solitary wave interaction 
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Fig. 6.1. Definition sketch of solitary wave interaction with a porous breakwater 
In this research, RTD coefficients for solitary wave interaction with rectangular 
porous breakwaters will be calculated by using the present numerical model. Since 
solitary waves have theoretically infinite wave period, the effective wave period for a 
solitary wave is defined in this study as the ratio between the effective wavelength effλ  
and the wave celerity  i.e., C
C
T effeff
λ=  when defining Keulegan-Carpenter number i.e., 
50nd
maxTUKC eff= . For the effective wavelength the wavelength, which contains 80% of 




27.1=λ . Before studying 
solitary wave interaction with porous breakwaters, the numerical model will be tested 
for solitary wave propagation on constant water depth by comparing numerical free 
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surface profile to the analytical solution by Boussinessq. Then the model will be 
validated against available theories and experimental data for both long wave and 
solitary wave interaction with porous breakwaters. After validating the numerical 
model, numerical tests will be conducted to calculate RTD coefficients for different 
combinations of   (hab 7005.0 ≤hab ) and ≤ h50d  ( 0 2.050≤ ≤hd ) ratios for a fully 




210.0 ≤ +≤ ) and porosity ( 10 ≤≤ n ) on RTD coefficients. In 
addition, the scale effects associated with small and large scale model tests will be 
discussed. 
It should be noted that in this study, the analysis of solitary wave interaction 
with rectangular porous breakwaters is performed in the two-dimensional plane. 
Therefore, the RTD coefficients in this analysis are applicable for very wide 
breakwaters in real problems. For narrow breakwaters, wave diffraction also becomes 
important. Because of two-dimensional analysis, the cylindrical solitary wave profile is 
assumed in this study although in certain actual situations the shape of the solitary 
wave could be spherical. Due to these facts, the RTD coefficients in this analysis may 
differ from the RTD coefficients that are expected in real problems depending on the 
breakwater geometry and the solitary wave shape. 
6.3 Model testing for solitary wave propagation on constant water 
depth  
The empirical relation for the speed of a solitary wave, which propagates on 
constant water depth   with amplitude  was proposed as h wa ( )wahgC +=  by John 
Scott Russell who discovered the solitary wave in 1834. The analytical solutions for 
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the free surface displacement and the water particle velocities of a solitary wave have 
been derived by Boussinesq from the potential flow theory (Lee et al., 1982). The 
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where . The horizontal and vertical fluid particle velocities, respectively are 
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In order to generate solitary waves in the numerical model, the above 
expressions have been used to specify the free surface elevation and the velocities of 
solitary waves at the left boundary of the computational domain. Before employing the 
numerical model for solitary wave interaction with permeable breakwaters, the 
accuracy of the numerical model in representing solitary wave profile and the speed of 
the wave need to be tested. For this purpose, a solitary wave of amplitude  
that propagates on constant water depth of 
maw 1.0=
mh 1=  is generated by specifying wave 
profile, horizontal and vertical velocities at the left boundary of the computational 
domain, which is discretized by uniform mx 1.0=Δ  and my 01.0=Δ . Fig. 6.2 presents 
the comparison of the numerically simulated wave profiles with the Boussinesq 
analytical solutions at different times. It can be seen that the agreement between the 
numerically simulated wave profile and the wave profile from the analytical solution is 
nearly perfect. Grid independence of the numerical results is also tested by choosing 















Fig. 6.2. Comparison of numerical and analytical free surface profiles for solitary wave 
propagation in a constant water depth at different times ( ) 21hgt =13.3 (A), 44.6 (B), 
76.0 (C): solid line – numerical free surface profile, dotted line – analytical free 
surface profile 
6.4 Model validation  
Conventionally, the wave reflection coefficient  and transmission coefficient 





HK RR =           (6.4) 
H
HK TT =           (6.5) 
where reflected wave height, transmitted wave height and =RH =TH H  is the incident 
wave height. The above definition will be used in the following validation against both 
theoretical results (Madsen, 1974; Vidal et al., 1988) and experimental data (Vidal et 
al., 1988; Lynett et al., 2000). The accuracy of the selected empirical coefficients i.e., 
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0.71 =Dc ,  and  will be ensured by comparing numerical results with 
experimental results. 
0.22 =Dc 34.0=pγ
6.4.1 Model validation against various theories  
6.4.1.1 Madsen’s theory (1974) 
Madsen (1974) derived analytical expressions for reflection and transmission 
coefficients for linear long waves impinging normally on rectangular porous 
breakwaters. Realizing that solitary waves have the similar characteristics to long 
waves we shall first validate the numerical model by using Madsen’s (1974) theory. 
Madsen (1974) showed that for a porous structure of length  wave reflection 
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−= ββ  in which the coefficients  and 
 correspond to the average values of the ranges suggested by Engelund (1953). 
The porous flow model in the numerical model is made to be consistent with that in 









nfc MD −= ν
σ  and  and 02 =Dc 0=pγ .  
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Numerical tests are conducted in a computation domain of . Linear 
waves with wave period of 
mm 21.030 ×
sT 3=  and wave height of mH 005.0=  that propagate in 
water depth of  are generated from the internal wave generator (Lin and Liu, 
1999). The computation domain is discretized by uniform 
mh 20.0=
mx 05.0=Δ . In the vertical 
direction, non-uniform grid system is used with my 0005.0=Δ  near the free surface. 
The length and the height of the breakwater are fixed at mab 40.0=  and  
while the diameters of the solid particles from 
mbb 21.0=
md 01.050 =  to . The left 
edge of the breakwater is kept at 
md 02.050 =
mx 25= .  
 For linear wave generation, the following mass source function is used: 
( ) )sin( t
A
CHts σ=          (6.8) 
The boundary conditions for permeable and open boundaries are same as that 
were described in Section 5.3.3.3. 
The reflection and transmission coefficients are calculated when the standing 





−=  and 
H
HK TT =  where 
 is the maximum wave height (measured at antinodes) and  is the minimum 
wave height (measured at nodes). The standing wave envelope for long wave 
interaction with the porous breakwater with 
maxH minH
md 012.050 =  is shown in Fig. 6.3. A 
partial standing wave envelope is developed in front of the breakwater when the waves 
are reflected from the porous breakwater. However, the wave envelope near to the 
porous breakwater is affected by the significant interaction between the incident and 
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the reflected waves. Therefore, the reflection coefficients are calculated by measuring 




























Fig. 6.3.  Standing wave envelope for long wave interaction with the porous 
breakwater with 06.050 =hd   
 Fig. 6.4 compares the calculated reflection and transmission coefficients for 
different hd50  to the corresponding theoretical coefficients. A very good agreement 
between numerical and theoretical results is obtained.  
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Fig. 6.4.  Comparison of the reflection and transmission coefficients for linear long 
wave interaction with rectangular porous breakwaters with different of hd50  between 
the present numerical results and the results from Madsen’s theory (1974) 
6.4.1.2 Vidal et al.’s theory (1988) 
Vidal et al. (1988) derived a semi-empirical theory to predict reflection and 
transmission coefficients when normally incident solitary waves interact with 
rectangular porous breakwaters. Linear Boussinesq equations were used to describe the 
flow motion while frictional effects were included for the flow motion inside the 
porous media. With the assumption of 1<<bwak , the local acceleration and phase shift 
in the transmitted wave was neglected when defining boundary conditions at the 
seaward and leeward faces of the breakwater. The friction loss within the porous media 
was linearized such that the total square error between the nonlinear and the equivalent 
























gcKT                    (6.10) 













41 −+−=∞ βνα  with 0921=Vα , 81.0=Vβ . Since 
the linearized friction coefficient depends on the transmission coefficient, it is 
impossible to incorporate the linearized friction term into the numerical model. 
Instead, we shall set the coefficients for hydraulic properties of the porous media in the 
numerical model to be consistent with those in Vidal et al.’s (1988) theoretical model. 






0.942 VDc β  neglecting  effect and KC 0=pγ .  
Numerical tests are conducted in a computation domain in which the length 
varies from  to  and height is , which is descretized by uniform 
rectangular grids of  and 
m55 m75 m3.1
mx 05.0=Δ my 01.0=Δ . Water depth is selected as  and 
solitary waves with amplitude of  are generated at the left boundary. The height 
of the breakwaters is fixed to  and the length is varied from  to . Two 
types of porous media each having particle diameter of  and  and 
porosity of  are used. The left edge of the structure is located at  and a gap 
of  is kept between the right edge of the porous structure and the right boundary 
of the domain. Two numerical wave gauges, which are located  away from left 
(gauge 1) and right (gauge 2) boundaries are used to detect wave signals in order to 
calculate the reflection and transmission coefficients. Fig. 6.5 shows the time histories 









with the porous breakwater with 0.2=hab  and 05.050 =hd . Fig. 6.5 also shows the 
time histories of free surface profiles of a mesh independence test, which is carried out 
by deploying finer grids in the free surface region and the breakwater region. The 
results indicate that both uniform coarse mesh and non-uniform fine mesh provide 























Fig. 6.5.  Time histories of free surface profiles recorded in gauge 1 and gauge 2 for 
solitary wave interaction with porous breakwater with 0.2=hab  and 05.050 =hd   
Fig. 6.6 compares the variation of numerical reflection and transmission 





 to the corresponding theoretical results. 
According to Fig. 6.6(a), it can be seen that for the case of small permeability the 
numerical transmission coefficients are in good agreement with the theoretical 
transmission coefficients. However, for large , a considerable difference exists 
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between the numerical and the theoretical reflection coefficients. This is expected 
because the assumption of 1<<bwak  was involved in the theoretical model. According 
to Fig. 6.6(b), for the case of large permeability, the difference between the numerical 
reflection coefficients and theoretical reflection coefficients is increased. Numerical 
transmission coefficients are also slightly overestimated by the theoretical transmission 
coefficients. The reason for this deviation could be the linearization of the friction loss 

































Fig. 6.6.  Comparison of the variation of reflection and transmission coefficients (  
and )  with the increase of  between the present numerical results and the 
theoretical results (Vidal et. al., 1988); (a) small porous size and (b) large porous size: 
dashed dotted line – numerical ,  dotted line – numerical  , solid line – theoretical 







6.4.2 Model validation against experiments 
6.4.2.1 Vidal et al.’s (1988) experimental data 
Vidal et al. (1988) conducted experiments to determine reflection and 
transmission coefficients when solitary waves interact with permeable breakwaters. 
Their experiments were carried out in a wave tank of  long and  wide. 
However, the flume width was divided by a screen and the experimental flume covered 
a width of only . The porous breakwaters were either  or  wide and 
water depth varied from  to . Wave amplitude was varied from  to 




m124.0 md 0143.050 =  and md 0243.050 =  were used and 
the measured porosity was 44.0=n  for all the cases. Reflected and transmitted wave 
heights were measured by using two wave gauges located  in front of the 
seaward side of the breakwater and  behind the rearward side of the breakwater, 
respectively. Reflection and transmission coefficients were calculated as the ratio 
between the measured wave heights. 
m90.3
m00.2
These experimental conditions are numerically simulated. The computation 
domain is discretized by rectangular grids having mx 01.0=Δ . In the vertical direction, 
a non-uniform grid system is used while at least 10  uniform grids are kept within the 
wave height. Reflection and transmission coefficients are calculated similarly in 
experiments by deploying two wave gauges in front of and behind the breakwaters in 
order to measure wave heights. Comparison of the numerical results to the 
experimental results is shown in Fig. 6.7. Numerical results according to Liu and Wen 
(1997) and theoretical results according to Vidal et al. (1988) and Silva et al. (2000) 
are also shown in the figure.  
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According to the figure, the transmission coefficients that are predicted from 
the numerical models and the theoretical models are in satisfactory agreement with the 
corresponding experimental transmission coefficients. However, the experimental 
reflection coefficients are over predicted by different numerical models and theories. 
One possible reason for this could be the experimental errors in measuring reflected 
wave heights that is generally more noticeable than the errors in measuring 
transmission coefficients in physical experiments. Clearly, the results from the 
theoretical model by Silva et al. (2000) are in better agreement with experimental data 
than the results from other theoretical and numerical models. However, their theory 
may only be applied for non-breaking wave interaction with porous breakwaters. On 
the other hand, the theoretical model by Vidal et al. (1988) significantly overestimates 
wave reflection coefficients especially for 1.0>
h
H . This deviation is influenced by the 
assumption involved in their theory that 1<<hkw , which implies that 1<<h
H  due to the 
unique relation that exists between wave nonlinearity and wave steepness for solitary 
waves. According to Fig 6.7, the overall agreement among the results from Liu and 
Wen’s (1997) Boussinesq numerical model and the results from the present numerical 
model with experimental data is satisfactory.    
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a) ab=20cm, h=30cm, d50=1.43cm





b) ab=20cm, h=30.2cm, d50=2.43cm












c) ab=40cm, h=30cm, d50=1.43cm












d) ab=40cm, h=31.7cm, d50=2.43cm
 
Fig. 6.7. Comparison of reflection and transmission coefficients (  and ) of 
solitary wave interaction with porous breakwaters: diamonds – experimental , 
circles - experimental , solid lines - present numerical results, dashed dotted lines – 
theoretical results from Silva et al. (2000), dashed lines - numerical results from Liu 




6.4.2.2  Lynett et al.’s (2000) experimental data 
Lynett et al. (2000) conducted experiments to determine reflection and 
transmission coefficients when solitary waves interact with rectangular permeable 
breakwaters. The experiments were carried out in a wave tank of  long and  
wide. Four porous breakwaters were tested.  Two of the tests had a width of  
while the mean diameters of the gravels used were 
m30 m1
m15.0
md 016.050 =  and . 
The other two had a width of  while gravels having mean diameters of 
 and  were used. The porosity of the porous media was 
 for all the models. The water depth was kept constant at . Solitary waves 
md 020.050 =
m30.0
md 016.050 = md 020.050 =
5.0=n m10.0
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with amplitudes between  to  were generated by using a piston wave 
maker. The free surface time series were taken  in front of and  behind the 
breakwater to calculate reflection and transmission coefficients based on wave height.  
m01.0 m04.0
m1 m1
In the numerical experiments, the computation domain is discretized by 
uniform rectangular grids of mx 01.0=Δ  and my 001.0=Δ  and waves are generated 
from the left boundary of the computation domain. Two numerical wave gauges are 
located  before and  after the breakwater. They are used to detect wave signals 
to determine reflected and transmitted wave heights to calculate  and . 
Comparison of the numerical reflection and transmission coefficients to the 
corresponding experimental coefficients is shown in Fig. 6.8. The numerical results 
from Lynett et al. (2000) who used a depth-averaged numerical model for the 
simulation are also shown for comparison.  According to the figure, it can be seen that 




Based on the validation of the present numerical model against experiments 
performed in this section, it is clear that the present RANS numerical model as well as 
Boussinesq numerical models by Liu and Wen (1997) and Lynett et al. (2000) predicts 
reflection and transmission coefficients for solitary wave interaction with rectangular 
breakwaters to a satisfactory accuracy. However, Boussinesq-type models cannot be 
applied to obtain vertical variations of flow fields and wave front in detail since the 
flow variables are averaged over water depth. Furthermore, these models are limited to 
irrotational flows. In contrast, RANS numerical models exclude these restrictions and 









































Fig. 6.8. Comparison of reflection and transmission coefficients (  and ) of 
solitary wave interaction with porous breakwaters: diamonds – experimental , 
circles – experimental , solid lines – present numerical results, and dashed lines – 




6.5 Numerical results and discussions 
It is noted that  and  defined in (6.4) and (6.5) will only have definite 
relationship with the reflected and transmitted wave energy for linear waves. For 
nonlinear waves, an energy flux based definition of  and  is more appropriate to 
characterize the wave energy variation during wave – structure interaction. Based on 












EFK =                    (6.12) 
where  and  are the integration of wave energy flux carried by incident, 
reflected and transmitted waves, respectively. The above definition is equivalent to 
(6.4) and (6.5) for linear waves and includes nonlinear contribution for nonlinear 
waves. The energy dissipation coefficient  is then expressed as:  
RI EFEF , TEF
DK
221 TRD KKK −−=                   (6.13) 
The above definition will be used in the following numerical study.  
6.5.1 Setup of numerical experiments 
 In this section, we shall use the numerical model that was validated against 
various theories and experimental data to study solitary wave interaction with 
breakwaters. The complete range of breakwater length and porous materials will be 
investigated and the corresponding  ,  and  defined in (6.11), (6.12) and 
(6.13) will be tabulated for the purpose of engineering design.  
RK TK DK
 A numerical wave flume of length that varies from  to  and height 
 is used. A uniform grid system of 
m55 m125
m3.1 mx 05.0=Δ and my 01.0=Δ  is employed. The 
water depth is kept constant at mh 1= . The incident waves with , which 
fixes the ratio of 
mH 10.0=
1.0=hH  and represents the weakly nonlinear solitary waves, are 
generated at the left boundary of the computational domain. The rectangular porous 
breakwater has the length of    that varies from  up to  and the height of 
. The mean diameter of the porous material  varies from 0  to . 
Thus, the test conditions represent the non-dimensional parameters 
ba 05.0 m70
mbb 2.1= 50d m20.0
7005.0 << hab  
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and 2.00 50 << hd . The porosity is selected as 5.0=n . The left edge of the breakwater 
is located at mx 30=  while a distance of  is kept from the right edge of the 
breakwater to the right boundary of the computation domain. Two numerical gauges 
are deployed  away from the left and the right boundaries to pick up the wave 
signals to determine RTD coefficients. Fig. 6.9 shows the corresponding setup of the 
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Fig. 6.9. Setup of the numerical experiments  
6.5.2 Tabulated results of RTD coefficients for different combinations 
of hab  and   hd 50  ratios  
Tables 6.1, 6.2 and 6.3 present the numerical results for reflection, transmission 
and energy dissipation coefficients, respectively for different combinations of hab  
and hd50  ratios. The RTD coefficients are calculated by using the energy integral 
method, which calculates the RTD coefficients based on the integration of wave 
energy flux. From Table 6.1, it can be observed that for any breakwater length, the 
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reflection coefficient decreases when the diameter of solid particles increases. 
Furthermore, for a particular particle diameter, the reflection coefficient is increased 
with the increase of the breakwater length up to a certain length of the breakwater and 
attained a constant value. The transmission coefficient, on the other hand, decreases 
with the increase of the breakwater length. In cases where the length is large enough 
compared to the particle diameter (e.g., 400050 >dab ), the transmission coefficient 
practically reduces to zero (Table 6.2). According to Table 6.3, for small breakwater 
lengths the maximal dissipation coefficient occurs at small particle diameters. For 
large breakwater lengths, the dissipation coefficient increases as the increase of 
particle size in the testing range. Since the tabulated data cover almost the full range of 
relative breakwater length and relative particle diameter with sufficiently small 
intervals, these tables can be easily used by an engineer to obtain the RTD coefficients 
for any combination of breakwater length and particle diameter. In the following 
sections, the influence of the relative length and particle size on performance of 
breakwaters will be addressed in detail. 
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 Table 6.1 
Reflection coefficient  for different combinations of RK hab  and hd50  for 1.0=hH  and 5.0=n  
  ab/h=0.05 ab/h=0.1 ab/h=0.5 ab/h=1 ab/h=2 ab/h=3 ab/h=4 ab/h=5 ab/h=8 ab/h=10 ab/h=15 ab/h=20 ab/h=30 ab/h=40 ab/h=50 ab/h=70 
d50/h=0.0 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
d50/h=0.001 0.836 0.900 0.961 0.967 0.968 0.968 0.968 0.968 0.969 0.969 0.969 0.969 0.969 0.969 0.969 0.969 
d50/h=0.002 0.666 0.774 0.911 0.932 0.939 0.939 0.939 0.939 0.939 0.939 0.939 0.939 0.939 0.939 0.939 0.939 
d50/h=0.003 0.557 0.680 0.865 0.901 0.915 0.916 0.916 0.916 0.916 0.916 0.916 0.916 0.916 0.916 0.916 0.916 
d50/h=0.005 0.428 0.556 0.790 0.847 0.876 0.881 0.882 0.882 0.882 0.882 0.882 0.882 0.882 0.882 0.882 0.882 
d50/h=0.008 0.327 0.451 0.709 0.786 0.831 0.842 0.845 0.846 0.846 0.847 0.847 0.847 0.847 0.847 0.847 0.847 
d50/h=0.01 0.286 0.405 0.671 0.754 0.806 0.822 0.826 0.828 0.829 0.829 0.829 0.829 0.829 0.829 0.829 0.829 
d50/h=0.02 0.185 0.284 0.553 0.654 0.728 0.754 0.765 0.769 0.772 0.773 0.774 0.774 0.774 0.774 0.774 0.774 
d50/h=0.03 0.142 0.229 0.491 0.598 0.682 0.714 0.728 0.734 0.740 0.741 0.742 0.742 0.742 0.742 0.742 0.742 
d50/h=0.04 0.119 0.197 0.450 0.561 0.651 0.686 0.703 0.711 0.718 0.719 0.720 0.721 0.721 0.721 0.721 0.721 
d50/h=0.05 0.105 0.176 0.421 0.534 0.627 0.666 0.684 0.693 0.702 0.703 0.705 0.705 0.705 0.706 0.706 0.706 
d50/h=0.08 0.082 0.143 0.369 0.484 0.584 0.627 0.648 0.659 0.670 0.672 0.674 0.675 0.676 0.676 0.676 0.676 
d50/h=0.1 0.074 0.129 0.349 0.464 0.566 0.611 0.633 0.645 0.657 0.660 0.662 0.663 0.663 0.664 0.664 0.664 
d50/h=0.15 0.063 0.112 0.318 0.433 0.538 0.586 0.610 0.622 0.637 0.640 0.643 0.644 0.644 0.644 0.644 0.644 








 Table 6.2 
Transmission coefficient  for different combinations of TK hab  and hd50  for 1.0=hH  and 5.0=n  
 
  ab/h=0.05 ab/h=0.1 ab/h=0.5 ab/h=1 ab/h=2 ab/h=3 ab/h=4 ab/h=5 ab/h=8 ab/h=10 ab/h=15 ab/h=20 ab/h=30 ab/h=40 ab/h=50 ab/h=70 
d50/h=0.0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
d50/h=0.001 0.156 0.089 0.018 0.007 0.002 0 0 0 0 0 0 0 0 0 0 0 
d50/h=0.002 0.337 0.223 0.064 0.030 0.011 0.005 0.003 0.001 0 0 0 0 0 0 0 0 
d50/h=0.003 0.451 0.324 0.114 0.061 0.027 0.015 0.009 0.006 0.002 0.001 0 0 0 0 0 0 
d50/h=0.005 0.582 0.452 0.198 0.122 0.066 0.042 0.029 0.021 0.010 0.006 0.002 0 0 0 0 0 
d50/h=0.008 0.684 0.560 0.285 0.193 0.118 0.083 0.062 0.048 0.026 0.018 0.005 0.001 0 0 0 0 
d50/h=0.01 0.725 0.606 0.327 0.228 0.147 0.107 0.082 0.066 0.038 0.028 0.015 0.009 0.004 0.002 0 0 
d50/h=0.02 0.824 0.727 0.451 0.339 0.241 0.189 0.155 0.131 0.086 0.069 0.043 0.030 0.016 0.010 0.007 0.003 
d50/h=0.03 0.865 0.781 0.516 0.400 0.295 0.239 0.201 0.173 0.121 0.099 0.066 0.048 0.029 0.020 0.014 0.008 
d50/h=0.04 0.887 0.812 0.559 0.441 0.332 0.273 0.233 0.204 0.146 0.122 0.084 0.063 0.040 0.028 0.021 0.013 
d50/h=0.05 0.901 0.833 0.589 0.471 0.360 0.299 0.257 0.227 0.166 0.140 0.099 0.075 0.049 0.035 0.026 0.017 
d50/h=0.08 0.923 0.867 0.643 0.526 0.412 0.348 0.305 0.272 0.207 0.177 0.130 0.102 0.069 0.052 0.041 0.028 
d50/h=0.1 0.931 0.879 0.664 0.548 0.433 0.369 0.325 0.292 0.224 0.194 0.144 0.114 0.079 0.060 0.048 0.033 
d50/h=0.15 0.942 0.896 0.697 0.582 0.467 0.402 0.357 0.323 0.254 0.222 0.168 0.135 0.096 0.074 0.060 0.043 








 Table 6.3 
Dissipation coefficient  for different combinations of DK hab  and hd50  for 1.0=hH  and 5.0=n  
  ab/h=0.05 ab/h=0.1 ab/h=0.5 ab/h=1 ab/h=2 ab/h=3 ab/h=4 ab/h=5 ab/h=8 ab/h=10 ab/h=15 ab/h=20 ab/h=30 ab/h=40 ab/h=50 ab/h=70 
d50/h=0.0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
d50/h=0.001 0.525 0.427 0.278 0.256 0.249 0.249 0.249 0.250 0.249 0.249 0.249 0.249 0.249 0.249 0.249 0.249 
d50/h=0.002 0.666 0.592 0.407 0.360 0.345 0.344 0.344 0.343 0.344 0.344 0.344 0.344 0.343 0.343 0.343 0.343 
d50/h=0.003 0.698 0.658 0.489 0.430 0.404 0.401 0.401 0.401 0.401 0.401 0.401 0.401 0.401 0.401 0.401 0.401 
d50/h=0.005 0.691 0.698 0.581 0.517 0.479 0.472 0.471 0.471 0.471 0.471 0.471 0.471 0.471 0.471 0.471 0.471 
d50/h=0.008 0.652 0.696 0.644 0.588 0.544 0.533 0.531 0.531 0.532 0.532 0.532 0.532 0.532 0.532 0.532 0.532 
d50/h=0.01 0.627 0.685 0.667 0.616 0.572 0.560 0.557 0.557 0.558 0.559 0.559 0.559 0.559 0.559 0.559 0.559 
d50/h=0.02 0.535 0.625 0.700 0.676 0.642 0.629 0.625 0.626 0.629 0.631 0.632 0.633 0.633 0.633 0.633 0.633 
d50/h=0.03 0.482 0.581 0.702 0.694 0.669 0.658 0.655 0.656 0.662 0.664 0.667 0.669 0.670 0.670 0.670 0.670 
d50/h=0.04 0.446 0.549 0.696 0.700 0.683 0.674 0.672 0.674 0.681 0.684 0.688 0.690 0.692 0.692 0.692 0.693 
d50/h=0.05 0.421 0.525 0.690 0.702 0.691 0.684 0.683 0.684 0.693 0.697 0.703 0.705 0.707 0.708 0.708 0.708 
d50/h=0.08 0.375 0.478 0.671 0.700 0.700 0.697 0.698 0.701 0.713 0.719 0.727 0.731 0.734 0.735 0.736 0.736 
d50/h=0.1 0.357 0.459 0.661 0.696 0.702 0.701 0.703 0.706 0.720 0.726 0.734 0.740 0.744 0.746 0.747 0.747 
d50/h=0.15 0.330 0.429 0.643 0.688 0.702 0.704 0.708 0.713 0.728 0.736 0.748 0.754 0.759 0.761 0.762 0.763 






6.5.3 Analysis of solitary wave transformation  
The graphical representation of the tabulated data for RTD coefficients are shown 
in Figs. 6.10, 6.11 and 6.12. However, only selected data sets are presented for clarity. We 
shall use these figures to discuss some important properties of wave reflection, 
transmission and energy dissipation when solitary waves interact with porous breakwaters.  
6.5.3.1 Wave reflection and transmission 
It can be seen from Figs. 6.10 and 6.11 that for very thin breakwaters waves 
transmit almost completely. For a particular solid particle size, with the increase of the 
breakwater length the reflection coefficient increases rapidly and achieves a constant value 
at a certain breakwater length and this constant is maintained for all the other larger 
breakwater lengths. Conversely, the transmission coefficient decreases rapidly and reaches 
zero at a certain breakwater length. This observation is in agreement with the finding by 
Yu and Chwang (1994), who concluded that there is an optimum thickness for a porous 
breakwater beyond which any further increase of the thickness may not lead to an 
appreciable improvement of its functional performance in reducing the transmission of 
water waves. This is an important consideration when designing a porous breakwater, 
which shows that the reflection and transmission characteristics of a breakwater are 
independent of the length of the breakwater when the length exceeds a certain value.  
The rapid increase of the reflection coefficients for thin breakwaters can be 
explained as a consequence of the combined effect of reflection of wave energy when the 
penetrated waves interact with the porous media and with the fluid at the leeward face of 
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the breakwater. It is known that, after the penetrated waves reach the leeward face of the 
breakwater a part of the wave energy is transmitted while the rest is reflected back into the 
breakwater. This reflected wave is propagated towards the seaward face of the breakwater 
and at the interface a part is transmitted back into the seawater and combined with the 
previously reflected wave while the rest is again reflected back into the breakwater. This 
process takes place until the whole wave energy inside the porous breakwater is fully 
dissipated. For very small breakwater lengths, only the reflected waves from the leeward 
face of the breakwater may be significant. However, when the breakwater length becomes 
somewhat large, in addition to the reflection from the leeward face, the reflection from the 
porous media may also become significant. Due to this reason reflection coefficient 
increases rapidly with the increase of breakwater length for thin breakwaters. Beyond a 
certain length, reflection from the leeward face is less significant while that from the fluid 
within porous media may become constant due to damping of waves inside the 
breakwater. 
The rapid decrease of transmission coefficient with the increase of breakwater 
length for thin breakwaters may be due to the fact that the amount of wave energy 
dissipation through the pores within the porous media increases with the increase of 
breakwater length. This will result in the waves inside the porous structure to decay as it 
propagates to the leeward side of the breakwater. However, if the breakwater length is 
increased further, the decrease in wave transmission coefficient slows down. This occurs 
when the energy dissipation reaches to its maximum value. It is also observed that, even 
though the breakwater is very thick, transmission can still be significant if the diameters of 
the solid particles are large (e.g., 70=hab  and 2.050 =hd ).  
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With the increase of the diameter of the solid particles, the reflection coefficient 
decreases and the transmission coefficient increases. When the diameter of the particle 
becomes large, the pore size within the porous media is also large. Hence, more wave 
energy is able to penetrate into the porous breakwater. Consequently, reflection 
coefficients are reduced while transmission coefficients increase. 








































Fig. 6.10. Variation of reflection coefficient (a) as the function of  hab  for different hd50  
and (b) as the function of  hd50  for different hab  
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Fig. 6.11. Variation of transmission coefficient (a) as the function of  hab  for different 
hd50  and (b) as the function of  hd50  for different hab  
6.5.3.2 Wave energy dissipation 
 In wave interaction with porous breakwaters, the energy dissipation mechanism 
includes both internal and external energy dissipation. Internal energy dissipation is 
mainly due to the friction within the pores of the structure. External energy dissipation, on 
the other hand, can be due to processes such as eddy formation and vortex shedding that 
occur near the breakwater. Fig. 6.12 presents the variation of energy dissipation 
coefficient with the increase of relative breakwater length and particle diameter. The sharp 
increase of energy dissipation coefficient with the increase of breakwater length for thin 
breakwaters can be attributed due to the increase of internal wave energy dissipation. This 
internal energy dissipation will be concentrated into a limited portion of the seaward side 
of the breakwater. Therefore, as the breakwater length increases further, the increase in 
 169
energy dissipation coefficient starts to decrease and the coefficient achieves a constant 
value at a certain length of the breakwater when the internal energy dissipation slowly 
attains to its maximum value.  
 The results also indicate that the diameter of the solid particles that provides the 
maximum energy dissipation for a breakwater depends on the length of the breakwater. 
For very thin breakwaters, the maximum energy dissipation occurs for very fine particles 
and the energy dissipation is significantly reduced when particles become coarser. In 
contrast for thick breakwaters, energy dissipation increases with the increase of the 
particle diameter, at least within the test range.  






































Fig. 6.12. Variation of dissipation coefficient (a) as the function of  hab  for different 
hd50  and (b) as the function of  hd50  for different hab  
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6.5.4 Effects of depth of submergence 
Numerical tests are also carried out to calculate RTD coefficients by varying hbb  
from  to 0
h
H21+  for fixed parameters of 0.2=hab  and 02.050 =hd . The corresponding 
results are shown in Fig. 6.13. According to the figure, as the relative height of the 
structure increases from  to 0
h
H21+ , reflection coefficient increases and the maximum 




bb 21+=  during which no wave overtopping the structure 
occurs. Conversely, transmission coefficient decreases monotonically. In addition, with 
the increase of breakwater height, the transmitted wave changes from a non-breaking 
wave to a breaking wave. The rapid decrease of transmission coefficient from 8.0=hbb  
to 0.1=hbb  reflects this phenomenon.  
According to Fig.6.13, with the increase of structural height, the energy dissipation 
gradually increases and reaches a peak when hbb  nearly equals to 1. The increase of 
frictional effects inside the porous media, wave damping along the crest of the breakwater 
due to percolation and bed friction, and vortex shedding at the corners of the breakwater 
may contribute to increase of wave energy dissipation. In addition, if the structure is high 
enough, turbulence generation due to wave breaking also contributes to wave energy 




bb 21+= , the energy dissipation gradually decreases and attains a constant. When the 
crest of the breakwater emerges from the free surface, energy dissipation due to travel of 
waves over the breakwater and wave breaking do not play a major role in wave energy 
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dissipation and hence wave energy dissipation is slowly decreased and become a constant 
when the waves are fully blocked by the emerged breakwater.     
It is noted that the present results of increase of reflection and dissipation 
coefficients and decrease of transmission coefficient with the increase of crest level in 
submerged breakwaters are consistent with the results reported by some other 
investigators for periodic waves (e.g., Yu and Chwang, 1994; Mizutani et al., 1998).  


























Fig. 6.13. Effects of submergence on reflection, transmission and energy dissipation 
coefficients for 0.2=hab  and 02.050 =hd  
6.5.5 Effects of porosity 
The influence of porosity on RTD coefficients is studied by increasing the porosity 
of the breakwater from impermeable ( 0=n ) structure to fully transparent ( ) structure. 1=n
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Relative length of the breakwater and the relative diameter of the solid particles are fixed 
at  and 0.2/ =hab 02.050 =hd , respectively. Fig. 6.14 shows the variation of RTD 
coefficients with the increase of porosity. As expected the reflection coefficient decreases 
with the increase of the porosity whereas the transmission coefficient increases with it. In 
a three dimensional numerical analysis, Golshani et al. (2003) reported the same finding 
for wave interaction with porous breakwaters. Similar results were also obtained 
experimentally for a porous breakwater with zero free board by Dattatri et al. (1978), who 
concluded that transmission is increased with the increase of porosity. The present 
observation for the variation of reflection and transmission coefficient with porosity also 
agrees with the results obtained by Ting et al. (2004), who experimentally studied porosity 
effects on wave transformation by submerged breakwaters and observed that less porous 
breakwaters provide large reflection coefficient and small transmission coefficient.  
It is interesting to note that the breakwater with very small and very large porosity 
would dissipate less wave energy compared to breakwaters with the porosity in the middle 
range. The energy dissipation for breakwaters with very small porosity is small because 
most of wave energy is reflected back. On the other hand, breakwaters with very large 
porosity, waves basically see the structure as transparent and thus transmit through almost 
completely. For this particular case, the energy dissipation increases with n  in the 
practical range of . 7.03.0 ≤≤ n
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Fig. 6.14. Effects of porosity on reflection, transmission and energy dissipation 
coefficients for 0.2=hab  and 02.050 =hd  
6.5.6 Scale effects 
When physical models are used in design of hydraulic structures, the test results 
may represent only the reduced scale model of the prototype. In order to extrapolate the 
model results to the prototype results, it is necessary that the flow conditions in the models 
are similar to those in the prototype. This is achieved if the model displays similarity of 
geometry, motion, and forces that are known as geometric, kinematic and dynamic 
similarity, respectively. Therefore, for complete force similitude of hydraulic model both 
the Froude number and Reynolds number criteria should be satisfied simultaneously when 
both gravity ( Fr ) and viscous forces ( ) are important.   Re
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Scale effects are the errors inherent due to the imperfect modeling of form, motion 
or forces. For most of hydraulic models, water is the only feasible fluid to use. For this 
reason, in the small scale model, we are only able to satisfy one of the two criteria (either 
Froude number or Reynolds number criterion). Most of time, the Froude number criterion 
is used for modeling water wave problems and thus it is inevitable that the small scale 
model will have smaller  compared to that in the prototype.  Re
 In this study, the scale effect is investigated by conducting numerical experiments. 
Using the Froude law for scaling, numerical tests are performed in an enlarged and a 
reduced numerical wave flume. Each linear dimension i.e., size of the computation 
domain, size of the structure, size of the porous material and the amplitude of the wave is 
multiplied by factors 10  and  (SF10/1 F=10 and SFF=1/10), respectively for the previous 
tests of 0.2=hbb  and hd50  varying from  to  (SF001.0 1.0 F=1). Here we shall consider 
the largest structure to be the prototype, the small structure to be the model and the 
medium size structure to be the reference. The velocity ratios then become 10  and 





ˆ=  in the prototype, reference, and small scale model, where U  is 
the velocity scale and 
ˆ
Dˆ  is the length scale. Since the similarity of the kinematic viscosity 
is neglected the Reynolds number criterion will not be satisfied in these tests.  
The RTD coefficients for the prototype , reference model  and small 
scale model  are compared in Fig. 6.15. It is observed that RTD coefficients from 
the reference model are almost similar to the RTD coefficients from the prototype 
)10( mO )1( mO
)1.0( mO
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implying that scale effects are less significant in large scale model tests. However, for the 
small scale model tests, it can be seen that reflection coefficient is larger while 
transmission and dissipation coefficients are smaller compared to the corresponding 
coefficients in the prototype. The scale effects observed for reflection and transmission 
coefficients for small scale tests in the present analysis are in agreement with the reported 
scale effects by Wilson and Cross (1972).  Kondo and Toma (1972) also observed that 
scale effects of porous breakwaters cause smaller  for structures of small size.  TK
The reason of the above difference is caused by the neglect of  similitude, 
which becomes significant when  is small. The numerical simulation for the small 
scale model are rerun with a reduced kinematic viscosity that is easy in numerical 
simulation but not practical in actual physical modeling so that the Reynolds number 
criterion is satisfied between the small scale model (SF
Re
Re
F&R=1/10) and the reference case 
(SFF=1) as well besides Froude number criterion. The corresponding results are shown in 
Fig. 6.15. It can be seen that when both Froude number and Reynolds number criteria are 
satisfied the RTD coefficients from the reference case and from the small scale model are 
almost the same. This confirms that if only the Froude number law is used for scaling, 
small scale models can fail to predict RTD coefficients accurately. 
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Fig. 6.15. Comparison of RTD coefficients for different scale factors for fixed 0.2=hab  
6.6 Conclusions 
Solitary wave interaction with rectangular porous breakwaters is studied by using a 
two-dimensional numerical model. The model is validated against the theory by Madsen 
(1974), which is based on long wave assumption, and the theory by Vidal et al. (1988), 
which is based on linear Boussinesq equations. Excellent agreement is found for the 
reflection and transmission coefficients for structures with different permeability between 
the numerical results and the corresponding theoretical results by Madsen (1974). The 
calculated transmission coefficients also agree well with the corresponding results from 
Vidal et al.’s (1988) theory. However, the reflection coefficient is overestimated by the 
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theory when  is large since the assumption of bwak 1<<bwak   was used in the theory. For 
large permeability, the deviation between numerical results and theoretical results tends 
larger. The possible reason for this deviation could be the linearization of friction terms in 
the theoretical formulation. The present numerical model is also validated with 
experimental results by Vidal et al. (1988) and Lynett et al. (2000) for solitary wave 
interaction with rectangular fully emerged porous breakwaters. For both experiments the 
agreements between the numerical results and the corresponding measurements are 
satisfactory. 
The numerical model is employed to calculate RTD coefficients for different 
combinations of relative breakwater lengths and porous particle diameters when solitary 
waves interact with rectangular porous breakwaters. The results cover practically the full 
range of breakwater lengths and porous particle diameters. These results are tabulated in 
convenient reference for engineering design of porous breakwaters. The characteristics of 
wave reflection and transmission by porous breakwaters are discussed. It is found that for 
a given particle size reflection coefficient attains a constant value when the breakwater 
length exceeds a certain value, whereas the transmission coefficient decreases and reaches 
zero. This is because the energy dissipation is concentrated into a limited portion of the 
breakwater near to the seaward side of the breakwater. The results indicate that there is an 
optimal thickness for a functionally efficient breakwater for a particular size of solid 
particles. It is also found that the wave reflection can be significantly reduced by 
increasing the diameter of the solid particles especially for thin breakwaters. However, 
this will result in significant increase of transmission coefficient since more wave energy 
will penetrate into the breakwater through large pores.  
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The effects of depth of submergence and porosity of porous breakwaters on RTD 
coefficients are also investigated. Reflection coefficient increases whereas transmission 
coefficient decreases with the increase of breakwater height for submerged breakwaters. 
The rate of change of these coefficients is significantly increased when the waves change 
from non-breaking to breaking waves with the increase of breakwater height. The increase 
of breakwater height beyond the free surface results in decrease of rate of change of these 
coefficients. The maximum reflection and the minimum transmission occur when wave is 
fully blocked by the emerged breakwater. The results reveal that the increase of porosity 
results in the decrease of wave reflection and the increase of wave transmission. 
Furthermore, at particular porosity energy dissipation attains the maximum.  
The present results confirm that scale effects are significant in small scale model 
tests when only the Froude number is used as the scaling law, which is commonly 
practiced in laboratory physical modeling for wave problems. The small scale model in 
the range of  tends to give larger reflection and smaller transmission. When the 
model scale reaches , it gives very close results to the prototype . The 
numerical results reveal that when both Froude number and Reynolds number criteria are 
satisfied, which is however difficult to achieve in laboratory experiments, the small scale 
models are able to predict reflection and transmission coefficients accurately. 
)1.0( mO
)1( mO )10( mO
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CHAPTER 7 
CONCLUSIONS AND RECOMMENDATIONS 
7.1 Conclusions 
In the present study, the numerical model called COBRAS is improved and the 
revised numerical model is employed to study wave damping over porous seabeds and 
solitary wave interaction with porous structures. In the present numerical model, the 
flow outside the porous media is described by the RANS equations in which the effects 
of turbulence field are modeled by the ε−k  model. The flow inside the porous media 
is described by the spatially averaged Navier-Stokes equations while the effect of 
porous media is treated by additional resistance forces.  
Firstly, a new theory for turbulent boundary layer flows subject to flow 
injection is derived by simultaneously solving the momentum equations and turbulent 
kinetic energy equation. Unlike in earlier works (e.g., Cheng and Chiew, 1998b), in 
this study, the term for the advection of turbulent kinetic energy is retained during the 
derivation. Some specific characteristics of the derived expression are summarised as 
follows:  
• The derived expression reduces to the universal logarithmic law when there is 
no flow injection. For small injection velocity it can be expanded into the series 
form in terms of the normalized injection velocity. Furthermore, the leading 
order terms are exactly the same as the modified logarithmic law by Spalding 
(1977) and Cheng and Chiew (1998b). The inclusion of the advection of 
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turbulent kinetic energy leads to the rest of higher order terms that become 
significant for high injection rates.   
• The comparison of the derived new theory as well as the modified logarithmic 
law (Cheng and Chiew, 1998b) to the experimental data for velocity profiles by 
McQuaid (1967), Simpson (1967), and Cheng and Chiew (1998b) show 
excellent agreement.  
• For the above mentioned experiments as well as for the experiment by Julien et 
al. (1971), the new theory provides consistently better prediction of shear 
velocities regardless of the fluid type (air and water) and bed roughness (  
from 0.135 to 408.1). However, the shear velocities predicted by using the 
modified logarithmic law are only accurate for low injection rates. 
+
sk
Secondly, a new porous flow model is derived by spatially averaging the 
Navier-Stokes equations in which the effect of porous media is treated by additional 
inertial and drag forces. These forces are modeled by idealizing the porous media into 
a cluster of uniform spherical particles while the corresponding drag force coefficient 
is expressed as a function of Re by using two empirical coefficients. The distinct 
features of this porous flow model from the previous porous flow models are itemized 
as follows: 
• In earlier nonlinear porous flow models, separate viscous and turbulent 
frictional resistances have been formulated while the associated coefficients 
have been determined based on experiments conducted within the viscous and 
the turbulent flow regimes. Therefore, these porous flow models may only be 
valid at low and high Re  flows. Unlike the earlier models, in this porous flow 
model the drag force coefficient is a function of Re . Therefore, the friction 
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force varies smoothly from low Re  regime to high Re  regime and thus it is 
valid for wide range of porous flows. 
• In this porous flow model, two empirical coefficients have been suggested in 
order to include the effects of porosity, roughness and shape factor on the 
change of drag force coefficient. It is found that these coefficients are valid for 
finer to coarser sediments.  
Thirdly, the derived porous flow model and the earlier derived theoretical 
expression for turbulent boundary layers subject to injection are implemented into the 
COBRAS numerical model. The improved numerical model is first validated against 
available theories and experimental data for wave damping over porous seabeds. The 
model is then employed to study wave damping over porous seabeds and the following 
useful conclusions are drawn: 
• The theoretical models that have been derived by neglecting the nonlinear 
resistance term can only be used at low Re  flows. Furthermore, the 
linearization of nonlinear porous flow models may also result in the 
underestimation or overestimation of wave damping in difference range of soil 
permeability. 
• Wave nonlinearity plays an important role in shallow water depth such that the 
increase of wave nonlinearity increases wave damping whereas in deep water, 
wave damping is little affected by wave nonlinearity.  
• For both short waves and long waves, the wave damping rate is less compared 
to the wave damping rate for waves in intermediate depth. 
 182
• Wave damping rate increases with the increase of the seabed thickness up to a 
certain thickness of the bed. Further increase of the bed thickness does not have 
a considerable effect on wave damping rate.  
Finally, the present numerical model is further validated for both long wave 
and solitary wave interaction with porous breakwaters. The numerical model is 
employed to calculate reflection, transmission and energy dissipation (RTD) 
coefficients for different combinations of breakwater lengths and porous particle 
diameters when solitary waves interact with rectangular fully emerged porous 
breakwaters. The results cover the complete range of breakwater lengths and porous 
particle diameters. These results are tabulated for convenient reference in engineering 
design of porous breakwaters. Additional tests are conducted to study the effects of 
depth of submergence and porosity on RTD coefficients. In addition, the scale effects 
associated with small and large scale model tests are investigated. The major 
conclusions of this study are as follows: 
• The reflection coefficient increases and attains a constant and transmission 
coefficient decreases and reaches zero with the increase of the breakwater 
length.  
• The reflection coefficient increases and transmission coefficient decreases with 
the decrease of particle diameter. In cases where the particle diameter is small 
compared to the breakwater length (e.g., 400050 >dab ), the transmission 
coefficient practically reduces to zero.  
• As the increase of submerged breakwater height, the energy dissipation and 
wave reflection increases and wave transmission decreases. The rate of change 
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of these coefficients increases when waves change from non-breaking to 
breaking waves.  
• Increase of porosity results in decrease of wave reflection and increase of wave 
transmission. Furthermore, at a particular porosity energy dissipation attains the 
maximum.  
• The present results confirm that scale effects are significant in small scale 
model tests when only the Froude number is used as the scaling law. The 
numerical results further reveal that when both Froude and Reynolds number 
criteria are satisfied, the small scale models are able to predict reflection and 
transmission coefficients accurately. 
7.2 Recommendations for future research 
    In this study, better predictions of velocity profiles and shear velocities are 
obtained from the derived new theory for the turbulent boundary layer subject to high 
flow injection compared to the modified logarithmic law. In order to obtain accurate 
results for even higher flow injection rates, the theory may need to be further improved 
by considering the other neglected terms (e.g., diffusion of turbulent kinetic energy) in 
the derivation. It should be noted that the proposed roughness function may be 
applicable only within . A complete theory that represents the 
velocity profile above a porous surface can be obtained by extending the theory for a 
wider range of surface roughness and for flow suction. A possible analytical solution 
for the velocity profile above a porous surface subject to flow suction is derived in 
Appendix B by defining slip velocity at the bed. For the derived analytical solution an 
appropriate roughness function and an expression for slip velocity should be 
determined and the theory should be validated with experimental data. 
1.408135.0 ≤≤ +sk
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We acknowledge that the porous flow model in the numerical model includes 
only a limited number of parameters i.e., sediment diameter, porosity and Reynolds 
number whereas other physical parameters such as grading and aspect ratio of the 
sediments and degree of saturation of the porous media are excluded. Inclusion of 
these parameters into the porous flow model may increase the accuracy of the wave 
damping results for different soil conditions. The sediment parameters i.e., grading and 
aspect ratio should be included in the numerical model by prescribing different 
coefficients for  and  for the porous flow model. The degree of saturation should 
be included by incorporating the Biot’s equation into the numerical model to represent 
the porous flow.  
1Dc 2Dc
In the analysis of wave and seabed interactions, the wave damping over rippled 
porous beds is also important. It is known that the boundary layer above a rippled 
porous bed is often turbulent. Since the present numerical model is capable of dealing 
with turbulent boundary layers, this study can be extended to investigate wave 
damping over rippled porous seabeds. Different ripple shapes can be formed in the 
numerical model by using the conic function to generate porous media.  
In this study, due to time limitation RTD coefficients for solitary wave 
interaction with porous breakwaters are only calculated for different combinations of 
relative structural length and relative porous particle size. In a future study, the RTD 
coefficients for different combinations of all the non-dimensional parameters including 
relative structural height, porosity and wave nonlinearity can be computed and 
tabulated for convenient reference in engineering design of porous breakwaters. 
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CALIBRATION OF THE ROUGHNESS FUNCTION  
The calibration of the roughness function involves the determination of the 
coefficients  and  in (3.23). Based on (3.22), we can recast it into: 321 ,, ccc 4c










                                  (A.1) 
In this study, we have made use of large amount of experimental data for flows 
subject to vertical injection. These experiments include air flows (McQuaid, 1967, 
Simpson, 1967) and water flow (Cheng and Chiew, 1998b). Firstly, for each 
experimental run,  is determined by the least square method with the use of (3.25), 
(3.26), (3.20) and the experimentally determined  in order to give the best fit of 
velocity profile between the theory and laboratory measurements. Secondly, the 
corresponding value of  is obtained by using the expression 
by
*u
sB )exp( ssb Bky κ−= , and 
the information of . Thirdly, sk ( )+skB1  is obtained from (A.1) with the corresponding 
value of . After we plot  against  for all runs, we have identified its similar 
behavior to the roughness function for impermeable walls (Nikuradse, 1933) (Fig. A.1). 
Finally, the coefficients  and  in (3.23) are determined with the use of least 
square method again. The fitted curve is compared to experimental data in Fig. A.1.  
+
sv 1B +skln
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Data from Cheng & Chiew(1998b)
 





VELOCITY PROFILE IN A TURBULENT BOUNDARY LAYER 
ABOVE A POROUS SURFACE SUBJECT TO FLOW SUCTION 
B.1 Introduction 
 In Chapter 3, expressions for the velocity profile in the fully turbulent region of 
a turbulent boundary layer above a porous surface subject to flow injection were 
derived by solving momentum equations and turbulent kinetic energy equation. In the 
derivation the advection of turbulent kinetic energy is retained whereas the earlier 
studies have neglected it. A deflection point is defined within the velocity profile and 
the horizontal coordinate of this deflection point increases from negative infinity to 
positive values with the increase of injection rate from zero. Furthermore, the vertical 
coordinate of the deflection point increases with the increase of flow injection. 
However, in turbulent boundary layers subject to flow suction, the deflection point will 
not really exist since the streamlines are pulled towards the surface by flow suction. 
Instead, a slip velocity occurs at the bed while the origin of the velocity profile is 
located inside the porous surface (Mendoza and Zhou, 1992; Chen and Chiew, 2004) 
as shown in Fig. B.1.   
In this appendix, we shall present a derivation of an analytical expression for 
the velocity profile in turbulent boundary layers subject to flow suction by solving 
momentum equations and turbulent kinetic energy equation. Similar to the derivation 
of analytical expressions for the case of flow injection, here also the advection of 
turbulent kinetic energy will be retained. However, instead of defining the velocity and 
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the coordinate of the deflection point, in this derivation we shall define the slip 














Fig. B.1. Illustration of velocity profile of a turbulent boundary layer above a 
horizontal permeable bed subject to flow suction 
B.2 Governing equations 
Similarly in Chapter 3, here also the governing equations are the continuity 
equation, momentum equations and turbulent kinetic energy equation [equations (2.5), 
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B.3 Mathematical simplification 
The momentum equations and turbulent kinetic energy equation are simplified 
similar to the simplification made in the derivation of analytical expressions for flow 
injection. Thus, within the fully turbulent region the continuity and momentum 






1                                                                                                             (B.5) 
Integrating (B.5) and applying the boundary conditions of 0=y ,  and suu = bττ =  we 
get: 
sssbxy vuuv ρρττ −+=                    (B.6) 








kv xys                                                                                                        (B.7) 
Turbulent kinetic energy and kinetic energy dissipation rate in (B.7) can be related to 
















ε                                            (B.9)                        
Since the boundary condition is different for turbulent boundary layers subject 
to flow suction compared to that for turbulent boundary layers above impermeable 
walls, it is reasonable to assume that the mixing length will be modified when 
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turbulent boundary layers are subjected to flow suction. Thus, for suction conditions, 
the mixing length  can be expressed as (Chen and Chiew, 2004): L
( )0yyL += κ                                          (B.10) 
 By substituting (B.8), (B.9) and (B.10) into (B.7), we get: 


























τ                                                                           (B.11)   
B.4 Analytical solution 
 After substituting the simplified momentum equation (B.6) into the simplified 
kinetic energy equation (B.11) and integrating with respect to y  the implicit solution 
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yyaaA κκκκκ  
 The graphical representation of these four explicit solutions is presented in Fig. 
B.2.  



















Fig. B.2. Graphical representation of four explicit solutions for horizontal velocity  
 208
According to Fig. B.2, among the four explicit solutions only one solution i.e., 


































































































yyaaA κκκκκ  
For low injection rates the solution can be expanded into series form by using 
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0 ⎤⎥       (B.18) 
 It can be seen that (B.18) reduces to the universal logarithmic law when there is 
no flow suction. Furthermore, the leading order terms in (B.18) are the same as 
modified logarithmic law for flow suction (e.g., Chen and Chiew, 2004).     
B.5 Conclusions 
 An analytical solution for velocity profile above a porous surface subject to 
flow suction is derived by solving momentum equations and turbulent kinetic energy 
equation. In the derivation a slip velocity at the bed and the displacement of the origin 
of the velocity profile are defined. The solution reduces to universal logarithmic law 
when there is no flow suction and the leading order terms are same as the modified 
logarithmic law. Due to time constraint the derived expression is not validated with 
experimental data. A complete analysis needs to be carried out in the future to validate 
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the derived expressions. Furthermore, an appropriate roughness function and an 
expression for slip velocity as the function of suction velocity and bed roughness need 




INTEGRAL ENERGY EQUATION 
 The numerical results for RTD coefficients that are presented in Section 6.4 is 
based on the integral energy equation presented by Lin (2004). In this appendix, we 
shall briefly describe the derivation of the integral energy equation and its application 
to calculate RTD coefficients for the numerical results of wave structure interaction 
simulations.      
C.1 Derivation of integral energy equation 
 The integral energy equation is derived for general three-dimensional turbulent 
flows, which can be described by RANS equations [equations (2.3) and (2.4)]. In 
equation (2.4), the mean pressure is split into dynamic and static pressure components 
i.e., kkDSD gxpppp ρ+=+= . Substituting this relation into (2.4) and with the use of 
















































































 With the definition of kinetic energy per unit fluid volume as  and 
potential energy as 
2/2ikin uE ρ=

















































              (C.2) 
Integrating (C.2) within a control volume V  which is fixed in time and space 
and applying Gauss divergence theorem, we get: 
∫∫ −=∂∂ VAEV DdVFEdVt s|                   (C.3) 
where potkin EEE +=  is the total mechanical energy, 
sAE
F  is the rate of total energy flux 
through control surface  and sA D  is the rate of local energy dissipation within V . They 














































∂=+= ''ρμ                 (C.5) 
where un is the velocity normal to the control surface. The rate of total energy flux is 
composed of pressure-induced energy flux (Fp), convective energy flux (Fc), and 
energy fluxes induced by molecular and turbulence stress (Fm and Ft). The rate of local 
energy dissipation is contributed from molecular and turbulence effects (Dm and Dt).  
 For two-dimensional free surface flows, we consider a rectangular control 
volume that may include various structures. In numerical experiments, the control 
volume can be considered as a numerical wave tank where zero energy fluxes through 
bottom and upper sides can be assumed. Then, the effective control surface reduces to 
left and right boundaries, S1 and S2 respectively. If we select these boundaries away 
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from structures inside the computational domain energy fluxes induced by molecular 
and turbulence stress (Fm and Ft) can be neglected and equation (C.3) reduces to: 



















































       (C.6)  
C.2 Application of the integral energy equation 











































             (C.7) 
In a numerical simulation, we can always choose t1 and t2 such that 










































⎛ += ∫∫∫∫∫∫              (C.8) 
where EFp1 represents the integration of pressure induced energy flux through section 
1 between t1 and t2 and EFc1 the integration of convective energy flux through section 
1 between t1 and t2. EFp2 and EFp2 are similarly defined. TD represents the total energy 
dissipation within the control volume between t1 and t2.  
Realizing the fact that both the incident wave and reflected wave pass section 1 
and only transmitted wave passed section 2, we can rewrite equation (C.8) as follows: 
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( ) ( ) ( ) ( )transrefinccpcp EFEFEFTDEFEFEFEFTD −+=⇔+−+= 2211              (C.9) 
The information in (C.9) can then be easily used to calculate the wave 
















K −−===−=           (C.10) 
It is noted that EFref is always negative because the reflected wave propagates 
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