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ABSTRACT
This thesis investigates the properties of colossal magnetoresistive perovskite mangan-
ites from a theoretical and experimental point of view. In light of the failings of the
double-exchange mechanism which has traditionally been used to explain the physics of
colossal magnetoresistive manganites, we investigate the properties of these materials
using the current carrier density collapse (CCDC) theory. We show that the CCDC
theory can adequately explain the resistivity of perovskite manganites when subjected
to zero external magnetic field and when in the presence of an applied magnetic field,
thus accounting for the large negative magnetoresistance in these materials. Also the
theory in conjunction with a generic phase seperation model allows us to explain the
resistivity and for the first time, specific heat in disordered manganites. Experimen-
tal investigations into La0.75Sr0.25MnO3 have been undertaken. Homemade samples of
La0.75Sr0.25MnO3 have been produced. Different annealing treatments have allowed us
to produce samples with different crystallite sizes, as determined by Rietveld refine-
ment. The effects of crystallite size upon the resistivity, magnetoresistance, magnetic
properties and specific heat have been investigated. The resistivity, magnetoresistance
and magnetic properties are in qualitative agreement with the CCDC theory, and the
specific heat data are seen to be in quantitative agreement with the CCDC theory. We
find no results that are in contradiction to the CCDC theory.
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1. INTRODUCTION
1.1 Magnetoresistance
Magnetoresistance is the property of a material where the resistivity is dependent upon
an applied magnetic field. Magnetoresistance occurs in all metals. Classically, the mag-
netoresistance effect depends on both the strength of the applied magnetic field and
the relative direction of the magnetic field with respect to the current. Magnetoresis-
tance is generally expected to be proportional to H2 [1] where H is the applied field
strength. Five distinct types of magnetoresistance will be discussed; ordinary mag-
netoresistance, anisotropic magnetoresistance, giant magnetoresistance, extraordinary
magnetoresistance and colossal magnetoresistance. The materials and mechanisms for
these different types of magnetoresistance are distinctly different.
Ordinary Magnetoresistance
For non-magnetic metals, magnetoresistance effects at low fields are very small, al-
though the effect can become reasonably large under high fields. The change in resis-
tivity, ∆ρ, is positive for both magnetic field parallel ∆ρ(||) and transverse ∆ρ(⊥) to
the current direction with ∆ρ(⊥) > ∆ρ(||). The difference between ∆ρ(||) and ∆ρ(⊥) is
generally proportional to H2 [2]. There are three distinct cases of ordinary magnetore-
sistance, depending on the structure of the electron orbitals at the Fermi surface:
i) In metals with closed Fermi surfaces, the electrons are constrained to their orbit in
k space, applying a magnetic field increases the cyclotron frequency of the electron in
its closed orbit. In this case the magnetoresistance saturates at very large magnetic
fields. Metals which exhibit this behaviour include In, Al, Na and Li.
ii) For metals with equal numbers of electrons and holes, the magnetoresistance in-
creases with applied field up to the highest fields measured, and is independent of
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crystallographic orientation. Examples of metals displaying this behaviour are Bi, Sb,
W and Mo.
iii) For metals that contain Fermi surfaces with open orbits in some crystallographic
directions, large magnetoresistance will be exhibited for fields applied in those direc-
tions, whereas the resistance will saturate in the other directions, where the orbits are
closed. This behaviour is found in Cu, Ag, Au, Mg, Zn, Cd, Ga, Ti, Sn, Pb, and Pt
[3].
Anisotropic Magnetoresistance
In ferromagnetic metals and alloys, low field magnetoresistance effects of the order of
2% are obtained. In contrast to ordinary magnetoresistance, the effect is anisotropic,
where ∆ρ(||) increases with field, and ∆ρ(⊥) decreases with field. The physical origin
of the magnetoresistance effect lies in spin orbit coupling. The electron cloud about
each nucleus deforms slightly as the direction of the magnetization rotates, and this
deformation changes the amount of scattering undergone by the conduction electrons
when traversing the lattice. A heuristic explanation is that the magnetization direction
rotates the closed orbit orientation with respect to the current direction. If the field
and magnetization are oriented transversely to the current, then the electronic orbits
are in the plane of the current, and there is a small cross-section for scattering, giving a
low resistance state. Conversely for fields applied parallel to the current, the electronic
orbits are oriented perpendicular to the current, and the cross-section for scattering is
increased, giving a high resistance state.
The ferromagnetic material utilized for anisotropic magnetoresistance heads used in
computers is NiFe (permalloy). This is due to the relatively large effect at room
temperature (∆ρ/ρ ≈ 2%), and the low saturation fields in the region of 5-10 Oe,
required to obtain the AMR effect. In recording heads, the field from the media is
transverse to the current direction in the head, thus the anisotropic magnetoresistance
effect for fields applied transverse to the current direction is utilized. To create a useful
working device, one requires a unique response for both positive and negative applied
fields. Therefore one wants the operating point (zero applied field) to be either on the
increasing or decreasing slope of the AMR response, creating this situation is known
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as ”biasing” the head.
Giant Magnetoresistance
Giant magnetoresistance was discovered in 1988 [4], within antiferromagnetically cou-
pled multilayers of Fe/Cr. Within this structure, thin layers of magnetic metals are
separated by layers of non-magnetic metals. The magnetic layers are coupled either
ferromagnetically or antiferromagnetically through the non-magnetic layers, depending
upon the thickness of the non-magnetic layers. Magnetoresistance effects in the region
of 50% were observed at low temperatures. The giant magnetoresistance effect has
since been found to occur in a number of multilayer magnetic film systems. The giant
magnetoresistance effect can be qualitatively understood on the basis that the con-
duction electrons are divided into two classes; those whose spin is parallel to the local
magnetization, and those whose spin is antiparallel. Giant magnetoresistance effects
are produced when the scattering processes for one spin orientation of the conduc-
tion electrons is greater than for the other spin orientation, known as spin dependent
scattering.
Electrons with their spin oriented parallel to the magnetization of the metal have a
lower resistance than those whose spins are oriented antiparallel. The antiferromagnet-
ically coupled state between layers gives rise to the high resistance state of the GMR
materials, because all electrons experience strong scattering at the interfaces where the
magnetization of the material is opposite to the spin orientation. Application of an
external magnetic field, that is strong enough to overcome the antiferromagnetic cou-
pling and rotate the magnetization of the layers to a ferromagnetic configuration, leads
to the low resistance state. When the magnetic layers are ferromagnetically aligned,
only half of the conduction electrons experience strong scattering processes, while the
other half experience weak scattering processes. The net effect is to reduce the overall
resistance of the material.
For more details on ordinary, anisotropic and giant magnetoresistance and the appli-
cation of these effects see [3].
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Extraordinary Magnetoresistance /Geometric Magnetoresistance
Solin et al. [5] discovered extraordinary magnetoresistance in a symmetric van der Pauw
disk of homogeneous nonmagnetic indium antimonide with an embedded concentric
gold inhomogeneity. This van der Pauw disk was found to exhibit room-temperature
geometric magnetoresistance as high as 100%, 9100%, and 750,000% percent at mag-
netic fields of 0.05, 0.25, and 4.0 T. This extraordinary magnetoresistance occurs in
semiconductor-metal hybrids where a magnetic field is applied perpendicular to the
plane. With no magnetic field the current tends to flow through the metal (low resis-
tance). However with an applied magnetic field the current is forced to flow through
the semiconductor which is of much higher resistance.
1.1.1 Colossal Magnetoresistance
This thesis is mainly concerned with perovskite manganites, a family of materials
that exhibit colossal magnetoresistance. The large negative magnetoresistance in these
colossal magnetoresistive materials is associated with a ferromagnetic-paramagnetic
transition accompanied by a metal-insulator transition. The existence of a ferromagnetic-
paramagnetic and metal-insulator transition in lanthanum manganites was established
in the early 1950’s [6, 7] and was extensively studied thereafter. The magnetic tran-
sition which is associated with unusual transport properties, including large negative
magnetoresistance, is observed in a family of doped manganites of perovskite structure,
with the chemical formula RE1−xAxMnO3, where RE is rare earth (La, Pr, Nd, Sm...),
and A is a divalent metal (Ca, Sr, Ba...). The recent resurgence of interest in these
systems is related to the demonstration of a very large negative magnetoresistance in
thin films [8, 9], termed colossal magnetoresistance (CMR), which shows prospects of
possible technological applications. The metal-insulator transition in manganites has
traditionally been attributed to the double exchange mechanism.
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1.2 Double-exchange Model
The Double-exchange model was first proposed by Zener in 1951 [10] in relation to d-
shells in transition metals. It predicts that electron movement from one site to another
will be facilitated more easily if electrons do not have to change their spin direction to
conform with Hund’s rules, when on the accepting site. All electrons within each atom
or ion strive to achieve the configuration of lowest energy, which according to Hund’s
rules is when all spins are parallel to each other. Since the conduction electrons carry
along their own spins, unchanged, as they move from species to species, they are able
to move within an environment of parallel spins only if the spins of incomplete d-shells
are pointing in the same direction. The indirect coupling via the conduction electrons
will act to lower the energy of the system when the spins of all the incomplete d-shells
are all parallel. It is further assumed [10] that the direct coupling between incomplete
d-shells always tends to align their spins anti-parallel, hence it was predicted that
ferromagnetism would never occur in the absence of conduction electrons or some
other form of indirect coupling.
Let us consider an electron hopping from site i to j coupled to the spin at each site
with Hunds coupling JH . When Hund’s coupling is strong enough, the spin of the
hopping electron is forced to align parallel to ~Si and ~Sj at each site. The core spins are
treated as classical spins described by unit vectors at site i and j, specified by polar
angles θi, φi.
We express the electron operator as [11] ;
ciσ = ciziσ (1.1)
where ci is the spinless fermion operator, and ziσ is a spinor, given explicitly by;
zi =
∣∣∣∣∣ cos (θi/2)eiφisin (θi/2)
∣∣∣∣∣ .
The effective transfer integral tij is given by [12];
tij = t z
†
iσzjσ (1.3)
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Therefore the effective hopping integral can be expressed as;
tij = t
[
cos (θi/2) cos (θj/2) + e
i[φj−φi]sin (θi/2) sin (θj/2)
]
(1.4)
By neglecting the Berry phase term ei[φj−φi][13], we find the hopping integral for nearest
neighbours i and j as,
tij = t cos (θij/2) (1.5)
where θij is the relative angle between the spin on site i and the spin on site j, i.e.
θij = θi − θj
The absolute magnitude of the effective hopping integral depends upon the relative
angle between the neighbouring spins.
Fig. 1.1: A schematic representation of the angular dependence of the hopping integral in the
double exchange model. The larger arrow represents the core spin on each Mn ion.
The smaller arrow represents the spin of the conduction electron. This is discussed
in more detail in the text.
This ferromagnetic interaction via the exchange of conduction electrons whose spin
exhibits on site Hund’s rule coupling with localized spins, is termed the double-exchange
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interaction, because Zener [14] considered that an electron would hop from a Mn3+ ion
to the O2− at the same time that an electron hops from the O2− to a Mn4+ ion, see fig
(1.2).
Fig. 1.2: A representation of hopping of an electron from Mn3+ to Mn4+, via oxygen 2p
states.
The manganese ions in perovskite manganites are surrounded by the oxygen octahedra.
The 3d orbitals of the Mn ion within such an octahedron are subjected to a partial
lifting of the degeneracy by the crystal field. The lower lying orbitals are dxy,dxz and
dyz, the higher lying orbitals are dx2−y2 and dz2 . The lower lying orbitals are collectively
denoted as the t2g states, and the higher as eg. In Mn
3+ the electronic configuration
is, t32g e
1
g, with a total spin of S = 2. There is a further possible splitting of the t2g
and eg orbitals by the Jahn-Teller distortion and coupling of the eg electrons to that
distortion, as first proposed in [15]. Under the Jahn-Teller distortion both the t2g and
eg are split in energy, with the mean energy of each set remaining constant [13]. When
vacancies are produced in perovskite manganites, by creating Mn4+ ions, on doping
with divalent ions (Sr, Ca...etc.) sites are made available for eg electrons to hop to.
When an eg electron moves between Mn ions the Jahn-Teller induced distortion moves
with it, due to strong electron-phonon coupling, the carrier and phonon to which the
carrier is coupled to, is known as a polaron.
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Fig. 1.3: A schematic representation of the splitting of five-fold orbitally degenerate atomic
3d energy levels into lower t2g and higher eg levels, and further lifting of degeneracy
due to Jahn-Teller distortion of MnO6 octahedra.
The Mn-O bond angles, and bond lengths, are mainly responsible for the electrical
transport throughout the sample. Within the oxygen octahedron, the orbitals in the
Mn t2g triplet have poor overlap with oxygen 2p orbitals, and as such, are strongly
localized, the t2g electrons are core electrons. However, the eg orbitals have a greater
hybridization with the O 2p orbitals, the overlap between Mn eg and O 2p orbitals
is sufficiently large for a hopping mechanism to be a possible method for electrical
conduction. If the Mn-O bonds are more linear and of a shorter distance the better the
overlap of the relevant orbitals, and therefore, there is a higher probability for hopping.
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Fig. 1.4: A representation of (a) REMnO3 and (b) RExD1−xMnO3 both at temperatures
much less than Tc. Here D represents a divalent ion.
Fig (1.4) shows how at T << Tc the “parent compound” ReMnO3 has antiferromag-
netic spin alignment. By creating electron vacancy sites by doping with a divalent
atom an eg electron is able to hop.
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Fig. 1.5: A representation of RexD1−xMnO3 above Tc (a) under zero field, and (b) under an
applied magnetic field.
Fig (1.5) shows how at temperatures in the region of Tc, the Mn configuration of
spin is dynamically disordered leading to a reduction in the effective hopping integral.
This leads to increased values of resistivity near and above Tc. Application of an
external magnetic field tends to align the Mn spins, and increases the hopping inte-
gral, thus decreasing resistivity. This qualitatively explains the negative magnetoresis-
tance observed in manganites. The resistivity in the paramagnetic phase can be tuned
from semiconducting to metallic behaviour with decreasing electron-phonon coupling
strength [16, 17], see fig (1.6). For more details of the double-exchange mechanism see
[13].
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Fig. 1.6: Temperature dependence of resistivity at n=1 for couplings λ=0.32 (lowest curve),
0.71, 1, 1.08, 1.12, 1.15, and 1.20 highest curve. Here n is the carrier concentration
and λ is a measure of the electron-phonon coupling strength. Figure reproduced
from Millis et al. [17], where temperature is taken in arbitrary units.
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1.2.1 Shortcomings of the Double-exchange Model in Relation to the
Colossal Magnetoresistance Effect.
The metal insulator transition in manganites has traditionally been attributed to the
double exchange mechanism, which results in a varying bandwidth of electrons in the
Mn3+ d shell as a function of temperature and doping level [12, 14, 18]. It was realized
more recently [15] that the effective carrier-spin exchange interaction of the double ex-
change model is too weak to lead to a significant reduction of the electron bandwidth,
and therefore it cannot account for the observed scattering rate [19] or localization due
to random hopping induced by slowly fluctuating spin configurations [20]. In light of
the shortcomings of the double exchange model, Millis et al. [15] proposed modifying
the double exchange model and that the physics of perovskite manganites is explained
by strong coupling of carriers to the Jahn-Teller lattice distortion. Millis et al. [15],
suggest that in the high temperature state, the electron-phonon coupling constant λ
is large, giving rise to polaronic carriers, and that with decreasing temperature the
growing ferromagnetic order increases the bandwidth, and hence decreases λ to the
point where metallic behaviour occurs below Tc. A giant isotope effect [21, 22], the
sign anomaly of the hall effect and the Arrhenius behaviour of the drift and hall mo-
bilities, and the fact that polaron hopping satisfactorily accounts for resistivity in the
paramagnetic phase [23], verify the polaronic nature of the charge carriers in perovskite
manganites. The known relation between magnetization and transport has led to the
conclusion that the main transport mechanism below Tc is also polaron hopping [24],
in disagreement with Millis et al. [15] who suggested that the ferromagnetic phase is a
conventional metal.
Low temperature optical [25, 26, 27], electron energy-loss [28] and photo-emission [29]
spectroscopies have shown that the idea of a “metalization” of perovskite manganites
in the ferromagnetic regime is not justifiable. The Drude weight was found to be two
orders of magnitude smaller than expected for a metal [26] or even zero in the case of
layered perovskite manganites [29]. Electron energy-loss spectroscopy [28] confirmed
that perovskite manganites are indeed doped charge-transfer insulators, in which holes
of oxygen p character are the charge carriers, as opposed to the Mn3+ d electrons
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within the double exchange theory. The photoemission and O 1s x-ray absorption
spectroscopy of La1−xSrxMnO3 showed that the holes of oxygen p character doped
into LaMnO3 are coupled antiferromagnetically with the localized d
4 moment on Mn3+
ions, these holes become itinerant and align the Mn3+ spins ferromagnetically [30], this
is somewhat similar in concept to the origins of ferromagnetism proposed within the
double exchange model, in as much that the carriers are the cause of the ferromagnetic
alignment of the localized spins. Measurements of mobility [31] show very little field
dependence, and there are significant deviations from Arrhenius behaviour close to
TC [23]. Also there are known classes of CMR materials in which it is guaranteed
that double exchange cannot exist, such as polychlore manganites [32], for example
Tl2Mn2O7, and the spinels ACr2CH4 where A is a tetrahedrally coordinated cation
(A= Fe, Cu, Cd...), and CH is a chalcogen (S, Se, Te) [33]. The resistivity calculated
from the modified double exchange theory is in poor agreement with experimental
data, and the characteristic theoretical field (≈ 15T) for CMR is too high compared to
the experimental one (≈ 4T)[15]. The experimental evidence overwhelmingly suggests
that the low temperature phase in perovskite manganites is not a metal but a doped
polaronic charge transfer insulator. The double exchange mechanism and the presence
of polaronic carriers are insufficient to explain the experimental observations associated
with perovskite manganites. The basic premise of the double exchange theory was that
carriers were Mn3+ d electrons, and that their mobility depended upon spin alignment
and hence upon applied field, the experimental results discussed have shown that there
is little field dependence on the mobility of carriers and the carriers are of oxygen p
character.
Millis et al. [16, 17] have shown that the resistivity in the paramagnetic phase can
be tuned from semiconducting to metallic behaviour with decreasing electron-phonon
coupling strength, see fig (1.6). The results of Millis et al. [16, 17] do not appear to
be in agreement with the experimental resistivity of the CMR material EuIn2As2 [34],
which displays metallic behaviour in the paramagnetic phase.
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Fig. 1.7: Resistivity of EuIn2As2 [34].
The resistivity of EuIn2As2 in the paramagnetic phase first decreases, indicative of
semiconducting behaviour, before increasing again, as one would expect for metallic
behaviour. Such behaviour is not difficult to explain within the current carrier density
collapse model.
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1.3 Current Carrier Density Collapse Theory
In light of the failings of the double exchange mechanism, to explain the physics of
doped perovskite manganites, Alexandrov and Bratkovsky [35] proposed an entirely
different theory, the current carrier density collapse (CCDC) theory. CCDC theory
takes into account the tendency of polarons to form pairs (bipolarons), and the ex-
change interaction between polaronic oxygen p holes, with Mn3+ d electrons. A novel
ferromagnetic transition driven by non-degenerate polarons in doped charge-transfer
magnetic insulators was found [35].
In the paramagnetic phase a large fraction of polarons are bound into immobile pairs
(bipolarons). As temperature decreases within the paramagnetic phase, the density
of bipolarons increases, resulting in fewer mobile polarons, and hence, the resistivity
quickly increases with the reduction in the carrier density. The onset of ferromagnetism
at Tc drastically alters the situation. As a result of the exchange interaction with the
localized Mn3+ spins of one of the polaron sub-bands falls below the energy of the
bipolarons, the pairs break up, and the density of charge carriers (mobile polarons)
increases suddenly. The occurrence of a deep minimum in mobile polaron density, near
Tc was termed current carrier density collapse by Alexandrov and Bratkovsky [35].
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Fig. 1.8: A schematic diagram of free polaron (P) and localized bipolaron (BP) densities of
states, in the ferromagnetic and paramagnetic regimes, for up-spin (↑) and down-
spin (↓) moments. The bipolarons (BP) break apart below Tc, if the exchange
interaction JpdS between oxygen p-hole polarons and local Mn d4 spins exceeds the
pair binding energy ∆, as shown. The exchange interaction sets in below Tc, causing
the spin-up (↑)polaron sub-band to sink below the bipolaron band, which in turn
results in the break-up of immobile bipolarons, and the creation of mobile polarons.
A collapse in the density of current carriers in the vicinity of Tc is the cause of the
peak in resistivity near Tc.
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The CCDC theory takes into account that the carriers are of polaronic nature as
evidenced experimentally [21, 22, 23] and the oxygen p-character of the carriers, also
found experimentally [30].
The double-exchange model is a theory that predicts the peak in resistivity near Tc and
CMR. These variations are due to changes in the mobility of charge carriers, whereas
experimental evidence has shown little effect on the mobility of carriers on application
of an external magnetic field [31]. CCDC theory, on the other hand, shows that the
physics of perovskite manganites is explained by changes in the density of mobile charge
carriers. Calculations of the inverse carrier density (resistivity) are shown in fig (1.9).
Fig. 1.9: Inverse carrier density per formula unit, calculated from the CCDC theory, under
different applied fields, h, for a doping concentration, x=0.25 and a bipolaron bind-
ing energy of ∆/JpdS = 0.5 [35]. The results are presented using scaled units, as
discussed in section 2.2.5.
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Hall data by Westerburg et al. [36] have indeed shown a current carrier density
collapse. Westerburg et al. [36] analysed the Hall data of La0.66Ca0.33MnO3 and
La0.66Sr0.33MnO3. It was shown in both samples that with increasing temperature
there is a sharp drop in the carrier density near the metal-insulator transition. A
further increase of temperature causes an increase in the density of carriers. Such an
observation is well explained by the CCDC theory. A similar drop in the carrier density
at the metal insulator transition has been observed in Nd0.5Sr0.5MnO3 [37]. There is
further independent experimental evidence for the existence of bipolarons in perovskite
manganites. Thermoelectric power measurements by Zhao et al. [38] show an isotope
effect. If small polarons are bound to impurity centres, there would be no isotope
effect in thermoelectric power measurements whereas if small polarons are bound into
localized bipolaron states one would observe such an isotope effect, as the bipolaron
binding energy is dependent upon the mass of isotopes. Perring et al. [39] have found
short range antiferromagnetic order above Tc in a so-called double perovskite, which
may be evidence for the presence of singlet bipolarons.
A combination of low-energy electron diffraction and angle-resolved photoemission
spectroscopy on some semiconducting interfaces has provided unambiguous evidence of
a bipolaronic insulating state [40, 41]. There is also evidence to support the existence
of immobile spin-singlet bipolarons in barium titanate perovskites [42, 43] which are
of a very similar structure to the CMR perovskite manganites. Furthermore x-ray and
neutron scattering measurements directly demonstrate the existence of short-range cor-
relations of polarons in the paramagnetic phase of colossal magnetoresistive perovskite
manganites [44, 45, 46, 47]. The polaron correlations are shown to have correlation
lengths of approximately 10A˚ [47]. These short-range polaron correlations are shown to
grow with decreasing temperature, but disappear abruptly at the ferromagnetic tran-
sition [44, 45, 47]. It is established that the temperature dependence of the polaron
correlations is intimately related to the transport properties of the manganites [45, 47].
Also the polaron correlations collapse under an applied magnetic field [44, 47]. The
polaron correlations are interpreted as bipolarons by Nelson et al. [46]. The exper-
imental observations of polaron correlations in the paramagnetic phase of perovskite
manganites are fully consistent with the formation of polaron correlations (bipolarons)
1. Introduction 20
within the CCDC theory.
Chipara et al. [48] claim that bipolarons are absent in La0.65Ca0.35MnO3 [48] as analysis
of ESR measurements has not shown the presence of bipolarons. However, Chipara et
al. [48] also accept that low-spin bipolarons (singlets) have zero spin, and accordingly,
cannot be directly inferred from ESR data. We assume, as is usually the case, that the
triplet states of bipolarons lie higher in energy than the singlet states. We therefore
neglect the case of triplet bipolarons. The argument of Chipara et al. [48] regarding
the absence of bipolarons, therefore becomes irrelevant. While there is somewhat of
a lack of spectroscopic evidence for the presence of bipolarons in perovskite mangan-
ites, a combination of low-energy electron diffraction and angle-resolved photoemission
spectroscopy on some semiconducting interfaces has provided unambiguous evidence
of a bipolaronic insulating state [40]. Given all of the evidence the idea of such a
bipolaronic insulating state in perovskites does not seem unreasonable.
In general the resistivity of CMR materials needs to take into account the mobility
of carriers. At low temperatures polarons are able to tunnel with a relaxation time
estimated by Lang and Firsov [55]. This tunneling gives rise to metallic like behaviour
of resistivity. However, at high temperatures the mobility of polarons is dominated by
hopping events. For more details on the mobility of polarons see section 4.
The resistivity of the CMR material EuIn2As2 [34], see in fig (1.7) is easily explained
within the CCDC theory. The peak in resistivity in the CCDC theory is due to a
minimum in the carrier density. The mobility of carriers is not important, within the
CCDC model, the interesting properties of CMR materials are attributed to changes in
carrier density . The transition observed in EuIn2As2 is at a very low temperature, ≈
20K. Therefore polaron tunneling is likely to be the prevalent transport mechanism even
above the transition giving rise to metallic behaviour in the paramagnetic phase. This
is in addition to the Arrhenius behaviour of resistivity due to the break-up of immobile
bipolarons. The inverse carrier density calculated with CCDC theory, multiplied by
metal like mobility of carriers is shown in fig (1.10). This seems to show similar
behaviour to the resistivity of EuIn2As2, seen in fig (1.7). This type of behaviour
cannot be explained in a double-exchange model where the Arrhenius behaviour comes
from polaron hopping.
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Fig. 1.10: Inverse carrier density calculated using CCDC theory, multiplied by metal like
mobility of carriers.
2. MATHEMATICAL FORMALISM OF THE CURRENT
CARRIER DENSITY COLLAPSE MODEL
In this section we shall derive the grand partition function of polarons, bipolarons and
localized Mn spins within the framework of the current carrier density collapse model.
From the grand partition function we calculate the grand thermodynamic potential of
the system, from which a system of mean field equations describing polaron density,
chemical potential, polaron magnetization and Mn magnetization is derived.
2.1 The Grand Thermodynamic Potential of the Colossal
Magnetoresistance System, within the Current Carrier
Density Collapse Model
In general the grand partition function is written as,
Z =
∑
n
e(µNn−En)/kBT (2.1)
where µ is the chemical potential, N is the number of particles, n denotes the quantum
state of the system and En is the energy of the quantum state n.
2.1.1 The Grand Thermodynamic Potential of Polarons
For polarons we write the grand partition function as;
Z =
∏
n,k,s
( ye(−En,k,s)/kBT + 1) (2.2)
where n denotes the band, s the spin states and k the three components of the mo-
mentum and y = eµ/kBT .
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Using the definition of the grand thermodynamic potential, Ω = −kBT ln[Z]
ΩP = −kBT
∑
n,k,s
ln
[
1 + y e−En,k,s/kBT
]
(2.3)
In the CCDC model, below Tc the polarons are found in spin polarized bands;
En,k,s = En,k = En,k,↑(↓) = En,k ± 1
2
JpdSσ ± 1
2
gµBH (2.4)
where 1
2
is the spin of a polaron, Jpd is the exchange interaction between the p-hole
polarons and the d electrons of the manganese 3+ ions, S is the spin of the manganese
ions, which is equal to 2 due to strong Hund’s coupling. σ is the normalized magneti-
zation of Mn ions, hence in the ferromagnetic regime σ = 1, and there is an exchange
interaction between polarons and localized spins, 1
2
JpdS, giving rise to spin polarized
carriers. In contrast in the paramagnetic regime there is no exchange interaction to
polarize carriers. g = 2 is the Lande´ factor, µB is the Bohr magneton, and finally H is
the external magnetizing field.
We write En,k,s = En,k± 12JpdSσ± 12gµBH = En,k± x for convenience, and introducing
the single band density of states of polarons, NP(E). Since the carrier density is small
we approximate the Fermi-Dirac distribution by the Maxwell-Boltzmann distribution.
Assuming that the critical temperature of the ferromagnetic-paramagnetic transition
is comparable with the polaron bandwidth, polarons are not degenerate in the rele-
vant temperature range. The distribution function of the polarons is given by Fp ≈
ye(−E)/kBT, and taking the Taylor series expansion about ye(−E±x)/kBT = 0, we find;
ΩP = −kBT ν
∫
N(E)dE y e−E/kBT[ex/kBT + e−x/kBT] (2.5)
Here ν is the degeneracy factor. In this case ν = 3, as polarons are of oxygen p
character.
substituting [ex/kBT + e−x/kBT] = 2 cosh[x/kBT], and approximating the density of
states as a delta function, as the polarons lie in a narrow band;
ΩP = −2 kBT ν y cosh[x]
∫
δ(E) dE ye−E/kBT (2.6)
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We can use the definition ∫ ∞
−∞
δ(E)f(E) = f(0) (2.7)
We are then left with, ΩP = −2 ν kBTcosh[x]. Substituting back the expression for x
we find the grand thermodynamic potential of polarons as
ΩP = −2 ν kBT y cosh
[
JpdSσ + gµBH
2kBT
]
(2.8)
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2.1.2 The Grand Thermodynamic Potential of Localized Spins
We have seen that the spin polarized polarons interact with the localized spins of the
Mn3+ ions. Therefore the energy of a localized spin in this system is given by:
E = 1
2
JpdMSz + gMnSzµBH. As mentioned earlier the spin S of the manganese ions is
equal to 2, therefore Sz i.e the z component of Mn
3+ spin, which takes values −S to S,
can take five different values: 2,1,0,-1,-2.
Therefore the partition function can be written as;
Z =
s∑
sz=−s
e(
1
2
JpdSzM+gMnSzµBH)/kBT (2.9)
M is the magnetization of polarons. In the ferromagnetic regime there is an exchange
interaction between the localized spins and the polarons, so M = x. In the paramag-
netic regime M = 0 and there is no exchange interaction.
Using the following expression for a geometric series,
n∑
k=m
ark =
a(rn+1 − rm)
r − 1
and applying this to Z, where a = 1, n = −S, m = S and r = e( 12JpdM+gMnµBH)/kBT, we
find
Z =
e(
1
2
Jpd(S+1)M+gMn(S+1)µBH)/kBT − e−( 12JpdS+gMnSµBH)/kBT
e(
1
2
JpdM+gMnµBH)/kBT − 1 (2.10)
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If we multiply through by
e−(
1
2
JpdM(
1
2
)+gMn
1
2
µBH)/kBT
e−(
1
2
JpdM
1
2
+gMn
1
2
µBH)/kBT
we get,
Z =
e(
1
2
JpdM(S+1/2)+gMn(S+1/2)µBH)/kBT − e−( 12JpdM(S+1/2)+gMn(S+1/2)µBH)/kBT
e(
1
2
JpdM
1
2
+gMn
1
2
µBH)/kBT − e−( 12JpdM 12+gMn 12µBH)/kBT (2.11)
Making the substitution, X = ((1
2
JpdM+ gMnµBH)/kBT), we can see that Z is simply
given by
Z =
sinh[(S + 1/2)X]
sinh[(1/2)X]
(2.12)
Using the definition of the grand potential
Ω = −kBT ln[Z]
we find
ΩS = −kBT ln[sinh[(S + 1/2)X]
sinh[(1/2)X]
] (2.13)
or explicitly
ΩS = −kBT ln
[
sinh[(S + 1/2)(1
2
JpdM+ gMnµBH)/kBT]
sinh[1/2(1
2
JpdM + gMnµBH)/kBT)]
]
(2.14)
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2.1.3 The Grand Thermodynamic Potential of Singlet Bipolarons
The distribution function of non-degenerate bipolarons is given by Fbp ≈ y2e(∆−En)/kBT.
The chemical potential is the Gibbs free energy per particle. A bipolaron is composed
of two polarons so µBP = 2µP and the degeneracy factor of bipolarons is ν
2. The
partition function Z of localized hardcore bipolarons is given by;
Z =
∏
n
(ν2y2e(∆−En)/kBT + 1) (2.15)
Where y = eµ/kBT and ∆ is the binding energy of bipolarons. The hardcore bipolarons
act with on-site fermi-statistics. That is at each site there can either be 0 or 1 bipolaron.
Again using the definition of the grand potential, Ω = −kBT ln[Z]
ΩBP = −kBT
∏
n
ln[1 + ν2y2e(∆−En)/kBT] (2.16)
Introducing the density of states of bipolarons, NBP(E) we arrive at,
ΩBP(s) = −kBT
∫
NBP(E) dE ln[1 + ν
2y2e(∆−E)/kBT] (2.17)
The bipolarons are found in a narrow band, and again the definition,∫∞
−∞ δ(E)f(E) = f(0) may be used. Therefore,
ΩBP(s) = −kBT ln[1 + ν2y2 e∆/kBT] (2.18)
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2.1.4 Triplet Bipolarons
The grand partition function of localized hardcore triplet bipolarons is given by;
Z =
∏
n
 S∑
S˜z=−s
(
ν2y2e(∆−En−JST+
1
2
J˜pdS˜zσ+
1
2
VbpS˜zM+S˜zgµBH)/kBT
)
+ 1
 (2.19)
Where ν2 is the degeneracy factor of the bipolarons, JST is the energy separation of
the triplet state from the singlet state. The grand partition function depends upon the
exchange interaction of the bipolarons with the Mn3+ spins, via the exchange constant
J˜pd, and with the delocalized, spin-polarized polarons, with the exchange constant Vbp.
Again the the hardcore bipolarons act with on-site fermi-statistics, at each site there
can either be 0 or 1 bipolaron.
The summation is calculated using the same method employed in the derivation of the
grand thermodynamic potential of localized Mn spins, where the following expression
for a geometric series is employed,
n∑
k=m
ark =
a(rn+1 − rm)
r − 1
Applying this expression to the summation in Z where a = e−JST /kBT, n = −1, m = 1
and r = e(
1
2
J˜pdσ+
1
2
VbpM+gµBH)/kBT, we find;
Z =
∏
n
ν2y2e(∆−En)/kBT
sinh
[
3
2
(1
2
J˜pdσ +
1
2
VbpM+ gµBH)/kBT)
]
sinh
[
1
2
(1
2
J˜pdσ +
1
2
VbpM+ gµBH)/kBT)
]
 e−JST /kBT + 1

(2.20)
Introducing the density of states of bipolarons, NBP(E) we arrive at,
Z =
∫
NBP(E)dE ν
2y2e(∆−E)/kBT
sinh
[
3
2
(1
2
J˜pdσ +
1
2
VbpM+ gµBH)/kBT)
]
sinh
[
1
2
(1
2
J˜pdσ +
1
2
VbpM+ gµBH)/kBT)
]
 e−JST /kBT+1
(2.21)
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The bipolarons are found in a narrow band, and again the definition,∫∞
−∞ δ(E)f(E) = f(0) may be used. Again, using the definition we find the grand
thermodynamic potential of triplet bipolarons,
ΩBP(t) = −kBT ln
[
1 + ν2y2
((
sinh
[
3
2
(ξ)
]
sinh
[
1
2
(ξ)
]) e−JST /kBT) e∆/kBT] (2.22)
where,
ξ =
(
1
2
J˜pdσ +
1
2
VbpM+ gµBH
)
/kBT
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2.1.5 Total Grand Thermodynamic Potential of the CMR System,
within the Current Carrier Density Collapse Model
The total grand thermodynamic potential of the CMR system takes the form
Ω = ΩP + ΩBP + ΩS +
1
2
JpdSσm (2.23)
1
2
JpdSσm, is the double counting term.
One may wish to write the grand thermodynamic potential of the system by using
the dimensionless temperature t = 2kBT/JpdS, magnetic field h = 2µBH/JpdS and
bipolaron binding energy δ = ∆/JpdS. We have also taken, g = gMn = 2, Jpd = 1 and
S = 2.
We then find,
ΩP = −2 ν t y cosh
[
σ + h
t
]
(2.24)
ΩBP = −t ln[1 + ν2y2De2δ/t] (2.25)
ΩS = −t ln
[
sinh[(5/2)((m+ 4h)/2t)]
sinh[(1/2)((m+ 4h)/2t)]
]
(2.26)
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2.2 Mean Field Equations
From the grand thermodynamic potential we can easily calculate the density of po-
larons, the chemical potential, the magnetization of Mn spins and the magnetization
of polarons, given by nP, y(µ), σ and m, respectively. One must remember that al-
though the number of polarons and bipolarons are not fixed within this system, the
total number of holes making up the polarons and bipolarons is fixed as x.
2.2.1 The Density of Polarons
Using the well known thermodynamic identity;
N = −
(
∂Ω
∂µ
)
T
we can differentiate the grand potential of the polarons with respect to the chemical
potential to find the number of polarons.
nP = −
(
∂ΩP
∂µ
)
t
(2.27)
So
nP =
∂
∂µ
(
eµ/t
(
−2 ν t cosh
[
σ + h
t
]))
(2.28)
which gives the number of polarons as
nP = 2ν y cosh
[
σ + h
t
]
(2.29)
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2.2.2 The Chemical Potential
We know that the total number of holes in the system is given by the doping concen-
tration x, therefore;
x = −
(
∂Ω
∂µ
)
t
= −
(
∂ΩP
∂µ
)
t
−
(
∂ΩBP
∂µ
)
t
= nP −
(
∂ΩBP
∂µ
)
t
(2.30)
We proceed by differentiating ΩBP with respect to µ.
Remembering ΩBP = −t ln(1 + ν2y2e2δ/t) and y = eµ/t
Therefore,
−
(
∂ΩBP
∂µ
)
t
=
(
1
1 + ν2y2e2δ/t
2
t
ν2y2e2δ/t
)
t =
2 ν2y2e2δ/t
1 + ν2 y2e2δ/2
(2.31)
hence,
(x− nP)/2 = ν
2y2e2δ/t
1 + ν2y2e2δ/t
(2.32)
Here, ν2y2e2δ/t is small and as such, ν
2y2e2δ/t
1+ν2y2e2δ/t
≈ ν2y2e2δ/t and we arrive at,
y2 ≈ (x− nP)
2ν2
e−2δ/t (2.33)
where y = eµ/t.
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2.2.3 Polaron Magnetization
We now derive the magnetization of the polarons, m.
Using the thermodynamic identity;
−
(
∂ΩP
∂h
)
t
= m (2.34)
we find
m = 2sinh
[
σ + h
t
]
(2.35)
This can be written as
m = np tanh
[
σ + h
t
]
(2.36)
where np is the density of polarons. Therefore tanh
[
σ+h
t
]
is the magnetization per
polaron.
Using the identity; (
∂Ω
∂σ
)
T
= 0 (2.37)
Let us now differentiate ΩP with respect to σ, ΩP = −2 νkBT y cosh
[
JpdSσ+gµBH
2kBT
]
This is simply,
∂ΩP
∂σ
= −2ν kBT y sinh
[
JpdSσ + gµB
2kBT
]
JpdS
2kBT
= −JpdS ν y sinh
[
JpdSσ + gµBH
2kBT
]
(2.38)
One can clearly see the solution to this derivative is not equal to zero and has a very
similar form to that of the polaron magnetization m. In fact the polaron magnetization
m is equal to the derivative multiplied by -2/JpdS.
m =
−2
JpdS
∂ΩP
∂σ
=
−2
JpdS
(
−JpdSνysinh
[
JpdSσ + gµBH
2kBT
])
= 2 ν y sinh
[
JpdSσ + gµBH
2kBT
]
(2.39)
Hence there must be another term that depends upon σ The derivative of this term
with respect to σ must also equal 1
2
Jpdm. Therefore the extra term is given by
1
2
Jpdmσ.
This is the double counting term.
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2.2.4 Manganese Magnetization
Let us look at the magnetization of the localized manganese spins, σ.
Using the thermodynamic identities(
∂Ω
∂M
)
T
=
(
∂Ω
∂σ
)
T
= 0 (2.40)
We differentiate Ω with respect to M. The only two terms that contain M are; ΩS and
the double counting term, 1
2
JpdSMσ.
Therefore we have, (
∂Ω
∂M
)
T
=
(
∂ΩS
∂M
)
T
+
1
2
JpdSσ = 0 (2.41)
and hence
−2
JpdS
(
∂ΩS
∂M
)
T
= σ (2.42)
Let us now differentiate ΩS with respect to M,
ΩS = −kBTln
[
sinh[(S+1/2)X]
sinh[(1/2)X]
]
, with X = (1
2
JpdM+ gMnµBH)/kBT.
First, we make the substitution sinh[(S+1/2)X]
sinh[(1/2)X]
= A and use the product rule of differen-
tiation,
ΩS = −kBT ln[A] (2.43)
and (
∂ΩS
∂M
)
T
=
(
∂ΩS
∂A
)
T
(
∂A
∂M
)
T
(2.44)
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where (
∂ΩS
∂A
)
T
=
−kBT
A
= −kBT sinh[(1/2)X]
sinh[(S + 1/2)X]
(2.45)
(
∂A
∂M
)
T
=
(
(S + 1/2)1
2
Jpd
kBT
cosh[(S + 1/2)X] csch[X/2]
)
+
(−1
2
Jpd/2
kBT
coth[X/2] csch[X/2] sinh[(S + 1/2)X]
) (2.46)
Substituting into, (
∂ΩS
∂M
)
T
=
(
∂ΩS
∂A
)
T
.
(
∂A
∂M
)
T
and cancelling we arrive at,
(
∂ΩS
∂M
)
T
= −
[
((S + 1/2)(Jpd/2)coth[(S + 1/2)X])−
(
1
2
(Jpd/2)coth[(1/2)X]
)]
(2.47)
Remember −2
JpdS
(
∂ΩS
∂M
)
T
= σ. Hence the magnetization of localized Mn spins, σ, is given
by
σ =
S + 1/2
S
coth[(S + 1/2)X]− (1/2S)coth[(1/2)X] (2.48)
This is a Brillouin function, i.e. σ = BS(X), X = (
1
2
JpdM+ gMnµBH)/kBT.
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2.2.5 System of Normalized Mean Field Equations
The system of normalized mean field equations has been derived;
nP = 2 νy cosh
[
σ + h
t
]
(2.49)
y2 =
(x− nP)
2v2
e−2δ/t (2.50)
m = nP tanh
[
σ + h
t
]
(2.51)
σ = BS(m + 4h)/2t) (2.52)
where t = 2kBT/JpdS, h = 2µBH/JpdS, δ = ∆/JpdS, g = gMn = 2 and S = 2.
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2.3 Solutions to the Mean Field Equations
Starting from the mean field equations for np and y, with S = 2
nP = 2 ν y cosh
[
σ + h
t
]
(2.49)
y2 =
(x− nP)
2ν2
e−2δ/t (2.50)
We can square the expression for nP to find, n
2
P = 4ν
2y2cosh[σ+h
t
]2, and substitute in
for y2. This gives
n2P = 4ν
2 cosh
[
σ + h
t
]2
x
2ν2
e−2δ/t − 4ν2 cosh
[
σ + h
t
]2
nP
2ν2
e−2δ/t
Rearranging and simplifying this we find the quadratic equation;
n2P + 2 nP cosh
[
σ + h
t
]2
e−2δ/t − 2x cosh
[
σ + h
t
]2
e−2δ/t = 0 (2.53)
Using the expression for the solution of a general quadratic equation, we find,
np =
−2 cosh[σ+h
t
]2 e−2δ/t ±
√
4 cosh[σ+h
t
]4 e−4δ/t + 8xcosh[σ+h
t
]2 e−2δ/t
2
(2.54)
Cancelling factors of 2, and bringing a factor of cosh[σ+h
t
]eδ/t to the start of the ex-
pression;
nP = cosh
[
σ + h
t
]
e−δ/t
±
√√√√(cosh [σ + h
t
]2
e−2δ/t + 2x
)
− cosh
[
σ + h
t
]
eδ/t

It turns out that only the positive solution is physically realistic as the negative solution
gives a negative carrier density, hence;
nP = cosh
[
σ + h
t
]
e−δ/t
[cosh [σ + h
t
]2
e−2δ/t + 2x
]1/2
− cosh
[
σ + h
t
]
eδ/t

(2.55)
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Therefore the magnetization of polarons is given by
m = cosh
[
σ + h
t
]
e−δ/t
[cosh [σ + h
t
]2
e−2δ/t + 2x
]1/2
− cosh
[
σ + h
t
]
eδ/t
 tanh [σ + h
t
]
(2.56)
The magnetization of localized Mn3+ spins is given by
σ =
S + 1/2
S
coth [(S + 1/2)(m + 4h)/2t]
− 1
2S
coth [(1/2)(m + 4h)/2t] (2.57)
Substituting (2.56) into (2.57) we may eliminate m and find an expression for σ that
depends only upon δ, h, x and t. The expression that is achieved by this substitution is
a transcendental function. A transcendental function is a function which “transcends”
algebra in the sense that it cannot be expressed in terms of a finite sequence of the
algebraic operations of addition, multiplication and root extraction. This can only be
solved numerically.
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2.3.1 Effects of an Applied Magnetic Field h
σ, as a function of temperature, has been found numerically for x=0.25 and δ = 0.5.
The solutions are plotted in fig (2.1), as a function of reduced temperature and for
various values of the applied magnetic field. It can be seen from fig (2.1) that an
external magnetic field strength in the region of h=0.00625 is required to transform
the first-order transition into a second-order transition. The solutions of σ have been
fitted with polynomials as shown in fig (2.1). These polynomials have no theoretical
meaning, but are used to describe the temperature dependence of σ. These expressions
may then be substituted into equation(2.55) so that the polaron density as a function
of temperature under various applied fields may be plotted, fig (2.2).
Fig. 2.1: Numerical solutions of σ, for x=0.25 and δ = 0.5. The solid lines are polynomial
fits to the numerical data points.
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Fig. 2.2: Inverse polaron density found using the numerical solutions of σ, for x=0.25 and
δ = 0.5. This is the situation shown in [35]. The results here agree well with [35].
The inverse polaron density under different applied magnetic fields is shown fig (2.2).
We can see that the peak in resistivity is broadened and shifted to higher temperatures
with increasing field strengths. We may plot the magnetoresistance shown in fig (2.3),
as defined by eq(2.58);
MR =
(
ρ (0)− ρ (H)
ρ (0)
)
× 100 (2.58)
where ρ (0) and ρ (H) are the resistivities under zero field and under an applied field
H, respectively.
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Fig. 2.3: Magnetoresistance, for x=0.25 and δ = 0.5, for different applied fields.
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2.3.2 Effects of Changing the Bipolaron Binding Energy, δ
Let us investigate the effects of a changing value of δ. The calculated magnetization,
σ under zero applied field, with different values of δ is shown in fig (2.4).
Fig. 2.4: Numerical solutions of σ, for x=0.25 and h=0. The solid lines are polynomial fits
to the numerical data points.
The polynomial fits of σ, as seen in fig (2.4), are substituted into eq(2.55) so that
the polaron density as a function of temperature with different values of the bipolaron
binding energy may be plotted.
Figs (2.4) and (2.5) show us that as the value of δ is increased the transition is shifted
to lower temperatures. Also the jump in resistivity is much greater.
2. Mathematical Formalism of the Current Carrier Density Collapse Model 43
Fig. 2.5: Inverse polaron density found using the numerical solutions of σ, for x=0.25 and
h=0.
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2.3.3 Effects of Altering the Doping Level, x
Altering the doping level x is seen to alter the transition temperature as is shown in
fig (2.6).
Fig. 2.6: Numerical solutions of σ, for δ = 0 and h=0. The solid lines are fits to the numerical
data points.
The ferromagnetism in CMR materials arises from the interaction between charge
carriers and the localized Mn spin. Clearly in the case when there are no charge-
carriers there will be no interaction, and hence no ferromagnetism. It is seen in fig
(2.6) that reducing the doping level reduces the transition temperature. As the doping
level decreases so does the overall interaction between carriers and localized spins.
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Plotting the inverse polaron density, we see that the jump in resistivity is greater with
lower doping levels. This is not due directly to the lower doping as the results are
normalized with respect to the doping level x, but because the lower doping leads to a
reduced transition temperature.
Fig. 2.7: Inverse polaron density found using the numerical solutions of σ, for δ = 0.5 and
h=0.
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2.3.4 Dependency of Magnetoresistance upon Applied Field and
Magnetization
The field and magnetization dependency of magnetoresistance has been calculated for
δ = 0.5, at t=1.3tc, for different doping levels, x, and is presented in figs (2.8) and
(2.9). The magnetoresistance takes the form one would intuitively expect, i.e. there is
large magnetoresistance which tends to a maximal value at large fields/magnetization.
The magnetoresistance reaches a maximum when all immobile bipolarons are split into
mobile polarons.
Fig. 2.8: The calculated dependence of magnetoresistance upon the applied field, h; for δ =
0.5 and different doping levels, x, at t=1.3tc.
We can see that the low field and low magnetization region of the magnetoresistance
appears to be proportional to h2 and σ2, as is generally expected [1].
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Fig. 2.9: The calculated dependence of magnetoresistance upon the magnetization, σ; for
δ = 0.5 and different doping levels, x, at t=1.3tc.
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Fig. 2.10: The calculated dependence of magnetoresistance upon the applied field, h, at low
field strength. δ = 0.5 and t=1.3tc. The solid lines are fits proportional to h2.
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Fig. 2.11: The calculated dependence of magnetoresistance upon the magnetization, σ, at
low magnetization. δ = 0.5 and t=1.3tc. The solid lines are fits proportional to
σ2.
3. INTRODUCTION OF PHASE SEPARATION INTO THE
CCDC MODEL
In this section we shall discuss the effects of disorder, such as grain and crystallite
boundaries on the physical properties of colossal magnetoresistive materials. We intro-
duce the concept of the ferromagnetic volume fraction, which is the fraction of a sample
that is in the ferromagnetic phase. The volume fraction is used to describe the phase
separation in CMR manganites which arises due to disorder. In the vicinity of the
ferromagnetic-paramagnetic transition, manganites are considered to be composed of a
mixture of ferromagnetic and paramagnetic droplets. The temperature dependence of
the volume fraction is used in conjunction with an expression describing the resistivity
of a binary mixture to describe the temperature dependence of the resistivity in CMR
manganites.
3.1 Effects of Disorder such as Grain Boundaries
In general most bulk materials are polycrystalline. Polycrystalline materials are solids
that are composed of many crystallites of varying sizes and orientation. The variation
in direction is usually random, often called random texture, or sometimes directed,
possibly due to growth and processing conditions. Many ceramics and almost all com-
mon metals are polycrystalline. The crystallites are often referred to as grains. This
should not be confused with larger powder grains. A powder grain can be composed
of many crystallites. Thus, the powder grain size found by laser granulometry or by
scanning electron microscopy can be different from the crystallite size found by x-ray
diffraction line broadening.
Grain boundaries are interfaces where crystals of different orientations meet. A grain
boundary is a single-phase interface, with crystals on each side of the boundary being
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identical except in orientation. The term crystallite boundary is sometimes, though
rarely, used. However, we shall use the term crystallite boundary to differentiate be-
tween the crystallite and powder grain boundaries. Since crystallite boundaries are
defects in the crystal structure they tend to decrease the electrical and thermal con-
ductivity of the material. One should consider the density of crystallite and grain
boundaries in a material as a measure of disorder.
Mercaldo et al. [49] have shown that how introducing quenched disorder, such as
grain and crystalline boundaries, into a system causes broadening of the temperature
dependence of magnetization.
Often increasing annealing temperatures increases the grain and crystalline size. One
would assume with this knowledge of grain and crystalline boundaries that perovskite
manganite samples would display increasing resistivity with increasing grain and crys-
talline boundary density. Also the increase in disorder due to a larger density of
boundaries would broaden the magnetic transition leading to a broader peak in resis-
tivity. The entropy associated with the transition should remain largely unchanged,
but the peak in specific heat would become broader and hence smaller, due to the
broadening of the volume fraction. These effects are indeed observed experimentally
in Sm0.55Sr0.45MnO3 [50, 51], and home-made samples of La0.75Sr0.25MnO3 as seen in
sections (9.2) and (10).
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3.2 Magnetization (Volume Fraction)
Due to disorder such as grain boundaries within perovskite manganese oxides, the
bipolaron binding energy, δ, will vary in different regions across a particular sample.
For example each crystallite within a bulk sample may have its own local Curie tem-
perature. This therefore causes a range of Curie temperatures, tc, across the sample.
Averaging the system of mean field equations over a random distribution of bipolaron
binding energies would prove to be very cumbersome. However, one may utilize the
fact that the phase transition in a homogeneous system is first-order for a wide range
of δ [52].
One may take the magnetization to have a temperature dependence, σi ≈ Θ(tci − t)
where;
Θ(x) =
1 for x > 00 for x < 0 (3.1)
In general the Gaussian distribution is given by;
P (x) =
e−(x−µ)
2/2s2
s
√
2pi
(3.2)
where µ is the mean and s is the standard deviation.
3. Introduction of Phase Separation into the CCDC Model 53
Fig. 3.1: The first order magnetic transition in a particular part of the sample i, with Curie
temperature tci .
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In the case of a Gaussian distribution of local Curie temperatures, tci about an exper-
imentally determined tc;
f(tci) =
e−(tci−tc)
2/Γ2
Γ
√
pi
(3.3)
Fig. 3.2: An example of a Gaussian distribution function with µ = tc, and s = 0.1tc.
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If the local magnetization behaves as a step function, as discussed, the normalized
magnetization of a bulk sample will give us the fraction of the sample that is in the
ferromagnetic phase as a function of temperature. We call this the volume fraction, V.
The average of the local magnetization, σi ≈ Θ(tci − t) over a Gaussian distribution of
local Curie temperatures is given by;
V = σ(t) =
∫
tci
Θ(tci − t)
e−(tci−tc)
2/Γ2
Γ
√
pi
dtci (3.4)
Therefore,
V = σ(t) =
[
−1
2
(
erf
[
tc − tci
Γ
]
− erf
[
tc − t
Γ
])
Θ(tc − t)
]tci=∞
tci=0
= −1
2
(
−1− erf
[
tc − t
Γ
])
(3.5)
V = σ(t) =
1
2
erfc
[
t− tc
Γ
]
(3.6)
Where,
erf [x] =
2√
pi
∫ x
0
e−z
2
dz (3.7)
erfc [x] =
2√
pi
∫ ∞
x
e−z
2
dz (3.8)
and hence,
erfc [x] = 1− erf [x] (3.9)
The volume fraction which is equal to the normalized magnetization can be considered
as a survival function, i.e. the fraction of the sample in which ferromagnetism survives
as the temperature, t, is raised.
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Fig. 3.3: The “survival function” of ferromagnetism, with s = 0.1tc which describes the
magnetization σ with a range of local Curie temperatures.
The expression for the normalized magnetization derived here is in good agreement
with experimental results;
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Fig. 3.4: The normalized magnetization of La0.7Ca0.3Mn1−xTixO3(data points [53]), where
x=0.03, under an applied magnetic field of 50 G. The data is fitted with σ =
1
2erfc
[
T−224
20
]
.
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Let us plot the magnetization 1
2
erfc
[
t−tc
Γ
]
, where tc = 0.19, for a range of values of Γ.
Fig. 3.5: Magnetization, σ = 12erfc
[
t−tC
Γ
]
, for tC = 0.19, and various values of Γ
A Gaussian distribution of bipolaron binding energies is a simple example. There
could be any distribution of binding energies in a real sample. In practice one could
therefore use any function as the volume fraction that fits well with the normalized
magnetization data.
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3.2.1 Broadening of the Resistivity Peak due to Phase Separation
Here we plot the polaron density where the magnetization is given by 1
2
erfc
[
t−tc
Γ
]
.
Plots are produced by substituting σ = 1
2
erfc
[
t−t
Γ
]
into the expression for the polaron
density, eq(2.55). We can see that the drop in polaron density at tC becomes less
Fig. 3.6: Polaron density nP, for x = 0.25 and δ = 0.5
abrupt with increasing values of Γ if we plot the inverse polaron density x/nP as a
function of t and Γ.
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Fig. 3.7: Inverse polaron density x/nP, for x = 0.25 and δ = 0.5.
We can see that the peak in the resistivity (which is proportional to the inverse carrier
density) becomes smaller and broader, and it is shifted to higher temperatures t as Γ is
increased. In general the resistivity of perovskite manganites also includes the mobility
of carriers.
A simple analytical expression for the resistivity of a binary mixture was proposed
by Kabanov et al. [54] and considered when explaining the resistivity of mixed phase
perovskite manganites [52];
ρeff = ρ
V
ferro.ρ
1−V
para (3.10)
which is valid in a wide range of the ratios ρpara/ρferro, here V is the volume fraction.
One should note that in eq (3.10) V and 1-V are powers not indexes. Therefore eq (3.10) is
dimensionally correct.
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Eq (3.10) can be used to explain the resistivity of perovskite manganites, remembering
how the resistivity behaves in each phase. One may fit an expression far below the
transition to describe the metallic-like resistivity, ρferro, and an expression far above
the transition to describe the semiconducting behaviour ρpara. A fit of the normalized
magnetization,(volume fraction), V is also required.
4. MOBILITY OF POLARONS
In this section we show the effects that the mobility of polaronic carriers have on the
resistivity of perovskite manganites. There have been observed drops in carrier mobility
in manganites [37]. We show that such changes in the carrier mobility can be described
by a transition from polaron tunneling to phonon activated hopping of carriers.
At low temperatures polarons are able to tunnel. The tunnelling mobility of polarons
is given by [55]
µtunp = µ0
t
2
e−2g
2
~ kBT
τ (4.1)
where g2 is the band narrowing factor and τ is the relaxation time estimated by Lang
and Firsov [55], given by;
τ = (Ea/t)
4∆ω
ω20
sinh [~ω0/2kBT] (4.2)
where ω0 is the characteristic phonon frequency, t is the bare hopping integral, ∆ω is
the phonon dispersion and µ0 = ea
2/~ is the characteristic mobility; a can be estimated
as the O-O distance in manganites. Due to the band narrowing factor, the polaron band
becomes exponentially narrow, making tunnelling virtually impossible at kBT > ~ω0/2
[55]. Therefore the high temperature mobility of polarons is dominated by hopping
events.
A simple estimate for the so-called adiabatic hopping conductivity can be achieved
from the Einstein relation between diffusion constant and mobility.
The diffusion coefficient in solids is often well predicted by;
D = D0 e
−Ea/kBT (4.3)
If we take D0 = a
2ω0/2pi, where ω0 is the characteristic frequency of polarons. We then
estimate the diffusion coefficient in manganites as,
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D = (a2ω0/2pi)e
−Ea/kBT (4.4)
Combining this with the Einstein relation between the diffusion coefficient and mobility;
D =
µ kBT
e
(4.5)
we arrive at;
µhopp =
ea2~ω0
2pi~ kBT
e−Ea/kBT = µ0
~ω0
2pikBT
e−Ea/kBT (4.6)
which describes phonon assisted polaron hopping.
The resistivity, and carrier density via the Hall effect, have been measured for Nd0.5Sr0.5MnO3
thin films [37]. The results are presented in figs (4.1) and (4.2).
Fig. 4.1: Resistivity of Nd0.5Sr0.5MnO3 thin films [37].
If one estimates the volume of a unit cell of Nd0.5Sr0.5MnO3 to be 360A˚
3
, we convert
from 0.5 carriers per cell, to find the carrier density as approximately 1.4×1021cm−3.
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Fig. 4.2: Carrier density in Nd0.5Sr0.5MnO3 thin films [37].
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Fig. 4.3: Carrier density in Nd0.5Sr0.5MnO3 thin films [37] fitted with the theoretical carrier
density from the CCDC model with δ = 0.3, x = 0.495, and taking the normalized
magnetization as 12erfc
[
t−0.16
0.22
]
.
Using the relation ρ = 1
neµ
in conjunction with the resistivity data and our fit of carrier
density for Nd0.5Sr0.5MnO3 we may very simply calculate the mobility of carriers as a
function of temperature.
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Fig. 4.4: A plot of inverse mobility found for Nd0.5Sr0.5MnO3, with plots of inverse tunnelling
and hopping mobilities. The data points come from using the relation ρ = 1/neµ
in conjunction with the expression describing the hole density, fig (4.3), and the
resistivity, fig (4.1), of Nd0.5Sr0.5MnO3.
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The total inverse mobility has been estimated as
1
µtot
=
1
µT
+
1
µ0
(cm−2Vs) (4.7)
1
µT
is the temperature dependent part of the inverse mobility and 1
µ0
, the residual
mobility term, accounts for the residual resistivity of the sample µ0 ≈ 0.5 cm2V−1s−1.
The temperature dependent part of the mobility is taken as
1
µT
=
V
µtun
+
1− V
µhop
(4.8)
The term V = 0.5erfc
[
T−210 K
30 K
]
has been included to “smear” out the transition from
tunnelling to hopping mobility. This is unlikely to be a sharp transition. At interme-
diate temperatures there is likely to be both tunnelling and hopping events.
The tunnelling and hopping mobilities are estimated as;
µtun = 0.1 (cm
2KV−1s−1)
sinh2
[
~ω
kBT
]
T
(4.9)
µhop =
1.3× 104 (cm2KV−1s−1)
T
e
Ea
kBT (4.10)
Where ~ω and Ea have been found as 50 and 100 meV, respectively.
We can now plot µtot as
µtot =
µTµ0
µT + µ0
(cm2V−1s−1) (4.11)
It can be seen from fig (4.5) that the minimum in the carrier mobility can be ex-
plained by the crossover from tunnelling to hopping of polaronic carriers. The drop
in carrier density at the transition is explained within the CCDC theory of colossal
magnetoresistive manganites.
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Fig. 4.5: A plot of carrier mobility found for Nd0.5Sr0.5MnO3. The solid line is the fit to the
data using eq (4.11).
5. ENTROPY AND SPECIFIC HEAT OF THE CCDC
SYSTEM, INCLUDING PHASE SEPARATION
In this section we calculate the entropy specific heat of the CCDC system starting
from the grand thermodynamic potential. We show the contribution to the entropy
and specific heat of the localized Mn spins, polarons and bipolarons. It is seen that the
effect of the polaron contribution is to reduce the entropy change at the ferromagnetic-
paramagnetic transition. Within this section we will require the use of the first and
second derivatives of; np, y and y
2 with respect to t. These derivatives are calculated
in the appendix.
5.1 Calculation of Entropy from the Grand Thermodynamic
Potential
The Helmholtz free energy is given by;
F = Ω + Nµ (5.1)
The differential of this is;
dF = dΩ + Ndµ+ µdN (5.2)
The differential form of the grand thermodynamic potential is given by;
dΩ = −SdT− pdV− Ndµ (5.3)
Substituting equation(5.3) into equation(5.2)
We find
dF = −SdT− pdV+ µdN (5.4)
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In our system N is constant, and we assume that the volume, V, is also constant.
Therefore
−
(
∂F
∂T
)
VN
= S (5.5)
We have already calculated Ω and have an expression for µ in terms of y, given as
µ = t ln[y], we also know that N is equal to the doping concentration x. Therefore
the term Nµ = xt ln [y(t)] and we can express the Helmholtz free energy in reduced
variables as
F = Ω + xt ln [y(t)] = Ω + xµ(t) (5.6)
where y and µ are functions of temperature.
Differentiating with respect to t, we arrive at;
−
(
∂F
∂t
)
NV
= −
(
∂Ω
∂t
)
NV
− x
(
∂µ
∂t
)
NV
= S (5.7)
One may note that µ is not an intrinsic variable of the Helmholtz free energy, the term
−x (∂µ
∂t
)
NV
cancels when one substitutes for − (∂Ω
∂T
)
VN
−
(
∂Ω
∂T
)
VN
= S + x
(
∂µ
∂T
)
VN
(5.8)
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5.2 Calculating Entropy and Specific Heat of the Transition
When calculating the entropy and specific heat of the transition, we propose to calculate
the entropy in both the high temperature and low temperature phases, i.e. for σ = 0,
and σ = 1, respectively and to combine these results using the volume fraction, V, as;
Stot = VSf + (1− V)Sp (5.9)
where Sf and Sp denote the entropy in the ferromagnetic and paramagnetic phases,
respectively, and V is the volume fraction.
We do not introduce the volume fraction into the free energy as the the free energy is
continuous over the transition. Introducing disorder into the free energy would require
averaging over a distribution of bipolaron binding energies, δ which would prove to
be very cumbersome. Averaging over a Gaussian distribution of δ results in almost
no difference in the entropy compared to the entropy calculated with the mean value
of δ in the ferromagnetic phase. In the paramagnetic phase there is a only a small
difference between the entropy calculated from a Gaussian distribution of δ and the
entropy calculated from the mean value of δ.
Differentiating once more we may calculate the dimensionless specific heat.
Cv =
∂Stot
∂t
(5.10)
Multiplying eq (5.10) by the ideal gas constant, R will give the specific heat in the
familiar units of JK−1mol−1.
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5.3 Entropy and Specific Heat of Localized Spins
The normalized grand thermodynamic potential of localized manganese spins under
zero magnetic field is given by
ΩS = −t ln
[
sinh[(S + 1/2)((1
2
m+ 2h)/t)]
sinh[(1/2)((1
2
m+ 2h)/t)]
]
(5.11)
At temperatures greater than the Curie temperature i.e in the paramagnetic phase,
where m = 0. We substitute S = 2 and take the Taylor series expansion of ΩS about
m = 0, which yields;
ΩpS = −t ln[5] (5.12)
where the p denotes that we are considering the paramagnetic phase.
Fig. 5.1: A graph showing the grand thermodynamic potential of localized spins in both the
ferromagnetic and paramagnetic regimes. The theoretical lines are calculated using
x = 0.25 and δ = 0.5.
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5.3.1 Entropy of Localized Spins
Using the thermodynamic identity S = − (∂ΩS
∂t
)
v,µ
we may calculate the entropy of
localized spins. We can say that the chemical potential is constant, as the chemical
potential is not directly associated with the localized spins.
Taking h = 0, and making the assumption that the magnetization of polarons in the
ferromagnetic regime is equal to the doping level; m = x. We differentiate the grand
thermodynamic potential of localized spins with respect to temperature;
Firstly let us differentiate;
d
dt
(
ln
[
sinh[5x
4t
]
sinh[ x
4t
]
])
=
{
x sinh
[
5x
4t
]
coth
[
x
4t
]
csch
[
x
4t
]
4t2
− 5x cosh
[
5x
4t
]
csch
[
x
4t
]
4t2
}
sinh[ x
4t
]
sinh[5x
4t
]
(5.13)
Simplifying we find;
d
dt
ln
[
sinh[5x
4t
]
sinh[ x
4t
]
]
=
x coth
[
x
4t
]
4t2
− 5x coth
[
5x
4t
]
4t2
(5.14)
hence the entropy of the localized spins in the ferromagnetic and paramagnetic phases
is given, respectively, by;
SfS(t) = −
d
dt
(
−t ln
[
sinh[5x
4t
]
sinh[ x
4t
]
])
=
x coth
[
x
4t
]
4t
− 5x coth
[
5x
4t
]
4t
+ ln
[
sinh[5x
4t
]
sinh[ x
4t
]
]
(5.15)
SpS = ln[5] ≈ 1.61 (5.16)
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Fig. 5.2: A graph showing the entropy of localized spins in the ferromagnetic and paramag-
netic phases, the green dashed curve shows the total entropy over the transition if
the transition is assumed to be a step function at tc = 0.19. Again x = 0.25 and
δ = 0.5.
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5.3.2 Specific Heat of Localized Spins
The specific heat has been calculated from the entropy, by the thermodynamic identity
Cv = t
(
dS
dt
)
For the simple case in the paramagnetic regime where the entropy, SpS = ln[5], the
specific heat is clearly equal to zero, as the paramagnetic entropy is a constant.
Let us differentiate the ferromagnetic entropy, the first term in eq (5.15);
d
dt
(
x coth
[
x
4t
]
4t
)
=
x
4t
(
x
4t2
cosh2
[
x
4t
]− x
4t2
sinh2
[
x
4t
]
sinh2
[
x
4t
] )− x coth [ x4t]
4t2
(5.17)
Remembering the definition, cosh[x]2 − sinh[x]2 = 1, this simplifies to;
d
dt
(
x coth
[
x
4t
]
4t
)
=
x2 csch2
[
x
4t
]
16t3
− x coth
[
x
4t
]
4t2
(5.18)
Similarly the second term in eq (5.15) differentiates as,
d
dt
(
−5x coth [5x
4t
]
4t
)
=
5x coth
[
5x
4t
]
4t2
− 25x
2 csch
[
5x
4t
]2
16t3
(5.19)
The derivative of the third term of eq (5.15), with respect to t, is given in eq (5.14)
d
dt
ln
[
sinh[5x
4t
]
sinh[ x
4t
]
]
=
x coth
[
x
4t
]
4t2
− 5x coth
[
5x
4t
]
4t2
(5.14)
The specific heat of localized spins in the ferromagnetic regime is given by summing
the derivatives found in (5.14),( 13.19) and (13.20) and multiplying by t. One may see
that the first and second terms in (5.14) cancel with the second term in (13.19) and
the first term in (13.20), respectively. Therefore the specific heat of localized spins in
the ferromagnetic regime is given by
Cfv,S(t) =
x2
16t2
(
csch2
[ x
4t
]
− 25 csch2
[
5x
4t
])
(5.20)
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Fig. 5.3: A graph of the specific heat of localized Mn+3 spins, in the ferromagnetic regime,
x = 0.25 and δ = 0.5.
Next the specific heat of the localized spins over the transition is calculated and plotted;
The specific heat shown in fig (5.4) is calculated from the derivative of equation(5.9).
One can see that taking the volume fraction as a step function results in an infinitely
high peak in specific heat, in the same way that the derivative of the Heaviside step
function, H(x), with respect to x is equal to the delta function δ(x).
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Fig. 5.4: A graph of the specific heat of localized Mn+3 spins, assuming a “step function like”
ferromagnetic-paramagnetic transition at tc = 0.19, x = 0.25 and δ = 0.5.
5. Entropy and Specific Heat of the CCDC System, Including Phase Separation 78
Fig. 5.5: A graph of the specific heat of localized Mn+3 spins as a function of temperature;
0.0001 ≤ Γ ≤ 0.001, x = 0.25.
Fig (5.5) shows how increasing values of Γ broaden the peak in the specific heat.
5. Entropy and Specific Heat of the CCDC System, Including Phase Separation 79
5.4 Entropy and Specific Heat of Polarons
The grand thermodynamic potential of polarons, in the absence of an applied magnetic
field, within the CCDC model is given by;
ΩP = −2νy t cosh
[σ
t
]
(5.21)
Substituting y =
√
x−np
2ν2
e−δ/t
ΩP = −
√
2(x− np)e−δ/t t cosh
[σ
t
]
(5.22)
where
np = cosh
[σ
t
]
e−δ/t
([
cosh
[σ
t
]2
e−2δ/t + 2x
]1/2
− cosh
[σ
t
]
eδ/t
)
(5.23)
we may plot the grand thermodynamic potential of polarons, in the ferromagnetic and
paramagnetic phases, which correspond to σ = 1 and σ = 0, respectively.
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Fig. 5.6: A graph of the grand thermodynamic potential of polarons, for δ = 0.5 and x = 0.25,
in the ferromagnetic and paramagnetic phases.
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5.4.1 Entropy associated with Polarons
The entropy associated with the polarons in the CCDC model may be calculated from
SP = −dΩpdt . We differentiate ΩP in the representation shown in eq (5.21).
SP =
d
dt
Ωp = 2νy(t) cosh
[σ
t
]
+ 2tν(y(t))
′
cosh
[σ
t
]
− 2νσy(t) sinh
[
σ
t
]
t
(5.24)
where y
′
(t) = dy
dt
Substituting for y and y
′
the entropy associated with polarons may be plotted in the
ferromagnetic and paramagnetic regimes (σ = 1, and σ = 0, respectively) .
Fig. 5.7: A graph of the entropy associated with polarons, in the ferromagnetic and paramag-
netic phases. The black dashed curve shows the total entropy over the transition if
the transition is assumed a step function at tc = 0.19. Again x = 0.25 and δ = 0.5.
We can see a sudden drop in the entropy associated with polarons at the ferromagnetic-
paramagnetic transition temperature. This is due to the sudden reduction in the
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number of polarons when the sample is heated from the ferromagnetic phase to the
paramagnetic phase. One must remember that the entropy of a system can never
decrease with increasing temperature, the polarons are just one component of the
entire system, and as such the total entropy of the system does indeed increase with
temperature. Therefore one can say that the reduction in the density of polarons at
the transition temperature causes a reduction in the magnitude of the entropy increase
of the entire system at the transition temperature.
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5.4.2 Specific Heat of Polarons
The specific heat is calculated from the derivative of the entropy with respect to t.
The derivatives of the first, second and third terms in eq (5.24) with respect to t are
given by;
d
dt
(
2νy(t) cosh
[σ
t
])
= 2ν(y(t))
′
cosh
[σ
t
]
+
2νy(t)σ sinh
[
σ
t
]
t2
d
dt
(
2ν(y(t))
′
t cosh
[σ
t
])
= 2ν(y(t))
′′
t cosh
[σ
t
]
+2ν(y(t))
′
cosh
[σ
t
]
−2ν(y(t))
′
σ sinh
[
σ
t
]
t
d
dt
(
−2νy(t)σsinh
[σ
t
]
t−1
)
=
2νy(t)σ sinh
[
σ
t
]
t2
− 2ν(y(t))
′
σ sinh
[
σ
t
]
t
−2νy(t)σ
2 cosh
[
σ
t
]
t3
respectively. Summing these derivatives, multiplying by t and simplifying, one finds
the contribution to the specific heat of polarons as
t
d
dt
(SP) = Cv,P =
2νtcosh
[σ
t
] (
2(y(t))
′
+ (y(t))
′′
t− y(t)σt−3
)
+4ν t sinh
[σ
t
] (
y(t)σt−2 − σ(y(t))′t−1
)
(5.25)
5. Entropy and Specific Heat of the CCDC System, Including Phase Separation 84
Fig. 5.8: A graph of the specific heat of polarons, assuming a “step function like”
ferromagnetic-paramagnetic transition at tc = 0.19 with x = 0.25 and δ = 0.5.
One can see that the anomaly in the specific heat for polarons is negative, this is due
to the sudden reduction in the number of polarons when the sample is heated from the
ferromagnetic phase to the paramagnetic phase. The total entropy change of the whole
system is positive in heating from the ferromagnetic phase to the paramagnetic phase,
and results in a positive specific heat peak. The contribution of the polarons simply
acts to reduce the magnitude of the specific heat of the system at the transition.
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Fig. 5.9: A graph of the specific heat of polarons, tc = 0.19, x = 0.25, δ = 0.5, as a function
of t, and for 0.001 ≤ Γ ≤ 0.05.
Again increasing values of Γ smear out the anomaly in the specific heat.
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5.5 Entropy and Specific Heat of Bipolarons
The grand thermodynamic potential of polarons in the absence of an applied magnetic
field, within the CCDC model and remembering that y is a function of t, is given by;
ΩBP = −t ln
[
1 + ν2y2(t)e2δ/t
]
(5.26)
Substituting for y, one may plot the grand thermodynamic potential of polarons, in
the ferromagnetic and paramagnetic phases.
Fig. 5.10: A graph of the grand thermodynamic potential of bipolarons, in the ferromagnetic
and paramagnetic phases, for δ = 0.5 and x = 0.25.
5. Entropy and Specific Heat of the CCDC System, Including Phase Separation 87
5.5.1 Bipolaron Entropy
The entropy associated with the bipolarons in the CCDC model may be calculated
from SBP = −dΩBPdt ,
d
dt
(
1 + ν2y2 e2δ/t
)
= ν2
(
y2(t)
)′
e2δ/t − 2ν
2δy2(t) e2δ/t
t2
(5.27)
where (y2(t))
′
is the first derivative of y2(t) with respect to t, and so
d
dt
(
ln
[
1 + ν2y2(t) e2δ/t
])
=
ν2 (y2(t))
′
e2δ/t − 2ν2δy2(t) e2δ/tt−2
1 + ν2y2(t) e2δ/t
(5.28)
and therefore the derivative of eq (5.26);
− d
dt
(ΩBP) = SBP = ln
[
1 + ν2y2(t) e2δ/t
]
+t
(
ν2 (y2(t))
′
e2δ/t − 2ν2δy2(t) e2δ/tt−2
1 + ν2y2(t) e2δ/t
)
(5.29)
Although it cannot be seen explicitly from eq (5.29) the entropy of bipolarons depends
upon σ, because y is a function of np which in turn is a function of σ. Substituting
in the appropriate calculated derivatives, and using σ = 1 or σ = 0, we may plot the
contribution of bipolarons to the entropy of the CCDC system.
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Fig. 5.11: A graph of the entropy of bipolarons, for δ = 0.5 and x = 0.25.
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5.5.2 Bipolaron Specific Heat
The specific heat contribution of bipolarons can be shown to be given by;
Cv,BP =
ν2δ e2δ/t
1 + ν2y2(t) e2δ/t
[
(y2(t))
′′
t
δ
− 2y2(t)− 2 (y2(t))′ + 4y2(t)t−1+4δ y2(t) t−2 + (y2(t))′
δ
− 2y2(t)t−1
]
+t
(
ν2 (y2(t))
′
e2δ/t − 2δν2y2(t) e2δ/tt−2
(1 + ν2y2(t) e2δ/t)
)
−t
(
ν2 (y2(t))
′
e2δ/t − 2δν2y2(t) e2δ/tt−2
(1 + ν2y2(t) e2δ/t)
)2
(5.30)
Substituting for y and its derivatives, we may plot the bipolaronic contribution to the
specific heat.
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Fig. 5.12: A graph of the specific heat of bipolarons, for δ = 0.5 and x = 0.25, assuming a
“step function like” transition at t = 0.19.
5. Entropy and Specific Heat of the CCDC System, Including Phase Separation 91
Again increasing values of Γ act to broaden the peak in specific heat as can be seen
from fig (5.13).
Fig. 5.13: A graph of the specific heat of bipolarons, tc = 0.19, x = 0.25, δ = 0.5, as a
function of t. 0.0005 ≤ Γ ≤ 0.05.
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5.6 The Remaining Contribution to Entropy and Specific
Heat
As discussed earlier;
−
(
∂F
∂t
)
N,v
= −
(
∂Ω
∂t
)
N,v
− x
(
∂µ
∂t
)
N,v
= S (5.7)
and therefore the total entropy of the system is given by summing the temperature
derivatives of each component of Ω and adding to this −x (∂µ
∂t
)
NV
.
Remembering y = eµ/kBT, or in the normalized system of units, y = eµ/t. Therefore;
µ = t ln [y] (5.31)
hence,
−x
(
dµ
dt
)
= −x
(
ln [y] +
y
′
y
)
(5.32)
The contribution to the specific heat of the system is calculated by further differenti-
ating −x (dµ
dt
)
with respect to t, and multiplying by t.
Cv,µ = −x t
(
d2µ
dt2
)
v
= t
d
dt
(
−x
(
ln [y] +
y
′
y
))
(5.33)
Taking this derivative we find;
Cv,µ = −xt
(
y
′′
y − y′y′
y2
+ ln [y] +
y
′
y
)
(5.34)
We can substitute y, y
′
and y
′′
, and then substitute σ = 1 and σ = 0 to find the specific
heat contribution in the ferromagnetic and paramagnetic phases, respectively.
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5.7 Summary of the Calculation of Entropy and Specific
Heat
We have calculated the contributions to the entropy and specific heat of localized
Mn spins, polarons and bipolarons. The localized spin and bipolaron contributions
to the entropy change are positive. However, the notable result is that in the region
of the transition the polaron contribution to the entropy change is negative. This is
simply due to the sudden reduction in the density of polarons at the transition. This
decrease in entropy of polarons acts to reduce the magnitude of the entropy increase
of the system at the transition, resulting in smaller peaks in specific heat than would
generally be expected for a simple magnet. The entropy of the CCDC system, the
contribution to entropy of the carriers (polarons and bipolarons) and the entropy of a
simple spin=2 magnet are shown in fig (5.14). The entropy changes at the transition
for each contribution are labelled on the graph in fig (5.14). The changes in entropy of
each contribution show that the effect of the carriers is to reduce the entropy change
at the transition from what one would expect for the simple magnet by ≈ 38% in this
particular case. One can see that the contribution of the carriers can have a sigificant
effect upon the overall entropy change of the CCDC system at the transition.
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Fig. 5.14: A graph of the entropy of a simple spin=2 magnet, the CCDC system and the
contribution to entropy of the charge carriers to the CCDC entropy. For the plots
x=0.25 and δ=0.65.
6. COLOSSAL MAGNETORESISTANCE IN
LANTHANUM CALCIUM MANGANESE OXIDE
Here we use the equation describing the resistivity of a binary mixture [54],
ρeff = ρ
V
ferro.ρ
1−V
para (3.10)
to explain the colossal magnetoresistance effect observed in La0.75Ca0.25MnO3. Fig
(6.1) shows the normalized magnetization of La0.75Ca0.25MnO3. The solid lines show
the expressions used to describe the volume fraction.
The expression 1
2
erfc
[
T−Tc
Γ
]
was used to fit the volume fraction under different applied
magnetic fields, fig (6.1). Values of Tc and Γ are given in table(6.1).
One should note that there was no data for the magnetization under zero field provided
in [56]. We therefore use the magnetization data under a low field of 0.1 Tesla to
describe the zero field resistivity.
Applied Field (T) TC(K) Γ (K)
0.1 231 11.5
1 237 12.5
2 244 23
4 262 33
Tab. 6.1: Values of TC and Γ used to describe the volume fraction of La0.75Ca0.25MnO3 for
different applied fields.
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Fig. 6.1: A graph of ferromagnetic volume fraction (normalized magnetization) of
La0.75Ca0.25MnO3 [56]. The data are fitted with the expressions to describe the
volume fraction.
The resistivity in the ferromagnetic and paramagnetic regimes far away from the tran-
sition are given by;
ρferro = ρ0 + aT
2 (6.1)
ρpara = bTe
E
kBT (6.2)
These expressions describe the metal-like resistivity of the ferromagnetic phase, and
the exponential behaviour of resistivity in the semiconducting paramagnetic phase.
The inverse density of polarons behaves exponentially as e
∆
2kBT in the paramagnetic
phase. Also at the relatively high temperatures of the paramagnetic phase, polaron
mobility will be dominated by hopping events and hence behave exponentially as e
Ea
kBT .
One can therefore say E=Ea +∆/2.
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Fig. 6.2: A graph of La0.75Ca0.25MnO3 resistivity [56] fitted with CCDC, see text for more
details.
The values used in the equations describing resistivity are; E= 254meV, a = 2.5 ×
10−4mΩcm K−2, b = 1.2 × 10−3mΩcm K−1 and ρ0 = 1.7mΩ cm. Eqs (6.1) and (6.2)
and the fitting parameters as described above are substituted into eq (3.10). We may
then plot the resistivity as described by the CCDC model, as shown in fig (6.2).
One can clearly see from fig (6.2) that the broadening of the metal-insulator transition
due to an applied magnetic field is explained well by the simple analytical expression for
the effective resistivity of a binary mixture, eq (3.10), by substituting in appropriate
expressions for the ferromagnetic and paramagnetic resistivities, in accordance with
the CCDC theory.
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There are, however, some discrepancies between the fits describing the volume fraction,
and the normalized magnetization, as can be seen in fig (6.1).
Fig. 6.3: A graph of magnetization of La0.75Ca0.25MnO3 under various applied fields [56].
Looking at fig (6.3) may help us to understand the discrepancies between the normal-
ized magnetization and the fits used to describe the volume fraction. Fig (6.3) shows
that the magnetization of La0.75Ca0.25MnO3 increases on the application of a magnetic
field, as one would expect. The magnetization under the larger applied fields of 1, 2
and 4 Tesla decreases slightly up to approximately 220K, whereas the magnetization of
La0.75Ca0.25MnO3 under 0.1T, remains almost constant up to 220K. These differences
of the temperature dependencies of the magnetization under different fields are almost
certainly due to domain effects, and lead to the normalized magnetization under high
fields to be lower than under 0.1T up to approximately 220K. The magnetization data
under 0.1T suggests that the volume fraction of all samples should be 1, below approx-
imately 220K. Therefore the fits describing the volume fraction under different fields
converge at approximately 220K. The effects that we attribute to the domain structure
complicate the description of the volume fraction and its relation to the resistivity.
One other limitation of the fitting shown here is that the mobility of carriers is likely
to be somewhat field dependent, but we have not considered magnon scattering, as the
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vast majority of the field dependence of the resistivity will be due to the carrier density
collapse. We have not tried to rigorously find the scattering mechanisms involved. We
have used expressions that adequately describe the metallic like resistivity at low tem-
peratures, such that a comparison between the current carrier density collapse theory
and experimental data can be made.
7. SAMARIUM STRONTIUM MANGANESE OXIDE;
EXPERIMENTAL DATA AND THEORY
In this section we fit the theoretical specific heat to the experimental data of Sm0.55Sr0.45MnO3.
We use the normalized magnetization as the volume fraction so that phase separation
may be included in the fitting procedure. Fitting to the experimental data allows us to
find the bipolaron binding energy, ∆, and the p-d exchange interaction, Jpd. We also
fit the experimental resistivity results using a model of a binary mixture in a similar
manner as employed in section 6. All experimental results used in this section are from
Egilmez et al. [50, 51, 57] who have produced Sm0.55Sr0.45MnO3 using a standard solid
state reaction method [58].
Egilmez et al. [50, 51, 57] calculated grain and crystalline size by use of scanning
electron microscopy and Williamson-Hall analysis of x-ray peak broadening. The
anisotropic strain was also calculated. Their results are summarized in table(7.1).
Annealing Temperature Grain Size (SEM) Crystalline Size (W-H) ²
(0c) (µm) (nm) (%)
1200 0.8 66 0.21
1300 3.5 99 0.23
1400 15.0 172 0.28
1500 20.0 227 0.35
Tab. 7.1: Calculated grain size by use of scanning electron microscopy (SEM) and crystalline
size and anisotropic strain calculated from Williamson-Hall (W-H) analysis of x-ray
peak broadening [50].
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Fig. 7.1: A graph of the specific heat for Sm0.55Sr0.45MnO3, with differing final sintering
temperatures, labelled on the graph in degrees Celsius [59].
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Fig. 7.2: Graphs of the electrical resistivity for Sm0.55Sr0.45MnO3, with differing final sinter-
ing temperatures, labelled on the graphs in degrees Celsius [51].
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7.1 Helmholtz Free Energy, Transition Temperature and
Volume Fraction of Sm0.55Sr0.45MnO3
The Helmholtz free energy, F, is related to the grand thermodynamic potential by
Ω = F− µN
Utilizing the fact that the Helmholtz free energy is continuous over a phase transition we
may calculate F in both the ferromagnetic and paramagnetic phases. The temperature
at which these two functions cross over is the transition temperature.
Fig. 7.3: A graph of the Helmholtz free energy, for δ = 0.65 and x = 0.45, in the ferromagnetic
and paramagnetic phases. The plot indicates tc ≈ 0.2.
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Fig. 7.4: A graph of the normalized experimental magnetization (volume fraction) of
Sm0.55Sr0.45MnO3 [51].
We can normalize the temperature scale of the magnetization such that the normalized
magnetization corresponds to the transition temperature calculated by means of the
free energy.
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Fig. 7.5: A graph of the ferromagnetic volume fraction of Sm0.55Sr0.45MnO3, normalized such
that the value of half volume fraction occurs at approximately, t = 0.2, as calculated
for δ = 0.65 and x = 0.45.
Annealing Temperature (0c) Conversion Factor from kelvin to normalized temperature
1200 1.49×10−3
1300 1.50×10−3
1400 1.52×10−3
1500 1.6×10−3
Tab. 7.2: Factors required to convert the temperature scale in Kelvin to the scaled tempera-
tures for each sample.
The average conversion factor, see table(7.2), between the temperature in Kelvin and
the normalized temperature t is 1.53×10−3. Remembering the normalization condition
t = 2kBT/JpdS, we can say, 1.53 × 10−3 = kB/Jpd, and hence; Jpd = 56meV. Also
remember δ = ∆/JpdS, and δ = 0.65; therefore the bipolaron binding energy, ∆ =
72.8meV.
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7.2 Specific Heat for Sm0.55Sr0.45MnO3
To calculate the specific heat of Sm0.55Sr0.45MnO3 the Helmholtz free energy with
δ = 0.65, and x = 0.45 is differentiated with respect to t in the ferromagnetic and
paramagnetic phases. This gives the entropy in these phases. The total entropy is
taken as;
S = VSf + (1− V)Sp (5.9)
where V is denotes the volume fraction. This is again differentiated with respect to t,
and then multiplied by t, giving specific heat in scaled units. Multiplying this specific
heat by the ideal gas constant, R, will give specific heat in the familiar experimental
units of JK−1mol−1.
The specific heat data shown in fig (7.1), was digitized and converted to units of
JK−1mol−1. It has also been scaled to fit on the normalized temperature scale.
One should note that the specific heat calculated is Cv, specific heat under constant
volume, whereas the experimentally measured specific heat is Cp, specific heat under
constant pressure. We therefore assume zero thermal expansion of Sm0.55Sr0.45MnO3
samples as a function of temperature. Under these assumption Cv = Cp.
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Fig. 7.6: Plots of specific heat of Sm0.55Sr0.45MnO3 annealed at (a)1200◦C, (b)1300◦C,
(c)1400◦C, (d)1500◦C. Solid circles represent experimental specific heat data [59],
dashed lines correspond to our estimates of lattice specific heat, solid lines represent
the addition of the lattice specific heat and the theoretical CCDC component.
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Fig. 7.7: Plots of the anomalous component of specific heat of Sm0.55Sr0.45MnO3 annealed at
(a)1200◦C, (b)1300◦C, (c)1400◦C, (d)1500◦C. Solid circles represent the difference
between the experimental specific heat data [59] and the estimate of the lattice
specific heat, solid lines represent the specific heat calculated from the CCDC theory.
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7.3 Entropy Change
The area under the specific heat data, is related to the entropy by;
S(t) =
∫
Cv(t)
t
dt (7.1)
So to find the entropy change associated with the transition we simply take the anoma-
lous part of the specific heat, divide through by t, and integrate with respect to t. We
set the entropy at t = 0.0465 as zero, as we are interested in the change of entropy over
the transition and this is the lowest temperature below the transition that we have
specific heat data for.
We plot the entropy associated with the transition, and compare it to the theoretically
determined entropy.
To fit the entropy change over our temperature range studied we had to take away
a constant from our theoretical plot of entropy. This constant corresponds to the
entropy of the system below t= 0.0465, which we will call the residual entropy. The
values of the residual entropy were chosen to give the best fit to the entire data range,
and as such some vary from the theoretical value at that temperature. Table (7.3)
shows the variation between the theoretical entropy at t= 0.0465, and that required
to fit the data. The theoretical value of entropy at t = 0.0465 is calculated as 11.2
JK−1mol−1 to 1 decimal place for all samples. The entropy of all samples is the same
far below and well above the transition, see fig (7.9). Our residual entropy varies from
the theoretically expected value by 4.6% at most. However, we are most interested in
the change in entropy over the transition. At t = 0.3 the theoretical value for entropy
of all samples is 24.0JK−1mol−1 as this temperature is well above the transition, see
fig (7.9). Therefore the theoretical entropy change over this temperature range is
∆SCCDC = 12.8JK
−1mol−1.
Table (7.4) shows the entropy change associated with the specific heat data over the
temperature range (t = 0.0465 to t = 0.3) and its difference from the theoretical
change.
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Fig. 7.8: Entropy change associated with the anomalous specific heat for Sm0.55Sr0.45MnO3.
With a standard deviation, σ =0.2318 JK−1mol−1, and hence a standard error of
0.1159 JK−1mol−1, we find the average entropy change under the specific heat data as
12.81 ± 0.12 JK−1mol−1. The theoretical entropy change of 12.802 JK−1mol−1 falls
well within the error of the entropy change found for the experimental specific heat
data. This error of course assumes no error in the estimate of the lattice contribution
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Annealing Temperature (◦C) 1200 1300 1400 1500
Residual Entropy
(
JK−1mol−1
)
11.2 11.1 11.2 10.7
Difference
(
JK−1mol−1
)
-0.021 -0.121 -0.021 -0.521
Percentage of SCCDC,t=0.0465 observed 99.8% 98.9% 99.8% 95.4%
Tab. 7.3: Residual entropy required to fit the theoretical entropy change to the experimentally
determined entropy change.
Fig. 7.9: Plots of the theoretical entropy of all samples.
Annealing Temperature (◦C) 1200 1300 1400 1500
∆Sdata
(
JK−1mol−1
)
12.9 12.9 12.4 13.0
Difference from ∆SCCDC
(
JK−1mol−1
)
+0.1 +0.1 -0.4 +0.2
Tab. 7.4: The difference between the observed experimental entropy change and the theoret-
ically expected entropy change.
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of the specific heat. This, however, is the most likely source of error and as such,
the error in the entropy change associated with the experimental data would likely be
in the region of 1JK−1mol−1. Let us therefore quote the entropy associated with the
experimental data as 13± 1 JK−1mol−1.
Several authors report that the entropy change associated with the ferromagnetic to
paramagnetic transition in perovskite manganites is much smaller than expected and
is therefore unexplainable [51, 60]. The reasons that these authors have been unable
to explain the entropy and hence specific heat, are mostly due to poor estimates of
the lattice background as not all of the entropy change is observed directly under the
specific heat peak. Previous authors have only considered the contribution of localized
spins (the polaron contribution acts to reduce the entropy change), and hence found
entropy changes under specific heat data that are much smaller than they expect.
Tanaka and Mitsuhashi [61] found a very small entropy change in La0.8Ca0.2MnO3 but
found the heat capacity nearly equal to the value calculated from a double exchange
model. Approximately twice as much entropy was found to reside under the ordering
peak in La0.67Ca0.33MnO3 by Ramirez et al. [62]. Ramirez [56] realizes that the short-
fall in observed entropy is probably because the background subtraction is not accurate
enough and that the transition does not correspond to a reduction of only local-moment
degrees of freedom.
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7.4 Resistivity of Sm0.55Sr0.45MnO3
Here we again use the expression governing total effective resistivity of a binary mixture
of two phases, eq (3.10), to describe the resistivity of Sm0.55Sr0.45MnO3 annealed at
various temperatures [50, 51, 57]. We have used the same expressions governing the
volume fraction, but here they have been scaled to the temperature scale in Kelvin, by
use of the conversion factors in table (7.2).
Here we have used the expressions governing the resistivity in the ferromagnetic and
paramagnetic phases, respectively, as
ρferro = aT
4.5 + C/sinh2 [~ω/kBT] (7.2)
ρpara = bTe
E/kBT (7.3)
The expression for the ferromagnetic resistivity used here was suggested by Zhao et al.
[63]. Kubo and Ohata [64] have studied the magnon scattering for half metals where
the spin-up (minority) and spin-down (majority) bands are well separated. In this case,
one-magnon scattering is forbidden. Thus the two-magnon process plays a role in the
low-temperature resistivity, which gives a contribution that is proportional to T4.5. The
term C/sinh2 [~ω/kBT] comes from the relaxation time of polarons as discussed earlier
in section 4. Jamie et al. [65] have ruled out electron-electron, and electron-phonon
scattering mechanisms in the low temperature conductivity of manganites.
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Fig. 7.10: Plots of the electrical resistivity of Sm0.55Sr0.45MnO3 annealed at (a) 1200◦C, (b)
1300◦C, (c) 1400◦C, (d) 1500◦C. Solid circles show the experimental data [50, 51,
57], lines show fitted theoretical resistivity from equation(3.10).
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On top of the resistivity calculated from eqs (7.2), (7.3), (3.10) we add a residual
resistivity. C is found as 1 Ω cm and ~ω as 50meV for all samples.
Annealing Temperature (◦C) 1200 1300 1400 1500
Residual Resistivity (Ω cm) 3 1 0.21 0.2
a
(
Ω cm K−4.5
)× 10−10 38 17 4 0.07
b
(
Ω cm K−1
)× 10−6 2.2 1.3 1.25 1.2
E (meV) 138 131 123 116
Tab. 7.5: Coefficients used to fit the resistivity of Sm0.55Sr0.45MnO3 annealed at different
temperatures .
With increasing disorder the resistivity of Sm0.55Sr0.45MnO3 is increased as can be seen
from fig (7.10). We can also see from table (7.5) that the a and b coefficients used
to fit the resistivity are larger in the more disordered samples. This is simply due to
increased scattering rates. The value of residual resistivity is also increased in the more
disordered samples, see table (7.5).
Referring back to section 7.1 we average the conversion factors to find the bipolaron
binding energy as ∆ = 72.8meV for Sm0.55Sr0.45MnO3.
As discussed earlier in section 6, the high temperature exponential behaviour is made
up of two exponential components, E = Ea+∆/2. Taking ∆/2 = 36.4meV we find the
hopping activation energy of polarons as presented in table (7.6).
Annealing Temperature (◦C) Ea(meV)
1200 101.6
1300 94.6
1400 86.6
1500 79.6
Tab. 7.6: Hopping activation energies for samples of Sm0.55Sr0.45MnO3 annealed at different
temperatures [50, 51, 57].
We see that the more disordered samples show a larger hopping activation energy. This
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makes sense intuitively in as much as the carriers in the more disordered samples will
be more localized due to the increased disorder.
8. SAMPLE PREPARATION AND STRUCTURAL
CHARACTERIZATION OF LANTHANUM STRONTIUM
MANGANESE OXIDE
8.1 Sample Preparation
Samples of La0.75Sr0.25MnO3 have been prepared using a standard solid state reaction
method, using powders of La2O3, SrCO3 and MnO2.
These initial constituents had their x-ray profiles measured using powder x-ray diffrac-
tion. They were then heated at 150◦C for 24 hours and they were re-examined using
powder x-ray diffraction. The before and after heating x-ray diffraction patterns for
all of these constituent chemicals showed very little change, which would suggest that
there was either very little or no water content present. Therefore water content of
the constituent chemicals is not a factor in the production of La0.75Sr0.25MnO3. How-
ever, samples have been prepared with pre-heated initial constituents, to eliminate any
chance of water content affecting sample production.
The La2O3, SrCO3 and MnO2 powders were weighed out and mixed to the prescribed
ratio to produce 20g of our sample material. As is seen from table (8.1), all powders
were weighed out to within half a milligram of the required mass, which is a reasonable
experimental error.
Chemical Mass required (g) Actual mass measured (g) Difference (mg)
La2O3 10.70966 10.71013 +0.47
SrCO3 3.22306 3.22308 +0.02
MnO2 7.59206 7.59217 +0.11
Tab. 8.1: Mass of constituent chemicals used to prepare La0.75Sr0.25MnO3 samples.
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The constituent chemicals were then thoroughly mixed together. The solid state reac-
tion was carried out using three slightly different methods, so that the most effective
sample preparation method could be identified.
Method 1 Approximately 15g of the mixed constituent chemicals were pelleted, using
the physics department’s pelleting device and 12 ton hydraulic press. These
pellets were placed into a ceramic heating vessel and reacted/sintered, initially
at 400◦C for three days. This was followed by grinding all of the pellets into a
fine powder using a pestle and mortar. Powder x-ray diffraction of the resulting
fine powder was undertaken. The powder was then pressed into pellets and the
process was repeated, but at increasing temperatures. The temperature of each
heating/sintering process was increased in 200◦C increments to; 600◦C, 800◦C,
1000◦C and finally 1100◦C.
Method 2 Approximately 2.5g of the mixed constituent chemical powders were pelleted
and heated at 1100◦C for three days in total. The sample was ground to a fine
powder and re-pelleted after the first and second 24 hours of heating. After the
third day the pellets were ground into a fine powder, and a characterization by
powder x-ray diffraction was undertaken.
Method 3 Approximately 2.5g of the mixed constituent chemical powders were heated
at 1100◦C without being pelleted, for two days in total. This sample was ground
down and mixed half way through this heating process. The material produced
was studied using powder x-ray diffraction, then pelleted and heated for a fur-
ther 24 hours at 1100◦C and subsequently ground down and re-examined by
using powder x-ray diffraction once again. This method is more similar to that
employed by Egilmez et al. to produce Sm0.55Sr0.45MnO3 [51, 50, 57].
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8.2 Structural Investigation of Samples Produced by
Different Heating Processes
Method 1 (Incremental Heating Steps)
The x-ray diffraction patterns produced after incremental sintering processes are shown
in figs (8.1) and (8.2). Fig (8.1) clearly shows how the structure of La0.75Sr0.25MnO3 de-
velops from the constituent chemicals with each heating process. The final x-ray diffrac-
tion pattern produced after the 24 hour, 1100◦C sintering process, is normalized such
that the maximum intensity is equal to 1000 counts, and fitted using Rietveld refine-
ment in the FullProf program [66]. The Rietveld refinement suggests La0.75Sr0.25MnO3
has the rhombohedral perovskite structure with space group R3c, with lattice param-
eters; a = b = 5.5212 ± 1 × 10−4A˚, c = 13.3791 ± 1 × 10−4A˚, with α = β = 90◦ and
γ = 120◦, giving a cell volume of 353.21(0.08)A˚
3
,
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Fig. 8.1: The x-ray diffraction patterns produced after incremental 24 hour sintering processes
of: (a) 400◦C (b) 600◦C (c)800◦C (d) 1000◦C, as described by method 1.
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Fig. 8.2: The x-ray diffraction pattern produced after the final 24 hour, 1100◦C sintering
process, as described by method 1, with a FullProf Rietveld refinement. Data is
normalized such that the maximum intensity is equal to 1000 counts.
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Method 2 ( Heating Pelleted Constituent Chemicals at 1100◦C for a
Total of Three Days)
From fig (8.3) we see that the sample produced by heating at 1100◦C for three days
has a very similar x-ray diffraction pattern compared to the sample produced by using
the incremental 24 hour sintering processes up to and including 1100◦C. This im-
plies that the incremental heating steps are not necessary for producing samples of
La0.75Sr0.25MnO3.
Fig. 8.3: The x-ray diffraction pattern produced by the sample of La0.75Sr0.25MnO3 produced
by heating at only 1100◦C for a total of three days, with a FullProf Rietveld re-
finement. Data is normalized such that the maximum intensity is equal to 1000
counts.
The FullProf [66] Rietveld refinement of La0.75Sr0.25MnO3, produced by method 2, fig
(8.3), indicates a rhombohedral perovskite structure with space group R3c, with lattice
parameters a = b = 5.5208 ± 1 × 10−4A˚, c = 13.3781 ± 1 × 10−4A˚ and α = β = 90◦,
γ = 120◦, giving a cell volume of 353.13(0.04)A˚
3
.
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Method 3 (Heating Powdered Constituent Chemicals at 1100◦C for a
Total of Two Days, with Intermediate Mixing After Twenty Four Hours,
Followed by Pelleting and Twenty Four Hours of Sintering at 1100◦C.)
Fig. 8.4: The x-ray diffraction pattern of the sample produced using method 3, after the first
48 hours of heating the mixture of constituent chemicals as a powder at 1100◦C.
The x-ray diffraction patterns of method 3 shown in figs (8.4) and (8.5) highlights how
important it is that the initial chemicals are pelleted for reaction to take place and for
good samples of La0.75Sr0.25MnO3 to be produced. Looking at fig (8.4) we can see that
very little of the structure has appeared when reacting the chemical constituents as
powders, but the x-ray diffraction pattern of fig (8.5) shows the structure to have de-
veloped well after the final twenty four hours of heating the pelleted material. Egilmez
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Fig. 8.5: The x-ray diffraction pattern of the sample produced using method 3, after heating
the pelleted sample at 1100◦C for 24 hours.
et al. have produced good samples of Sm0.55Sr0.45MnO3, another perovskite manganite,
by reacting the initial chemicals as powders before a final sintering process of pelleted
material [51, 50, 57]. However, our results suggest that this is not the best method for
producing La0.75Sr0.25MnO3 as there are several impurity phases present in the x-ray
diffraction pattern, denoted by * in fig (8.5).
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8.3 Effects of Annealing Conditions on the Structure of
La0.75Sr0.25MnO3
The sample produced from method 1, as described in section 8.1, was crushed and
ground to a fine powder and heated at 900◦C for 24 hours. This powder was then
pressed into disks using a 30mm diameter die set under a force of 15 tons. The disks
were then annealed under different conditions.
The different annealing conditions used were, 900◦C for 24 hours, 1100◦C for 24 hours,
1200◦C for 24 hours and 1200◦C for 84 hours. The samples produced were then analysed
using powder x-ray diffraction.
Fig. 8.6: The x-ray diffraction pattern of the sample produced after annealing at 900◦C for
24 hours.
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Structural and micro-structural refinements were carried out using the FullProf
Rietveld refinement program [66]. Crystallite size and anisotropic strain are related
to the broadening of the x-ray diffraction profile lines. The resolution of the diffrac-
tometer also contributes to this broadening, and as such must be subtracted. A silicon
standard sample was used to find the instrumental resolution of the Siemens D5000
diffractometer, as silicon displays negligible intrinsic line broadening.
Fig. 8.7: The x-ray diffraction pattern of the sample produced after annealing at 1100◦C for
24 hours.
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Fig. 8.8: The x-ray diffraction pattern of the sample produced after annealing at 1200◦C for
24 hours.
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Table (8.2) shows the structural parameters of La0.75Sr0.25MnO3 after different anneal-
ing processes. The average crystallite size is calculated as the mean of the apparent
size in each crystallographic direction.
Fig. 8.9: The x-ray diffraction pattern of the sample produced after annealing at 1200◦C for
84 hours.
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The anisotropic size broadening effects are simulated in the FullProf program [66]
using spherical harmonics. The spherical harmonics are referred to a Cartesian frame
of reference where the z-axis is always along the principal symmetry axis. In the case
of a trigonal system the hexagonal setting is used and “c” is along the z-axis. The
order of the harmonics is arbitrarily limited as it is the case for strain broadening [67].
Figs (8.10), (8.11) and (8.12) show average size diagrams in different crystallographic
planes of the samples produced after different annealing processes. The average size
diagrams are produced using the Gfourier program [68] in conjunction with the FullProf
program [66]. All samples exhibit similar crystallite shapes, that appear to be “disk”
shaped.
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Fig. 8.10: Projections of the crystallite shape for the sample produced after annealing at
900◦C for 24 hours, in the crystallographic planes: (a) (001), (b) (100), (c) (010).
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Fig. 8.11: Projections of the crystallite shape for the sample produced after annealing at
1200◦C for 24 hours in the crystallographic planes: (a) (001), (b) (100), (c) (010).
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Fig. 8.12: Projections of the crystallite shape for the sample produced after annealing at
1200◦C for 84 hours in the crystallographic planes: (a) (001), (b) (100), (c) (010).
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Fig. 8.13: Projections of three-dimensional body that represents the average maximum strain
for the sample produced after annealing at 900◦C for 24 hours in the crystallo-
graphic planes: (a) (001), (b) (100), (c) (010).
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Fig. 8.14: Projections of three-dimensional body that represents the average maximum strain
for the sample produced after annealing at 1200◦C for 24 hours in the crystallo-
graphic planes: (a) (001), (b) (100), (c) (010).
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Fig. 8.15: Projections of three-dimensional body that represents the average maximum strain
for the sample produced after annealing at 1200◦C for 84 hours in the crystallo-
graphic planes: (a) (001), (b) (100), (c) (010).
8. Sample Preparation, and Structural Characterization of La0.75Sr0.25MnO3 137
8.4 Summarry of the Effects of Annealing Conditions
The structural and microstructural refinements, reveal that the different annealing
conditions have little effect upon the crystallographic structure of La0.75Sr0.25MnO3.
However, the annealing conditions play a major role in the size of crystallites and the
anisotropic lattice strain. Visualisations of the average crystallite shape obtained by
using the Gfourier program [68] show that the crystallite shape is reasonably similar
for all samples regardless of annealing conditions. All samples are composed of “disk”
shaped crystallites. The crystallites in the sample annealed at 900◦C for 24 hours are,
however, much more elongated in the (001) direction as can be seen from table (8.3) and
figs (8.10), (8.11) and (8.12). The FullProf program calculates the apparent crystallite
size for each crystallographic direction. The average of these apparent crystallite sizes
for each sample are shown in table (8.2). It is seen that as the crystallite size increases
the anisotropic strain generally decreases. The sample annealed at 1200◦C for 84 hours
does, however, show a slightly larger lattice strain than the sample annealed at 1200◦C
for 24 hours.
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9. MAGNETIC PROPERTIES OF LANTHANUM
STRONTIUM MANGANESE OXIDE
9.1 Arrott Plot Analysis
For a system with N magnetic moments the Hamiltonian of the system can be written
as the sum of two contributions:
H = H0 +H
′ (9.1)
H0 is the sum of single atom Hamiltonians. It consists of the sum of magnetic moments
interacting with an effective magnetic field, (B0)eff = B0+ b0, where B0 is the external
magnetic field and b0 is the internal field, which should be chosen to make H
′ as small
as possible. A mean field approximation is employed combined with the assumption
that H ′ is effectively small. This consists of replacing all operators in H ′ with their
expectation values which are evaluated using H0. Assuming translational invariance of
the magnetic moments, with, 〈Mx〉0 = 〈My〉0 = 0 and 〈Mz〉0 6= 0 one obtains;
〈H ′〉0 = Nb0 〈Mz〉0 −NJM 〈Mz〉20 (9.2)
where
〈Mz〉0 =
∑
iMz(²i)e
−β²i
Z0
(9.3)
The partition function Z0 is given by
Z0 =
∑
i
e−β²i (9.4)
For a system with N magnetic moments, one can find an upper bound of the true free
energy [70] as,
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Ftrue ≤ Φ = −N
β
ln[Z0] +Nb0 〈Mz〉0 −NJM 〈Mz〉20 (9.5)
The upper bound is minimized by choosing the appropriate internal field, b0. The
optimal choice of b0 requires that;
1
N
∂Φ
∂b0
= 0 (9.6)
Performing the differentiation;
1
N
∂Φ
∂b0
=
1
Z0β
∂Z0
∂b0
+
(
〈Mz〉0 + b0
∂ 〈Mz〉0
∂b0
)
− 2JM 〈Mz〉0
∂ 〈Mz〉0
∂b0
= 0 (9.7)
where 1
Z0β
∂Z0
∂b0
= 〈Mz〉0, we can see that eqs (9.6) and (9.7) are satisfied when,
b0 = 2JM 〈Mz〉0 (9.8)
Substituting eq(9.8) into eq(9.2) we find,
〈H ′〉0 = NJM 〈Mz〉20 (9.9)
The remaining part of the free energy, made up of the sum of single atom terms in an
effective magnetic field, F0 = −Nβ ln[Z0] is evaluated next.
The partition function is now given by;
Z0 =
J∑
m=−J
e−β²(m) (9.10)
where,
²(m) = gJ µB m(B0)eff (9.11)
Knowledge of the partition function is sufficient for modelling of the thermodynamic
behaviour of the system of non-interacting magnetic moments in an effective magnetic
field, which in the mean field approximation employed here, contains the interaction
between the magnetic moments.
We can use the Taylor series expansion to expand the partition function eq(9.10) for
small values of β, i.e. for high temperatures;
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Z0 =
J∑
m=−J
1− β
J∑
m=−J
²(m) +
β2
2
J∑
m=−J
²(m)2− β
3
6
J∑
m=−J
²(m)3+
β4
24
J∑
m=−J
²(m)4 (9.12)
Using,
J∑
m=−J
1 = (2J + 1)
J∑
m=−J
m2 = (2J + 1)
J(J + 1)
3
J∑
m=−J
m2n+1 = 0, n integer
J∑
m=−J
m4 = (2J+1)
J(J + 1)
15
(3J2+3J−1) (9.13)
The expansion of the partition function takes the form;
Z0
(2J + 1)
= 1 +
β2
6
J(J + 1)(gJ µBB0eff)
2
+β4J(J + 1)(2J − 1)(3J2 + 3J − 1)(gJ µB)
4
360
B0
4
eff + ...
(9.14)
From the high temperature expansion of the partition function, an approximate form
of the free energy F0(M) is obtained, and from this free energy the magnetic moment
per magnetic atom is calculated using the thermodynamic identity
M = − 1
N
∂F0(M)
∂(B0)eff
=
1
Z0β
∂Z0
∂(B0)eff
(9.15)
This results in
M = β(J + 1)
(gJµB)
2
3
(B0)eff − β
3
90
J(J + 1)(2J2 + 2J + 1)(gJµB)
4(B0)
3
eff + ... (9.16)
Using the relationship between magnetization and magnetic susceptibility,M = χM(B0)eff,
M = χM(B0)eff + χ
(3)
M (B0)
3
eff (9.17)
Where χ
(3)
M is the third order magnetic susceptibility.
Hence we find the magnetic susceptibilities as
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χM =
J(J + 1)
3kBT
(gJ µB)
2 χ
(3)
M = −
J(J + 1)(2J2 + 2J + 1)
90k3BT
3 (gJ µB)
4 (9.18)
This formulation allows for the free energy to be found as a function of the effective
magnetic field. However, it is more helpful to write F0 as a function of the order
parameter M. Using general symmetry arguments [71] the free energy of a system of
N magnetic moments, as a function of the magnetic moment, is found as
F0 = F˜0 +
ANM2
2
+
CNM4
4
−NM(B0)eff (9.19)
A and C are temperature dependent expansion coefficients.
F˜0 contains all contributions to F0 that are not dependent upon the order parameter
M. F˜0 is therefore of no interest to the following discussion and will be omitted from
all following equations.
We calculate the magnetic moment M, by minimizing F0 from eq (9.19)
1
N
∂F0
∂M
= AM + CM3 − (B0)eff = 0
⇒ (B0)eff = AM + CM3
(9.20)
For small values of the magnetic field, (B0)eff, the magnetic moment increases linearly
with the field, M ≈ (B0)eff
A
. Hence we find that the coefficient A is the inverse magnetic
susceptibility;
A(T) = 1/χM(T) (9.21)
For a magnetic moment in an effective magnetic field the coefficient A is proportional
to temperature. With increasing field strength the non-linear contributions become
more significant. Using Cardano’s cubic formula, the magnetization is obtained as a
function of the effective field. Expanding the result from Cardano’s formula as a power
series in (B0)eff, the cubic term is found to have the coefficient −C/A4. Therefore the
third order magnetic susceptibility is found as
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χ3M = −
C
A4
(9.22)
Substituting eq’s (9.21) and (9.22) into eq (9.18) we find the explicit form of the
coefficients A and C as a function of temperature
A = 3
kBT
J(J + 1)
C =
27
5
2J2 + 2J + 1
J3(J + 1)3
kBT (9.23)
The free energy takes the form;
F =
ANM2
2
+
ANM4
4
−NM(B0)eff +NJMM2 (9.24)
with
(B0)eff = B0 + b0 = B0 + 2JMM
2 (9.25)
and the term NJMM
2 comes from the inclusion of 〈H ′〉0, eq(9.9).
The temperature dependence of the coefficient A is renormalized as;
A(T )⇒ A˜(T ) = 3
J(J + 1)
(kBT− kBΘM) (9.26)
ΘM is the paramagnetic Curie temperature defined as,
kBΘM =
2J(J + 1)
3
JM (9.27)
The free energy as a function of the order parameter, M, and temperature, T, is given
by
F =
3
2J(J + 1)
kB(T−ΘM)NM2 + 27
20
2J2 + 2J + 1
J3(J + 1)3
kBT NM
4 −NMB0 (9.28)
Under zero external magnetic field F is minimized as;
∂F
∂M
= N(A˜+ CM2)M = 0 (9.29)
The solutions to eq(9.29) are,
M = 0 and M = ±
√
−A˜
C
(9.30)
A plot of the free energy shows the minima in fig (9.1)
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Fig. 9.1: A plot of the free energy found in eq(9.28). The blue line represents the case for A˜
negative, and the red line for A˜ positive.
M = 0 must be chosen as the solution to minimize the free energy at temperatures
greater than the Curie temperature, i.e. for positive A˜. The second solution will
minimize the free energy at temperatures below the Curie temperature. Thus
M(T ) =

√
− A˜
C
for T < ΘM
0 for T > ΘM
The temperature dependence of the magnetic moment in the ordered state under zero
external magnetic field is given by
M ∝
√
ΘM − T
T
(9.32)
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The value of the magnetic moment described by eq (9.32) increases without limit
as T tends to zero. This result shows the inapplicability of the expressions at low
temperature, this is not surprising since the free energy was obtained from a high
temperature expansion. For a description of the magnetic moment at low temperatures
one can calculate the explicit summation of the partition function eq (9.10) for the
magnetic moments. From this the magnetic moment is found to be described by a
Brillouin function
〈Mz〉 = gJ mµBJ
(
2J + 1
2J
coth
[
2J + 1
2J
βgJ µB(B0)eff
]
− 1
2J
coth
[
1
2J
βgJ µB(B0)eff
])
(9.33)
At low temperatures magnetic fluctuations in the form of spin waves determine the
thermodynamic properties of real materials. As these are not included in the for-
mulation of this theory the mean field treatment is incomplete at low temperatures,
and therefore not a true representation of the behaviour of a real ferromagnet at low
temperatures. To remedy the discrepancies between the experimental data and the
mean field treatment, whilst still using the Landau form of free energy, one can fix the
coefficient C at a convenient temperature. Depending upon the range for which the
expansion is intended the value of C may be fixed to its value at the Curie temperature
or set in such a way as to ensure the correct saturation moment at T = 0. For both of
these approximations C is taken to be temperature independent.
Arrott [69] noticed that eq (9.20) may be written as;
M2 =
1
C
B0
M
− A˜
C
(9.34)
by plotting M2 against B0
M
, we achieve a straight line plot. The straight line plots
will have a gradient proportional to 1/C. The y intercept is equal to A˜/C. As the
temperature is varied, (A˜ is a function of temperature), the straight lines are displaced
parallel to each other, for a temperature independent coefficient C. A˜ is positive for
T > TC and negative for T < TC, thus the y intercept will be positive for T < TC
and negative for T > TC. The value of TC is defined as the temperature for which the
straight line intercepts the origin.
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Fig. 9.2: Example Arrott plots, the dashed line for T = TC passes through the origin.
There are, however, some limitations to this approach. For T ≈ TC critical fluctuations
become important and one should expect deviations from the straight line Arrott plot
[72]. Also at low values of the applied field, deviations from straight line behaviour
occur even for a chemically homogeneous sample. These deviations may arise due to
inhomogeneities, such as the magnetic domain structure or impurities. These inhomo-
geneities influence the magnetic moment and result in the low field curvature of the
Arrott plots.
For more details on Arrott plot analysis see [73].
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9.2 Magnetic Properties of La0.75Sr0.25MnO3 with Different
Annealing Conditions
Isothermal magnetization data for samples of La0.75Sr0.25MnO3 with different anneal-
ing conditions has been obtained from measurements performed on a Superconducting
Quantum Interference Device (SQUID). The particular model was a Quantum Design
Magnetic Property Measurement System (MPMS). Magnetization of samples is mea-
sured in emu. Knowing the mass of the sample, this is easily converted into SI units of
JT−1kg−1. The isothermal data has been used to construct Arrott plots, which in turn
have allowed for the Curie temperature and the spontaneous magnetic moment to be
calculated.
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9.2.1 Magnetic Properties of La0.75Sr0.25MnO3 Annealed at 900
◦C for 1
Day
The isothermal magnetization data of La0.75Sr0.25MnO3 annealed at 900
◦C for 1 day is
shown in fig (9.3).
Fig. 9.3: Isothermal magnetization data of La0.75Sr0.25MnO3 annealed at 900◦C for 1 day.
The isothermal magnetization data is used to construct Arrott plots, which are pre-
sented in fig (9.4).
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Fig. 9.4: Arrott plots for La0.75Sr0.25MnO3 annealed at 900◦C for 1 day.
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Table (9.1) shows the parameters from the linear fits of the Arrott plots, as seen in fig
(9.4). The Arrott plots only exhibit a linear behaviour at high field strengths. The
curvature of the plots will be due to the magnetic domain structure of samples, as a
certain field is required to align the domains, and possibly due to other inhomogeneities
in the sample. At first sight the linear fits of the Arrott plots appear to be parallel
to each other. However, the data presented in table (9.1) shows that there is a small
variation in the gradient of the linear fits. This indicates that the C coefficient is weakly
temperature dependent.
T (K) M2(H=0) (J
2T−2kg−2) Gradient (J3kg−3T−4)
5 5,408 ±24 6,120 ±460
50 5,097 ±21 7,170 ±420
100 4,609 ±22 6,410 ±400
150 3,843 ±15 7,070 ±250
200 2,907 ±10 7,350 ±150
250 1,850 ±10 6,810 ±130
275 1,260 ±7 6,260 ±80
290 834 ±7 6,000 ±70
300 696 ±4 5,330 ±40
325 233 ±3 4,250 ±20
330 115 ±10 4,100 ±60
335 36 ±5 3,810 ±30
340 -71 ±9 3,710 ±50
350 -219 ±13 3,272 ±70
Tab. 9.1: Table of the y intercept and the gradient of the linear fits of the high field region
of Arrott plots, for La0.75Sr0.25MnO3 annealed at 900◦C for 1 day.
The coefficients C and A are plotted in figs (9.5) and (9.6) as a function of temperature.
The coefficient C is seen to remain fairly constant, before increasing steadily with
temperature at about 250K. The coefficient A on the other hand is seen to decrease
steadily with temperature. This change of behaviour of the C coefficient suggests a
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change in the magnetic characteristics of the sample at approximately 250K.
Fig. 9.5: A plot of the temperature dependence of the C coefficient from eq (9.34). The solid
lines are a guide to the eye.
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Fig. 9.6: A plot of the temperature dependence of the A coefficient from eq (9.34). The solid
line is a guide to the eye.
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One should remember that M2 at H = 0 is equal to − A˜
C
, and the gradient of the straight
line is equal to 1
C
. From the data presented in table (9.1), we are able to plot M2(H=0)
as a function of temperature, as shown in fig (9.7).
Fig. 9.7: M2(H=0) as a function of temperature La0.75Sr0.25MnO3 annealed at 900
◦C for 1 day.
The solid line is a 4th order polynomial fit with a goodness of fit as determined by
χ2 = 0.9998.
The plot of M2(H=0) as a function of temperature is fitted with a 4
th order polynomial.
This fit has no theoretical significance, it is purely for the purposes of interpolation.
From this polynomial fit we determine TC =336.4±0.1 K and a spontaneous moment
of 3.04 ±0.01µB per formula unit. A plot of the spontaneous moment, obtained from
the values presented in table (9.1), is shown in fig (9.8).
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Fig. 9.8: The spontaneous magnetic moment per formula unit of La0.75Sr0.25MnO3 annealed
at 900◦C for 1 day. The extrapolated data points of the spontaneous moment at
0K, and the moment=0 at TC have been included in this plot. They are represented
by the green data point and the red data point, respectively.
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9.2.2 Magnetic Properties of La0.75Sr0.25MnO3 Annealed at 1200
◦C for 1
Day
The isothermal magnetization data of La0.75Sr0.25MnO3, annealed at 1200
◦C for 1 day,
is shown in fig (9.9).
Fig. 9.9: Isothermal magnetization data of La0.75Sr0.25MnO3 annealed at 1200◦C for 1 day.
Arrott plots have been constructed from the isothermal magnetization data from fig
(9.9) and are presented in fig (9.10).
Again one can see that the Arrott plots only exhibit a linear behaviour at high field
strengths. The curvature of the plots will again be due to the magnetic domain struc-
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Fig. 9.10: Arrott plots for La0.75Sr0.25MnO3 annealed at 1200◦C for 1 day.
ture of the sample, and possibly due to other inhomogeneities in the sample.
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Table(9.2) shows the parameters from the linear fits.
T (K) M2 (J2T−2kg−2) (H=0) Gradient (J3kg−3T−4)
5 8,117 ±16 2,410 ±380
25 8,066±15 2,900 ±340
50 7,930 ±15 3,070±340
100 7,596 ±11 3,380 ±230
150 7,064 ±15 4,000 ±330
200 6,126 ±16 6,610 ±330
250 4,861 ±16 8,270 ±320
300 2,859 ±24 11,880 ±390
350 -10±2 13,580±150
Tab. 9.2: Table of the y intercept and the gradient of the linear fits of the high field region
of Arrott plots, for La0.75Sr0.25MnO3 annealed at 1200◦C for 1 day.
The coefficients C and A are plotted in figs (9.11) and (9.12) respectively, as a function
of temperature. The coefficients A and C are both seen to decrease steadily with
increasing temperature.
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Fig. 9.11: A plot of the temperature dependence of the C coefficient from eq(9.34). The solid
line is a guide to the eye.
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Fig. 9.12: A plot of the temperature dependence of the A coefficient from eq(9.34). The solid
line is a guide to the eye.
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Plotting M2(H=0) as a function of temperature we can calculate the Curie temperature,
and the spontaneous moment at 0 K.
Fig. 9.13: M2 as a function of T, M2 = 0 at 349.98 K. The solid line is a 4th order polynomial
fit with a goodness of fit as measured by χ2 = 0.99995.
Again a 4th order polynomial fit is used for the purposes of interpolation. The temper-
ature at which M2(H=0) = 0 is the Curie temperature. From the 4
th order polynomial fit
in fig (9.13) we determine TC =349.9±0.1 K and 3.70±0.1 µB per formula unit at 0 K.
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Values of the spontaneous magnetic moment, M, when H = 0 are found from the values
of M2 shown in table(9.2). M is converted into units of µB/cell and shown in fig (9.14).
Fig. 9.14: The spontaneous magnetic moment per formula unit of La0.75Sr0.25MnO3 annealed
at 1200◦C for 1 day. The extrapolated data points of the spontaneous moment at
0K, and the moment=0 at TC have been included in this plot. They are represented
by the green data point and the red data point, respectively.
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9.2.3 Magnetic Properties of La0.75Sr0.25MnO3 Annealed at 1200
◦C for 3.5
Days
The isothermal magnetization data of La0.75Sr0.25MnO3 annealed at 1200
◦C for 3.5
days is shown in fig (9.15).
Fig. 9.15: Isothermal magnetization data of La0.75Sr0.25MnO3 annealed at 1200◦C for 3.5
days.
Using the isothermal magnetization data, Arrott plots are constructed and are pre-
sented in fig (9.16).
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Fig. 9.16: Arrott for La0.75Sr0.25MnO3 annealed at 1200◦C for 3.5 days.
Once again the Arrott plots only exhibit a linear behaviour at high field strengths.
Also the linear fits are not parallel to each other, which will be due to a temperature
dependent coefficient C.
The straight line fits of the Arrott plots are governed by eq (9.34). Table (9.3) shows
the values obtained from the high field linear fits.
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T (K) M2 (J2T−2kg−2) (H=0) Gradient (J3kg−3T−4)
5 9,081±11 3,090 ±280
25 9,002 ±11 3,300 ±260
50 8,726 ±17 4,360 ±400
100 8,157±7 4,760 ±160
150 7,148 ±11 7,020 ±240
200 5,452 ±24 11,740 ±460
250 2,652±32 18,590 ±480
270 1,035± 38 16,870 ± 480
280 429 ±26 16,480±290
285 100 ±24 16,470 ±250
290 -232±20 16,420 ±190
300 -1,151±12 19,840±110
350 -3,934 ±183 14,120 ±620
Tab. 9.3: Table of the y intercept and the gradient of the linear fits of the high field region
of Arrott plots, for La0.75Sr0.25MnO3 annealed at 900◦C for 3.5 days.
The coefficients C and A are plotted in figs (9.17) and (9.18), respectively, as a function
of temperature. The coefficient C is seen to decrease steadily with increasing tempera-
ture up to approximately 230 K. Above 230 K the coefficient C is almost constant. The
coefficient A, however, decreases steadily with increasing temperature. This change of
behaviour of the C coefficient, is indicative of a change in the magnetic characteristics
of the sample, at approximately 230 K.
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Fig. 9.17: A plot of the temperature dependence of the C coefficient from eq(9.34). The solid
lines are guides to the eye, showing the behaviour at low and high temperatures.
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Fig. 9.18: A plot of the temperature dependence of the A coefficient from eq(9.34). The solid
line is a guide to the eye.
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Fig. 9.19: M2 as a function of T. The solid line is a 5th order polynomial fit with a goodness
fit mesured as χ2 = 0.9998. The 5th order polynomial fit indicates M2 = 0 at
285.62 K.
Once again the polynomial fit (in this case 5th order) of M2 as a function of T, has no
theoretical meaning. It is purely for the purposes of interpolating the Curie temper-
ature and the spontaneous moment at 0 K. The Curie temperature is defined as the
temperature at which M2 = 0 when H = 0. From the 5th order polynomial fit in fig
(9.19) we determine TC =285.6 ±0.8 K and 3.91 ± 0.03 µB per formula unit at 0 K.
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Values of the spontaneous magnetic moment, M, when H = 0, are found from the
values of M2 shown in table(9.3). M is converted into units of µB/f.u and is shown in
fig (9.14).
Fig. 9.20: The spontaneous magnetic moment per formula unit of La0.75Sr0.25MnO3 annealed
at 1200◦C for 3.5 days. The extrapolated data of the spontaneous moment at 0 K
and the moment=0 at TC have been included in this plot. They are represented
by the green data point and the red data point, respectively.
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9.2.4 Summary of the Magnetic Properties of La0.75Sr0.25MnO3 After
Various Annealing Treatments
The results of Arrott plot analysis reveal that increasing annealing temperature and
time leads to a greater spontaneous moment per formula unit of La0.75Sr0.25MnO3.
The transition is also much sharper with the high temperature, long time annealing
process compared with the short time lower temperature annealing process, as seen in
fig (9.21).
The spontaneous moment increases with the increasing crystallite size, as determined
by micro-structural refinement within the fullprof program [66] for Rietveld refinement,
see section 8.3. Fig (9.22) shows the increase of spontaneous magnetic moment with
increasing crystallite size.
Fig. 9.21: A plot of the spontaneous moments of each sample of La0.75Sr0.25MnO3 after dif-
ferent annealing temperatures.
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Increasing crystallite size will reduce the amount of amorphous sample found within the
grain boundaries, which will most likely not display a spontaneous magnetic moment.
Hence reducing the density of grain boundaries by increasing the temperature and
duration of the annealing process should lead to an increase in the observed spontaneous
moment per formula unit.
Increasing the temperature of the annealing process from 900◦C to 1200◦C increases the
Curie temperature from 336.4±0.1 K to 349.9±0.1 K. Increasing the time of annealing
at 1200◦C dramatically reduces the value of TC from 349.9±0.1 K to 285.6 ± 0.8 K
Fig. 9.22: A plot of the spontaneous moments as a function of crystallite size as determined
by micro-structural refinement in the Fullprof Rietveld refinement program.
The reasons for the broadening of the transition and the changes in the transition
temperature may lie in the current carrier density collapse theory [35]. Within this
theory the transition temperature is directly related to the bipolaron binding energy.
Samples with larger crystallite sizes will exhibit a more uniform bipolaron binding
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energy across the said sample, and hence, exhibit a sharper transition. This is very
similar to the idea of phase coexistence within perovskite manganites [52], in which
paramagnetic and ferromagnetic regions coexist due to a distribution of bipolaron
binding energies across the sample, caused by disorder. The value of TC determined by
Arrott plot analysis gives the maximum temperature at which the bulk sample exhibits
a spontaneous moment. There may, however, be regions, or droplets within the sample
that exhibit a paramagnetic phase below this temperature.
Similar results for La0.83Sr0.17MnO3 prepared by deposition from aqueous acetate solu-
tion [74] have been found. In the samples of La0.83Sr0.17MnO3, grain size was increased
by annealing at higher temperatures. This lead to an increase in the saturation mag-
netic moment. Also the most ordered sample exhibited the lowest Curie temperature,
as is the case here for La0.75Sr0.25MnO3 annealed at 1200
◦C for 3.5 days.
One of the assumptions of the Arrott plot analysis technique is that the C coefficient,
is independent of temperature. We see from figs (9.5), (9.11) and (9.17) that there is a
weak temperature dependence of the C coefficient for all samples of La0.75Sr0.25MnO3.
The overall assumptions made in formulating the Arrott plot analysis technique are
reasonably valid for samples of La0.75Sr0.25MnO3 annealed under various conditions.
We therefore consider the analysis of the magnetic properties of La0.75Sr0.25MnO3 to
be valid.
10. RESISTIVITY OF LANTHANUM STRONTIUM
MANGANESE OXIDE
10.1 Resistivity Measurement Procedure
The resistivity measurements have been carried out using the four-point probe, in-line
spreading technique, as this method results in zero contact resistance in the measure-
ments. Resistivity of 30mm disks of La0.75Sr0.25MnO3 was measured as a function of
temperature. Fig (10.1) shows a schematic diagram of the four point probe arrange-
ment employed for the resistivity measurements.
V
I
nuts
springs
sample
beam
spring
loaded
probes
Fig. 10.1: A schematic, showing a simple four-point probe, in-line spreading, resistivity mea-
surement set-up.
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The resistivity measurement apparatus has an operating temperature range of approx-
imately 30K-298K. The apparatus can be positioned between the coils of an electro-
magnet such that measurements may be taken under an applied magnetic field of up
to 6.1kG.
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10.2 Zero Field Resistivity
The resistivity as a function of temperature, for each sample of La0.75Sr0.25MnO3 af-
ter different annealing processes is normalized to its maximum value and presented
in fig (10.2). 0ne can clearly see that the metal-insulator transition observed in
Fig. 10.2: The resistivities of La0.75Sr0.25MnO3 samples annealed under different conditions,
as a function of temperature. The maximal values of resistivity for each sample
are normalized to 1.
La0.75Sr0.25MnO3 becomes much sharper with increasing temperature and duration
of annealing process. The increasing temperature and duration of annealing process
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has been shown to increase the crystallite size, by microstructural refinement in the
FullProf program, as shown in section (8.3).
The derivatives of resistivity with respect to temperature for samples of La0.75Sr0.25MnO3
annealed under different conditions are shown in fig (10.3). Fig (10.3) shows that in-
creasing the annealing temperature from 900◦C to 1200◦C mainly increases the tem-
perature of the metal-insulator transition, while the sharpness of this transition is only
increased marginally. However, upon increasing the duration of annealing at 1200◦C
from 24h to 84h the temperature of the metal-insulator transition is increased by only
a few degrees Kelvin, but the transition is much sharper.
Fig. 10.3: The derivatives of the normalized resistivities of La0.75Sr0.25MnO3 samples an-
nealed under different conditions, with respect to temperature.
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10.3 Magnetotransport Properties of La0.75Sr0.25MnO3
10.3.1 Magnetotransport of La0.75Sr0.25MnO3 annealed at 900
◦C for 24h
Fig. 10.4: The longitudinal magnetoresistance of La0.75Sr0.25MnO3 annealed at 900◦C for 24
hours, as a function of temperature for various applied field strengths.
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Fig. 10.5: The transverse magnetoresistance of La0.75Sr0.25MnO3 annealed at 900◦C for 24
hours, as a function of temperature for various applied field strengths.
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10.3.2 Magnetotransport of La0.75Sr0.25MnO3 annealed at 1200
◦C for 24h
Fig. 10.6: The longitudinal magnetoresistance of La0.75Sr0.25MnO3 annealed at 1200◦C for
24 hours, as a function of temperature for various applied field strengths.
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Fig. 10.7: The transverse magnetoresistance of La0.75Sr0.25MnO3 annealed at 1200◦C for 24
hours, as a function of temperature for various applied field strengths.
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10.3.3 Magnetotransport of La0.75Sr0.25MnO3 annealed at 1200
◦C for 84h
Fig. 10.8: The resistivity of La0.75Sr0.25MnO3 annealed at 1200◦C for 84 hours. All data is
normalized to the maximal value under zero applied field, i.e. ρ(H=0) at 295 K.
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Fig. 10.9: The longitudinal magnetoresistance of La0.75Sr0.25MnO3 annealed at 1200◦C for
84 hours, as a function of temperature for various applied field strengths.
10. Resistivity of La0.75Sr0.25MnO3 182
Fig. 10.10: The transverse magnetoresistance of La0.75Sr0.25MnO3 annealed at 1200◦C for 84
hours, as a function of temperature for various applied field strengths.
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Fig. 10.11: The dependence of magnetoresistance upon sample magnetization, for
La0.75Sr0.25MnO3 annealed at 1200◦C for 84 hours. The temperatures at which
measurements were taken are indicated on the graphs. Graphs in the left hand
column are of transverse magnetoresistance and graphs in the right hand column
are of longitudinal magnetoresistance. Red lines show the best fit proportional to
M2, black lines show the best fit including M2 and M4 terms.
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Fig. 10.12: The dependence of magnetoresistance upon sample magnetization, for
La0.75Sr0.25MnO3 annealed at 1200◦C for 84 hours. The temperatures at which
measurements were taken are indicated on the graphs. Graphs in the left hand
column are of transverse magnetoresistance and graphs in the right hand column
are of longitudinal magnetoresistance. Red lines show the best fit proportional to
M2, black lines show the best fit including M2 and M4 terms.
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Fig. 10.13: The dependence of magnetoresistance upon sample magnetization, for
La0.75Sr0.25MnO3 annealed at 1200◦C for 84 hours. The temperatures at which
measurements were taken are indicated on the graphs. Graphs in the left hand
column are of transverse magnetoresistance and graphs in the right hand column
are of longitudinal magnetoresistance. Red lines show the best fit proportional to
M2, black lines show the best fit including M2 and M4 terms.
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Fig. 10.14: The dependence of magnetoresistance upon sample magnetization, for
La0.75Sr0.25MnO3 annealed at 1200◦C for 84 hours. The temperatures at which
measurements were taken are indicated on the graphs. Graphs in the left hand
column are of transverse magnetoresistance and graphs in the right hand column
are of longitudinal magnetoresistance. Red lines show the best fit proportional to
M2, black lines show the best fit including M2 and M4 terms.
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Fig. 10.15: The dependence of magnetoresistance upon sample magnetization, for
La0.75Sr0.25MnO3 annealed at 1200◦C for 84 hours. The temperatures at which
measurements were taken are indicated on the graphs. Graphs in the left hand
column are of transverse magnetoresistance and graphs in the right hand column
are of longitudinal magnetoresistance. Red lines show the best fit proportional to
M2, black lines show the best fit including M2 and M4 terms.
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Fig. 10.16: Plot of the temperature dependence of the coefficient of the M2 term used to
describe the magnetoresistance as a function of magnetization
It is clear from figs (10.11), (10.12), (10.13), (10.14) and (10.15) that the magnetore-
sistance of La0.75Sr0.25MnO3 annealed at 1200
◦C for 84h as a function of sample mag-
netization appears to differ significantly from being proportional to M2, as one would
generally expect [1]. The magnetoresistace instead appears to include a higher 4th
order term. Magetoresistance as a function of magnetizations is fitted by setting the
magnetoresistance at zero magnetization as 0% the fits include M2 terms as is generally
expected [1] and higher 4th order terms which allow for a better fit whilst maintain-
ing the symmetry requirements. Plots of the M2 and M4 coefficents as a function of
temperature are shown in figs (10.16) and (10.17).
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Fig (10.16) shows a region around 280K where the M2 coefficient deviates significantly
from a smooth curve, for both transverse and longitudinal magnetoresistance. This
temperature range for which the M2 coefficient deviates from a smooth curve corre-
sponds to the temperature range in which the region of large magnetoresistance is
observed, see figs (10.9) and (10.10).
Fig. 10.17: Plot of the temperature dependence of the coefficient of the M4 term used to
describe the magnetoresistance as a function of magnetization. Solid lines are
exponential fits.
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10.4 Summary of Resistivity Results
We see from figs (10.2) and (10.3) that the samples of La0.75Sr0.25MnO3 with larger
crystallite size as determined in section (8.3) exhibit a sharper metal-insulator tran-
sition which occurs at higher temperatures. The samples with larger crystallite size
also exhibit sharper magnetic transitions as shown in section (9.2) highlighting the cor-
relation between the magnetic properties and resistivity. These results are consistent
with increased broadening of the transition due to disorder in samples with a smaller
crystallite size.
The large magnetoresistance of La0.75Sr0.25MnO3 annealed at 1200
◦C for 84 hours ob-
served at approximately 280K as seen in figs (10.9) and (10.10) corresponds to the
anomalous region in the temperature dependency of the M2 coefficient of magnetore-
sistance, suggesting that the large peak in magnetoresistance near the metal-insulator
transition is due to terms that are proportional to M2. Furthermore in the low tem-
perature regime the magnitude of the M2 coefficient of magnetoresistance is seen to
increase with decreasing temperature, corresponding to increasing magnetoresistance.
This increased magnetoresistance with decreasing temperature is likely due to domain
wall scattering.
The giant magnetoresistance effect is generally expected to be proportional to M2
[75, 76, 77, 78]. Gregg et al. [79] considered the GMR effect to be analogous to the
magnetoresistance of domain walls, which are also expected to be proportional to M2.
The increase of the M2 coefficient with decreasing temperature as seen in fig (10.16),
shows that the low temperature magnetoresistance is dominated by M2 terms. This
supports the idea that the large low temperature magnetoresistance is due to domain
walls acting in a similar way as a GMR multilayer system.
Large low-field magnetoresistance, over a wide temperature range from 4.2 K up to the
ferromagnetic order temperature Tc, has been discovered for sintered bulk samples and
polycrystalline films of perovskite manganites [80, 81, 82, 83, 84, 85, 86]. Some research
shows that polycrystalline bulk samples exhibited similar magnetoresistance to that of
single crystals, indicating that grain boundaries have no effect on magnetoresistance
[87]. However, many bulk manganites were observed to exhibit a magnetoresistance at
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low fields over a wide temperature range which is similar to that in polycrystalline thin
films [80, 88]. Therefore, it still remains unclear if there is any effect of the grain bound-
aries on the magnetoresistance at low fields over a wide temperature range. The grain
boundary induced magnetoresistance was interpreted in terms of spin-polarized tunnel-
ing transport across the magnetic domain boundaries coincident with grain boundaries,
which is similar to the transport of carriers in the giant magnetoresistance trilayer (fer-
romagnetic/insulator/ferromagnet) structure [80, 89]. The samples of La0.75Sr0.25MnO3
with smaller crystallite size as determined in section (8.3) exhibit larger magnetoresis-
tance at low temperatures, as can be seen from figs (10.4), (10.5), (10.7), (10.6), (10.9)
and (10.10). These results are consistent with the magnetoresistance expected for do-
main walls coincident with grain boundaries, as samples with the smaller crystallite
size contain a greater density of crystallite interfaces and would therefore be expected
to display a greater sensitivity to an applied magnetic field. This is seen in our results,
particularly at low temperatures.
Looking at the low temperature region of magnetoresistance in figs (10.4), (10.5),
(10.6), (10.7), (10.9) and (10.10) we see that the transverse magnetoresistance is slightly
greater than the longitudinal magnetoresistance. Xu et al. [90] have offered an expla-
nation as to why, at low temperatures and low fields, the transverse magnetoresistance
is often larger than the longitudinal magnetoresistance in perovskite manganites. In
the bulk manganite samples there is a range of grain boundary environments. Without
any external field, the magnetization direction of each grain is randomly oriented. In
addition, the individual spins in the grain-boundary region are randomly oriented. The
boundaries between the north pole of a grain and the south pole of its neighbour exhibit
field-dependent resistance. Application of a low magnetic field causes the magnetiza-
tion of each grain to start to align with the direction of the external field. The local
fields between the north and south poles of neighbouring grains assist the external field
to align the spins in this extreme along the external field direction, which is in favour
of inter-granular transport of spin-polarized carriers. The resistance decrease caused
by the spin alignment in the pole to pole boundaries leads to negative magnetoresis-
tance at low fields. However, the local fields induced by the aligned grains partially
compensate the external field at the sidewalls of neighbouring grains. The spins in the
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sidewall grain boundary regions do not remain aligned and act as regions of enhanced
scattering for the spin-polarized carriers. This results in a greater scattering rate for
carriers tunnelling perpendicular to the applied magnetic field. In the longitudinal
configuration the majority of grain boundaries are in between magnetic poles result-
ing in a larger resistance change than the transverse configuration in which the grain
boundaries in between poles are in the minority. The differences in longitudinal and
transverse magnetoresistance as described by Xu et al. [90] may only play a small role
if at all in the magnetoresistance results of La0.75Sr0.25MnO3 presented here, as there
is only a small difference between the longitudinal and transverse magnetoresistance.
11. SPECIFIC HEAT OF LANTHANUM STRONTIUM
MANGANESE OXIDE
Specific heat measurements of La0.75Sr0.25MnO3 were performed using differential scan-
ning calorimetry. Differential scanning calorimetry is a thermoanalytical technique in
which a sample within its sample holder, a pan and a reference pan are heated. Both
the sample and reference pans are maintained at very closely the same temperature
throughout the experiment. The heat flow in to the sample is found by simply sub-
tracting the heat flow into the reference pan from the heat flow into the sample pan.
The heating rate is kept constant throughout the experiment. Eq(11.1) readily allows
for the specific heat, Cp in the standard units of JK
−1mol−1 for a known mass, m to
be calculated from the data.
dQ
dt
= mCp
dT
dt
(11.1)
The specific heat of La0.75Sr0.25MnO3 is analysed in the same way as the specific heat
of Sm0.55Sr0.45MnO3 in section (7). When analysing the data, it was found that the
peak in the specific heat of La0.75Sr0.25MnO3 annealed at 1200
◦C for 84 hours is at
a slightly lower temperature than the other samples. This corresponds to the lower
Curie temperature in the La0.75Sr0.25MnO3 sample annealed at 1200
◦C for 84 hours
as seen in section (9.2). The best fit of the data suggests that the La0.75Sr0.25MnO3
sample annealed at 1200◦C for 84 hours has a slightly greater bipolaron binding energy
δ. The value of δ found for samples annealed at 900◦C for 24 hours and 1200◦C for 24
hours was 0.615. However in the sample annealed at 1200◦C for 84 hours the bipolaron
binding energy was found as δ=0.65.
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The Helmholtz free energy is continuous over a phase transition. Plots of the Helmholtz
free energy in the high and low temperature regimes, with the doping level, x=0.25 and
the bipolaron binding energies set as δ=0.615 and 0.65 allow us to find the transition
temperature in La0.75Sr0.25MnO3. These plots are shown in Fig (11.1).
Fig. 11.1: Volume fraction
The value of δ has no effect upon the free energy in the ferromagnetic phase as there
are no bipolarons present in this phase.
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The volume fraction on the normalized temperature scale is required for a fit of ex-
perimental specific heat with the CCDC theory. The normalized magnetization of
La0.75Sr0.25MnO3 samples is shown in Fig (11.2)
Fig. 11.2: Volume fraction (normalized magnetization) of La0.75Sr0.25MnO3 samples. Solid
lines of the corresponding colour are plots of the expressions used as the volume
fraction, such that the best agreement between the normalized magnetization and
fits of specific heat are achieved.
The factor used to scale the magnetization onto the normalized temperature scale is
proportional kB/Jpd. For all samples this factor was 1/3050. This corresponds to an
exchange interaction between the p polarons and the localized Mn spins, Jpd=263 meV.
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In the samples of La0.75Sr0.25MnO3 annealed at 900
◦C for 24 hours and 1200◦C for 24
hours, in which δ=∆/JpdS=0.615 we find the bipolaron binding energy per polaron,
∆/2 = 162 meV. For the sample annealed at 1200◦C for 84 hours δ=0.65 and hence
∆/2 = 171 meV. This is only a small difference in the values of the bipolaron binding
energy, but it appears to have a drastic effect upon the magnetic transition temperature
as seen in section (9.2). The magnetization was scaled such that the region of maximum
slope corresponds to the transition temperatures calculated from the Helmholtz free
energy i.e. the calculated transition temperature corresponds to the modal average of
the local Curie temperatures throughout the sample.
The specific heat of each of the La0.75Sr0.25MnO3 is calculated and fitted to the exper-
imental data in conjunction with an estimate of the lattice background specific heat,
These fits are presented in Figs (11.3),(11.4) and (11.5).
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Fig. 11.3: Comparison of the experimental and theoretical specific heat of La0.75Sr0.25MnO3
annealed at 900◦C for 24 hours.
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Fig. 11.4: Comparison of the experimental and theoretical specific heat of La0.75Sr0.25MnO3
annealed at 1200◦C for 24 hours.
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Fig. 11.5: Comparison of the experimental and theoretical specific heat of La0.75Sr0.25MnO3
annealed at 1200◦C for 84 hours.
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The area under the specific heat data, is related to the entropy by;
S(t) =
∫
Cv(t)
t
dt
Fig. 11.6: Entropy of each La0.75Sr0.25MnO3 sample, the solid lines are the best fits of the
theoretical entropy change calculated from the CCDC theory including phase sep-
aration.
So to find the experimental entropy change associated with the transition we simply
take the anomalous part of the specific heat, divide through by t, and integrate with
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respect to t. We set the entropy at t = 0.0561 as zero, as we are interested in the
change of entropy over the transition and this is the lowest temperature below the
transition that we have good specific heat data for.
We plot the entropy associated with the transition, and compare it to the theoretically
determined entropy.
One may easily see that the entropy change over the phase transition is different for
all of the samples. Firstly all samples have broad transitions, which extend below the
lowest temperature of our specific heat data. We therefore cannot observe all of the
entropy associated with phase transitions. We would therefore observe less entropy
associated with the transition in the samples with the broader transitions, as is indeed
seen in the data. The entropy change observed in the sample annealed at 900◦C for 24
hours is smaller than that observed in the sample annealed at 1200◦C for 24 hours. Also
one must realize that the sample annealed at 1200◦C for 84 hours has a different value
of δ, i.e. the transition occurs at a slightly lower temperature, but more importantly a
greater fraction of polarons will be bound into bipolarons in the paramagnetic phase.
As seen in section (5.4) the reduction in the density of polarons at the transition acts
to reduce the overall entropy increase of the phase transition. Hence we expect to see
the smaller entropy increase in the sample annealed at 1200◦C for 84 hours.
12. CONCLUSIONS
We have shown using numerical calculations of resistivity from the current carrier
density collapse theory that the colossal magnetoresistance in perovskite manganites
can be described by the CCDC model. Numerical calculations have also allowed us to
show that the low field magnetoresistance is proportional to H2, where H is the applied
magnetic field. In real materials the resistivity is also dependent upon the mobility of
carriers. We have shown that the crossover from polaron tunnelling to polaron hopping
may cause a minimum in the carrier mobility, which is observed experimentally but
is seen to be largely field independent and thus not the cause of the large negative
magnetoresistance.
The resistivity of La0.75Ca0.25MnO3 under various applied field strengths has been well
explained using a model describing the resistivity of a binary mixture, within the CCDC
framework. The ferromagnetic volume fraction, the fraction of the sample that is in
the ferromagnetic phase is described by the normalized magnetization of the sample.
The only difference between the expressions describing the resistivity under different
fields is the function that describes the volume fraction. As the applied field strength
is increased the magnetic transition and volume fraction is broadened, leading to a
reduced peak in the resistivity and hence colossal magnetoresistance.
We have fitted the theoretically determined specific heat within the current carrier den-
sity collapse model, including a phase separation model to the experimental specific
heat data of Sm0.55Sr0.45MnO3. The theoretical specific heat and entropy change agree
well with the experimental data. A notable result is that the contribution of polarons
to the entropy change at the ferromagnetic-paramagnetic transition is negative. This
negative contribution acts to reduce the overall entropy increase of the system at the
transition, resulting in smaller specific heat peaks than would generally be expected for
a simple magnet. Fitting the specific heat of Sm0.55Sr0.45MnO3 within the CCDC model
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has allowed us to find the bipolaron binding energy, ∆ and the exchange interaction be-
tween carriers and localized manganese spins, Jpd, both of which are found to be within
a physically reasonable range of values. The electrical resistivity of Sm0.55Sr0.45MnO3
has been fitted using a model describing the resistivity of a binary mixture within the
CCDC framework. The resistivity of perovskite manganites in the paramagnetic phase
behaves exponentially due to phonon activated hopping of polaronic carriers and due
to the break up of immobile bipolarons into mobile polaronic carriers. Calculating the
bipolaron binding energy from the fitting of specific heat with the CCDC theory has
allowed us to separate the bipolaron binding energy and activation energy of polaron
hopping contributions to the resistivity of Sm0.55Sr0.45MnO3. The activation energy of
polaron hopping has also been found to be a reasonable value.
Experiments on La0.75Sr0.25MnO3 have been undertaken. Samples of La0.75Sr0.25MnO3
were prepared using a standard solid state reaction method. Powder x-ray diffraction
has shown that all samples produced were of single phase. Various annealing treatments
were used on the samples. Increasing the annealing temperature and the duration of
annealing were both seen to increase the crystallite size within samples, as determined
by Rietveld refinement of powder x-ray diffraction profiles. The crystallites in samples
produced under the various annealing conditions are seen to be of a similar shape.
The magnetic properties of La0.75Sr0.25MnO3 have been investigated using a SQUID
magnetometer. Isothermal magnetization data has been used to construct Arrott plots,
which in turn have allowed for the Curie temperature and the spontaneous magnetic
moment to be calculated. The spontaneous moment per formula unit is seen to in-
creases with increasing crystallite size, as determined by micro-structural refinement.
The increase in spontaneous moment with increasing crystallite size has been attributed
to the fact that increasing the crystallite size will reduce the amount of amorphous sam-
ple found within the grain boundaries, which will most likely not display a spontaneous
magnetic moment. Hence reducing the density of grain boundaries by increasing the
temperature and duration of the annealing process leads to an increase in the observed
spontaneous moment per formula unit. The magnetic transitions in the samples with
larger crystallite size are seen to be much sharper. A notable result of the effects of
crystallite size on the magnetic properties of La0.75Sr0.25MnO3 is that the sample with
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the largest crystallite size and largest spontaneous moment displays a lower Curie tem-
pertature than the sample with the smallest crystallite size and smallest spontaneous
moment. It therefore appears that the mean field theory is insufficient to describe the
magnetic properties of bulk samples of La0.75Sr0.25MnO3. The reasons for the broad-
ening of the transition and the changes in the transition temperature may lie in the
current carrier density collapse theory. Within this theory the transition temperature
is directly related to the bipolaron binding energy. Samples with larger crystallite sizes
will exhibit a more uniform bipolaron binding energy across the said sample, and hence,
exhibit a sharper transition. This is related to the idea of phase coexistence within
perovskite manganites, in which paramagnetic and ferromagnetic regions coexist due
to a distribution of bipolaron binding energies across the sample, caused by disorder.
The value of TC determined by Arrott plot analysis gives the maximum temperature
at which the bulk sample exhibits a spontaneous moment. There may, however, be
regions, or droplets within the sample that exhibit a paramagnetic phase below this
temperature.
Measurements of resistivity have shown samples of La0.75Sr0.25MnO3 with larger crys-
tallite size exhibit a sharper metal-insulator transition which occurs at higher temper-
atures. The samples with larger crystallite size also exhibit sharper magnetic transi-
tions, which highlights the correlation between the magnetic properties and resistivity.
These results are consistent with increased broadening of the transition due to disorder
in samples with a smaller crystallite size. The magnetoresistance of La0.75Sr0.25MnO3
annealed at 1200◦C for 84 hours as a function of sample magnetization contains terms
proportional to M2 and M4. The low temperature magnetoresistance of this sample
is seen to increase with decreasing temperature. The increase of the M2 coefficient
with decreasing temperature, shows that the low temperature magnetoresistance is
dominated by M2 terms. This supports the idea that the large low temperature mag-
netoresistance is due to domain walls acting in a similar way as a GMR multilayer
system.
We have shown the specific heat and entropy change associated with the phase tran-
sition of La0.75Sr0.25MnO3 samples is well described by the CCDC theory. The fitting
procedure has allowed us to find the bipolaron binding energy ∆ and the exchange in-
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teraction between carriers and localized manganese spins, Jpd, both of which are found
to be reasonable values. We have been able to show that the specific heat and entropy
of La0.75Sr0.25MnO3 can be described quantitatively by the CCDC theory. However,
we have been unable to describe the resistivity quantitatively using the theory as the
maximum operating temperature of the resistivity measurement rig is not high enough
to observe enough of the resistivity above the metal-insulator transition.
Sample Jpd (meV) ∆/2 (meV) Tc (K)
La0.75Sr0.25MnO3 annealed at 900/1200
◦for 24 hours 263 162 343*
La0.75Sr0.25MnO3 annealed at 1200
◦for 84 hours 263 171 286
Sm0.55Sr0.45MnO3 56 36 135*
Tab. 12.1: Summary of bipolaron binding energies per polaron, ∆/2 and the exchange in-
teraction between carriers and localized Mn spins, Jpd, calculated from fitting of
specific heat data. The La0.75Sr0.25MnO3 samples are home-made samples, as
characterized in chapters 8,9,10 and 11. * denotes that the value of Tc quoted is
the average value, in these cases Tc only varies by a few degrees Kelvin.
We have seen that all of the major properties of perovskite manganites can be described
within the framework of the current carrier density collapse model including phase
separation. Interesting magnetic properties regarding the dependence of the Curie
temperature on crystallite size in samples of La0.75Sr0.25MnO3 have been found. These
effects are due to high levels of disorder in samples with small crystallite sizes. The
low temperature mangnetoresistance of La0.75Sr0.25MnO3 has been seen to be a result
of domain wall magnetoresistance acting as a GMR multilayer. Altering the annealing
conditions is an easy and effective way to alter the properties of perovskite manganites,
including tuning the Curie temperature and the temperature of the metal-insulator
transition. Such results may prove useful in fabricating low field magnetoresistance
sensors. These results do not confirm the current carrier density collapse as the cause
of colossal magnetoresistance, they do, however, show that the properties are well
described quantitatively by this theory. Given the major shortcomings of the double
exchange theory, in as much that it is simply incompatible with some experimental
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results, i.e. it cannot explain the CMR in certain materials that do not exhibit mixed
valency, the CCDC theory appears to be the best description of the properties of
perovskite manganites. However, a definitive test of the theory is yet to be carried out.
13. APPENDIX
Useful Derivatives
13.1 Derivative of np With Respect to t
The density of polarons np when under zero magnetic field may be written as;
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now we differentiate cosh
[
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t
]
eδ/t with respect to t, one may see that similarly to the
derivative of the first term this results in;
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Hence the derivative of np with respect to t is given by;
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13.2 The Second Derivative of np With Respect to t
The second derivative of np with respect to t must be calculated, the first derivative of
np with respect to t is given in equation(13.7), let us call this derivative, n
′
p(t)
The third term in n
′
p(t) is given by;
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Let us calculate the derivative of this with respect to t;
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p(t) differentiates with respect to t as;
d
dt
(
2cosh
[
σ
t
]
e−2δ/t
t2
(
σ sinh
[σ
t
]
− δ cosh
[σ
t
]))
=
{
e−2δt
{
4 (δ − t) cosh [σ
t
]− 2σsinh [σ
t
]}
t4
}(
σ sinh
[σ
t
]
− δ cosh
[σ
t
])
+
(
δσsinh
[
σ
t
]
t2
− σ
2cosh
[
σ
t
]
t2
)(
2cosh
[
σ
t
]
e−2δ/t
t2
)
(13.12)
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Now let us consider the second term in equation(13.7);
e−δ/t
t2
(
δ cosh
[σ
t
]
− σ sinh
[σ
t
]) [
cosh
[σ
t
]2
e−2δ/t + 2x
]0.5
We proceed to differentiate this with respect to t;
d
dt
(
e−δ/t
t2
(
δ cosh
[σ
t
]
− σ sinh
[σ
t
]))
=
(
δ cosh
[σ
t
]
− σ sinh
[σ
t
]) d
dt
(
e−δ/t
t2
)
+
(
e−δ/t
t2
)
d
dt
(
δ cosh
[σ
t
]
− σ sinh
[σ
t
])
(13.13)
where;
d
dt
(
δ cosh
[σ
t
]
− σ sinh
[σ
t
])
=
(
σ2cosh
[
σ
t
]
t2
− δσsinh
[
σ
t
]
t2
)
(13.14)
Therefore;
d
dt
(
e−δ/t
t2
(
δ cosh
[σ
t
]
− σ sinh
[σ
t
]))
=
(
δe−δ/t
t4
− 2e
−δ/t
t3
)(
δ cosh
[σ
t
]
− σ sinh
[σ
t
])
+
e−δ/t
t2
(
σ2cosh
[
σ
t
]
t2
− δσsinh
[
σ
t
]
t2
)
(13.15)
this simplifies as;
d
dt
(
e−δ/t
t2
(
δ cosh
[σ
t
]
− σ sinh
[σ
t
]))
=
e−δ/t
{
(δ2 + σ2 − 2δt) cosh [σ
t
]
+ 2σ (t− δ) sinh [σ
t
]}
t4
(13.16)
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Now we need to use the differential of
[
cosh
[
σ
t
]2
e−2δ/t + 2x
]0.5
with respect to t, this
was calculated in equation(13.4). Hence the second term in n
′
p(t) differentiates with
respect to t as;
d
dt
(
e−δ/t
t2
(
δ cosh
[σ
t
]
− σ sinh
[σ
t
]) [
cosh
[σ
t
]2
e−2δ/t + 2x
]0.5)
=
e−δ/t
{
(δ2 + σ2 − 2δt) cosh [σ
t
]
+ 2σ (t− δ) sinh [σ
t
]}
t4
[
cosh
[σ
t
]2
e−2δ/t + 2x
]0.5
+
{(
1
2
[
cosh
[σ
t
]2
e−2δ/t + 2x
]−0.5) 2cosh [σ
t
]
e−2δ/t
t2
(
δ cosh
[σ
t
]
− σ sinh
[σ
t
])}
(
e−δ/t
t2
(
δ cosh
[σ
t
]
− σ sinh
[σ
t
]))
(13.17)
Now we consider the first term in equation(13.7){(
1
2
[
cosh
[σ
t
]2
e−2δ/t + 2x
]−0.5) 2cosh [σ
t
]2
e−3δ/t
t2
(
δ cosh
[σ
t
]
− σ sinh
[σ
t
])}
let us calculate the following derivatives, so that the derivative of the first term of n
′
p(t)
with respect to t can be found;
d
dt
(
2cosh
[
σ
t
]2
e−3δ/t
t2
)
=
6δcosh
[
σ
t
]2
e−3δ/t
t4
−4cosh [σ
t
]2
e−3δ/t
t3
−4σcosh
[
σ
t
]
sinh
[
σ
t
]
e−3δ/t
t4
(13.18)
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this simplifies as such;
d
dt
(
2cosh
[
σ
t
]2
e−3δ/t
t2
)
=
−2e−3δ/tcosh [σ
t
] {
(2t− 3δ) cosh [σ
t
]
+ 2σsinh
[
σ
t
]}
t4
(13.19)
next,
d
dt
(
1
2
[
cosh
[σ
t
]2
e−2δ/t + 2x
]−0.5)
= −
{
cosh
[
σ
t
]
e−2δ/t
2t2
(
δcosh
[σ
t
]
− σsinh
[σ
t
])}
[
cosh
[σ
t
]2
e−2δ/t + 2x
]−3/2
(13.20)
d
dt
(
δ cosh
[
σ
t
]− σ sinh [σ
t
])
has been found previously;
d
dt
(
δ cosh
[σ
t
]
− σ sinh
[σ
t
])
=
(
σ2cosh
[
σ
t
]
t2
− δσsinh
[
σ
t
]
t2
)
(13.14)
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combining the derivatives found in equations; (13.14)(13.19)(13.20) using the product
rule of differentiation, we find the derivative of the first term of equation(13.7) as;
d
dt
{(
1
2
[
cosh
[σ
t
]2
e−2δ/t + 2x
]−0.5) 2cosh [σ
t
]2
e−3δ/t
t2
(
δ cosh
[σ
t
]
− σ sinh
[σ
t
])}
=
(
2cosh
[
σ
t
]2
e−3δ/t
t2
)(
1
2
[
cosh
[σ
t
]2
e−2δ/t + 2x
]−0.5)(σ2cosh [σ
t
]
t2
− δσsinh
[
σ
t
]
t2
)
−
(
2cosh
[
σ
t
]2
e−3δ/t
t2
){
cosh
[
σ
t
]
e−2δ/t
2t2
(
δcosh
[σ
t
]
− σsinh
[σ
t
])}[
cosh
[σ
t
]2
e−2δ/t + 2x
]−3/2
(
δ cosh
[σ
t
]
− σ sinh
[σ
t
])
− 2e
−3δ/tcosh
[
σ
t
] {
(2t− 3δ) cosh [σ
t
]
+ 2σsinh
[
σ
t
]}
t4
(
1
2
[
cosh
[σ
t
]2
e−2δ/t + 2x
]−0.5)
(
δ cosh
[σ
t
]
− σ sinh
[σ
t
])
(13.21)
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Hence the second derivative of np with respect to t is given by adding the derivatives
found in equations(13.3)(13.17)(13.21);
d2np
dt2
=
{(
2cosh
[
σ
t
]2
e−3δ/t
t2
)(
1
2
[
cosh
[σ
t
]2
e−2δ/t + 2x
]−0.5)(σ2cosh [σ
t
]
t2
− δσsinh
[
σ
t
]
t2
)
−
(
2cosh
[
σ
t
]2
e−3δ/t
t2
){
cosh
[
σ
t
]
e−2δ/t
2t2
(
δcosh
[σ
t
]
− σsinh
[σ
t
])}[
cosh
[σ
t
]2
e−2δ/t + 2x
]−3/2
(
δ cosh
[σ
t
]
− σ sinh
[σ
t
])
− 2e
−3δ/tcosh
[
σ
t
] {
(2t− 3δ) cosh [σ
t
]
+ 2σsinh
[
σ
t
]}
t4
(
1
2
[
cosh
[σ
t
]2
e−2δ/t + 2x
]−0.5)
(
δ cosh
[σ
t
]
− σ sinh
[σ
t
])}
+
{
e−δ/t
{
(δ2 + σ2 − 2δt) cosh [σ
t
]
+ 2σ (t− δ) sinh [σ
t
]}
t4
[
cosh
[σ
t
]2
e−2δ/t + 2x
]0.5
+
[(
1
2
[
cosh
[σ
t
]2
e−2δ/t + 2x
]−0.5) 2cosh [σ
t
]
e−2δ/t
t2
(
δ cosh
[σ
t
]
− σ sinh
[σ
t
])]
(
e−δ/t
t2
(
δ cosh
[σ
t
]
− σ sinh
[σ
t
]))}
+
{[
e−2δt
{
4 (δ − t) cosh [σ
t
]− 2σsinh [σ
t
]}
t4
](
σ sinh
[σ
t
]
− δ cosh
[σ
t
])
+
(
δσsinh
[
σ
t
]
t2
− σ
2cosh
[
σ
t
]
t2
)(
2cosh
[
σ
t
]
e−2δ/t
t2
)}
(13.22)
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13.3 Derivative of y2 With Respect to t
let us write y2 in the form,
y2 =
x
2ν2
e−2δ/t − np
2ν2
e−2δ/t (13.23)
The derivative of the first term with respect to t is given by,
d
dt
( x
2ν2
e−2δ/t
)
=
xδ
(ν t)2
e−2δ/t (13.24)
remembering that np is a function of temperature, the derivative of the second term
with respect to t is given by,
d
dt
(
−np(t)
2ν2
e−2δ/t
)
= −np(t)δ
(ν t)2
e−2δ/t − n′p(t)
e−2δ/t
2ν2
(13.25)
therefore
d
dt
y2(t) =
xδ
(ν t)2
e−2δ/t − np(t)δ
(ν t)2
e−2δ/t − n′p(t)
e−2δ/t
2ν2
(13.26)
13.4 Derivative of y With Respect to t
We can say that, y = (y2)1/2, and in doing so we can write the derivative of y with
respect to t as;
d
dt
y(t) =
(
1
2
(y2)−1/2
)
d
dt
(y2(t))
=
(
xδ
(ν t)2
e−2δ/t − np(t)δ
(ν t)2
e−2δ/t − n′p(t)
e−2δ/t
2ν2
)√
ν2
2(x− np(t))e
δ/t(13.27)
13.5 Second Derivative of y2 With Respect to t
The first derivative of y2 is given in equation(13.26), and this in turn, must be differ-
entiated with respect to t.
The first term in equation(13.26) differentiates as,
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d
dt
(
xδ
(ν t)2
e−2δ/t
)
=
2xδ2e−2δ/t
ν2 t4
− 2xδe
−2δ/t
ν2 t3
(13.28)
the second as;
d
dt
(
−np(t)δ
(ν t)2
e−2δ/t
)
=
2np(t)δ
2e−2δ/t
ν2 t4
+
n
′
p(t)(t)δe
−2δ/t
ν2 t2
− 2np(t)δe
−2δ/t
ν2 t3
(13.29)
and the third term differentiates as so,
d
dt
(
−n′p(t)
e−2δ/t
2ν2
)
= −n
′′
p(t)e
−2δ/t
2ν2
− n
′
p(t)δe
−2δ/t
ν2t2
(13.30)
Finally we can write,
d2
dt2
(
y2
)
=
2xδ2e−2δ/t
ν2 t4
− 2xδe
−2δ/t
ν2 t3
+
2np(t)δ
2e−2δ/t
ν2 t4
+
n
′
p(t)(t)δe
−2δ/t
ν2 t2
−2np(t)δe
−2δ/t
ν2 t3
− n
′′
p(t)e
−2δ/t
2ν2
− n
′
p(t)δe
−2δ/t
ν2t2
(13.31)
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13.6 Second Derivative of y With Respect to t
The first derivative of y with respect to t is given in equation(13.27), one may see that
the term in the brackets, in equation(13.27) is equal to d
dt
(y2), making that substitution,
we find;
d2
dt2
(y) =
(√
ν2
2(x− np(t))e
δ/t
)
d2
dt2
(
y2
)
+
(
xδ
(ν t)2
e−2δ/t − np(t)δ
(ν t)2
e−2δ/t − n′p(t)
e−2δ/t
2ν2
)
d
dt
(√
ν2
2(x− np(t))e
δ/t
)
(13.32)
Remembering back to equation(13.27),
√
ν2
2(x−np(t))e
δ/t = 1
2y
= 1
2
y−1
d
dt
(
1
2
y−1
)
= −1
2
y−2y
′
(t) (13.33)
Making appropriate substitutions of previously calculated derivatives;
d2
dt2
(y) =
√
ν2
2(x− np(t))e
δ/t
{
2xδ2e−2δ/t
ν2 t4
− 2xδe
−2δ/t
ν2 t3
+
2np(t)δ
2e−2δ/t
ν2 t4
+
n
′
p(t)(t)δe
−2δ/t
ν2 t2
−2np(t)δe
−2δ/t
ν2 t3
− n
′′
p(t)e
−2δ/t
2ν2
− n
′
p(t)δe
−2δ/t
ν2t2
}
− ν
2e−2δ/t
(x− np(t))
(
xδ
(ν t)2
e−2δ/t − np(t)δ
(ν t)2
e−2δ/t − n′p(t)
e−2δ/t
2ν2
)
{(
xδ
(ν t)2
e−2δ/t − np(t)δ
(ν t)2
e−2δ/t − n′p(t)
e−2δ/t
2ν2
)√
ν2
2(x− np(t))e
δ/t
}
(13.34)
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