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Abstract 
 The objective of this study was to forecast the quantity of instant coffee exports. The 
monthly average data, which were gathered from the website of Office of Agricultural 
Economics during January 2011 to December 2019 of 108 months were divided into 2 
datasets. The first dataset, which consisted of 96 months from January 2011 to December 
2018 was used for constructing the forecasting models via the use of 7 statistical methods, 
namely, Box–Jenkins method, Holt’s exponential smoothing method, Brown’s exponential 
smoothing method, damped trend exponential smoothing method, simple seasonal exponential 
smoothing method, Winters’ additive exponential smoothing method, and Winters’ multiplicative 
exponential smoothing method. The second dataset, which consisted of 12 months from 
January to December 2019 was used for comparing the accuracy of the forecasting model via 
the lowest root mean square error. The results indicated that the most accurate method was 
the Winters’ multiplicative exponential smoothing method. 










ลง และยงัมปัีญหาดา้นการตลาด เช่น ราคาตกตํ่า
และมีความผนัผวนสูง เน่ืองจากราคากาแฟองิ
กบัราคาในตลาดโลก จงึทาํใหเ้กษตรกรไม่สามารถ
















80 และบริโภคภายในประเทศเพียงร้อยละ 20 
ของการผลิตทัง้ประเทศ ปัจจุบันตลาดส่งออก
หลกัของไทย ไดแ้ก่ สหรฐัอเมรกิาและโปแลนด์ 
โดยมลูค่าการสง่ออกกาแฟไปยงัสหรฐัอเมรกิาสงู
กว่าโปแลนด ์(Muing, 2007) จากการศกึษาของ 
Ariyawong (2007) พบว่า มูลค่าทางการตลาด
ของกาแฟในประเทศไทยสามารถแบ่งออกได้เป็น
กาแฟผงบรรจุขวด มสีดัส่วนทางการตลาดร้อยละ 
50 กาแฟคัว่และบด มสีดัสว่นทางการตลาดร้อยละ 
20 และกาแฟสําเร็จรูป มีสดัส่วนทางการตลาด














การส่งออกกาแฟดิบ คือ AR(1) MA(2) MA(3) 










ขององคก์รกาแฟระหว่างประเทศ Muing (2007) 
วเิคราะหค์วามไดเ้ปรยีบโดยการเปรยีบเทยีบการ
สง่ออกกาแฟของประเทศไทยกบัประเทศคู่แข่งที่
สาํคญัในตลาดสหรฐัอเมรกิา ไดแ้ก่ บราซลิ เวยีด-






































































แบบพยากรณ์ด้วยโปรแกรม SPSS รุ่น 17 ที่มี
ลขิสทิธิ ์โดยใชป้รมิาณการสง่ออกกาแฟสาํเรจ็รปู 
(กโิลกรมั) เฉลีย่ต่อเดอืนจากเวบ็ไซต์ของสาํนกั-
งานเศรษฐกจิการเกษตร (Office of Agricultural 
Economics, 2020) ตัง้แต่เดอืนมกราคม 2554 ถงึ
เดอืนธนัวาคม 2562 จํานวน 108 เดอืน ผูว้จิยัได้
แบ่งขอ้มลูออกเป็น 2 ชุด ชุดที ่1 คอื ขอ้มลูตัง้แต่
เดอืนมกราคม 2554 ถงึธนัวาคม 2561 จํานวน 
96 เดอืน สาํหรบัการสรา้งตวัแบบพยากรณ์ชุดที ่
2 ตัง้แต่เดอืนมกราคมถงึธนัวาคม 2562 จํานวน 
12 เดอืน สําหรบัการเปรยีบเทยีบความแม่นยํา
ของตัวแบบพยากรณ์ด้วยเกณฑ์รากของค่า
คลาดเคลื่อนกําลงัสองเฉลีย่ (root mean square 









วลิก ์(Shapiro–Wilk test) เน่ืองจากขอ้มูลในแต่ละ
กลุ่มทีจ่ะตรวจสอบมจีาํนวนไมเ่กนิ 50 ค่า) และมี
ความแปรปรวนเท่ากนั (ตรวจสอบความแปร-
ปรวนเท่ากนัด้วยการทดสอบของเลวนีภายใต้
การใชม้ธัยฐาน (Levene’s test based on median) 
จะใชส้ถติอิงิพารามเิตอร ์(parametric statistics) 
คอื การวเิคราะหค์วามแปรปรวนทางเดยีว (one–
way analysis of variance: ANOVA) แต่ถา้อนุกรม
เวลาไม่มกีารแจกแจงปรกติหรอืมคีวามแปรปรวน
ไม่เท่ากนั จะใชส้ถติไิม่องิพารามเิตอร ์(nonpara-
metric statistics) คอื การวเิคราะหค์วามแปรปรวน
ทางเดยีวโดยลาํดบัทีข่องครสัคอล–วอลลสิ (Kruskal–
Wallis’s one–way analysis of variance by rank) 
ถ้าผลการตรวจสอบพบว่าอนุกรมเวลามเีฉพาะ
การเคลื่อนไหวจากแนวโน้ม วธิกีารพยากรณ์ที่
เหมาะสม ได้แก่ วธิบีอ็กซ์–เจนกนิสท์ี่มตีวัแบบ 
autoregressive integrated moving average: 








ฤดูกาล วิธีการพยากรณ์ที่เหมาะสม ได้แก่ วธิ ี
บ็อกซ์–เจนกินส์ที่มีตัวแบบ seasonal autore-
gressive integrated moving average: SARIMA 
(p, d, q)(P, D, Q)s วธิกีารปรบัเรยีบดว้ยเสน้โคง้
เลขชีก้าํลงัของวนิเทอรแ์บบบวก และวธิกีารปรบั
เรยีบดว้ยเสน้โคง้เลขชีก้าํลงัของวนิเทอรแ์บบคณู 

















กรณ์ทีด่ทีีสุ่ด (Riansut, 2018) ตวัแบบพยากรณ์
ทัง้ 7 วธิดีงักล่าว แสดงรายละเอยีดในตาราง 1 
โดยมคีวามหมายของสญัลกัษณ์ต่าง ๆ ดงัน้ี 
 tŶ  และ t mŶ +  แทนค่าพยากรณ์ ณ 
เวลา t และเวลา t + m ตามลาํดบั โดยที ่m แทน
จาํนวนช่วงเวลาทีต่อ้งการพยากรณ์ไปขา้งหน้า 
 ( ) ( )sp Pˆ ˆ ˆˆ B Bδ = µφ Φ  แทนค่าคงตวั (con-
stant) โดยที่ µ̂  แทนค่าเฉลี่ยของอนุกรมเวลาที่
คงที ่(stationary) 
 ( ) 2p 1 2ˆ ˆ ˆB 1 B Bφ = − φ − φ − … ppˆ B−φ  แทน
ตวัดําเนินการสหสมัพนัธใ์นตวัอนัดบัที ่p กรณีไม่
มฤีดูกาล (non–seasonal autoregressive operator 
of order p: AR(p)) 
 ( )s s 2sP 1 2ˆ ˆ ˆB 1 B BΦ = −Φ −Φ − … PsPˆ B−Φ  
แทนตัวดําเนินการสหสมัพันธ์ในตัวอนัดบัที่ P 
กรณีมฤีดูกาล (seasonal autoregressive operator 
of order P: SAR(P)) 
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ตาราง 1 ตวัแบบพยากรณ์ 
วิธีท่ี วิธีพยากรณ์ ตวัแบบพยากรณ์ 
1 บอ็กซ–์เจนกนิส ์
(BJ) 
SARIMA(p, d, q)(P, D, Q)s : 
( ) ( )( ) ( ) ( ) ( )Dds s sp P t q Q tˆ ˆ ˆˆ ˆˆB B 1 B 1 B Y B B eφ Φ − − = δ + θ Θ    (Box et al., 1994) 
2 โฮลต ์
(Holt) 
( )t m t tŶ a b m+ = +  โดยที ่ ( )( )t t t 1 t 1a Y 1 a b− −= α + − α + , 
( ) ( )t t t 1 t 1b a a 1 b− −= γ − + − γ                                          (Manmin, 2006) 
3 บราวน์ 
(Brown) 
( )t m t t
1Ŷ a b m 1+
 = + − + α 
 โดยที ่ ( )t t t 1a Y 1 a −= α + − α , 









= + φ∑  โดยที ่ ( )( )t t t 1 t 1a Y 1 a b− −= α + − α + φ , 




ˆŶ a S= +  โดยที ่ ( ) ( )t t t s t 1ˆa Y S 1 a− −= α − + − α , 




( )t m t t tˆŶ a b m S+ = + +  โดยที ่ ( ) ( )( )t t t s t 1 t 1ˆa Y S 1 a b− − −= α − + − α + , 
( ) ( )t t t 1 t 1b a a 1 b− −= γ − + − γ , ( ) ( )t t t t sˆ ˆS Y a 1 S −= δ − + − δ  (Ket–iam, 2005) 
7 วนิเทอรแ์บบคณู 
(WinterMul) 
( )t m t t tˆŶ a b m S+ = +  โดยที ่ ( )( )tt t 1 t 1
t s
Ya 1 a b
Ŝ − −−
= α + − α + , 
( ) ( )t t t 1 t 1b a a 1 b− −= γ − + − γ , ( )tt t s
t
Yˆ ˆS 1 S
a −
= δ + − δ          (Ket–iam, 2005) 
 
 ( ) 2q 1 2ˆ ˆ ˆB 1 B Bθ = − θ − θ − … qqˆ B−θ  แทน
ตวัดําเนินการเฉลีย่เคลื่อนทีอ่นัดบัที ่q กรณีไม่มี
ฤดูกาล (non–seasonal moving average operator 
of order q: MA(q)) 
 ( )s s 2sQ 1 2ˆ ˆ ˆB 1 B BΘ = −Θ −Θ − … QsQˆ B−Θ  
แทนตวัดาํเนินการเฉลีย่เคลื่อนทีอ่นัดบัที ่Q กรณี
มฤีดูกาล (Seasonal moving average operator 
of order Q: SMA(Q)) 
  t แทนช่วงเวลา ซึง่มค่ีาตัง้แต่ 1 ถงึ n1 
โดยที ่n1 แทนจํานวนขอ้มูลในอนุกรมเวลาชุดที ่1 
(n1 = 96) 
  s แทนจํานวนฤดูกาล ซึ่งอนุกรมเวลา
ปรมิาณการสง่ออกกาแฟสาํเรจ็รปูเป็นขอ้มลูราย- 
เดอืน ดงันัน้ s = 12 
  d และ D แทนลําดบัที่ของการหาผล-
ต่างและผลต่างฤดกูาล ตามลาํดบั 
  B แทนตวัดําเนินการถอยหลงั (back-
ward operator) โดยที ่ s t t sB Y Y −=  
 ta , tb  และ tŜ  แทนค่าประมาณระยะ
ตดัแกน Y  ความชนัของแนวโน้ม และอทิธพิล
ของฤดกูาล ณ เวลา t ตามลาํดบั 
 α , γ , φ  และ δ  แทนค่าคงตัวการ
ปรบัเรียบ โดยที่ 0 1< α < , 0 1< γ < , 0 1< φ <  
และ 0 1< δ <  
 ผูว้จิยัจะดําเนินการสรา้งตวัแบบพยากรณ์
ทัง้ 7 วธิ ีโดยใช้โปรแกรม SPSS ซึ่งวธิบีอ็กซ์–











สหสมัพนัธใ์นตวั (autocorrelation function: ACF) 
และกราฟฟังกช์นัสหสมัพนัธใ์นตวับางส่วน (partial 










ไดจ้ากกราฟ ACF และ PACF ของอนุกรมเวลา
ที่มลีกัษณะคงที ่นัน่คอื กําหนดค่า p, q, P และ 
Q พรอ้มทัง้ประมาณค่าพารามเิตอรข์องตวัแบบ 
โดยค่าของ q และ Q จะพจิารณาจากกราฟ ACF 
และค่าของ p และ P จะพจิารณาจากกราฟ PACF 
ซึ่งค่าของ p และ q คือ จํานวนแท่งสหสมัพนัธ์
แท่งแรก ๆ  ทีม่ค่ีาเกนิจากขอบเขตทีก่ําหนด ขณะ-
ที่ค่าของ P และ Q คือ จํานวนแท่งสหสมัพนัธ์
ตามฤดกูาลทีม่ค่ีาเกนิจากขอบเขตทีก่าํหนด 
 (3) ตัดพารามิเตอร์ที่ไม่มีนัยสําคัญ













พยากรณ์ คอื Analyze  Forecasting  Create 
Models… ซึ่งโปรแกรมจะกําหนดค่าประมาณ
พารามเิตอรม์าให ้




Smirnov’s test: KS test) เน่ืองจากค่าคลาดเคลื่อน
ทีจ่ะตรวจสอบมจีาํนวนเกนิ 50 ค่า มกีารเคลื่อน-
ไหวเป็นอิสระกนั ตรวจสอบโดยใช้การทดสอบ
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พยากรณ์ เพื่อคํานวณค่า RMSE โดยตัวแบบ
พยากรณ์ทีใ่หค่้า RMSE ตํ่าทีส่ดุ จดัเป็นตวัแบบที่
มคีวามแม่นยาํมากทีส่ดุ เน่ืองจากใหค่้าพยากรณ์
ที่มคีวามแตกต่างกบัขอ้มูลจรงิน้อยที่สุด เกณฑ์ 







= ∑  
 เมื่อ j j jˆe Y Y= −  แทนค่าคลาดเคลื่อน
จากการพยากรณ์ ณ เวลา j 
   jY และ jŶ  แทนอนุกรมเวลาและ
ค่าพยากรณ์ ณ เวลา j ตามลาํดบั 
   j แทนช่วงเวลา ซึง่มค่ีาตัง้แต่ 1 ถงึ 
n2 โดยที ่n2 แทนจาํนวนขอ้มลูในอนุกรมเวลาชุด




รปูชุดที ่1 ตัง้แต่เดอืนมกราคม 2554 ถงึธนัวาคม 
2561 จาํนวน 96 เดอืน ดงัในภาพที ่1 พบว่า อนุกรม 
เวลาชุดน้ีมกีารเคลื่อนไหวจากแนวโน้มทัง้ในทศิ-
ทางเพิม่ขึน้และลดลง และมคีวามแปรปรวนของ
ขอ้มูลสงูในบางช่วงเวลา เช่น ช่วงเดอืนมกราคม 














เวลามค่ีามธัยฐานในแต่ละปีแตกต่างกนั ( 2χ  = 










แต่ละเดอืนไม่แตกต่างกนั (F = 0.160, p–value 




ลาํดบัที ่1 (d = 1) เพื่อสรา้งตวัแบบพยากรณ์โดย
วิธีบ็อกซ์–เจนกินส์ ได้กราฟ ACF และ PACF 
ของอนุกรมเวลาทีแ่ปลงขอ้มลูแลว้ แสดงดงัภาพ
ที่ 2(ก) และ 2(ข) ตามลําดบั ซึ่งพบว่า อนุกรม
เวลามลีกัษณะคงที ่เพราะค่าสมัประสทิธิส์หสมั-
พนัธใ์นตวัจากกราฟ ACF (ภาพที ่2(ก)) และค่า
สมัประสทิธิส์หสมัพนัธ์ในตวับางส่วนจากกราฟ 
PACF (ภาพที ่2(ข)) ตกอยู่ภายในขอบเขตความ
เชื่อมัน่ที่กําหนด ยกเว้นเฉพาะ Lag ที่ 1 จึง
กาํหนดตวัแบบพยากรณ์ทีเ่ป็นไปไดเ้ริม่ต้น ซึง่มี
ค่า p = 1 (สงัเกตจากกราฟ PACF ภาพที่ 2(ข) 
มเีฉพาะ Lag ที่ 1 ที่มค่ีาสมัประสทิธิส์หสมัพนัธ์
ในตัวบางส่วนเกินจากขอบเขตความเชื่อมัน่ที่
กาํหนด) มคี่า d = 1 (เน่ืองจากมกีารแปลงขอ้มูล
ด้วยการหาผลต่างลําดับที่ 1) และมีค่า q = 1 
(สงัเกตจากกราฟ ACF ภาพที่ 2 (ก) มีเฉพาะ 
Lag ที่ 1 ที่มีค่าค่าสัมประสิทธิส์หสัมพันธ์ในตัว 
เกนิจากขอบเขตความเชื่อมัน่ที่กําหนด) ดงันัน้
ตวัแบบพยากรณ์เริม่ตน้ คอื ตวัแบบ ARIMA(1, 1, 1) 
 
  (ก)             (ข) 





0.05 คือ ตัวแบบ ARIMA(0, 1, 1) ไม่มีพจน์ค่า
คงตวั ซึง่จากตาราง 1 สามารถเขยีนเป็นตวัแบบ
ของวธิบีอ็กซ–์เจนกนิสไ์ดด้งัน้ี 
 ( ) t1 B Y− ( )1 t1 B= − θ ε  
    tY t 1 t 1 t 1Y − −= + ε − θ ε  
 จากการแทนค่าประมาณพารามเิตอรจ์ะ 
ได้ตวัแบบพยากรณ์ของวธิบีอ็กซ์–เจนกนิสแ์ละ




แบบคูณ แสดงในตาราง 3 สาํหรบัผลการตรวจ-
สอบข้อสมมุติของค่าคลาดเคลื่อนจากการพยา-
กรณ์ แสดงในตารางที ่4 ซึง่พบว่า ตวัแบบพยา-
วารสารหน่วยวจิยัวทิยาศาสตร ์เทคโนโลย ีและสิง่แวดลอ้มเพื่อการเรยีนรู ้ปีที ่11 ฉบบัที ่2 (2563) 
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กรณ์ทีส่รา้งขึน้ทัง้ 7 วธิ ีมขีอ้สมมุตขิองค่าคลาด-
เคลื่อนจากการพยากรณ์เป็นจริงทุกข้อที่ระดบั
นยัสาํคญั 0.05 กล่าวคอื ค่าคลาดเคลื่อนจากการ
พยากรณ์มกีารแจกแจงปรกต ิเป็นอสิระกนั มค่ีา-
เฉลี่ยเท่ากบัศูนย์ และมคีวามแปรปรวนเท่ากนั
ทุกช่วงเวลา ดงันัน้ตวัแบบพยากรณ์ทัง้ 7 วธิ ีจงึ
มคีวามเหมาะสมทีจ่ะนําไปใชใ้นการเปรยีบเทยีบ
ความแม่นยาํและพยากรณ์ค่าในอนาคตต่อไป 
ตาราง 2 ผลการสรา้งตวัแบบพยากรณ์ 
วิธีท่ี วิธีพยากรณ์ ตวัแบบพยากรณ์ 
1 บอ็กซ–์เจนกนิส ์(BJ) ARIMA(0, 1, 1) : t t 1 t 1Ŷ Y 0.34486e− −= −  โดยที ่ t 1Y − และ t 1e −  แทน
อนุกรมเวลาและค่าคลาดเคลือ่น ณ เวลา t – 1 ตามลาํดบั 
2 โฮลต ์(Holt) ( )t mŶ 262,109.20016 637.29498 m+ = −  โดยที ่m = 1 แทนเดอืนมกราคม 
2562 
3 บราวน์ (Brown) ( )t m
1Ŷ 279,636.34255 15,419.67343 m 1
0.38446+
 = − − +  
 
โดยที ่m = 1 แทนเดอืนมกราคม 2562 





Ŷ 263,113.7712 17,375.8747 0.47056+
=





ˆŶ 276,396.27975 S= +  โดยที ่ tŜ  แสดงในตาราง 3 
6 วนิเทอรแ์บบบวก 
(WinterAdd) 
( )t m tˆŶ 273,116.84353 579.64416m S+ = − +  
โดยที ่m = 1 แทนเดอืนมกราคม 2562 และ tŜ  แสดงในตาราง 3 
7 วนิเทอรแ์บบคณู 
(WinterMul) 
( )t m tˆŶ 287,064.55967 2,430.66227m S+ = −  
โดยที ่m = 1 แทนเดอืนมกราคม 2562 และ tŜ  แสดงในตาราง 3 
 























มกราคม 5,125 1,931 0.86318 กรกฎาคม –18,330 –18,040 0.56346 
กุมภาพนัธ ์ 60,558 57,948 0.93921 สงิหาคม 62,937 63,806 0.84096 
มนีาคม 42,232 40,203 0.98465 กนัยายน –37,176 –35,728 0.75529 
เมษายน –36,179 –37,627 0.82028 ตุลาคม 17,928 19,956 0.83740 
พฤษภาคม 7,315 6,446 0.88333 พฤศจกิายน –55,081 –52,472 0.88596 
มถุินายน –44,367 –44,657 0.63174 ธนัวาคม –4,961 –1,767 0.98293 
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KS test p–value 
Runs 
test 




1 BJ 1.054 0.216 1.755 0.079 –0.570 0.570 0.861 0.581 
2 Holt 1.037 0.233 1.231 0.218 –0.484 0.630 0.847 0.594 
3 Brown 1.064 0.207 0.821 0.412 0.326 0.745 0.814 0.626 
4 Damped 1.076 0.197 1.231 0.218 –0.471 0.638 0.780 0.659 
5 SimpleS 0.835 0.488 0.205 0.837 –0.511 0.610 0.838 0.603 
6 WinterAdd 0.841 0.479 0.205 0.837 –0.471 0.638 0.834 0.607 

















(RMSE = 79,872) หรอืมคีวามผดิพลาดในการ
พยากรณ์ปริมาณการส่งออกกาแฟสําเร็จรูป 
79,872 กโิลกรมั 
ตาราง 5 ค่า RMSE ของขอ้มลูชุดที ่2  
วิธีพยากรณ์ BJ Holt Brown Damped SimpleS WinterAdd WinterMul 





















 การศกึษาครัง้น้ีไดใ้ชเ้กณฑ ์RMSE ใน 




กรณ์ทีส่รา้งขึน้ทัง้ 7 วธิ ีสาํหรบัเกณฑก์ารเปรยีบ-
เทียบความแม่นยํานัน้ยงัคงมีเกณฑ์อื่น ๆ อีก 
เช่น เกณฑ์ร้อยละค่าคลาดเคลื่อนสมับูรณ์เฉลีย่ 













ถงึธนัวาคม 2563 ไดผ้ลดงัในตาราง 6 และภาพ











Mookjang (2007) ทีพ่บว่า การสง่ออกกาแฟไทย
ยังคงไม่มีศักยภาพมากนัก และสอดคล้องกับ










ของตลาดทัง้ในและต่างประเทศ (Mookjang, 2007; 
Muing 2007) 
 จากภาพที่ 3 พบว่า ค่าพยากรณ์ของ
วธิกีารปรบัเรยีบดว้ยเสน้โคง้เลขชีก้ําลงัของวนิ-
เทอรแ์บบคูณมคีวามแตกต่างจากขอ้มลูจรงิมาก
พอสมควร อาจเน่ืองมาจากค่า RMSE ของขอ้มลู
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ตาราง 6 ค่าพยากรณ์ของปรมิาณการสง่ออกกาแฟสาํเรจ็รปู (กโิลกรมั) ตัง้แต่เดอืนมกราคมถงึเดอืน
ธนัวาคม 2563 
ช่วงเวลา ค่าพยากรณ์ ช่วงเวลา ค่าพยากรณ์ ช่วงเวลา ค่าพยากรณ์ ช่วงเวลา ค่าพยากรณ์ 
ม.ค. 2563 220,513 เม.ย. 2563 203,573 ก.ค. 2563 135,727 ต.ค. 2563 195,609 
ก.พ. 2563 237,653 พ.ค. 2563 217,072 ส.ค. 2563 200,529 พ.ย. 2563 204,798 






ตัง้แต่เดอืนมกราคม 2554 ถงึธนัวาคม 2561 จาํ-

















( )t m tˆŶ 287,064.55967 2,430.66227m S+ = −  
 โดยที ่m = 1 แทนเดอืนมกราคม 2562 
และ tŜ  แทนดชันีฤดกูาล แสดงในตาราง 3 
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