In recent years, turbine designers have relied more and more on 3D-CFD to come up with new and innovative airfoil designs. While individual CFD simulations are quite affordable nowadays, especially when used in aero optimization, where often thousands of CFD runs are required, the overall cost is still significant. In comparison, 2D-CFD simulations (Low Fidelity, LoFi) on multiple radially stacked airfoil sections (quasi-3D) are much faster, but less accurate because secondary flow effects are neglected. However, if HiFi and LoFi results (e.g. aerodynamic efficiency) are reasonably well correlated, multi-fidelity surrogate models, which are constructed from a small number of HiFi and LoFi results, can offer a good compromise. Once the surrogate model is available, it allows to approximate HiFi results representing for example different geometry variations based on the corresponding LoFi results, thereby eliminating the need for further HiFi computations. Thus the multi-fidelity approach can be used to speed up airfoil optimization. In this paper the applicability of (gappy) proper orthogonal decomposition (POD, GPOD) for building a multi-fidelity surrogate model is presented and compared to the widely-used kriging based surrogate models from a industrial point of view. As the name suggests, GPOD is based on the decomposition of the HiFi and LoFi computational domain into orthogonal basis functions. In contrast, kriging based surrogate models are built based on the differences in the output values (e.g. efficiency) from the HiFi and LoFi simulations. Both methods are compared in terms of accuracy of the predicted HiFi output values. In addition, the dependency between the accuracy of prediction and the number of HiFi simulations required for creating the surrogate model is given. The ideal surrogate method would provide a high level of accuracy while requiring only few HiFi evaluations. The surrogate models are evaluated for different geometry variations that are not included in the set used for building the surrogate models. The analysis is carried out for a number of turbine airfoils subject to different flow regimes, namely a gas turbine second and fourth stage vane and blade. It is found, that for the examined cases, the GPOD method gives better predictions while requiring fewer HiFi simulations for creating the surrogate model. 
INTRODUCTION
Computational simulations can often be run at different levels of fidelity. One the one hand in a high-fidelity version (HiFi) that is accurate but computationally expensive and time consuming, and on the other hand in a low-fidelity version (LoFi) that is much faster but less accurate. The HiFi version can be assisted by data computed with a cheaper LoFi version, if the LoFi and HiFi results are well correlated. By using a multi-fidelity approach, that is also known as variable-fidelity, variable complexity or multi-response method, the number of expensive HiFi evaluations during an optimization can be reduced. During an optimization, the goal is to reduce the computational cost while keeping the accuracy of a single-fidelity HiFi optimization.
A review of the relevant literature reveals some examples of analyses that may be coupled. For example, different levels of fidelity can be achieved by using different mesh densities (Alexandrov et al. 1999; Kennedy and O'Hagan 2000) , by using different flow solvers (Han et al. 2010; Zahir and Gao 2013) or by using partially and fully converged CFD results (Forrester et al. 2006) .
In contrast to the mentioned references, a combination of 2D-and 3D-CFD simulations is possible as well, where a 3D-CFD simulation accounts for the HiFi model and several 2D-CFD simulations on multiple radially stacked airfoil sections (quasi-3D, Q3D) account for the LoFi model. Simplifications in the Q3D approach lead to faster computations in contrast to the 3D method. Different authors have demonstrated the applicability of the Q3D approach in turbomachinery design. For example, in Büche et al. (2003) , Dutta et al. (2008) , Goel (2009) , and Gezork and Völker (2013) the Q3D approach is used for airfoil optimization. In particular, the results from Gezork and Völker (2013) are revealing. It is shown, that an improvement in efficiency can be gained by using a single-fidelity Q3D optimization (LoFi), but in general the optimum of the 3D model (HiFi) can not be found. This marks the limitation of the singlefidelity LoFi optimization. On the other hand, using multi-fidelity surrogate models can improve the accuracy of prediction and the chance to find the HiFi optimum.
In this work, the Q3D approach is adopted and a novel combination in fields of multi-fidelity surrogate modeling is presented, where 3D simulations account for the HiFi model and Q3D simulations account for the LoFi model. Figure 1 shows the corresponding continuous 3D domain and the Q3D domain representing a single airfoil.
Multi-fidelity surrogate models differ not only in the analyses that may be coupled, but also in the method of correction. Here, for correction two methods are considered, namely a method based on (gappy) proper orthogonal decomposition (GPOD) and one based on kriging.
As the name suggests, the GPOD method is based on the decomposition of the HiFi and LoFi computational domain into orthogonal basis functions by proper orthogonal decomposition (POD). The HiFi solution can be approximated by expressing the corresponding LoFi solution in terms of the basis functions. In CFD the gappy POD method (GPOD) is used for the reconstruction of incomplete (gappy) data. For example, Vendl and Faßbender (2010) successfully tested the applicability of GPOD for reconstructing the whole computational domain by (2004) used GPOD for two-dimensional inverse airfoil design. Toal (2014) used GPOD for multi-fidelity surrogate modeling and optimization. A two-variable optimization of a NACA 0012 airfoil is performed by predicting the HiFi two-dimensional pressure distribution obtained from a LoFi pressure distribution. The author states, that the applicability of this approach at higher dimensions and more complex designs, in particular three-dimensional simulations, remains to be investigated.
Kriging based methods are most commonly used for multi-fidelity modeling in aerodynamics. Kennedy and O'Hagan (2000) extended the basic kriging formulation to combine information from multiple levels of simulation fidelity, by adding a kriging interpolated correction function to the LoFi model. Gano et al. (2004) and Forrester et al. (2007) successfully used a kriging based additive correction function for the optimization of a high-lift airfoil and a transonic civil aircraft wing, respectively.
In this work, a GPOD based method is compared to a kriging based method in a industrialscale scope. In detail, the analysis is carried out for a number of three-dimensional turbine airfoils subject to different flow regimes, namely a gas turbine second and fourth stage vane and blade.
The rest of the paper is organized as follows: In the following section the simulation setup for the HiFi and LoFi simulations is described, and the predictions from both setups are compared in a correlation study. Then, the GPOD method is presented in detail. Finally, the method is validated and compared to the kriging method with regard to accuracy and number of HiFi evaluations required for creating the underlying surrogate model.
SIMULATION SETUP
For the HiFi simulations, the 3D-RANS solver CFX is used and for the LoFi simulations the 2D-Euler solver MISES. The 2D simulations are carried out on multiple radially stacked airfoil sections (quasi-3D, Q3D). Evaluating one airfoil design using the Q3D approach is 2-3 orders of magnitude faster compared to a full 3D-CFD. In this particular case, evaluating one airfoil design with the LoFi method takes less than 1 CPU-minute, where each HiFi evaluation takes more than 700 CPU-minutes. pre-processing For HiFi simulations, a mesh with approximately 1.5 million nodes, up to 130 cells in spanwise direction, a dimensionless wall distance y + < 1 and a wall expansion ratio of less than 1.4 is used. Figure 3a shows the corresponding mesh topology at leading edge and trailing edge. The boundary conditions are taken from a throughflow analysis. The boundary conditions are applied at the inflow and outflow plane of the computational domain. At the inlet, a radial distribution of the flow direction, the total temperature T 01 and the total pressure p 01 are applied. At the outlet, a radial distribution of the static pressure p 2 is applied.
For the LoFi blade-to-blade (S1) simulations the blade passage is meshed with 60 nodes along the blade and 20 nodes across the blade passage. Figure 3b shows the corresponding mesh topology at leading edge and trailing edge. The Euler solver requires a blunt trailing edge, where a Kutta condition is applied. The sections (radius variation) and the stream tube thickness for the LoFi simulation are calculated from 21 stream lines that are computed from an initial HiFi calculation (Fig. 2) . The net mass flow in spanwise direction through the stream lines is zero. Accurate specification of the streamtubes is essential as they can have a significant effect on the blade surface pressure distribution (Denton and Dawes 1999) . In addition, the boundary conditions for the LoFi simulations are taken from an initial HiFi calculation. They are applied just up-and downstream the leading and trailing edge, respectively. For the LoFi simulations the same flow quantities are used as boundary conditions as for the HiFi simulations.
solving For the HiFi simulations the flow solver ANSYS CFX 15 is used, which is based on a finitevolume discretization to solve the Reynolds averaged Navier Stokes equations in conservative form. The hyperbolic flow equations are solved using a fully implicit algorithm that allows using large time-steps to reduce the number of iterations for faster convergence. The twoequation turbulence Shear Stress Transport (SST) model is applied.
For the LoFi simulations the MISES solver (Multiple blade Interacting Streamtube Euler Solver) developed by Giles (1985) and Drela (1986) is employed. The numerical formulation of MISES consists of a finite-volume discretization of the steady two-dimensional Euler equations, that is formulated on an intrinsic streamline mesh. By using a streamline mesh, two of the four element edges are identical to the streamlines. Thereby the number of unknowns per element is reduced to two because the continuity equation and the energy equation can be replaced by the simple condition of constant mass flux and constant stagnation enthalpy along each streamtube. Boundary layers and trailing wakes are described by a two-equation integral formulation. MISES incorporates a blunt trailing edge model, which accounts for the additional losses associated with a blunt trailing edge. The inviscid and viscous regions are fully coupled via the displacement thickness. Further details can be found in Drela and Youngren (2008) .
post-processing
For both simulations the aerodynamic static-to-static efficiency η is used as objective value. It is calculated by
where h M are the mass flow averaged static enthalpies. For the HiFi simulations h M is calculated
at the inlet plane (index 1) and outlet plane (index 2) of the computational domain. The isentropic enthalpy h 2s at the outlet is a function of the inlet entropy s M 1 and the area averaged outlet static pressure p A 2 ,
Because the entropy s 1 at the inlet is well defined by the inlet boundary conditions, namely total pressure p 01 and total temperature T 01 , the isentropic enthalpy h 2s is therefore mainly defined by the boundary conditions as well. Due to mass flow averaging slight differences may occur for different geometries. However, the HiFi simulations are controlled by mass flow rate, therefore the differences are considered to be negligible. For the LoFi simulations the averaging is done in a different way. Instead of averaging over the whole inlet and outlet plane, a mass flow weighted average value for every single section i = 1 . . . n s is summed up and divided by the total mass flowṁ. Exemplary, the mass flow averaged enthalpy is obtained by
CORRELATION STUDY
In a Design of Experiment correlation study different airfoil geometries are evaluated by LoFi and HiFi simulations to compare efficiency predictions. For the correlation study 250 different geometries are evaluated for each a gas turbine second and fourth stage vane and blade. The three-dimensional shape of every airfoil is described in terms of approximately 55 parameters. Latin Hypercube sampling is used to sample the parameter space. Of course, both the low and high fidelity sampling plans are identical. The limits of the parameter space are determined visually to allow a variation in shape as great as possible while ensuring valid airfoil geometries. Figure 4 shows the corresponding scatter plots for the correlation study. The vertical axis shows the LoFi value, the horizontal axis shows the HiFi value. Both values are nondimensionalized by the inital HiFi efficiency (baseline). In each diagram the corresponding Pearson correlation coefficient is shown. A correlation coefficient of unity would expresses a perfect linear dependence between both quantities and all points would fall onto a straight line. For example, the fourth stage vane shows a strong correlation between the objective values of the LoFi and HiFi simulations. In contrast, the second stage vane shows only a weak correlation because of strong secondary flow effects due to the smaller aspect ratio, that are not captured by the LoFi simulations. In comparison to vanes blades show a larger offset from the ideal 
MULTI-FIDELITY SURROGATE MODELS
Traditionally, for multi-fidelity surrogate modeling a correction method is used that operates on the level of (scalar) output values. To approximate the HiFi objective function of interest by using only LoFi evaluations, a correction function, also called bridge function, is required. This correction function is unknown and needs to be approximated, it can be thought of as a response surface of the error between both fidelity models. Matching the LoFi model to the HiFi model can be done in an additive, multiplicative or combined way. Similar to co-kriging (Kennedy and O'Hagan 2000; Forrester et al. 2007 ) in this work a kriging based additive correction function is used to predict the HiFi objective values. The mathematical formulations for kriging can be found in Jones (2001), Forrester et al. (2008) , and Sacks et al. (1989) . In this work, for all kriging based models the R package DiceKriging (Roustant et al. 2012 ) is used with a Gaussian covariance kernel and default settings. This implies the (constant) trend function and the covariance parameters are estimated by Maximum Likelihood Estimation with analytical gradients for the likelihood function. In contrast to the kriging correction, the recently suggested GPOD method (Toal 2014 ) is based on the decomposition of several LoFi and HiFi computational domains into orthogonal basis functions. Unlike the kriging method the GPOD method operates at the level of the nodal values within the computational domain prior to any form of post-processing. This method was originally introduced for reconstruction and identification of facial images (Everson and Sirovich 1995; Sirovich and Kirby 1987) and in this scope is known as Karhunen-Loève procedure for gappy data. According to Sirovich's method of snapshots (Sirovich and Kirby 1987) , that was developed for image processing, a snapshot s s s is a vector that contains p gray values of an image 
consists of n snapshot vectors, that are all subject to different airfoil geometries, but share the same mesh topology for the underlying simulations. The data ensemble will be transferred to a standardized fluctuation matrix
where s s s = ∑ s s s i /n is the mean snapshot vector (ensemble average) and P P P a diagonal matrix consisting of the reciprocal standard deviations σ sd,i (i = 1 . . . p) of each variable
By standardization the fluctuations are compressed (or expanded) in all dimensions to unit variance. This new step has been introduced to ensure that the variations of the different flow quantities using different units of measurement (pressure in Pa, temperature in K, etc.) have an equal impact on the POD basis. Otherwise those variables whose variances are largest would dominate the first POD basis functions (Jolliffe 2002) . The orthogonal basis functions are calculated by factorizing the fluctuation matrix using singular value decomposition (SVD) or, to be more precise, a thin-SVD, where some matrix elements corresponding to zero singular values are omitted:
The column vectors of U U U = u u u 1 u u u 2 . . . u u u n ∈ R p×n are called the left singular vectors and are the principal components of the fluctuation matrix. They are a set of optimal basis vectors such that the difference between the fluctuations and their orthogonal projection onto this subspace is minimized. The diagonal matrix D D D ∈ R n×n holds the singular values σ i , i = 1 . . . n corresponding to the basis vectors. The matrix V V V ∈ R n×n holds the right singular vectors.
This set of basis functions calculated from an initial set of snapshot vectors can be used to reconstruct missing data for different snapshot vectors. Supposed, a new snapshot vector consists of known and unknown data ands s s is a trimmed version where missing elements are sorted out, than a fluctuation vector f f f can be calculated in the same manner as in Eq. 7 f f f = P P P s s s − s s s ,
where P P P and s s s are trimmed versions according to the missing elements of the snapshot vector. The aim of the GPOD method is to calculate a set of basis coefficient φ φ φ * for the previously calculated basis that represent the known snapshot data optimally
The coefficient vector φ φ φ * can be obtained by solving this system of equations using, e.g. a least square technique. Here, the coefficient vector is calculated using linear least squares. The complete fluctuation vector f f f * can now be obtained using the coefficient vector and the complete basis vectors
The complete snapshot vector s s s * can be obtained from s s s * = s s s + P P P −1 f f f * .
The snapshot vector s s s * contains both the approximations of the LoFi and HiFi flow values. The obtained HiFi flow values are the values of interest, that can be post-processed to obtain the desired scalar objective value.
MODEL VALIDATION AND COMPARISON
In this section the GPOD method is compared to the kriging method with particular focus on the accuracy of the prediction. For the comparison an initial set of airfoil geometries is evaluated by LoFi and HiFi to create the multi-fidelity surrogate model (training set). For the training set Latin Hypercube sampling is used to sample the parameter space with the same limits as in the correlation study presented previously. A second set of airfoil geometries that are not part of the training set are used for prediction and validation of the created surrogate models (validation set). For simplicity and to ensure comparability, the same validation set of 250 airfoil geometries is used that was used in the correlation study previously. In this step, the LoFi model is evaluated in addition to the actual HiFi objective values. The accuracy of the prediction can be measured by Pearson's correlation coefficient between the predicted and actual HiFi objective values. The ideal surrogate method would provide a high level of accuracy while requiring only few HiFi evaluations.
OBSERVED IMPROVEMENT
By using the same set of airfoil geometries for the correlation study and for validation, the improved prediction by using a multi-fidelity surrogate model can be shown in the same scatter plots used for the correlation study. The corresponding scatter plots are shown in Figure 6 : accuracy of prediction in dependency on used HiFi training samples are added successively to the training set and to ensure comparability the training sets among the different methods are the same for a row. For the kriging algorithm a minimal number of training samples on the order of the number of design parameters is required to build the surrogate model. Therefore, the initial surrogate model was constructed based on 55 HiFi evaluations. In contrast, the GPOD method has no direct link to the dimension of the design space. As expected, the higher the number of HiFi evaluations the better is the accuracy of the predictions. While initially the accuracy improves rapidly, it reaches convergence after only a few hundred training samples. Except for the fourth stage vane, the GPOD method gives better predictions than the kriging correction method for the same number of HiFi evaluations. For the fourth stage vane, there is no significant difference between both methods because of the initial high correlation between LoFi and HiFi objective values. For comparison, the correlation coefficients between LoFi and HiFi objective values determined in the correlation study are shown in the diagrams as a horizontal line. Note that the validation set is not a subset of the training set. Therefore, the predictions based on a small number of training samples can be worse when using a multifidelity surrogate model. For comparison, the accuracy of prediction using a single-fidelity model based only on the HiFi data is also shown. The single-fidelity models are also created by the mentioned kriging implementation and settings. Especially for low numbers of HiFi training The diagrams in Fig. 6 can be used to estimate the initial number of Latin Hypercube samples, which are used to create a surrogate model for use within an optimization. In case of single-fidelity optimization the initial number of samples is often estimated by the 10k rule of thumb, where k is the number of design parameters, so the initial number of samples is ten times the number of design parameters (Jones et al. 1998; Forrester et al. 2007) . For the examined multi-fidelity cases it was found that 1-3 times the number of design parameters is sufficient, because no significant improvement can be gained by adding further training samples.
COMPARISON OF BOTH METHODS
In comparison, both methods have their specific advantages. The kriging method operates only on the level of (scalar) output values and creating a surrogate model (with the used kriging implementation) is much faster, because not all nodes of the computational domain are involved and less time-consuming matrix operations are performed. But from a practical point of view, this is not a decisive advantage, because for both methods the time consumption for creating a suitable multi-fidelity surrogate model is negligible in contrast to the time required for the HiFi evaluations. A further advantage of the kriging method is the availability of error metrics that allow to calculate prediction errors, which can be used in sampling and optimization strategies by positioning infill points in areas of high uncertainty or high expected improvement (Jones 2001) .
On the other hand, the GPOD method has some specific advantages, that come along with the decomposition of the computational domain by SVD. The resulting basis functions and corresponding singular values can be interpreted in a statistical way. The eigenvalues λ i , that are related to the singular values by σ i = √ λ i , i = 1 . . . n, indicate how much variance can be explained by its associated basis function. Therefore, the importance of a basis function is expressed by its corresponding singular value. High singular values indicate that a high variance is observed in the snapshot ensemble in the direction of its associated basis function. A further advantage of the GPOD approach is that the entire HiFi domain with its nodal flow values is reconstructed from the corresponding LoFi domain. In the context of an optimization this can be used to observe additional constraints. For example, Fig. 8 shows contour plots of the static temperature of a rotating blade at approximately 90% span obtained from a LoFi simulation, a HiFi simulation and a GPOD prediction, respectively. The static temperature was chosen for demonstration purposes, because of the noticeable differences between LoFi and HiFi. In contrast to the LoFi results, the HiFi simulation gives a significant higher static temperature on the pressure side near the leading edge and shows a temperature gradient normal to the surface on the suction side near the trailing edge. The LoFi simulation is not capable to capture certain effects that lead to systematic errors in the LoFi results compared to the HiFi results. By using the GPOD prediction this systematic error can be reduced. The corresponding contour plot shows both the higher temperature on the pressure side near the leading edge and the temperature gradient on the suction side near the trailing edge.
CONCLUSION
In this work a GPOD based method for building multi-fidelity surrogate models is compared to a kriging based method. The aim of using multi-fidelity surrogate models is to reduce the number of expensive high-fidelity simulations by using cheaper low-fidelity simulations, while maintaining a level of accuracy close to that of the high-fidelity simulations. Here, multi-fidelity surrogate models are build upon a combination of 2D-/3D simulations in the scope of turbine airfoils under typical flow conditions. This is a novel combination in the fields of multi-fidelity surrogate modeling.
The GPOD method is based on the decomposition of the computational domain into basis functions. These basis functions and the LoFi computational domain is used to predict an unknown HiFi computational domain. The kriging correction method, on the other hand, utilizes a surrogate model, that is built based on the differences in the LoFi and HiFi objective values. For predicting an unknown HiFi objective value the LoFi objective value and the correction model is used.
Comparing the accuracy and the number of required HiFi evaluations to build the surrogate model, the GPOD method is superior for the examined cases. It does not only give a better prediction, but also needs fewer HiFi evaluations. For both methods the time consumption for creating a surrogate model is negligible in contrast to the time required for the initial HiFi simulations.
Moreover, the GPOD method offers some practical advantages. For this method it was found, that the convergence of accuracy of the predictions correspond to the convergence of the singular values. Therefore, the number of required HiFi evaluations for creating a multi-fidelity surrogate model can be estimated a priori. The GPOD method is capable of predicting the HiFi flow values of the entire computational domain, that can be used, for example, to evaluate additional constraints during an optimization. The kriging method, on the other hand, predicts only the HiFi objective values. Overall, in this context the GPOD method seems preferable to be used in a subsequent optimization.
