

















µ(h)(X) + f (X) + ϵ(h)
}
 
• h 番目の処置を受けると 1 で受けないと 0 になるランダムな割り
当て変数が T (h)，Y (h) と T (h) の交絡変数ベクトルが X (∈ Rp)，
f : Rp → R が非線形関数，ϵ(h) が N(0, σ2) にしたがう非観測変数
• (c(1), . . . , c(H))′ を
∑H
h=1 c
(h) = 0 なるコントラストとし，推定したい




• Ỹ = (Y1, . . . , Yn)′，T̃ (h) = diag(T
(h)
1 , . . . , T
(h)
n )，Ỹ (h) = (Y
(h)




′，X̃ = (X1, . . . ,Xn)′，µ̃(h)(X̃) = (µ(h)(X1), . . . , µ(h)(Xn))′，
f̃ (X̃) = (f (X1), . . . , f (Xn))
















傾向スコア e(h)(Xi) ≡ P(T
(h)








• W̃ (h)(T̃ (h), X̃) ≡ diag{T (h)1 /e
(h)(X1), . . . , T
(h)
n /e
(h)(Xn)} かつ T̃ =
(T̃ (1), . . . , T̃ (H))として W̃ (T̃ , X̃) ≡
∑H
h=1 c
(h)W̃ (h)(T̃ (h), X̃)と定義
•弱く無視できる割り当て条件のもとで一致性をもつ
準備：因果推論モデルに対する選択的推論 






∣∣∣ M̂ = M) ≥ 1− α
 




















c(h)µ(h)(X̃) と書けることを鑑み，η̃j ≡ X̃M (X̃ ′MX̃M )
−1ej として
η̃′jW̃ (T̃ , X̃)Ỹ の条件付き分布を考える
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因果推論モデルに対する LASSO 推定量の提案 
µ̃(h)(X̃) = X̃β(h) とし，X̃ の次元 p が高いことを想定して次を提案
β̂ = argmin
β
{∥∥W̃ (T̃ , X̃) Ỹ − X̃β∥∥22 + λ ∥β∥1}
 
• M̂ = {j : β̂j ̸= 0}，その 0でない推定量を集めたものを β̂M̂，その符
号を ŝM̂ = sign(β̂M̂ )と記すと，Karuch-Kuhn-Tucker条件より，任意
のモデルM (⊂ {1, . . . , p}) と任意の符号 s (∈ {−1, 1}|M |) に対して{








Ỹ ≤ b(M , s)
}
なる n× n 行列 A(M , s) と n 次元ベクトル b(M , s) が存在
主結果 

















は区間 [a, b] に切断した N(µ, σ2) の累積分布関数，XM =
(Xj)j∈M，Z̃ ≡ {In − D̃(T̃ , X̃)η̃′j}W̃ (T̃ , X̃)Ỹ
• D̃(T̃ , X̃)，V−s,j(Z̃, T̃ , X̃)，V
+
s,j(Z̃, T̃ , X̃)，γ
M
j (T̃ , X̃)，ζ
M
j (T̃ , X̃)，
τMj (Ỹ






定理 2（因果推論モデル版漸近多面体補題）：条件のもとで Ỹ † −














| M̂ = M , ŝM̂ = s
 
•実際には Ỹ † に代わる自然な推定量を用いる
数値実験：偽被覆率と信頼区間の比較
f : 0 or 線形 or 非線形，µ: 線形，e: ロジスティック，X : 離散 or 連続，
n: 1000，p: 25（零は 20，非零は 5）で選択的推論と普通の推論を比較
(TP:正しく棄却した変数数，FP:誤って棄却した変数数，FCR:偽被覆率)
X : 離散 X : 連続





















普 5.000 12.238 0.933 4.997 2.053 0.724
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