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Over the past few decades, visualization and application researchers have been
investigating vortices and have developed several algorithms for detecting vortex-like
structures in the flow. These techniques can adequately identify vortices in most
computational datasets, each with its own degree of accuracy. However, despite these
efforts, there still does not exist an entirely reliable vortex detection method that does not
require significant user intervention. The objective of this research is to solve this
problem by introducing a novel vortex analysis technique that provides more accurate
results by optimizing the threshold for several computationally-efficient, local vortex
detectors, before merging them using the Bayesian method into a more robust detector
that assimilates global domain knowledge based on labeling performed by an expert.
Results show that when choosing the threshold well, combining the methods does not
improve accuracy; whereas, if the threshold is chosen poorly, combining the methods
produces significant improvement.
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CHAPTER I
INTRODUCTION
1.1

Introduction
There is considerable debate regarding the long standing question of what defines

a vortex. The question has gained significance over the last few decades, as visualization
and application researchers have been investigating vortices, also called eddies, and have
developed several detection algorithms for analyzing vortex-like structures in a flow.
These techniques can correctly identify vortices, each with its own degree of accuracy, in
most computational datasets. However, despite these efforts, there still does not exist an
entirely reliable vortex detection method that does not require heavy user intervention.
Separation vortices and wake vortices are features of interest in many fluid
dynamics applications, especially for computational fluid dynamics (CFD) simulations of
turbulent flow, which generate large quantities of data [1]. Nonetheless, although
vorticity is mathematically well defined as a fluid element’s angular velocity, which is a
pointwise description of fluid rotation rather than a rotating flow, no universal, unified,
definition of a vortex has yet been agreed upon.
Intuitively, a fluid’s swirling motion around a central region is what defines a
vortex [2]. Understandably, it has been quite hard to turn this into a precise definition.
Lugt [2] suggested the following definition for a vortex: “A vortex is the rotating motion
of a multitude of material particles around a common center.” However consistent with
1

visual observations, this definition remains unclear, as it is not readily suitable for
implementation in an automated detection algorithm. This intuitive definition often
represents a vortex in terms of closed or spiraling streamlines or pathlines, local pressure
minima, and isovorticity contours and surfaces [3]. Nonetheless, spiraling streamlines or
pathlines can be obtained only for an onlooker moving with the vortex, i.e., closed
streamlines are only visible in the frame moving with the vortex, and the existence of a
local pressure minimum is not sufficient to guarantee the existence of a vortex [3]. For
the reasons given, Robinson [4] introduced a more formal definition of a vortex by
determining the conditions for detecting swirling flows: “A vortex exists when
instantaneous streamlines mapped onto a plane normal to the vortex core exhibit a
roughly circular or spiral pattern, when viewed from a reference frame moving with the
center of the vortex core.” Even though this definition might be appealing, and although
it depicts the innately global nature of a vortex, it remains problematic since it is selfreferential, as we must first know the vortex’s location, orientation, and speed [5].
Because there is a lack of an exact definition as to what constitutes a vortex,
existing methods may not always accurately identify a vortex, as they might inaccurately
pinpoint the existence of one when there is none, a false positive, or not pinpoint one that
does exist, a false negative. This research aims to solve this problem by introducing a
novel vortex analysis technique that provides more accurate results by merging several
existing, computationally-efficient, local vortex detectors into a more robust detector that
assimilates global domain knowledge that is based on expert labels. The proposed
approach is to merge various local detection techniques into a single detection algorithm
using the Bayesian method that will correctly identify vortices with a high degree of
2

accuracy, and without user intervention beyond the labeling process. For optimum
results, the new detection algorithm will include four state of the art detectors, which are:
the 𝜆2 -method [6], the -criterion [7], the Q-criterion [8], and the Г2 method [9].
1.2

Thesis organization
This thesis will be structured as follows. The first section will discuss the various

vortex detection methods based on the underlying physics, with an emphasis on the most
widely used local criteria that will be used as weak classifiers in this study, and their
limitations. The second section will detail the procedure by which optimum thresholds
were obtained for each of the weak classifiers and then explain the process by which
these weak classifiers can be combined into a single detection algorithm by using the
Bayesian method. The third section will discuss the results, and finally, the fourth section
will present closing remarks and point to potential future research.
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CHAPTER II
REVIEW
2.1

Taxonomy
Most vortex detection papers have proposed a classification of their precursors in

some way. Roth [10] employed three taxonomies to categorize the existing methods of
detection, in what is considered to be one of the most all-inclusive vortex detection
method classification strategies. These taxonomies rely on a definition of a vortex used
by the detector, if the method is Galilean invariant or not, and the nature of the
identification process (local or global).
2.1.1

First taxonomy
Every algorithm relies on an implicit definition that forms its basis. As previously

stated, the first taxonomy is based on underlying concept of what constitutes a vortex. A
vortex may be characterized as either a line or a region [10]. A line-based vortex
definition determines the necessary conditions to detect vortex core lines, which are
defined as a collection of adjacent line segments. These algorithms must accurately find
the intersection points of the vortex core line with the grid cells. Line-based algorithms
are especially advantageous for identifying individual vortices in proximity. A regionbased vortex definition determines the necessary conditions to detect contiguous grid
nodes (or cells) that exist in either the vortex or its core. Region-based vortex detection
algorithms are particularly advantageous in that they are much cheaper computationally,
4

and also much easier to implement. However, these can be challenging when it comes to
differentiating between nearby vortices [5].
2.1.2

Second taxonomy
The second taxonomy relies on whether or not the detection algorithms are

Galilean invariant (Lagrangian invariant). Nearly all vortex detection algorithms either
presume that the flow is steady (time-independent), or that that vortices move at a much
slower speed than the average fluid particle. Only when observed from a reference frame
moving with the vortex does the vortex demonstrate swirling motion in a time-varying
flow field [1, 4, 11]. As for unsteady (time-dependent) flows, meeting the Galilean
invariance criterion is necessary. Galilean invariant methods are not contingent on
velocity (i.e. vorticity, pressure). Consequently, the produced results are not affected if a
uniform velocity supplements the existing velocity field. Meeting this criterion is
particularly critical for tracing vortices in time varying flow fields [5].
2.1.3

Third taxonomy
The third taxonomy relies on whether the detection algorithms are local or global

in nature. Local detection methods only engage the grid cell’s local neighborhood when
identifying a vortex, e.g., velocity gradient tensor based methods. Global detection
methods engage non-local neighborhoods during the identification process, and they
include detecting streamlines in vorticity or velocity fields. From the aforementioned
vortex definitions [2, 4], it is obvious that vortices are global features. Consequently,
opting to use global methods to identify global features may be the better option. Global
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methods are essential for authenticating the detected result’s accuracy, despite their
higher computational cost [5].
2.2
2.2.1

Vortex detection algorithms
Helicity method
Based on the important connection between helicity and coherent structures in

turbulent flow fields, Levy et al. [12] employed normalized helicity 𝐻𝑛 , which is a scalar
quantity defined everywhere except for critical points, in order to extract vortex cores.
The scalar quantity 𝐻𝑛 is defined as
v∙ω

𝐻𝑛 = |v||ω|,

(2.1)

where v is the velocity, ω is the vorticity, and 𝐻𝑛 is the cosine of the angle between v and
ω. It is assumed that the angle between v and ω is small in regions near the vortex core.
In the extreme case, where v and ω are parallel, the helicity 𝐻𝑛 = ±1. In order to extract
vortex core lines, Levy et al. [12] proposed to first determine the helicity’s maximum
points, and then trace a streamline from those points in order to develop the core line. The
sign of 𝐻𝑛 determines the swirl’s direction with regards to the streamwise velocity
component (clockwise or counter clockwise) [12].
2.2.2

Swirl parameter method
Relying on the strong correlation between swirling motion and the existence of

complex eigenvalues in J (the velocity gradient tensor), Berdahl and Thompson [13]
introduced a vortex detection method that uses the intrinsic swirl parameter τ. The swirl
parameter is the ratio of 𝑡𝑐𝑜𝑛𝑣 to 𝑡𝑜𝑟𝑏𝑖𝑡 , where 𝑡𝑐𝑜𝑛𝑣 represents a convection time, and
𝑡𝑜𝑟𝑏𝑖𝑡 represents an orbit time. A more detailed definition of 𝑡𝑐𝑜𝑛𝑣 and 𝑡𝑜𝑟𝑏𝑖𝑡
6

characterizes the former as the time it takes a fluid particle to convect through 𝑅𝑐 (the
region of complex eigenvalues), and the latter as the time it takes a fluid particle to go
back to its initial angular position. Hence,
2π

𝑡𝑐𝑜𝑛𝑣 = |Im(λ )|,
c

(2.2)

where λc is the complex conjugate pair of eigenvalues, and Im(λc ) is its imaginary part
and,
L

𝑡𝑜𝑟𝑏𝑖𝑡 = |v |,
conv

(2.3)

where L is a length related to the size of the region of complex eigenvalues 𝑅𝑐 , and vconv
is the convection velocity in the direction of L.
As previously stated, τ is defined as the ratio of 𝑡𝑐𝑜𝑛𝑣 to 𝑡𝑜𝑟𝑏𝑖𝑡 . Rearranging the
previous equations, the swirl parameter τ can be defined as
𝑡

|Im(λ )|L

𝜏 = 𝑡𝑐𝑜𝑛𝑣 = 2π |v c | .
conv
𝑜𝑟𝑏𝑖𝑡

(2.4)

As τ becomes small, the fluid particle convects too fast through the region of complex
eigenvalues 𝑅𝑐 to be captured by the vortex. Consequently, when a region contains a
vortex, the swirl parameter is nonzero, and it reaches its peak value at the vortex core
[13].
2.2.3

Predictor-corrector method
Banks and Singer [14, 15] presented the vorticity-predictor method, which is used

to determine vortex core lines, assuming that pressure gradients support vortical motion.
This algorithm delineates vorticity lines, and then using the local pressure minimum, it
adjusts the prediction. The purpose of this process is to derive a skeleton approximation
7

to the vortex’s core. In order to trace vorticity lines, an initial set of seed points has to be
found. For that purpose, grid points with low pressure and high vorticity magnitude are
considered. Even though the aforementioned conditions are necessary to detect vortex
core lines, they are not sufficient, as a grid point may satisfy both conditions without
belonging to the vortex core [14, 15].
2.2.4

Eigenvector method
Sujudi and Haimes [16] introduced the eigenvector method, which is based on

critical-point theory. Their method aims at detecting vortex core lines. The underlying
assumption behind this approach is that the local flow pattern at a critical point is
determined by the eigenvectors and eigenvalues of the velocity gradient tensor J, and is
similar to the definition employed by Berdahl and Thompson [13]. However, certain
swirling flows do not include critical points in their center. In such cases, velocity vectors
are mapped onto the plane perpendicular to the real eigenvalue’s eigenvector, to
determine if they are nil, in which case, the point must belong to the vortex core. It is
presumed that the other two eigenvalues are a set of complex conjugate pairs [16].
2.2.5

Maximum vorticity method
The eigenvector method was first introduced by Strawn et al. [17] as a means to

determine the core of a vortex. It is defined as the local apex of the vorticity magnitude,
in a plane normal to the vorticity field. The incentive behind this method stems from
cases where several vortices have identical orientation and overlapping cores.
Consequently, the emerging velocity field displays a single rotational center [17]. Weak
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vortices may be removed by employing a threshold to eliminate of the cells with a low
vorticity magnitude [17].
2.2.6

Γ2 criterion
Graftieaux et al [9] introduced the Г2 method, which is a locally computed

function for determining the extent of the vortex. It evaluates the maximum eigenvalues
of the rotation and strain rate tensors, to determine the regions where rotation exceeds
strain [18]. The Г2 method computes the ratio || r ||/|| μ ||, where || r || is the maximum
eigenvalue of the rotation tensor matrix Ω and || μ || is the maximum eigenvalue of the
strain rate tensor S. Hence, if Г2 > 1, a point belongs to the vortex region [17, 18].
The choice of the threshold plays a crucial part in determining the efficacy of the
method. The reason for this is that the velocity gradients are computed using discrete
approximations and are noisy, and thresholds filter out the noise. The function 𝐿 labels
the flow field points as 1, if the local detector indicates the presence of a vortex, and 0 if
it does not, depending on the threshold of the detector and its operating characteristics.
For this method, the labeling function 𝐿 Г2 is strictly defined as
𝐿 Г2 (𝑥) = {

1, 𝑥 > 1
.
0, 𝑥 ≤ 1

(2.5)

However, practical implementations of the detection method require tuning the threshold,
in order to maximize the performance of the detector. Hence, using some form of expert
information, typically the visual appearance of an isosurface, a more practical definition
of the labeling function 𝐿 Г2 is
𝐿 Г2 (𝑥) = {

1, 𝑥 > 𝜀Г2
,
0, 𝑥 ≤ 𝜀Г2

where 𝜀Г2 is the corresponding threshold for the Г2-criterion.
9

(2.6)

2.3
2.3.1

The most widely used local vortex-identification criteria
Q-criterion
For an incompressible flow, Hunt et al. [8, 19] defines vortices as connected flow

regions, where rotation dominates strain, i.e., vorticity dominates deformation rate. Those
regions are characterized by a positive second invariant of ∇v, i.e., Q>0. Moreover, it is
necessary to have a rotation induced pressure minimum (the pressure in the eddy region
has to be lower than the ambient pressure) to determine the presence of a vortex. Hunt
defines the second invariant Q as
1

𝑄 = 2 (||Ω||² − ||S||²),

(2.7)

where: ||Ω|| = tr||ΩΩt ||1/2 is the rotation rate tensor, defined as the antisymmetric rotation
1
rate tensor Ω = 2

(𝛻𝑣 − (𝛻𝑣)𝑇 ). While ||S|| = tr||SSt ||1/2 is the strain rate tensor, defined
1

as the symmetric strain rate tensor 𝑆 = 2 (𝛻𝑣 + (𝛻𝑣)𝑇 ).
The second invariant Q quantifies the difference between rotation and strain rate
and the importance of the relationship between them. It is worth mentioning that the
second invariant Q being positive is not sufficient to guarantee the existence of a rotationinduced pressure minimum, even though is it usually implied [3, 18, 19, 20, 21, 23].
For compressible flows, the Q-criterion is ambiguous, as both the second invariant
of ∇v and the quantity (||Ω²| |- ||S²||)/2 have dissimilar physical meanings, and neither can
avoid dependency on a non-zero divergence.
For this method, the labeling function 𝐿𝑄 is strictly defined as
𝐿𝑄 (𝑥) = {

1, 𝑥 > 0
.
0, 𝑥 ≤ 0

A more practical definition of the labeling function 𝐿𝑄 is
10

(2.8)

𝐿𝑄 (𝑥) = {

1, 𝑥 > 𝜀𝑄
,
0, 𝑥 ≤ 𝜀𝑄

(2.9)

where 𝜀𝑄 is the corresponding tuned threshold for the Q-criterion.
2.3.2

𝛌𝟐 -criterion
The 𝜆2 criterion, first introduced by Jeong & Hussain [6], depends on dynamic

considerations, i.e., the existence of a local pressure minimum within the vortex. When
vortices are exposed to unsteady viscous effects, the principle of a local pressure minimum
in a plane is unsuccessful at identifying those vortices. When disregarding the unsteady
strain and viscous effects, the pressure Hessian S² + Ω² corresponds to the gradient of the
incompressible Navier–Stokes’ symmetric part as shown in the following equation
𝑆² + Ω² = −

1
𝜌

𝛻(𝛻𝑝).

(2.10)

The pressure Hessian may also be expressed as: ((𝛻(𝛻𝑝))𝑖𝑗 =𝜕 2 𝑝/𝜕𝑥𝑖 𝜕𝑥𝑗 ). Jeong &
Hussain [6] defined a vortex as a connected region in which the pressure Hessian has two
negative eigenvalues that are used to detect vortical motion [22]. If the symmetric S²+Ω²
has eigenvalues that are ordered largest to smallest, 𝜆1 ≥ 𝜆2 ≥ 𝜆3, and if the second
largest value is negative, then this point belongs to the vortex and has a rotation-induced
pressure minimum. Jeong and Hussain [6] define the relationship between the
eigenvalues of the symmetric tensor S² + Ω² and Q as
𝑄=−

1
2

1

𝑡𝑟(𝑆 2 + Ω2 ) = − 2 (𝜆1 + 𝜆2 + 𝜆3 ).

(2.11)

Comparing the 𝜆2 criterion to the Q criterion, it can be inferred that the former searches
for an excess of rotation relative to strain rate in a specific plane only, whereas the Q
criterion looks for it in all directions [6, 22].
11

Multi-variable calculus demonstrates that there are two necessary conditions for
the occurrence of a local pressure minimum in a plane: first, two eigenvalues of the local
pressure Hessian have to be positive, and second, the local pressure gradient component
has to be zero. Therefore, the point of planar pressure minimum might not be enclosed
inside the region where two of the pressure Hessian’s eigenvalues are negative (i.e. 𝜆2 <0)
as that region is less restrictive. Moreover, there is still some confusion regarding the
connection between the modified pressure distribution where both viscous and unsteady
terms are neglected, and the actual pressure distribution. Cucitore, Quadrio & Baron [23]
demonstrate that when flows are compressible (i.e., there is a nonzero divergence of
velocity, and the density gradient does not vanish), the notion of pressure Hessian as
explained above cannot be applied [22, 23]. They further prove that the Q criterion and
𝜆2 method are heavily related, since both methods are expressed in terms of rotation and
strain rates [22, 23].
The labeling function 𝐿𝜆2 for this method is strictly defined as
1, 𝑥 < 0
𝐿𝜆2 (𝑥) = {
.
0, 𝑥 ≥ 0

(2.12)

A more precise definition of the labeling function 𝐿𝜆2 is,
1, 𝑥 > 𝜀𝜆2
𝐿𝜆2 (𝑥) = {
,
0, 𝑥 ≤ 𝜀𝜆2

(2.13)

where 𝜀𝜆2 is the corresponding precise threshold for the 𝜆2 -criterion.
2.3.3

∆-criterion
Chong et al. [7] defines the 𝛥-criterion using critical point theory. For both

compressible and incompressible flows, in a local reference frame moving with a fluid
12

particle, a vortex core is identified by the region where two of the eigenvalues of 𝛻𝑣
make a complex conjugate pair resulting in a closed or spiraling streamline pattern
(producing periodic trajectories in the region neighboring the critical point) [2, 3, 22].
The underlying assumption when using instantaneous streamlines in unsteady flows is
that the velocity field is frozen at that moment in time [7, 22]. The characteristic equation
for ∇v can be written as:
𝜆3 + 𝑃𝜆2 + 𝑄𝜆 + 𝑅 = 0 ,

(2.14)

where P represents the first invariant of ∇v and is defined as: 𝑃 = −𝛁・𝒗, Q represents
the second invariant as defined previously, and R represents the third invariant and is
defined as R=−Det(∇v) [22].
For compressible cases, (i.e. P=0), the discriminant for equation (2.11) is defined
as
1

2

1

𝛥 = (2 𝑅) += (3 𝑄)3 .

(2.15)

As noted by Chakraborty et al. [22], when Δ is positive, 𝛻𝑣 has complex eigenvalues.
Chakraborty et al. [22] also argue that the condition Q>0 criterion is more restrictive than
𝛥 >0 [23].
The labeling function 𝐿Δ for this method is defined as:
𝐿Δ (𝑥) = {

1, 𝑥 > 0
.
0, 𝑥 ≤ 0

(2.16)

A more precise definition of the labeling function 𝐿Δ is
𝐿Δ (𝑥) = {

1, 𝑥 > 𝜀Δ
,
0, 𝑥 ≤ 𝜀Δ

where 𝜀Δ is the corresponding precise threshold for the 𝛥-criterion.
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(2.17)

2.4

Other vortex-identification approaches
Substantial research has been stimulated in recent years by the methods described

in the previous section. Like Jeong & Hussain [6], Kida and Miura [24] established a
kinematic swirl condition in order to improve the pressure-minimum scheme, since a
swirling motion and a sectional pressure are not always linked.
In order to identify vortices as structures, Cucitore et al. [23] present the concept
of non-locality, introducing a non-local, Galilean-invariant identification technique, since
all methods based on the gradient ∇v are pointwise and produce local vortexidentification criteria [3].
Zhou et al. [25] introduce a swirling-strength criterion based on the ∆-criterion,
that quantifies the strength of the local swirling motion within the vortex. Chakraborty et
al. [22] propose an analogous method to further improve the swirling-strength criterion
based on a local approximation of the nonlocal property, based on a local estimate of the
coherence of the structure [23].
Xiong et al. [27] characterizes a vortex as a region where all the fluid particles
have rotational velocity elements parallel to any point within that area, for a plane
perpendicular to the vorticity direction, also emphasizing that even though flow examples
are sufficient to discredit a vortex definition, they are not sufficient to verify it, because
of the preconceived notion of what constitutes a vortex, i.e., the underlying definition of a
vortex.
The most extensively used vortex definitions are not objective, as they depend on
the rotation of the reference frame in which the velocity is defined. Haller [28] relied on
Lagrangian stability considerations to introduce an objective and frame-independent
14

vortex definition. A vortex is defined as a “set of fluid trajectories along which the strain
accelerator tensor is indefinite over directions of zero strain” [28]. This definition is
particularly helpful when the choice of a reference frame is ambiguous, i.e., vortical
flows for rotating tanks, turbines, etc.
Wu et al. [26] state that the investigator’s intuitive and subjective concept of what
defines a vortex is what will determine the final choice of the criterion to use.
Subsequently, it is a requirement that a viable vortex definition should be able to
determine the vortex axis and recognize an arbitrary axial strain.
2.5

Incorporating global information into global detectors: expert-in-the-loop
In order to address the limitations inherent to each one of the local detectors,

Zhang et al. [20] employed adaptive boosting (AdaBoost) to introduce a compound
classifier that combines the four most widely used local detection algorithms. In order to
generate a global vortex detector, Zhang et al. incorporated an expert-in-the-loop with a
machine learning algorithm to improve results given by the local detection algorithm.
Similar to Wu et al. [26], the underlying assumption behind this approach is that an
expert in the field of fluid dynamics will identify the type of vortex that is of interest to
her or him. In the model presented by Zhang et al. [20], the expert-in-the-loop provides
non-local information that is missing from local detectors. Consequently, combining the
information from both the expert and local detectors enhances the machine learning
method’s ability to detect vortices, and make the resulting global vortex detector more
reliable than local detectors. Essentially, the expert labeling “tunes” the vortex detectors
to identify the vortices of interest. The expert labeling is based on a strategy suggested by
Robinson’s global vortex definition [4] and is further detailed in [20]. These expert
15

labels are employed as training data, and incorporated as ground truth in the machine
learning method, in this case AdaBoost [20]. The resulting compound classifier proved to
be efficient as it reduced misclassification rates relative to each one of the four weak
classifiers used in isolation. The work detailed in the following sections will further
investigate the same limitations addressed by Zhang et al. [20]. by introducing a novel
vortex analysis technique based on determining an optimum threshold for several
existing, computationally-efficient, local vortex detectors, and then merging them using
the Bayesian method into a more robust detector that assimilates global domain
knowledge through the labeling performed by an expert.
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CHAPTER III
METHODOLOGY
3.1

Optimizing the threshold
In the work reported here, the chosen weak classifiers are the 𝜆2 - method [6], the

Q-criterion [7], the ∆-criterion [8], and the Γ2 method [9]. Since the performance of each
weak classifier is sensitive to a given threshold, statistical methods are used to identify a
suitable value for each of these weak classifiers. The following measures are employed:
type I errors (false positives), type II errors (false negatives), sensitivity [30,31], and
specificity [30,31].
For a binary classification prediction problem (using only two classes), the
outcomes are labeled either as positive (p) or negative (n). For a given binary classifier,
there are four possible outcomes. If the outcome from a prediction is positive, and it is
classified as positive, then it is called a true positive (TP); however, if the actual value
is negative then it is said to be a false positive (FP), or type I error. In the same manner, if
the outcome from a prediction is negative, and it is classified as negative, then it is called
a true negative (TN); however, if the actual value is negative positive, then it is said to be
a false negative, or a type II error [30-36].
In this setting:


TP stands for True positive: node correctly identified by the weak classifier as
belonging to a vortex.
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FP stands for False positive: node incorrectly identified by the weak classifier
belonging to a vortex.



TN stands for True negative: node correctly identified by the weak classifier as
not belonging a vortex.



FN stands for False negative: node incorrectly identified by the weak classifier as
not belonging to a vortex.
For a group P positive instances of nodes belonging to a vortex and N negative

instances, a two by two confusion matrix or contingency table can be formulated
representing the four possible outcomes, as illustrated by Table 3.1.
Table 3.1

Confusion matrix
Actual Value
P

N

P'

True Positives

False Positive (Type I
error)

N'

False Negatives
(Type II error)

True Negatives

Prediction
Outcome

Several common metrics can be calculated from the confusion matrix, the two
most important ones being sensitivity and specificity, which measure the performance of
a binary classification prediction problem [30-36].


Sensitivity (Sen), also called True Positive Rate or Recall (TPR), measures the
proportion of positives correctly classified over the total number of positives, i.e.
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the proportion of nodes correctly identified as belonging to a vortex. High
sensitivity implies fewer false negatives and can mathematically be expressed as:
𝑇𝑃

𝑇𝑃

Sensitivity = 𝑃 = 𝑇𝑃+𝐹𝑁 .


(3.1)

Specificity (Spec), also called True Negative Rate (TNR), measures the
proportion of negatives correctly classified over the total number of negatives,
i.e. the proportion of nodes correctly identified as not belonging to a vortex. High
specificity implies fewer false positives and can mathematically be expressed as:
𝑇𝑁

𝑇𝑃

Specificity = 𝑁 = 𝑇𝑁+𝐹𝑃 .


(3.2)

False Positive Rate, or fall-out (FPR) measures the proportion of incorrectly
classified negatives over the total negatives. Mathematically, false positive rates
can be expressed as:
𝐹𝑃

𝐹𝑃

FPR = 𝑁 = 𝐹𝑃+𝑇𝑁 = 1 − TNR .


(3.3)

False Negative Rate (FNR) measures the proportion of incorrectly classified
positives over the total positives. Mathematically, false negative rates can be
expressed as:
𝐹𝑁

𝐹𝑁

FNR = 𝑃 = 𝐹𝑁+𝑇𝑃 = 1 − TPR .


(3.4)

Accuracy (ACC) measures the proportion of correctly classified positives and
negatives over the total number of positives and negatives. Mathematically,
accuracy can be expressed as:
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁

ACC = 𝑃+𝑁 = 𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁 .
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(3.5)



Error Rate (ERR) measures the proportion of incorrectly classified positives and
negatives over the total number of positives and negatives. Mathematically, the
error rate can be expressed as:
𝐹𝑃+𝐹𝑁

𝐹𝑃+𝐹𝑁

ERR = 𝑃+𝑁 = 𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁 .


(3.6)

Positive Predictive Value (PPV) or Precision measures the proportion of
correctly classified positives over the sum of correctly and incorrectly identified
positives. It should not be confused with sensitivity. Mathematically, precision
can be expressed as:
𝑇𝑃

PPV = 𝑇𝑃+𝐹𝑃 .

(3.7)

From equation (3.1), it can be seen that a sensitive classifier detects nodes that are
true positives, but also nodes identified by the weak classifier as false negatives. Equation
(3.2) shows that a specific classifier will pick up true negative nodes, but also nodes
identified by the weak classifier as false positives. Sensitivity and specificity are hence
intertwined, as the former quantifies reducing false negatives, and the latter quantifies
reducing the false positives. A trade-off between the two metrics is needed, and can be
represented by a Receiver Operating Characteristic Curve (ROC curve) [32, 33].
3.1.1

ROC space
A receiver operating characteristics (ROC) graph is a method for visualizing,

organizing, and selecting binary classifiers based on their performance at different
threshold settings [30-36]. They depict the tradeoff between true positive rates (Sen) and
false positive rates (1-Spec). ROC graphs are two-dimensional plots where the x-axis
depicts the FPR, and the y-axis depicts the TPR. Figure 3.1 illustrates an ROC graph for
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five classifiers (A, B, C, D, and E), where each classifiers returns a point (FPR, TPR) pair
that corresponds to a single point in the ROC space [30-36].

Figure 3.1

A basic ROC curve using five classifiers

Several points in the ROC graph are noteworthy. The lower left point (0,0) shows
neither true positives nor false positives. Adversely, the upper right point (1,1)
unconditionally issues both true positives and false positives. The lower right point (1,0)
unconditionally issues both false negatives and false positives, while the upper left corner
(0,1) represents perfect classification as it represents 100% sensitivity and specificity, i.e.,
it picks neither false negatives nor false positives [30-36].
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The line of no-discrimination is the diagonal TPR= FPR that divides the ROC
space. Completely random guesses would yield points along that diagonal, i.e., a
classifier that randomly predicts positives half of the time is expected to guess the
negatives just as often. Points above the segment that connects (0,0) and (1.1) represent
good classification results (better than random), whereas points below represent poor
classification (worse than random) [30-36]. In Figure 3.1, perfect classification is
represented by the point D. The point C lies within the random guess line, with B
performing better and E performing worse. A demonstrates the best predictive power
among A, B, C, and E.
The ROC plot is used to compare classifiers. In this context, the best prediction
occurs closest to the upper left corner (0,1) and furthest from the random line. Hence, the
best indicator of how much predictive power a classifier has is the distance from the
random guess line in either direction, and that is the criterion that will be used to
determine the threshold for each weak classifier [30-36].
3.1.2
3.1.2.1

Methods to find the optimum threshold
Distance 𝒅𝑹𝑶𝑪
As shown in the Figure 3.2 below, the distance 𝑑𝑅𝑂𝐶 of A is the length of segment

DA, and similarly, 𝑑𝑅𝑂𝐶 of B, C, and E are the lengths of DB, DC, and DE respectively. It
is observed that the distance 𝑑𝑅𝑂𝐶 of A is shorter than the distance 𝑑𝑅𝑂𝐶 of B, C or E,
which can be interpreted as classifier A being better than classifiers B, C, or E. As
aforementioned, the best classifier is the one whose performance in ROC space is closest
to the upper left corner (0,1), i.e., the classifier with the shortest 𝑑𝑅𝑂𝐶 [37].
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Figure 3.2

The distance 𝑑𝑅𝑂𝐶 for classifiers A, B, C, and E

The optimal threshold [37] to discriminate a vortex or non-vortex is obtained by
calculating 𝑑𝑅𝑂𝐶 for each observed threshold, and determining the point at which the 𝑑𝑅𝑂𝐶
is at a minimum value. First, a range of thresholds is selected that is assumed to contain
the optimum value. The range was initially large and was narrowed recursively. The
threshold range then is divided into equally spaced intervals, each representing a
candidate threshold. The classifier is run on each of these thresholds, and the results are
then mapped to the ROC space to obtain the 𝑑𝑅𝑂𝐶 values, which are calculated as:
𝑑𝑅𝑂𝐶 = √(1 − 𝑆𝑒𝑛)2 + (1 − 𝑆𝑝𝑒𝑐)2
where Sen and Spec designate sensitivity and specificity, respectively.
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(3.8)

3.1.2.2

Youden index
Youden Index J [38-44] is another statistic used in conjunction with the ROC

curve that explores the correlation between sensitivity (TPR) and specificity (FPR) (also
known as Informedness or Deltap’). The Youden Index J is used to support results
previously obtained through calculating 𝑑𝑅𝑂𝐶 . It defines the maximum difference
between TPR (Sen) and FPR (1 – Spec) defined as:
J = max[Sen+Spec]= max{TPR-FPR}

(3.9)

the magnitude of which gives the probability of an informed decision between the two
classes. The value of J ranges from -1 to 1, and has a zero value when there is an equal
number of true positives and false positives. A value of 1 indicates that there are no false
positives or false negatives, i.e., the test is perfect, and a value of 0 indicates a chance
performance. The value of J was obtained by performing a search of plausible values
where the difference between the TPR and the FPR was at its maximum [38-44]. It is
observed that from the Figure 3.3 below that D represents perfect classification as its
Youden index J has a value of 1. A performs better than classifiers B, C, and E, as C has a
value of 0 and E has a negative value.
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Figure 3.3

3.2

Youden index for classifiers A, B, C, D, and E

Multi-model ensemble averaging using the Bayesian method
After optimizing the threshold, the Bayesian method [45-47] is used to combine

the λ2 - method, the Q-criterion, the ∆-criterion, and the Γ2 method into a more robust
detector that assimilates global domain knowledge that is based on labeling performed by
an expert. The Bayesian approach uses subjective probabilities to express the degree of
belief in a statement. The purpose behind this approach is to obtain posterior distributions
of the model being correct (weights), which will then be combined into an ensemble
method. The Bayesian method’s main components are: defining a probability model for
the data, deciding on a prior distribution, constructing a likelihood function, determining
a posterior distribution with useful model summaries, and finally, incorporating the
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weights obtained into an ensemble method. These steps will be further explained in the
next section [45-47].
3.2.1

Data model
This process involves determining a probability distribution [45-47] for the data

model. For a dataset of n nodes (𝑦1…𝑦𝑛 ), with θ the probability that a randomly selected
node is contained within a vortex, a probability function p(𝑦𝑖 | θ) is formulated where 𝑦𝑖
is conditional on θ. It is assumed that 𝑦𝑖 independently follows a Bernoulli distribution
based on the probability θ, where the Bernoulli distribution is a discrete
distribution having two possible outcomes labelled either 0 or 1. The probability
distribution is given by
p(𝑦𝑖 |θ) = θ𝑦𝑖 (1 − θ)1−𝑦𝑖 for i = 1,2 … n .
3.2.2

(3.10)

Prior distribution
After choosing a data model, a prior distribution [45-47] must be determined. The

prior distribution expresses knowledge about the model parameter before the data is
observed. This process can either be informative, or noninformative. An informative prior
distribution is a subjective approach that employs prior information about the problem
(either based on other data or an expert’s opinion) to form a prior distribution that
correctly conveys information about the model [45-47]. A noninformative prior
distribution on the other hand is objective. It is used to express ignorance about the model
parameters, as no prior information exists before observing the data, and works by
assigning equals weight to all the values in the model [45-47].
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Since prior knowledge about the data exists and can be used as ground truth
(through the expert labels), an informative prior distribution will be used. The process of
manually extracting a vortex is detailed in the paper by Zhang et al, and can be
summarized as follows: The first step is to determine a region of the flow field containing
a vortex. Then, a seed line is introduced and its position is iteratively adjusted, whilst a
translational velocity of the reference frame is used to produce a set of streamlines that
exhibit coherence, and that pass through a domain expected to contain a vortex. Then, the
expert manually selects the mesh nodes contained within the adjacent regions labeled as
including vortices. Finally, the points included within the vortex are marked using a
selection tool with binary flags (0 meaning no, and 1 meaning yes) [20].
According to the expert
{

𝑦𝑖 = 1
𝑦𝑖 = 0

if a vortex
if not a vortex

for i = 1,2 … n

(3.11)

In the Bayesian analysis, the Beta distribution is used as the prior distribution for
binomial proportions, with defined parameters α and β, to express prior knowledge about
the data. The value α + β has an interpretation as the amount of information about θ
viewed as a sample size. A Bernoulli probability of θ~Beta (α, β) is assumed, and the
probability function is expressed as:
p(θ| α, β) =

Г(α+ β)
Г(α)Г(β)

θ α−1 (1 − θ)β−1

(3.12)

where Г represents the Gamma function, which is an extension of the factorial function,
with its argument shifted down by 1. For a positive integer n: Γ(n) = (n−1)!
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3.2.3

Likelihood function
After deciding on a prior distribution, the likelihood function [45-47] is

constructed. In the Bayesian method, the likelihood function is the probability function
p(𝑦𝑖 | θ) where 𝑦𝑖 is conditional on θ, that treats the observed data as fixed quantities and
does not rely on the expert labels. It is hence given by:
L(θ|y) = ∏𝑛𝑖=1 θ 𝑦𝑖 (1 − θ)1−𝑦𝑖

(3.13)

According to weak classifier:
{

3.2.4

𝑦𝑖 = 1
𝑦𝑖 = 0

if a vortex
if not a vortex

for i = 1,2 … n

(3.14)

Posterior distribution
After determining both the prior distribution and the likelihood, Baye’s theorem

(which is a direct mathematical formula for calculating conditional probabilities) is
applied to obtain the posterior distribution [45-47]:
p(θ|y) =

p(θ)p(θ|y)

∫

=
p(θ)p(θ|y)dθ

p(θ)L(θ|y)
p(y)

∝ p(θ)L(θ|y)

(3.15)

To put it simply, the posterior distribution is obtained by multiplying the prior
distribution and the likelihood, and dropping the normalizing constants that are
independent of θ.
The posterior mean and mode of θ, which are the two most common point
estimates for a parameter can be calculated. For a Beta distribution with parameters α
α

α−1

and β, the mean is α+ β, and the mode is
. The posterior mean estimate of θ,
α+ β−2
which is the most accurate value of θ, is the final weight that will be allocated to each
weak classifier [45-47].
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3.2.5

Ensemble method
For the four local detectors employed in this study, 𝑓1 , 𝑓2 , 𝑓3 , 𝑓4 quantify

respectively the 𝜆2 - method, the Q-criterion, the ∆-criterion and the Γ2 method. The
probability function p(y|𝑓𝑖 ) denotes the posterior model for 𝑓𝑖 being correct given the
training data, and p(y) denotes the sum of the individual model posterior distribution,
weighted by their probabilities, as given by
p(y) = ∑4𝑖=1 θ𝑖 𝑓𝑖 .

(3.16)

For a probability w above which the ensemble mode p(y) returns positive results,
equation (3.16) yields to:
𝐿(𝑥) = {

1,
0,

𝑝(𝑦) ≥ 𝑤 ∗ ∑4𝑖=1 θ𝑖
.
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(3.17)

If w=0.5, more than 50% of the weighted methods return positive results
𝐿(𝑥) = {

1,
0,

𝑝(𝑦) ≥ 0.5 ∗ ∑4𝑖=1 θ𝑖
.
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
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(3.18)

CHAPTER IV
RESULTS
4.1

Demonstration of method for determining the optimum threshold
In this chapter, the results of various experiments are presented and discussed.

The data set used is the flow around a tapered cylinder, as illustrated in Figure 4.1 [48]. It
represents an unsteady, incompressible, three-dimensional, low Reynolds number flow
around a tapered cylinder perpendicular to the primary flow direction with a spanwise
variation in vortex shedding frequency that results in vortices inclined with reference to
the cylinder’s axis [48].

Figure 4.1

View of the tapered cylinder computational domain
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The chosen weak classifiers used to visualize vortices are the 𝜆2 - method, the Qcriterion, the ∆-criterion, and the Γ2 method. The domain expert [20] labeled vortices in
candidate blocks of the flow field (the technique is further detailed in the paper by Zhang
et al.). Figure 4.2 shows an example of this process where an isosurface of the derived
quantity 𝜆2 (given a threshold of -0.00001) is used to illustrate the location of the vortices
in the wake behind the cylinder.

Figure 4.2

Isosurface of 𝜆2 for a -0.00001 threshold

Since the performance of each weak classifier is sensitive to a user-specified
threshold, the ROC statistical method is used to identify a suitable value for each of these
weak classifiers that reflects the best agreement with the expert labels. First, ROC [30-36]
curves are plotted for various methods and various samples of data with different
31

compositions. Then, results from the Bayesian analysis, which attempts to combine the
different methods, are discussed.
In this experiment, a Matlab code was used to select a data sample consisting of
2100 points. 70% of the points in the sample were labeled by the expert as belonging to a
vortex, whereas 30% were labeled as not belonging to a vortex. Following the method
explained in chapter III, figure 4.3 shows the ROC curve for each of the weak classifiers.
The true positive rate is plotted on the y axis and the false positive rate is plotted on the
x-axis for a thousand threshold values. This curve is used to compare classifiers and
chooses the one that is closest to (0,1) and furthest from TPR=FPR. Informally, one
point in ROC space is better than another if it is to the northwest of the first, i.e. the true
positive rate is higher, the false positive rate is lower, or both.
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Figure 4.3

ROC curve for each of the four weak classifiers

The ROC curve was also used to determine an optimum threshold for a given
classifier. Following the method explained in chapter III, first, a range of thresholds was
selected that was assumed to contain the optimum value. The range was initially large
and was narrowed recursively. The threshold range then was divided into equally spaced
intervals, each representing a candidate threshold. The classifier was run on each of these
thresholds, and the results were then mapped to the ROC space to obtain the 𝑑𝑅𝑂𝐶 values,
which were calculated as
𝑑𝑅𝑂𝐶 = √(1 − 𝑆𝑒𝑛)2 + (1 − 𝑆𝑝𝑒𝑐)2,
where Sen and Spec designate sensitivity and specificity, respectively. The optimal
threshold to discriminate a vortex or non-vortex was obtained through calculating
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(4.1)

𝑑𝑅𝑂𝐶 for each observed threshold, and determine the point at which the 𝑑𝑅𝑂𝐶 was at a
minimum value. Figure 4.4 illustrates the optimum threshold for each of the weak
classifiers in terms of the distance.

Figure 4.4

Distance versus threshold for each of the weak classifiers

Youden Index J (illustrated in figure 4.5) is another statistic used in conjunction
with the ROC curve that explores the correlation between sensitivity (TPR) and
specificity (FPR) (also known as Informedness or Deltap’). As explained in chapter III,
the Youden Index J is used to support results previously obtained through
calculating 𝐷𝑅𝑂𝐶 . It defines the maximum difference between TPR (Sen) and FPR (1 –
Spec) defined as
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J = max[Sen+Spec]= max{TPR-FPR},

(4.2)

the magnitude of which gives the probability of an informed decision between the two
classes. The value of J ranges from -1 to 1, and has a zero value when the returned results
show an equal number of nodes belonging to a vortex and nodes not belonging to a
vortex. A value of 1 indicates that there are no false positives or false negatives, i.e. the
test is perfect, and a value of 0 indicates a chance performance. The value of J was
obtained by performing a search of plausible values where the difference between the
TPR and the FPR was at its maximum.

Figure 4.5

Informedness versus threshold for each of the weak classifiers
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It can be seen from figure 4.6 that the accuracy of the four classifiers studied in
this experiment ranges from 78.91% to 84.17% when optimal thresholds are employed.
As for the percentage of precision, it ranges from 60.43% to 70.88%. It can also be seen
that there is a good tradeoff between the true positive rate and the false positive rate, as
well as between the true negative rate and the false negative rate. As a result, the
optimum threshold performs well in this sample. It is worth mentioning that while the 𝜆2 method, the Q-criterion, and the ∆-criterion perform almost equally as well, it is shown
that Γ2 returns less accurate results.

Figure 4.6

Tapered cylinder – comparison of the four weak classifiers after optimizing
the threshold

Although the method followed in this experiment is the same method that Zhang
et al. [20] used to determine the optimum threshold, and although the same data was used
[20], significantly different results were obtained; the accuracy ranged between 55% and
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65%, and the precision ranged between 20% and 29% [20]. The reason behind such
discrepancies remain unclear.
4.2

Sensitivity of threshold to training data selection
In this experiment, a Matlab code was used to randomly select two other samples

of data which vary in both size and composition from the sample studied above. The first
sample contains 2100 points, chosen such that there are twice as many non-vortex
samples as there are vortex samples. The second sample contains 1400 points, chosen
such that the number of vortex and non-vortex samples were roughly balanced). The
third sample contains a thousand nodes, chosen such that there are twice as many vortex
samples as there are non-vortex samples.

Figure 4.7

ROC curve for each of the four weak classifiers for the second sample
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Figure 4.8

ROC curve for each of the four weak classifiers for the third sample
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Figure 4.9

Distance versus threshold for each of the weak classifiers for the second
sample
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Figure 4.10

Distance versus threshold for each of the weak classifiers for the third
sample
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Figure 4.11

Informedness versus threshold for each of the weak classifiers for the
second sample
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Figure 4.12

Informedness versus threshold for each of the weak classifiers for the third
sample

It can be seen from figures 4.3- 4.5, 4.7, and 4.8- 4.12 for the different samples
that the performance of all four weak classifiers is sensitive to its threshold, hence the
importance of choosing the correct value. For these three samples, the shape of the curves
and the value of the threshold does not change much from sample to sample, and
whatever slight variation that can be observed is due to the degree of refinement of the
range. It can be concluded that the composition of a sample does not greatly influence the
value of the threshold assuming the training sample is sufficiently large. It can also be
inferred that a threshold that performed well for a large sample, will not necessarily
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perform as well for a very small sample. The reason is that randomized, large samples of
data are most likely to contain diversified data (a large number of nodes that belong to a
vortex and nodes that do not), whereas an extremely small sample may not be as random
(and may only contain nodes that do belong to a vortex or nodes that do not), which will
corrupt the results.
It is also worth mentioning that for 𝜆2 , signs were inverted for consistency; hence
the actual threshold is the negative of the value that is shown on the graphs.
4.3

Ensemble Bayesian method using optimum threshold
The Bayesian analysis can be outlined in five steps:
1. Define a probability model for the data.
2. Decide on a prior distribution by conditioning the model based on the observed
data. -The prior distribution measures the uncertainty in the values of the model
parameters before observing the data.
3. Examine the data and calculate the likelihood function, which is then combined
with the prior distribution. The prior distribution measures the uncertainty in the
values of the model parameters after observing the data.
4. Make changes and iterate if the results are not reasonable.

5. Incorporate the weights obtained into an ensemble method.
For the data sample containing 2100 nodes, 𝑦𝑖 represents the data to be observed,
for i=1, 2...2100, with
{

𝑦𝑖 = 1
𝑦𝑖 = 0

if a vortex
if not a vortex
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for i = 1,2 … 2100 ,

(4.3)

where θ is the probability that a randomly selected point is within a vortex, assuming that
𝑦𝑖 independently follows a Bernoulli distribution based on the probability θ. That is:
p(𝑦𝑖 |θ) = θ𝑦𝑖 (1 − θ)1−𝑦𝑖 for i = 1,2 … 2100 .

(4.4)

According to the expert labels: 33.33% of the nodes in the sample belong to a vortex.
Based on this information, a prior distribution is formulated.
A Bernoulli probability of θ~Beta (α, β) is assumed, that is: θ has a Beta
distribution with defined parameters α and β. The probability function is expressed as
p(θ| α, β) =

Г(α+ β)
Г(α)Г(β)

θ α−1 (1 − θ)β−1 ,

(4.5)

with Г being the Gamma function.
The value α + β has an interpretation as the amount of information about θ
viewed as a sample size. In this experiment: α = 700, and β =1400. The choice θ~Beta
(700, 1400), is sensible, as this distribution has a mean of

α
700
=
= 0.3333,
α+ β 700+1400

which is the estimate given by the expert label.
For the 𝜆2 criterion, 733 nodes were found to belong to a vortex (positives). Thus,
733 nodes have 𝑦𝑖 = 1, and the remaining 1367 have 𝑦𝑖 = 0. The likelihood is hence
given by
𝑦𝑖
1−𝑦𝑖
L(θ|y) = ∏2100
,
𝑖=1 θ (1 − θ)

(4.6)

733
L(θ|y) = ∏2100
(1 − θ)1367 ,
𝑖=1 θ

(4.7)

The posterior distribution is proportional to the product of the Beta prior
distribution (with parameters α = 700, and β =1400) and the likelihood
Г(2100)
θ 732 (1 −
Г(700)Г(1400)

p(θ|y) ∝ p(θ| α, β)L(θ|y) ∝ (
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θ)1366 ) ∝ θ 700 (1 − θ)1400, (4.8)

p(θ|y) ∝ p(θ| α, β)L(θ|y) ∝ θ 732 (1 − θ)1366 ∝ θ 700 (1 − θ)1400 ,
∝θ

1432

(4.9)

(1 − θ)2766 .

(4.10)

In the prior distribution, the normalizing constant will be discarded as it is
independent of θ. Note that the final expression is proportional to a Beta distribution with
parameters α = 1433, and β=2767. Hence, the posterior distribution (the probability of a
node belonging to a vortex) is: θ|y ~ Beta(1433, 2767)
The posterior mean and mode of θ, which are the two most common estimates
can be calculated. For a Beta distribution with parameters α and β, the mean is
the mode is

α−1

α
α+ β

, and

. The posterior mean estimate of θ, which is the most accurate value

α+ β−2

of θ, is
1433−1

Mode (θ|y) = 1433+2767−2 = 0.3411.

(4.11)

Similarly, the mode is calculated for the Q-criterion, the ∆-criterion, and the Γ2 method,
and the following results were obtained:
For the Q-criterion: Mode (θ|y) = 0.3432
For the ∆-criterion: Mode (θ|y) = 0.3432
For the Γ2 method: Mode (θ|y) = 0.3847.
When comparing the probability θ that a randomly selected node is within a
vortex, it can be seen that the Γ2 method is more likely to return accurate results than the
other two methods, which is not reasonable. As mentioned before, the Γ2 method showed
some unexplained discrepancies; in all three samples studied in this work, the optimum
threshold for Г2 was approximately 0.85, when according to literature, its value should
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be equal or higher than 1. Furthermore, the Γ2 method has proven to be less accurate than
the other three local detectors by up to 6%, and less precise by up to 10%. A reasonable
explanation as to why such results were obtained is that the Γ2 method identified false
positives more frequently than the 𝜆2 - method, the Q-criterion, or the ∆-criterion.
Therefore, more error is introduced, negatively influencing the results.
The next section will detail a modified Bayesian method that penalizes the false
positives and gives more weight to the correctly identified nodes.
4.4

Modified ensemble Bayesian method
Instead of calculating the posterior distribution as the product of the Beta prior

distribution and the likelihood function with parameters α and β, signifying respectively
the number of nodes belonging to a vortex, and the number of nodes not belonging to a
vortex, the α and β parameters will change to signify respectively, the number of nodes
correctly identified as belonging to a vortex, and the number of nodes incorrectly
identified as belonging to the vortex, resulting in α = 509, and β =224. Hence, since
information about the prior distribution will be inferred in the new variation of the
α and β parameters (the new α and β parameters rely on the expert label), the new
posterior distribution will be expressed as:
p(θ|y) ∝ θ

509

(1 − θ)

224

(4.12)

As mentioned previously, the posterior distribution is proportional to the product
of the Beta prior distribution (with parameters α = 700, signifying the number of nodes
identified by the expert as belonging to the vortex and β =1400) and the likelihood (with
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parameters α = 733, and β=1367). The value α + β = 733 can be interpreted as the
number of nodes positively identified by the 𝜆2 - method as belonging to a vortex.
α−1

The posterior mean estimate of θ, defined as α+ β−2, is the most accurate value
of θ, and is the final weight allocated to the weak classifier, where
509−1

Mode (θ|y) = 509+224−2 = 0.6949.

(4.13)

Similarly, the mode is calculated for the Q-criterion, the ∆-criterion, and the Γ2 method,
and the following results are obtained:
For the Q-criterion: Mode (θ|y) = 0.6837.
For the ∆-criterion: Mode (θ|y) = 0.7094.
For the Γ2 method: Mode (θ|y) = 0.6046.
These modified weights make more sense than the ones previously calculated, as they
more correctly reflect the observed accuracy of the methods.
For each node in the sample, and depending on the threshold of the detectors and
the weights allocated to them, a function that combines the four local is defined as
follows:
Including the Γ2 method
𝐿(𝑥) = {

1,
0,

0.6949 ∗ 𝜆2 + 0.6837 ∗ 𝑄 + 0.7094 ∗ ∆ + 0.6046 ∗ 𝛤2 ≥ 1.3455
.
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(4.14)

Disregarding the Γ2 method:
1,
𝐿(𝑥) = {
0,

0.6949 ∗ 𝜆2 + 0.6837 ∗ 𝑄 + 0.7094 ∗ ∆ ≥ 1.0433
.
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(4.15)

In figure 4.13, it can be seen that including or excluding the Γ2 method does not affect
the results. Also, while combining the method has significantly increased precision and
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accuracy and decreased the error rate for the Γ2 method, it did not make a significant
improvement for the other three detectors.
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Figure 4.13

Q

Delta

Gamma2

Precision

Accuracy

Error Rate

False Positive Rate

True Negative rate

False Negative rate

Comb w G2

Comb w/o G2

True Positive Rate

Tapered cylinder – comparison of the four weak classifiers after optimizing
the threshold with the combined method

It can also be observed that the combined method only performs as well as the
best performing detector. One reasonable explanation could be that through optimizing
the thresholds, the performance of each detector has reached its peak possibly due to
limitations in the expert labeling process.
4.5

Comparison of Bayesian results for non-optimum thresholds
As mentioned in the previous section, one reasonable explanation behind the lack

of improvement in the performance of the combined method is that the local detectors
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have performed at their best after optimizing the thresholds, implying that for nonoptimum thresholds, there still could be an improvement when combining the methods.
To verify the veracity of this statement, non-optimum thresholds with an accuracy set at
50% and precision set at approximately 38% have been applied to each local detector,
and then combined using the combining function L. The following results are obtained:
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Figure 4.14
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Tapered cylinder – comparison of the four weak classifier (using a nonoptimum threshold) with the combined method.

In figure 4.14, it can be observed that that accuracy has increased by nearly 30%
after combining the methods, whereas precision increased by nearly 40%. Also, false
positive rates decreased by nearly 50% while true negative rates have increased by nearly
50%. This proves that combining the methods does actually improve the performance of
the classifiers. It can be concluded that when the threshold is well chosen, combining the
methods does not appreciably improve accuracy and precision, whereas when the
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threshold is chosen poorly, combining the methods shows significant improvement. This
is a significant result in that fewer points will need to be labeled by the expert. Hence,
less user input will be required. Further, the accuracy of the combined method does not
strongly depend on the threshold.
4.6

Application of the ensemble method on specific vortex blocks
The ensemble method has so far been based on randomly selected data. However,

to evaluate how efficient optimizing the threshold and combining the methods truly is,
the ensemble method using an optimum threshold is applied to two vortex blocks 12200a
and 12350a (with 12200 and 12350 being the timesteps).
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4.6.1

Block 12200a

Figure 4.15

(a)

(b)

(c)

(d)

Block 12200a
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(e)

(f)

(g)

(h)

Figure 4.15 (continued)
(a) Location of the block, (b) streamlines in the block in the reference frame moving with
the vortex, (c) expert label, (d) combined method with 𝛤2 (e) 𝜆2 , (f) Q, (g) ∆, (h) 𝛤2

The relative performance of the classifiers in block 12200a is illustrated in Figure
4.15. Through comparing the nodes selected (represented by pink spheres) by the various
methods as belonging to a vortex with those selected by the expert labeling, it is observed
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that while the compound classifier is no worse than the individual methods, it also does
not introduce significant improvement as it behaves exactly like the λ2 method after a
calibrated threshold was used on each one of the four local detectors. While the
compound classifier reproduces the expert label with an 82% accuracy and 68% precision
as quantitatively illustrated by Figure 4.16, it still has an 18% error rate, with a 15% false
positive rate and a 23% false negative rate. It is also shown that there is no difference in
behavior whether the Γ2 method is used or not.

Figure 4.16

Tapered cylinder – single block comparison (block12200a)
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4.6.2

Block 12350a

Figure 4.17

(a)

(b)

(c)

(d)

Block 12350a
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(e)

(f)

(g)

(h)

Figure 4.17 (continued)
(a) Location of the block, (b) streamlines in the block in the reference frame moving with
the vortex, (c) expert label, (d) combined method with 𝛤2. (e) 𝜆2 , (f) 𝑄, (g) ∆, (h) 𝛤2.

The relative performance of the classifiers in block 12350a is illustrated in Figure
4.17. It is observed that the compound classifier does a poor job at representing the expert
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label, as it overestimates the extent of the vortex by picking many false positives. Again,
the compound classifier did not show significant improvement compared to the four local
detectors as it behaves exactly like the 𝜆2 method after a calibrated threshold was used on
each one of the methods. However, it is worth mentioning that the individual methods
performed poorly after the threshold was optimized, in comparison with block 12200a.
As quantitatively illustrated in Figure 4.18, precision was very low to begin with, ranging
between 45 and 53% for the four local detectors. Similarly to block12200a, it is shown
that there is no difference in behavior whether the 𝛤2 method is used or not
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Figure 4.18
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CHAPTER V
CONCLUSIONS
The effect of optimizing the threshold for four state of the art vortex detectors
(namely, the 𝜆2 -method, the -criterion, the Q-criterion, and the Г2 method), and
merging them into a single detection algorithm using the Bayesian approach was
investigated.
The data set used was the flow around a tapered cylinder. It represents an
unsteady, incompressible, three dimensional, low Reynolds number flow around a
tapered cylinder perpendicular to the primary flow direction with a spanwise variation in
vortex shedding frequency that results in vortices inclined with respect to the cylinder’s
axis.
Since the performance of each weak classifier is sensitive to a user-specified
threshold, the ROC statistical method was used to identify a suitable value for each of
these weak classifiers that reflects the best agreement with the expert labels.
After optimizing the threshold, the Bayesian method was used to combine the 𝜆2 method, the Q-criterion, the ∆-criterion, and the Γ2 method into a more robust detector
that assimilates global domain knowledge that is based on labeling performed by an
expert using the global vortex definition of Robinson [4]. The Bayesian approach used
subjective probabilities to express the degree of belief in a statement. The purpose behind
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this approach was to obtain the posterior distributions of the model being correct
(weights), which were then combined into an ensemble method.
The results obtained in this study lead to the following conclusions:


The optimum threshold performed rather well on a random sample, as it showed
a good tradeoff between the false positive rate and the true positive rate.



After optimizing the threshold for the 𝜆2 - method, the Q-criterion, the ∆-criterion,
and the Γ2 method, it was shown that the latter method returned less accurate
results than the three former methods.



The composition of the sample data did not greatly influence the value of the
threshold and its accuracy, assuming that the training sample was sufficiently
large.



For an optimized threshold, combining the local detectors did not return better
results than the individual methods, which is contradictory to was found in the
research by Zhang et al [20].



For a non-optimum threshold, combining the methods returned much better
results in terms of accuracy and precision, which is significant in that fewer
points will need to be labeled by the expert.



Including the Γ2 method or excluding it did not make a difference.



The compound classifier performed differently on different blocks of data
containing single vortices because of thresholding; the calculated global
threshold was not valid for any given block of data.
Future efforts will focus on a more in depth investigation of how to better

optimize the thresholds without resorting to the labeling of large sets of data, as well as
58

investigating other statistical methods to combine local detectors into a more robust
compound classifier.
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