The Differential Evolution (DE) is a floating-point encoded evolutionary strategy for global optimization. It has been demonstrated to be an efficient, effective, and robust optimization method, especially for problems containing continuous variables. This paper concerns applying a DE-based algorithm to training Radial Basis Function (RBF) networks with variables including centres, weights, and widths of RBFs. The proposed algorithm consists of three steps: the first step is the initial tuning, which focuses on searching for the center, weight, and width of a one-node RBF network, the second step is the local tuning, which optimizes the three variables of the one-node RBF network -its centre, weight, and width, and the third step is the global tuning, which optimizes all the parameters of the whole network together. The second step and the third step both use the cycling scheme to find the parameters of RBF network. The Mean Square Error from the desired to actual outputs is applied as the objective function to be minimized. Training the networks is demonstrated by approximating a set of functions, using different strategies of DE. A comparison of the net performances with several approaches reported in the literature is given and shows the resulting network performs better in the tested functions. The results show that proposed method improves the compared approximation results.
INTRODUCTION
Radial Basis Functions (RBFs) emerged as a variant of artificial neural networks in the late 80's. RBFs are embedded in a three layer neural network, i.e., the input layer, the hidden layer, and the output layer, where each hidden unit implements a radial activation function. The output units implement a weighted sum of hidden unit outputs. Approximation capabilities of RBFs have been studied in [16, 18] . Due to their nonlinear approximation properties, RBF networks are able to model complex mappings [5, 7] . RBFs have been used to build a class of nonlinear models, i.e., RBF models for multivariate approximation partially because the RBF models have the properties of localization, boundedness, stability, good interpolation, and smoothness.
The performance of a trained RBF neural network depends on the number of the RBFs as well as their locations, orientations, shapes, widths, and the method used for learning the input-output mapping. Finding the variable factors of RBFs is called network training. If a set of input-output pairs, called the training set, is at hand, the network parameters are optimized in order to fit the network outputs to the given inputs. The fit is evaluated by means of a cost function. After training, the RBF network can be used to respond to data whose underlying statistics is similar to that of the training set. Different approaches for training RBF networks have been developed and can be divided into four categories [1, 2, 9, 10, 17, 20, 25, 27] : (i) Learning the centres and widths in the hidden layer; (ii) Learning the connection weights from the hidden layer to the output layer; (iii) Learning the network structure; and (iv) hybrid learning: learning the centres, orientations, widths, weights, or the network structure together. On-line training algorithms adapt the network parameters to the changing data statistics [1, 3, 6, 14] . RBF networks have been successfully applied to a large diversity of applications including interpolation [4, 15] , etc.
Artificial neural networks are widely recognized for their ability to approximate complicated non-linear relationships and to estimate underlying trends, even when substantial noise is present in the data. RBFs using Evolutionary techniques have the following advantages:
1. Evolutionary algorithms (EAs) have been successfully applied to finding the global optima of various multidimensional functions where local optima in the space of possible solution are common, while in training RBF networks, the global optimum is usually surrounded by local optima.
2. EAs are able to handle the optimization of parameters for which no gradient information or other auxiliary information is available, while in training incremental RBF networks, the objective function changes with node that increases with generation and the objective function parameters evolve with generation so that offering gradient information or any other auxiliary information would become burdensome.
3. EAs can optimize a broader range of network parameters; even adaptively change the type of the transfer functions of nodes because of discontinuities of the discussed functions [5] .
The Differential Evolution (DE) introduced by Price and Storn [22] , a floating-point encoded EA for global optimization, has been found to be an efficient, effective, and robust optimization method, especially for problems containing continuous problem variables [19, 22, 23] . This paper applies a DE-based incremental training method to searching for variables -centres, weights, and widths -of the RBF network, which provides the best possible function approximation.
The rest of the paper is structured as follows: the training problem is explained in Sect. 2, the training method is described in Sect. 3, and experimental results are shown in Sect. 4. The conclusion is given in Sect. 5.
TRAINING PROBLEM

Radial Basis Functions Network
RBFs have their origin in the solution of the multivariate interpolation problem [4] . Arbitrary function g(v):
d → can be approximated by mapping, using a RBF network with a single hidden layer of p units:
where v ∈ d ; x is the vector of variable factors including wj , j , and cj ; p denotes the number of basis functions; w = (w1, w2, ..., wp)
T contains the weight coefficients; rj(·) represents the d-dimensional activation function (also known as the radial basis function) from d to ; · is the Euclidean norm; cj = (cj1, cj2, ..., c jd )
T , j = 1, 2, ..., p, are the centres of the basis functions; j = (σj1, σj2, ..., σ jd ) T , j = 1, 2, ..., p, are the widths, which are called scaling factors for the radii v − cj , j = 1, 2, ..., p, of the basis functions, respectively; and φ(·) is a non-linear function that monotonically decreases (or increases) as v moves away from cj . In order to simplify the notation, coordinate axes-aligned Gaussian RBF functions are used. When a 1-D Gaussian RBF is centred at the centroids cj , it follows from (1) that
where x can be written as
The network can be trained to approximate g(v) by finding the optimal vector x given a (possibly noisy) training
Cost Function
Given the number of RBFs and a training set, the network parameters are found such that they minimize the Mean Square Error (MSE) between the desired and actual outputs, i.e., the objective function:
Description of Differential Evolution
by finding the optimal vector, x = (x1, x2, ..., xD) T , composed of D parameters, which are usually subject to the lower and upper boundary constraints x (L) and x (U) :
DE utilizes a population of parameter vectors ( Fig. 1) :
where Npop is the population size, G is the generation index, and Gmax is the maximum generation.
The initial population is chosen randomly to cover the entire parameter space uniformly (unless otherwise stated). A natural way to seed the initial population P0 is to generate random values within the given boundary constraints:
where rnd j denotes a uniformly distributed random value in the range of [0, 1) for each j.
There are several variants of DE (Table 1) : (i) in mutation, the vector subject to perturbation can be a random member of the current population, the current best member, or the target member, marked as rand, best, and rand-tobest respectively; (ii) 1 indicates that one difference vector is used and 2 two difference vectors; (iii) exp and bin are exponential and binomial crossover operations. For example, if Strategy 7 is used, its main ingredients are:
1. Mutation: for each vector xi,G, a perturbed vector v is generated according to
where randomly selected r1, r2, r3 ∈ {1, ..., Npop}, r1 = r2 = r3 = i, and mutation parameter F ∈ (0, 1+].
2. Crossover: the trial vector is generated as follows: 3. Selection: population PG+1 for the next generation is selected from the current population PG and the child population P G+1 , according to the following rule:
A noisy parameter vector is generated by mutation operation. In crossover operation, a trial vector is obtained. If the resulting trial vector yields a lower or equal objective function value than the predetermined vector, the trial vector is sent to the next generation; otherwise, the counterpart is retained [21] . Figure 2 shows the algorithm training RBF networks.
TRAINING METHOD
Algorithm
Initial tuning
It searches the centre, weight, and width of a one-node RBF network. The sample pair (vi, yi) from set V , having the biggest difference between the desired and actual outputs of the existing RBF network, i.e., |yi −ĝp−1(vi)| = max{|yn −ĝp−1(vn)|, (vn, yn) ∈ V, n = 1, 2, ..., N }, wherê gp−1 is the existing Gaussian RBF network, is chosen. The node has centre vi, weight yi −ĝp−1(vi), and the width obtained after running DE for G local generations, which minimizes the MSE between the desired and actual outputs of the present RBF network.
Local tuning
The centre, weight, and width of the one-node RBF network are replicated to get a population. Optimal parameters of the one-node RBF network are determined by the cycling scheme, which will repeat running DE G local generations for γ times with the objective function (4) of dimensionality 3.
Global tuning
It searches for the parameters of the whole RBF network by the cycling scheme. p is increased by one and the node from the local tuning is added to each population member from last global tuning. The cycling scheme repeats running DE for γ times, while the function (4) has dimensionality of D = 3 · p and the maximum number of generations of each run is G global = G local · √ p .
Cycling scheme
It searches the parameters of RBF network and is conducted in both the local tuning and global tuning by regenerating the initial population based on the current population. The regeneration can be explained as the following:
where xi,G,t is the i th population member of generation G at cycle t, x i,0,t+1 is the i th initial population member for cycle t + 1, and m = ABτ with A a diagonal matrix having D random values from a normal distribution, B a diagonal matrix having the i th element of
, and τ a constant. The cycling scheme consists of γ time repeats, with each accomplished by running DE for G local (the local tuning) or G global generations (the global tuning).
Condition of termination
The process, conducting the initial tuning, local tuning, and global tuning one after one, will continue if f (x) > f and p < pmax, where f is a threshold and pmax is the maximum number of RBFs, both of which will be numerically agreed on in the experiments in Sect. 4.
Testing performance
For each run of a function, testing set Vt and training set V are generated anew independently and contain the same number of samples -uniformly distributed random values in the function domain.
Handling constraint violation
The parameters of the objective function are bounded by the defined region and the boundaries of the discussed function,
, where v (L) and v (U) are the vectors of the lower and upper limits of v respectively, and |g|max is the maximum of the absolute function values of g (v) . After regeneration, mutation, and crossover, individuals that go out of the parameters' boundaries should be replaced by random values generated within the boundaries. The objective function values are calculated according to (4) after individuals have been repaired.
Control Parameters' Setting of DE
The strategies are listed in Table 1 as in [13, 21, 23] . The control parameters' setting affects the algorithm's performance and its values were chosen based on discussions in [8, 11, 21] . All strategies use the same setting: F = 0.9, Cr = 0.9, and Npop = 100.
EXPERIMENTAL RESULTS
The proposed approach is applied to single-input and singleoutput test functions in Table 2 without any noise. For function g (v) , training set V is considered as:
where d denotes the dimension of g(v), (i.e., d = 1 for singleinput functions and so on) and vn, n = 1, 2, ..., N , are N uniformly distributed random values in the defined region of the computed function. In order to get general performance, each function was tested for 30 times with each strategy.
Experiments with Test Functions
Each function in Table 2 was used, setting N = 100, while f and pmax were set as the training error and the number of nodes found in [12] . Key experimental results are:
1. Fig. 3 shows an example of the net function, its approximation, the training error, and the testing error. Table 3 and Table 4 list the numerical results.
2. As can be seen from Fig. 3 , Table 3 , and Table 4 the DE-based trainings are effective with respect to lower MSE and a lower number of nodes. The proposed algorithm is efficient since the functions in Table 2 can be represented by a number of RBFs, each with a relatively small error compared to the respective range of g9, using lower than half of the nodes required by DE0, Strategies 1, 3, 6, and 8 performed better than DE0, i.e., each had a smaller error, while the rest strategies each got a higher error; (ii) in g2, Strategies 1, 3, 6, and 8 used lower than half of the nodes required by DE0 but achieved results comparable to those by DE0 while and the rest strategies got worse results with a lower number of nodes than required by DE0; (iii) in g4, using smaller than half of the nodes required by DE0, all strategies achieved results slightly worse than those by DE0; (iv) in g3 and g5, Strategies 1, 3, 6, and 8 achieved results close to those by DE DE0, using almost half of the nodes required by DE0, but each of the rest strategies got close or worse results with a smaller or the same number of nodes required by DE0; (v) in g6 and g7, all strategies got results comparable to those by DE0, using same-sized (Strategies 2, 4, 5, 7, 9, 10) or smaller-sized (Strategies 1, 3, 6, 8) RBF networks; (vi) in g8, using the same number of nodes required by DE0, Strategies 1, 3, and 6 got results comparable to those by DE0, while each of the rest strategies got a higher error. Table 5 shows more results of four functions, including comparison with three methods proposed in the literature. Esposito et al showed an incremental algorithm for growing RBF networks by means of an evolutionary strategy (short as EA) [5] , which can achieve better performance than a greedy algorithm (short as FE) [24] and Wavelet Neural Network (short as AW) [26] in terms of net size and computation time. f and pmax were set for each function based on the experimental results in [5] . It can be seen that the proposed algorithm outperformed the three methods in the tests, since:
Comparisons with Reported Approaches
1. Strategies 1, 3, 6, and 8 performed better than other strategies in each function, i.e., each with a smaller error while using a smaller number of nodes.
2. g5: each strategy performed better than FE; using a lower number of nodes than required by EA, Strategies 1, 3, 6, and 8 offered results closer to those by EA than other strategies.
3. g6: each strategy got results comparable to those by AW with smaller than half of the nodes required by AW, except that Strategy 5 got worse results with one third of the nodes; Strategies 1, 3, 6, and 8 produced results close to those by EA with lower than half of the nodes required by EA, while the rest of the strategies each produced close or worse results with a little higher than half of the nodes required by EA.
4. g8: Strategies 1, 3, 6, and 8 performed better than EA, i.e., each with a smaller error, using a lower number of nodes than required by EA, while the rest of the strategies performed much more worse than EA.
5. g9: Strategies 1, 2, 3, 6, 7, and 8 performed better than EA, i.e., each with a lower error, using a lower number of nodes than required by EA; Strategies 4, 5, 9, and 10 each had results close to those by EA with a smaller number of nodes than required by EA.
CONCLUSION
A new DE-based approach was developed and applied to training Gaussian RBF networks with variables including centres, weights, and widths of RBFs for function approximation. The choice of the optimal network parameters corresponds to the minimum Mean Square Error between the desired and actual outputs. The tests based on a set of functions and different strategies of DE demonstrated the approach. The obtained results suggest that the proposed approach is effective in optimizing the parameters of Gaussiantype RBF networks. The comparison to other incremental algorithms reported in the literature has shown that the DE-based RBF network-growing approach combined with cycling scheme performed better in terms of the lower MSE with smaller network in the tested cases, especially Strategies 1, 3, 6, and 8.
Future research should include tests with higher data dimensionalities and with less smooth data.
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