Abstract. We consider stochastic analogues of classical billiard systems. A particle moves at unit speed with constant direction in the interior of a bounded, d dimensionalregion with continuouslydi erentiableboundary. T h e boundary need not be connected; that is, the table" may h a ve i n terior obstacles". When the particle strikes the boundary, a new direction is chosen uniformly at random from the directions that point b a c k i n to the interior of the region and the motion continues. Such c hains are closely related to those that appear in shake and bake s i m ulation algorithms.
Introduction
Billiards are dynamical systems that model the motion of a particle in some d dimensional region the table with conditions on the nature of re ections" at the boundary. In the most classical case, the particle moves with unit speed and constant direction in the interior of the table and new directions are chosen at the boundary via the usual angle of incidence equals angle of re ection" rule. Surveys of the extensive literature on such systems, their rôle as concrete examples of twist maps, and their connections with geometry, deterministic chaos, and asymptotics of partial di erential equations can be found in Sin91, KT91, CFS81, KH95 . We are interested in stochastic analogues with dynamics that can be described informally as follows. A particle moves with unit speed and constant direction in the interior of the table until it strikes the boundary. When the particle strikes the boundary a new direction for the particle is chosen uniformly at random from the hemisphere of directions that point i n to the interior of the region and the motion continues. We i n vestigate here the equilibrium distribution of such s t o c hastic billiard processes and the manner in which these processes converge to equilibrium.
The discrete time Markov c hain that is obtained by observing the locations of successive hits of the stochastic billiard on the boundary is reminiscent of the chains that appear in so-called shake and bake algorithms for simulating distributions on the boundary of a convex polytope, detecting necessary constraints in convex optimization, and minimizing functions which attain their minimum on the boundary of a convex polytope see, for example, ST81, PS83, Rom91, B C M + 91, Rom92, Rom98 . The shake and bake literature is concerned with convex regions, and the questions that arise in our work about the connection between the geometry of the table and irreducibility and aperiodicity of the chain are almost vacuous in the convex case.
Before describing our results, we need to be more explicit about our set-up and the construction of our process. In other words, x; v is the rst point o n @Dthat we hit when moving away f r o m x in the direction v and rx; v is the distance from x to this point.
Let W k 1 k=1 be a collection of independent, distributed, S It is clear that if D is a ball, then Z is even reversible with respect to . W e investigate in x6 whether reversibility o f Z with respect to implies that D is a ball. This is indeed the case for d = 2, and under the added assumption of strict convexity o f D we can show it is also true in higher dimensions. We conjecture that in all dimensions invariance of Z with respect to is equivalent t o D being a ball. Along the same lines, we show in Remark 5.6 that normalised arc length is never the invariant measure for the analogue of Z in planar regions with piecewise linear boundary.
Recall the de nition of x; v from 1.2. Let be the probability measure on E de ned by . I n c o n trast, it is clear that for no choice of D is a constant m ultiple of . Theorem 1.3 will be deduced from Theorem 1.1 in x4 using shift coupling ideas and a simple renewal reward" argument using the strong law of large numbers for positive Harris recurrent c hains. The sort of uniform, geometric ergodicity exhibited in Theorem 1.1 is known to be equivalent t o a n umber of other conditions on the chain in question cf. Theorem 16.0.2 of MT93 . All of these equivalent conditions say i n o n e w ay or another that the chain is irreducible and aperiodic in a su ciently strong sense. In order to establish such a condition in x3, we proceed via a result of independent i n terest on the geometry of C 1 regions which w e n o w outline. De nition 1.6. Given z 0 ; z 00 2 @D, write z 0 z 00 and say t h a t z 0 and z 00 see e ach other i f z 0 ; z 00 D, z 00 , z 0 z 0 0, and z 0 , z 00 z 00 0. Note that under the assumption z 0 ; z 00 D the condition z 00 , z 0 z 0 0 is implied by either of the equivalent conditions z 00 , z 0 z 0 6 = 0 o r z 00 , z 0 6 = T z 0 . That is, z 0 z 00 if the closed line segment joining z 0 and z 00 does not encounter any other points of @D and makes a non-zero angle with the tangent h yperplanes to @D at z 0 and z 00 .
The proof of the following is given in x2. Proposition 1.7. There is an integer K and a nite set @D for which the following holds: for all z 0 ; z 00 2 @D there exist z 0 ; : : : z K with z 0 = z 0 , z 00 = z K , fz 1 ; : : :; z K,1 g , a n d z k z k+1 for 0 k K , 1.
Our results here suggest a number of possible extensions. For instance, it is natural to inquire whether similar behaviour is observed for the analogues of Y and Z in regions with boundaries that are only assumed to be Lipschitz: we take one very small step in this direction by s h o wing in x5 that this is indeed the case for polygonal regions of the plane. Alternatively, one could seek to interpolate" between the classical case and the fully stochastic case considered here and, for example, investigate systems in which there is random re ection in a restricted range of directions dictated by the direction of incidence.
2. Proof of Proposition 1. 7 We lead up to the proof with a number of preliminary lemmas.
Lemma 2.1. The set @D has nitely many connected c omponents.
Proof. It follows from the C 1 assumption that @Dis locally connected. This coupled with the compactness of @D gives the result cf. Problem 3 in x34 of Sim63 . By de nition of y it must be the case that fs 6 = cs for s 2 , ; 0 . By continuity it must then be that either fs c s for all s 2 , ; 0 2.1 or fs c s for all s 2 , ; 0 .
2.2
Consider rst the case 2.1. Write M for the set of t 2 , ; 0 such t h a t ft,ct fs , cs for all s 2 , ; t . Note that M , ;0 6 = ; for any 0. For t 2 M the line segment ,b; ,bc; t; ft does not intersect the set fs; fs : jsj g. Moreover Lemma 2.4. For each connected c omponent C of @D there i s a n i n t e ger G C and a nite set C @D such that the following holds: for all z 0 ; z 00 2 C there e x i s t z 0 ; : : : z L with L G C , z 0 = z 0 , z 00 = z L , fz 1 ; : : :; z L,1 g C , a n d z k z k+1 for 0 k L , 1. Proof. By the compactness of C and Lemma 2.3 there exist x 1 ; : : :; x N 2 @D such
V xi , where we p u t V z := U z C for z 2 @D. W e m a y suppose that each V xi is non empty. When V xi V xj 6 = ;, let y ij = y ji be an arbitrary point i n the intersection. De ne C to be the set consisting of the x i and the y ij .
By the connectedness of C, there exist x i1 ; : : :; x iI with 1 i1; : : :; i I N and ia 6 = ib f o r a 6 = b hence I N s u c h that z 0 2 V x i1 , V x ia V x ia+1 6 = ; for 1 a I , 1, and z 00 2 V x iI . P u t z 0 := z 0 z 1 := x i1 2 U z 0 = U z0 z 2 := y i1;i2 2 U z1 z 3 := x i2 2 U z2 z 4 := y i2;i3 2 U z3 z 2I,1 := x iI 2 U z2I,2 z 2I := z 00 2 V x iI U z2I,1 :
Thus G C = 2 N works. For the next lemma, recall from Lemma 2.1 that @Dhas nitely many connected components.
Lemma 2.5. Let C 1 ; : : :; C M denote the connected c omponents of @D. There i s a nite set @D such that the following holds: given 1 i 6 = j M there are indices 1 k 1 ; : : : ; k H M with k a 6 = k b for a 6 = b hence H M such that i = k 1 , j = k H , and for 1 a H,1 there exist x a 2 C ka and y a+1 2 C ka+1 with x a y a+1 .
Proof. For 1 i 6 = j M let z ij 2 C i and z ji 2 C j be a possibly non unique pair such that kz ij ,z ji k = inffkx,yk : x 2 C i ; y2 C j g. S e t : = fz ij : 1 i 6 = j Mg.
For 1 i; j M write i j if either i = j or i 6 = j and there exists a sequence 1 k 1 ; : : :; k H M with the properties described in the statement. It is clear that is an equivalence relation, and the statement of the lemma asserts that this relation has only one equivalence class.
Suppose, to the contrary, that there are equivalence classes E 1 ; : : :; E P with P 2. By compactness we h a ve inf In the notation of Lemmas 2.4, 2.5 and 2.6, set := S C C f x;ŷ;ẑg. Given y 0 ; y 00 2 @D, s a y that it is possible to see y 00 from y 0 in I steps if there exist y 0 ; : : : y I 2 @D with y 0 = y 0 , y 00 = y I , fy 1 ; : : :; y I,1 g , and y i y i+1 for 0 i I , 1. Write Iy 0 ; y 00 for the minimal n umber of steps necessary with Iy 0 ; y 00 = 1 if no such sequence exists. Combining Lemmas 2.4 and 2.5, we s e e that there is an integer R such Iy 0 ; y 00 R for all y 0 ; y 00 2 @D.
Given z 0 ; z 00 2 @D, w e c a n , b y passing throughx, s e e z 00 from z 0 in Iz 0 ;x + Ix; z 00 steps. From Lemma 2.6 we conclude that we can pad out the sequence of states visited in seeing z 00 from z 0 viax to include redundant" subsequences of consecutive visits of the form : : :; x;ŷ;x; : : :or : : :; x;ŷ;ẑ;x; : : : . W e can thereby see z 00 from z 0 in Iz 0 ;x + Ix; z 00 + k steps for any k 2. It is therefore always possible to see z 00 from z 0 in exactly 2R + 2 steps. By Proposition 1.7 and the C 1 assumption, the set fz 1 ; : : :; z K,1 2 @D K,1 : z 0 z 1 z 2 z K,1 z 00 g is non empty and relatively open for all z 0 ; z 00 2 @D. Therefore q K z 0 ; z 00 0 for all z 0 ; z 00 2 @D. N o w q; z is clearly lower semicontinuous for all z 2 @D, and so, by F atou's lemma, q K ; z is also lower semicontinuous for all z 2 @D. Because a lower semicontinuous function achieves its in mum, we m ust have z 00 : = i n f z 0 2@D q K z 0 ; z 00 0 for all z 00 2 @D, and 3.2 holds as required. It su ces to show t h a t is an invariant probability measure for Y and that we c a n i n terpolate and take expectations to conclude that Thus is an invariant probability measure for Y.
We n e x t s h o w that = . T ransforming from polar co-ordinates around z to Cartesian co-ordinates for the inner two i n tegrals in equation 4.2, we see that we see that the condition 3.2 implies we can successfully couple versions of Z exponentially quickly starting from any t wo initial distributions. More precisely, given two probability measures 0 and 00 on @D it is possible to build on some probability space ; F; P t wo processes Z 0 k k0 and Z 00 k k0 and a random time such that Z 0 k k0 has distribution Q 0 , Z 00 k k0 has distribution Q 00 , Pf ng c n for some universal constant 0 c 1 that does not depend on 0 and 00 , and Z 0 +k = Z 00 +k for k 0.
Given how Y can be recovered from Z from time S 1 onwards and the remark we h a ve already made that S k+1 , S k is at most the diameter of @D for all k, w e see that we can successfully shift couple versions of Y starting from any t wo initial positions. More precisely, given y 0 ; y 00 2 E it is possible to build on some probability space ; F; P t wo processes Y 0 tg c e ,c t for some universal constants c ; c 0 that do not depend on y 0 and y 00 , a n d Z 0 0 +t = Z 00 00 +t for t 0. By the shift coupling inequality see, for example, x3 of Tho94 or Proposition 5 of RR96 we h a ve Suppose now that D R 2 is a bounded, connected, open, subset of R 2 . Suppose further that D is polygonal. That is, the boundary @D of D can be written as the union of a nite collection S of closed line segments the sides of D such t h a t a n y two distinct sides are either disjoint o r i n tersect in a common endpoint, and any endpoint of a side belongs to precisely one other side. It will be convenient t o a d o p t the convention that S is chosen minimally, so that the union of any t wo sides in S
is not a line segment equivalently, i f t wo sides intersect in a point, then the angle between the sides is not . With this convention, S is uniquely de ned. Write C @D for the nite collection of endpoints of sides the corners or vertices of D.
Note that we are again not precluding the possibility that @D is disconnected. Of course, the number of connected components of @D is necessarily nite.
We can de ne analogues of our billiard processes Y and Z. The rule for reection on the boundary is that a re ection angle is chosen uniformly from the directions that point b a c k i n to the interior of the table. These directions form an open semicircle at points of @D other than the corners. We leave the simple task of formalising this prescription to the reader.
De nition 5.1. For z 0 2 @D re de ne the set U z 0 as fz 00 2 @D : z 0 ; z 00 Dg. Proof. Fix z 00 2 @D. Let v 2 S 1 be a direction that is not parallel to any o f t h e a t most 2 sides that contain z 00 , points from z 00 into D, and does not point to a corner that is, z 00 + sv 2 R 2 n D for all s 0 su ciently close to 0, z 00 + sv 2 D for all s 0 su ciently close to 0, and C f z 00 + sv : s 0g = ;. Put Proof. There must exist at least one corner w 2 C such that the interior angle at w is less than . L e t v 2 S 1 be a direction that points from w into D and doesn't point t o wards any other corner that is, w +sv 2 D for all s 0 su ciently close to 0 and C f w +sv : s 0g = ;. Putx := w;v 2 @DnC. It is not hard to see that if we c hooseŷ andẑ su ciently close to w with one each from the relative i n teriors of the two sides meeting at w, thenx;ŷ;ẑ will have the desired properties.
Using Lemmas 5.3 and 5.4 in place of Lemmas 2.4 and 2.6 and the obvious analogue of Lemma 2.5, the statement and proof of which w e omit, the following counterpart of Proposition 1.7 can be proved along the same lines. The proofs of the obvious counterparts of Theorems 1.1 and 1.3 are then straightforward. We leave the details to the reader.
Proposition 5.5. There i s a n i n t e ger K and a nite set @DnC for which the following holds: for all z 0 ; z 00 2 @D there exist z 0 ; : : : z K with z 0 = z 0 , z 00 = z K , fz 1 ; : : :; z K,1 g , a n d z k+1 2 U o zk for 0 k K , 1. only do we h a ve t h a t = = , but also that Z is reversible with respect to this probability measure. In this section we i n vestigate whether this property is unique to balls. We rst consider planar regions.
Proposition 6.1. For d = 2 , the Markov chain Z is reversible with respect to if and only if D is a disc. Proof. First note from 3.1 that reversibility with respect to implies that z 0 z 00 , z 0 = z 00 z 0 , z 00 ; z 0 ; z 00 2 @D; z 0 z 00 :
Fix z 2 @D and suppose without loss of generality t h a t z = 0 and z = 0 ; 1. The function : 0; ! R 2 de ned by : = 0; cos ;sin is continuous, because at any discontinuity 0 of a little thought shows we m ust have 0 0 = 0 , contradicting 6.1. It follows that is actually continuously di erentiable. If we putr : = r0; cos ;sin = kk, t h e ñ r is continuously di erentiable and, from 6.1, satis es the ordinary di erential equationr 0 = r c o t . It follows thatr = 2 c sin for some constant c 0, so that @Dis a circle with centre 0; c and radius c.
If we m o ve to dimensions greater than 2, then the problem seems to become somewhat more delicate. We remark that if one drops the condition that D is bounded, then regions such as cylinders also have the local property expressed by 6.1; that is, that any line makes equal angles with the normals at the two p o i n ts where it meets the boundary of the region. It is natural to try to mimic the proof of Proposition 6.1 and work in spherical coordinates around some xed point o n the boundary. This approach leads to a non linear, rst order PDE that we a r e unable to analyse completely. W e d o , h o wever, have the following result. Recall that D is strictly convex if it is convex and the tangent h yperplane at each point on the boundary meets the boundary only at that point. and U 0 resp. U 00 is relatively open in S 0 resp. S 00 , then U 0 U 00 is relatively open in both S 0 and S 00 if and only if S 0 = S 00 . F rom this observation it su ces to show t h a t a n y p o i n t i n @D has a neighbourhood that is contained in some sphere. Note that here we are thinking of D in the neighbourhood of z as looking like the region under, rather than over, the graph of a C 2 function | this seems more natural for the proof. We can assume that the function F is strictly concave a n d that rF0 = 0. Suppose that G solves 6.2 and x solves 6.5 with p = rGx and z = Gx. Then the fundamental theorem of characteristic ODE says that p solves 6.3 and z solves 6.4 for those s such that xs is in the neighbourhood U of 0 where 6.2 holds. We will assume that x0 2 Unf0g so that, by strict convexity, p0 = rGx0 6 = 0 . It follows from 6.3 that kpsk is decreasing in s and ps = cosechs + c p; 6.6 with p = rGx0=krGx0k and cosechc = krGx0k.
We next claim that if x0 is in a su ciently small neighbourhood of 0, then xs 2 U for all s 0. To see this, let 0 0 b e s u c h t h a t B0; 0 U. S e t m := inffkrGxk : kxk = 0 g. By strict convexity and the C 2 assumption, m 0. Now l e t 0 00 0 be such that supfkrGxk : kxk 00 g m . Because kpsk is decreasing in s, i t f o l l o ws that if x0 2 B0; 00 , then xs 2 B0; 0 U for all s 0. Suppose from now on that x0 2 B0; 00 . 
