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ABSTRACT
Concrete is the most widely used construction material in the world for building
infrastructures, bridges, and tunnels. However, cement production contributes to 5-7%
of the global CO emissions, and thus, there is a significant need for innovative
sustainable alternatives without compromising on the mechanical properties. Most of

the approaches to address these concerns so far rely on the trial and error-based
experimental response. Hence, robust multiscale simulation-based design approaches
are needed to be developed for fundamental understanding as well as the
comprehensive design of these new sustainable innovative materials. However,
performing the simulations with millions of degrees of freedom could be daunting and
requires high computation time. Thus, building data-driven models by training through
the experimental/simulated data can serve as an efficient alternative to stimulate the
design and development of new materials compositions for desired performance
requirements. To address the poor sustainability credential-related issue, this thesis first
evaluates the performance of geopolymers which are synthesized through alkaline
activation of aluminosilicates. Analogous to calcium silicate hydrates (C-S-H) gel in
cement paste, sodium aluminosilicate hydrate (N-A-S-H) gel is the primary binding
phase in geopolymers formed via alkaline activation of fly ash. In this thesis, a realistic
molecular structure of N-A-S-H geopolymer gels, inspired by the traditional calcium
silicate hydrates gel, is proposed using molecular dynamics (MD) simulation. In
contrast to the existing N-A-S-H model—where water is uniformly distributed in the
structure— a layered-but-disordered structure is presented where water molecules are
incorporated in the aluminosilicate network's interlayer space. The developed

structures are further validated using experimental observations. To address the
durability performance of geopolymers, the dynamics of confined water and its
interplay with alkali cations in disordered N-A-S-H gel are evaluated using reactive
force field molecular dynamics. This is achieved by exploiting the evolution of mean
squared displacements and the Van Hove correlation function. It is observed that the
Si/Al ratio significantly influences the diffusion of confined water and sodium.
Increased conversion of the Si–O–Na network to Si–O–H and Na–OH components
with an increase in water content helps explain the alkali-leaching issue in fly ash-based
geopolymers observed macroscopically. Moreover, the fracture properties of the
disorder N-A-S-H gel are explored via molecular dynamics simulations. The simulated
fracture toughness values of N-A-S-H are validated with the experimental results
obtained using the nanoindentation technique, where the principle of conservation of
energy is implemented to evaluate the fracture toughness from the load-penetration
depth responses. Afterward, to address the issue related to the high computational
demands of multiscale simulations, this thesis synergistically integrates multiscale
simulations, experiments, and machine learning to predict the performance of various
multiphysics responses of a wide variety of cementitious materials. Firstly, an ML
model is developed using high throughput MD simulation that mapped the elastic
properties with its chemical composition in C-S-H. The simulation results reveal that
the influence of the silicate network on all the elastic constants of C–S–H is
significantly higher than that of water and CaO content. Secondly, the strain-sensing
ability of a nanoengineered self-sensing cementitious composite is predicted by
synergistically integrating a validated FE analysis-based multiscale simulation

framework with ML. The developed model predicts the strain-sensing response
efficiently. Next, an ML-based model was developed for 3D printed cementitious
auxetic cellular composites. With the advent of 3D printing, auxetic cellular
cementitious composites (ACCCs) have recently garnered significant attention owing
to their unique mechanical performance. Here, the prediction of Poisson's ratio using
ML approaches is developed by synergistically integrating an FE analysis-based
framework with ML. Using SHAP, it is established that the volume fraction of voids is
the most influential parameter in inducing auxetic behavior. In the end, an efficient ML
model was developed to evaluate the non-linear composition-strength relationship in
traditional concrete. Here, the ML model is trained using the experimental data
available from the literature. However, the adopted dataset suffers from incompleteness
because of missing data corresponding to different input features. To address the
incompleteness in the dataset, different data imputation approaches are implemented
for enhanced dataset completeness. The imputed dataset was leveraged to develop a
complete ML model for concrete strength predictions. Besides, SHAP was
implemented to evaluate the relative sensitivity of various performance descriptors,
which can help toward the development of various high-performance concretes with
unexplored compositional domains. Overall, validated performance prediction tools
and various fundamental insights presented in this thesis help forward viable strategies
toward the design and development of durable, resilient, and yet sustainable
construction materials for next-generation civil infrastructure.
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PREFACE
This dissertation is submitted for the degree of Doctor of Philosophy in Civil
and Environmental Engineering at the University of Rhode Island. The research shown
herein is original and was conducted under the supervision of Dr. Sumanta Das in the
Department of Civil and Environmental Engineering. This work is presented in a
manuscript format that consists of eight chapters.
Chapter 1 focuses on the development of the realistic structure of the
geopolymer, or sodium aluminosilicate hydrate (N-A-S-H) gel inspired by the
traditional calcium silicate hydrates gel using molecular dynamic (MD) simulation. In
contrast to the existing N-A-S-H model—where water is uniformly distributed in the
structure— a layered but-disordered structure is proposed here. This new structure
incorporates water in the interlayer space of the aluminosilicate network. The structural
features of the new proposed molecular structure are evaluated and show a better
correlation with the experimental observations as compared to the existing traditional
structure signifying an increased plausibility of the proposed structure. This chapter has
been published in the Journal of Chemical Physics.
Chapter 2 presents the dynamics of confined water and its interplay with alkali
cations in disordered sodium aluminosilicate hydrate (N-A-S-H) gel using reactive force
field molecular dynamics. Here, the dynamics of confined water and the mobility of
alkali cations in N-A-S-H are evaluated by obtaining the evolution of mean squared
displacements and the Van Hove correlation function. To evaluate the influence of the
composition of N-A-S-H on the water dynamics and diffusion of alkali cations,
atomistic structures of N-A-S-H with Si/Al ratios ranging from 1 to 3 are constructed.
It is observed that the Si/Al ratio significantly influences the diffusion of confined water
vii

and sodium. Increased conversion of the Si–O–Na network to Si–O–H and Na–OH
components with an increase in water content helps explain the alkali-leaching issue in
fly ash-based geopolymers observed macroscopically. This chapter has been published
in the Physical Chemistry Chemical Physics (The Royal Society of Chemistry).
Chapter 3 evaluates the fracture toughness of N-A-S-H gel formed through
alkaline activation of fly ash via molecular dynamics simulations. The simulated
fracture toughness values of N-A-S-H (0.4 – 0.45 MPa m . ) appears to be the same
order as the available experimental values for fly ash-based geopolymer mortars and

concretes. These results suggest the efficacy of the molecular dynamics simulation
towards obtaining realistic fracture toughness of N-A-S-H, which is otherwise very
challenging to obtain experimentally. This chapter has been published in the Journal of
Applied Physics.
Chapter 4 focuses on the fracture toughness of N-A-S-H, which is obtained
experimentally from a nanoindentation experiment implementing the principle of
conservation of energy and compared with the numerical simulation that is performed
via reactive force field molecular dynamics. The Young's modulus of N-A-S-H,
obtained from statistical deconvolution, shows an excellent match with the values
reported in the literature, thus confirming the successful identification of indentations
corresponding to N-A-S-H. From the load-penetration depth responses of N-A-S-H,
fracture toughness was obtained following the principle of conservation of energy. The
experimental fracture toughness shows a good correlation with the simulated fracture
toughness of N-A-S-H, obtained from reactive force field molecular dynamics. This
chapter has been published in Construction and Building Materials.
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Chapter 5 presents the prediction of material behavior using machine learning
(ML). This requires consistent, accurate, and representative data for training. However,
such consistent and reliable experimental datasets are not always available for materials.
To address this challenge, we synergistically integrate ML with high-throughput
reactive molecular dynamics (MD) simulations to elucidate the constitutive relationship
of calcium-silicate-hydrate (C–S–H) gel— the primary binding phase in concrete
formed via the hydration of ordinary portland cement. Specifically, a highly consistent
dataset on the nine elastic constants of more than 300 compositions of C–S–H gel is
developed using high-throughput reactive simulations. From a comparative analysis of
various ML algorithms, we observe that neural network (NN) provides excellent
predictions. To interpret the predicted results from NN, we employ SHapley Additive
exPlanations (SHAP), which reveals that the influence of the silicate network on all the
elastic constants of C–S–H is significantly higher than that of water and CaO content.
This chapter has been published in the Scientific Reports.
Chapter 6 presents the prediction of in-situ strain sensing efficiency of selfsensing cementitious composites using machine learning (ML). To alleviate the
requirement for a large, representative, consistent, and accurate dataset, this work
synergistically integrates a validated finite element analysis (FEA)-based multiscale
simulation framework with ML to predict the strain-sensing ability of self-sensing
cementitious composites enabled by incorporating nano-engineered interfaces.
Moreover, the success of the ML approach depends on its ability to abide by the
fundamental laws of physics. The multiscale simulation framework is leveraged to
develop a balanced, representative, complete, and consistent dataset containing 3000

ix

combinations of strain-dependent electromechanical responses. This work also applies
a Shapley Additive Explanations (SHAP) algorithm to interpret the NN predictions in
light of the relative importance of different design parameters on the strain-sensing
ability of the composite. This chapter has been published in Materials & Design.
Chapter 7 focuses on the performance prediction of the auxetic cellular
cementitious composites (ACCCs), and interpretable machine learning (ML)-based
approaches can provide efficient means. However, the prediction of Poisson's ratio
using such ML approaches requires large and consistent datasets, which are not readily
available for ACCCs. This work synergistically integrates an FEA-based framework
with ML to predict the auxetic response via Poisson's ratios to address this challenge.
In particular, the FEA-based approach is used to generate a dataset containing 850
combinations of different mesoscale architectural void features. To shed light on the
relative influence of the design parameters on the auxetic behavior of the ACCCs, SHAP
is employed, which establishes the volume fraction of voids as the most influential
parameter in inducing auxetic behavior. This chapter has been published in Materials
& Design.
Chapter 8 focuses on ML-based prediction of non-linear composition-strength
relationship in concretes requires a large, complete, and consistent dataset. However,
the availability of such datasets is limited as the datasets often suffer from
incompleteness because of missing data corresponding to different input features, which
makes the development of robust ML-based predictive models challenging. Besides, as
the degree of complexity in these ML models increases, the interpretation of the results
becomes challenging. These interpretations of results are critical for the development of

x

efficient materials design strategies for enhanced materials performance. To address
these challenges, this work implements different data imputation approaches for
enhanced dataset completeness. The imputed dataset is leveraged to predict the
compressive and tensile strength of concrete using various hyperparameter-optimized
ML approaches. Among all the approaches, Extreme Gradient Boosted Decision Trees
(XGBoost) showed the highest prediction efficacy when the dataset is imputed using knearest neighbors (kNN) with a 10-neighbor configuration. To interpret the predicted
results, SHapley Additive exPlanations (SHAP) is employed. This chapter has been
published in the Cement and Concrete Composites.
This research's methodologies, techniques, and conclusions presented in this
thesis are not limited to cementitious materials but could be applied to polymers, metals,
and ceramic materials.
Gideon A. Lyngdoh
May 2022
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CHAPTER 1. Realistic atomic structure of fly ash-based geopolymer gels: Insights from molecular dynamics simulations

The manuscript is published in the Journal of Chemical Physics
G.A. Lyngdoh, R. Kumar, N.M.A. Krishnan, S. Das, Realistic atomic structure
of fly ash-based geopolymer gels: Insights from molecular dynamics simulations, J.
Chem. Phys. 151 (2019)
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ABSTRACT
Geopolymers, synthesized through alkaline activation of aluminosilicates, have
emerged as a sustainable alternative for traditional ordinary portland cement. In spite
of the satisfactory mechanical performance and sustainability-related benefits, the
large-scale acceptance of geopolymers in the construction industry is still limited due
to poor understanding of the composition-property relationships. Molecular simulation
is a powerful tool to develop such relationships, provided the adopted molecular
structure represents the experimental data effectively. Towards this end, this paper
presents a new molecular structure of sodium aluminosilicate hydrate geopolymer gels,
inspired from the traditional calcium silicate hydrates gel. In contrast to the existing
model—where water is uniformly distributed in the structure—we present a layeredbut-disordered structure. This new structure incorporates water in the interlayer space
of aluminosilicate network. The structural features of the new proposed molecular
structure are evaluated in terms of both short- and medium-range order features such
as pair distribution functions, bond angle distributions, and structure factor. The
structural features of the newly proposed molecular structure with interlayer water
shows better correlation with the experimental observations as compared to the existing
traditional structure signifying an increased plausibility of the proposed structure. The
proposed structure can be adopted as a starting point towards realistic multiscale
simulation-based design and development of geopolymers.
1. INTRODUCTION
Owing to high CO2-emission from the cement industries, there has been a need for
alternative sustainable and eco-friendly materials. Geopolymers, produced through
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alkaline activation of aluminosilicates[1–5] (e.g., fly ash, metakaolin), have emerged
over the previous two decades as a sustainable alternative to traditional ordinary
portland cement[3–7]. Alkali (Na or K) hydroxides and/or silicates are commonly used
as activating agents towards synthesis of geopolymers[8–18]. Alkaline activation of
aluminosilicates produces three-dimensional alkali aluminosilicate hydrate framework
(M–A–S–H, where M is the alkali cation) as reaction product which consists of silicate
and aluminate tetrahedra. For instance, activation of fly ash with NaOH yields sodium
aluminosilicate hydrate gel (NASH) as the reaction product.

In such alkali

aluminosilicate three-dimensional framework, the alkali cations from the activating
agent (sodium cation in case of NASH gel) maintain charge-equilibrium. However,
despite extensive research in the last two decades, the atomic structure of geopolymers
still remains poorly understood[19,20].
Geopolymers have been shown to exhibit equivalent or better mechanical behavior[3–
6,21–24] and improved durability against chlorides/sulfate attacks as compared to
traditional hardened cement paste[25–27]. Presence of inorganic three dimensional
alkali aluminosilicate network structure is the primary contributor to such excellent
characteristics of geopolymers[7,26–31]. As the significance of geopolymers gained
more attention due to its environmental benefits, significant works have been focused
on studying the local structure of alkali aluminosilicate gels (such as NASH gel) using
various advanced materials characterization techniques such as x-ray diffraction (XRD)
and nuclear magnetic resonance (NMR) spectroscopy[32–35]. In order to obtain
detailed comprehensive insight on the local structural characteristics as well as the
mechanical properties of such aluminosilicate gels, molecular dynamics (MD)
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simulations have been carried out[7,36–39]. In these MD studies[7,36–39], the atomic
structure of NASH gel

has been constructed by traditional melt-quenching

method[40,41] to obtain the amorphous sodium aluminosilicate glass (NAS) structure.
Finally, water is adsorbed randomly into the 3D glass (NAS) skeleton to obtain the wet
NASH structure. Water in the NASH structure promotes diffusion and dissociation of
alkali species[42–44] and may also control the thermal expansion behavior as in the
case of calcium silicate hydrate gels in traditional hardened cement paste[45]. Hence,
distribution pattern of water in the NASH structure—in particular, any possibility of
presence of interlayer water in the NASH structure—is likely to influence the
mechanical properties and durability characteristics of geopolymers. The importance of
water at the interlayer region in cementitious gels can be traced back to the work by
Feldman and Sereda[46], where the model for hardened cement paste was developed
with interlayer water. The assumption was made based on immense value of surface
area in the cementitious gels which can be explained from the presence of gel water
held in the interlayer similar to clay [47]. Their assumption was later confirmed by the
experimental results of measurement of helium flow in hydrated Portland cement paste
and hydrated tricalcium silicate[48,49].
While all the previous studies adopted random adsorption of water into the 3D NAS
structure, the current study evaluates, for the first time, the possibility of presence of
interlayer water in the NAS skeleton using molecular dynamics simulations. Towards
that end, a vacuum layer is introduced into the 3D dry NAS structure followed by
adsorption of water into the created interlayer space using a Grand Canonical Monte
Carlo (GCMC) simulation[50] to obtain a realistic 3D structure of NASH with interlayer
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water. The reliability of molecular simulation depends significantly on the ability of the
inter-atomic potential to model the simulated structure[40,51–53]. In this study, ReaxFF
potential[54] has been adopted, which accounts for the potential energy based on the
local structure around each atom[55] and has been shown to yield promising results
towards realistic interactions of ordered and disordered structures[36,56–60]. The
structure of NASH gel with interlayer water is likely to address the leaching issue in
geopolymers in a more efficient manner (further investigation is needed to confirm this)
as compared to the structure with random distribution of water where significant caging
effect prohibits realistic representation of durability characteristics of geopolymers. The
characteristics of the proposed NASH structure are compared with experimental
observations as well as with the features of traditional simulated structure of NASH
without any interlayer water with a view to evaluate the possibility of the existence of
interlayer water in the NASH structure.
2. SIMULATION METHODOLOGY
This section presents the model construction procedure as well as various measures of
characterization of atomic structure adopted in this study to evaluate the proposed
atomic structure of NASH.
2.1 Model Construction
The general model construction procedure is schematically shown in Figure 1.1.
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Figure 1.1 Schematic representation of the model construction procedure (Colors
scheme - Al: Green, Si: Blue, Na: Yellow, O: White, and H: Red)
The proposed atomic structure of the NASH is derived in this study from a unit crystal
cell of albite mineral[61] (chemical composition: NaAlSi 3O8) with unit cell parameters
(a, b, c) = (4.803 Å, 8.327 Å, 8.78 Å)[62]. Here Si/Al ratio and Na/Al ratio are
considered 3 and 1 respectively. The unit cell is replicated three times along x and y
axes and duplicated along z axis to generate the simulation box. The initial structure,
thus obtained, is melted at 4000 K and 0 atm in the isothermal isobaric (NPT) ensemble
for 400 ps to make sure that there is a memory loss of the atomic structure from the
initial configuration. The structure is then quenched linearly from 4000 K to 300 K with
a cooling rate of 1K/ps in NPT ensemble so as to obtain the glass structure. Note that a
similar cooling rate is adopted by Oey et al.[63] The glassy structure, thus formed, is
then relaxed at zero pressure and 300 K for 400 ps in NPT ensemble, followed by NVT
6

ensemble for 400 ps. For statistical averaging, the structure is run for another 200 ps. In
order to create an interlayer space for water adsorption, a vacuum layer of thickness 9
Å is introduced in the z-direction at the mid-thickness region. Layer of similar thickness
has been adopted for modelling the atomic structure of calcium silicate hydrate
(CSH)[58,64,65]. To hydrate the structures, a Grand Canonical Monte Carlo (GCMC)
simulation[50] is performed in the grand canonical ensemble ( VT). In this study, the
chemical potential

for the fictitious water reservoir is set to 0 eV at a temperature of

300 K to provide unlimited supply of water. The simulation is continued till the structure
is saturated. Figure 1.2 shows the equilibrium run in the GCMC simulation. Here, the
equilibrium is reached after approximately 2 x 10 5 steps beyond which the number of
adsorbed water molecules fluctuates around a constant value.
NASH with interlayer water

NASH without interlayer water

Figure 1.2 Number of water molecules adsorbed with increasing GCMC steps
The saturated structure, thus obtained, is then equilibrated for 400 ps in NPT ensemble
and the statistical average is calculated for another 200 ps in NVT ensemble to obtain
the final NASH structure with interlayer water as shown in Figure 1.3(a). For
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comparison purpose, a traditional NASH structure with random distribution of water
(without any interlayer water), similar to the structures reported in literature[7,36–39]
is also generated. In this case, traditional method of assigning random position to all the
atoms (Si, Al, Na and O) in the bounding box is followed keeping the values of the Si/Al
ratio and Na/Al ratio 3 and 1 respectively. Hereafter, similar melting-quenching
procedure is followed as explained earlier (refer to Figure 1.1) to obtain amorphous
NAS structure. Afterwards, the water is adsorbed into the NAS structure using
GCMC[50] as explained earlier. In this case, water gets adsorbed into the open spaces
inside the NAS structure. The NASH structure, thus generated for comparison, is shown
in Figure 1.3(b). The MD simulation is performed using an open-source software,
LAMMPS[66]. Verlet method[50] is applied to integrate the trajectories with time step
of 0.5 fs. ReaxFF potential[54] is used for the inter-atomic interactions along with a
charge equilibrium (qeq) approach[67]. The simulated bulk density for the proposed and
traditional NASH structures are 1.825 g/cm3 and 2.12 g/cm3 respectively which are in
line with values reported in the literature[38,68,69].
(a)

(b)

Al

Si

Na

8

O

H

Figure 1.3 Atomic structure of: (a) NASH gel with interlayer water, (b) NASH gel with
random dispersion of water into the structure.
2.2 Interatomic Potential
The ReaxFF potential is used in this study for the atomic interaction in the molecular
structure based on the reactive force field approach[59]. In ReaxFF, the bond order
formation is implemented using the parameters that are tested in the quantum chemical
data such that the bond forming and breaking processes in a chemical reaction can be
achieved. The ReaxFF includes Coulombic interactions, non-bonded van der Waals,
and bonded interactions. ReaxFF has been successfully implemented for MD
simulations and the features of the simulated atomic structures (using ReaxFF) have
been shown to correlate well with the experimental observations[58,70–76]. The
ReaxFF file has been added as a supplementary material A.
2.3 Structural Characterization
This section describes the structural characterization measures adopted to evaluate
short-range and medium-range order of the NASH structure.
2.3.1 Pair distribution function
To extract the in-depth information on the local structure of the material, the pair
distribution function (PDF)[50] is adopted. PDF represents the probability of finding an
atom at a given distance ‘r’ from the reference atom. Mathematically, it is the ratio of
the local density of atoms with respect to the global density of the atoms expressed as a
function of distance from an atom. In particular, neutron PDFis given as[53,58,77]:
( )=

∑

∑

( )
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[1]

where

is the fraction of atoms ( = Al, Si, Na, or O),

length of the species, and

is the neutron scattering

are the partial PDFs. Using the partial PDF, coordination

number of each of the species can be obtained by computing the number of neighbors
within the first coordination shell of the respective atoms. The cutoff distance is taken
from the first minimum of the respective partial PDFs. The PDF is mainly applicable
for investigating the properties of the structure in short range order (< 3 Å).
2.3.2 Structure Factor
The structure factor is adopted here to evaluate the medium-range properties of the
atomic structure. The partial structure factors are calculated from Fourier transformation
of the partial PDF
( )=1+

where

∫4

( ) as shown in Equation 2.
[

( ) − 1](sin (

is the scattering vector,

)/

)(sin (

/ )/(

/ ))

is the average atom number density, and

[2]
is the

maximum value of the integration in real space, which is set to half of the size of one
side of the simulation cell. The total structure factor is calculated as:

where

and

( )=

∑

∑

are the fractions of atoms and

and

( )

[3]

are neutron scattering lengths,

for elements i and j, respectively. The partial PDF and structure factor are plotted by
taking statistical average over 100 frames at 300 K.
3. RESULTS AND DISCUSSIONS
3.1 Local structure and short-range order
In this section, the short-range order (< 3 Å) of the NASH structure is evaluated through
the total pair distribution function and partial pair distribution function.
3.1.1 Total pair distribution function
10

Figure 1.4 shows the computed total PDF of NASH structure with interlayer water. In
addition, the experimentally obtained PDF using neutron diffraction (plotted against
secondary/right y axis) as well as simulated PDF for the NASH structure without
interlayer water (random distribution of water) is also plotted in Figure 1.4 for
comparison. Here, first sharp peak at 1.0 Å corresponds to D–O interactions (where D
refers to deuterium). In the experimental study [32,33,35], heavy water was added to
prepare the geopolymer binder. It needs to be noted that the first peak at 1.0 Å obtained
here correlates very well with the experimental data[32,33] as well as simulations
without interlayer water. The following three peaks correspond to Si–O, Al–O and O–
O interactions, respectively, which also show good correlation with experimental
data[32,33] as well as simulations without interlayer water. Such close match in the
position of the peaks suggests that first neighbor arrangements of the proposed atomic
structure of NASH with interlayer water is in good agreement with the experimental
data signifying the possibility of presence of interlayer water in the NASH structure. In
order to confirm this further, the forthcoming sub-section evaluates X–O partial PDFs
(X = Al, Na, Si, H) of the proposed structure with respect to the experimental data as
well as traditional NASH structure with random distribution of water for detailed insight.
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Si-O

O-O

Al-O

D-O

Experimental (White et al.)

Dry NAS glass
NASH without interlayer water
NASH with interlayer water

Figure 1.4 Neutron pair distribution function (PDF) predicted for NAS glass, NASH
gel with interlayer water, and NASH gel with random dispersion of water into the
structure
In order to have a meaningful comparison of the computed pair distribution with the
neutron experimental data, the PDF is broadened using the methodology described by
Wright et al.[78]. Figure 1.5(a) and (b) shows the broadened PDFs for NASH structure
with interlayer water and without interlayer water respectively.
(a)

(b)

Experimental (White et al.)

Experimental (White et al.)

NASH with layer

NASH without layer
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Figure 1.5 Neutron pair distribution function (PDF) predicted for (a) NASH gel with
interlayer water, and (b) NASH gel with random dispersion of water into the structure
(PDF is broadened using the methodology described by Wright et al.[78])
Furthermore, the Wright factor is computed to compare the degree of agreement
between the computed pair distribution function (PDF) and the experimental data for
both the structures. The Wright factor, ℛ is expressed as[78]
ℛ =

∑

( ))
( ( )−
∑ (
( ))

[4]

where ( ) is the experimental total PDF. These factors are calculated over the range

from 1 Å to 10 Å and the computed ℛ for NASH with interlayer water and without
interlayer water are found to be 5.79% and 5.87% respectively. Hence, in terms of PDF
both the structures show good agreement with the experimental data (since the value of
ℛ is below 9 % ). To shed more light, the degree of agreement with the experimental

data is also presented in terms of structure factor in a forthcoming section for both the
NASH structures presented here.
3.1.2 Partial pair distribution function
In this section, the partial PDF is analyzed. Figure 1.6(a), (b), (c) and (d) plots the Al–
O, Na–O, Si–O, and H–O interactions respectively. No significant difference in the
position and width of the peaks for the X–O partial PDFs (X = Al, Na, Si and H) are
observed with incorporation of interlayer water. Major peaks for Al–O, Na–O, Si–O,
and H–O interactions are observed at 1.8 Å, 2.3 Å, 1.62 Å and 1 Å, respectively, and
the positions of the peaks are in good agreement with the values reported in the
literature[32–35]. Interestingly, we observe a minor peak at 2.0 Å corresponding to the
13

partial Na–O PDF of both NASH with and without interlayer water. In particular, the
peak is more pronounced for NASH structure with interlayer water. This could be
attributed to the clustering of Na atoms around the water molecules in addition to the
formation of non-bridging oxygen atoms. To shed more light on this, Table 1.1 reports
the percentage of oxygen molecules connected to various bond angle configurations for
a cutoff distance of 2.12 Å (obtained from the minima after the minor peak of Na–O
PDF). It is evident from Table 1.1 that the fraction of oxygen atoms contributing
towards Si–O–Si, and Si–O–Al bonds decreases and significant fraction of oxygen
atoms connecting to hydrogen atoms (X–O–H where X: Si, Al, H) is being observed
when water is adsorbed into the NAS structure. Hence, the presence of the minor peak
at 2.0 Å can be primarily attributed to the incorporation of water in the structure. A
detailed discussion on the bond angles is presented in a later section.
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(a)

(b)

Dry NAS Glass

NASH without
interlayer water

Dry NAS Glass
NASH without
interlayer water
NASH with
interlayer water

NASH with
interlayer water

(c)

(d)

Dry NAS Glass
NASH without interlayer water

NASH without interlayer water

NASH with interlayer water

NASH with interlayer water

Figure 1.6 Partial pair distribution function (PDF) of (a) Al–O, (b) Na–O, (c) Si–O, (d),
H–O for NAS glass, NASH gel with interlayer water, and NASH gel with random
dispersion of water into the structure
Table 1.1 percentage of oxygen molecules connected to various bond angle
configurations for a cutoff distance of 2.12 Å in the NAS, NASH without interlayer
water, and NASH with interlayer water
NASH without
NASH with
Interlayer
Bond Angle NAS
Interlayer water
water
Distribution
Percentage
Percentage
Percentage
Si–O–Si
55.36
25.37
30.05
Al–O–Si
43.57
26.85
24.08
Al–O–Al
1.07
1.72
0.69
Si–O–H
26.35
8.49
Al–O–H
2.46
0.69
15

H–O–H

-

17.25

36.00

The partial PDFs of Na–Na, Si–Na, Al–Na, and Na–H are reported in Figure 1.7(a), (b),
(c) and (d), respectively, so as to evaluate the influence of interlayer water on cation
interactions. It is observed that the width and position of the peaks corresponding to Na–
Na, Si–Na, Al–Na, and Na–H interactions are not significantly affected by the
incorporation of interlayer water, thus justifying the possibility of interlayer water in the
NASH structure. To shed more light on this, the forthcoming sub-section evaluates the
influence of the incorporation of the interlayer water in terms of the bond angle
distributions.
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(a)

(b)

Dry NAS Glass

Dry NAS Glass
NASH without
interlayer water

NASH without
interlayer water

NASH with
interlayer water

NASH with
interlayer water

(c)

(d)

Dry NAS Glass

Dry NAS Glass
NASH without
interlayer water

NASH without
interlayer water

NASH with
interlayer water

NASH with
interlayer water

Figure 1.7 Partial pair distribution function (PDF) of (a) Na-Na, (b) Si-Na, (c) Al-Na,
and (d) Na-H for NAS glass, NASH gel with interlayer water, and NASH gel with
random dispersion of water into the structure
3.1.3 Bond angle distributions (BAD)
A partial pair distribution in terms of bond angles is presented herein. Figure 1.8 shows
the intra-tetrahedral bond angle distributions. Figures 1.8(a) and (b) shows the BAD for
O-Si-O and O-Al-O respectively whereas Figures 1.8(c) and (d) shows the BAD for AlO-Al corresponding to coordination numbers 4 and 5 respectively for Al atoms.
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(a)

(b)

(c)

(d)

Figure 1.8 Bond angles distribution of (a) O-Si-O, (b) O–Al–O, (c) O–Al–O with four
coordinated Al atoms, and (d) O–Al–O with five coordinated Al atoms for dry NAS
glass, NASH gel with interlayer water, and NASH gel with random dispersion of water
into the structure.
The BAD for intra-tetrahedral O–Si–O (Figure 1.8(a)) bond angle shows a peak at 107o
for all the structures, which is comparable to the value reported for silicate glass[51]. It
should also be noted here that the presence of water does not influence the intratetrahedral O–Si–O BAD. Similar observations are also found in the literature[36]. This
suggests that the Si tetrahedra is not affected or distorted by the presence of water
molecules. In the case of O-Al-O bond angle (Figure 1.8(b)) two peaks were observed.
18

This could be attributed to the presence of five-coordinated Al atoms in the structure as
shown in Figure 1.8(d). While the peak at 107O (O-Al-O BAD) is contributed by both
four and five-coordinated Al atoms (Figures 1.8(c) and 8(d)), the minor peak at 162 O
stems from the presence of five coordinated Al atoms only (Figure 1.8(d)). However,
for the O-Al-O BADs, no significant changes are observed between NAS, NASH
without interlayer water, and NASH with interlayer water signifying that the intratetrahedral O-Al-O bonds are not affected by the incorporation of water in the structure,
similar to the trends observed for O-Si-O BAD.
Figure 1.9(a) shows the Si–O–Si bond angle distribution. While the dominant peak is
observed at the same position (135o) for dry NAS glass as well as the NASH structure
with interlayer water, the width of the peak increased slightly for NASH structure with
interlayer water reflecting slight increase in the degree of disorder in the system with
water-incorporation, which is expected. Moreover, the width of the peak increases
significantly as compared to dry NAS when water is adsorbed into the entire NASH
system without any interlayer water. The difference in the width can be explained from
the fact that the access to the Si–O–Si bond for water is limited in the NASH structure
with interlayer water resulting in limited interactions between water and Si–O–Si bonds.
This results in a slight increase in width of the peak as observed in that case. On the
other hand, the interactions between Si–O–Si bonds and water increases significantly
for the NASH structure without interlayer water since water gets better access to the
whole of Si–O–Si bonds in the system. This explains the higher degree of disorder and
presence of significantly wider Si–O–Si peaks in NASH system without interlayer water
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The shoulder peaks observed at 110o (approx.) for NAS glass can be attributed to the
Si–Si steric repulsion[53,71,79].
(a)

(b)

(c)

Figure 1.9 Bond angles distribution of (a) Si–O–Si, (b) Si-O-Al, and (c) Al-O-Al for
dry NAS glass, NASH gel with interlayer water, and NASH gel with random
dispersion of water into the structure.

Figure 1.9(b) shows the bond angle distribution for Si–O–Al. The dominant peak is
observed at approximately 130 o for all the three structures. A second peak is also
observed at approximately 100o. Presence of both these peaks are in line with the
observations reported in the literature[80]. While no significant change in the width of
the major peak is observed when water is incorporated in case of both the NASH
structures, the width of the secondary peak (at approximately 100o) increases. The
increase in width of the secondary peak is higher for the NASH structure without
interlayer water as compared to the NASH structure with interlayer water as expected,
similar to the trends observed in the Si–O–Si bond angle distributions for the difference
in the distribution of water in these two NASH structures as explained earlier. In the
case of Al–O–Al bond angle (Figure 1.9(c)), a bimodal distribution of the angles is
observed which is in line with the observations reported elsewhere[80]. Such bimodal
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distribution in Al–O–Al could be attributed to the presence of five coordinated Al atoms
and edge sharing tetrahedra of Al. Five coordinated Al atoms have been shown in the
literature[81] to yield stable structure for Al. While the presence of five coordinated Al
atoms in all the three structures is confirmed in this study as explained previously in
this paper (refer to Figure 1.8(c) and 1.8(d)), R.I.N.G.S code[82] is employed to
evaluate the presence of edge-shared tetrahedra. It is observed that for both NAS glass
and NASH without interlayer water, only corner-shared tetrahedra is present whereas,
in the case of NASH structure with interlayer water, 2 (10%) edge-shared and 18 (90%)
corner-shared tetrahedra are observed. This explains the significant difference in the
Al–O–Al bond angle distributions observed between the two NASH structures
presented in the paper. It should be noted that the Al–O–Al angles in these structures
exist only in a few quantities close to 1%. This is in agreement with the Loewenstein
rule[83] which suggests that heteropolar Al–O–Si angles are preferred at the expense of
homopolar Al–O–Al angles in aluminosilicate minerals.
Overall, the good correlation of the short-range order of the NASH structure with the
experimental data validates the plausibility of the NASH structure with interlayer water
proposed in this study. To elaborate more on the plausibility of the proposed NASH
structure with interlayer water, the forthcoming section assesses the medium range order
of NASH in terms of structure factor.
3.2 Medium range order
The structure factor represents correlations at larger distances (between 3 Å to 10 Å) as
compared to PDF which analyzes structure correlations at smaller distances (≤ 3 Å). In
this section the neutron structure factor is computed using Equation 3 and reported in
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Figure 1.10. From Figure 1.10, it is clear that the structure factor for NASH with
interlayer water contains four distinct peaks, the position of which correlates very well
with the experimental observations. In particular, the first sharp diffraction peak (FSDP)
signifies the extent of correlation in the medium-range structure of glassy/disordered
structures[52,53,77]. The position of FSDP for the proposed structure exhibits excellent
match with the experimental observation signifying good correlation in the mediumrange structure. This is in contrast to the NASH structure without interlayer water,
where the first peak is notably shifted to a higher wave vector. Moreover, the position
of the first two peaks in case of NASH with interlayer water exhibits better correlation
with experimental observation as compared to the traditional NASH structure without
interlayer water. This difference in FSDP between the two structures presented here
originates from their nature of water distributions (refer to supplementary materials A
document for more details). To shed more light, the degree of agreement between the
simulated and experimental structure factor is quantified using the Wright factor
(ℛ )[78] (equation 4). While the NASH structure with interlayer water exhibits a value
of 9.3% (ℛ ), the structure with random dispersion of water without any interlayer
water shows a significantly higher value of 13.8% (ℛ ). Hence, it can be concluded that
the proposed structure with interlayer water shows better correlation with the
experimental data as compared to the one without interlayer water. Overall, a good
match between the experimental and simulated structure factor peaks confirms the
plausibility of the NASH structure with interlayer water, presented in this paper.
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Experimental (White et. al)
NASH with interlayer water
NASH without interlayer water
Dry NAS glass

Figure 1.10 Neutron structure factor predicted for NAS glass, NASH gel with interlayer
water, and NASH gel with random dispersion of water into the structure
4. CONCLUSIONS
This study evaluates the possibility of the presence of interlayer water in the sodium
aluminosilicate hydrate (NASH) gels. For comparison a traditional molecular structure
for NASH without any interlayer water is also generated and both the NASH structures
are compared with respect to available experimental data. All the total pair distribution
peaks for the proposed NASH structure with interlayer water matches closely with the
experimental data as well as the ones obtained for the traditional NASH structure
without interlayer water. No significant difference in the partial pair distribution peaks
is observed for the two NASH structure considered here. This suggests that the overall
short-range structure is not affected by the arrangement of water in the atomic structure.
Some difference in inter-tetrahedral Al–O–Al, Si–O–Si and Si–O–Al bond angle
distributions is observed between the two NASH structures due to the difference in
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water distributions whereas intra-tetrahedral O–Si–O bond angle distribution remains
unchanged with incorporation of interlayer water. In contrast, the medium-range
structure exhibits notable difference in the two NASH structures. In particular, all the
structure factor peaks obtained for the proposed NASH structure with interlayer water
correlates very well with the experimental observations. Moreover, a close comparison
of the structure factor peaks for the two NASH structures revels that the proposed NASH
structure with interlayer water shows significantly better correlation with the
experimental observations as compared to the existing traditional NASH structure
signifying the plausibility of the proposed NASH structure. The proposed atomic
structure is expected to provide new insights into the diffusion characteristics of ionic
species into NASH gel towards evaluation of durability of geopolymers. Moreover, the
proposed structure can be adopted as a starting point to develop a link between chemical
composition, structural features, mechanical behavior and durability towards multiscale
simulation-based design and development of geopolymers as a sustainable alternative
to ordinary portland cement.
5. SUPPLEMENTARY MATERIAL
See supplementary material A for the ReaxFF parameterization and partial structure
factors.
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ABSTRACT
This paper presents the dynamics of confined water and its interplay with alkali cations
in disordered sodium aluminosilicate hydrate (N-A-S-H) gel using reactive force field
molecular dynamics. N-A-S-H gel is the primary binding phase in geopolymers formed
via alkaline activation of fly ash. Despite attractive mechanical properties, geopolymers
suffer from durability issues, particularly the alkali leaching problem which has
motivated this study. Here, the dynamics of confined water and the mobility of alkali
cations in N-A-S-H is evaluated by obtaining the evolution of mean squared
displacements and Van Hove correlation function. To evaluate the influence of the
composition of N-A-S-H on the water dynamics and diffusion of alkali cations, atomistic
structures of N-A-S-H with Si/Al ratio ranging from 1 to 3 are constructed. It is observed
that the diffusion of confined water and sodium is significantly influenced by the Si/Al
ratio. The confined water molecules in N-A-S-H exhibit a multistage dynamic behavior
where they can be classified as mobile and immobile water molecules. While the
mobility of water molecules gets progressively restricted with an increase in Si/Al ratio,
the diffusion coefficient of sodium also decreases as the Si/Al ratio increases. The
diffusion coefficient of water molecules in the N-A-S-H structure exhibit a lower value
than those of the calcium-silicate-hydrate (C-S-H) structure. This is mainly due to the
random disordered structure of N-A-S-H as compared to the layered C-S-H structure.
To further evaluate the influence of water content in N-A-S-H, atomistic structures of
N-A-S-H with water contents ranging from 5-20% are constructed. Q n distribution of
the structures indicates significant depolymerization of N-A-S-H structure with
increasing water content. Increased conversion of Si–O–Na network to Si–O–H and
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Na–OH components with an increase in water content helps explain the alkali-leaching
issue in fly ash-based geopolymers observed macroscopically. Overall, the results in
this study can be used as a starting point towards multiscale simulation-based design
and development of durable geopolymers.
1. INTRODUCTION
Geopolymers produced through alkaline activation of aluminosilicate precursor
materials (such as Metakaolin, blast furnace slag, or fly ash) have emerged as
sustainable alternatives to ordinary portland cement (OPC)[1–5]. Analogous to calcium
silicate hydrate (C-S-H) in hardened cement paste, sodium aluminosilicate hydrate (NA-S-H) gel is the main binding phase in sodium hydroxide (NaOH)-activated fly ashbased geopolymers. Geopolymers have been shown to exhibit impressive mechanical
performance and better resistance against chlorides/sulfate attacks as compared to OPC
[6–13]. Besides, the CO2 emissions have been shown to reduce significantly by 25% to
40% [9,14–16] when compared to OPC binder. Such an enhancement in terms of both
reduced carbon footprint and improved mechanical/durability performance makes
geopolymers a promising candidate as an environment-friendly alternative binding
material to OPC. However, one of the major concerns regarding the large scale use of
geopolymers has been the issue of leaching of alkalis, which aids in accelerated
deterioration of the material in the long run especially under moist or wet conditions
[17]. The presence of excessive residual water in geopolymers is found to de-polymerize
the network structure, which indirectly promotes the leaching of alkali ions thereby
leading to severe deterioration in mechanical performance of such geopolymer
binders[18,19]. Thus, understanding the influence of the dynamics of the confined water
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on the movement of each alkali cations in N-A-S-H gel is expected to unfold novel
pathways towards design of efficient and durable geopolymers.
While the influence of chemical composition[20–25] and curing conditions[24,26,27]
on the efflorescence behavior of geopolymers have been studied previously using
experimental evaluations, fundamental molecular mechanisms responsible for such
behavior still remain poorly understood. Toward that end, this paper evaluates the
dynamics of water, confined in the nano-pores of the N-A-S-H gel and its interaction
with alkali cations using reactive force field (ReaxFF[28]) molecular dynamics
simulations so as to obtain fundamental insights on the molecular mechanisms within
the N-A-S-H gel responsible for the efflorescence behavior of fly ash-based
geopolymers. While fly ash-based geopolymers have been researched extensively
[1,29,30] over the past decades, the molecular structure of N-A-S-H has recently been
proposed [31–35]. Under X-Ray Diffraction (XRD) test and nuclear magnetic resonance
(NMR) spectroscopy[16,36–44], geopolymer gel is shown to exhibit as an amorphous
structure opposite to crystalline zeolites structure[45]. In this paper, the molecular
structure of N-A-S-H gel is developed by following the general melt-quench
approach[46,47], which is extensively used to obtain amorphous glass from the
crystalline structure. The obtained glassy structure is hydrated by performing Grand
Canonical Monte Carlo (GCMC) simulation[48] to obtain the N-A-S-H structure. The
inter-atomic interactions are implemented by using the Reactive Force field
(ReaxFF)[28]. Overall, fundamental insights on the influence of the dissociation of
water and its interplay with alkali cations in N-A-S-H gel reported in this paper are
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expected to foster efficient tuning of the composition and structure formation toward
the development of durable geopolymer binders.
2. SIMULATION METHODOLOGY
This section provides a brief description of the model construction procedure for the NA-S-H structure. The structural properties for short and medium-range order are also
elucidated. Finally, the method to compute the diffusion coefficient for different cations
from MD simulation is detailed, followed by simulation results and discussions.
2.1 Molecular structure of NAS glass and NASH gel
In this study, three sodium aluminosilicate (NAS) glasses with Si/Al ratio of 1,2, and 3
are considered whereas the Na/Al ratio is kept as 1. Following the melt-quench
procedure[46,47], the glass is prepared by randomly packing Si, Al, Na, and O species
in the simulated box. The system is then heated at 4000 K for 500 ps each in isothermalisobaric (

) ensemble and

canonical (

) ensemble using Nose’-Hover

thermostat[49] to make sure that there is a loss of memory with respect to the initial
configuration. The simulation is then followed by quenching the prepared structure from
4000 K to 300 K with a cooling rate of 1 K/ps in

ensemble. Such cooling rate has

been successfully adopted for preparing other silicate glasses[50–52]. The obtained
glass structure is equilibrated in the NPT ensemble for 500 ps followed by the
ensemble for 300 ps and another 200 ps for production. In order to hydrate the glass
structure, a Grand Canonical Monte Carlo (GCMC) simulation[48] in the grand
canonical ensemble (

) is applied. In this study, the value for chemical potential

is set as 0 eV and the temperature is maintained at 300 K to provide an unlimited supply
of water until saturation. To allow saturation with a stable distribution of water, the
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simulation is run for one million steps. In this study, the saturated structure is achieved
at water content between 16-20 wt%, which is also observed experimentally in the
previous literature (15-20 wt%)[53]. The final obtained structure was then equilibrated
in NPT to stabilize the temperature at 300 K and 0 atm pressure for 300 ps and in NVT
at 300 K for another 300 ps and followed by 200 ps for production. The composition of
the NAS glasses and its hydrated structures is shown in Table 2.1. The computed density
from MD simulation for N-A-S-H structures lies in the range from 1.9-2.37 g/cm3,
which is in agreement with the values obtained from experimental observations for
sodium-based geopolymers (1.7-2.4 g/cm 3) [17,54,55].
Table 2.1 Chemical composition of the disordered glass and gels with water content
and density
Structure
NAS1 (Si/Al
= 1)
NAS2 (Si/Al
= 2)
NAS3 (Si/Al
= 3)
NASH1
(Si/Al = 1)
NASH2
(Si/Al = 2)
NASH3
(Si/Al = 3)

Water
content
(wt %)

Density
(g/cm3)

-

2.53

-

2.42

11.82

-

2.24

30.09

18.29

16.17

2.37

49.37

20.94

12.73

16.95

2.11

55.44

15.41

9.37

19.78

1.99

SiO2
(wt %)

Al2O3
(wt %)

Na2O
(wt %)

42.30

35.89

21.82

59.45

25.22

15.33

68.74

19.44

35.46

NASH1, NASH2, and NASH3 in Table 2.1 denote the hydrated structures of NAS1,
NAS2, and NAS3 glasses respectively. Figure 2.1(a) and (b) show the representative
molecular structure of NAS3 and NASH3 respectively.
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(a)

(b)

Figure 2.1 Representative molecular structure of (a) NAS3 glass, and NASH3
structures where Si/Al is equal to 3 (Al: Green, Si: Navy Blue, Na: Yellow, O: White,
and H: Red).
Dimensions of N-A-S-H molecular structures, thus obtained, are 25 Å × 25 Å × 25 Å.
Throughout the simulation, a reactive force field

(ReaxFF[56]) is implemented to

generate the NAS and NASH gel structures, which has also been adopted for similar
materials[34,56]. All simulations are performed in an open-source software
LAMMPS[57] and Ovito[58] is used for visualization. The time step taken in the
preparation and equilibration of the disordered molecular structure is 0.25 fs, and the
same timestep is maintained for all the simulations in this paper. In order to simulate
the mean square displacement (MSD), the size of the NASH structure is adopted as 50
Å x 50 Å x 50 Å, which contains approximately 13000 atoms. Any further increase in
the box size shows negligible improvements in the results while the computational
demand increases significantly. Besides, such size of the simulation box has been shown
to provide reliable results to study diffusion using molecular dynamics simulation with
negligible finite size effect [59]. A good accuracy has also been achieved in a previous
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study that evaluates diffusion of species in calcium silicate hydrate (CSH) gel[60] with
a smaller size of the simulation box as compared to the size adopted in this study.
2.2 Interatomic potential
In this study, ReaxFF[28] potential is implemented for atomic interactions in the
molecular structures to model the NAS and NASH structures and to study their
properties. In the framework of ReaxFF, the total energy of an atomic system (
is dividend in multiple components:[61]
=
Here

+

+

+

+

+

+

)
+

[1]

indicates the energy associated with bonds formation between atoms based

on interatomic distance.
respectively. The terms

and

are the angular and torsional energy

and

refer to the van der Waals and

Coulombic contribution calculated between two pairs, irrespective of their connectivity
and bond order. While

is the energy penalty for under coordination of atoms that

is based on atomic valence rules,
coordination of atoms.

indicates the energy penalty for over

denotes specific system terms that are adopted for the

system of interest such as lone-pair, conjugation, hydrogen binding, and C 2
correction[61]. One of the advantages of ReaxFF over other forcefields is that ReaxFF
relies on the bond order, which is directly calculated from the instantaneous distances
that are updated continuously, and this allows for the creation and dissociation of bonds
during simulation, which is also the salient feature of ReaxFF. ReaxFF potential has
been successfully implemented in MD simulations toward obtaining efficient atomic
structures for a wide variety of materials [28,62–64]. The ReaxFF is adopted from a
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previous study[65] that evaluates a similar material system. Please refer to the
supplementary material B (Section E) for the ReaxFF file used in this study.
2.3 Structural Characterization
The short-range order (< 3 Å) of the constructed molecular structures is evaluated using
total pair distribution (PDF). The PDF is the ratio of the local density of atoms with
respect to the global density of the atoms expressed as a function of distance from an
atom. In particular, neutron PDF is given as[64,66,67]:

where

( )=
∑

∑

( )

[2]

is the fraction of atoms ( = Al, Si, Na, O or H),

length of the species, and

is the neutron scattering

are the partial PDFs. To take into consideration the

maximal scattering vector Qmax of the experimental structure factor, the computed g(r)
was broadened using the methodology described by Wright et al.[68] This is achieved
by convoluting the component correlation function (such as pdf) with a gaussian
function and then adding them together. To avoid extra peak broadening, the interval
used in the accumulation of the component of correlation functions must be small as
compared to the full width at half maximum height of the experimental resolution
function in real space.
To investigate the medium-range order of the constructed structures, structure factors
are computed. The partial structure factors are calculated from the Fourier transform of
the partial PDF

( ) (Equation 2).

( )=1+

∫4

( )−1
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(

)

[3]

where

is the scattering vector,

is the average atom number density, and

is the

maximum value of the integration in real space, which is set to half of the size of one
side of the simulation cell. The total structure factor is calculated as:

where

and

( )=

∑

∑

are the fractions of atoms and

and

( )

[4]

are neutron scattering lengths,

for elements and , respectively. The Lorch-type window function is used in this study
in order to reduce the effect of the finite cut-off radius in the integration[69]. While the
use of such window type has shown to reduce the ripples at low Q, this also induces
some broadening of the structure factor peaks[70]. Such window function has also been
applied successfully to silicate glasses using MD simulation[50]. PDF and structure
factors, computed for the constructed molecular structures, are compared against the
experimental observations to validate the constructed structures before evaluating the
diffusion of water molecules and alkali cations within the N-A-S-H structures.
2.4 Computation of diffusion coefficient
The diffusion coefficient is computed from the MSD of the species. MSD is calculated
based on the displacement of the species at a given time interval with respect to the
initial point. The nature of the variation of MSD with time indicates the modes of the
movement (freely diffusive, binding, or active transport). For stable conditions, where
the process does not change with time, the MSD is calculated as a time average. The
square of the displacement of each atom is expressed as
( ) = ( ( ) − (0))

[5]

where ( ) is the position of atom at time . Thus, the MSD is calculated by averaging
all the SD values over the total number of atoms (N).
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( ) =

1

( ( ) − (0))

[6]

The diffusion coefficient ( ) can be calculated from the time evolution of MSD using
Einstein’s relation[33,60]
= lim
→

[7]

6

To illustrate the dynamics properties of each atomic species, the simulation is run for

10 ns in the NPT ensemble, where the configuration is saved at every 10 ps for respective
structures. Such long simulation has also been adopted in the literature to study the
diffusion of water in calcium silicate hydrate (CSH) gel[60].
3. RESULTS AND DISCUSSION
This section first demonstrates the short/medium-range order and the partial pair
distribution function for the constructed molecular structures to evaluate their realistic
nature with respect to experimental observations. Thereafter, the diffusion properties of
water molecules and alkali cations are detailed.
3.1 Structural characterization
3.1.1 Neutron pair distribution function and Neutron structure factor:
Figure 2.2 shows the broadened PDFs obtained using the methodology explained in
section 2.3 for N-A-S-H structures with different Si/Al composition. The initial peak at
1.0 Å corresponds to the D–O interaction, where D refers to deuterium, where heavy
water is used in order to prepare the geopolymer binder [38,71]. The second peak
corresponds to a combination of Si–O and Al–O interactions. The Si–O bond length
predicted by ReaxFF is 1.62 Å, which corresponds very well to the Si–O bond length
of Si tetrahedra. For the case of Al–O, the peak is less clear as they arise from the
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superimposition of different coordination number (CN) of Al (CN = 4, or 5). The other
peak at 2.6 Å corresponds to the O–O interactions. All these peaks (in the simulated
PDFs) for the constructed N-A-S-H structures are in excellent agreement with
experimental data available in the literature[38,71] signifying the viability of the
constructed structures in terms of short-range order. It is to be noted that in the
experimental studies available in the literature[38,71], the N-A-S-H gel was prepared
by activating pure metakaolin with deuterated sodium silicate solution with molar ratio
SiO2/Na2O equal to 2. The samples were cured at ambient temperature for 90 days. To
quantify the agreement between the experimental and simulated correlation functions,
the Wright factor is computed[68]. The Wright factor is expressed as[68]:
ℛ =

∑

( ))
( ( )−
∑ (
( ))

[8]

( ) is the experimental PDF. These factors are calculated over the range

where

from 1 Å to 8 Å and the computed ℛ for NASH1, NASH2, and NASH3 are 9.5%,
9.18%, and 9.75%, respectively. Since the value of ℛ below 10 % can be considered
as a good agreement[50], it can be inferred that constructed NASH structures represent
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Pair distribution function, g(r)

(a)
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Pair distribution function, g(r)

realistic short-range order.

Distance, r (Å)

42

(c)

Distance, r (Å)

Figure 2.2 Pair distribution function of (a) NASH1, (2) NASH2, and (c) NASH3,
compared with the experimental data[71].
To analyze the characteristics of the constructed N-A-S-H structures in the mediumrange order, the neutron structure factors for the constructed N-A-S-H structures are
plotted along with the experimental data[38,71], as shown in Figure 2.3. It is evident
that the structure factor for NASH (except Si/Al equal to 1) contains four distinct peaks,
the position of which correlates very well with the experimental observations[38,71].
However, the first sharp diffraction peak (FSDP) of NASH1 is shifted to a higher Q.
This can be attributed to the high content of network modifiers which tends to rupture
the covalent network connectivity as well as introduce non-bridging oxygen (NBO)[70].

NASH1
(Si/Al=1)
NASH2
(Si/Al=2)

NASH3
(Si/Al=3)

Figure 2.3 Structure factor of NASH1, NASH2, and NASH3, compared with the
experimental data[38,71].
3.1.2 Partial pair distribution function
The local structure of the N-A-S-H gel with different Si/Al composition is investigated
in this section by computing the partial pair distribution function (PDF). The symbol O
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is used to represent the structural oxygen connected to the ring structure, whereas Ow
represents the oxygen in water. Such symbols are used consistently hereafter to
differentiate oxygen connected to the ring structure from oxygen in water. In this study,
the discussion solely focuses on the interactions of water and alkali species such as Na–
O, Na–Ow, O–O, O–Ow, Ow–Ow, O–H, and Ow–H. Such evaluations on the
interactions between water and alkali species help explain the diffusion behavior of
different species, detailed later in this paper. Figure 2.4(a) shows the partial PDF for
Na–O interaction in NASH with varying Si/Al ratio.
(a)

(b)

Figure 2.4 Partial PDF of (a) Na-O, and (b) Na-Ow interactions for NASH1, NASH2,
and NASH3.
From Figure 2.4(a), two peaks are observed. The first peak at 2.30-2.35 Å corresponds
to the interaction of Na with non-bridging oxygen (NBO), which is also observed both
numerically and experimentally[35,72–75]. This indicates the ability of ReaxFF to
mimic the experimentally observed Na-O interaction. Figure 2.4(b) shows the
interaction of Na with water in the three N-A-S-H structures. Here two peaks are
observed between 2-2.6 Å. The presence of such a dual peak can be explained from the
nature of Na around the vicinity of water molecules[72], where the coordination of Na
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shows variation between 1 to 6[72]. The average coordination of Na+ with Ow and O is
found to be between 4.5-5.7 which is in line with the experimentally observed values in
the range 4.3-6.2 Å[72–75]. This shows the consistency of the MD simulations with the
experimental observations.
Figure 2.5(a) shows the partial PDF of tetrahedral oxygen in N-A-S-H with varying
Si/Al composition. The first peak 2.73-2.75 Å is present in all the structures irrespective
of Si/Al composition and it corresponds to the O–O bond[35]. Such results suggest that
the O–O bond belonging to the ring structure is stable irrespective of the Si/Al content.
Figure 2.5(b) shows the interaction of O–Ow where three distinct peaks are observed
(2.75 Å, 3.3 Å, and 5.3 Å). While the first peak at 2.75 Å indicates interaction of O with
the first neighboring atom (first coordination shell between oxygen atoms) in water
(Ow), the third peak at 5.3 Å corresponds to second neighbor interactions. The first peak
at 2.75 Å is also present in the case of O–O and Ow–Ow bonds, as shown in Figure 2.5,
and previous observations[76–79]. The second peak observed at 3.3 Å is due to local
interaction between the O and Ow present in the hydrated N-A-S-H structure. The
second peak at 3.3 Å is observed in all the N-A-S-H structures. Similar observations are

Bond length (Å)

(b)

O-Ow

Probability (arb. units)

(a)

Probability (arb. units)

Probability (arb. units)

shown for hydrated disordered aluminosilicates in the literature[76].

Bond length (Å)
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(c)

Ow-Ow

Bond length (Å)

Figure 2.5 Partial PDF of (a) O–O, (b) O–Ow, and (c) Ow–Ow interactions where O
represents oxygen connected to polyhedral structure and Ow represents oxygen in water
for NASH1, NASH2, and NASH3
Figure 2.5(c) shows the partial PDF of Ow–Ow interaction in N-A-S-H. The first peak
at 2.76Å corresponds to the first coordination shell between oxygen atoms in water (Ow).
A similar observation is also observed for the case of bulk water at 2.76Å[80]. In the
case of bulk water, the second neighbor interactions are observed at 4.5 Å[81]. However,
in N-A-S-H structures, such interactions are not prevalent due to the confined nature of
water molecules[76]. These water molecules, when present in the confined space in the
glass structure, exhibit anomalous characteristics, which is also observed in the case of
calcium silicate hydrate (CSH)[82].
Figure 2.6(a) and (b) show the partial PDF for the O–H, and Ow–H interactions
respectively. In order to get insight into the behavior of water in the disordered structure,
a bulk water system is simulated using the same ReaxFF. Note that a density of
approximately 0.94 g/cm 3 is obtained for bulk water using this potential, which is
consistent with the value reported in the literature[82–84]. Both O–H and Ow–H bonds
do not show any significant change in bond lengths irrespective of different Si/Al
compositions. In the case of Ow-H interaction, it is observed that the behavior of the
bonds for gel structure is similar to that of bulk water. Ow–H interaction in bulk water
is consistent with the behavior reported in the literature[80,85].
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(a)

(b)

Figure 2.6 Partial PDF of (a) O–H, and (b) Ow–H (hydroxyl) where Ow (represent
oxygen in water), and H (represent hydrogen associated with water) for NASH1,
NASH2, and NASH3. For Ow-H, a partial PDF from bulk water is also plotted.
3.2 Diffusion of water molecules and alkali cations in N-A-S-H structure
While the previous section evaluated the structural attributes of N-A-S-H and the
influence of composition on the resulting structural characteristics, this section presents
the diffusion behavior of water molecules and alkali cations in the confined water of NA-S-H structures. The dynamics of different species in the confined water is evaluated
by computing the MSD.
3.2.1 Dynamics of confined water molecules in N-A-S-H structure
Figure 2.7 shows the evolution of MSD of water molecules confined in the N-A-S-H
(representative NASH2 structure) structure where four stages, namely ballistic, caged,
transition, and diffusive regimes, are clearly observed. Such stages have been reported
in the literature for water diffusion in both layered and disordered structures[31].
Region A ( ≤ 60 ps) corresponds to the ballistic regime (<

( )>∝

) where non-

linear increase in MSD is observed with increase in time. In the region B, a plateau
region is observed till 200 ps. This region represents the cage effect where water
47

molecules try to escape the polyhedral network formed by the network former species.
The region C represents the transition regime where the water molecules tend to escape
the ring network formed by the network former species. In this transition regime, the
motion of water molecules can be interpreted as diffusion with low exponent
(<

( ) >∝

regime (<

, where

< 1). Lastly, the stage D represents the linear diffusion

( ) > ∝ ) after 2 ns.

Figure 2.7 Regions in MSD of water molecules in NASH2 (Si/AL equal to 2).
3.2.2 Diffusion of atomic species in the confined water of N-A-S-H
This section evaluates the evolution of MSD of different species in the confined water
of N-A-S-H. Figure 2.8(a) shows the MSD of Al with respect to time. It is observed that
the values of MSD of Al atoms in glass is relatively lower compared with those of
hydrated structures. As indicated in the previous study[34], water molecules present in
the glass induced stretching of Al-O bonds. Similar trends are also observed for Si, as
shown in Figure 2.8(b). This shows that Si and Al atoms in the polyhedral network
exhibit similar nature irrespective of the Si/Al composition. Their minimal movements
indicate that the network connectivity is intact. Figure 2.8(c) exhibits the MSD of
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sodium atoms with respect to time. It is observed that the mobility of Na is
comparatively higher than those of Si and Al. As indicated in the literature[34], the
diffusion energy barrier in the NAS glass is in the order of Si > Al > O > Na, which
shows that Si and Al are more stable than Na. Thus, it is expected that Na ions can
exhibit higher mobility[72]. In addition, the mobility of Si and Al atoms are restricted
due to the polyhedral network formed by Si–O–Al bonds. Another observation is that
the Na ions show significantly higher mobility in wet conditions (N-A-S-H structures)
when compared to dry conditions (NAS glass), which explains the issue of leaching of
Na from N-A-S-H that has been shown to affect the durability of fly ash-based
geopolymers[34,72]. Figure 2.8(d) represents the MSD of oxygen (O) connected to the
polyhedral structure. Such oxygen atoms are expected to show less mobility in the dry
environment due to their connection to the network structure. However, in a wet
environment, dissociation of water leads to the generation of protons (or hydrogen) that
tend to form bonds with system oxygen atoms resulting in depolymerization of the
structure. This leads to an increase in mobility of the system oxygen in wet conditions
compared to dry conditions. The MSD values of O for NAS glass is consistent with the
values reported in the literature[72].
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Figure 2.8 MSD of (a) Al, (b) Si, (c) Na, (d) O, (e) Ow, and (f) H atoms for NAS glass,
N-A-S-H gel with time evolution of 10 ns, respectively.
Figure 2.8(e) represents the MSD of oxygen in water (Ow). It is observed that such
oxygen (Ow) atoms exhibit comparatively higher mobility than the structural oxygen
(O), which can be attributed to the network restraint formed by network former (Si–O–
Al). It is also observed that the MSD values of Ow decrease with an increase in the Si/Al
ratio. In order to gain more insight on this behavior, the number of Si-[O,Ow]-H
interaction is evaluated for varying Si/Al ratio. It is clearly observed that as the Si/Al
ratio increases the percentage of Si-[O,Ow]-H interactions increases (please refer to
Section A of the supplementary document B for more information). As the Si content
(which is a network former) increases more network connectivity is achieved in the
system and this in turn restricts the water to diffuse easily. Also, it is observed from ring
size distribution (which is explained later in this paper) the presence of smaller ring size
becomes more prevalent with an increase in Si/Al ratio. This further restricts the
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movement of sodium ion and water molecules in the structure. Figure 2.8(f) shows the
MSD of hydrogen ions (or proton) with respect to time for different Si/Al composition.
Hydrogen atoms show significantly higher mobility as compared to all other species in
N-A-S-H due to its smaller size, which promotes relatively easier movement of
hydrogen atoms. Note that the MSD values for hydrogen atoms, shown in Figure 2.8(f)
are consistent with the ones in a study of hydrated silicate glass using ReaxFF
potential[72] which is parameterized for Na-Si-O-H.
To further characterize the nature of water molecules, present in N-A-S-H, this study
classifies the water molecules based on their relative mobility as immobile and mobile
water molecules. Figure 2.9(a) shows the MSD of representative individual water
molecules in NASH3 (Si/Al=3) with time. As can be seen from the figure, there is a
clear difference in MSD between the mobile water and immobile water. While the MSD
for immobile water is less than 2 Å, the MSD for mobile water is larger. Thus, threshold
RMSD for water molecules is approximately 1.414 Å beyond which the water
molecules start hopping. This threshold RMSD corresponds well with the typical cage
radius. Another parameter that can be used to classify the mobility of water molecules
is based on the slope from MSD, where it can be seen that the slope of immobile water
molecules is close to zero (till 1 ns) and more than zero for mobile water molecules.
Figure 2.9(b), (c) and (d) show the trajectories of a single sodium ion, immobile water,
and mobile water respectively at 300 K. While the mobile water molecule is able to hop
to another site (as in this case minimum of two sites), the immobile water molecule
vibrates around one site which explains the lower MSD value for immobile water
molecules. It is observed that for sodium ions, two separate modes associated with the
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vibration at two fixed sites are observed. A similar finding is also noted in silicate

(a)

(b)

Y [Å]

Mean squared displacement (

)

glass[72].

Time (ps)

(d)

Y [Å]

Y [Å]

(c)

Figure 2.9 (a) Representative plot of mean squared displacement (MSD) behavior of
water molecules as a function of time, (b) trajectory of a representative immobile water
molecule, (c) trajectory of a representative mobile water molecule, and (d) trajectory of
a representative sodium ion for NASH with Si/Al=3.
3.2.4 Diffusion coefficient of sodium and water molecules
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While the previous section showed the evolution of mobility of water molecules and
alkali cations in N-A-S-H, this section quantifies the diffusion coefficient of sodium and
confined water molecules based on Einstein’s equation. The diffusion coefficient is
computed in the range from 2 ns to 8 ns where a linear variation of MSD with time holds
true with R2 values lying between 0.95-0.98. The linear fitting plots with R 2 values are
provided in section B of the supplementary document B. Figure 2.10(a) shows the
computed diffusion coefficient of sodium ion for three different compositions. It is
observed that as the content of network former (Si atoms) increases, the diffusivity of
sodium decreases. This indicates that the structural role of sodium is compositiondependent, where sodium ion is more mobile when acts as a charge compensator to
neutralize the network former (Al) than when it acts as a creator of NBOs on
tetrahedrally coordinated silicon and aluminum. This relative increase in the diffusion
coefficient of sodium ion when acts as a charge compensator indicates that the sodium
ions do not form the rigid part of the network[86]. Whereas for the case of low content
of Al2O3, some sodium ions get associated with Si-O, and these sodium ions are less
mobile. Such observation is also illustrated in the literature for silicate glass [86]. This
decreasing behavior can also be correlated with the rings structure in N-A-S-H, which
investigates the intermediate-range order of molecular structure.
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(a)

(b)

Figure 2.10 (a) Diffusion coefficient of sodium, and (b) ratio of diffusion of water in
N-A-S-H with respect to the bulk water system.
The ring size distribution of each system is computed by implementing the RINGS
package[87]. Here, the ring size is defined in terms of the number of Si and Al atoms
(i.e., on the basis of Si-O-Al connection and ignoring the Al-Al or Si-Si as part of the
ring), and the maximum number ring size of 20 is adopted where good convergence is
obtained for the ring size distribution.
(c)

Fraction of rings (%)

Fraction of rings (%)

(b)

Fraction of rings (%)

(a)

Ring size

Ring size

Ring size

Figure 2.11 Ring size distribution in N-A-S-H structure with (a) Si/Al = 1, (b) Si/Al =
2, and (c) Si/Al = 3 where the ring size is defined in terms of Si/Al atoms belonging to
the ring.
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Figure 2.11 shows the comparison of ring size distribution for glass structure (unhydrated structure) and N-A-S-H (hydrated structure) for three different compositions.
From the plot, it is observed that the fraction of small ring size (2-4 size rings) increases
with an increase in Si/Al ratio which explains the decrease in mobility of sodium ions
with increasing Si/ Al ratio. For a direct validation of the obtained diffusion coefficient
of Na, no experimental data is available so far, to the best of our knowledge. The only
available data in the literature[88] regarding this deal with the diffusion of Na in
unhardened geopolymer paste with initial water content of 25-35%. Under such earlyage (unhardened) condition, diffusion coefficient values of sodium in the range of 4 −
8 × 10

m2/s have been reported, which is of the same order as the values obtained

from MD simulation especially for NASH with Si/Al equal to 1. Figure 2.10(b) shows
the ratio of the diffusion coefficient of water molecules in the disordered structure with
respect to the diffusion coefficient of water bulk system (
10

= 3.44 ×

/ ). It is clearly visible that the diffusion coefficient decreases with an increase

in the Si/Al ratio. Such behavior can be attributed to (i) increasing tendency of the

dissociated water to form silanol (Si-O-H) group with Si-O network which restricts the
mobility of water molecules in the structure (please refer to Table SB.1 in the section A
of the supplementary document B), and (ii) the formation of smaller rings with
increasing Si/Al ratio (please refer to Figure 2.11) which further restricts the water
molecules to diffuse easily. For more details on the influence of the Si/Al ratio on the
oxygen speciation in N-A-S-H please refer to Section A of the supplementary document
B. This highlights the effect of substrate composition on the diffusion of water
molecules in the ultra-confined spaces. Nevertheless, the computed ratios of the
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diffusion coefficient of water molecules in the disordered N-A-S-H structure with
respect to the diffusion coefficient of water bulk system are significantly lower than
those reported for C-S-H structure[60,76]. This signifies that part of the mobile water
molecules in the disordered N-A-S-H structure diffuses with slow dynamics. This can
be attributed to the disordered structure of N-A-S-H with random distribution of water
molecules whereas C-S-H is a layered structure where most of the water molecules are
distributed in the interlayer spaces. Such disordered random distribution of water in the
cavity regions around the polyhedral network formed by aluminosilicate skeleton in NA-S-H prevents its mobility when compared to C-S-H.
3.2.5 Evaluation of diffusion behavior of sodium and water molecules using Van
Hove correlation function
To further evaluate the dynamic properties of sodium ions and water molecules in N-AS-H gel, the self-part of Van Hove space-time correlation function ( ( , ) ) is
computed. This function is expressed as

where the term

( , )=

∑ < ( − | ( + ) − ( )|) >

[9]

denotes the coordinate of oxygen atom in water (or sodium atom),

denotes the Kronecker function, and the term
Van Hove correlation function

represents time origin. The self-part of

( , ) yields the probability that a particle originally at

( = 0) and ( = 0) has moved a distance r in time t [89]. Figure 2.12(a) shows the

( , ) at different time scales for sodium ions for a representative N-A-S-H structure

with Si/Al equal to 3. It is observed that majority of the sodium atoms oscillates in a

confined space (high probability lies in the range below r equal to 2 Å) initially ( ≈
0.01

). However, beyond 0.01 ns, peaks start appearing towards the right and this
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indicates the sodium ions start hopping at different sites. While in the current study the
effect of pressure and temperature is neglected the dynamical behavior of sodium cation
in the magma is observed to be sensitive to density and temperature using MD
simulation as reported in the study by Bauchy et al.[89] Moreover, the cation diffusion
in real scenarios are very sensitive[90] to dissolved components such as water or carbon
dioxide.
Figure 2.12(b) shows the

( , ) at different time scales for water molecules. From

Figure 2.12(b), at short interval ( ≈ 0.01
However, at a longer time scale ( > 0.1

) water molecules are still in the cage.

), some water molecules start escaping the

cage and start traveling as far as 3 Å (this is the average r between 2-4 Å where the
second peak is prevalent).
(b)

H(r,t)

H(r,t)

(a)

Figure 2.12 Self part Van Hove function for (a) sodium at different time intervals, (b)
water molecules at different times
Beyond 0.1 ns, the multiple peaks start appearing at an average distance of 3 Å and 6 Å.
While the value 3 Å can be considered as the average jump length in N-A-S-H structure
which is at the first hopping site, the other peak at 6 Å can be considered as the second
hopping site. These values correspond well with the trajectory of the mobile water
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molecule shown in Figure 2.9(c). It is noted that the average jump length of bulk water
molecules at room temperature is approximately 0.9 Å [91], whereas the average jump
length in supercooled water at 253 K is roughly 2.4 Å [92]. This suggests that water
molecules in confined space in random N-A-S-H structure behaves like a supercooled
liquid. Similar observations are reported in the case of C-S-H[60].
The influence of the Si/Al ratio on the heterogeneity in confined water dynamics in the
N-A-S-H structure is analyzed hereafter in this section. Figure 2.13(a) and 13(b) shows
the mobility of sodium ions and water molecules respectively for varying Si/ Al ratios
at a representative time of 8 ns. In the case of sodium ions (as shown in Figure 2.13(a)),
the mobility of sodium ions decreases with increase in Si/Al ratio which correlates well
with the decreasing nature of diffusion coefficient in N-A-S-H with increasing Si/Al
ratio as discussed earlier.
Due to the heterogeneity in the dynamics of water molecules in the N-A-S-H structure,
the water molecules diffuse with significantly different residence times in different
regions. To distinguish between water molecules with different residence times, the selfpart of Van Hove function is classified into mobile,
components:
( , )=
Where

and

( , )=

∑

∑

( , ), and immobile,

< ( − | ( + ) − ( )|) >
< ( − | ( + ) − ( )|) >

( , )
[10]
[11]

are the number of mobile and immobile water molecules,

respectively. The mobility of water molecules is classified as immobile and mobile
water based on the MSD value as explained in the previous section. Figure 2.13(c)
shows the mobile-immobile classification of the Van Hove correlation function at t=6
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ns. The peak centered at 0.3-0.5 Å in

( , ) for immobile water in NASH3 corresponds

to vibrational motion in a confined space in the disordered structure. The high intensity

of the localized motion of immobile water molecules (Figure 2.13(c)) is related to the
water molecules associated with the bridging SiO2 groups present in the system which
effectively obstructs its diffusivity. On the other hand, mobile water displays
superimposition of multiple peaks beyond 2 Å which can be attributed to the hopping
of water molecules in the network structure. In addition to forward hopping, some of
the water molecules also show backward hopping which is identified by the presence of
multiple hopping sites in their trajectories. Overall, the behavior observed in the figure
described the anomalous and inhomogeneity of the confined water molecules in the
structure. From Figures 2.13(b) and (c), it is noted that the dynamics of water molecules
in the disordered N-A-S-H structure is not as distinct as observed in layered structure
such as C-S-H[60]. As such, a clear composition-dependent trend is not observed in
Figures 2.13(b) and (c). To shed more light on this, Figure 2.13(d) plots the probability
of hopping of water molecules with varying Si/Al ratio. The probability of hopping of
water molecules are computed by taking the area of the

( , ) curves are shown in

Figure 2.13(b). The probability of hopping of water molecules decreases significantly
with an increase in the Si/Al ratio. A 27% decrease in the probability of hopping is

observed when the Si/Al ratio increases from 1 to 3 which is in line with the earlier
observation on the diffusion of water molecules in N-A-S-H, shown earlier in Figure
2.10(b).
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Figure 2.13 Self part Van Hove function for (a) sodium ions, (b) water molecules, and
(c) immobile and mobile water, and (d) probability of hopping of water molecules in NA-S-H for Si/Al = 1, 2 and 3 at t=6 ns.
3.3 Influence of varying water content on the diffusion behavior of species in NA-S-H structure
This section focusses on the influence of varying water content on the diffusion behavior
of sodium and water molecules in the NASH3 structure. A wide range of water content
in N-A-S-H has been reported so far in the literature[33–35,53]. As such, the evaluation
of realistic water content in N-A-S-H structure remains an open topic of research. In
this study, four different water contents (5, 10, 15, and 20 wt%) in the N-A-S-H structure

60

are considered based on water contents reported in the literature[33–35,53]. Variations
in water content is achieved by saving the configuration of the structure during GCMC
at different intervals. It is noteworthy that the N-A-S-H structure is saturated at water
content equal to 20%. The obtained structures were then equilibrated in NPT at 0 atm
pressure and 300K for 300 ps and in NVT for 300 ps followed by another 200 ps for
production. The validation of the molecular structures with different water contents
based on the pair distribution function and structure factor are provided in section C of
the supplementary document B. Besides, the partial pair distribution functions of Na-O,
Na-Ow, O-O, O-Ow, Ow-Ow, O-H, and Ow-H interactions with different water content
are also detailed in section D of the supplementary document B. It needs to be noted
that partially saturated N-A-S-H structures are obtained from GCMC at various stages
before equilibrium water content is reached and as such, the structures might not have
been adequately equilibrated. However, the results still highlight various important
information regarding the influence of water content on the diffusion of water molecules
and alkali cation as explained hereafter.
3.3.1 Nature of oxygen speciation in N-A-S-H with varying water content
This sub-section evaluates the influence of water content on the oxygen speciation in
N-A-S-H structure. Figure 2.14(a) shows the distribution of bridging oxygen (BO), nonbridging oxygen (NBO), and tri cluster oxygen (TO) in the system with varying water
content. It is evident that BO decreases with an increase in water content and
consequently the NBO increases. These results suggest significant de-polymerization of
the structure with an increase in water content. A trace of TO is also observed in the
structure. The presence of TO indicates the defect in the glass. Such presence of TO is
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also observed in the MD simulation of NAS glass[93]. Figure 2.14(b) shows the fraction
of Si–O–Si, Si–O–Al, and Al–O–Al in the BO. It is observed that the majority of the
network structure is formed by Si–O–Si and Si–O–Al bonds.
(a)
Percentage (%)

Percentage (%)

(b)

Water content (%)

Water content (%)

Figure 2.14 (a) Nature of oxygen speciation, and (b) fraction of BO components in NAS
glass and NASH.
3.1.4 Qn distribution and degree of de-polymerization in N-A-S-H with varying
water content
To quantify the effect of de-polymerization in the N-A-S-H structure with an increase
in water content, the percentage of Qn distribution for N-A-S and N-A-S-H are
compared in detail. The Qn distribution is based on the tetrahedral network formed by
Si and Al (n is the number of bridging oxygen) as shown in Figure 2.15(a-b).
Figure 2.15(a) presents the Qn distribution of Si, which is consistent with the distribution
reported in the literature[34]. It is found that with an increase in water content, the Q4
decreases significantly whereas the Q3 and Q2 increase, which suggests depolymerization in the structure with increasing water content.
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Figure 2.15 Qn analysis for (a) Si and (b) Al in NASH structure with different water
content, and (c) degree of de-polymerization in the N-A-S and N-A-S-H structure.
Figure 2.15(b) shows the Qn distribution of Al network. In such Qn distribution, 5coordinated aluminum atoms with oxygen are observed (less than 20%). Formation of
such 5-coordinated aluminum atoms with oxygen has also been reported for NAS and
N-A-S-H structures in the literature[34,93]. However, with an increase in water content
the Q5 decreases. In the case of Al, similar to the Qn distribution of Si, Q4 decreases and
Q3 increases with an increase in water content for the reasons explained earlier. It is
observed that in the N-A-S-H gel, the water molecules help in stretching the Si-O-T (T
= Si, Al) bonds which results in the separation between the tetrahedral SiO 4 unit and
nearby AlO4/AlO5 unit[93].
Figure 2.15(c) quantifies the degree of de-polymerization in the N-A-S-H structure with
respect to water content. The degree of de-polymerization, in this study, is measured as
the ratio of the number of NBO with respect to the number of tetrahedral network (T).
As explained in various contexts earlier in this paper, the degree of depolymerization
increases significantly with an increase in water content in N-A-S-H due to the increased
number of non-bridging oxygen (NBO) sites. The atomic structure of NASH3 showing
the Qn network of Si and Al is shown in Figure 2.16.
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Figure 2.16 Atomic structure of NASH3 showing (a)
(e)

, (b)

, (c)

, (d)

and

network. (Si: Navy blue, Al: Green, O: White and Na: Yellow).

3.1.5 Diffusion coefficient of sodium and water molecules
While the previous section showed the effect of water content on the network structure
in N-A-S-H, this section quantifies the diffusion coefficient of sodium and confined
water molecules based on Einstein’s equation. Figure 2.17(a) shows the computed
diffusion coefficient of sodium and the computed value increases with an increase of
water content in the structure which can be attributed to the polarization field arising
from water. Self-part Van Hove correlation for Na is also computed with respect to
different water contents as shown in Figure 2.17(b) for t = 6 ns which shows that The
mobility of sodium ions increases with an increase in water content, similar to the trend
observed in the influence of water content on the diffusion coefficient of Na.
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(b)

H(r,t)

(a)

Figure 2.17 Plot for (a) diffusion coefficient, and (b) self-part Van Hove function for
sodium ions with respect to different water content for N-A-S-H (Si/AL equal to 3).
Figure 2.18(a) shows the ratio of the diffusion coefficient of water molecules in the
disordered structure with respect to the diffusion coefficient of water bulk system
(

= 3.44 × 10

/ ). The computed values show an increasing trend

with an increase in water content.

(b)

H(r,t)

(a)

Figure 2.18 Plot for (a) ratio of diffusion of water molecules in N-A-S-H and that of
water molecules in bulk water system, and (b) Self part Van Hove function for water
molecules with different water content for N-A-S-H with Si/AL equal to 3. The water
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content in N-A-S-H (Si/Al equal to 3) is fully saturated for the case when water content
equal to 20%.
To shed more light on the mobility of water molecules in a confined structure with
respect to different water contents, self-part Van Hove Correlation for different water
contents is plotted as shown in Figure 2.18(b). The general trend in Figure 2.18(b)
suggests a progressive increase in mobility of water molecules with increasing water
content which is in line with the observations of the diffusion coefficient for water
molecules shown in Figure 2.18(a). A few irregularities (multiple local peaks) are
observed for the water content below 15% which can be attributed to the significantly
lower degree of depolymerization in those structures which may have prevented the
water molecules to diffuse easily.
5. CONCLUSION
This study evaluates the dynamics of confined water and its interplay with alkali cation
(sodium) in sodium aluminosilicate hydrate (N-A-S-H) gel formed via alkaline
activation of fly ash. To evaluate the influence of the composition of N-A-S-H on the
water dynamics as well as the diffusion behavior of sodium, three different N-A-S-H
compositions are considered with Si/Al ratio ranging from 1 to 3. Evaluation of water
dynamics in N-A-S-H reveals four stages, namely ballistic, caged, transition, and
diffusive regimes, similar to C-S-H. However, due to the disordered structure of N-AS-H compared to the layered structure in C-S-H, the anomalous behavior of water in the
confined space is prevalent in N-A-S-H. This can be observed from the individual
movement of water molecules in the system. Evaluation of composition-dependent
diffusion behavior revealed that the diffusion coefficient of water molecules and sodium
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decreases significantly with an increase in Si/Al ratio which can be attributed to the
increase in the fraction of small ring size (2-4 size rings) with increasing Si/Al ratio that
restricts the mobility of species within N-A-S-H. Detailed evaluation of MSD and Van
Hove space-time correlation function showed the heterogeneity of the water molecules
in the N-A-S-H structure. While C-S-H shows a clear composition-dependent trend of
Van Hove space-time correlation function due to the presence of water at the interlayer
spaces of C-S-H, no clear composition-dependent trend was observed in disordered NA-S-H structure where water molecules are randomly distributed within the structure.
To get more insights on the dynamics of confined water in N-A-S-H, the water
molecules are categorized into mobile and immobile water by tracking their MSDs and
trajectories and the probability of hopping of water molecules with varying Si/Al ratio
was computed from the Van Hove correlation function. The probability of hopping of
water molecules decreased significantly with an increase in Si/Al ratio which is in line
with the earlier trends of diffusion coefficients. Over the whole range of Si/Al ratio, the
diffusivity of water molecules in N-A-S-H is lower than that of C-S-H. This is attributed
to the disordered structure of the N-A-S-H compared to the layered structure of C-S-H.
To further evaluate the effect of water content in the N-A-S-H structure, four different
contents are demonstrated (5%, 10%, 15%, and 20% water content). It is observed that
the mobility of sodium increases with an increase in water content, which is also
observed macroscopically when geopolymer is exposed to water-soluble salts. Due to
the dissociation of water, which is the salient feature of ReaxFF (developed somewhere
else) to model the chemical reaction, the Si–O–Na network is converted to Si–O–H and
Na–OH which explains the alkali-leaching issue in fly ash-based geopolymers observed
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macroscopically. In addition, the effect of the network connectivity with an increase in
water content is also presented which is computed from the number of bridging oxygen
(BO), non-bridging oxygen (NBO), and Qn distribution (in particular Q4) of Si and Al
network present in the structure. The results show a significant decrease in Q4 with
increasing water content which clearly indicates the de-polymerization in the structure
due to the combined effect of dynamics of confined water and its interaction with alkali
cation in N-A-S-H structure. Overall, this study demonstrates the nature of confined
water in the polyhedral network of aluminosilicates in N-A-S-H gel and the effect of
alkali ions with varying Si/Al ratio as well as varying water content. This will further
help in understanding the fundamental mechanisms that control the chemo-mechanical
stability of the geopolymer structure which can serve as a starting point toward
multiscale simulation-based design of durable geopolymers.
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ABSTRACT
This paper evaluates fracture toughness of sodium aluminosilicate hydrate (N-A-S-H)
gel formed through alkaline activation of fly ash via molecular dynamics simulations.
The short- and medium-range order of constructed N-A-S-H structures shows good
correlation with the experimental observations signifying the viability of the N-A-S-H
structures. The simulated fracture toughness values of N-A-S-H (0.4 – 0.45

.

)

appears to be of the same order as the available experimental values for fly ash-based
geopolymer mortars and concretes. These results suggest the efficacy of the molecular
dynamics simulation towards obtaining realistic fracture toughness of N-A-S-H which
is otherwise very challenging to obtain experimentally, and no direct experimental
fracture toughness values are yet available. To further assess the fracture behavior of
N-A-S-H, number of chemical bonds formed/broken during elongation and their relative
sensitivity to crack growth are evaluated. Overall, the fracture toughness of N-A-S-H
presented in this paper paves the way for multiscale simulation-based design of tougher
geopolymers.
1. INTRODUCTION
Concrete is considered as one of the most widely used construction materials in the
world[1]. However, the production of cement is associated with significant carbon
footprint and it contributes to 5-7% of the global CO2-emission[2–4]. With a view to
provide a sustainable alternative to ordinary Portland cement (OPC), geopolymer
binders have been proposed[5–11]. Geopolymer binders are produced through alkaline
activation of aluminum or silicon rich materials (such as fly ash or Metakaolin)[5–11].
The most common activating agents, used in synthesis of such geopolymer binders, are
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Alkali (Na or K) hydroxides and/or silicates[7,9–11]. Geopolymers have been shown to
exhibit superior mechanical performance and better durability against chlorides/sulfate
attack as compared to OPC[9,10,12,13]. Additionally, it has been shown to reduce the
CO2 emissions by 25~40%[7,10,11,14] when compared to OPC binder. Such enhanced
credentials of geopolymer binders in terms of both reduced carbon footprint and
improved mechanical/durability performance makes them very alluring environmentfriendly alternative to OPC. However, similar to OPC binder, geopolymers are also
inherently brittle and shows poor fracture resistance[15]. Hence, any improvement in
the fracture resistance of these binders would contribute towards enhancement in their
longevity and sustainability.
Fundamental design of geopolymer binders for enhanced fracture toughness based on
bottom-up approach[16] would necessitate intrinsic fracture toughness of the main
binding phase in the geopolymer binders (such as sodium-aluminosilicate-hydrate (NA-S-H) gel formed through alkaline activation of fly ash by NaOH) which remains
largely unknown so far. Highly heterogeneous nature of such geopolymer binders
makes it challenging to extract such intrinsic fracture response of the main binding
phase. Further, although fly ash-based geopolymers have been researched
extensively[17–19] over the past four decades, the molecular structure of N-A-S-H has
recently been proposed[20–25]. As such, a fundamental investigation using atomistic
simulations, to study the fracture response of N-A-S-H remains an open problem.
Towards that end, this paper reports the simulated fracture toughness of N-A-S-H
obtained from atomic scale computed using molecular dynamics (MD) simulations. The
molecular structure of N-A-S-H gel is developed by following the general procedure to
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obtain an amorphous glass from crystalline structure i.e., melt-quench approach. The
obtained glassy structure is hydrated by performing Grand Canonical Monte Carlo
(GCMC) simulation[26]. The inter-atomic interactions are modeled using a reactive
force field (ReaxFF)[27], which is parametrized for elements such as Na, Al, Si, O, and
H[23]. In order to evaluate the influence of water content on the fracture response of NA-S-H, several molecular structures with varying water content are constructed. The
viability of the constructed N-A-S-H structures are validated against experimental
neutron diffraction data[28–32]. Overall, the fracture toughness of N-A-S-H gel
reported in this paper paves the way for multiscale numerical simulation-based design
of fly ash-based geopolymer binders for enhanced performance.
2. SIMULATION METHODOLOGY
2.1. Preparation of the N-A-S-H model
The model construction procedure is schematically depicted in Figure 3.1.
Random position

Liquid

Glass

Quenching
at 1K/ps

Melting at 4000K

Equilibrating
at 300K and 0 atm

Equilibrating
at 300K and 0 atm

NASH gel

Water absorption

NASH
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NAS

Figure 3.1 Schematic representation of the model construction procedure (Colors
scheme - Al: Green, Si: Blue, Na: Yellow, O: White, and H: Red)
First, the initial structure of sodium aluminosilicate (NAS) glass (which is
approximately 4000 atoms) is prepared by randomly placing the atoms (Na, Al, Si, and
O) in a bounded box with a minimum distance of 2 Å between each atom. In this study,
the glass composition is prepared with Si/Al ratio equal to 3. To maintain the charge
neutrality in the structure Na/Al ratio is kept as unity. Here the role of Na+ cation is to
neutralize the negative charge due to the formation of [AlO 4]-1. The structure is initially
melted at 4000K in both NPT ensemble at zero pressure for 400 ps and NVT ensemble
for another 400 ps in order to confirm the loss of memory of the initial configuration. A
time step of 0.5 fs is adopted for both the ensembles. The MD simulation is carried out
using an open-source code LAMMPS[33]. The inter-atomic interactions are modelled
by using a reactive forcefield (ReaxFF)[23] along with the charge equilibration method.
A tolerance of 10-6 kcal/mol is adopted during the charge equilibration. The temperature
is linearly decreased from 4000K to 300K at the cooling rate of 1K/ps. Such cooling
rate has also been adopted successfully for quenching of silicate glasses[34–37]. The
obtained glassy structure is then equilibrated for 400 ps in
pressure and 300K temperature followed by

emsemble at zero

emsemble for another 200 ps before

running for production. The final dimension of the N-A-S glass after quenching and
relaxation at 300K and 0 atm pressure is 34 Å × 34 Å × 34 Å. The MD simulation is
carried out considering periodic boundary condition (PBC) along all three directions.

To hydrate the glass structure, a well-established method Grand Canonical Monte Carlo
(GCMC) simulation[26] in the grand canonical ensemble (
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) is adopted. In this

study, a value for chemical potential

is set as 0 eV and the temperature is maintained

equal to the system at 300K to provide unlimited supply of water. To allow saturation
with a stable distribution of water, the simulation is run for one million steps (as shown
in Figure 3.2).

Figure 3.2 Number of water molecules adsorbed with increasing GCMC steps
In this study, five different water contents (5% , 10%, 15% and 20% by weight
percentage) in the N-A-S-H structure are considered based on water contents reported
in the literature[22,38,39]. Variations in water content is achieved by saving the
configuration of the structure during GCMC at different intervals. It is noteworthy that
the N-A-S-H structure is saturated at water content equal to 20% and hence a maximum
water content of 20% is considered in this paper. Similar realistic range of water content
is reported in an experimental study by Ly et al[38]. Here onwards, N-A-S-H structures
with 5%, 10%, 15%, and 20% water content are donated as NASH5, NASH10, NASH15,
and NASH20 respectively. All simulations are performed in an open software code
LAMMPS[33]. For inter-atomic interactions, ReaxFF potential[23] is used along with
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the charge equilibration method[40]. In this study, a tolerance of 10-6 kcal/mol is
adopted during the charge equilibration. The thermodynamic properties are integrated
using Verlet method[41] and a time-step equal to 0.5 fs is adopted. The constructed
representative atomic structure of N-A-S-H containing 15% water is shown in Figure
3.3. The chemical composition for all the N-A-S-H structures and its water content is
shown in Table 3.1 along with obtained density. The computed density from MD
simulation for N-A-S-H structure lies in the range from 1.9-2.24 g/cm3, which is in line
with the experimental values (1.8-2.4 g/cm 3) reported in the literature[38,42].
38 Å

38 Å

Al

Si

Na

O

H

Figure 3.3 Representative N-A-S-H structure containing 15% water
Table 3.1 Chemical composition and density of constructed NAS glass and N-A-S-H
structures
SiO2
Structure

mol
Wt %
%

Al 2O3
Wt %

Na 2O
mol
%

Wt
%
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Water content
mol
%

Wt %

mol
%

Density
(g/cm3)

NAS

N-A-S-H

68.74 75

19.44

12.5

65.26 62.82

18.46

10.47

61.56 52.65

17.41

8.77

58.44 45.7

16.53

7.62

55.44 39.72

15.41

6.51

11.8
2
11.2
2
10.5
8
10.0
5
9.37

12.5

0.00

0

2.24

10.47

5.06

16.24

2.27

8.77

10.45

29.81

2.28

7.62

14.98

39.07

2.16

6.51

19.78

47.27

1.95

2.2 Structural characterization
Structural characterization is performed and validate with the experimental data from
literatures in order to evaluate the viability of the constructed N-A-S-H structures. In
this paper, the structural characterization of the constructed N-A-S-H models is
performed in terms of both short and medium-range order. While short-range order is
characterized using pair distribution function, structure factor is used to quantify the
medium-range order which are described in the forthcoming sub-sections.
2.2.1 Pair distribution function
To validate the structural properties of the generated structure with the available
experimental data, short-range neutron pair distribution function (PDF) is computed as
follow[35,43–46]:

where

( )=
∑

∑

( )

is the fraction of atoms ( = Al, Si, Na, or O),

length of the species, and

[1]
is the neutron scattering

are the partial PDFs. Using the partial PDF, coordination

number of each of the species can be obtained by computing the number of neighbors
within the first coordination shell of the respective atoms. The cutoff distance is taken
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from the first minimum of the respective partial PDFs. The PDF is mainly applicable
for investigating the properties of the structure in short range order (< 3 Å).
2.2.2 Structure Factor
The structure factor is adopted here to evaluate the medium-range properties of the
atomic structure. The partial structure factors are calculated from Fourier transformation
of the partial PDF

Where

( ) as shown in Equation 1
( )=1+

is the scattering vector,

∫4

( )−1

(

)

is the average atom number density, and

[2]
is the

maximum value of the integration in real space, which is set to half of the size of one
side of the simulation cell. Here, the Lorch-type window function is used in order to
reduce the effect of the finite cut-off radius in the integration[47]. While the use of such
window type has shown to reduce the ripples at low Q , note that this may induce some
broadening of the structure factor peaks[48]. Such window function has also been
applied successfully to silicate glasses using MD simulation[35,46]. The total structure
factor is calculated as[35,43–46]:

where

and

( )=

∑

are the fractions of atoms and

∑

and

( )

[3]

are neutron scattering lengths,

for elements i and j, respectively. The partial PDF and structure factor are plotted by
taking statistical average over 100 frames at 300 K.
2.3 Methodology to predict fracture toughness
The fracture response of the constructed N-A-S-H structures is evaluated using the
methodology explained in this section hereafter. To obtain the fracture response of the
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N-A-S-H, tensile tests are simulated by applying uniaxial strain on the constructed NA-S-H structures (containing pre-existing flaw). For fracture simulations of N-A-S-H
structures, a bounding box of size 114 Å x 76 Å x 38 Å is constructed which contains a
pre-existing crack of size 36 Å x 8 Å x 38 Å. In the present work, the uniaxial tensile
deformation through progressive elongation at a strain rate of 0.001 ps-1 (or 109s-1) is
adopted with a time step of 0.5 fs, which is considered to be low enough for atomic
restructuring mechanics to takes place in the stressed system, while maintaining
computational tractability[20,49].

Similar strain rates are also adopted in MD

simulations of similar materials[21,50–52]. The stress value is calculated by using the
virial theorem and the respective stress values are obtained by averaging when running
at 300 K for every 100-time steps. Here, the simulation is performed in plane strain
condition where no movement is allowed in the X and Z directions (i.e., stresses in these
directions are not equal to zero).
Under uniaxial strain, the stress is calculated using the virial stress approach[53,54]:
=− ∑

+ ∑

[4]

where the terms V represents the volume of bounding box, N is the number of atoms in
the model, m is the mass of atom,
and

is the velocity of atom,

is the interatomic distance,

is the interatomic force. The subscript , takes the value 1, 2, and 3 for X, Y, and

Z directions respectively. The above virial stress formula corresponds to the true stress,

and in order to obtain the engineering stress, the virial stress is scaled by the initial crosssection area of the model. The engineering strain and stress are thus defined by using
the following formula:
=

[5]
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where

and

=

[6]

are the instantaneous cross-sectional area and current length, and

and

are the initial cross-sectional area and length of the simulated box respectively.
To evaluate the fracture properties from MD simulation, the critical strain energy release
rate (

) is derived based on the energetic theory of fracture mechanism[55–58], and

the thermodynamics integration is imposed during crack propagation. The advantage of
this approach is that no assumption is adopted on the mechanical behavior of the
material during fracture, and hence it is applicable to both brittle[55] and ductile
material[44,59]. In this approach, when the crack is initialed and propagated through
the structure, the energy is released in the form of fracture energy. The fracture energy
is correlated to the critical energy release rate (

) which correspond to the energy

released per unit area of crack propagated. The critical energy release rate can be written
as the ratio of the free energy of the system (∆ ) with respect to the total surface area
created at the end of the fracture (∆ ). In the work by Brochard et al.[55], the fracture
energy of materials is calculated by employing thermodynamic integration which is
integration of

over the whole process (i.e., the external work) as shown in Eq. (7).

This formulation is based on the energetic theory of fracture mechanics[56–58].
=

∆
=
∆
∆

[7]

where Δ is the total area created due to fracture when the crack surface is fully
propagated,
and

,

and

respectively.

is the average stress due to applied uniaxial tensile strain in y direction,
are the dimension of the bounding box in x, y and z directions
and

correspond to the initial dimension along y axis before
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application of strain and final dimension when the crack is fully propagated,
respectively. The above formulation can be directly correlated to the Griffith theory of
fracture[56]. The relationship between critical stress intensity factor (

) and

for

isotropic materials as per the Irwin’s formula[57,60] is given as:

where

=

1−

is the Young’s modulus of the material, and

[8]

is the Poisson’s ratio. To obtain

the Young’s modulus and Poisson’s ratio of NASH gel, a tensile deformation is
performed to each respective structure without cracks using the same strain rate of 0.001
ps-1. The representative dimensions of the respective NASH structures with varying
water content are 38 Å × 38 Å × 38 Å. A linear fitting of stress-strain plot within 1%
strain is carried out to calculate the Young’s modulus for each uniaxial direction and

average value is used in the calculation. The Poisson’s ratio is obtained by taking the
ratio of lateral strain with respect to tensile strain. Similar methodology has been
successfully implemented towards MD-based fracture toughness prediction of calcium
silicate hydrate (CSH) by Bauchy et al.[44].
3. SIMULATION RESULTS AND DISCUSSIONS
3.1 Structural characterization: Neutron pair distribution function and neutron
structure factor
The short-range distribution is first investigated by computing the total pair distribution
function (PDF) using Equation 1. Figure 3.4(a) shows a comparison of the pair
distribution function of N-A-S-H structure with different water content against the
available experimental data[32]using neutron diffraction. In the experimental study, the
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geopolymer paste was prepared by activating pure metakaolin with deuterated sodium
silicate solution with molar ratio SiO2/Na2O equal to 2[32]. While the first peak at 1.0
Å in the experimental PDF corresponds to the D-O interaction (D refers to deuterium
where heavy water is used in order to prepare the geopolymer binder in the experimental
study[32]), the same peak for simulated structures indicates the H-O interaction. The
Si-O peak value of 1.62 Å corresponds to the Si-O bond length of Si tetrahedral. For the
case of Al-O, the peak is less clear as they arise from the superposition of different
coordination number (CN) of Al (CN=4,5). The other peak value at 2.6 Å corresponds
to the O-O interactions. All these peaks (in the simulated PDFs) are in excellent
agreement with experimental data[32].
(a)

(b)

Figure 3.4 (a) Pair distribution function and (b) structure factor of the N-A-S-H
model, compared with the experimental data
To shed more light on the comparison between the experimental and simulated PDFs,
the Wright factor is computed to compare the degree of agreement between the
computed pair distribution function (PDF) and the experimental data for both the
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proposed structure and the structure from the previous study. The Wright factor is
expressed as[61]:

where

ℛ =

∑

( ))
( ( )−
∑ (
( ))

[9]

( ) is the experimental total PDF. These factors are calculated over the

range from 1 Å to 10 Å and the computed ℛ for NASH with water content of 5%, 10%,
15% and 20% are 25.5%, 18.9%, 11.9% and 7.82%, respectively. Since the value of ℛ

below 12 % can be considered as a good agreement[35], this implies that NASH
structures with water contents in the range of 15-20% represents the realistic water
content in the NASH gel. To investigate the medium range order of the N-A-S-H
structures, structure factors are computed using Equation 2 and Equation 3. Figure 3.4(b)
plots the simulated and experimental neutron structure factors. It is clearly seen that the
four distinct peaks in the simulated structure factor plots are well-correlated with the
experimental data. The position of the first sharp diffraction peak (FSDP) matches with
the experimental data signifying the good correlation in the medium range structure.
Based on the good agreement between the experimental and simulated structural
characteristics both in the short- and medium-range order, a realistic water content in
the range of 15-20% is considered hereafter in the forthcoming sections.
3.2 Structural Polymerization
In this section, the structural polymerization is assessed by calculating the Q n
distribution for N-A-S-H with different water content. The Qn distribution is based on
the tetrahedral network formed by Si and Al elements (where n is the number of bridging
oxygen) as shown in Figure 3.5(a-b). Figure 3.5(a) shows the Qn distribution of Si. It is
evident that with increase in water content the Q 4 decreases whereas the Q3 and Q2
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increases which indicates depolymerization of the structure with increase in water
content. Similar behavior is also observed for Al, where the Q 4 and Q5 decreases and Q3
increases with increase in water content. It is observed that in the N-A-S-H gel, the
water molecules help in stretching the Si-O-T (T=Si, Al) bond which results in the
separation between the tetrahedral SiO 4 units and nearby AlO4/AlO5 units[62].
(a)

(b)

Figure 3.5 Qn distribution for (a) Si and (b) Al in NASH structures containing 15%
and 20% water
3.3 Fracture toughness of N-A-S-H
With a view to evaluate the fracture toughness prediction capability of the
aforementioned simulation methodology, fracture toughness of sodium aluminosilicate
(NAS) glass is first computed and compared against the experimental value available in
the literature. To evaluate fracture response of NAS glass, a rectangular initial crack is
first incorporated in the NAS molecular structure as shown in Figure 3.6.
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Figure 3.6 Constructed NAS glass structure with initial crack.
The crack is formed by removing the atoms located inside the rectangular volume along
the z direction (out of plane direction). The crack area is chosen such that the length of
the crack in the x direction is at least five times larger than the width in the y direction,
thus leading to stress concentration towards x direction. Such volume of crack with
respect to the total volume of bounding box of the molecular structure has been shown
to maintain stability in the literature[34]. In this work, a crack/box ratio of 0.32 is
maintained in the x-direction. While the bounding box of the periodic molecular
structure is of size 97 Å x 58 Å x 20 Å, the initial crack dimension for the NAS glass is
approximately 32 Å x 6 Å x 20 Å. Note that, while crack length can have significant
effect on maximum stress achieved for the system, fracture energy is found to be
independent of the crack length or system size using the present methodology[63,64].
A detailed analysis of system size and crack length effects has been done by Brochard
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et al[63] for materials with and without plastic deformations. Prior to any deformation
in the system, the system is first relaxed using energy minimization. The tensile strain
is then applied in the direction perpendicular to the initial crack. The tensile strain is
increased until the crack is fully propagated. The entire fracture simulation is performed
in

ensemble, where the temperature is controlled by a Nose-Hoover

thermostat[65,66]. Figure 3.7 shows the simulated tensile stress-strain response of the
NAS glass. The simulated stress-strain plot shows linear elastic behavior till a strain of
15%. During this stage, there is no crack propagation and the energy developed is stored
in the form of mechanical elastic energy only. As the deformation is further increased,
the crack starts to propagate and there is a sudden drop in the stress value.
(a)

Figure 3.7 Tensile stress-strain response of the NAS structure with initial flaw
The maximum stress for NAS glass is observed as 9.8 GPa (approx.) at a strain of 18%.
As the strain is increased beyond 18%, small amount of ductility is observed. Similar
behavior is observed and reported in the literature in the case of sodium silicate (NS)
glass, and Calcium aluminosilicate (CAS) glass[34]. Oxide glasses also have been
shown to exhibit small amount of plastic deformation[67], which is needed to be taken
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in consideration during numerical simulation to capture such irreversible plasticity
behavior efficiently. As per Dugdale-Barenblatt formula[68–70], an estimation of the
length of plasticity zone

where

is expressed as:

=

[10]

is the plastic yield stress of the material. Considering the influence of

plasticity, the effective area of crack can be further modified as[55]:
∆

=∆ −

[11]

This correction also addressed the issue of overlapping of the plastic zones at the
periodic boundaries due to periodic condition applied in all directions. Similar
methodology has also been adopted in the literature for silica glass[34,71] and Calcium
Silicate Hydrate (CSH)[44]. The

for NAS glass is obtained as 7.2 Å which is higher

than that of quartz (3.4 Å)[44]. The
simulated value of

is then computed by using Equation 8. The

for NAS, thus obtained, is 0.8 ± 0.05

good correlation with the experimental value of 0.90 ± 0.03

.

which shows
.

, reported by

Wiederhorn[72]. Such excellent match between the simulated and experimental fracture
toughness of NAS glass signifies the efficacy of the adopted methodology towards
efficient prediction of fracture toughness of similar systems. Hereafter, the validated
simulation methodology is applied towards prediction of fracture toughness of N-A-SH with varying water content.
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Figure 3.8 N-A-S-H structure with initial crack and loading direction along y-axis.
The dimension of the box is 114 Å x 76 Å x 38 Å and initial crack size is 36 Å x 8 Å x
38 Å along x, y and z axes respectively.
Figure 3.8 shows a representative N-A-S-H structure (NASH15) with initial crack.
Although the structure is shown for NASH15, the analysis is performed for all the
structures with varying water content considered here. Here, size of the bounding box
containing the molecular structure is 114 Å x 76 Å x 37 Å, obtained from sensitivity
study as explained earlier for NAS glass. The size of the crack considered here is 36 Å
x 8 Å x 37 Å. Such flaw size, relative to the size of the representative bounding box,
has been successfully adopted towards prediction of fracture behavior of silicate glass
and CSH[34,44]. Besides, as explained earlier, the fracture energy obtained using the
present methodology has been shown to be insensitive to initial flaw size and box size
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as shown in[55,71]. The flaw-construction procedure is same as explained earlier for
NAS glass.
Under applied uniaxial tensile strain, the stress response for the fracture simulation for
all the N-A-S-H structures are shown in Figure 3.9 along with the state of crack
propagation at different stages.
(b)

(a)

Figure 3.9 Tensile stress-strain response of the N-A-S-H structure with initial flaw
for: (a) 15% water content, and (b) 20% water content.
Similar to NAS glass, N-A-S-H structure also shows mild plastic behavior which resists
sudden failure of structure after reaching the peak stress. Similar observation is also
reported for CSH by Bauchy et al.[44] With increasing water content, the maximum
stress reduces significantly which can be attributed to reduced polymerization in N-AS-H due to the formation of more Al-O-H, Si-O-H bonds, and thus increasing the nonbridging oxygen (NBO) with increasing water content (as shown in Figure 3.5). Also,
the slight increase in plastic behavior in the post-peak regime is also observed with
increase in water as can be seen clearly from Figure 3.9. Form the tensile stress-strain
responses, the fracture toughness is calculated for all the N-A-S-H structures with
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varying water content and the values are shown in Table 3.2. It is clearly observed that
increase in water content in the N-A-S-H structure results in decrease in fracture
toughness due to the reasons explained earlier in this section. The results obtained from
MD simulation lies between the fracture toughness of glass structure and that of CSH.
For direct experimental validation, to the best of our knowledge, no experimental
measurement of fracture toughness of N-A-S-H is currently available. However, the
simulated values can be compared with available experimental values of fracture
toughness of fly ash-based geopolymer mortar and geopolymer concrete. While
experimentally obtained fracture toughness of fly ash-based geopolymer mortar has
.

been reported to be in the range of 0.25-0.47
of 0.6-0.9

.

[73,74], the values in the range

[15] for fracture toughness of geopolymer concrete have been

experimentally obtained. Although, we need to keep in mind that geopolymer mortar
and concrete are complex heterogeneous systems containing multiple phases such as NA-S-H, pores, unreacted fly ash, partially activated fly ash, fly ash with cavities, coarse
aggregates, fine aggregates and such heterogeneity prevents direct experimental
validation of the simulated fracture toughness of N-A-S-H despite apparent agreement.
However, the simulated values are of the same order as experimentally observed for fly
ash-based geopolymer mortars/concretes which fortifies the ability of the current
simulations to yield realistic fracture toughness for N-A-S-H.
Table 3.2 Fracture toughness of N-A-S-H with varying water content
Simulated
NASH15
0.45 ± 0.03

(

.

NASH20

)

0.40 ± 0.02

96

NAS

CSH [44]

0.80 ± 0.05

0.369
0.03

±

Table 3.3 represents the radius of plasticity zone

for NASH with different water

content. It is observed that with increase in water content

also increases, which is

evident from the post-peak stress-strain responses shown in Figure 3.9. The value
obtained is smaller than that of CSH, but lower than that of kerogen (19.9 Å)[55]. In this
study, the brittleness/plastic behavior of different structures has also been computed and
shown in Table 3.3. The brittleness index (B) is calculated following the procedure
detailed in the literature[44]. The brittleness index is expressed as B = 2 /

. The term

refers to the surface energy. The obtained brittleness index values are shown in Table

3.3. The brittleness index for N-A-S-H is found to be lower than that reported for C-SH[44], suggesting a more ductile deformation in the N-A-S-H. To shed more light on
the influence of the molecular structure on the crack propagation behavior, the
forthcoming section evaluates change in different pair atoms in N-A-S-H structure
during propagation of crack for detailed fundamental insights.
Table 3.3 Brittleness parameter and Length of

of N-A-S-H with varying water

content
Simulated brittleness index ( )
NASH15
NASH20
CSH[44]
0.49
0.40
0.62

Simulated
NASH15
16.40

Å
NASH20 CSH[44]
17.50
13.7

3.4 Assessment on the nature of pair atoms during fracture
This section reports the change in number of bonds with increasing strain during the
tensile simulation for the representative NASH15 structure. The cutoff distances for
various pair atom interactions are judiciously chosen as the first minimum after the first
peak of the partial PDFs to obtain representative assessments. The partial PDFs for Na97

X pairs (X: Al, Si, Na, O, Ow, H; Ow refers to oxygen in water) and chosen cutoff
distances for all the pair atom interactions are provided in the supplementary document
C. Here, the negative sign represents decrease in the number of bonds, which can be
correlated with either breakage of bonds or elongation of bonds and the positive sign
indicates increase in number of bonds. Figure 3.10(a-d) shows the variation for different
type of bonds.

(a)

(b)

(c)

(d)

Figure 3.10 Change in pair atom interactions with varying strain: (a) Na-X (X: Al, Si,
Na, O, Ow, H), (b) Al-Al, Al-Si, Si-Si (c) X-Ow (X: Al, Si), and (d) X-O (X: Al, Si).
Ow refers to oxygen in water
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It is observed that the ionic bonds (in particular atoms paired with sodium (Na-X, X =
Al, Si, O, Ow, H)) show anomalous behavior (shown in Figure 3.10(a)) during the
elongation due to lower amount of energy needed to extend or break such bonds (bond
dissociation energy) as compared to covalent bonds. The general trend in Na-X pairs (X
= Al, Si, O, Ow, H) during fracture suggests that the number of Na-X bonds decreases
with increasing strain during the pre-peak stage till the peak stress is reached beyond
which the trend reverses with gradual increase in number of Na-X bonds with increasing
strain in the post-peak regime (indicates the contribution of sodium towards plastic
region) leading to failure. The global minima in the change in the number of Na-X
bonds-strain response corresponds to the yield strain (corresponding to peak stress)
observed during the tensile simulation. Similar observations are reported in the
literature[75] for silicate glasses wherein increasing number of Na-X bonds beyond the
peak stress has been associated with plastic deformations in the post-peak regime.
The interactions of sodium ions with the Si skeleton in silicate glasses[75] are very
complex because of high mobility of the sodium ions, thereby inducing local
softening[76], but at the same time their presence has been shown to prevent the
isotropic collapse of Si rings[75]. This is also being observed here for the Si-Si
interactions where change in the number of pair atoms with increasing strain is relatively
insignificant (Figure 3.10(b)). For the case of Al-Al and Al-Si interactions, the nature
of decreasing curve can be well correlated with the bond dissociation energy, where the
orders of bond dissociation energy are Al-Al<Al-Si<Si-Si[77]. Due to low bond
dissociation energy associated with Al-Al pairs, significant reduction in the number of
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Al-Al interactions is observed whereas such significant reduction in interactions are not
observed for Al-Si pairs.
The system becomes more complex with the presence of water, as it also contributes
towards significant increase in the number of NBO[78,79] and consequently, it leads to
decrease in polymerization of the structure[44]. During the elongation, nanovoids are
expanded[49] allowing water to diffuse into the ring structure. This results in the
formation of X-Ow-H bonds (X: Si, Al and Ow indicates oxygen connected to water),
which is also evident from the increase in the number of Si-Ow and Al-Ow bonds as
shown in Figure 3.10(c). In the case of H-Ow pairs, the number of available bonds
decreases with increase in strain. This specifies the effect of dissociation of water where
the H-Ow-H dissociates into Ow-H and H ions. Similar observations are reported in
case of C-S-H as well [44]. The Al-O and Si-O pairs (Figure 3.10(d)) show relatively
smaller changes in number of bonds. This suggests that the crack propagation is
facilitated by breakage of ionic bonds and dissociation of water rather than breakage of
strong Al-O and Si-O network structure.
4. CONCLUSION
This paper presents MD simulation-based evaluation of the fracture toughness of the NA-S-H gel in fly ash based geopolymers. For MD simulations, the molecular structures
of N-A-S-H are constructed using melt-quench method followed by adsorption of water
in the structure using GCMC. The simulations are performed using ReaxFF potential.
The total pair distribution peaks and the structure factor peaks for the constructed
structures (especially the structures containing up to 20% water) matches closely with
experimental neutron diffraction data signifying good correlation in the short- and
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medium-range order of the structures. The simulated values of fracture toughness of NA-S-H appears to be very close to that of fly ash-based geopolymer mortar and the
simulated fracture toughness values for N-A-S-H are found to be of the same order as
experimentally observed fracture toughness of geopolymer concrete. This suggests that
N-A-S-H plays a key role in the fracture response of fly ash-based geopolymers and it
strengthens the efficacy of the molecular dynamics simulation towards obtaining
realistic fracture toughness of N-A-S-H which is otherwise challenging to obtain
experimentally. To shed more light on the influence of different bonds in the N-A-S-H
structure on its fracture response, a state of different bonds during the entire tensile
simulation process is reported. The general trends suggest that the Na-X (X: Al, Si, O,
Ow, H) pairs shows significant interaction with the propagation of crack in the N-A-SH structure under increasing applied uniaxial tensile strain due to their lower bond
dissociation energy whereas strong covalent bonds in the N-A-S-H structures shows
relatively lower sensitivity towards propagation of crack with increasing strain. Such
fundamental insights involving the influence of different bond pairs on the crack
propagation mechanisms in N-A-S-H atomic structure can captivate development of
fundamental strategies in the future to tune the molecular structure of N-A-S-H for
improved toughness. Overall, the atomic scale simulation methodology, presented in
this study, to obtain fracture toughness of N-A-S-H open up avenues towards multiscale
numerical simulation-based design of fly ash based geopolymer binders in bottom-up
approach for enhanced performance.
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5. SUPPLEMENTARY MATERIAL
See supplementary material C for chosen cutoff distances for all the pair atom
interactions and Na-X (X: Al, Si, Na, O, Ow, H; Ow refers to oxygen in water) partial
PDFs towards assessment on the nature of pair atoms during fracture.
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CHAPTER 4. Fracture toughness of fly ash-based geopolymer gels: evaluations
using nanoindentation experiment and molecular dynamics simulation
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ABSTRACT
This paper presents the fracture toughness of sodium aluminosilicate hydrate (N-A-SH) gel formed through alkaline activation of fly ash. While the fracture toughness of NA-S-H is obtained experimentally from nanoindentation experiment implementing the
principle of conservation of energy, the numerical investigation is performed via
reactive force field molecular dynamics. A statistically significant number of
indentations are performed on geopolymer paste yielding frequency distribution of
Young’s modulus. Four distinct peaks are observed in the frequency distribution plot
from which the peak corresponding to N-A-S-H was separated using statistical
deconvolution technique. The young’s modulus of N-A-S-H, thus obtained from
statistical deconvolution shows excellent match with the values reported in the literature,
thus confirming successful identification of indentations corresponding to N-A-S-H.
From the load-penetration depth responses of N-A-S-H, fracture toughness was
obtained following the principle of conservation of energy. The experimental fracture
toughness shows good correlation with the simulated fracture toughness of N-A-S-H,
obtained from reactive force field molecular dynamics. The fracture toughness of N-AS-H presented in this paper paves the way for multiscale simulation-based design of
tougher geopolymer binders.
1. INTRODUCTION
Geopolymer binders have been extensively investigated by the research community in
the last few decades [1–4] for its improved sustainability credentials when compared
with ordinary portland cement (OPC). In the geopolymers, the raw materials such as
slag, fly ash, Metakaolin or clay are activated by strong alkaline solutions in order to
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synthesize a poorly crystallized inorganic gel binder [5]. While supplementary
cementitious materials (SCMs) have been used as partial replacement of OPC to boost
the sustainable credential of the binder [6–9], the geopolymer binders are completely
cement-free. In the case of alkali-activated fly ash, owing to the polymerization and
poly-condensation effects, sodium aluminosilicate hydrate gel (N-A-S-H) [10–12] is
formed which is analogous to calcium silicate hydrate gel (C-S-H) [13,14] in hardened
cement paste and calcium aluminosilicate hydrate (C-A-S-H) gel [13,15] in alkaliactivated slag (AAS) geopolymer pastes. However, C-S-H, C-A-S-H and N-A-S-H are
distinct from each other in their morphology and behavior.

The N-A-S-H gel in fly

ash-based geopolymer works as the matrix and serves to bind the undissolved inclusions
resulting from the remaining raw materials which also contributes to the strength
development in the geopolymer concrete [16]. In addition to the significant
environmental benefits [17], geopolymers have been shown to offer excellent
performance in a chemically aggressive environment [18], fire events [17], creep [19].
Pore- and micro-structural characteristics of geopolymers have been studied using
techniques such as mercury intrusion porosimetry and synchrotron X-ray tomography
[20,21]. The structural characterization of N-A-S-H gel at atomic and nanoscales has
been carried out by spectroscopic techniques such as Infrared (IR) and nuclear magnetic
resonance (NMR) and other experimental techniques like X-ray diffraction (XRD) ,
differential thermal analysis (DTA) , scanning electron microscopy (SEM) etc. [5,22].
However, despite the large array of sustainability-related benefits as well as significant
research on geopolymers over the previous three decades, these alternative materials are
still not adopted widely in the construction industry. One of the major reasons for this

110

is the lack of reliable performance standards which requires evaluation of the link
between the material structure at different length scales and engineering performance
prediction. As such, it is necessary to develop tools for optimized material design
through multiscale numerical simulation. Such simulations would require intrinsic
mechanical properties (such as Young’s modulus and fracture toughness) of the primary
binding phase (i.e. N-A-S-H) as input.
While a few recent studies have evaluated Young’s modulus of the gel (N-A-S-H) using
statistical nanoindentation technique [16,20,22,23], fracture toughness of N-A-S-H IS
not readily available in the literature so far to the best of our knowledge due to highly
heterogenous nature of geopolymer binder. This paper makes a significant stride toward
that direction by evaluating fracture toughness of N-A-S-H, for the first time, using
experiments as well as numerical simulation. The N-A-S-H gel is synthesized through
sodium hydroxide (NaOH)-activation of fly-ash. While various macroscopic
experimental methods for fracture response of quasi-brittle materials using different
specimen configurations such as semi-circular bending specimen[40–47], and edge
notched disc bend specimen [48–50]. three point bending beam specimen [6,9,51,52],
cylindrical specimen (to obtain the mode III fracture toughness) [7,8] etc. are evaluated
following contact-based methods (clip gauge controlled close-loop experiments) as well
as non-contact digital image correlation (DIC) method [49–55], such experimental
techniques are not capable of evaluating fracture response of a specific intrinsic phase
(such as N-A-S-H) in a highly heterogenous composite (such as geopolymer paste)
containing multiple distinct phases distributed randomly in the microstructure. As such,
indentation-based techniques can be adopted to evaluate such responses.
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Micro-

indentation and nano-indentation have been used to obtain fracture toughness of various
materials such as epoxy coatings [24], quasi-brittle materials [25–28], thin oxide
coatings [27,29], shale rocks [30–32] etc. The fracture characterization of thin films has
been demonstrated earlier (see Ref.[33]) using nanoindentation techniques. A microindentation study demonstrated radial cracks around indenter with lengths around 100
microns (brought about by Vickers micro-indenter when loaded to 1 kg) [33]. However
such method suffers from limitations due to the fact that the direction of crack
propagation may not be radial [34]. Another approach was proposed by Chen and Bull
[35], where the fracture toughness of thin ceramic coating film is computed based on an
energetic approach. Along this line, this paper evaluates the fracture toughness of N-AS-H gel from nanoindentation experiment implementing the principle of conservation
of energy. A similar approach has been successfully applied to assess the fracture
toughness in the cement paste using nanoindentation [36–38] and micro-indentation[39].
Since no other direct experimental data on fracture toughness of N-A-S-H is available
for evaluation of the efficiency of the energy-based approach, the results are compared
with fracture toughness of N-A-S-H gel obtained using reactive force field molecular
dynamics (MD). Such fundamental scientific evaluation of fracture toughness of N-AS-H and its comparison with nanoindentation-based experimental approach is expected
to provide valuable insights on the ability of such approaches to obtain realistic fracture
toughness of N-A-S-H.
The N-A-S-H structure at the molecular level has been recently studied using MD
simulation [10,53–59]. In this study, the molecular structure of N-A-S-H gel is
developed by hydrating the sodium aluminosilicate (N-A-S) glass structure using Grand
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Canonical Monte Carlo (GCMC) method [60]. The inter-atomic interactions are
modeled using a reactive force field (ReaxFF) [61], which is parametrized for elements
such as Na, Al, Si, O, and H [57,62]. The experimental nanoindentation-based fracture
toughness of N-A-S-H is compared with predicted fracture toughness from MD
simulation for fundamental insights and to gain confidence on the reported fracture
toughness value which is otherwise very difficult to obtain. Overall, the fracture
behavior of N-A-S-H gel reported in this paper is expected to open up new avenues
towards the multiscale numerical simulation-based design of fly ash-based geopolymer
binders for enhanced performance.
2. EXPERIMENTAL PROCEDURE
2.1. Materials and mixture proportions
In this study Fly ash (class F type) is used which conforms to ASTM C618 specifications
[63] and it contains oxides of Si (58.4%), Al (23.8%), Ca (7.32%), Fe (4.19%), Mg
(1.11%), Na (1.43%) and K (1.02%). The particle size distribution of fly ash shown in
Figure 4.1 is obtained by laser diffraction method. For sample preparation, an 8 M
NaOH solution is used as an alkaline activator to activate the fly-ash. The primary
reaction product formed is N-A-S-H gel, which has also been affirmed in the previous
work [4,16,17,19].
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Figure 4.1 Particle size distribution of fly ash
The preparation of the sample involved mixing of fly ash (precursor) with an activator
solution such that a liquid-to-powder ratio equal of 0.4 by mass is achieved. The liquidto-powder ratio is selected based on the previous work, which has also shown to yield
good workability [20,64]. The process involves continuous addition and mixing of the
activator to the fly ash for 4 minutes in a mixer. The resulting mixtures were molded in
50 mm cubes (for compressive strength evaluation). Samples were also cast in
cylindrical molds of size 25 mm diameter and 50 mm length. The molds were then
vibrated for 1 min and sealed. The samples were demolded after 24 hours and were
subjected to heat curing at 75℃ for 48 hours in the laboratory oven. After heat curing,
the samples were kept in ambient condition for two hours to cool down before
performing experiments. No moisture-curing was performed during the sample
preparation.
2.2 Compressive strength experiments and mercury intrusion porosimetry
The compressive strengths of cube samples were obtained following ASTM C 109 [65].
Mercury intrusion porosimetry (MIP) was adopted to evaluate the pore characteristics
of the fly ash-based geopolymer paste. The samples for MIP experiments were carved
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out of the cylinders. The steps adopted for MIP experiments initiate with removal of
gases. The sample holder is thereafter filled with mercury thereby raising the pressure
to 345 kPa (low pressure). It was followed by high pressure mercury intrusion into the
sample. The maximum pressure reached is 414 MPa. Standard properties in the
Washburn equation [66–68] to obtain pore diameter include solid-liquid contact angle
of 130° and a liquid surface tension of 0.485 N/m.
2.3 Nanoindentation
Prior to the nanoindentation experiment, a 4 mm cube sample was cut using a diamond
saw from the core of cylindrical sample (12.5 mm radius and 50 mm length) which was
produced following the process explained in section 2.1. Afterwards, a suitable
combination of polishing and grinding was adopted for sample preparation. For coarse
grinding, the sample is ground by abrasive discs of silicon carbide (SiC) that
smoothened the deformations arising from sectioning. A smooth surface is achieved by
a 0.04 µm colloidal silica polish. In between polishing stages, ultrasonic cleaning and
alcohol rinsing were done to remove the debris from the sample. Such surface
preparation techniques resulted in a very smooth surface for SEM and nanoindentation.
The sample was left overnight and cured at room temperature. Similar sample
preparation method was successfully adopted in a previous study [12,20]. The polished
samples were subjected to nanoindentation experiment using a Berkovich tip equipped
commercial Nanoindenter. A grid size of 10 µm was chosen on a 350 µm x 350 µm area
(i.e., 35 x 35 indents) which is considered representative for heterogeneous cementitious
systems [69,70]. The indentation locations were judiciously selected prior to testing to
avoid pores or cavities during the process. Such technique ensures indentation to take
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place in solid phases, and it substantially reduces the probability of spurious peaks in
the modulus frequency distribution curves. The maximum penetration depth captured
in this study is 500 nm. The depth of 500 nm was chosen since it is smaller than the
unreacted fly ash inclusions which substantially alleviates phase-interactions [11,14].
The Nano-mechanical characterization of N-A-S-H in the heterogeneous fly ash-based
geopolymer was enabled by the statistical nanoindentation technique [21,71–73].
2.4 Method to evaluate the fracture toughness of N-A-S-H from nanoindentation
responses
This section explains the method to obtain fracture toughness from load-penetration
depth responses utilizing the principle of conservation of energy. The adopted approach
involves elastic, plastic, fracture and other negligible energies that sum up to yield the
total energy of indentation, according to Equation 1 [35]:

Where

=

+

+

+

[1]

is the work done due to elastic deformation,

deformation,

is the fracture energy and

is the work of pure plastic

is a work associated with other

processes such as heat release (which is neglected here i.e.

→ 0 ). The

decomposition of energy is illustrated in the schematic diagram of a typical loadingunloading nanoindentation curve (solid line) as shown in Figure 4.4.
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Load, P

Depth, h

Figure 4.2 Nanoindentation P-h curve (solid line) and decomposition of energies
(shaded areas) after unloading
The total energy (
Here, area
(

+

) is defined as the sum of the area under loading curve (

+

).

(solid gray) represents combined energy from plastic and fracture portions
) and area

(square shade) represents the elastic energy part (

the unloading curve. Using the same concept,

) from

can then be computed as the area

under the unloading portion of the load-penetration depth curve (Figure 4.4);

is

+

) and

given by the sum of areas under the whole curve. Having obtained
(

(

) from the corresponding areas under the nanoindentation load-penetration

depth curves as explained earlier, the plastic energy can be considered as a function of
the residual to total penetration as proposed by ratio Cheng et al. (2002). Thus, the
plastic energy

is calculated as follows [25,35]:
=1−

[2]
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Where

is given by

ℎ

ℎ

; ℎ denotes the final indentation depth upon complete

unloading (residual penetration depth) and ℎ

denotes the maximum depth of

penetration corresponding to maximum load.

Having computed the plastic energy, the other negligible energies are neglected, and the
fracture energy can be determined from the balance of total work sans the elastic work
and plastic work. Thus, the fracture energy,
=

−

can be calculated as:

−

[3]

The fracture toughness is computed from the reduced modulus as follows [25,35]:

where the term

=

/

[4]

denotes the total interfacial area of the picture frame cracks. The

fracture area is further expressed as:

where the term

=

[5]

is a measure of the radial dimension (the distance from the centroid of

the indentation to its circumscribed circle) for a specimen with thickness
lateral cracks separated by spacing of

with its

. However, capturing the extended radial

cracking during indentation is challenging in highly heterogenous materials like
cementitious binders where multiple phases and random small cracks/pores exist
inherently. Besides, such cracks often close after withdrawal of indenter [35]. That’s
why no experimental study exist so far for cementitious materials, to the best of our
knowledge, that tracks the radial cracking around the indenter during indentation
process. In the light of such limitations in cementitious binders, the total area of
indentation under the maximum penetration depth (24.5 ℎ
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where ℎ

is maximum

depth of penetration) has been adopted alternatively as fracture area to capture the
fracture toughness of similar phases, for instance, C-S-H thus enabling its successful
determination from nanoindentation studies [34,36,38] or cement paste using microindentation [39]. This paper adopts such approach to obtain fracture toughness of N-AS-H. Furthermore, validity of such approach is evaluated later in this paper by
comparison of the obtained fracture toughness of phase corresponding to N-A-S-H with
that obtained from experimental studies of fracture toughness of geopolymer paste and
mortar since, to the best of our knowledge, direct experimental measurement of fracture
toughness for N-A-S-H is not available in the literature. Besides, the scientific viability
of the approach is further strengthened in this paper by obtaining fracture toughness of
N-A-S-H from MD simulations as explained later in this paper. Such comparative
evaluation is expected to shed light on the efficacy of the approach towards obtaining
realistic fracture toughness of N-A-S-H.
3. RESULTS AND DISCUSSIONS
3.1 Compressive strength and porosity
After heat-curing, the samples were allowed to cool down to ambient temperature. No
moist curing was adopted in this study after the heat-curing procedure. The compressive
strength of the cubes was determined as per ASTM C 109 [65]. The compressive
strength of fly ash-based geopolymer obtained in this study is 28 ± 2.5 MPa from six
replicate cube samples. The compressive strength can be further improved by varying
the temperature and duration of curing [75]. Besides, aluminosilicate gel is more likely
to continue poly-condensation even after the curing time, and this will further elevate
the compressive strength [76]. However, evaluation of fracture toughness of N-A-S-H
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gel using nanoindentation, being the focus of the study, necessitates formation of an
adequate volume of N-A-S-H rather than increasing the compressive strength. The
mixture proportion and curing process followed in this paper has been shown to form
significant volume of N-A-S-H gel (about 45% of the hardened paste by volume) [20,21]
which is sufficient for nano-mechanical evaluation of N-A-S-H gel.
Figure 4.2(a) shows the variation of cumulative porosity with the pore diameter and
Figure 4.2(b) exhibit the pore size distributions, obtained from MIP experiment. Total
porosity of 35% is obtained which is in accordance with that reported in [20,21]. From
Figure 4.2(b), It is evident that in the fly ash geopolymer binder, small pores with size
ranging from 3.6 nm to 2 µm shows dominant contributions towards total porosity.
Presence of such sub-micron size pores prevents direct visualization of radial cracks
after indentation as mentioned later in this paper.
(a)

(b)

Figure 4.3 (a) Cumulative porosity-pore diameter relationship and(b) pore size
distribution obtained from MIP experiment
3.2 Nano-mechanical behavior of N-A-S-H
3.2.1 Evaluation of Young’s modulus and identification of N-A-S-H
In the current study, Berkovich tip is used in the nanoindenter to predict the
nanomechanical behavior of N-A-S-H phase by continuous stiffness measurement
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(CSM) technique [77–79]. The CSM technique, unlike the traditional Oliver-Pharr
methodology [80], facilitates measurements at any loading point corresponding to any
depth of penetration. In the CSM technique, an imposed excitation on the penetrating
indenter elicits responses in terms of displacements and phase angles which are recorded
continuously. The in-phase and out-of-phase responses are simultaneously resolved to
yield the contact stiffness as described in [81]. Practically, the indenter in the
nanoindentation experiment is not ideally sharp. Therefore, tip geometry calibration is
done by performing a series of indentations on fused silica at various depths of interest.
The CSM procedure and relevant calibration process is adequately detailed in [81]. A
constant Poisson’s ratio of 0.20 is used here since the effect of variation of Poisson’s
ratio in the range 0.18-0.22 has been reported to be insignificant on the value of
calculated Young’s modulus [82,83]. For all the indentations, averaged Young’s
modulus at penetration depth ranging from 100 to 200 nm is determined to avoid surface
effects. Thus, from 35 x 35 indentations, statistical distribution of Young’s modulus is
obtained. The frequency distribution of Young’s modulus from all indentations (35 x
35) are shown in Figure 4.3(a). In Figure 4.3(a) four distinct peaks are observed which
can be attributed to four different phases. Similar observations are reported in [20]. In
the context of this paper, N-A-S-H is the phase of interest which can be characterized
as the first peak (peak corresponding to lowest Young’s modulus) in the frequency
distribution plot. Statistical deconvolution [72] is performed to obtain mean and
corresponding standard deviation for the first peak. The statistical deconvolution
procedure is described adequately in [16,84] . In Figure 4.3(a), the second peak
corresponds to partially activated fly ash, the third peak corresponds to fly ash with
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cavities/partly activated fly ash and the last peak corresponds to unreacted fly ash,
respectively. The obtained results are also aligned with the previous study [85]. The
Young’s modulus, thus obtained for the first peak (16.97 ± 3.8 GPa), correlates very
well with the Young’s modulus of N-A-S-H reported in the literature [16,20,86], which
confirms successful identification of the indentation points that correspond to N-A-S-H.
Figure 4.3(b) shows variation of Young’s modulus for N-A-S-H with varying
penetration depth corresponding to a representative indentation point. Figure 4.3(b)
represent the Young’s modulus of N-A-S-H phase as a function of penetration depth.
This plot signified that average Young’s modulus is computed based on the penetration
depth between 100-200 nm. As evident from the plot, the Young’s modulus is invariant
of depth at this range and this will be used for further analysis.
(a)

(b)

Figure 4.4 (a) Histogram showing the distribution of Young’s modulus for
geopolymer (fly ash-based) with de-convoluted peak for N-A-S-H; (b) Young’s
modulus with varying depth of penetration for N-A-S-H
3.2.2 Evaluation of fracture toughness of N-A-S-H
While the indentations points corresponding to N-A-S-H were identified and
distinguished from the total dataset in the previous section, this section uses load-
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penetration depth responses corresponding to those identified indentation points to
evaluate the fracture toughness of N-A-S-H following principle of conservation of
energy as explained in section 2.4. Figure 4.5 shows a representative load-penetration
depth plot from nanoindentation performed in N-A-S-H. From load-penetration depth
responses, the fracture toughness is computed using equation 4. The fracture toughness,
thus obtained for N-A-S-H, is 15.8 ± 1.9 MPa-mm0.5 (or 0.5 ± 0.06 MPa-m0.5).

Figure 4.5 Representative load-penetration depth response
While experimentally obtained fracture toughness of fly ash-based geopolymer mortar
has been reported to be in the range of 0.25-0.47 N-m0.5 [87,88], the values in the range
of 0.6-0.9 N-m0.5 [89] for fracture toughness of geopolymer concrete have been
experimentally obtained. Although, we need to keep in mind that geopolymer mortar
and concrete are complex heterogeneous systems containing multiple phases such as NA-S-H, pores, and fly ash in various forms including the unreacted and partially
activated phases besides those with cavities, coarse aggregates, fine aggregates and such
heterogeneity prevents direct comparison of the aforementioned mortar/concrete results
with the obtained fracture toughness of N-A-S-H despite apparent agreement. Hence, in
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order to evaluate the fundamental scientific viability of the obtained result, the
forthcoming section evaluates the fracture toughness of N-A-S-H using reactive force
field MD.
3.3 Molecular dynamics simulation to predict the fracture toughness of N-A-S-H
While the previous section evaluated the experimental fracture toughness of N-A-S-H
gel, this section focusses on predicting the fracture of N-A-S-H gel using MD simulation.
The subsequent sections demonstrate the methodology of N-A-S-H structure
preparation, computation of fracture toughness from MD simulation, and results
obtained from MD simulation along with a comparison against the experimental value.
3.3.1 Preparation of N-A-S-H structure
The sodium aluminosilicate glass is first prepared by following the melt-quench
procedure [10,55,57,90]. To construct the molecular structure of N-A-S-H, the initial
structure of sodium aluminosilicate (NAS) glass (approximately 3800 atoms) consist of
Na, Al, Si, and O atoms are randomly placed in the simulation box with a minimum
distance of 2 Å between each atom. In this study, the glass composition is prepared with
Si/Al ratio equal to 2, which is equivalent to the composition of fly ash. In order to
maintain the charge neutrality in the structure the Na/Al ratio is kept as unity such that
the negative charge cause due to the formation of [AlO4]-1 is neutralized by Na+ cations.
The initial structure is constructed by randomly dispersing the atoms while preventing
any unrealistic overlap between atoms and ensuring a neutrally charged system. The
system is then equilibrated at 4000 K for 500 ps under a canonical (NVT) ensemble.
The temperature of the system is then gradually decreased from 4000 K to 300 K in the
isothermal isobaric (NPT) ensemble at zero pressure and a rate of 1 K/ps using NPT

124

thermostat, ultimately leading to a glass structure at 300 K. This cooling rate has been
successfully used to prepare glass structure [91,92]. The obtained structure is then
further equilibrated in the NPT (zero pressure) and NVT ensembles, respectively, at
300K for 500 ps. To obtain the N-A-S-H structure from the glassy structure, a wellestablished Grand Canonical Monte Carlo (GCMC) simulation [10,57,60,93,94] is
implemented using a grand canonical ensemble (

) with a chemical potential

equal

to 0 eV to provide unlimited supply of water. The temperature during the GCMC is
maintained equal to the system (i.e., 300 K).
In order to reasonably capture the realistic nature of the glass structure and its interaction
with water, a reactive force field (ReaxFF) [57] is adopted, along with the charge
equilibration method [95] with tolerance of 10 -6. The thermodynamic properties are
integrated using the Verlet method [96] at a time-step of 0.5 fs. Nose-Hoover [97,98]
thermostat is also implemented to control the temperature in the NPT. In this study, MD
simulation is carried out in an open-source package LAMMPS [99]. The chemical
composition for N-A-S glass and N-A-S-H along with water content and density, are
shown in Table 4.1. The computed density from MD simulation from N-A-S-H structure
lies in the range from 1.8-2.1 g/cc, which is in line with the values obtained from
experimental observations [55,100–102]. The water content in N-A-S-H lies within the
realistic range of 15-20% reported in the literature.
Table 4.1 Chemical composition and density of constructed NAS glass and N-A-S-H
structures
Structure
NAS

SiO2
(wt %)

Al 2O3
(wt %)

Na2O
(wt %)

59.45

25.22

15.33
125

Water
content
(wt %)
0.00

Density
(g/cc)
2.45

N-A-S-H

49.37

20.94

12.73

16.95

2.11

To shed more light on the realistic nature of the constructed N-A-S-H structure, the
neutron pair distribution function [96,103,104] and structure factor [96,103,104] of the
constructed N-A-SH structure is compared with the experimental observations reported
in the literature [105,106]. While neutron pair distribution function evaluates the
structural characteristics in the short-range order (< 3 Å), the structure factor helps to
evaluate the medium-range order of the structure (3 Å < r < 10 Å). Figure 4.6 (a) and
(b) shows the predicted as well as experimental neutron pair distribution function and
structure factor respectively. Constructed structure shows good correlation with the
experimental data in both and short and medium-range order [107].
(a)

(b)

Figure 4.6 (a) Pair distribution function and (b) structure factor of the N-A-S-H
model, compared with the experimental data
3.3.2 Fracture simulation
In order to simulate the fracture behavior of N-A-S-H gel, a small initial crack is first
incorporated in the N-A-S-H structure before applying uniaxial tensile loading. The
initial dimension of the representative volume is 14.33 nm (
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) × 14.33 nm (

)×

3.58 nm ( ). For fracture simulations of N-A-S-H structures, a bounding box of size
143 Å x 143 Å x 35.8 Å (~75000 atoms) is constructed where a pre-existing flaw of size
43 Å x 10 Å x 38 Å is incorporated as shown in Figure 4.7. In this work, a crack/box
ratio of 0.30 is maintained in the x-direction. Note that, while crack length can have
significant effect on maximum stress achieved for the system, fracture energy is found
to be independent of the crack length or system size using the present
methodology[108,109]. A detailed analysis of system size and crack length effects has
been done by Brochard et al[108] for materials with and without plastic deformations.
In the present work, the uniaxial tensile deformation through progressive elongation at
a strain rate of 0.001 ps-1 (or 109s-1) is adopted with a time step of 0.5 fs, which is
considered to be low enough for atomic restructuring mechanics to takes place in the
stressed system, while maintaining computational tractability[53,55]. Similar strain
rates are also adopted in MD simulations of similar materials[10,54,110,111]. To
simulate the fracture, the structure is pre-cracked with an initial length of approximately
one-fourth of the box dimension in the crack direction as shown in Figure 4.7. The initial
crack is constructed by deleting the atoms inside the crack region while maintaining the
system charged neutrally. To ensure that there is no initial stress, an NPT ensemble is
used for equilibration. It is observed that the initial crack is maintained after the
equilibration, and this ensures that the constructed initial crack is stable. It is to be noted
that the crack length can significantly change the maximum stress obtained for the
system. However, using the present methodology, crack length or system size has
insignificant effects on fracture energy as demonstrated in [112]. Such detailed analysis
for both brittle and ductile materials can be found in the literature by Brochard et al
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[113]. In other words, the fracture energy obtained using the methodology, presented in
this paper, has been shown to be insensitive to initial flaw size and box size as shown
in [112,113]. To simulate the tensile strain, elongation perpendicular to the initial crack
is initiated. The tensile strain is increased until the crack is fully propagated. The entire
fracture simulation is performed in the

ensemble, where the temperature is

controlled by a Nose-Hoover thermostat [97,98].

Al
Si
Na
O
H

Figure 4.7 N-A-S-H structure with initial crack.
Under applied uniaxial tensile strain, the stress response for the fracture simulation for
the N-A-S-H structure is shown in Figure 4.8 along with the state of crack propagation
at different stages. It is observed that the stress is linearly increased with increasing
strain till a strain of approximately 0.08. N-A-S-H structure also shows mild plastic
behavior which resists sudden failure of structure after reaching the peak stress. Similar
observation is also reported for CSH by Bauchy et al. [14].
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Figure 4.8 Tensile stress-strain response of the N-A-S-H structure with initial flaw for
17% water content.
To evaluate the fracture properties from MD simulation, the critical strain energy release
rate (

) is derived based on the energetic theory of fracture mechanism [114–117], and

the thermodynamics integration is imposed during crack propagation. The advantage of
this approach is that no assumption is adopted on the fracture behavior of the material,
and hence it is applicable to both brittle [114] and ductile materials [14,118]. In this
approach, when the crack is initiated and propagated through the structure, the energy
dissipation manifests as fracture energy. The fracture energy is correlated to the critical
energy release rate (

) which correspond to the energy released per unit area of crack

propagated. The expression for critical energy release rate is expressed using
thermodynamics integration as [113,114]:
=

[7]

∆

where Δ is the total area created due to fracture when the crack surface is fully
propagated,

is the average stress due to applied uniaxial tensile strain in y direction,
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and

,

and

respectively.

are the dimension of the bounding box in x, y and z directions
and

correspond to the initial dimension along y axis before

application of strain and final dimension when the crack is fully propagated,
respectively. The above formulation can be directly correlated to the Griffith theory of
fracture [115]. The relationship between critical stress intensity factor (

) and

for

isotropic materials as per the Irwin’s formula [116,119] is given as:

where

=

×
1−

is the Young’s modulus of the material, and

[8]

is the Poisson’s ratio. Similar

methodology has been successfully implemented towards MD-based fracture toughness
prediction of calcium silicate hydrate (CSH) by Bauchy et al. [14].
Using the aforementioned methodology, the mode-I fracture toughness of the N-A-S-H
gel is obtained as 0.43

.

.

, which correlates well with the experimental fracture

toughness of 0.5 ± 0.06 MPa-m0.5. Such a good correlation provides confidence on the
methodologies presented in this paper and it indicates that in the absence of a direct
visual evaluation of radial crack growth in heterogenous porous systems such as
geopolymers under nanoindentation, a realistic fracture toughness of N-A-S-H can be
obtained from nanoindentation considering the total area of indentation under the
maximum penetration depth as fracture area. To further evaluate the N-A-S-H structure
during fracture, the brittleness/ductility behavior is also computed which is described as
the brittleness index (B). The brittleness index is calculated following the procedure
detailed in the literature[14], where it is expressed as B = 2 /

. The term

refers to

the surface energy. The brittleness index for N-A-S-H is found to be 0.51 higher than
130

that of C-S-H[14], which is equal to 0.62. This suggest that N-A-S-H structure exhibit
more ductility compared to CSH in nanoscale.
4. CONCLUSIONS
This study presents the evaluation of the fracture toughness of the N-A-S-H gel in fly
ash-based geopolymers from the nanoindentation experiment and MD simulations. NA-S-H gel was synthesized using alkaline activation of fly ash with NaOH. Pore size
distribution in the geopolymer paste has been investigated using mercury intrusion
porosimetry (MIP). Based on the MIP data, the majority of the pores in size ranges from
0 µm to 2 µm contributes the most to the total porosity. For nanomechanical property
evaluation, total 1225 indentations were performed in a 35 x 35 grid from which a
frequency distribution plot of Young’s modulus was formed. In the frequency
distribution plot, four distinct peaks were observed and the first peak with the lowest
Young’s modulus was identified to belong to N-A-S-H. The following conclusions can
be drawn from the study.
•

The Young’s modulus, obtained from N-A-S-H correlates very well the values
reported in the literature which confirms successful identification of indentation
points corresponding to N-A-S-H. Based on the principle of conservation of
energy, the fracture toughness of N-A-S-H is evaluated from the loadpenetration depth response and thus a value of is 0.5 ± 0.06 MPa-m0.5 obtained
which is found to be in the same order as the fracture toughness of geopolymer
mortar and concrete available in the literature.

•

To shed more light on the scientific viability of the obtained fracture toughness,
fracture toughness of N-A-S-H gel is simulated using reactive force field MD.
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•

The simulated fracture toughness of N-A-S-H shows an excellent correlation
with the experimental value obtained from nanoindentation experiments.

•

Such good correlation also reinforces the fact that total area of indentation under
maximum penetration depth can be adopted as the fracture area to seamlessly
obtain the fracture toughness of N-A-S-H from nanoindentation experiments in
absence of direct observation of radial crack growth during indentation which is
difficult to interpret from the SEM images after indentation since multiple
micro-cracks and pores of sub-micron size are inherently present in
heterogenous microstructure of geopolymers.

Overall, the fracture toughness of N-A-S-H gel, evaluated here using nanoindentation
experiment and MD simulation, can be used as starting point towards multiscale
simulation-based design of fly ash-based geopolymers for enhanced performance.
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ABSTRACT
Prediction of material behavior using machine learning (ML) requires consistent,
accurate, and representative large data for training. However, such consistent and
reliable experimental datasets are not always available for materials. To address this
challenge, we synergistically integrate ML with high-throughput reactive molecular
dynamics (MD) simulations to elucidate the constitutive relationship of calciumsilicate-hydrate (C–S–H) gel— the primary binding phase in concrete formed via the
hydration of ordinary portland cement. Specifically, a highly consistent dataset on the
nine elastic constants of more than 300 compositions of C–S–H gel is developed using
high-throughput reactive simulations. From a comparative analysis of various ML
algorithms including neural networks (NN) and Gaussian process (GP), we observe
that NN provides excellent predictions. To interpret the predicted results from NN, we
employ SHapley Additive exPlanations (SHAP), which reveals that the influence of
silicate network on all the elastic constants of C–S–H is significantly higher than that
of water and CaO content. Additionally, the water content is found to have a more
prominent influence on the shear components than the normal components along the
direction of the interlayer spaces within C–S–H. This result suggests that the in-plane
elastic response is controlled by water molecules whereas the transverse response is
mainly governed by the silicate network. Overall, by seamlessly integrating MD
simulations with ML, this paper can be used as a starting point toward accelerated
optimization of C–S–H nanostructures to design efficient cementitious binders with
targeted properties.
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1. INTRODUCTION
In recent years, the quest for new and emerging high-performance materials has been
increasing rapidly in the fields of infrastructure, aviation, energy, and communications.
To address this challenge, machine learning (ML) -based approaches have emerged as
promising avenues to accelerate the development of innovative materials design
strategies[1–3]. Fundamental evaluation of composition-property relationships in
highly heterogeneous systems is a key feature of such materials design strategies. ML,
when judiciously used, can learn various complex composition-property relationships
that would otherwise remain undetected using traditional approaches[4,5]. However,
the application of such ML-based approaches is still limited, especially in the field of
infrastructure materials[6,7]. It is critical to find bold and forward-thinking solutions in
infrastructure that adopt modern methodologies for materials design and discovery so
as to accelerate the development of next generation of durable, high-performance
materials.
Ordinary Portland cement (OPC) concrete is the most widely used construction material.
Despite vast research on composition-property relationships over the last three
decades[8–11], the influence of the heterogeneous hierarchical structure of the material
on the engineering performance still remains an active area of research[8,9].
Specifically, previous studies have highlighted that the mechanical performance and,
durability of cementitious materials can be improved by optimizing the properties of
calcium-silicate-hydrate (C–S–H) gel- the glue of concrete formed via hydration of
cement[11,12].

C–S–H exhibits a poorly crystalline structure as observed from

scattering experiments[13,14]. While fundamental composition-property relationships
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for C–S–H are crucial towards the design of high-performance and high-durability
concrete via “bottom-up” approach[15], complex hierarchical characteristics of C–S–H
makes

it

exceedingly

difficult

to

probe

such

relationships

of

C–S–H

experimentally[14,16].
To this extent, ML approaches are a promising solution to predict composition–property
relationships toward the design of cementitious materials. However, evaluation and
prediction of such relationships for C–S–H gel using ML present various well-known
challenges. First, ML algorithms critically rely on the existence of accessible, consistent,
accurate, and, representative datasets to provide enough information for training the
models. Such large experimental data for C–S–H are limited or clustered to a few
feasible regions. Second, ML, being a data-driven method, doesn’t provide insights into
the fundamental laws of physics and, therefore, can potentially result in non-physical
solutions[4,5]. Specifically, the black box ML methods such as NN, despite having
high predictability, have little or no interpretability. To overcome these challenges, in
this paper, we adopt a systematic and pragmatic approach where high-throughput
molecular dynamics (MD) simulation is synergistically integrated with various
advanced ML techniques especially Gaussian Process (GP) and neural network (NN) to
evaluate composition-dependent elastic moduli of C–S–H. Besides, various other ML
techniques such as polynomial regression (PR), random forest (RF), support vector
machine (SVM), k-nearest neighbors (k-NN), and decision trees (DT) are also evaluated
for a comparative overview. Further, the interpretability of the black box models are
explored using Shapley Additive Explanations (SHAP)[17,18] to gain insights into the
fundamental factors governing the elastic response of C–S–H.
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Precisely, a composition-dependent elastic constant database for C–S–H is developed
using high-throughput MD simulation. MD simulations have been exhaustively used to
investigate the structure of C–S–H[19–22], exploring information that are not feasible
in traditional experiments, despite recent advances in characterization. Such, MDsimulation-based database generation follows fundamental laws of physics and thus,
helps to avoid non-physical solutions. However, the accuracy of MD simulations
depends on the choice of interatomic potential. Here, reactive forcefield (ReaxFF)[23]
has been adopted which has been shown to yield a good correlation between the
simulated and experimental responses of C–S–H[21,24]. While a large dataset is
generated using physics-based MD simulations, supervised ML techniques are
leveraged which explore the information by learning a pattern from the data generated
by MD simulations. As discussed earlier, the application of ML techniques on
cementitious materials is limited. A few studies [6,7,25] have applied various ML
techniques on experimental compressive strength data for concrete at the macro-scale.
While these studies addressed the macro-scale relationship of a single target (such as
compressive strength) from multiple inputs such as change of mixture proportions or
starting materials for concrete, this paper evaluates multiple elastic constants (C11, C22,
C33, C44, C55, C66, C12, C13, and C23 ) of the primary binding phase (C–S–H) with varying
fraction of CaO, SiO2, and nanoconfined water.
To tackle such a multi-target problem, this paper employs both multiple single target
(ST) approach (for PR, RF, SVM, k-NN, DT, and GP) and multi-target regression
approach (for NN). While multiple single target (ST) regression splits the problem into
multiple single-output regression problems where the outputs are assumed to be
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independent of each other, multi-target regression incorporates the statistical correlation
among the outputs besides using the original input features. As such, multi-target
regression is likely to offer superior response predictions for C–S–H

due to its

multivariate nature and the compound dependencies between the multiple feature and/or
target variables [26,27] which is explored in detail in this paper. Though NN can provide
high accuracy of prediction, interpretation of results with NN alone challenging and it
may not offer any new physical insights[4,28]. Along those lines, this study adopts a
recent method called SHAP[17,18] to address this challenging issue of interpretation of
results from NN model. Overall, this paper, aimed at predicting composition-dependent
multiple elastic constants for C–S–H, is expected to provide a valuable compositionproperty link for C–S–H which can help clarify efficient pathways to optimize the
nanoscale C–S–H structures to enhance mechanical performance and, durability of
cementitious materials.
2. RESULTS
2.1 MD simulations to generate large dataset
A total of 319 different C–S–H compositions are generated via MD simulations by
varying the CaO, SiO2, and water content. C–S–H has been reported extensively in the
literature[16,19,20] to exhibit a layered structure. It consists of interlayer domains in
between calcium silicate networks that contain water molecules. While Figure 5.1(a)
shows a representative atomistic structure of C–S–H with a Ca/Si ratio of 1.09, Figure
5.1(b) plots the variations of water content as a function of Ca/Si molar ratio. The model
construction process and relevant details are provided in the methods section. Figure
5.1(b) clearly shows a significant increase in water content with an increasing Ca/Si
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ratio. Such trend can be attributed to the increase in the degree of depolymerization and
increase in interlayer spacing with increasing CaO content in C–S–H. A similar
observation has also been reported in the literature[20].
Figure 5.1(c) and 5.1(d) shows the computed bulk modulus and density respectively for
C–S–H plotted with varying Ca/Si ratio. The values obtained from MD simulations in
this present study are compared with experimental results available in the
literature[11,22,23,29–35]. It is observed that the computed bulk modulus values are in
good agreement with the experimental values which provides confidence in the
reliability of the constructed C–S–H structures. In Figure 5.1(d), it is observed that the
experimental density values, obtained from literature, are scattered within a large range
which can be attributed to the process by which the hydrated samples were dried under
various environmental conditions[36]. The densities obtained from MD simulations in
the present work lie within the experimentally observed range. The general trend in
Figures 5.1(c) and (d) suggest that both bulk modulus and density decrease with an
increase in the Ca/Si ratio. The influence of the composition of C–S–H on the elastic
constants, as obtained from MD simulations, is detailed hereafter in the remainder of
this section.
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Figure 5.1 (a) Representative C–S–H structure for Ca/Si = 1.09 showing the Calcium
silicate network and the interlayer spaces, and (b) water content (H O/SiO molar
ratio) as a function of Ca/Si molar ratio for representative C–S–H structures with

saturation water content, (c) The bulk modulus, and (d) density as a function of Ca/Si
molar ratio for representative C–S–H structures with saturation water content.
Figure 5.2 shows the ternary plot of elastic constants with respect to the CaO, SiO2, and
H2O present in different C–S–H compositions. The general trend from the figures
suggests that for the same concentration of water, the modulus decreases with an
increase in CaO concentration. This is due to the fact that as the content of CaO
concentration increases, the structure becomes more disordered, and depolymerization
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of the network structure increases (as shown in Figure 5.3) resulting in a decrease in the
elastic modulus. On the other hand, an increase in H2O concentration for constant molar
fraction of CaO results in a decrease in the modulus value. However, with an increase
in H2O concentration and the same molar fraction of SiO2 the elastic modulus increase.
It can be observed that the variation of moduli with composition is non-systematic and
coupled effects exist. For example, C33 value initially increases with an increase in SiO2
content up to a 0.4 molar fraction beyond which the value decreases with a further
increase in water concentration. Similarly, from Figure 5.2, it is evident that C11 and C22
are greater than C33. This is due to the presence of interlayer spacing in layered C–S–H
structure where the load is applied perpendicular to the interlayer plane. Similarly, for
the same reason, in the case of shear deformation C 66 values are found to be higher than
C44 and C55. Overall, the stiffness moduli exhibit a non-linear relationship with
variations in composition, which prevents any assumption of a linear model to predict
the stiffness moduli in the C–S–H system.
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Figure 5.2 Ternary diagram showing the stiffness moduli (a) C 11, (b) C22, (c) C33, (d)
C44, (e) C55, (f) C66, (g) C12, (h) C13, and (i) C23 values obtained via MD simulations
with varying CaO-SiO2-H2O molar fractions.
In general, the elastic modulus (or Young’s modulus) increases with increasing network
connectivity[37]. To evaluate such a trend in this study, the connectivity in the structure
is calculated by computing the degree of polymerization which is taken as the ratio of
the number of BO (bridging oxygen) with respect to the number of tetrahedral networks
(T). The ternary plot of the degree of polymerization with the composition of C–S–H is
shown in Figure 5.3. A higher degree of polymerization is observed when the
concentration of SiO2 increases which is expected since Si serves as a network former
in C–S–H. Conversely, a lower degree of polymerization is observed when water
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concentration is increased and SiO2 molar fraction is decreased. However, the trend
reverses when the water content increases and CaO content decreases. This infers the
existence of coupled effect in composition-structure properties in C–S–H, which is also
observed for elastic moduli. Maximum network connectivity is observed when the SiO 2
molar fraction is greater than 0.4 and the H2O molar fraction is below 0.1. But maximum
elastic moduli are observed in the range between 0.2 to 0.4 molar fraction for both SiO 2
and H2O. This indicates that the network connectivity alone is not sufficient enough to
predict the elastic constants which makes it challenging to develop a robust physicsbased predictive model.

0.8
0.7
0.6
0.5
0.4

Degree of polymerization

0.9

0.3

Figure 5.3 Ternary diagram showing the influence of CaO-SiO2-H2O content on the
degree of polymerization
2.2 Prediction of Elastic constants using ML
While the MD simulations are leveraged to obtain a database of elastic constants for C–
S–H as explained in the previous section, the forthcoming sub-sections use that database
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and implement various ML approaches to build prediction tools for elastic constants for
C–S–H as explained hereafter.
Figure 5.4 shows the comparison of the elastic constant C33 predicted by PR, DT, RF,
SVM (with RBF kernel), kNN, GPR (with both Matern and RBF kernels), and NN.
From Figure 5.4, it is clearly seen that GPR and NN perform the best among all the
other models. Among GPR models, the RBF kernel shows better prediction than the
Matern kernel. Henceforth, the forthcoming sections focus on GPR with RBF kernel
and NN for a detailed evaluation of the constitutive relationships of C–S–H. The results
and adopted methods for all other models are sufficiently detailed in the supplementary
document E.
(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Figure 5.4 Comparison of the elastic constant C33 predicted by (a) PR, (b) DT, (c) RF,
(d) SVM (with RBF kernel), (e) k-NN, (f) GPR (with Matern kernel), (g) GPR (with
RBF kernel) and (h) NN with measured values computed by MD simulation. The
error bars shown for each value represent the standard deviation around the mean
values.
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2.3 Prediction of Elastic Constants using Gaussian Process (GP)
In this section, predictions based on GP regression (see methods section) are the focus.
Two kernels i.e., radial basis function (RBF) and Matern kernels which are commonly
adopted in the literature and also have been shown to produce accurate results[38] are
implemented here.
Figure 5.5 shows the predicted elastic constants using GPR with rbf kernel against the
measured values computed by MD simulation.
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Figure 5.5 Comparison of the predicted elastic constants by GPR (with RBF kernel)
and measured values which are computed by MD simulation. The error bars shown for
each value represent the standard deviation around the mean values.
Here, the GPR model is trained using a train set by employing the rbf kernel along with
white noise, and the model is updated till the hyperparameters converged to a global
optimum. It is observed that the GPR model could predict for most of the elastic
constants with a higher degree of accuracy except for C44, C13, and C23 for which the R2
values were relatively lower. The predicted results for the Matern kernel are provided
in the supplementary document E. A comparison between the predictions from both
kernels (rbf and Matern) reveals that the results are independent of the choice of kernel.
In a later section, the accuracy of the GP models is compared against NN and other
traditional models such as polynomial regression, decision trees, and support vector
machine. The advantage of GP regression is its ability to provide the uncertainty
underlying in the model. The error bars shown for each value represent the standard
deviation around the mean values. Thus, GP regression provides confidence in the
predictions, which are lacking in other models. Furthermore, the standard deviation of
the training sets represents the level of noise present in the data subjected to the training
set. On the contrary, the standard deviation in the test sets corresponds to the uncertainty
in the model prediction given the distribution of the training data.
2.4 Prediction of Elastic Constants using Neural Network (NN)
In this section, the model prediction using NN is assessed. The hyperparameters such
as number of hidden layers, number of hidden nodes, optimizer, batch size, number of
epochs have been optimized prior to prediction (please refer to supplementary document
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E). In this NN design, two hidden layers of 9 hidden nodes were used to prevent
overfitting of data. With the implementation of NN, MSE for almost all the elastic
constants dropped significantly as compared to those observed in the case of other ML
techniques. Figure 5.6 exhibits the predicted responses (using NN with 2 hidden layers
and 9 neurons) against the measured values computed by MD simulation. Overall, the
prediction accuracy has improved significantly as compared to all other studied models.
This is because the neural network implicitly considers all the outputs as dependent,
which are overlooked in other models.

Figure 5.6 Comparison of the predicted elastic constants from NN (with number of
neurons equal to 9) and measured values which are computed by MD simulation.
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3. DISCUSSION
3.1 Database adequacy
For adequacy, the database should be (i) balanced, (ii) representative, (iii) complete, and
(iv) consistent[39]. In this current study, the dataset is generated by varying the
composition of CaO, SiO2, and H2O in a uniform fashion. This is to ensure that the data
points from all possible regions in the ternary diagram are equally represented. To obtain
a representative dataset, the data are split into training (80%) and test set (20%). The
hyperparameters are tuned by implementing 5-fold cross-validation. At every fold in
cross-validation, the training data is further divided into 80% of the training set and 20%
for validation. The errors (training error and validation error) calculated from each fold
are averaged to represent the average model error. The performance of the model is then
evaluated on the unseen test dataset. In this study, a good correlation between the test
values and the predicted values is obtained as can be observed from the results presented
in Table 5.2 and Figure 5.5. Thus, the dataset can be considered representative. Besides,
completeness of the dataset is ensured here by choosing all the possible ranges of the
Ca/Si ratio for C–S–H observed experimentally. Moreover, the consistency of the
dataset is carefully maintained by following the same C–S–H model construction,
molecular loading conditions, and elastic constant evaluation procedure within the high
throughput MD simulations for all the C–S–H compositions. Thus, the overall adequacy
of the dataset is ensured by careful implementation of all the four above-mentioned
criteria during the dataset generation and model training/testing procedure.
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3.2 Discussion on comparative performance of different ML techniques
For a direct comparison of different ML techniques used in this study, MSE and R 2
values (for both train and test set) obtained for different elastic constants are shown in
Tables 5.1 and 5.2 respectively. The results for PR, RF, DT, kNN, and SVM are detailed
in the supplementary document E for ease of reference. While the level of accuracy for
the training data infers the interpolation ability of the known data, the level of accuracy
for the test data evaluates the prediction ability of the model for unknown data. From
all the results using different ML techniques, no direct correlation between MSE and R 2
was observed. As it is observed that MSE of C 55 for RF is comparatively low (5.17 GPa 2
with test set, 1.527 GPa2 with train set), but has an R2 value of 0.78 was obtained. This
signifies that model selection should not solely be based on the high R 2 value but also
should be associated with low MSE value. It is worth mentioning that all these models
explained herein except NN consider the outputs to be independent which is likely to
impart a significant difference in prediction accuracy for NN as compared to other
adopted techniques. Nevertheless, models like GP could still provide good prediction
when compared with NN.
From Table 5.1 and Table 5.2, it is observed that the RF algorithm yield the least MSE
and highest R2 value for the train set. However, RF suffered from low-level prediction
accuracy. A similar observation is also reported for silicate glass in the literature[39].
Results in Tables 5.1 and 5.2 also suggest that RF offers better predictability than DT.
This is because RF trains a large number of trees individually and its prediction accuracy
depends on the decision trees ensemble. On the other hand, the DT algorithm depends
on a nodal binary split. Also, in the DT algorithm, based on the selected features and
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values, the observations are placed to the left node or the daughter node. In the case of
the RF algorithm, the output for all the trees is averaged which incorporates nonlinearity especially when enough number of trees are used. This is the reason why RF
could offer excellent interpolation for the training set but fair prediction of the test set.
It is ideally required for any model to minimize complexity while maintaining high
interpretability. However, in general, models that provide higher prediction accuracy
often suffer from higher computational complexity and limited or no interpretability. In
this study, PR has high interpretability and it is associated with low complexity. Overall,
although PR offered good accuracy with lower MSE and fair R 2 for a train set, however,
it falls short when predicting responses using the test set. Besides, the predictability for
individual outputs are comparatively low compared to GP and NN. Nevertheless, PR
provides us information that the composition-property is not linearly correlated, which
is crucial to develop a predictive model.
Table 5.1 Comparison of mean squared error (MSE) values provided by ML algorithms
for the training (value inside the parentheses) and test set.

C11
C22
C33
C44
C55
C66
C12

PR

RF

DT

kNN

SVM

GP

NN

24.341
(26.522)
40.987
(34.132)
68.939
(44.042)
7.675
(4.982)
5.477
(4.712)
2.832
(3.274)
11.816
(11.719)

45.083
(33.192)
55.762
(43.597)
88.791
(14.315)
9.990
(5.823)
5.171
(5.027)
4.361
(4.355)
16.856
(14.399)

56.702
(45.088)
90.555
(57.707)
103.984
(58.083)
11.081
(6.206)
7.501
(6.134)
8.939
(5.904)
20.194
(19.303)

40.772
(22.020)
61.640
(31.085)
90.302
(40.660)
9.384
(4.631)
5.503
(4.463)
4.321
(3.238)
20.816
(10.558)

26.815
(17.885)
53.451
(24.931)
76.873
(41.262)
9.862
(5.276)
5.634
(3.965)
3.829
(2.457)
15.731
(8.900)

25.113
(19.717)
40.671
(30.324)
60.630
(42.460)
7.769
(4.759)
4.515
(4.702)
3.044
(2.903)
12.591
(8.909)

21.551
(19.381)
39.640
(20.567)
57.241
(38.102)
6.995
(3.647)
4.607
(3.878)
3.176
(2.946)
11.075
(7.063)
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C13
C23

14.026
(12.880)
19.398
(12.761)

17.600
(14.613)
21.549
(13.939)

18.099
(15.827)
23.894
(15.834)

17.402
(12.007)
25.729
(12.059)

15.390
(12.087)
22.549
(11.939)

12.368
(12.517)
18.128
(12.475)

11.735
(8.624)
17.704
(8.280)

Table 5.2 Comparison of R2 values provided by ML algorithms for the training (value
inside the parentheses) and test set.

C11
C22
C33
C44
C55
C66
C12
C13
C23

PR

RF

DT

kNN

SVM

GP

NN

0.911
(0.906)
0.897
(0.911)
0.784
(0.856)
0.790
(0.869)
0.750
(0.846)
0.930
(0.917)
0.902
(0.895)
0.742
(0.788)
0.723
(0.815)

0.837
(0.876)
0.852
(0.881)
0.695
(0.846)
0.703
(0.827)
0.714
(0.799)
0.861
(0.879)
0.853
(0.868)
0.687
(0.763)
0.652
(0.799)

0.769
(0.822)
0.771
(0.837)
0.633
(0.811)
0.645
(0.784)
0.685
(0.747)
0.791
(0.839)
0.763
(0.819)
0.648
(0.730)
0.593
(0.767)

0.851
(0.875)
0.845
(0.881)
0.692
(0.852)
0.702
(0.831)
0.714
(0.804)
0.858
(0.884)
0.848
(0.865)
0.685
(0.757)
0.651
(0.803)

0.911
(0.936)
0.871
(0.937)
0.748
(0.865)
0.730
(0.879)
0.745
(0.860)
0.907
(0.932)
0.874
(0.925)
0.734
(0.805)
0.708
(0.842)

0.919
(0.930)
0.901
(0.918)
0.805
(0.866)
0.779
(0.854)
0.802
(0.817)
0.922
(0.927)
0.898
(0.923)
0.780
(0.800)
0.722
(0.817)

0.928
(0.930)
0.903
(0.945)
0.817
(0.905)
0.805
(0.888)
0.851
(0.848)
0.922
(0.922)
0.906
(0.938)
0.819
(0.863)
0.771
(0.883)

Lastly, though the model complexity is high for NN as it is associated with two hidden
layers and each layer has 9 hidden nodes. Overall, NN by far performed the best in terms
of the accuracy for both train and test set for individual outputs. This shows the
superiority of the NN for multiple outputs when enough data is trained. One of the
drawbacks of NN is that it requires huge computation resources and takes a larger
amount of time to train the model.
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3.3 Discussion on model Interpretation for NN
This discussion section demonstrates the interpretability of the NN predictions by using
SHAP[17]. In SHAP, the impact of each feature on the prediction is obtained by
assigning each feature an importance value for a respective prediction. The results are
shown in Figure 5.7.

Figure 5.7 SHAP values for various compositions for (a) C11, (b) C33, (c) C44 and (d)
C66.
The general trend in Figures 5.6(a), (b), (c), and (d) suggests that all the elastic constants
are primarily controlled by SiO2 content followed by water and CaO content. While the
normal stiffness along the interlayer direction (C11) shows a relatively lower SHAP
value for water, the value increases when the normal stiffness perpendicular to the
interlayer direction (C33) is considered. Besides, the shear components (C44, C55 (please
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refer to supplementary figure SE.14), and C66) show increased contribution from water.
This could be attributed to the layered nature of CSH where the in-plane movements are
primarily controlled by the water molecules, while the normal stiffness along the
direction of the interlayers is mainly controlled by the silicate network (as observed in
C11 case). Similarly, for other elastic constants such as C22, C55, C12, C13, and C23 (see
supplementary figure SE.14) SiO2 content primarily dominates followed by water
content and CaO content.
4. OUTLOOK
This paper establishes that the nature of the input-output relationship of a complex
material such as C–S–H can be effectively predicted and interpreted using ML. Due to
the limitation of the experimental data available in the literature, especially for different
C–S–H compositions, this study uses physics-based MD simulations to generate the
elastic constant dataset for different C–S–H compositions. Note that only the
compositional ranges of C–S–H that is observed experimentally is used. The molecular
structure for each composition is simulated by implementing ReaxFF. Further, instead
of a single effective mechanical property such as Young’s modulus or hardness, this
study evaluates different individual components of the stiffness moduli, in particular,
nine stiffness components. Using the dataset generated from MD simulations, the elastic
constants for C–S–H are predicted by implementing two ML techniques: Gaussian
Process (GP) and neural network (NN). By judicious selection of optimal level of
complexity, and accuracy reliable predictions of the properties can be obtained while
ensuring there is no under- or overfitting. A comparative evaluation between the ML
techniques reveals that GP and NN show significantly improved predictions as
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compared to other adopted techniques and NN is found to offer the highest level of
accuracy with considerably lower MSE and good R 2 values.
Furthermore, to interpret the influence of CaO, SiO 2, and water on various stiffness
components of C–S–H, obtained using the NN-based model, SHAP is leveraged which
evaluates the importance of each model features on the model’s output after considering
all the possible combinations. From evaluations using SHAP, the following conclusions
are drawn: (1) all the stiffness components of C–S–H are dominantly influenced by SiO2
content followed by water and CaO content; (2) the influence of water content is more
prominent for shear components. These results suggest that the in-plane movements are
primarily controlled by the water molecules, while the normal stiffness along the
direction of the interlayers is mainly controlled by the silicate network. Overall, by
synergistically integrating high-throughput MD simulations with ML approaches, this
paper shows the efficacy of using ML-based approaches to predict the mechanical
behavior of C–S–H and this study can be adopted as a starting point towards developing
integrated

experiment-multiscale

simulation-ML-based

design

strategies

for

exceptional materials performance.
5. METHODS
5.1 High-throughput MD Simulations
In this study, high-throughput MD simulations are performed to obtain an adequate
dataset of elastic constants for different compositions of C–S–H. The C–S–H model
construction procedure for varying Ca/Si ratios, molecular loading conditions, and
evaluation of elastic constants for all the C–S–H compositions within the highthroughput MD simulations are presented in the forthcoming sub-sections.
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5.1.1 C–S–H model construction
Here, the realistic molar percentages of SiO 2, CaO, and H2O are adopted as 11-38%,
23-55%, and 7-66-% (molar %) respectively. These ranges are chosen based on viable
ranges (Ca/Si molar ratio) of constituents reported in the literature[16,19,20,29] to form
C–S–H. The CSH models are constructed by introducing defects in a layered 11 Å
tobermorite[40] structure. The 11 Å tobermorite configuration contains pseudooctahedral calcium oxide sheets surrounded by silicate tetrahedral chains, which
consists of bridging oxygen (BO) atoms and

silicon atoms (i.e., Si atom connected

to two bridging and two non-bridging terminal oxygen atoms)[41]. Such configuration
involves negatively charged calcium-silicate sheets which are separated from each other
by interlayer spacings. The interlayer spacing is filled with interlayer water molecules
and charged-balancing calcium cations. It is to be noted that the initial configuration of
11 Å tobermorite consists of a Ca/Si ratio equal to 1, this ratio is increased to the range
of 1.09-2.06 as constructed in the present models by randomly removing charge-neutral
SiO2 groups. This removal of SiO2 introduces defects in the silicate chains and provides
possible sites for adsorption of extra water molecules. To this end the adsorption of
water molecules in the structurally defected tobermorite model is performed by
implementing the Grand Canonical Monte Carlo (GCMC)[42] method, ensuring
equilibrium with bulk water at constant volume, zero chemical potential, and room
temperature. A similar model development procedure for C–S–H has been successfully
implemented in the literature[19,21–23,30] and the procedure is adequately detailed in
several published articles[22,30]. ReaxFF is used here in the MD simulations which has
been successfully implemented to evaluate the behavior of C–S–H[21,24,30] and other
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similar materials[43–45]. These studies have successfully leveraged the features of
ReaxFF to evaluate the dynamics of nano-confined water in C–S–H[19], fracture
toughness[24], structural properties of C–S–H[21,30], and radiation damage in C–S–
H[46]. Besides, ReaxFF potential has been shown to model C–S–H[47] reliably in terms
of the structural and elastic properties as it is based on the bond-formation/breakages,
which is useful for reactive mechanisms such as dissociation of nano-confined water in
C–S–H. The generated structure is further relaxed at 300K and zero pressure for 500 ps
in the

and

ensemble with a timestep of 0.25 fs before computing the stiffness

components. The molar range of Ca/Si ratio is maintained consistent with those from
the literature[16,29,48]. To obtain different water content, water molecules are
randomly removed from the saturated structure and equilibrated for 500 ps in

and

, respectively. All the simulations are performed in an open source code LAMMPS
package[49]. The methodology for model construction for C–S–H is adequately detailed
in the literature[19,22,30].
5.1.2 Molecular loading conditions
Once the structures are adequately equilibrated, they are subjected to three axial and
three shear deformations along the X, Y, and Z axes. To apply axial tensile load, the C–
S–H structures are subjected to uniform tensile strain in the X-direction, and the process
is continued for Y and Z-directions. Similarly, to simulate the shear loading in the C–
S–H structures, a shear strain is applied along X, Y, and Z-directions, respectively.
5.1.3 Evaluation of elastic constants
During the deformations the elastic constants
=

matrix is obtained as[39]:
[1]
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Where

is the potential energy,

is the volume of the structure,

is the strain, i and j

are the indexes representing each Cartesian direction. In this study, 9 components of
stiffness moduli are considered for prediction (

,

,

,

,

,

,

,

and

). The same has been adopted when calculating the elastic properties such as
Young’s modulus, shear modulus, and bulk modulus from the stiffness matrix in glass
structure using MD simulation[50,51].
All the simulations are conducted using the Large-scale Atomic/Molecular Massively
Parallel Simulator (LAMMPS) package[49]. Each C–S–H structure comprises at least
3000 atoms. ReaxFF is used as an interatomic potential. The process is repeated till all
the elastic constants for different Ca/Si ratio with different water has been generated.”
5.2 Machine Learning (ML) Techniques
The database of the stiffness matrix is computed from the MD simulations to predict
composition-dependent elastic constants for C–S–H using various ML techniques. This
paper primarily focuses on Gaussian process (GP), and neural network (NN) which are
discussed in the forthcoming sub-sections. Besides, this paper also evaluates other
common ML techniques such as polynomial regression, random forest, support vector
machine, k-nearest neighbors, and decision trees for comparative assessment of
prediction abilities. These common ML techniques are detailed in the supplementary
document E for ease of reference.
5.2.1 Gaussian Processes Regression
A Gaussian process is defined as a collection of random variables among which a finite
subset has a joint Gaussian distribution[52]. One can implement it to describe a
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distribution over a given set of input(x) and output datasets (y). For a linear regression
model with noise ,
= ( )+ ; ~

(0,

)

[2]

Where the noise is assumed to follow an independent, identically distributed Gaussian
distribution with zero mean and variance (

). Without losing generality, a Gaussian

process can be completely described by its mean function and covariance function,

where

( )~

( ( ), ( , ′))

(∙) is the specified Gaussian process,

[3]
( ) is the mean function which

computed the expected values of output for a given input, and ( , ′) is the covariance

function, a Gaussian prior function that captures the extent of correlation between
function outputs for the given sets of inputs. The covariance function is expressed as:
( ,

)= [ ( )−

( ), ( ) −

( )]

[4]

Instead of using a specified functional form (as in the case of deterministic model),
Gaussian processes describe the input-output relationship through distributions over
functions of the input space,

∈

. The designated random variables follow Gaussian

distribution. For Gaussian distribution, the marginalization and conditioning properties
can be fully utilized to obtain the marginal likelihood and the conditional probability
via the designated mean and covariance. For the mean-subtracted data set, the mean
function is set to zero and the prior’s covariance is specified by assigning trial kernel
functions with a set of hyperparameters. The widely used kernel functions are
exponential kernel and squared exponential kernel. To obtain the posterior distribution
over functions, one must restrict the joint prior to containing only those functions which
agree with the training data through conditioning of the Gaussian prior. The joint
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distribution of the training outputs, y, and the test outputs ′ according to the prior is
expressed as [52]:

If there are

′ ~

( , )+
( , )

0,

training points and

( ,
( ,

)
)

testing points then

covariance between all observed training points,

[5]
( , ) is a

( ,

) is the

matrix between the training and testing pairs and likewise for

×

matrix of the

×

( , )and

covariance
( ,

).

Applying principles of conditionals, the marginal likelihood of the output can be
assumed to follow a gaussian distribution with the predicted mean
covariance function ( ′) as [52]:
′| , , ′ ~

( )=

( )=

( ,

)−

( ( ′), ( ′))

( , )( ( , ) +

( , )( ( , ) +

( ′) and
[6]

)

)

[7]
( ,

)

[8]

The marginal likelihood of the output given the input can be obtained through the
marginalization and the model is selected by updating the hyperparameters during
training through the maximization of the marginal-likelihood (or log-marginallikelihood). The set of hyperparameters should ideally converge to a global optimum.
5.2.2 Neural Network (NN)
Neural network is a mathematical model which maps a given set of predictors, , to a
set of desired response, . The early proposition of this idea is linked to the assumption
of how the information is stored and processed in the brain[53]. The map between the
predictor and the response is comprised of multiple layers of perceptron and activation
functions and it is called the feed-forward neural network. The estimated response can
be expressed as follows,
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where

=

,…

,

(

, ) …

[9]

(∙): ℝ → ℝ is a continuous bounded function which is usually referred to as

the activation function,

:ℝ

→ℝ

is the transformation matrix that contains

weights between two layers of perceptron[54]. The neural network received very much
attention in academia and applications in engineering due to the proven universal
approximation property which states that the feed-forward neural network architectures
with a sigmoid activation function are capable of approximating any set of functions
between two Euclidean spaces for the canonical topology[55].
The weights can be solved by formulating the above mapping into a constrained
optimization problem as stated below,
,…

,

(

, ) … + �

�

[10]

where λ is the regularization intensity constant and (⋅) is a functional form of the
weights to be regularized. This optimization problem is usually solved by stochastic

gradient descent or backward propagation algorithm. Since the non-convex nature of
the neural network, the solution to this optimization problem is not unique. Moreover,
the selection of the number of layers and the number of perceptron in each layer affects
the result of the regression, and it is subjected to high variance problems when large
numbers of neurons and layers are used. As such proper regularization is needed when
the neural network is implemented. In this study, while training a neural network model,
a rectified linear unit (ReLU) is implemented for performance-enhancement. Here, the
data is trained using a feedforward multilayer perceptron where the weights are trained
by the back propagation algorithm. Henceforth, the feedforward backpropagation
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multilayer perceptrons will be referred to as a neural network (NN), which is commonly
used in the literature.
5.3 Model tuning and cross-validation
To avoid the possibility of overfitting the data, 20% of the data is set aside from the
models for its intended use as a “test set” to assess the performance of the ML algorithms
on these unseen data. To this end, a k-fold cross-validation (CV) technique is adopted
in this study. In the CV technique, the dataset is split into k number of smaller sets,
where in each fold the model is trained on a fraction of data (train set) and tested on the
remaining data. The final value obtained is the average value which is iteratively run on
each of the k-folds. To this end, this study adopts a nested two-level CV approach as
detailed in the article by Cawley and Talbot[56]. First, the dataset is split into the
training set (which is 80% of the data) and test set (20% of the data). In outer CV the
model is run for the number of iterations and the average value of the scores (i.e

and

MSE) obtained from each fold is used to obtain a comparative performance-evaluation
of various ML techniques. In order to obtain the appropriate hyperparameters, a 5-fold
inner CV is implemented for the training dataset. This nested CV technique alleviates
some of the issues regarding the limitations of relatively smaller datasets.
It is challenging in ML to obtain a model that is accurate and simple at the same time.
Simplistic models show a lower degree of prediction accuracy or are under fitted,
whereas overly complex models often performed worst on the test data or unknown sets
of data. Such models can capture perfect trends on the training dataset but show poor
transferability to unknown sets of data and suffer from overfitting. Hence, models need
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to be optimized by tuning the hyperparameters so that an ideal trade-off between
accuracy and computational demand is reached.
5.4 Model evaluation metrics: Mean square error (MSE)
The mean square error measures the average Euclidean distance between the predicted
and true or measured values and is expressed as:

Where

=

( ) is the

∑

( ( )−

true output and

( ))( ( ) −
()

( ))

the

[11]

predicted output. MSE serves as

an indicator of prediction accuracy and MSE needs to be minimized in order to
maximize the accuracy of ML algorithms.
5.5 Model evaluation metrics: Linear coefficient of determination,
In this regression problem, the MSE is majorly selected for the quantification of the
model performance on the given data set. The coefficient of determination can be used
to quantify the proportion of the variance in the dependent variable that is predictable
from the independent variable. In this study, to further assist the model selection in this
multiple-input multiple-output (MIMO) regression problem, the Pearson correlation
coefficient[57] is used to indicate the accuracy of the predicted results.
In the case of the sampled data, the Pearson correlation coefficient can be determined
as follows:
=
Here

( ) is the

∑

∑

(

()

true output and

()

)(

∑

()

()
(

the

()

)

[12]
)

predicted output.

In this study, both MSE and R2 of the train and test data are used to evaluate the
performance of ML algorithms.
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5.6 Training process and model refinement:
This section describes the training and model fitting (overfitting, underfitting, or
balanced) for all the adopted methods. The total data is initially split into a training set
and test set by 80:20 proportion. While the test dataset is kept unseen during the model
training process, the training set is further split into 80% for training and 20% for
validation. Here, to validate the model, a 5-fold cross-validation is implemented. The
optimum complexity is achieved when the minimum error for both the training error
and validation error is achieved.
For PR, the complexity is increased with respect to polynomial order from 1 to 6, and
an optimum polynomial order of 3 is obtained (please refer to supplementary figure
SE.1). For SVM with RBF kernel, two parameters are considered, which are C and
gamma ( ). The model complexity is varied by varying C from 0.001 to 1000 and
gamma from 0.1 to 10. The parameters are optimized using a grid search approach so
as to minimize the error. Thus, optimum values of 100 and 0.46 are obtained for C and
respectively (please refer to supplementary Figure SE.4). In the k-nearest neighbor
method, the k-value is varied from 1 to 9 and an optimum value of 4 is achieved (please
refer to supplementary figure SE.6). In the decision tree algorithm, the model
complexity is characterized by the maximum tree depth which is varied from 2 to 10.
By evaluating the MSE and the R2 values, an optimum value of 5 for the maximum tree
depth is chosen (please refer to supplementary figure SE.8 for more details). For the
random forest algorithm, the model complexity is varied by varying the number of trees
from 2 to 10 from which an optimal number of 9 for the number of trees is selected
which shows the least error for the validation dataset (please refer to supplementary
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figure SE.10 for more details). For the Gaussian process, two covariance functions (RBF
and Matern) with noise are implemented and the parameters are converged when the
log marginal likelihood is maximized. Lastly, for NN the hyperparameters include the
number of hidden nodes, size of hidden layers, optimizer function, learning rate, epoch,
and batch size. In this study, the Adam optimizer is implemented. The learning is
optimized for learning rate equal to 10-3, epoch = 400, batch size of 32, and two hidden
layers with a number of hidden nodes (or neurons) equal to 9 (please refer to
supplementary figure SE.13 for more details). Overall, a rigorous hyperparametric
optimization methodology employing a grid search was used for model refinement,
thereby, ensuring the optimality of the model without underfitting or overfitting. To
evaluate the performance of each model, the models are tested using the unseen test
dataset. The performance of various methods is evaluated by comparing the MSE and
R2 values obtained from each model.
5.7 Model interpretability
The ability of the ML techniques such as NN to predict the target accurately by learning
from data has been remarkable. However, because of the higher model complexity for
algorithms such as NN, the model interpretability becomes challenging. Several studies
have tried to address this issue by measuring a few specific features that are responsible
for a model’s output[58]. Recently, Shapley Additive Explanations (SHAP) which is
derived from Shapley values in game theory[59] is employed to measure the importance
of various features within the model[17,18]. SHAP has been used for various
applications across a wide range of disciplines which includes identification of patient
risk factors in tree-based medical diagnostic models[60] and determination of various
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important features of satellite images which are crucial in generating poverty maps[61].
As per SHAP, the importance of feature

for the output of model

,

( ), is a

weighted sum of the feature’s contribution of the model’s output ( ) over all possible
feature combinations[62].

Where

( )= ∑

is feature ,

⊑{

( ) is expressed as:
,…,

}\{

}

| |!(

| |
!

)!

is a subset of features, and

(

⊔

− ( ))

[13]

is the number of features in the

model.
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ABSTRACT
Prediction of in-situ strain sensing efficiency of self-sensing cementitious composites
using machine learning (ML) requires a large, representative, consistent, and accurate
dataset. However, such large experimental dataset is not readily available. Moreover,
the success of the ML approach depends on its ability to abide by the fundamental laws
of physics. To address these challenges this paper synergistically integrates a validated
finite element analysis (FEA)-based multiscale simulation framework with ML to
predict the strain-sensing ability of self-sensing cementitious composites enabled by
incorporating nano-engineered interfaces. The multiscale simulation framework is
leveraged to develop a balanced, representative, complete, and consistent dataset
containing 3000 combinations of strain-dependent electromechanical responses. This
large dataset is used to predict the strain-sensing ability of the nanoengineered
cementitious composites using a feed-forward multilayer perceptron-based neural
network (NN) approach which shows excellent prediction efficacy. This paper also
applies a Shapley Additive Explanations (SHAP) algorithm to interpret the NN
predictions in light of the relative importance of different design parameters on the
strain-sensing ability of the composite. Overall, the synergistic and comprehensive
approach presented here can be used as a starting point toward the development of
reliable performance standards to accelerate the acceptance of these self-sensing
cementitious composites for large-scale applications.
1. INTRODUCTION
Structural Health Monitoring (SHM) [1–5] enables timely inspection and maintenance
of structures. The core functions of the SHM are to detect and locate the damages of the
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large-scale structures, evaluate and quantify the severity of the damage, predicting the
service life of the structures, and real-time monitoring and diagnosis of the structural
condition [6]. In the past, the most common non-destructive test (NDT) techniques
adopted were ultrasound testing [7], thermography [8], radiography [9], X-rays [10], etc.
These approaches require direct access to parts of the structures which are not always
easily accessible

[11]. Thus, their application towards detailed structural health

monitoring (SHM) in large-scale structures becomes limited.

Although the

development of external sensors for SHM has been thoroughly discussed in the literature
[11,12], for real applications, the obvious drawbacks of these techniques are high cost;
time-consuming, labor-intensive installation and maintenance; lower performance
efficiency in extreme environments which limit their performance and deployment on
civil structures [13–15]. Moreover, such a technique is practically exhaustive for large
structures because of the requirement of a large number of sensors to cover such large
surfaces which may not be realistically viable. Besides these existing problems, for
complex structures, most of the damage-prone parts are inaccessible. The breakthrough
in SHM came after integrating different modern technologies such as magnetic,
electrical, thermal response evaluation with computer science technologies [16]. Hence,
sensing technology has gained more attention in the past decade to circumvent the
existing issues [11,12]. Modern SHM techniques require a sensory system, a data
acquisition system, transmission, a management system, and an evaluation or diagnosis
of structural health. The most crucial part of the SHM system is the reliable and stable
sensing system. Several sensing techniques have been proposed and implemented with
specific functions and mechanisms to diagnose and evaluate the structural condition
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properly [2,6,17]. Damage assessment in the concrete using the SHM tool can be
realized with the help of strain measurements such as strain gauges [18] or vision-based
measurements [19]. These techniques are integrated with remote sensing and smart
materials combined with a computer-based knowledge system in which the performance
of large infrastructures such as tunnels, bridges, offshore platforms, railways, and other
inaccessible sites can be monitored and evaluated [20]. The major problem with these
monitoring devices is the compatibility between the sensor and the concrete structure
[21] and environmental interference [11]. Therefore, there is a need to develop advanced
SHM sensing technologies. Detailed reviews on the sensors for health monitoring of
concrete structures can be found in the literature [11,12].
With the rapid growth in modern science and engineering, it is possible to develop a
smart/intelligent cementitious material that has its own sensing functionality without
the integration of any external sensing element [15]. Smart-cementitious materials, also
known as intrinsic self-sensing, are fabricated by incorporating functional fillers such
as carbon fibers (CF)[22–24], carbon nanotubes (CNTs) [25–27], graphene [28], and
nickel powder [29] into traditional concrete. These intrinsic functional materials are
inherently electrically conductive in nature. Any changes in the cementitious composite
caused by applying forces or environmental actions can alter the network connectivity,
leading to changes in the composite electrical properties such as electrical resistance.
Such a nature is attributed to piezoresistive behavior. Thus, by incorporating smartnanoengineered materials, cementitious materials can surpass the issue of
incompatibility in civil structures and enable a self-sensing mechanism to the whole
structure. Owing to piezoresistivity, these smart composites have been used for strain
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and damage-sensing [22,30–36]. One of the major drawbacks in this domain has been
the issue of agglomeration of conductive additives such as CNTs and, if the functional
additives are not appropriately dispersed, this can lead to poor performance by
preventing the formation of the network connectivity which is necessary to enable strain
sensing. Simply increasing the fiber concentration can overcome this issue, but it is
impractical since it can adversely affect the workability of the mixtures, and also it leads
to higher costs [37–39]. An alternative solution has been proposed where CNT-based
thin films are used as coatings around the sand particles to modify the cement pasteaggregate interfaces [37–42]. This approach has been shown to preserve the mechanical
properties of the system and, at the same time, it enables enhanced strain and damage
sensing. Such an approach has shown to be cost-effective and sensitive to deformation,
making them attractive to SHM in concrete structures [37–39]. Such smart mortars can
be potentially applied as coating or overlays on the existing large concrete structures to
enable strain sensing and structural health monitoring. Despite the progressive research
in smart cementitious material, this procedure has not been extensively implemented in
industrial applications. One of the major reasons behind this could be attributed to the
lack of reliable performance standards.
While experimental studies have been widely reported evaluating the electromechanical
response for such self-sensing cementitious composites enabled by implementing nanoengineered inclusion-matrix interfaces [37–40,43], limited numerical studies exist on
the prediction of strain sensing efficiency of such systems [44]. Although limited
numerical studies are available towards the prediction of strain-sensing efficiency of
smart cementitious composites with nano-engineered interfaces, a wide range of
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numerical studies for smart polymer composites are available in the literature. Electromechanical modeling has been implemented to predict the response of CNT-polymer
composites using equivalent resistor network models, micromechanics-based models,
and by developing analytical models. The equivalent resistor models [45–50] are
developed by considering the interactions of individual nanofillers in which they
collectively form inter-connected networks within a microscale domain. However,
these models are computationally expensive as a large number of nanofillers are needed
to form a percolated network. On the other hand, the analytical techniques [51–53] are
not computationally demanding. However, oversimplification of heterogeneity in these
analytical models often results in inadmissible predictions especially when there is
damage in the system or when large deformations are considered. Electro-mechanical
models are also developed to predict the response of CNT-polymer composites
implementing higher-order tensor-based resistivity-strain relations which showed
excellent predictions under complex strain states [53]. Computational micromechanicsbased models [54–61], on the other hand, are able to mimic the intricate microstructural
features present in such heterogenous composites only being limited by high
computational expense. The multiscale computational homogenization essentially
associates a heterogenous unit cell to every Gauss point of the virtual macrohomogenous structure in the subsequent scales. The robustness of the approach lies in
its ability to capture both physical and geometric evolution at each scale resulting in a
homogenized constitutive relation at the top length scale. In other words, no a-priori
constitutive information is assumed for the macro-level problem which is instead
obtained from the volume-averaged field response of the unit cell (representative of the
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previous length scale) when subjected to a unit gradient. This is achieved by solving a
boundary value problem on a unit cell with consistent boundary conditions obeying the
Hill-Mandel principle that equates work done at interactive length scales. Multiscale
numerical simulation of CNT-based polymer composites has gained significant
attention in the past few decades. The mechanical properties of these hierarchical
composite materials are evaluated by either following the bottom-up approach [62] or
the top-down approach [63]. Such approaches can be implemented either by
hierarchically homogenizing the properties at every interactive length scale [61–65] or
by using a concurrent framework [66]. Upscaling the properties of composites from
nanoscale to higher scale has garnered significant attention over the years where the
characteristics of the matrix and the fiber-matrix interfaces are simulated using
molecular dynamics (MD) simulations [61,64]. By evaluating the stress transfer
behavior at multiple length scales, such multiscale simulations provide valuable insights
towards enhancing the mechanical properties of these composites. Recently, machine
learning-based interatomic potentials have been implemented to enable first-principles
multiscale modeling of lattice thermal conductivity in graphene/borophene
heterostructures [67].
For self-sensing cementitious composites with nano-engineered inclusion-matrix
interfaces, a microstructure-guided electromechanical response prediction framework
was developed by the authors [44] for a large class of smart heterogeneous materials.
Despite the progressive research on smart cementitious materials enabled by nanoengineered inclusion-matrix interfaces, this procedure has not been extensively
implemented in industrial applications. One of the major reasons behind this could be
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attributed to the lack of reliable performance standards. While multiscale simulationbased predictive models have been developed [61,64,68–72] for self-sensing
cementitious composites, these models are computationally expensive because of
hierarchical intricacies at multiple length scales. Because of such high computational
demand and complex modeling approaches, such computational approaches have not
captivated the civil engineering materials industries.
Towards this, the primary focus of this paper is to synergistically integrate high
throughput multiscale numerical simulations with machine learning (ML) to develop a
robust and yet user-friendly simple predictive model for efficient prediction of
electromechanical response of such smart cementitious composites. In particular, a
feed-forward neural network [73] is implemented here. Such ML-based predictive
models can be used as a starting point toward enabling the development of simple and
user-friendly materials design tools that can be easily leveraged by designers and
decision-makers for the widespread application of these emerging in-situ strain-sensing
cementitious materials.
2. Methodology
2.1 Multiscale Simulation Approach
To evaluate the piezoresistive nature of the self-sensing cementitious composites, two
different hierarchical length scales are implemented here, as shown in Figure 6.1.
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HCP
Sand
Coating
ITZ

CNT-PSS

0.3 µm

Coated mortar system

CNT-PSS coating

Figure 6.1 Representative length scales implemented for electromechanical response
evaluation

The first scale defines the characteristics of the coating, which contains carbon
nanotubes (CNTs) and matrix. The second scale represents the mortar. At the mortar
scale, mortar can be considered as a multi-phase composite material consisting of
hardened cement paste matrix, sand inclusions, the coating around sand inclusions, and
interfacial transition zone (ITZ) between the coated sand particles and the matrix. These
ITZs form porous interfacial regions around the inclusions during the hydration of
cement. Cement grains tend to pack loosely near and around the inclusion surfaces [74]
which leads to the formation of these porous interfacial regions. ITZ is inherently the
weakest link in concrete, and the damage in concrete is initiated at these weakest regions.
Thus, ITZs play a critical role in defining the mechanical behavior of cementitious
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composites. Thus, this study adopts a hierarchical bottom-up approach [75,76] where
the responses obtained from the CNT-PSS scale are assigned as coating properties
around sand inclusions in the mortar scale to obtain the strain-sensing response of the
mortars. Such an interactive approach requires an accurate representation of geometric
parameters at each scale and a robust simulation framework as described hereafter.
The

numerical

simulation

framework

for

the

prediction

of

macroscopic

electromechanical response of random heterogeneous smart materials is summarized in
Figure 6.2. It starts with the generation of unit cell geometry which is exported to the
mechanical module to obtain stress response and deformed configuration when
subjected to applied strain. As the performance of cementitious composites is primarily
characterized by the compressive response, this paper evaluates the strain-sensing
ability of the smart mortars in terms of uniaxial compressive response. However, it
would be interesting to implement the aspect of multi-axial strain-sensing with nondimensional responses, as reported in the literature [75,76] for CNT-based polymer
composites, towards cementitious composites which can form an effective future study.
The deformed geometry, as obtained from uniaxial compression simulation, is remeshed in the remeshing module and exported to the electrical module. The electrical
module applies external potential and obtains electric current density distribution in the
unit cell. Thus, an electrical response is obtained for the unit cell for an applied strain.
This process is repeated with strain increments to generate the electromechanical
behavior of the composite. All these above-mentioned steps and modules are
implemented at each length scale and are detailed in the forthcoming sub-sections.
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Figure 6.2 Flowchart of the piezoresistive simulation framework
2.1.1 Geometry generation approach:
In this paper, the representative unit cells are generated by employing the
Lubachhevsky-Stillinger algorithm [77,78]. In this algorithm, a hard contact model is
implemented such that no overlapping of the inclusions is allowed. The random
microstructure with inclusions is formed by randomly seeding the inclusion within a
cubic matrix volume. The approach involves an iterative process where the inclusions
are randomly assigned in the periodic bounding box and then subjected to a growth rate
to obtain the desired particle size distribution. During the process, a constant velocity is
assigned to update the position of the inclusions for every time increment and then are
checked for any overlaps. The time increment at every step is considered as the
minimum of those corresponding to every possible colliding inclusion pair. The
algorithm continues to assign the positions of the inclusion resulting from collision and
growth of inclusions within the bounding box at every step until the desired volume
fraction is satisfied. The detailed formulations for generating the unit cell can be found
in [44,79]. For the matrix, a homogenous solid section is generated where the solid
matrix cut is obtained by taking the difference of geometric areas of the solid matrix
and the inclusions. The inclusion embedded matrix geometry is obtained by stitching
the solid cut geometry and the inclusions at the boundaries. Such unit cell generation
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algorithm has been also successfully applied in our previous studies [44,80]. Please refer
to section B of the supplementary material F for more details. The generated
microstructure is then imported to commercial finite element software ABAQUS TM via
python scripting and MATLAB subroutine.
2.1.2. Mechanical module
For mechanical response, the effective properties are evaluated for the RVEs after
imposing periodic boundary conditions (PBCs). The constitutive relationship for a
linear elastic material is written as

where ,

=ℂ

[1]

refer to the stress and strain vectors, and ℂ corresponds to stiffness tensor.

The averaged stress

and strain ̃ vectors are described as spatial averages of the local

distribution over the representative volume described as:
= ∫

[2]
̃= ∫

[3]

Since the effective properties are computed based on the repeated RVEs, the
deformation of the RVE should be spatially periodic. This is achieved by applying PBCs
along its boundary. The periodic boundary condition is imposed at the two opposite
surface boundaries of the RVE at points A and B, where the respective displacement
can be related as

Where

u −u =ε

x −x

=ε

L

[4]

is the position vector of the points A and B on the parallel boundaries, and

is the edge length of RVE. Equation 4 is enforced in the simulation by setting
constraint equations that relate the degree of freedom (DOF) of each pair of nodes on
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opposite boundaries to the 6 DOFs of a master node, corresponding to the 6 components
of the homogenized strain tensor ε

. More details on the periodic boundary conditions

are available in section D of the supplementary material F. The representative steps
involved in the mechanical module are shown in Figure 6.3. The deformed geometry of
the unit cell obtained from the mechanical module is re-meshed as described in the next
sub-section.
Matrix
Inclusions

Generated unit cell

Meshed unit cell

Apply PBC and
uniaxial loading
along X-direction

Stress distribution

Figure 6.3 Schematic representation of the mechanical module
2.1.3 Intermediate re-meshing rule
The re-meshing technique involves a mesh refinement on the deformed geometry
wherever the aspect ratio of the elements exceeds 3. This re-meshing module thus
improves the quality of the mesh in the deformed unit cell. The re-meshed deformed
geometry is then exported to the electrical module for electrical analysis. Similar
implementation has also been successfully adopted elsewhere[44,69].
2.1.4 Electrical module
Similar to the mechanical analysis, the electrical response is evaluated for the RVEs at
respective length scales. In finite element analysis, the electrical flow of current (J) can
be described by Ohm’s law where the constitutive equation is formulated as
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where

=

[5]

is the electrical conductivity tensor, and E is the electric field. The average

quantities of the current density and electric field can be evaluated as
= ∫

[6]
= ∫

[7]

Hence, equation 5 can be reformulated in a homogenized sense as
̅=

=

∫

∫

[8]

The periodic boundary conditions for the electrical potential at the nodes of opposite
boundaries are defined as
−

=

[9]

The schematic representation of the electrical module is provided here in Figure 6.4 for
ease of reference.

Figure 6.4 Schematic representation of the electrical module
2.1.5 Evaluation of the effective strain-sensing properties
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After the mechanical module, remeshing module, and electrical module, the obtained
responses are post-processed to yield an effective strain-sensing response. In this study,
a unit potential difference is applied across the microstructure in one of the principal
directions (say X). Using Ohm’s Law (J = κE), the electrical module computes current

density (J ) from the input electrical conductivity (κ ) of component phases and the
applied electric field (E). The simulation yields the electric field and current density
distribution in the unit cell which when volumetrically averaged by a post-processing
module results in an average conductivity. The average electrical conductivities are then
expressed in terms of resistance. With varying strain, the change in resistance (∆R) is
calculated. Here the strain-sensing response is expressed by evaluating the fractional
change in resistance (FCR) with varying strain. The FCR is calculated as the ratio of the
change in resistance (∆ ) to the bulk resistance (
=

) as shown below [81]:

∆

[10]

In order to observe the change in electrical response, the mapping is incorporated where
the interpolated spatial distribution for defining solution-dependent material properties
is implemented at every material domain [44,69].
2.1.6 Simulation approach for CNT- PSS matrix nanocomposite
In this study, the CNTs are generated as straight solid cylinders with a 2 nm radius, and
the length is set to follow a gaussian distribution with a mean length of 100 nm and a
standard deviation of 20 nm, as adopted from the literature [69]. The geometry
generation approach mentioned in section 2.1.1 is followed. The RVE considered
herein has an edge length of 300 nm. The RVE size is adopted based on a sensitivity
study [69]. A geometric periodicity is also implemented, which has been previously
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shown to evaluate the percolation effectively [69]. A target volume fraction of 0.035 is
obtained based on the percolation studies as shown in the supplementary material F. A
similar volume fraction is achieved in a previous study for CNT-modified
microstructures and such volume fraction has been shown to form percolating
microstructure [69]. The RVE is then meshed, and periodic boundary conditions (PBCs)
are implemented by constraining the nodes on the parallel surfaces. The formulation for
PBC has been adequately detailed in the authors’ previous publications [44,69,80]. A
tetrahedral mesh (C3D10 elements) is used with a total of approximately 1240000
elements beyond which any further mesh refinement resulted in insignificant changes
in the response. For simplicity, a perfect bonding is considered between the matrix and
the inclusions. Under low compressive strains, the strain levels experienced within the
CNT-PSS coating are well below the cracking strains, and as such damage state is not
encountered within the CNT-PSS composite. Thus, under such low strain values, CNTs
are considered perfectly bonded to the PSS matrix and damage models are not
incorporated in the CNT-PSS scale. The geometry generation, meshing, and application
of PBCs are implemented by using a python script and the analysis is carried out using
commercial ABAQUSTM software [82]. Table 6.1 shows the input properties adopted
to carry out the mechanical and electrical analysis for the CNT-PSS composite.
Table 6.1 Input properties incorporated in the CNT-PSS composite [44,69]
Material
CNT
PSS

Elastic
modulus
(E)
500 GPa
2.4 GPa

Poisson’s
ratio ( )
0.35
0.3

Electrical
conductivity
( )
106 S/m
10 S/m

Diameter
(
)
4 nm
-

2.1.7 Simulation approach for mortars with coated sand inclusions
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Length
(
)

500 nm
-

Here, the RVE microstructures of the coated sand-HCP composite are obtained by
generating sand inclusions as solid spheres where no overlapping of the inclusions is
allowed. This method is employed following the Lubachhevsky-Stillinger algorithm
[77,78]. The volume fraction of sand in this analysis is considered as 45% [37,44]. The
median size of the sand particles is adopted as

= 600

[83], which are dispersed

in the unit cell. The randomness of the generated RVEs is ensured by evaluating the
randomness of the nearest neighbor distance distributions of the generated inclusions
within the RVEs (Please refer to sections B2 and C of the supplementary material F).
RVE size sensitivity studies were also performed to ensure the representativeness of the
generated 3D unit cells. For more details, please refer to sections B2 and C of the
supplementary material F. The RVE size of 2mm is selected based on a sensitivity study
and any further increase in the size of RVE results in an insignificant change in the
responses (Please refer to sections B2 and C of the supplementary material F). A
variation of thickness for the conductive coating is considered to evaluate the influence
of coating thickness. The microstructures are then meshed and PBCs are implemented
accordingly as discussed in the previous section. For each case, a mesh convergence
study was conducted to obtain optimal mesh for the microstructures. Table 6.2 shows
the input properties adopted to carry out the mechanical and electrical analysis as
described earlier in order to evaluate the effective properties of coated sand incorporated
HCP matrix. For ITZ, the values for tensile strength ( ), total fracture energy (
the Initial fracture energy (

) and

) are adopted as 2.7 MPa, 25 N/m and 19N/m respectively

as reported in the literature [44,84,85].
Table 6.2 Input properties implemented in the sand-coated-HCP composite [44].
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Material

Elastic modulus (E)
GPa

Poisson’s
ratio ( )

Electrical
conductivity ( )

HCP
Conductive Coating
ITZ
Sand

20 GPa
2.46 GPa
10
60

0.2
0.2
0.2
0.25

0.002 S/m
71.3±2.5 S/m
0.002 S/m
10-6 S/m

Although strain levels experienced within CNT-PSS coating are lower when compared
to its capacity, in the case of the mortar scale, the strain states at the inclusion-HCP
matrix interfaces are likely to reach the cracking strain initiating interfacial debonding.
This is implemented in this work by adopting a cohesive zone model for the interfacial
transition zones (ITZ) at the inclusion-matrix interfaces to define the interfacial
debonding behavior at the mortar scale. As such, the interfacial debonding between sand
and the HCP matrix plays a major role in the evaluation of the mechanical and electrical
responses [44]. This study implements debonding at the matrix-inclusion interfaces by
incorporating cohesive zero thickness interface elements and interfacial debonding is
implemented using a continuum approach coupled with a cohesive zone model (CZM)
[84]. Isotropic damage is incorporated in the matrix so as to obtain the post-peak
effective constitutive response of the composite. Such an approach has been
successfully implemented for fracture response in particulate-reinforced smart
cementitious composites [86], the electro-mechanical response of self-sensing structural
materials [44], and dynamic fracture in cementitious materials [87]. In this work, CZM
coupled with continuum damage is implemented for interfacial debonding. The zerothickness interface elements are implemented to ensure continuity in displacement.
Such implementation has been successfully modeled for relative slip or separation
studies in the literature [44,84]. The mode-I fracture is initiated in the CZM when the
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stress state exceeds the tensile strength of the matrix. The traction separation law that
governs the damage propagation is obtained by calculating an equivalent interface
opening, , and equivalent traction,

as shown in Equation 9 and Equation 10,

respectively [44,84,88].

〈[

=
=
Where

and

]〉 + 〈[ ]〉

exp −

,

(

<

)

2

increases with

with a penalty stiffness (

(where

is the threshold

is the initial fracture energy) up to which the

total fracture energy. The volume integral of
and

[12]

, ≥

are normal and tangential displacement jumps,

limit defined by

to

[11]

),

is the tensile strength and

is the

is partially differentiated with respect

to obtain equivalent normal traction (

) and tangential traction (

).

The partial derivatives of the traction with respect to displacement jump defines the
mechanical tangent material matrix

as shown in Equation 13 [44,84,88].

=

[13]

The mechanical stiffness of each cohesive element is obtained by transforming the
tangent material matrix

to its local coordinate system. When

separation law is governed by

whereas when

is modified at every iteration with increasing
model using a scalar interface damage parameter
=
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>

≤

the traction

, the mechanical stiffness matrix

based on the phenological damage
which is defined as
[14]

Where

corresponds to equivalent interface opening at a very low traction value in the

post-peak regime of the traction-separation behavior.

is computed at 0.1

in the

post-peak regime. The approach described herein is implemented in ABAQUS TM via
user-subroutine where the initial fracture energy (

), total fracture energy (

) and

tensile strength of the matrix ( ) are adopted as inputs [84,85]. As explained earlier in
section 2.1.4, the deformed geometry is remeshed and exported to the electrical module.
When any interfacial element is damaged, the electrical conductivity of the damaged
element is set to zero which prevents any further electric conduction in that element.
Such interfacial debonding influences the distribution of current density and strain
sensing response in the RVE.
2.2 Machine Learning Approach
The FE simulation framework presented above is leveraged to generate a large database
of strain-dependent FCR values with varying thickness of coating and fraction of coated
aggregates for implementation of machine learning-based performance prediction. This
paper primarily focuses on neural network (NN), which is discussed in the forthcoming
sub-section.
2.2.1 Neural network
A neural network is a mathematical model that maps a given set of predictors, , to a
set of the desired response, . This mapping between the predictor and the response is
comprised of multiple layers of perceptron and activation functions and it is called a
feed-forward neural network. The estimated response can be expressed as follows,
=

,…

,

(

, ) …

199

[15]

where

(∙): ℝ → ℝ is a continuous bounded function which is usually referred to as
:ℝ

the activation function,

→ℝ

is the transformation matrix that contains

weights between two layers of perceptron [89]. The NN has been widely adopted to
study the patterns in the data due to the proven universal approximation property, which
states that the feed-forward NN architectures with a sigmoid activation function are
capable of approximating any set of functions between two Euclidean spaces for the
canonical topology [90]. This paper uses sigmoid functions as an activation function
since it yields the least error when considering other activations functions such as ReLU,
tanh, etc. A similar observation is also reported in the literature [91]. The weights can
be solved by formulating the above mapping into a constrained optimization problem
as stated below,
,…

,

(

, ) … + �

[16]

�

where λ is the regularization intensity constant and (⋅) is a functional form of the
weights to be regularized. The optimization problem is solved by using any optimizing
tools and the weights are updated using a backward propagation algorithm.

Compressive Strain
Coating thickness

FCR

Fraction of coated
sand
Input

Hidden Layers

Output

Figure 6.5 Schematic diagram of neural network adopted in this paper
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Due to the non-convexity of the neural network, the solution to this optimization
problem is not unique. Moreover, the number of hidden layers and the selection of the
number of neurons in each layer affects the result of the regression, and it is subjected
to high variance problems when large numbers of neurons and layers are used. As such,
proper regularization is needed when NN is implemented. In this study, while training
an NN model, a sigmoid function is implemented as an activation function and the
Adam algorithm [92] is opted as an optimizer. Figure 6.5 shows the schematic diagram
of the neural network with the chosen input parameter and the output.
2.2.2 Model tuning and cross-validation
To avoid the possibility of overfitting, a fraction of the data points is kept fully hidden
from the models and is used as a test set to evaluate the accuracy and performance of
the model on these unseen data. To this end, a k-fold cross-validation (CV) technique is
adopted in this study to evaluate the accuracy of the model. To tune the hyperparameters
of the model, this study adopts a nested two-level CV approach as detailed in the article
by Cawley and Talbot [93]. First, the dataset is split into the training set (which is 80%
of the data) and the test set (20% of the data). In outer CV, the model is run for the
number of iterations and the average value of the scores (i.e

and MSE), obtained

from each fold, is used to compare the performance offered by the ML algorithm. Next,
to calculate the proper setting for the hyperparameters from each model, a 5-fold inner
CV is implemented within the training set. A similar approach has been successfully
adopted to study the composition-dependent mechanical properties using ML
techniques [94,95]. To reach an ideal trade-off between accuracy and computational
demand, models need to be optimized by tuning the hyperparameters. This can be
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achieved by gradually increasing the degree of complexity (e.g., number of neurons,
number of trees, number of terms, etc.) and tracking the accuracy of the model
prediction for both the training and validation datasets. The metrics adopted in this study
are mean squared error (MSE) and linear coefficient of determination R 2. The details of
the model tuning and validation with the evaluation of the metrics can be found in [96].
2.2.3 Model interpretability
To interpret the ML results, a Shapley Additive Explanations (SHAP)-based model
interpretation technique is used in this study [97,98]. The importance of feature ‘ ’ in
( ), is a weighted sum of the feature’s contribution

SHAP for the output of model ,

of the model’s output ( ) over all possible feature combinations [99].
expressed as:

Where

( )= ∑

is feature ,

⊑{

,…,

}{

}

| |!(

| |
!

)!

is a subset of features, and

⊔

− ( )

( ) is
[17]

is the number of features in the

model.
3. RESULTS and discussions
3.1 Multiscale Simulation Results
3.1.1

Prediction

of

effective

electro-mechanical

response

for

CNT-PSS

nanocomposite
For the CNT-PSS composite, a CNT target volume fraction of 0.035 is obtained based
on the percolation studies as shown in section A of the supplementary material F. The
effective electro-mechanical response of CNT-PSS nanocomposite is obtained
following the methodology explained earlier. A strain-dependent conductivity response
for the tunneling zone, as reported in [56,60,100], is implemented. Within the tunneling
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zone, as the strain varies spatially across different elements, the conductivity is mapped
to the tunneling zone elements depending on the strain state of each element following
the strain-sensitive conductivity response of the tunnel. Thus, for a given externally
applied strain, the conductivity varies spatially within the tunneling zones based on the
strain-sensitive mapping relationship. The inherent strain sensitivity of the CNTs is
considered to be 60, where the variation could be between 1-150 as reported in the
literature [56,60,101]. The thickness of the tunnels around the CNTs was taken as equal
to the radius of CNTs i.e., 2 nm, as per [56,60,69,100]. The electrical simulation applies
a unit voltage gradient along X with periodic boundaries along Y and Z [102] to obtain
an effective electrical response. For CNT-PSS composite, RVE size-sensitivity and
mesh convergence studies are performed to obtain representative and converged
solutions. Please refer to section C1 of the supplementary material F for more details.
From the simulation, under no externally applied strain, a conductivity of 71.25 ± 2.45
S/m was predicted for CNT-PSS coating. For direct comparison, no experimental

piezoresistivity data is available for the CNT-PSS composite under compression. For
the CNT-epoxy composite, Yin et al. [103] reported the effect of the shape of CNTs on
the electrical conductivity of the composite. While the composite with straight
nanotubes yielded an experimental electrical conductivity of 65.8 S/m, the conductivity
for the composite with curved CNTs was 0.00192 S/m [103]. In this study, the CNTs

are modeled as straight cylinders and the effective conductivity of the CNT-PSS
composite, obtained from the simulation, correlates well with the experimental value
for the CNT-epoxy composite. Moreover, an excellent correlation between simulation
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and experimental values was obtained at the mortar scale, as explained later, which
justifies the responses obtained in the CNT-PSS scale.

Figure 6.6 The fractional change in resistivity with strain for CNT-PSS under
compressive strain
Figure 6.6 shows the computed FCR values with varying strain for the CNT-PSS
composite. A linear correlation between the FCR and the strain is observed from figure
6.6, and such correlation can be attributed to the piezoresistive characteristics of the
percolated CNT network in the RVE. These mechanically induced deformations alter
the current distribution in the RVE leading to an increasing change in the overall
resistance of the composite. The piezoresistive responses of CNT-PSS nanocomposite
obtained here, serve as input coating property in the analysis of mortars with a varying
fraction of coated aggregates. Figure 6.7(a) shows the generated meshed microstructure.
Figure 7(b-e) shows the stress distribution and the respective current distributions in the
RVE with varying strain. From the stress distributions in Figures 6.7(b) and (c), it can
be observed that the stresses are concentrated inside the CNTs which can be attributed
to the significantly higher stiffness of the CNTs as compared to that of the PSS matrix.
Similarly, the electric current density (ECD) distributions in figures 6.7(d) and (e) show
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that the ECD is more concentrated inside the CNTs as compared to the PSS matrix
which can be attributed to the significantly higher electrical conductivity of the CNTs
as compared to the PSS matrix. Overall, with increasing strain, the state of stress in the
RVE increases, and consequently it alters the resistivity of the microstructure due to the
change in the conductivity path.

(b)

Max Principal
Stress (MPa)

(c)

0.3 µm

(a)

(e)

(d)

(A/

)

Figure 6.7 (a) Representative meshed geometry of CNT-PSS composite.
Representative stress state of the CNT-PSS microstructure at a compressive strain of
(b) 600 µε, (c) 1600 µε and the corresponding electric current density for strain equal
to (d) 600 µε (e) 1600 µε.
3.1.2 Prediction of strain sensing ability of nano-engineered smart mortar
This section describes the application of the framework to the smart self-sensing
cementitious material enabled through nano-engineered cement aggregate interfaces
[37–41,104]. The electromechanical response of the CNT-PSS nanocomposite serves as
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input property for the coating in this scale. The forthcoming sub-sections describe the
application of the electro-mechanical simulation framework to explore the influence of
coating thickness and the fraction of coated sand on the electromechanical behavior of
the composite. In addition, this study also compares the numerical simulation results
with the experimental value reported in the literature [37] for the smart self-sensing
cementitious material for validation. As described earlier, a mechanical module is first
implemented on the generated unit cell (Figure 6.8(a)). The generated microstructure
unit cell is meshed, and a periodic boundary is applied, followed by the displacementcontrolled simulation to obtain the deformed unit cell. To obtain representative and
converged solutions at the mortar scale, RVE size-sensitivity and mesh convergence
studies are conducted. Please refer to section C2 of the supplementary material F for
more details. The volume fraction of sand inclusion is taken as 45% [44]. The fraction
of coated sand particles ranges in between 20% - 100%. Such mortars with such a
fraction of coated sand particles are able to form percolated paths for electric conduction.
Please refer to section A.2 of the supplementary material F for more details on
percolation studies in the mortar scale.
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(c)

(b)
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(a)

(d)
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(A/

)

Figure 6.8 (a) Generated and meshed sand-coated microstructure. Representative
stress state of the sand-coated-hcp microstructure at a compressive strain of (b) 27 µε
(c) 170 µε and the corresponding electric current density for strain equal to (d) 27 µε
(e) 170 µε
The median size of sand inclusions is considered as 600

[44] and sand inclusions

are dispersed randomly in the unit cell with an edge length of 2

. The size of the

unit cell is selected based on the sensitivity studies as detailed in the section C of the
supplementary material F. Similar relative RVE with identical inclusion size has also
been implemented [44] to evaluate micromechanical responses of cementitious
composites. In this study, the interfacial transition zone (ITZ) is also incorporated
around the sand particles. The interfacial debonding is modeled by employing a
cohesive zone model (CZM) [88] where zero thickness interfacial elements are
implemented at the conductive coating-ITZ interface as explained earlier in this paper.
The traction separation law in CZM is defined by tensile strength ( ), total fracture
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energy (

) and initial fracture energy (

) as described in section 2.1.7. The values of

these parameters are obtained from our previous study [44]. Initially, the values of the
scalar interface damage parameters (

) is taken as zero. With increasing strain, the

scalar value gradually increases to 1 which denotes that the element is completely
damaged. The unit cell is finely meshed using C3D10 elements in ABAQUS TM.
The deformed geometry due to mechanical loading is imported to the re-meshing
module to refine the mesh, ensuring a good quality of elements. The re-meshed unit cell
is then imported to an electrical module for electrical analysis. In the electrical module,
the faces parallel to the x-axis are insulated, and a unit potential difference is applied
along the x-axis to obtain ECD and electric field in the unit cell. The post-processing
module involves the computation of the FCR, as explained earlier. Figure 6.8(b-c)
shows the stress state of the unit cell under the applied compressive strain of 27 µε and
170 µε respectively. The corresponding ECD distribution is shown in Figure 6.9(d-e).
Due to the piezoresistive behavior of the conductive coating, the ECDs are altered,
resulting in a change in the characteristic of the electrical response in the unit cell with
an increase in compressive strain.
To validate the prediction of strain sensing behavior of the smart cementitious material
containing nano-engineered cement aggregate interface under compression, Figure 6.9
draws a comparison between the numerical analysis results and the experimental results
reported in an experimental study [37].
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Figure 6.9 Simulated piezoresistivity of a sand-coated cement mortar for compressive
strain compared with the experimental values reported in an experimental study [37]
A good correlation is achieved between the numerical analysis and the experimental
results. This verifies the efficacy of the numerical approach adopted here. While Figure
6.9 highlights the strain sensing capability of the smart material, Figure 6.10 illustrates
the influence of the thickness of the coating and the fraction of coated aggregates on the
overall sensing efficiency.
(a)

(b)

Figure 6.10 (a) Variation of FCR with varying thickness of the coating for the case of
100% coated aggregates; (b) relationship between FCR and the fraction of coated sand
inclusions for a coating thickness of 10
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under varying applied strain

Figure 6.10(a) shows the influence of the thickness of the coating on the FCR while the
fraction of coated aggregates is fixed at 100% and strains are varied. From Figure
6.10(a), it is observed that the FCR increases with an increase in coating thickness for
all the applied strains. However, the rate of increase in FCR with respect to the increase
in coating thickness decreases beyond a thickness of 20

. Such trend can be attributed

to the fact that for a coating thickness of 20 μm the coating surfaces from neighboring
inclusions almost overlap thereby achieving maximum strain sensitivity. Thus, any
further increase in the coating thickness beyond 20 μm does not alter the connected path
significantly which is reflected in the form of no significant improvement in FCR
beyond a coating thickness of 20 μm. Similar observations are reported in the literature
for composites with conductive phases embedded in non-conductive matrices [105,106].
It is observed that a thin conductive film of around 10-20

is sufficient to obtain an

efficient strain-sensing ability in these materials. Figure 6.10(b) shows the variation of
the FCR with the fraction of coated sand particles. Here, the thickness of the coating is
fixed at 10

and the strains are varied. For every simulation, 10 different randomly

generated RVEs are considered, and the mean value of FCR is obtained. The general
trend in Figure 6.10(b) suggests that the FCR increases with increasing fraction of
coated aggregates. However, with a coating fraction beyond 80%, no significant change
in FCR is observed with an increasing fraction of coated aggregates.
While the above responses show a significant variation of FCR with change in coating
thickness and fraction of coated sand particles, the forthcoming section leverages the
electromechanical simulation framework to develop a large dataset that is required for
ML implementation.
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3.2. Machine Learning-based Performance Prediction
3.2.1 Dataset generation
The sequentially coupled simulation technique illustrated earlier is exploited to generate
the electromechanical response of the RVEs. Under variable strain, multiple
combinations are employed by linearly varying the fraction of coated sand (20% to
100%) and the thickness of the coating (10

to 30

). This information is used as

training data for machine learning prediction. While this study implements input
parameters such as coating thickness, the fraction of coated sand, and compressive strain
as a starting point, it needs to be noted that the influence of other parameters such as
CNT dosage, selection of polymer matrix material for the coating, variations in the size
distribution of sand inclusions, longevity, or bonding characteristics of the coating, etc.
and their relative sensitivity in the light of strain sensing ability of the composite, can
be incorporated in the future to improve the generalizability and robustness of the model.
For adequacy, the database generated for ML should be (i) balanced, (ii) representative,
(iii) complete, and (iv) consistent [95]. In the current study, the dataset is generated by
varying the thickness of the coating and the fraction of coated sand particles in a uniform
fashion. This is to ensure that the data points from all possible ranges are equally
represented. For the representativeness of the dataset, the data are split into training
(80%) and test set (20%). The hyperparameters are tuned by implementing 5-fold crossvalidation. At every fold in cross-validation, the training data is further divided into 80%
of the training set and 20% for validation. The errors (training error and validation error)
calculated from each fold are averaged to represent the average model error. The
completeness of the dataset is ensured here by choosing all the possible ranges of the
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coating thickness and fraction of coated sand observed experimentally. Moreover, the
consistency of the dataset is carefully maintained by following the analysis on RVE,
loading conditions, and evaluation of piezoresistive procedure within the electromechanical simulation for all the RVEs generated. Thus, the overall adequacy of the
dataset is ensured by careful implementation of all the four above-mentioned criteria
during the dataset generation and model training/testing procedure. In this study, the
dataset consists of 3000 pairs of inputs and output vectors. The dataset was divided into
an 80:20 ratio, where 80% of the dataset was used for the train set and the remaining
20% for the test set. The test set is kept hidden from the network during training. A
sigmoid function is used as the activation function on the hidden layers. For more details
on the dataset adequacy, please refer to section E of the supplementary material F.
3.2.2 Prediction from trained neural network
The choice of the NN hidden layers and neurons in each layer was based on the
hyperparameter optimization where a trade-off between the minimum
maximum

was obtained. Figure 6.12 shows the

and

and

values with an

increasing number of neurons for hidden layers equal to 2. It is observed from Figure
6.11(a) that that the MSE drops as the number of neurons is increased and beyond a
neuron number of 11, the MSE for the validation set almost converges to a constant
value. Similarly, for the same number of neurons, the R2 value also gets saturated as
shown in Figure 6.11(b) and any increase in the number of neurons beyond 11 does not
make any significant change to the R2 values. Hence, the number of neurons equal to
11 is selected for this study.
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Figure 6.11 (a) MSE value an (b) R2 value of the neural network model with respect
to hidden nodes for a hidden layer equal to 2.
The network was trained using TensorFlow [107], where the optimal weight matrices
and bias arrays are obtained by minimizing the MSE between the true value (prediction
from FE simulations) and the predicted value from NN. Such optimization was
performed via backpropagation, using the Adam algorithm. The network was converged
for a learning rate equal to 0.001 and 500 epochs.
To check the accuracy of the optimized NN, the predicted values from NN are compared
with the measured values from multiscale simulations for the training, validation, and
test dataset as shown in Figure 6.12.
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Figure 6.12 Comparison of the measured FCR from the FE model with the predicted
FCR from the trained NN model using (a) test set, (b) validation set, and (c) test set of
data.
While an R2 value of 0.98 is observed for training and validation datasets, an excellent
correlation is obtained with a

value of 0.97 for the test dataset that was not seen by

the NN model during training and validation, as shown in Figure 6.12. It needs to be
noted that the prediction accuracy of the ML models presented here is only evaluated
within the range of parameters considered within this study. As such, detailed
extrapolation studies are needed to assess the prediction accuracy and associated
uncertainties when the values of the input parameters go beyond the ranges considered
in this study.
3.2.3 Insights from the NN model
This section demonstrates the interpretability of the NN predictions by using SHAP [97].
In SHAP, the impact of each feature on the prediction is obtained by assigning each
feature an importance value for a respective prediction. The result shown in Figure 6.13
demonstrates that the FCR is dominated by the coating thickness, followed by the strain
and the fraction of coated sand present in the system. In other words, for a given strain,
coating thickness shows more influence on the FCR than the fraction of coated
aggregates. Such inferences can significantly influence the strategies to optimize these
smart mortar systems for enhanced strain-sensing efficiency.
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Figure 6.13 SHAP values for each input from the trained NN model
4. Conclusion
This paper presents a comprehensive approach toward the prediction of
electromechanical response and strain sensing ability of a smart cementitious composite.
A multiscale approach is implemented to obtain the electro-mechanical behavior of the
nano-engineered CNT-based coating which serves as the input coating property for the
electro-mechanical simulation of the mortar. The electro-mechanical simulation
adopted herein followed a sequential approach where the mechanical module is initiated
to obtain the deformed geometry and then re-meshed before exporting to an electrical
module to compute the change in resistance at different strain values. The efficacy of
the simulation is evaluated by comparing the simulated responses with the experimental
results available in the literature, where a good correlation is obtained. Such good
correlation enables confidence in the ability of the simulation methodology to represent
the complex hierarchical structure of the smart cementitious composite with thin-film
coating effectively. The validated Numerical framework is used to evaluate the
influence of coating thickness and the fraction of coated aggregates towards strain-
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sensing efficiency. The results suggest that the FCR increases as the coating thickness
is increased and the trend continues till a coating thickness of 20 μm is reached beyond
which the FCR tends to saturate and no significant increase in FCR is observed when
the coating thickness is increased beyond 20 μm. Such trend can be attributed to the fact
that for a coating thickness of 20 μm the coating surfaces from neighboring inclusions
almost overlap thereby achieving maximum strain sensitivity. Any further increase in
the coating thickness does not alter the connected path significantly which is reflected
in the form of no significant improvement in FCR beyond a coating thickness of 20 μm.
Similar trends are observed when the fraction of coated sand inclusions is varied where
the rate of increase in FCR decreases progressively with an increasing fraction of coated
sand. The validated simulation framework is also leveraged to build a large, consistent,
and representative database of strain dependent FCR by varying the coating thickness
and fraction of coated sand particles. The large database is used to build an NN-based
predictive model. By judiciously selecting the optimal parameters, an optimal trade-off
between the level of complexity and accuracy is obtained while ensuring there is no
under-or overfitting. Excellent prediction efficacy is obtained using 11 neurons and 2
hidden layers. To interpret the NN predictions, SHAP values are also computed for all
the input parameters to elucidate their relative influence on the FCR values From the
SHAP values, after considering all the possible combinations that evaluate the
importance of each model features on the model’s output, for a given strain, the coating
thickness showed a higher influence on the obtained FCR than the fraction of coated
sand. Overall, synergistically integrated multiscale FE simulation with ML approach,
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presented in this paper can be used as a starting point for designing a wide range of
strain-sensing materials for multifunctional applications.
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ABSTRACT
With the advent of 3D printing, auxetic cellular cementitious composites (ACCCs) have
recently garnered significant attention owing to their unique mechanical performance.
To enable seamless performance prediction of the ACCCs, interpretable machine
learning (ML)-based approaches can provide efficient means. However, the prediction
of Poisson’s ratio using such ML approaches requires large and consistent datasets
which is not readily available for ACCCs. To address this challenge, this paper
synergistically integrates a finite element analysis (FEA)-based framework with ML to
predict the Poisson’s ratios. In particular, the FEA-based approach is used to generate
a dataset containing 850 combinations of different mesoscale architectural void
features. The dataset is leveraged to develop an ML-based prediction tool using a feedforward multilayer perceptron-based neural network (NN) approach which shows
excellent prediction efficacy. To shed light on the relative influence of the design
parameters on the auxetic behavior of the ACCCs, Shapley additive explanations
(SHAP) is employed, which establishes the volume fraction of voids as the most
influential parameter in inducing auxetic behavior. Overall, this paper develops an
efficient approach to evaluate geometry-dependent auxetic behaviors for cementitious
materials which can be used as a starting point toward the design and development of
auxetic behavior in cementitious composites.
1. INTRODUCTION
Ordinary Portland cement (OPC)-based cementitious composites are one of the most
widely used building materials in the world [1]. However, the performance of concrete
falls short under tension, fracture, and high strain rate conditions [2–6]. Improvement
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of concrete properties through tuning of micro and mesostructure has garnered
significant attention over the previous several decades. These research efforts have
focused on performance-enhancement of concrete through optimizing the pore structure
[7–10], modifications in the aggregate type [11–13], tuning of packing density [14–16],
and incorporating new reinforcing phases in concrete [17–21]. With the advent of 3D
printing technology, it is now possible to achieve performance enhancement by tuning
the geometrical architecture in the mesoscale. In particular, auxetic cementitious
composites with negative Poisson’s ratios have been in the spotlight recently owing to
their excellent mechanical performance [22–24]. Implementation of axial tension in a
material with auxetic behavior leads to an increase in the cross-section, while axial
compression induces a transversal contraction [25]. Auxetic structures have been shown
to offer significant energy absorption under dynamic loading conditions due to such
unique mechanical behavior [26–31]. Auxetic behavior has been studied in detail for
3D printed polymers [32–35], metals [36–38], and ceramics [39,40]. There are different
approaches to achieve auxetic behavior such as implementation of re-entrant
honeycombs [25,33,41], rigid body rotation structures [42–44], crumpled or perforated
sheet structures [45–47], chiral structures [48–50], folded structures [51–53], double
arrowed structures [26,27,29–31] or buckling-induced structures [37,54,55]. The
mechanical response of a three-dimensional double arrowed (or double -V) auxetic
structure under axial loading has been studied in [56] where the theoretical and
numerical quasi-static analyses are carried out and validated with the experimental
results with good accuracy. In addition, the geometrically nonlinear mechanical
properties of the auxetic double-V structure are also extended to large strains using a
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large beam deflection model where good agreement was found between the simulated
and experimental results [57]. In the study by Lin et al. [58], chiral mechanical
metamaterials have been found to exhibit a unique compression-twisting coupling effect
under external compressive loading. The effects of chirality on the buckling strength
and buckling mode were also evaluated in the study. These chiral metamaterials have
been shown to intrinsically undergo self-twist and control their global rotation [59]. The
effect of global rotation is observed both for small systems such as single structural units
and

for

complex

structures.

These chiral

metamaterials

owing

to

their

compression/thermal-torsion effects demonstrated not only negative Poisson’s ratio (PR)
but also the negative coefficient of thermal expansion [60]. Thus, the coupling design
method for metamaterials provides a good design strategy for a wide range of
engineering applications. Besides, because of the unusual but desirable properties such
as enhanced indentation resistance, variable permeability, superior shear resistance,
high fracture toughness, and damping and sound absorption [61,62], auxetic materials
are used for a variety of applications. These include but are not limited to sports and
safety equipment, shock and sound-absorbing materials for vehicles and aircraft, seals,
filters, prostheses, and textiles [25,61,62].
While 3D printed cellular polymers and metals showed impressive auxetic performance
with high fracture toughness [33,63,64] and impact resistance [65–71], the brittleness
and low deformability of cellular cementitious composites in comparison with materials
like polymers make it challenging to achieve auxetic behavior. In fact, the
implementation of auxetic structures by using strategically placed holes of different
shapes in concretes and cementitious materials is relatively new. Thanks to the
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significant improvements in the 3D printing technology for cementitious materials that
have made this conceptual idea a reality. Auxetic cementitious composites have the
potential to offer higher energy dissipation and higher impact resistance to build resilient
civil infrastructure. For example, having higher energy dissipation in concretes can help
toward the design of efficient earthquake-resistant structures. So far, auxetic concretes
and cementitious materials have not been implemented in civil infrastructure, and only
a limited number of experimental as well as simulation studies exist. To induce auxetic
behavior in cementitious composites, Xu et al. recently implemented periodic unit cells
of cellular cementitious composites with elliptical voids [22,23] and the mechanical
behavior was evaluated using both experiments and simulations. Four-point-bending,
uniaxial compression, and cyclic loading tests on cube and beam specimens,
respectively were performed to confirm the simulation results. The digital image
correlation (DIC) method was used to determine the transverse and the axial strain in
order to identify the Poisson’s ratio and with it the auxetic behavior [22]. With the same
structure type of alternate ellipses, different geometries with different unit cell sizes and
ratios between the major and the minor axis of the ellipse were also investigated.
While these previous works [22–24] show that auxetic behavior of cellular cementitious
composites is generally possible and explain all the benefits and potentials,
implementation of this idea on a large industrial scale has not been realized yet in the
civil infrastructure primarily due to the lack of reliable performance standards and
unavailability of a robust yet user-friendly predictive software. Thus, the development
of a simple and yet robust as well as user-friendly design tool would provide enormous
value to the designers and decision-makers as they would be able to easily leverage such
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tools for performance tuning and risk assessment which is challenging to do with
computationally exhaustive and complex finite element analysis (FEA)-based
simulation tools developed so far. Hence this paper is aimed at efficient interpretable
machine learning (ML)-based performance prediction for such cellular cementitious
composites. Such ML-based predictive algorithms can be packaged into user-friendly
software that can be easily leveraged by engineers and decision-makers. Besides, the
implementation of such an interpretable ML-based approach can open up possibilities
to uncover various unexplored domains of design strategies for these auxetic cellular
cementitious composites. However, the development of a robust ML-based prediction
tool requires a large, consistent, and representative dataset that is currently not available
for auxetic cellular cementitious composites. Moreover, owing to the highly complex
nature (which is also referred to as black-box) of ML techniques such as neural network
(NN) [72], its indiscriminate use can yield non-physical solutions [73,74].
Therefore, to address the aforementioned challenges, this study implements highthroughput FE simulations to obtain a large dataset of Poisson’s ratio for varying
mesoscale architectural features. The large dataset is leveraged for ML-based
performance prediction. Integration of ML with FEA-based numerical simulation helps
to maintain the fundamental laws of physics and to avoid non-physical solutions. This
paper implements a feed-forward multilayer perceptron-based NN approach primarily
because of its potential high accuracy of prediction as demonstrated by several
materials-design studies [75–82]. Additionally, this paper also implements SHapley
Additive exPlanations (SHAP) [83] to interpret the results obtained from NN and to
elucidate the relative sensitivity of the design parameters towards the predicted
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Poisson’s ratio. Overall, the synergistically integrated high throughput FEA-based
simulations and ML-based approach, presented in this paper, is expected to enable
materials engineers and decision-makers to make intelligent, informed decisions
regarding the selection of mesoscale architectural features in cellular cementitious
composites to meet the desired performance goals. Thus, the design tools presented in
this paper can accelerate the acceptance and utilization of auxetic cementitious cellular
composites for a wide range of structural applications.
2. RESPONSE PREDICTION USING FINITE ELEMENT ANALYSIS
This section explains how the effective Poisson’s ratio of the cellular cementitious
composites is computed using finite element analysis. The auxetic behavior in these
cellular cementitious composites is characterized by the negative Poisson’s ratio. The
forthcoming sub-sections first detail the numerical simulation methodology followed by
response evaluations and large dataset generation.
2.1 Simulation Methodology
In this section, the numerical simulation framework towards the prediction of Poisson’s
ratio of the cellular cementitious composites with variating shape and dimension of
voids is elaborated. The framework is schematically illustrated in Figure 7.1.
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Figure 7.1 Schematic representation of the simulation framework
The first step involves generating the periodic geometry for representative unit cells
with elliptical voids. Following the geometry generation, the unit cells are meshed.
Mesh-convergence studies (please refer to the supplementary material G) are performed
to determine the optimal mesh for converged solutions. Afterward, the Dirichlet
boundary condition is chosen to mimic the free edges uniaxial compression experiment.
A uniaxial strain at a finite rate is applied, and longitudinal strain and transverse strain
responses are obtained. Using a homogenization procedure and the linear relationship
between the longitudinal strain and the transverse strain, Poisson’s ratio is then
computed. The analysis is carried out in ABAQUSTM using python scripts for geometry
generation and followed by a post-processing module coded in MATLAB. The
forthcoming sub-sections elaborate on each component of the simulation framework.
2.1.1 Geometry generation approach, Model geometry, and parametric variations
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The unit cell is generated by first selecting the desired number of voids along the X-axis
and the Y-axis. The center points of the voids are placed at equal spacings based on the
size of the unit cell. Once, the points have been generated, a unit circle is filled in with
a given diameter. For an aspect ratio greater than 1, the ellipse shape is generated by
varying the unit circle with scale factors that correspond to the major and minor axes
length or the major axis length and the aspect ratio. As in this study, the elliptical shapes
are arranged alternatively (as shown in Figure 7.2), therefore, two angles are considered
at 0 degrees and 90 degrees. These angles are necessary to rotate the voids accordingly.
Since, the aspect ratio considered in this study is greater than or equal to 1, the maximum
diameter (or the maximum major axis length) is varied until the minimum specified
spacing between voids is achieved (which is 2 mm, in this study). Figure 7.2 shows one
representative geometry with the distribution of voids along the x and y-axis. Please
refer to the supplementary material G for additional geometries with varying input
features.

3.4 mm

40 mm

50 mm

50 mm

10.2 mm
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Figure 7.2 Representative geometry of the unit cell mesostructure for number of voids
along X- and Y-axes = 4, major length axis = 10.2 mm, and aspect ratio of 3. The
black dashed rectangle shows the region of interest for calculation of the effective
Poisson’s ratio to avoid the boundary effects.
Table 7.1 describes the range of the parametric variations considered in this study. The
ranges have been selected judiciously with a maximum void content of 50%. The aspect
ratio, which is the ratio of the major axis to the minor axis is taken between 1 and 5. The
aspect ratio adopted in the literature ranges from 1 to 3 [22,23]. The minimum length of
the major axis is 6 mm whereas the maximum length of the major axis is 38.3 mm.
Considering the median diameter of 0.6 mm for sand in mortar, the minimum void
length of 6 mm was chosen as smaller voids are challenging to create using standard 3D
printers. The minimum spacing of 2 mm is adopted between the voids. The maximum
number of voids along the X-axis and Y-axis considered in this study is 8. The same
value has also been adopted in the previous literature [22,23]. The void geometry
descriptors were carefully chosen considering the manufacturability aspect using 3D
printing technology. Similar cementitious structures were successfully printed by Xu et
al. [22,23] in their experimental study.
Table 7.1 Mortar model with different design parameter variations
Parameters

Min

Max

Aspect ratio
Length of the major axis

1
6 mm

5
38.3 mm

2
2

8
8

Number of voids along X-direction (
Number of voids along Y-direction (

)
)

2.1.4 Material properties and boundary conditions
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In this study, a linear elastic isotropic material is considered for the mortar with Young’s
modulus of 25 GPa and Poisson’s ratio of 0.18 [84]. This Poisson's ratio is not to be
confused with the Poisson's ratio of the auxetic mortars with void content which is to be
determined by the simulations. Since the objective of this study is to evaluate the
prospects of the negative Poisson’s ratio by judiciously placing the elliptical voids in
the geometry, the post-peak response and the effect of plasticity are not considered
herein. In order to mimic the experimental conditions [22], a Dirichlet boundary
condition is imposed in the auxetic structure. While the bottom layer is fixed in all
directions, the top layer is fixed in all directions except along the loading direction. The
loading at the top part is applied linearly with a prescribed displacement such that it
replicates quasi-static loading condition. The influence of the boundary condition for
such structure has been addressed in [23]. A similar boundary condition is also
considered in the previous literature [22,23] to mimic the experimental uniaxial
compression loading.
2.1.5 Effective response prediction
After the generated geometries are successfully meshed and the boundary conditions
are applied, the geometries are subjected to uniaxial compression loading at the top edge
with the loading speed lying in the quasi-static range (1e-4/s). At every loading step, the
longitudinal strain (

) and the transverse strain (

) is computed. From there the

effective Poisson’s ratio ( ) is determined, which is expressed as
=−

[1]

It needs to be noted that the effective Poisson’s ratio is calculated over a selected region
of interest (40 mm x 50 mm) away from the top and bottom boundaries as shown in
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Figure 7.2 using a black dashed rectangle to avoid boundary effects. A similar approach
was used for the calculation of the Poisson’s ratio in soft materials with 2D digital image
correlation [85]. Furthermore, the same concept is applied while calculating the
Poisson’s ratio of the material using finite element analysis [86].
2.2 Simulation results and dataset generation for ML
This section shows the stress-strain results of the finite element analysis. From the
illustrations, it is possible to deduce whether auxetic behavior has occurred. After that,
the influence of the aspect ratio and the void contents are discussed as an interpretation
of the finite element results. Finite element analysis is used later to generate a large and
consistent dataset for ML implementation.
2.2.1 Simulated stress-strain responses
Figure 7.3 shows the stress distribution obtained at different strain states with increasing
compressive loading. In voids where the major axis is horizontally aligned, tensile
stresses are predominantly present, as indicated by the red color, whereas in voids where
the main axis is vertically aligned, stress concentrations are observed along the loading
direction, as indicated by the blue color. Similar observations can be made for the strain
concentration in Figure 7.4. For this particular pattern, high compressive stress and
strain is identified for voids closer to the loading and fixed edges, whereas high tensile
stress and strain are observed at the center as shown in Figure 7.3(c) and 7.4(c).
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(a)

(c)

50 mm

(b)

50 mm

Figure 7.3 Unit cell stress distribution under an applied strain of (a) 0.4 milli-strain,
(b) 0.7 milli-strain, and (c) 1 milli-strain for the number of voids along X- and Y-axes
= 4, major axis length of 10.2 mm with an aspect ratio of 3.
(c)

(b)

50 mm

(a)

50 mm

Figure 7.4 Unit cell strain distribution under an applied strain of (a) 0.4 milli-strain,
(b) 0.7 milli-strain, and (c) 1 milli-strain for the number of voids along X- and Y-axes
= 4, major axis length of 10.2 mm with an aspect ratio of 3.
2.2.2 Influence of aspect ratio and void contents
To illustrate the influence of the aspect ratio on the auxetic response, Figure 7.5 plots
the Poisson’s ratios with varying aspect ratios and the length of the major axis of the
voids for various combinations of the number of voids along the x-axis and y-axis. It is
observed that as the number of voids increases, the Poisson’s ratio in general decreases
and goes into the negative regime. For the cases with a smaller number of voids (Figure

238

7.5(a)), the distribution is sensitive to the increasing length of the major axis irrespective
of the aspect ratio. It can also be detected that irrespective of the aspect ratio, negative
Poisson’s ratio can be obtained with the increasing length of the major axis. However,
it was also observed that the influence of the aspect ratio on Poisson’s ratio increases
with the increasing number of voids (Figure 7.5(b) and (c)). Thus, with the increasing
length of the major axis and an increasing number of voids, the difference of the
Poisson’s ratios between low and high aspect ratio cases increases significantly.

Figure 7.5 Response surface showing the influence of aspect ratio and length of major
axis for (a)

= 2 and

= 2, (b)

= 2 and

= 4, (c)

= 4 and

= 4 on

Poisson’s ratio.

Figure 7.6 Response surface showing the influence of the number of voids along the
X-axis (

) and number of voids along the Y-axis (

) with length of major axis = 7.5

mm for aspect ratio of (a) 3, (b) 4 and (c) 5 on Poisson’s ratio.
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Figures 7.6(a), (b), and (c) exhibit the 3D plots of Poisson’s ratio distributions with a
varying number of voids along the x and y-axis for aspect ratios of 3, 4, and 5
respectively while keeping the length of the major axis fixed at 7.5 mm. It is observed
that the negative Poisson’s ratio is narrowly distributed towards a higher number of
voids (as shown in Figure 7.6). Although Poisson’s ratio seems to be independent of the
aspect ratio for a small number of voids, Poisson’s ratio for a high number of voids
decreases significantly faster with increasing aspect ratio. For a higher aspect ratio,
negative Poisson’s ratio can be obtained with the number of voids greater than 4 (as
shown in Figure 7.6(c)). Using the FE-based simulation framework presented above, a
large database of Poisson’s ratio values is generated by varying void contents in terms
of the number of voids along the X-axis and Y-axis, aspect ratio, length of the major
axis, and volume fraction. This dataset is implemented to develop a machine learningbased performance prediction as explained in the forthcoming section.
4. MACHINE LEARNING IMPLEMENTATION
4.1 Machine learning techniques and hyper-parameters tuning
4.1.1 Neural network
NN is a mathematical model that maps a given set of features, , to a set of labels (in
the case of classification) or a continuous variable (in regression), . This mapping
between the features and the output is accomplished through one or more layers of
perceptron, which are passed through activation functions to form a feed-forward NN.
The functional form of an NN can be written as
=

,…

,

(
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, ) …

[2]

where
:ℝ

(∙): ℝ → ℝ is a continuous bounded function known as the activation function,

→ℝ

refers to the transformation matrix which stores the weights in between

the two perceptron layers [87]. Due to the universal function approximation capability
[88], NNs have been widely adopted to learn the underlying functions associated with
a dataset, thereby enabling the discovery of hidden patterns [89]. This paper uses the
‘ReLu’ activation function. Further, the weights associated with the perceptrons are
obtained as the solution of a constrained optimization given by,
,…

,

(

, ) … + �

�

where λ is the weight associated with the regularization term and

[3]
(⋅) is the

regularization function of the weights, such as L1, L2, to name a few. The solution can
be obtained using any optimizing algorithm, such as stochastic gradient descent or even
evolutionary algorithms. Note that in a feed-forward NN, the back-propagation

algorithm is leveraged to update the weights. In this study, the Adam algorithm [90] is
used as the optimizer.
Due to the non-convexity of this problem, non-unique solutions are obtained for the
optimization problem. Moreover, these solutions are highly dependent on the choice of
hyperparameters namely, the number of hidden layers and the hidden layer units in each
layer. These hyperparameters exhibit significantly higher variations especially when the
number of neurons/layers, used in the model, is large. To address these issues, proper
regularization techniques should be implemented while training the NN.
4.1.2 Model tuning and cross-validation
To eliminate overfitting, the dataset is split into a training set and a test set. The test set
is kept fully hidden while training the model. To assess the performance of the trained
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NN model, this unseen data (or test set) is used. For this, a k-fold cross-validation (CV)
approach is implemented. . Besides, a nested two-level CV approach [91] is
implemented for hyperparameter tuning. In such an approach, the dataset is first divided
into the test set and the training set. Here, 20% of the data is kept hidden from the model
as a test set, and the remaining 80% of data in the dataset is used as a training set. While
the outer CV is used to compare the performance of the ML algorithm by averaging the
values of scores (i.e.,

and MSE) obtained from each fold. In order to obtain the

appropriate hyperparameters for the NN models, a 5-fold inner cross-validation is
adopted for the training set. Such method is successfully implemented in the previous
literatures [75,76,92]. A trade-off is sought between accuracy and computation demand
while tuning the hyperparameters to obtain the optimized model. This trade-off can be
achieved by comparing the performance prediction efficacy for both the training and
validation while gradually increasing the number of neurons (degree of complexity).
The accuracy of the model is evaluated by calculating the metrics such as linear
coefficient of determination (R2) and mean squared error (MSE).
4.1.3 Model interpretability
Complex model techniques such as XGBoost, deep learning, random forest, etc., are
often considered as black-box models owing to their low interpretability. Recent
technique such as a Shapley additive explanations (SHAP) [83,93] has been developed
to interpret these black-box models. In SHAP, the importance of feature ‘ ’ for the
output of model , denoted as

( ), is calculated as a weighted sum of the feature’s

contribution of the model’s output ( ) over all possible feature combinations [94].
This

( ) is expressed as:
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is the number of features in the

model. Such approaches have been successfully implemented to interpret the functions
learned by the ML models for predicting material properties [75,92,95]. In this study, a
SHAP is implemented to interpret the ML results.
4.2 Dataset adequacy
To ensure that the dataset used is adequate, there are four factors that the authors have
carefully considered in this work. First, the data should be balanced. In this study, the
variation of the number of voids, aspect ratio, length of the major axis is incremented
consistently such that the variation is uniform and equally important. This is necessary
to avoid any imbalance or bias in the dataset. Second, the data should be representative
(i.e., that dataset should contain enough information to train the models). During
machine learning (ML) training, the data are split into a ratio of 80:20 (training set and
test sets). The hyperparameters are tuned using an inner 5-fold cross-validation as
defined in section 4.1.2. During each cross-validation fold, the training data is further
split into 20% for validation, and 80% for the training set. The average model errors
obtained from training error and validation error are represented by taking average
values from each fold. The performance of the trained model is evaluated by using the
unseen test dataset. If the error between the actual test value and the predicted value is
within the acceptable range, the data is considered representative which is true for our
current study. Third, the data should be complete. Since the focus of the paper is to
predict the Poisson’s ratio which is valid till the linear elastic regime, the post-peak
response is not implemented. This study covers all the possible ranges for void volume
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fraction, the number of voids, the aspect ratio, and the length of the major axis for the
voids. Fourth, the data should be consistent (i.e., obtained with the same testing
protocol). The mechanical analysis for all the parametric variations is modeled using
the same procedure where the voids are dispersed as per the number of voids along Xand Y-axes with proper dimensions in the bounding box. The mechanical loading is
performed by applying a displacement-controlled uniaxial compressive loading for all
the cases. All these simulations are carried in ABAQUS. The same procedure is repeated
for all the possible compositions. Thus, the generated data is considered consistent.
After considering all the above-mentioned criteria, the number of data points (which is
equal to 850 combinations) adopted in the current study is deemed adequate, which can
be observed from the performance of the model on the unseen test dataset. To check the
performance of each model, the test dataset is not being seen by the model during
training and hyper-parameters tuning. The predicted value from the model for the
unseen test set exhibits low variation from the actual value as shown later in this paper.
This ensures that the data used for training the model are adequate and consistent enough.
In general, if the number of data points is increased, the prediction errors are expected
to be reduced. However, once the error is saturated, increasing the number of data points
does not influence the model performance significantly. Here, in this study, we obtained
a good correlation between the predicted and measured responses. Hence, any further
increase in the number of data points is not expected to change the model performance
significantly.
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4.3 Prediction from trained neural network
Figure 7.7 represents the

and

plots with respect to a varying number of neurons

for two hidden layers. The number of hidden layers and neurons in NN was based on
the hyperparameter optimization in which a trade-off is sought between the minimum
and maximum

. From Figure 7.7(a), it is observed that that as the number of

neurons increases, the MSE value for both training and validation continues to decrease.
But, at a neuron equals to 14, the MSE value for the validation set starts to converge,
indicating the model has stopped learning and no improvement will be achieved beyond
fourteen neurons. Similar behavior is also observed for the R2 value at neuron equals 14
(Figure 7.7(b)). No significant improvement in the R2 values is observed with any
increase in the number of neurons above 14. Hence, 14 neurons are selected for a trained
NN model.

Figure 7.7 (a) MSE and (b) R 2 values, obtained for the NN model predictions for two
hidden layers
Here, the NN model is trained using TensorFlow [96] package in python, where the
MSE values between the values obtained from FE simulations and the values predicted
by the NN model are minimized to obtain the optimal bias arrays and weight matrices.
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While training, the parameters (weights and bias) are optimized by implementing backpropagation errors using the Adam algorithm. A learning rate equals 0.001 and 500
epochs are adopted based on the convergence study. The optimized NN features are
provided in the supplementary material G.
The efficacy of the NN model is evaluated by comparing the predicted values from the
trained NN model with the values obtained from FE simulations for the training,
validation, and test dataset as reported in Figure 7.8(a), (b), and (c) respectively.

Figure 7.8 Comparison between the predicted Poisson’s ratio from the NN model and
the measured Poisson’s ratios obtained from the FE simulation for (a) training dataset,
(b) validation dataset, and (c) test dataset.
As can be observed in Figures 7.8(a) and (b), for training and validation datasets, an
value of 0.99 is obtained. For the test dataset, an
in Figure 7.8(c). Such high

value of 0.97 is obtained as shown

value for the unseen test dataset proves the excellent

prediction efficacy of the ML-based approach presented here as the test dataset was
completely kept hidden from the model during the training process. The forthcoming
sub-section presents the SHAP analysis, to shed more light on the interpretations of the
predicted results and to elucidate more on the relative importance of different mesoscale
architectural features.
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3.2.3 SHAP Results for interpretation of the predicted responses
Models such as NN are considered black box models [72] due to their complexity and
highly non-linear architecture, leading to low interpretability. Towards this, the NN
model is integrated here with the SHAP technique [83] to demonstrate the interpretative
ability of the presented approach. In SHAP, each feature is assigned with an importance
value, and the influence of all the features on the predicted responses is evaluated.
Figure 7.9 demonstrates that the Poisson’s ratio for cement mortar mesostructure is
dominated by the volume fraction of voids (or porosity), followed by the aspect ratio,
length of the major axis, and the number of voids present in the system. This indicates
that the volume fraction of voids (or porosity) has the highest influence on the Poisson’s
ratio which can directly affect the aspect ratio and the length of the major axis. Such
inferences can provide the strategies to enhance the auxetic response in cement mortar
mesostructure. It is also interesting to observe that the number of voids along the Y-axis,
which is also the loading direction, is relatively more sensitive than that along X-axis.

247

Figure 7.9 SHAP summary plot for Poisson’s ratio for all the input features used in
the NN model
Figure 7.10 shows the violin plot of the SHAP values for each feature used to predict
the Poisson’s ratio using the NN model. In this figure, the color represents the feature
value, and its corresponding x-axis (SHAP) value represents the contribution to the
output Poisson’s ratios.

Feature value

High

Low

Figure 7.10 SHAP violin plot for Poisson’s ratio using trained NN model
Here, the blue color represents the low feature value, and the red color represents the
high feature value. The SHAP value of zero represents the mean value of the Poisson’s
ratio from the dataset. From Figure 7.10, it can be clearly observed that for the volume
fraction of the voids, the positive SHAP value is associated with low volume fraction
values. This indicates that the low volume fractions of voids increase the model’s output
(Poisson’s ratios) to the right by up to 0.18 from the mean Poisson’s ratio of 0.11
obtained for the entire database. Conversely, a high-volume fraction of the voids reduces
the model’s output by up to 0.4 from the mean value. A similar trend is observed for the
aspect ratio, length of the major axis, as well as the number of voids along the x and y-
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axis where low feature values increase the Poisson’s ratio from the mean value and
higher feature values, shift the Poisson’s ratio to the left (Poisson’s ratio reduces) from
the mean by a varying amount. It is worth mentioning that some high feature of the
number of voids along the Y-axis is associated with increasing the model’s output. Such
behavior can be considered as a mixed effect. However, due to a low number of such
points, they can be regarded as outliers. Overall, it is observed that the input features
with low feature value tend to draw the output Poisson’s ratio closer to the positive mean
value, whereas the higher feature values lower the Poisson’s ratio from the positive
mean value towards the negative domain inducing auxetic effect. Such interpretations
allow an expert to ensure that the functions learned by the ML models are reasonable
and physically sensible. While the SHAP algorithm depicts the expected influence of
the chosen geometric parameters in inducing the auxetic behavior, it also sheds more
light on the trend that the overall volume fraction and the length of the major axis are
the most influential parameters toward achieving auxetic response. The efficacy of
SHAP implementation can be assessed by its ability to interpret such realistic trends.
As such, the NN-based ML approach when coupled with the SHAP algorithm can not
only confirm physics-based phenomenon in the predicted responses but also can lead to
trends that are not apparently visible.
Figure 7.11 shows the river flow plot for the Poisson’s ratio using the NN model. While
the violin plot focuses on the contribution of a given input feature toward different
property values, the river flow plot focuses on the contribution of different input features
towards a given property value.
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Poisson’s ratio

Figure 7.11 SHAP river flow plot for Poisson’s ratio using trained NN model
The expected model value shown in the river flow plot corresponds to the model output
when values of any of the input features are not available. In other words, when no
information about the input features is available, the best estimate of the output value
will be the mean of the dataset used for training the model. Adding the information
about each of the input features one-by-one, followed by all possible combinations,
provides insight into the individual and the collective roles played by each of the input
features in governing the output property. To demonstrate this effect, each line in the
SHAP river flow plot (see Figure 7.11) corresponds to one data point. The line color
represents the property value corresponding to the given data point, the red color is
associated with high content values and blue with the low content values. The rise and
fall of the line with respect to the expected value show how these respective features
control the final property value. The features are arranged in increasing order of average
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SHAP value from left to right of the x-axis. For the volume fraction of the voids, it can
be observed that as the volume fraction increases from lower to higher values, the
Poisson’s ratio drastically reduces from the expected mean value. In contrast to the
volume fraction, the aspect ratio has a mixed effect where the trends are not uniform.
For instance, for one particular combination, high content of the aspect ratio shows to
increase the Poisson’s ratio from the expected value whereas, for another combination,
higher aspect ratio results in a decrease in the Poisson’s ratio. This indicates that the
trend with respect to the aspect ratio is governed by the other parameters in the model.
A similar mixed trend is also observed for the length of the major axis and the number
of voids along the Y-axis, whereas the number of voids along the X-axis is less
significant towards the negative Poisson’s ratio. This also indicates that the auxetic
behavior is primarily controlled by the number of elliptical voids along the direction of
the loading. Overall, the trends suggest that the low input features content favors the
positive Poisson’s ratio whereas the negative Poisson’s ratio or auxetic response is
highly influenced by the increasing volume fraction of the elliptical voids.
4. CONCLUSION
This paper presents an ML-based approach to predict the auxetic behavior of cellular
cementitious composites enabled by judicious placement of elliptical voids in the mortar
mesostructure. To address the unavailability of a large experimental dataset for such
composites, this paper implements FE-based numerical simulations to generate a dataset
of Poisson’s ratios with 850 combinations by varying various structural features of the
composite such as the volume fraction, aspect ratio, length of the major axis of the
elliptical voids in the mortar mesostructure as well as the number of voids along x and
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y-axis. The dataset is leveraged to predict the auxetic behavior of the composites using
a feed-forward multilayer perceptron-based NN approach. The optimal hyperparameters are judiciously selected where an optimal trade-off between predictive
accuracy and the level of complexity is sought to avoid any under-or overfitting. The
NN model with two hidden layers and 14 neurons yielded exceptional prediction
efficacy. SHAP technique is also implemented for the interpretation of the responses
predicted by the NN model, where the SHAP values for all the input parameters are
calculated to shed light on their relative sensitivity towards the predicted Poisson’s
ratios. Based on SHAP values, it was found that the Poisson’s ratio of the representative
mesostructure of the mortar is most dominantly influenced by the volume fraction of
the voids (or porosity) followed by the length of the major axis and the aspect ratio.
Besides, the results also indicate that the number of elliptical voids along the direction
of the loading shows a significantly higher influence on the auxetic behavior as
compared to the number of voids perpendicular to the loading direction. Overall, the
results in this paper demonstrate machine learning as a promising tool to predict the
auxetic behavior of the cellular cementitious composites with judiciously placed
elliptical voids, and as such, the ML-based predictive tool can enable materials
designers and decision-makers, to make informed decisions regarding the selection of
the design parameters to obtain the desired auxetic behavior in these cementitious
composites for a wide variety of applications. Moreover, although this paper
implements the ML-based predictive approach toward prediction of auxetic response in
cementitious composites, the developed FE simulation-based dataset generation, and
corresponding ML-based performance prediction approach are generic. As such, the
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approach can be extended toward a variety of structural metamaterials including a wide
range of polymer composites by assigning appropriate material properties to the solid
part to generate a large dataset and by optimizing the hyperparameters of the neural
network accordingly.
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ABSTRACT
Machine learning (ML)-based prediction of non-linear composition-strength
relationship in concretes requires a large, complete, and consistent dataset. However,
the availability of such datasets is limited as the datasets often suffer from
incompleteness because of missing data corresponding to different input features, which
makes the development of robust ML-based predictive models challenging. Besides, as
the degree of complexity in these ML models increases, the interpretation of the results
becomes challenging. These interpretations of results are critical towards the
development of efficient materials design strategies for enhanced materials
performance. To address these challenges, this paper implements different data
imputation approaches for enhanced dataset completeness. The imputed dataset is
leveraged to predict the compressive and tensile strength of concrete using various
hyperparameter-optimized ML approaches. Among all the approaches, Extreme
Gradient Boosted Decision Trees (XGBoost) showed the highest prediction efficacy
when the dataset is imputed using k-nearest neighbors (kNN) with a 10-neighbor
configuration. To interpret the predicted results, SHapley Additive exPlanations (SHAP)
is employed. Overall, by implementing efficient combinations of data imputation
approach, machine learning, and data interpretation, this paper develops an efficient
approach to evaluate the composition-strength relationship in concrete. This work, in
turn, can be used as a starting point toward the design and development of various
performance-enhanced and sustainable concretes.
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1. INTRODUCTION
Concrete is considered the most widely used construction material in the world. The
mechanical performance of concrete is primarily characterized in the industry by its 28days compressive strength. Besides, with the growing focus on fundamental
modifications in concrete towards reducing the environmental footprint, the evaluation
of flexural and tensile strengths [1] has also become increasingly important. In addition,
evaluating strengths has become more critical considering the emergence of concretes
with supplementary cementitious materials or alternative binders for multifunctional
applications and improved sustainability credentials. Accurate prediction of the
concrete strengths significantly impacts the efficiency of the material usage and
structural safety in civil infrastructure [2]. Besides, underestimating concrete strengths
can lead to excess cement usage, associated with a significant increase in CO2 emissions
[3].
Over the past few decades, enormous efforts have been made to develop predictive
models that map the concrete mixing proportion to its associated strength [4–18]. Ideally,
a predictive model should provide important insights that lead to improved concrete
mixtures with excellent constructability and durability at a lower cost [19–22]. This has
led to models driven by physics or chemistry-based relationships [23–25]. While these
conventional approaches have played significant roles in extensively linking the
parameters such as cement dosage, aggregate fraction, and air void content with the
concrete strength, evaluation of the combined effects of these features is still a
challenging task. In addition, these conventional approaches ignore the influence of
secondary factors such as the nature and dosage of chemical admixtures, aggregate size
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distribution, and fineness modulus of aggregates [26]. Therefore, it is challenging to
seek out a robust and universal concrete strength prediction model using conventional
approaches [27].
Therefore, implementing data-driven approaches to establish the underlying
relationships between the inputs and the outputs have been of great interest in recent
years. These data-driven models are constructed by employing machine learning (ML)
techniques to predict the output based on the features learned from the data. Recently,
many ML models have been established to predict concrete strength [5,6,15,28–30].
Artificial Neural Network (ANN)-based ML model to predict the compressive strength
of High-Performance concrete was initially demonstrated by Yeh [30] in 1998. It was
shown that the ANN model provides better prediction as compared to a model based on
regression analysis. Since then, many ML models such as decision trees (DT), random
forest (RF), support vector machine (SVM), k-nearest neighbor (k-NN), and other
hybrid ML models have been proposed. While training machine learning models
requires huge sets of data, recent studies [6,15] have demonstrated that increasing the
dataset will only lower the variation of the predicted value once the model has already
mapped the relationship between the inputs and the output. In these studies, ML models
such as ANN, SVM, and DT were trained to predict 28-day compressive strength using
different mixtures variables for a large data set (>10000 observations) obtained from
job-site mixtures. The value of their model was also illustrated in terms of yielding
optimal mixtures to reduce cost and embodied CO2 impact without hampering the
design strength. A boosted tree ML model has also been employed to evaluate the
nondestructive concrete compressive strength [7]. It was shown that a good prediction
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for compressive strength could be achieved using the information from ultrasonic speed
and rebound number. Variable performance plots from boosted tree learning were also
evaluated. Prediction of compressive strength using gene expression programming
(GEP) has also been exploited [8] and compared with other known ML models such as
RF, DT, and ANN. It was found that RF provides accurate results compared to other
models due to its bagging mechanism. A comparison for model selection methods has
also been studied for predicting the compressive strength of high-performance concrete
using ANNs [9]. It was shown that the Bayesian approach using Markov Chain Monte
Carlo (MCMC) sampling approximation of learning and prediction provides the best
accuracy. Moreover, Cook et al. [5] proposed a novel hybrid ML model based on a
random forest (RF) model with a firefly algorithm (FFA) to develop a correlation
between the mixture design variables of concrete and the age-dependent compressive
strength. Their results indicated that the hybrid RF-FFA model outperformed the
standalone ML models such as SVM, multilayer perceptron artificial neural network
(MLP-ANN), M5Prime model tree algorithm (M5P), and RF. Overall, the ML-based
prediction has been shown to outperform the conventional approaches, especially while
dealing with highly non-linear problems [30,31]. While all these previous models have
been trained using a complete dataset, i.e., no missing values, in reality, most of the data
are contaminated with outliers, noise, or missing values. This is a significant challenge
for concrete applications, as the availability of large consistent datasets is limited.
Therefore, there is a need to assess the reliability of ML approaches for concrete strength
prediction applications.
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Additionally, the conventional ML models suffer from a lack of interpretability due to
their complex nature. The models are treated as black box, thereby providing little
insight into the actual relationship between the input and output features, which is
particularly disconcerting for domain experts. Further, many of the input features may
have some interdependence in controlling a specific property. The nature of such
interdependence also cannot be investigated using the conventional ML methods. With
regard to ML-based concrete strength predictions, attempts have been made to
incorporate feature importance values for interpretable insights. In the study by Zhang
et al. [32], variable importance is computed using the random forest (RF) algorithm with
data imputed by kNN-10. In other studies by Nguyen et al. [33], feature importance for
concrete tensile strength generated by XGBoost is implemented. These studies have
evaluated feature importance based on direct assessment of the data or the decrease in
model performance. However, no attempts have been made to integrate any data
interpretation algorithms with ML-based models. Thus, there is a need to efficiently
integrate a robust data interpretation algorithm with the ML-based concrete strength
prediction models toward developing a synergistic interpretable ML-based predictive
tool.
This study aims to address both the concerns mentioned above related to the issue of
missing data in the available datasets and the lack of interpretability of the ML
approaches toward efficient prediction of compressive and tensile strength of concrete
for any given set of performance descriptors. First, various efficient data imputation
approaches are implemented to handle missing data that can pose a severe problem if
not taken care of while developing a robust predictive model. Moreover, various ML
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techniques such as polynomial regression (PR) [43], least absolute shrinkage and
selection operator (LASSO) [44], support vector machine (SVM) [45], random forest
(RF) [46], XGBoost [47] and neural network (NN) [48] are employed to evaluate their
performance on imputed data. Second, to address the black-box nature of the traditional
ML approaches, recent works on interpretable machine learning have been successful
in deciphering complex ML models. Specifically, SHapley Additive exPlanations
(SHAP) [38,39] is a model-agnostic post-hoc approach that provides insights into the
ML models. SHAP has been successfully used in various fields such as material science
to interpret the composition–property relationships [37–39], synthesis of advanced
inorganic materials [34], corrosion rate prediction of low-allow steels [35], the behavior
of nanophotonic structures [36], biomedical engineering [37–39], finances [40], and text
classification [41]. However, the implementation of interpretable machine learning
using SHAP [42] has not been widely realized so far in the concrete community. This
study integrates SHAP with ML algorithms to provide critical insights into the
underlying complex non-linear behavior of the concrete strength design mixture and to
explain the contribution of the input features by assigning an importance value for each
input variable. Hence, while data imputation approaches alleviate the issues related to
missing data and noise or outliers in the datasets, SHAP provides valuable
interpretability features to the ML approaches. Overall, through missing data imputation
and implementation of interpretable ML approaches using SHAP, this study establishes
a valuable composition-property link that would aid performance tuning and the
development of sustainable and durable concretes.
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2. DATASET DESCRIPTION
The dataset used in this study comprises 754 uniaxial compressive strength and splitting
tensile strength data for manufactured sand concrete (MSC). The data points are
assembled from 41 experimental studies [43–45]. The mixture of MSC consists of
Grade 42.5 ordinary silicate cement, which is mixed with supplementary cementitious
materials (SCMs), crushed stone, and manufactured sand. The SCMs include fly ash,
slag, and silica fume. For this particular dataset, the 28-day compressive strength of
hardened cement paste ranges from 35.5 to 63.4 MPa, and the 28-day tensile strength
ranges from 6.9 to 10.8 MPa. The maximum size of the crushed stone was varied from
12 mm to 120 mm, and the fineness modulus of manufactured sand ranged from 2.2 to
3.55. The mass-based water-binder ratio ranged between 0.24-1.00, while a range of
0.3-1.43 was adopted for the water-cement ratio. The sand ratio considered was 25-54%,
and the curing time varied from 3 days to 388 days. Here, the sand ratio is defined as
the ratio of the weight of manufactured sand to the total weight of aggregates, including
sand and coarse aggregates [44]. While the 28-day uniaxial compressive strength of
concrete ranged from 10.1 - 96.3 MPa, the 28-day splitting tensile strength ranged from
0.6 to 6.9 MPa. More information on the mixture proportions and experimental
procedures are adequately detailed in [43–45]. It is to be noted that in the experimental
dataset, the manufactured sand (MS) is used instead of the river sand or natural sand.
MS is produced by crushing the rock where a certain amount of stone powder is also
produced depending on factors, such as the lithology of parent rock and crushing craft
[46–49]. Recent studies have demonstrated the benefits and effects of using MS as a
river (or natural) sand replacement in mechanical properties [45,50–52] and durability
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[53–55] of the concrete. Table 8.1 shows the statistical results of the input and output
variables and the missing value proportions.
Table 8.1 Statistical results of the input/output variables and the missing value
proportions in the dataset
Variables

Min

Max

Mean

SD

Missing
value
(%)

63.40

48.32

4.32

35.20

10.20

8.27

0.58

38.57

Inputs
Compressive strength of cement
35.50
binder (MPa)
Tensile strength of cement binder
6.90
(MPa)
Curing time (days)
3.00

388.00 75.81

98.39

0.00

Crushed stone size (mm)

16.00

80.00

30.74

11.62

8.70

Stone powder content

0.00

0.20

0.08

0.05

5.61

Fineness modulus (GPa)

2.20

3.50

3.04

0.27

16.13

Water-binder ratio

0.25

0.69

0.43

0.10

0.56

Water-cement ratio

0.31

1.01

0.47

0.08

1.40

3

Water (kg/m )

104.00 291.00 172.68 20.12

1.82

Sand ratio

0.28

Outputs
Compressive strength of concrete
14.90
(MPa)
Tensile strength of concrete (MPa) 1.13

0.45

0.37

0.04

14.87

96.30

53.79

17.43

0.00

6.40

3.60

1.04

0.00

3. METHODOLOGY
The general pipeline of the ML analysis adopted in this study is summarized in Figure
8.1. To train ML models, an adequate dataset should be provided. In this study, the
experimental dataset is collected from the existing literatures [44]. Since the models
are trained on the data, the quality of the data determines the model accuracy. It is
observed that the present dataset has missing data. Therefore, it is necessary to bridge
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the gap of the missing data. Here, data imputation techniques are implemented to handle
the missing values. The best method with the least error is selected and used for training
the models. After training the model, the efficacy of the ML-based predictive model is
evaluated by applying it toward the unseen test dataset. Moreover, to interpret the
predicted strength responses and to alleviate the black-box nature of the ML-based
algorithms, the ML approaches are efficiently integrated with a SHAP-based model
interpretation approach for verification of the fundamental physics-based realistic trends.

Dataset

Missing
values
imputation

ML-based
prediction

Model
interpretation
(SHAP)

Figure 8.1 A schematic overview of the general pipeline for the ML analysis to
predict the strength of concrete
3.1 Missing data imputation
To build a robust ML model, the data provided should be free from missing values,
duplicate entries, and outliers. However, in reality, the data are often embedded with
uncertainties due to how the data were procured. One such prevalent case is the missing
data. Training of the model on a dataset that has multiples missing values can
significantly impact the quality of prediction. Toward this, the imputation of missing
values can be adopted as an efficient alternative approach. In this study, the various data
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imputation methods are adopted to handle the missing values. These include removing
the missing values, imputation using mean/median values, imputation using k-Nearest
Neighbors (k-NN), and multivariate imputation by chained equations (MICE). These
techniques are compared and contrasted to shed light on their relative efficiency in
missing data management and overall performance prediction. The adopted techniques
are detailed in the forthcoming sub-sections:
3.1.1 Removing the missing values
In this method, the missing values are deleted from the dataset. In general, this method
is adopted only when the proportion of missing values is significantly small (<5%) [56].
In this study, the method of removing the missing value serves as a benchmark to
compare the performance of other imputation methods.
3.1.2 Imputation using mean/median
In this method, the missing value for each feature is replaced by the mean or median of
the non-missing values of the respective features. Such a method is easy to implement
and works well with small numerical datasets. However, this method does not consider
the correlation between features and does not account for the uncertainty in the
imputations [57].
3.1.3 Imputation using k-NN
The k-NN is an algorithm that uses the similarity in the features to predict the values of
any new data points. In other words, the new point is assigned based on how closely it
resembles the points in the training set. In k-NN based method [58], the missing value
is imputed by taking the weighted average of the feature associated with the missing
value from the k-closest sets. For example, for the missing value in the water-cement
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ratio in experiment 1, the k-NN method would first find the nearest Euclidean distance
between experiment 1 and the other experiments ranging from 2 to N (where N is the
total number of experiments). The set that has the minimum nearest Euclidean distance
indicates the highest similarity index. The missing value in the water-cement ratio is
then estimated by taking the weighted average of values of water-cement ratio with kcloset sets that have a high similarity index from experiments 2 to N (1 ≤ k ≤ N − 1).

In the weighted average, the contribution of each feature is weighted by evaluating the
similarity of its expression to that of the water-cement ratio. In this study, the feature
similarity or the nearest distance is computed by using Euclidean distance. The
drawback of k-NN is that it is sensitive to an outlier in the data. For more information
on the methodology, the readers can refer to [58]. The values of k considered in this
study are 5 and 10, denoted as k-NN (k=5) and k-NN (k=10), respectively.
3.1.4 Multivariate imputation by chained equations (MICE)
MICE is an iterative approach where the missing value in a dataset is imputed based on
error-minimization. MICE-based imputation approach adopts a series of estimations
where each missing variable is imputed by regressing on the other variables. This is
achieved by running through an iterative process. In the first iteration, the missing value
is initially imputed by taking the mean of the observed values for that feature in the
dataset. In the second iteration, the feature with the fewest missing values is selected,
and the corresponding imputed mean values are removed from the dataset. In this
iteration, the removed set is now considered as the test set, and the remaining dataset is
considered as the training set. The first missing value in the test set is the dependent
variable, whereas all the other values in the test set are considered independent variables.

272

The independent variables from this test set are then imputed based on the regression
model, which is developed based on the training set. In the third iteration, the previous
steps are repeated for the remaining missing features, where the predicted feature from
the previous iteration is also included as the independent variable. This entire process
of iterating through the missing features is repeated until convergence is reached. Thus,
the whole process is run multiple times to get multiple imputations. Thus, instead of a
single imputation, this method uses multiple imputations and measures the uncertainty
of the missing values systematically [59]. The flexibility and ability to handle different
data types such as continuous or binary make the chained equations approach more
attractive. Further details on MICE are available in [59].
3.2 Extreme Gradient Boosted Decision Trees (XGBoost)
After missing data imputation, the concrete strengths are predicted using ML techniques.
While this section details XGBoost, all other ML techniques are adequately detailed in
the supplementary material H. XGBoost [60] is an extreme gradient boosted and treebased machine learning model [61–64]. It is an iterative approach where the models are
trained in succession to minimize the errors. The iteration continues till no further
improvements can be made. It is also considered an ensemble technique in which many
tree models are combined to obtain the final one. XGBoost contains a toolset for
scalable end-to-end tree boosting systems, sparsity-based algorithms, and justified
weighted sketch for efficient proposal calculation [65]. XGBoost uses K additive
function to predict the output, which is described as
=∑

( ),

∈

[1]
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Where K is the number of regression trees algorithm (such as CART [66]) in a tree
ensemble, f is a function in functional space (F), F is set of all possible CARTs and
is the input feature vector for
1,2,3, … . . ,

(

data point in the given dataset

={ ,

}, =

is the total number of data points). As described above, the tree

ensemble is created by iteratively adding new regression trees (CARTs) to improve the
model accuracy from the prior models. However, it is impractical to find all the possible
regression trees to improve the model accuracy substantially. Therefore, an optimal
regression tress is created from a single node by iteratively adding branches in practice.
This addition of the branches ceases when the allowable depth of a tree is reached, or
the number of samples at a splitting node reaches the minimum number of samples.
3.3 Performance evaluation
The predictive capability of the ML techniques is evaluated using both mean square
error (MSE) and coefficient of determination (

). The MSE measures the average

Euclidean distance between the predicted and true or measured values and is expressed
as [64]:

where

=

( )and

∑

( ( )−

( ) are the

( ))( ( ) −

( ))

predicted output and the

[2]
true output, respectively.

MSE can estimate the accuracy of the predicted values from each model, where lower
MSE indicates higher accuracy.
The coefficient of determination is used to quantify the variation of the predicted values
from the observed values. In this study, the Pearson correlation coefficient [67] is used
to indicate the accuracy of the predicted results. In the case of the sampled data, the
Pearson correlation coefficient can be determined as follows:
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predicted output and the

true output, respectively.

In this study, both MSE and R2 of the train and test data are used to obtain the optimal
degree of complexity and performance for each ML model, as explained in the
forthcoming section.
3.4 Hyperparameter tuning
To increase the accuracy of the ML models and to avoid any potential overfitting, a
fraction of the data points is kept fully hidden from the models and used as a “test set.”
The test set is then used to evaluate the accuracy and performance of each model on
these unseen data. To this end, a k-fold cross-validation (CV) technique [68] is adopted
in this study. In the CV technique, the dataset is split into k number of smaller sets,
wherein at each fold, the model is trained on a fraction of data (training set) and tested
on the remaining data. The final value obtained is the average value which is iteratively
run on each of the k-folds. This study implements a nested two-level CV approach. The
nested two-level cross-validation (CV) is implemented to avoid any risk of over-fitting.
First, in the outer CV (5-fold), 15% of the data is first randomly split from the total
dataset to be used as the test set, which is kept completely hidden from the model
training and validation. Next, in the inner CV (5-fold), the remaining 85% of the data is
further split into training and validation sets at an 85:15 ratio. Thus, the nested CV
technique discards any arbitrary choice of the test set and partially mitigates issues
arising from the limited number of data points. It needs to be noted that the entire dataset
was randomly split into training, validation, and testing dataset. Besides, the test dataset
was kept unseen by the model during the training and validation process. Such random
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selection of training, validation, test datasets, and complete separation of the test dataset
during the model training and validation process helps avoid any data bias.
Developing a model that is accurate and simple at the same time is challenging.
Therefore, there is a trade-off between accuracy and simplicity. While simple models
often perform poorly or are under-fitted, overly complex models often show reduced
performance prediction efficiency on the test data or unknown data sets. Such overly
complex models can capture perfect trends on the training dataset but show poor
transferability to unknown data sets and suffer from overfitting. Hence, to avoid such
instances, models need to be optimized by tuning the hyperparameters to reach an ideal
trade-off between accuracy and computational demand. This is achieved in this study
by gradually increasing the degree of complexity (e.g., number of neurons or number of
trees) and tracking the model prediction accuracy for both the training and validation
datasets.
3.5 Model interpretability using SHAP
The ability of the ML models to learn from the known data and to predict the responses
in the unseen or unexplored domains has led to the development of robust prediction
tools. However, most of these ML models suffer from high complexity and low
interpretability. SHAP, which is known as Shapley Additive Explanations (SHAP), is
derived from Shapley values in game theory [69,70] and is employed to measure the
importance of various features within the models [42,71]. As per SHAP, the importance
of feature for the output of model

,

( ), is a weighted sum of the feature’s

contribution to the model’s output ( ) over all possible feature combinations [72].
( ) is expressed as:
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is a subset of features, and
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[4]

is the number of features in the

model. In SHAP, feature importance is measured by quantifying the prediction error
while perturbing a given feature value. The importance of the feature is weighted by the
sensitivity of the prediction error when perturbing the feature value. SHAP is also used
to describe the performance of a trained ML model. SHAP uses an additive feature
attribution method, i.e., an output model is considered a linear addition of the input
variables to describe an interpretable model. For example, a model with input variables
where i varies from 1 to k, and k is the number of input variables, the explanation

model h( ) with simplified input
Where

for an original model f( ) is expressed as

( ) = ℎ( ) =

+∑

signifies the number of input features, and

represents the constant value

when no information is provided (or no inputs used). Inputs
through a mapping function,
8.2, where the terms

,

,

=

[5]

and

are correlated

( ). Equation 5 is further demonstrated in Figure

and

increase the predicted value of h(), while

decreases the value of h(). As indicated in [42], there exists a single solution for
Equation 5, which has three desirable properties: local accuracy, missingness, and

consistency. The local accuracy ensures that the output of the function is the sum of the
features attributions where the model is required to match the output of
simplified input

. The local accuracy is obtained when

=

for the

( ). Missingness

ensures that for missing features, no importance is assigned, i.e., for

= 0 implies

= 0. Lastly, through consistency, changing a larger impact feature does not reduce

the attribution assigned to that feature.
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0

Figure 8.2 SHAP attributes [42]
4. RESULTS AND DISCUSSION
4.1 Performance evaluation for different missing data imputation techniques
In this section, the performance of imputation approaches is evaluated by comparing the
MSE values computed from respective ML models. The imputation methods
implemented in this study are: (1) complete removal of the missing data, which is
denoted as ‘Data elimination’, (2) missing value imputation based on the mean of the
non-missing value of the respective features, which is denoted as ‘Mean’, (3) imputation
based on the median of the non-missing value of the respective features, denoted as
‘Median’, (4) k-NN with five nearest neighbors, denoted as k-NN (k=5), (5) k-NN with
ten nearest neighbors, denoted by k-NN (k=10) and (6) ‘MICE’, in which the missing
data is imputed multiple times through an iterative series of predictive models until the
convergence is reached. While XGBoost is detailed earlier in this paper, other
approaches such as NN, LASSO, and random forest are adequately shown in the
supplementary material H. Figures 8.3(a) and (b) show the MSE values corresponding
to different ML techniques on the imputed datasets for the prediction of compressive
strength and tensile strength of concrete, respectively. It is to be noted that the MSE
value presented in Figure 8.3 is based on the training accuracy.
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(a)

(b)

Figure 8.3 MSE values obtained from the optimized ML models after data imputation
method for predicting (a) compressive strength and (b) tensile strength of concrete
From Figures 8.3(a) and (b), it can be clearly observed that XGBoost and NN show
better performance as compared to LASSO and RF for all the imputation techniques. It
can also be seen in Figure 8.3(a) and (b) that the minimum MSE value is obtained when
the missing value is imputed using k-NN (k=10), and XGBoost is used for performance
prediction. While XGBoost shows better performance as compared to NN for k-NN
(k=10) imputation approach for compressive strength predictions (Figure 8.3(a)), NN
shows lower MSE values than those obtained for XGBoost for other imputation
approaches such as Mean, Median, and k-NN (k=5). In the case of tensile strength
predictions, a comparison between NN and XGBoost reveals that XGBoost performs
better for k-NN (k=10), Median, and Mean, whereas NN shows lower MSE values for
Data elimination, k-NN (k=5), and MICE. From Figure 8.3(a), it can be observed that
the SVM model for compressive strength of concrete with data elimination is associated
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highest error value, whereas, for k-NN, SVM’s performance is comparable to RF. For
mean and median, SVM shows slightly reduced MSE values as compared to RF. In
the case of tensile strength of concrete (Figure 8.3(b)), SVM underperforms for data
elimination but outperforms LASSO for all other imputation approaches, and overall,
SVM’s performance is comparable to that of RF for all the imputation approaches
except the data elimination approach. Since Lasso is a linear model and concrete’s
tensile and compressive strength have a non-linear relationship with the input features,
the error is quite high for all the imputation cases when this model is used. RF, which
is an ensemble-based method, learns multiple regressors for the given dataset, and the
output predictions are obtained by utilizing the prediction of all the models present in
the ensemble. Therefore, the error is again high for RF models. On the other hand,
XGBoost is based on a gradient boosting approach, and it utilizes the ensemble of
multiple weak models to arrive at the final predictions. Since each model in the
XGBoost ensemble is created on the basis of data points, the iterative process of training
yields a rational XGBoost model which may overfit. Therefore, using intensive crossvalidation procedure and testing on the hidden test set, we were able to obtain a
generalized model which performs well on all the splits of the data. From Figure 8.3, it
can be easily observed that XGBoost is able to learn the underlying distribution and is
providing lower errors, and the performance is significantly enhanced after data
imputations. The same is the case of NNs due to their complex architecture and the
ability to learn the non-linear relationships between inputs and output. Nevertheless,
based on the broad observations, both XGBoost and NN show lower levels of MSE
values. Overall, from Figures 8.3(a) and (b), it can be inferred that the selection of the
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best ML approach depends on the type of missing data imputation technique adopted.
Since XGBoost with k-NN (k=10) shows the best performance, for the brevity of
discussions, this paper primarily details the model performance for XGBoost, whereas
the rest of the ML techniques are provided in the supplementary material H.
4.2 Hyperparameter optimization and training process
This section describes the training and hyperparameter optimization results for
XGBoost. For the XGBoost tree ensemble model, the maximum depth, the minimum
child weight, and the learning rate are set to 9, 5, and 0.09, respectively. Figure 8.4(a)
and (b) correspond to the MSE and R2 values of the compressive strength predictions
with an increasing number of trees (considered as the model complexity). Figures 8.4(c)
and (d) depict the MSE and R2 values, respectively, with increasing model complexity
for tensile strength predictions. It is observed that as the model complexity is increased,
the model shows a saturation behavior beyond a certain number of trees for the
validation set while the MSE value keeps on reducing for the training set. Thus, the
optimized number of trees was found to be 55 for both compressive and tensile strength
predictions. It is worth mentioning that although the R2 value for all the model cases is
above 0.9, the MSE value provides a better understanding of the model training and
validation performance. The optimized hyperparameters obtained in this section are
leveraged to evaluate the performance prediction efficacy as explained hereafter. Please
refer to Table SH.1 in the supplementary material H for the optimized values of the
hyperparameters corresponding to different ML approaches.
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(a)

(b)

(c)

(d)

Figure 8.4 (a) MSE and (b) R 2 values for XGBoost using the dataset imputed with
kNN (k = 10) for compressive strength of concrete. (c) MSE and (d) R2 values for
XGBoost using the dataset imputed with kNN (k = 10) for tensile strength of concrete.
From these relationships, an optimized number of trees with minimum MSE and
maximum R2 values are obtained.
4.3 Prediction of concrete strengths using XGBoost tree ensemble
In this section, the prediction of the compressive and tensile strength of the concrete is
presented when the k-NN (k=10) imputation method is used, and the hyperparameteroptimized XGBoost, tree ensemble model, is implemented. While XGBoost is primarily
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focused here for the brevity of discussions, all the other predictive models implemented
in this study are provided in the supplementary material H. Moreover, a performance
comparison between these ML techniques is also detailed in the forthcoming section.
Figure 8.5(a) shows the prediction of concrete compressive strength using XGBoost.
Similar high R2 values are obtained for all the sets, indicating that the XGBoost tree
ensemble model can interpolate well with the unseen data, as shown in Figure 8.5(a).
Similar overall trends are observed for tensile strength predictions, as shown in Figure
8.5(b). However, at high tensile strengths, the prediction efficacy reduces. This could
be due to the fewer data points available for training corresponding high tensile strength
values. Overall, such excellent correlations between the experimental and predicted
strengths establish the exceptional prediction efficacy of the missing data imputation
techniques and the ML model considered here.

Figure 8.5 Comparison of (a) the predicted compressive strength and (b) the predicted
tensile strength of concrete using XGBoost tree ensemble model with the experimental
values.
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4.4 Comparison of the predictive performance of different ML approaches
For a comparison between different ML techniques implemented in this study, MSE
and R2 values (both training set and test set) obtained for compressive strength and
tensile strength of concrete are shown in Table 8.2. The details on LASSO, SVM, RF,
and NN are provided in the supplementary material H for ease of reference. While the
accuracy of the model to interpolate on the known data can be characterized by
evaluating the model on the training set, the accuracy of model prediction for the
unknown data can be captured using the test set. For all the ML approaches, it is
observed that the R 2 is close to 1. However, the MSE values for the different models
show high variations. For instance, the R2 value for the compressive strength using SVM
is 0.99 (train set), but it is associated with a high MSE value of 11.87 MPa 2 (train set)
compared to other models. This signifies that the predictive capability of ML models
should be ascertained by both high R 2 values and low MSE values [73].
In general, it is required for the model to have low complexity and high interpretability.
However, in most cases, there is a trade-off between model complexity and
interpretability to achieve a high level of accuracy. For example, LASSO has high
interpretability, and it reduces the complexity of the model by adding weights to the
model coefficients. From Table 8.2, it is observed that the MSE offered by LASSO for
the train set is low compared to SVM and RF. However, the prediction error of the
LASSO on the test set is relatively higher than SVM and RF. Whereas in the case of
tensile strength, the MSE value offered by LASSO from both training set and test set is
higher than SVM and RF. Nevertheless, LASSO with a polynomial degree of 3 signifies
that the composition-property relationship of the concrete is not linearly correlated,
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which is vital to developing a predictive model. On the other hand, RF, which is based
on the ensemble of decision trees where large trees are trained individually, shows
acceptable accuracy on the train set and good predictability on the test set on the
compressive strength of concrete. A similar case is also observed for the tensile strength.
NN also provides good prediction efficacy for both tensile and compressive strengths.
Overall, XGBoost offers the best performance among all the ML techniques with the
least MSE value and high R 2 value for both compressive strength and tensile strength
predictions. The forthcoming section implements SHAP to shed more light on the
interpretability of the predicted responses obtained from XGBoost.
Table 8.2 Performance comparison for compressive strength prediction of concretes
from various ML Techniques

Models
Lasso
SVM
RF
XGBoost
NN

MSE
Train
8.65
11.87
10.07
1.98
4.72

Test
37.65
28.32
21.96
14.57
15.56

R2
Train
0.99
0.99
0.99
0.99
0.99

Test
0.96
0.97
0.98
0.98
0.98

Table 8.3 Performance comparison for tensile strength prediction of concretes from
various ML Techniques

Models
Lasso
SVM
RF
XGBoost
NN

MSE
Train
0.14
0.08
0.07
0.02
0.03

Test
0.27
0.20
0.13
0.11
0.12
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R2
Train
0.96
0.98
0.98
0.99
0.99

Test
0.92
0.94
0.96
0.97
0.97

4.5 Interpretability of the trained ML models
ML models such as XGBoost have a highly complex and non-linear architecture, due to
which they tend to behave as black-box models. While the tree models are explainable,
thanks to their hierarchical structure, the visualizations of these models may not be easy
to decipher. Here, we show that SHAP can be a very useful model agnostic tool to
interpret complex machine learning models with a large number of parameters. Since
the XGBoost exhibits the best performance in predicting compressive and tensile
strengths of concrete, we interpret these models in this section for the tensile and
compressive strength of concrete using SHAP.
For XGBoost, a tree-specific SHAP approximation method, namely TreeExplainer [74]
is used. TreeExplainer exploits the internal structure of tree-based models, which is
summed over to a set of calculations specific to the leaf node of a tree model that led to
low order polynomial complexity [74]. Figure 8.6(a) demonstrates the mean SHAP
values corresponding to various features for the compressive strength predictions as
obtained from the XGBoost tree ensemble model.

(b)

Figure 8.6 SHAP summary plot for concrete (a) compressive strength and (b) tensile
strengths obtained using XGBoost
It is observed that for the prediction of compressive strength, the water-to-cement ratio
has the maximum SHAP value. The feature’ curing age’ has the second maximum
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SHAP value. Overall, the water-to-cement ratio, water-to-binder ratio, and curing age
are the most dominant features for predicting the compressive strength of concrete, as
observed from XGBoost.
Figure 8.6(b) demonstrates the mean SHAP values corresponding to different features
for the tensile strength predictions as obtained from the XGBoost tree ensemble model.
Here, the water-to-cement ratio shows the most dominant SHAP value, followed by
curing age and water-to-binder ratio. It is interesting to observe in Figure 8.6(b) that the
tensile strength of cement binder exerts a low impact on the overall prediction of the
tensile strength of concrete. However, in reality, the tensile strength of binders should
have a significant influence on the tensile strength of concretes. This can be explained
from the tensile strength dataset inconsistencies arising from the fact that the tensile
strength test in binders and concretes is very sensitive to the type of test (whether a
uniaxial tensile test or split tensile test) used across the dataset and to the presence of
cracks compared to the compression test [75–79]. Besides, between the tensile strength
of the cement binder and concrete, a high variation of the tensile strength of concrete is
expected for the same binder features owing to the presence of aggregates which induce
cracks or other defects that make the tensile strength results very sensitive. Thus, it
needs to be noted that because of the lack of good correlation between the tensile
strengths of the binders and concretes in the dataset, the SHAP analysis downgrades the
importance of the tensile strength of binder in dictating the tensile strength of concrete,
which needs further investigation.
It can be observed from Figure 8.6(a) that features such as stone powder content and the
sand ratio has a lower influence on the compressive strength predictions. To evaluate
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their influence, two different models were constructed. While for the first case, stone
powder content was removed from the model, the second model was constructed by
removing both stone powder content and sand ratio. It is observed that the MSE value
increases significantly when only the stone powder content is removed. On the other
hand, when both stone powder and sand ratios are removed from the model, the MSE
values are reduced as compared to the case with only sand power content being removed.
However, the MSE values are still higher compared to the model with all the features.
Such a trend is expected as XGBoost is a tree-based ensemble approach where each
decision tree is created based on the dataset. Similar observations are also reported in
[80] where the RMSE value is higher when removing one feature compared to removing
2 and 3 features. Please refer to section 3 of the supplementary material H for the
quantified results.
Figure 8.7 shows the violin plot of the SHAP values for each feature used to predict the
compressive and tensile strengths of concrete using the XGBoost model. For each
feature, the color represents the feature value, and its corresponding x-axis (SHAP)
value represents the contribution to the output property. For instance, for the input
feature water-cement ratio, blue-colored points on the right represent low values, and
red-colored values on the left represent high values of the water-cement ratio.
Correspondingly, a SHAP value of 20 for the rightmost point suggests that a low watercement ratio can increase the compressive strength by 20 MPa from the mean value.
This is subjected to the dataset utilized in the current study, and more accurate results
can be obtained with a greater number of data points. On the other hand, the
corresponding SHAP value for tensile strength (Figure 8.7(b)) is 1.5 MPa. Thus, the
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increase in tensile strength due to low values of water-cement ratio is only 1.5 MPa from
the mean value. Thus, the main interpretations from these observations are that: (i) both
tensile and compressive strengths decrease with increasing water-cement ratio. This can
be explained by the fact that the high water to cement ratio is often connected to high
porosity due to the high volume of voids that are not filled by hydration products [81,82].
This, in turn, degrades the strength of concrete [83,84]. (ii) the increase in compressive
strength due to a decrease in the water-cement ratio is almost an order magnitude higher
than the corresponding increase in the tensile strength. A similar trend was reported by
Chen et al. [85] for cement mortars, where a significant decrease in the compressive-totensile strength ratio was observed with increasing porosity. Such interpretations allow
an expert to ensure that the functions learned by the ML models are reasonable and
physically sensible.
From Figure 8.7, it is evident that the water-cement ratio, curing age, and water-binder
ratio are the top three features contributing to both tensile and compressive strength
predictions. Among these, curing age seems to have a positive impact on the
compressive and tensile strengths, while water-cement and water-binder ratios seem to
have a negative impact. It should be noted that this observation is very well consistent
with the present understanding of the development of compressive and tensile strengths
in concrete upon curing. For other features, the SHAP values are mostly centered around
zero. These low values signify their lower importance towards the model output. In
other words, these parameters do not affect the tensile and compressive strength
significantly for the feature range observed in the dataset. It needs to be noted that
Figures 8.6(a) and (b) show the global importance factor of the input variables, and such
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global importance values are obtained as the average of the absolute SHAP value per
feature across the data. As such, these average SHAP values in Figures 8.6(a) and (b)
are path independent [72,86]. While Figures 8.6(a) and (b) provide the path-independent
global importance of the input variables, Figures 8.7(a) and (b) reveal the range and
distribution of impacts of input variables on the prediction of compressive strength and
tensile strength of concrete.

(a)

(b)
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Figure 8.7 SHAP violin plot for concrete (a) compressive strength and (b) tensile
strength using XGBoost
Figures 8.8(a) and (b) show the river flow plots for compressive strength and tensile
strength of concrete, respectively, using the XGBoost model. The expected model value
is the model output when values of any of the input features are not available. In other
words, when no information about the input features is available, the best estimate of
the output value will be the mean of the dataset used for training the model. Adding the
information about each of the input features one-by-one, followed by all possible
combinations, provides insight into the individual and the collective roles played by
each of the input features in governing the output property. To demonstrate this effect,
each line in the SHAP river flow plot (see Figure 8.8) corresponds to one data point.
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Figure 8.8 SHAP river flow plot for concrete (a) compressive and (b) tensile strengths
using the XGBoost model. Here the colors represent the output values of
compressive/tensile strength predicted by the model considering all the input features.
The blue color represents lower values of the output strengths, and the red color
indicates higher output strengths (for additional information, please refer to the
supplementary material H).
The line color represents the property value corresponding to the given data point, the
red color is associated with higher values and blue with the lower values. In other words,
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a red line represents a high compressive strength concrete, and blue represents a low
compressive strength one. The rise and fall of the line corresponding to each of the
features with respect to the expected value shows how these respective features control
the final property value. The features are arranged in increasing order of average SHAP
value from left to right of the x-axis. Interestingly, we observe that the curing age shows
a mixed effect. Specifically, for both compressive and tensile strengths, the curing age
seems to both increases as well as decrease the model predictions for concretes having
high compressive and tensile strengths (red lines). Similar trends are observed for
concrete with low tensile and compressive strengths as well (blue lines). Note that water
alone as a feature is not having a significant impact on any property. However, it
becomes the top contributing feature when it is used as a ratio with cement and binder.
While making model predictions, it is essential to understand how different features in
the model are dependent on each other. Many times, such dependencies may not be
revealed from simple correlations. Figures 8.9(a) and (b) show the interaction values
plot for compressive and tensile strengths. The interaction value plots reveal the
interdependencies between the input features for a given output. Note that the diagonal
value of the SHAP interaction plot corresponds to the mean SHAP value of the feature.
Here, for the sake of visualization, the values have been normalized between 0 to 1. As
expected, both water-binder and water-cement ratios exhibit strong dependency.
Interestingly, curing age also exhibits a dependency on these ratios. Among others, the
water-cement ratio exhibits a dependency on the crushed stone size, while the curing
age and water-binder ratio exhibit little or no dependency on it. Another similar feature
that seems to have a stronger dependency on the water-cement ratio is the sand ratio,
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although it has little or no dependency on the water-binder ratio. Indeed, water exhibits
dependency with both water-cement ratio and water-binder ratio in the case of both
tensile and compressive strengths. In 8. 9, it can be observed that the water-binder ratio
and water-cement ratio exhibit strong dependency. As such, evaluating the influence of
handcrafting of the input variables such as decoupling the water-cement ratio and using
feature engineering to compare the overall predictive performance of the models with
decoupled or independent variables can lead to an interesting future study. However,
for the context of this paper, since the dataset is experimentally retrieved from the
literature, the ML models are implemented here using all the original input features
reported in the dataset to avoid any preprocessing or add any prior knowledge by
decorrelating the input variables in the dataset. Moreover, it is the core of the machine
learning algorithms such as Neural Network to learn the pattern and find any correlation
and dependencies from the data which are shown in this paper.
Overall, the relative importance of different features is found to be similar between
compressive and tensile strength predictions using XGBoost. The visualizations
generated using SHAP values provide comprehensible insights into model predictions.
The interactions among different features reveal how a combination of the factors
influences the compressive and tensile strengths of concrete. An evaluation of such
relative importance of different features through interpretable ML can provide efficient
means to optimize the material quantity and quality for desired performance while also
gaining fundamental insights into the material behavior.
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(a)

(b)

Figure 8.9 SHAP interaction plot for concrete (a) compressive and (b) tensile
strengths using XGBoost model
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5. CONCLUSION
This paper presents the strength prediction for concretes using various ML approaches,
including PR, LASSO, SVM, RF, XGBoost, and NN. The dataset used in this study
corresponds to concrete mixtures with manufactured sand used as fine aggregates,
which makes it different from conventional concrete mixtures. Such modifications of
the components in concretes add more complexity to its composition-property
relationship. Besides, the dataset contains a significantly higher degree of missing data,
which makes it challenging to obtain good performance predictions. Using the ML
technique, the non-linear relationships between the inputs and the outputs are assessed,
which are overlooked by the physics or chemistry-based models. The model
performance of various ML techniques is evaluated based on the MSE and R 2. Among
all the trained models, XGBoost and NN exhibit excellent prediction efficacy when
kNN with ten neighbors (k=10) was leveraged for imputation of the missing data.
Moreover, the SHAP-based model interpretability technique is leveraged for the
interpretation of the predicted results in terms of the relative importance of different
input features. Based on SHAP values, it was found that the compressive strength and
the tensile strength of concrete are dominantly influenced by the water-to-cement ratio,
water-to-binder ratio, and curing age. Besides, the relative importance of all other
features such as sand ratio, fineness modulus of the manufactured sand, curing age, the
maximum size of the crushed stone, and tensile/compressive strength of the binder
phase are also reported. Such evaluation of the relative importance of different features
and their influence on the concrete strengths will potentially enable materials designers
296

and decision-makers to make informed decisions regarding the selection of appropriate
raw materials so as to obtain the desired strength performance.

Moreover, the

assessment of relative feature importance will potentially enable the development of
better physics and chemistry-based predictive models for the emerging sustainable
alternative concretes. Overall, the results in this paper demonstrate machine learning as
a promising tool to predict the strength of concrete based on the knowledge of their
mixture proportions. In the future, it is desirable to develop a more generalized model
using various feature engineering techniques, which can open up various promising
pathways for more efficient input feature selections by omitting the redundant input
features, thereby reducing the time for model training without sacrificing the model’s
accuracy.
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SUPPLEMENTARY MATERIALS
SUPPLEMENTARY MATERIAL A
A. Partial Structure Factors:
(a)

(b)

Figure SA.1 Partial structure factors for: (a) proposed NASH structure with interlayer
water and (b) NASH structure without interlayer water (random distribution of water)
In case of the NASH structure with interlayer water, the major contribution to the first
peak comes from the interaction of the interlayer network with the interlayer water as
highlighted by the partial structure factors (Figure SA.1(a)). Due to the reactive nature
of the interatomic potential, these interactions may, in turn, result in the dissociation of
water. In contrast, in the case of a random network, the interaction of the structure with
water molecules is limited. This is further highlighted by the figure SA.1(b).
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B. Reactive Forcefield for NASH
Reactive MD-force field: c/h/o/water/Al/Si/Fe (Pitman et al., JACS 2012)
39
! Number of general parameters
50.0000 !Overcoordination parameter
9.5469 !Overcoordination parameter
1.6725 !Valency angle conjugation parameter
1.7224 !Triple bond stabilisation parameter
6.8702 !Triple bond stabilisation parameter
60.4850 !C2-correction
1.0588 !Undercoordination parameter
4.6000 !Triple bond stabilisation parameter
12.1176 !Undercoordination parameter
13.3056 !Undercoordination parameter
-55.1978 !Triple bond stabilization energy
0.0000 !Lower Taper-radius
10.0000 !Upper Taper-radius
2.8793 !Not used
33.8667 !Valency undercoordination
6.0891 !Valency angle/lone pair parameter
1.0563 !Valency angle
2.0384 !Valency angle parameter
6.1431 !Not used
6.9290 !Double bond/angle parameter
0.3989 !Double bond/angle parameter: overcoord
3.9954 !Double bond/angle parameter: overcoord
-2.4837 !Not used
5.7796 !Torsion/BO parameter
10.0000 !Torsion overcoordination
1.9487 !Torsion overcoordination
-1.2327 !Conjugation 0 (not used)
2.1645 !Conjugation
1.5591 !vdWaals shielding
0.1000 !Cutoff for bond order (*100)
1.7602 !Valency angle conjugation parameter
0.6991 !Overcoordination parameter
50.0000 !Overcoordination parameter
1.8512 !Valency/lone pair parameter
0.5000 !Not used
20.0000 !Not used
5.0000 !Molecular energy (not used)
0.0000 !Molecular energy (not used)
0.7903 !Valency angle conjugation parameter
9 ! Nr of atoms; cov.r; valency;a.m;Rvdw;Evdw;gammaEEM;cov.r2;#
alfa;gammavdW;valency;Eunder;Eover;chiEEM;etaEEM;n.u.
cov r3;Elp;Heat inc.;n.u.;n.u.;n.u.;n.u.
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ov/un;val1;n.u.;val3,vval4
1.3817 4.0000 12.0000 1.8903 0.1838 0.9000 1.1341 4.0000
9.7559 2.1346 4.0000 34.9350 79.5548 5.9666 7.0000 0.0000
1.2114 0.0000 202.6057 8.9539 34.9289 13.5366 0.8563 0.0000
-2.8983 2.5000 1.0564 4.0000 2.9663 1.2000 0.2000 13.0000
H 0.8930 1.0000 1.0080 1.3550 0.0930 0.8203 -0.1000 1.0000
8.2230 33.2894 1.0000 0.0000 121.1250 3.7248 9.6093 1.0000
-0.1000 0.0000 61.6606 3.0408 2.4197 0.0003 1.0698 0.0000
-19.4571 4.2733 1.0338 1.0000 2.8793 1.0000 0.2000 12.0000
O 1.2450 2.0000 15.9990 2.3890 0.1000 1.0898 1.0548 6.0000
9.7300 13.8449 4.0000 37.5000 116.0768 8.5000 8.3122 2.0000
0.9049 0.4056 59.0626 3.5027 0.7640 0.0021 0.9745 0.0000
-3.5500 2.9000 1.0493 4.0000 2.9225 1.3000 0.2000 13.0000
Fe 1.9506 3.0000 55.8450 2.0308 0.1274 0.7264 -1.0000 3.0000
11.0534 2.2637 3.0000 0.0000 18.3725 1.2457 7.3021 0.0000
-1.2000 0.0000 66.4838 30.0000 1.0000 0.0000 0.8563 0.0000
-16.2040 2.7917 1.0338 6.0000 2.5791 1.3000 0.2000 13.0000
Cl 1.7140 1.0000 35.4500 1.9139 0.2000 0.3837 -1.0000 7.0000
11.5345 10.1330 1.0000 0.0000 0.0000 9.9614 6.5316 0.0000
-1.0000 3.5750 143.1770 6.2293 5.2294 0.1542 0.8563 0.0000
-10.2080 2.9867 1.0338 6.2998 2.5791 1.3000 0.2000 13.0000
Si 2.1932 4.0000 28.0600 1.8951 0.1737 0.8112 1.2962 4.0000
11.3429 5.2054 4.0000 21.7115 139.9309 4.0081 5.7104 0.0000
-1.0000 0.0000 128.2031 9.0751 23.8188 0.8381 0.8563 0.0000
-4.1684 2.0754 1.0338 4.0000 2.5791 1.4000 0.2000 13.0000
Al 2.1967 3.0000 26.9820 2.3738 0.2328 0.4558 -1.6836 3.0000
9.4002 3.9009 3.0000 0.0076 16.5151 1.6032 6.7003 0.0000
-1.0000 0.0000 78.4675 20.0000 0.2500 0.0000 0.8563 0.0000
-23.1826 1.5000 1.0338 8.0000 2.5791 1.4000 0.2000 13.0000
Ca 1.9927 2.0000 40.0870 2.7005 0.1848 0.7939 1.0000 2.0000
10.6123 27.5993 3.0000 38.0000 0.0000 -1.9372 6.5275 0.0000
-1.3000 0.0000 220.0000 49.9248 0.3370 0.0000 0.0000 0.0000
-2.0000 4.0000 1.0564 6.2998 2.9663 1.4000 0.0100 13.0000
Na 1.8000 1.0000 22.9898 2.8270 0.1872 0.4000 -1.0000 1.0000
10.0000 2.5000 1.0000 0.0000 0.0000 -1.2155 6.8737 0.0000
-1.0000 0.0000 23.0445 100.0000 1.0000 0.0000 0.8563 0.0000
-2.5000 3.9900 1.0338 8.0000 2.5791 1.4000 0.0100 13.0000
34
! Nr of bonds; Edis1;LPpen;n.u.;pbe1;pbo5;13corr;pbo6
pbe2;pbo3;pbo4;Etrip;pbo1;pbo2;ovcorr
1 1 158.2004 99.1897 78.0000 -0.7738 -0.4550 1.0000 37.6117 0.4147
0.4590 -0.1000 9.1628 1.0000 -0.0777 6.7268 1.0000 0.0000
1 2 169.4760 0.0000 0.0000 -0.6083 0.0000 1.0000 6.0000 0.7652
5.2290 1.0000 0.0000 1.0000 -0.0500 6.9136 0.0000 0.0000
2 2 153.3934 0.0000 0.0000 -0.4600 0.0000 1.0000 6.0000 0.7300
6.2500 1.0000 0.0000 1.0000 -0.0790 6.0552 0.0000 0.0000
1 3 164.4303 82.6772 60.8077 -0.3739 -0.2351 1.0000 10.5036 1.0000
C
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0.4475 -0.2288 7.0250 1.0000 -0.1363 4.8734 0.0000 0.0000
3 3 142.2858 145.0000 50.8293 0.2506 -0.1000 1.0000 29.7503 0.6051
0.3451 -0.1055 9.0000 1.0000 -0.1225 5.5000 1.0000 0.0000
2 3 160.0000 0.0000 0.0000 -0.5725 0.0000 1.0000 6.0000 0.5626
1.1150 1.0000 0.0000 0.0000 -0.0920 4.2790 0.0000 0.0000
1 4 133.0514 0.0000 0.0000 1.0000 -0.3000 1.0000 36.0000 0.0673
0.2350 -0.3500 15.0000 1.0000 -0.1143 4.5217 1.0000 0.0000
2 4 105.0054 0.0000 0.0000 -0.0717 0.0000 0.0000 6.0000 0.0505
0.1000 1.0000 0.0000 1.0000 -0.1216 4.5062 0.0000 0.0000
3 4 65.7713 0.0000 0.0000 0.1366 -0.3000 1.0000 36.0000 0.0494
0.9495 -0.3500 15.0000 1.0000 -0.0555 7.9897 1.0000 0.0000
4 4 38.7471 0.0000 0.0000 0.3595 -0.2000 0.0000 16.0000 0.2749
1.0000 -0.2000 15.0000 1.0000 -0.0771 6.4477 0.0000 0.0000
2 5 109.1686 0.0000 0.0000 -0.1657 -0.2000 0.0000 16.0000 1.2500
2.8463 -0.2000 15.0000 1.0000 -0.1111 5.2687 0.0000 0.0000
3 5 0.0000 0.0000 0.0000 0.5000 -0.2000 0.0000 16.0000 0.5000
1.0001 -0.2000 15.0000 1.0000 -0.1000 10.0000 0.0000 0.0000
4 5 0.0000 0.0000 0.0000 0.2500 -0.2000 0.0000 16.0000 0.5000
0.5000 -0.2000 15.0000 1.0000 -0.2000 10.0000 0.0000 0.0000
5 5 0.2500 0.0000 0.0000 0.1803 -0.2000 0.0000 16.0000 0.3356
0.9228 -0.2000 15.0000 1.0000 -0.1178 5.6715 0.0000 0.0000
1 6 0.0000 0.0000 0.0000 -0.6528 -0.3000 0.0000 36.0000 0.5000
10.0663 -0.3500 25.0000 1.0000 -0.1000 10.0000 0.0000 0.0000
2 6 250.0000 0.0000 0.0000 -0.7128 0.0000 1.0000 6.0000 0.1186
18.5790 1.0000 0.0000 1.0000 -0.0731 7.4983 0.0000 0.0000
3 6 261.9074 5.9533 0.0000 -0.6223 -0.3000 1.0000 36.0000 0.7275
10.1541 -0.2366 29.7817 1.0000 -0.1083 8.5924 6.0658 0.0000
6 6 70.9120 54.0531 30.0000 0.4931 -0.3000 1.0000 16.0000 0.0392
0.2476 -0.8055 7.1248 1.0000 -0.1009 8.7229 0.0000 0.0000
1 7 0.0000 0.0000 0.0000 -0.6528 -0.3000 0.0000 36.0000 0.5000
10.0663 -0.3500 25.0000 1.0000 -0.1000 10.0000 0.0000 0.0000
2 7 92.8579 0.0000 0.0000 -0.6528 -0.3000 0.0000 36.0000 0.1551
10.0663 -0.3500 25.0000 1.0000 -0.0842 7.1758 0.0000 0.0000
3 7 228.4876 0.0000 0.0000 -0.8524 -0.3000 0.0000 36.0000 0.1252
0.4016 -0.3500 25.0000 1.0000 -0.1750 5.2102 0.0000 0.0000
6 7 0.0000 0.0000 0.0000 1.0000 0.3000 0.0000 26.0000 1.0000
0.5000 0.0000 12.0000 1.0000 -0.2000 10.0000 0.0000 0.0000
7 7 34.0777 0.0000 0.0000 0.4832 -0.3000 0.0000 16.0000 0.5154
6.4631 -0.4197 14.3085 1.0000 -0.1463 6.1608 0.0000 0.0000
2 8 0.0000 0.0000 0.0000 -0.0203 -0.1418 1.0000 13.1260 0.0230
8.2136 -0.1310 0.0000 1.0000 -0.2692 6.4254 0.0000 24.4461
3 8 50.8757 0.0000 43.3991 1.0000 -0.3000 1.0000 36.0000 0.0025
0.7609 -0.2500 12.0000 1.0000 -0.0515 8.9041 1.0000 24.4461
6 8 0.0000 0.0000 0.0000 0.5000 -0.3000 1.0000 16.0000 0.5000
0.5000 -0.2500 15.0000 1.0000 -0.1000 9.0000 0.0000 0.0000
7 8 0.0000 0.0000 0.0000 0.5000 -0.3000 1.0000 16.0000 0.5000
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0.5000 -0.2500 15.0000 1.0000 -0.1000 9.0000 0.0000 0.0000
8 8 36.9494 0.0000 0.0000 -0.0412 -0.2000 0.0000 16.0000 0.3233
0.3708 -0.2000 10.0000 1.0000 -0.0822 4.2104 0.0000 0.0000
2 9 0.0000 0.0000 0.0000 -1.0000 -0.3000 1.0000 36.0000 0.7000
10.1151 -0.3500 25.0000 1.0000 -0.1053 8.2003 1.0000 0.0000
3 9 48.5875 0.0000 0.0000 -0.0157 -0.3000 1.0000 36.0000 0.5922
6.8772 -0.3500 25.0000 1.0000 -0.0630 7.8526 1.0000 0.0000
6 9 0.1000 0.0000 0.0000 0.2500 -0.5000 1.0000 35.0000 0.6000
0.5000 -0.5000 20.0000 1.0000 -0.2000 10.0000 1.0000 0.0000
7 9 0.0000 0.0000 0.0000 0.5000 -0.3000 1.0000 16.0000 0.5000
0.5000 -0.2500 15.0000 1.0000 -0.1000 9.0000 0.0000 0.0000
8 9 0.0000 0.0000 0.0000 0.5000 -0.3000 1.0000 16.0000 0.5000
0.5000 -0.2500 15.0000 1.0000 -0.1000 9.0000 0.0000 0.0000
9 9 60.0000 0.0000 0.0000 -0.3458 0.3000 0.0000 25.0000 0.2477
2.4578 -0.4000 12.0000 1.0000 -0.0513 4.5180 0.0000 0.0000
24 ! Nr of off-diagonal terms; Ediss;Ro;gamma;rsigma;rpi;rpi2
1 2 0.1239 1.4004 9.8467 1.1210 -1.0000 -1.0000
2 3 0.0283 1.2885 10.9190 0.9215 -1.0000 -1.0000
1 3 0.1345 1.8422 9.7725 1.2835 1.1576 1.0637
1 4 0.1358 1.8293 10.0425 1.6096 -1.0000 -1.0000
2 4 0.0640 1.6974 11.5167 1.3517 -1.0000 -1.0000
3 4 0.0846 1.4284 10.0808 1.8339 -1.0000 -1.0000
2 5 0.0568 1.6740 9.6297 1.2200 -1.0000 -1.0000
3 5 0.1927 2.2551 11.2308 -1.0000 -1.0000 -1.0000
4 5 0.1500 2.1500 11.0000 -1.0000 -1.0000 -1.0000
1 6 0.2000 1.9000 12.0000 -1.0000 -1.0000 -1.0000
2 6 0.2000 1.5207 12.9535 1.2125 -1.0000 -1.0000
3 6 0.2000 1.9048 10.8374 1.7163 1.2444 -1.0000
1 7 0.2000 1.9000 12.0000 -1.0000 -1.0000 -1.0000
2 7 0.0564 1.4937 12.0744 1.7276 -1.0000 -1.0000
3 7 0.1651 1.8998 11.2212 1.5416 -1.0000 -1.0000
6 7 0.0216 1.5025 11.8792 -1.0000 -1.0000 -1.0000
1 8 0.1000 1.9000 11.5000 -1.0000 -1.0000 -1.0000
2 8 0.0100 1.6000 13.2979 -1.0000 -1.0000 -1.0000
3 8 0.0955 1.7587 11.9417 1.9052 -1.0000 -1.0000
6 8 0.1000 1.9000 11.0000 -1.0000 -1.0000 -1.0000
7 8 0.1000 1.9000 11.0000 -1.0000 -1.0000 -1.0000
3 9 0.1574 1.5000 11.8005 1.5685 -1.0000 -1.0000
6 9 0.1315 2.0482 17.5616 -1.0000 -1.0000 -1.0000
7 9 0.1315 2.0482 17.5616 -1.0000 -1.0000 -1.0000
69 ! Nr of angles;at1;at2;at3;Thetao,o;ka;kb;pv1;pv2
1 1 1 59.0573 30.7029 0.7606 0.0000 0.7180 6.2933 1.1244
1 1 2 65.7758 14.5234 6.2481 0.0000 0.5665 0.0000 1.6255
2 1 2 70.2607 25.2202 3.7312 0.0000 0.0050 0.0000 2.7500
1 2 2 0.0000 0.0000 6.0000 0.0000 0.0000 0.0000 1.0400
1 2 1 0.0000 3.4110 7.7350 0.0000 0.0000 0.0000 1.0400
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2 0.0000 27.9213 5.8635 0.0000 0.0000 0.0000 1.0400
3 53.9517 7.8968 2.6122 0.0000 3.0000 58.6562 1.0338
3 76.9627 44.2852 2.4177 -25.3063 1.6334 -50.0000 2.7392
3 65.0000 16.3141 5.2730 0.0000 0.4448 0.0000 1.4077
1 72.6199 42.5510 0.7205 0.0000 2.9294 0.0000 1.3096
3 81.9029 32.2258 1.7397 0.0000 0.9888 68.1072 1.7777
3 80.7324 30.4554 0.9953 0.0000 3.0000 50.0000 1.0783
2 70.1101 13.1217 4.4734 0.0000 0.8433 0.0000 3.0000
3 75.6935 50.0000 2.0000 0.0000 1.0000 0.0000 1.1680
2 85.8000 9.8453 2.2720 0.0000 2.8635 0.0000 1.5800
3 0.0000 25.0000 3.0000 0.0000 1.0000 0.0000 1.0400
3 0.0000 15.0000 2.8900 0.0000 0.0000 0.0000 2.8774
3 0.0000 8.5744 3.0000 0.0000 0.0000 0.0000 1.0421
1 29.1655 3.3035 0.2000 0.0000 1.1221 0.0000 1.0562
4 59.8697 2.8115 1.9262 0.0000 0.7602 0.0000 1.4056
4 25.4591 15.9430 0.9664 0.0000 2.2242 0.0000 1.1088
4 88.6279 26.0015 1.0328 0.0000 0.2361 0.0000 2.0576
4 47.3695 16.9204 4.1052 0.0000 0.1000 0.0000 1.0050
2 34.1965 6.6782 6.5943 0.0000 1.3895 0.0000 1.5365
4 0.1000 30.0000 3.4094 0.0000 2.4379 0.0000 1.5166
4 0.0000 8.2994 5.7832 0.0000 2.9873 0.0000 1.7716
4 21.2590 6.5954 0.9951 0.0000 2.8006 0.0000 1.0000
4 180.0000 -6.9970 24.3956 0.0000 0.7878 0.0000 1.3672
4 90.0000 12.8684 1.4601 0.0000 0.8757 0.0000 1.0000
4 18.8567 24.3753 3.9647 0.0000 0.1000 0.0000 1.5314
3 79.7335 0.0100 0.1392 0.0000 0.4968 0.0000 2.1948
4 57.6787 4.8566 2.5768 0.0000 0.7552 0.0000 1.0000
4 59.4556 10.2025 0.7481 0.0000 1.4521 0.0000 1.0000
4 73.6721 32.6330 1.7223 0.0000 1.0221 0.0000 1.4351
4 65.7545 5.6268 4.0645 0.0000 1.7794 0.0000 2.6730
4 0.0000 4.6026 2.5343 0.0000 0.7284 0.0000 1.1051
3 34.0653 20.1868 4.7461 0.0000 0.1000 0.0000 1.6752
5 0.0000 0.0100 0.5211 0.0000 0.0000 0.0000 1.3859
6 78.5339 36.4328 1.0067 0.0000 0.1694 0.0000 1.6608
6 77.2616 5.0190 7.8944 0.0000 4.0000 0.0000 1.0400
2 75.7983 14.4132 2.8640 0.0000 4.0000 0.0000 1.0400
6 90.6812 31.1846 4.4543 0.0000 0.5073 0.0000 2.1809
3 73.6998 40.0000 1.8782 0.0000 4.0000 0.0000 1.1290
3 80.1361 36.2368 0.9504 0.0000 0.2624 0.0000 2.0787
6 80.4450 6.0739 1.7731 0.0000 3.2548 0.0000 1.0422
6 86.7611 7.1742 1.4013 0.0000 1.4999 0.0000 1.0400
6 103.4529 26.9589 1.3470 0.0000 1.7728 0.0000 1.3091
6 0.0000 47.1300 6.0000 0.0000 1.6371 0.0000 1.0400
6 0.0000 27.4206 6.0000 0.0000 1.6371 0.0000 1.0400
6 0.0000 5.0000 1.0000 0.0000 1.0000 0.0000 1.2500
7 0.0000 4.2750 1.0250 0.0000 1.3750 0.0000 1.4750
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2 2 7 0.0000 3.0000 1.0000 0.0000 1.0000 0.0000 1.2500
7 2 7 0.0000 20.2391 0.1328 0.0000 2.9860 0.0000 1.0870
2 3 7 88.1144 13.2143 1.5068 0.0000 3.0000 0.0000 1.0100
3 3 7 34.4326 25.9544 5.1239 0.0000 2.7500 0.0000 1.7141
7 3 7 21.6945 20.0000 4.0000 0.0000 0.6619 0.0000 1.9714
2 7 2 67.4229 4.5148 5.9702 0.0000 3.0000 0.0000 2.6879
2 7 3 41.8108 17.3800 2.6618 0.0000 0.7372 0.0000 1.0100
3 7 3 49.1145 11.8902 2.1383 0.0000 3.0000 0.0000 1.4790
2 7 7 180.0000 -26.7860 7.3549 0.0000 1.0000 0.0000 1.0252
2 7 7 78.2279 37.6504 0.4809 0.0000 1.0000 0.0000 2.9475
6 3 7 16.5023 0.0100 2.7027 0.0000 1.0000 0.0000 1.0000
3 6 7 88.2703 0.3954 0.2500 0.0000 0.5000 0.0000 2.1060
3 7 6 83.8306 0.3712 0.2500 0.0000 0.5000 0.0000 2.1153
3 8 3 1.0000 4.9611 2.4541 0.0000 0.5754 0.0000 1.0000
8 3 8 9.5066 4.2640 3.1438 0.0000 1.9819 0.0000 1.6463
2 3 8 51.3829 2.5000 0.2500 0.0000 0.0500 0.0000 1.0000
3 3 8 70.0000 25.0000 1.0000 0.0000 1.0000 0.0000 1.2500
2 3 9 72.0932 5.0000 1.0000 0.0000 1.0009 0.0000 1.2500
32 ! Nr of torsions;at1;at2;at3;at4;;V1;V2;V3;V2(BO);vconj;n.u;n
1 1 1 1 -0.2500 34.7453 0.0288 -6.3507 -1.6000 0.0000 0.0000
1 1 1 2 -0.2500 29.2131 0.2945 -4.9581 -2.1802 0.0000 0.0000
2 1 1 2 -0.2500 31.2081 0.4539 -4.8923 -2.2677 0.0000 0.0000
1 1 1 3 1.2799 20.7787 -0.5249 -2.5000 -1.0000 0.0000 0.0000
2 1 1 3 1.9159 19.8113 0.7914 -4.6995 -1.0000 0.0000 0.0000
3 1 1 3 -1.4477 16.6853 0.6461 -4.9622 -1.0000 0.0000 0.0000
1 1 3 1 0.4816 19.6316 -0.0057 -2.5000 -1.0000 0.0000 0.0000
1 1 3 2 1.2044 80.0000 -0.3139 -6.1481 -1.0000 0.0000 0.0000
2 1 3 1 -2.5000 31.0191 0.6165 -2.7733 -2.9807 0.0000 0.0000
2 1 3 2 -2.4875 70.8145 0.7582 -4.2274 -3.0000 0.0000 0.0000
1 1 3 3 -0.3566 10.0000 0.0816 -2.6110 -1.9631 0.0000 0.0000
2 1 3 3 -1.4383 80.0000 1.0000 -3.6877 -2.8000 0.0000 0.0000
3 1 3 1 -1.1390 78.0747 -0.0964 -4.5172 -3.0000 0.0000 0.0000
3 1 3 2 -2.5000 70.3345 -1.0000 -5.5315 -3.0000 0.0000 0.0000
3 1 3 3 -2.0234 80.0000 0.1684 -3.1568 -2.6174 0.0000 0.0000
1 3 3 1 1.1637 -17.3637 0.5459 -3.6005 -2.6938 0.0000 0.0000
1 3 3 2 -2.1289 12.8382 1.0000 -5.6657 -2.9759 0.0000 0.0000
2 3 3 2 2.5000 -22.9397 0.6991 -3.3961 -1.0000 0.0000 0.0000
1 3 3 3 2.5000 -25.0000 1.0000 -2.5000 -1.0000 0.0000 0.0000
2 3 3 3 -2.5000 -2.5103 -1.0000 -2.5000 -1.0000 0.0000 0.0000
3 3 3 3 -2.5000 -25.0000 1.0000 -2.5000 -1.0000 0.0000 0.0000
0 1 2 0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0 2 2 0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0 2 3 0 0.0000 0.1000 0.0200 -2.5415 0.0000 0.0000 0.0000
0 1 1 0 0.0000 50.0000 0.3000 -4.0000 -2.0000 0.0000 0.0000
0 3 3 0 0.5511 25.4150 1.1330 -5.1903 -1.0000 0.0000 0.0000
1 1 3 3 -0.0002 20.1851 0.1601 -9.0000 -2.0000 0.0000 0.0000
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1
3
2
2
0
1
3

3 3 1 0.0002 80.0000 -1.5000 -4.4848 -2.0000 0.0000
1 3 3 -0.1583 20.0000 1.5000 -9.0000 -2.0000 0.0000
6 6 2 0.0000 0.0000 0.0640 -2.4426 0.0000 0.0000
6 6 6 0.0000 0.0000 0.1587 -2.4426 0.0000 0.0000
2 6 0 0.0000 0.0000 0.1200 -2.4847 0.0000 0.0000
! Nr of hydrogen bonds;at1;at2;at3;Rhb;Dehb;vhb1
2 3 2.1200 -3.5800 1.4500 19.5000
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0.0000
0.0000
0.0000
0.0000
0.0000

SUPPLEMENTARY MATERIAL B
A. Nature of oxygen speciation in N-A-S-H with varying Si/Al ratio
This section evaluates the influence of Si/Al ratio on the oxygen speciation in N-A-SH. Figure SB.1(a) shows the distribution of bridging oxygen (BO), non-bridging oxygen
(NBO) and tricluster oxygen (TO) in N-A-S-H. Significant difference is observed with
the percentage of BO in NASH1 compared to NASH2 and NASH3. Similarly, for the
case of NBO in NASH1 compared to NASH2 and NASH3. This difference can be
attributed to the availability of Na to interact with Si-O network leading to Si-O-Na
interaction where more SiO2 content favors the interaction. Given the fact that the
interaction of Na and water to the network is itself complicated, it is difficult to draw
any conclusion based on BO and NBO as both Si and Al are network formers.
(a)

(b)

NASH1

NASH2

NASH3

NASH1

NASH2

NASH3

Figure SB. 1 (a) Nature of oxygen speciation, and (b) Different BO components in NA-S-H
However, clear difference is visible when the BO is decomposed into its components
where the content of Si-O-Si increases with increase in Si/Al ratio (as it is expected) as
shown in Figure SB.1(b). On the contrary, the content of Si-O-Al and Al-O-Al decreases
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with increase in Si/Al ratio. Nevertheless, the majority of the network structure is
formed by Si–O–Si and Si–O–Al bonds. The effect of decreasing BO also can be
observed from the medium-range order via ring structure. Where it is shown that smaller
rings were prominent with NASH3 and NASH2 and the least with NASH1. A trace of
TO is also observed in the structure. The presence of TO indicates the defect in the glass
structure. Such presence of TO is also observed in MD simulation of NAS glass[1].
Figure SB.1(b) shows the fraction of Si–O–Si, Si–O–Al and Al–O–Al in the BO. Figure
SB.2 shows the representative view of Si-O-Si, Si-O-Al, Al-O-Al, Si-O-H, Al-O-H, and
H2Ow. Table SB.1 exhibits the quantification of Si-[O,Ow]-H, Al-[O,Ow]-H, Na[O,Ow]-H, and H-Ow-H in the NASH structure with different Si/Al compositions. It is
clearly evident that more number of Si-[O,Ow]-H is observed for NASH3 where the
content of SiO 2 is high.
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Figure SB. 2 Representative atomic structure of NASH3 showing the presence of SiO-Si, Si-O-Al, Al-O-Al, Si-O-H, Al-O-H, and H2Ow. (Si: Navy blue, Al: Green, O &
Ow: White, H: Red and Na: Yellow).

Table SB.1 Quantification of different bond formation obtained by ReaxFF due to
dissociation of water
NASH1
(Si/Al=1)
NASH2
(Si/Al=2)
NASH3
(Si/Al=3)

Si-[O,Ow]-H

Al-[O,Ow]-H

Na-[O,Ow]-H

H-Ow-H

31.89%

15.85%

20.55%

31.71%

33.01%

5.31%

11.75%

34.53%

42.73%

4.67%

14.13%

20.77%

B. Diffusion coefficient of water in N-A-S-H
This section describes the linear correlation between mean squared displacement (MSD)
of water molecules with respect to time evolution as shown in Figure SB.3. Good linear
variations of MSD are observed between 3 ns to 8 ns. Henceforth, this range has been
used to compute the diffusion coefficient of water molecules for all the cases in this
paper with respect to different Si/Al ratios and different water contents. Similar
approach is also applied to compute the diffusion coefficient of sodium ions in the NA-S-H structure.
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)

)

(b)

(c)

Mean squared displacement (

Mean squared displacement (

)
Mean squared displacement (

(a)

Figure SB. 3 MSD plot of water with time for (a) NASH1 (Si/Al=1), (b) NASH2
(Si/Al=2), and (c) NASH3 (Si/Al=3) along with fitting curve and its R2 values (from 3
ns to 8 ns)
C. Pair distribution function and structure factor of NASH structures with
different water contents
In this section, the structural characteristic of N-A-S-H structure with different water
contents is validated with the experimental data. N-A-S-H structures with 5%, 10%,
15%, and 20% water content are denoted as NASH-5, NASH-10, NASH-15, and
NASH-20, respectively. Figure SB.4(a) shows the broadened pair distribution functions
(PDFs) obtained for N-A-S-H structures with different water contents using the
methodology explained in section 2.3 of the main article. Three distinct peaks are
observed from PDF. The initial peak at 1.0 Å corresponds to the D-O interaction (where
D refers to deuterium which is equivalent to O-H bond). The second peak at 1.62 Å is a
combination of Si-O and Al-O interactions. The other peak value at 2.6 Å corresponds
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to the O-O interactions. It is observed the constructed N-A-S-H structures especially for
NASH with water content equal to 15-20% are in excellent agreement with experimental
data signifying the viability of the constructed structures in terms of short-range order.
With a view to evaluate the viability of the constructed N-A-S-H structures in the
medium-range order, the neutron structure factor, computed for the constructed
molecular structures, is plotted against the experimental data as shown in Figure SB.4(b).
It is evident that the structure factor for NASH contains four distinct peaks, the position
of which correlates very well with the experimental observations. This indicates that the
N-A-S-H structure with water content in the range 15-20% represent the experimental
data effectively and hence presence of such water content in N-A-S-H is likely to be
realistic. Similar observations are reported experimentally in the literature.

(a)

(b)

Figure SB. 4 (a) Pair distribution function and (b) structure factor of the N-A-S-H
model with different water content, compared with the experimental data[2].

D. Influence of water content on the partial pair distribution function of different
interactions in N-A-S-H
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The local structure of the N-A-S-H gel with different water contents is investigated in
this section by computing the partial PDFs. Here, the discussion solely focuses on the
interactions of water and alkali species such as Na–O, Na–Ow, O–O, O–Ow, Ow–Ow,
O–H, and Ow–H. Figure SB.5(a) shows the partial PDF for Na–O interactions in NASH
with different water contents. From Figure SB.5(a) three peaks are observed. The first
peak at 2.30-2.35 Å corresponds to the interaction of Na with non-bridging oxygen
(NBO), which is also observed both numerically and experimentally[3–7], and the
second peak at 2.55 Å corresponds to the interaction of Na with bridging oxygen
(BO)[4]. However, the second peaks are not prevalent for the case when water is fully
equilibrated which is evident for all Si/Al ratio equal to 1, 2 and 3 (as shown in Figure
2.4 in the main article). This implies that the second peaks could be correlated with the
equilibration of the structure rather than the nature of the interaction between Na with
NBO. This indicates that the parameterization of ReaxFF recognizes two different
sodium-oxygen environments effectively. Figure SB.5(b) shows the interaction of Na
with water in the N-A-S-H structure. Here two peaks are observed between 2-2.35 Å.
Presence of such dual peak can be explained from the nature of Na around the vicinity
of water molecules, where the coordination of Na shows variation between 1 to 6[4].
The average coordination of Na + with Ow and O are found to be 5.3, 5.8, 5.8, and 5.5
for 5%, 10%, 15%, and 20% water content, respectively. Experimentally, the
coordination of Na around oxygen in aqueous solution lies in the range 4.3-6.2 Å[4–7].
This shows the consistency of the MD simulations with the experimental observations.
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(a)

(b)

Figure SB. 5 Partial PDF of (a) Na-O, and (b) Na-Ow for NASH structure with
different water content.
Figure SB.6(a) shows the partial PDF of tetrahedral oxygen in N-A-S-H with varying
water content. The first peak at 2.73-2.75 Å is present in all the structures irrespective
of water content and it corresponds to the O–O bond[3]. Such results suggest that the
O–O bond belonging to the ring structure is stable irrespective of the water content.
(a)

(b)

(c)

Figure SB. 6 Partial PDF of (a) O–O, (b) O–Ow, and (c) Ow–Ow where O (represent
to oxygen connected to polyhedral structure) and Ow (represent oxygen in water) for
NASH gel with 5% (NASH5), 10% (NASH10), 15% (NASH5), and 20%(NASH20)
water content, respectively.
Figure SB.6(b) shows the influence of water content on the of O–Ow interactions where
three distinct peaks are observed (2.75 Å, 3.3 Å and 5.3 Å). While the first peak at 2.75
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Å indicates interaction of O with the first neighboring atom (first coordination shell
between oxygen atoms) in water (Ow), the third peak at 5.3 Å corresponds to second
neighbor interactions. The first peak at 2.75 Å is also present in case of O–O and Ow–
Ow bonds as shown in Figure SB.6, and previous observations[8–11]. The second peak
observed at 3.3 Å is due to local interaction between the O and Ow present in the
hydrated glass structure with variation of water content. The second peak at 3.3 Å
weakens with increasing water content. Similar observations are shown for hydrated
disordered aluminosilicates in the literature[8]. Irrespective of the water content, the
peak at 5.3 Å corresponding to second neighbor interaction remains unaffected. Figure
SB.6(c) shows the partial PDF of Ow–Ow interaction in N-A-S-H. The peak at
2.76Å[12] is observed for all the cases. However, the second peaks are not prevalent in
this Ow-Ow interaction, which are attributed to the confined nature of water
molecules[8].
In order to get insight on the behavior of water in the disordered structure, a water bulk
system is simulated using the same ReaxFF. Note that a density of approximately 0.94
g/cm3 is obtained for bulk water using this potential, which is consistent with the value
reported in the literature[13–15]. Figure SB.7(a-b) shows the partial PDF for the O–H,
and Ow–H bonds. Both O–H and Ow–H bonds do not show any significant change in
bond lengths irrespective of water content. In case of Ow-H interaction, it is observed
that the behavior of the bonds for gel structure is similar to that of bulk water. Ow–H
interaction in bulk water is consistent with the behavior reported in the literature[12,16].
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(a)

(b)

Figure SB. 6 Partial PDF of (a) O–H, and (b) Ow–H (hydroxyl) where Ow (represent
oxygen in water), and H (represent hydrogen in water) for NASH gel with 5%
(NASH5), 10% (NASH10), 15% (NASH15), and 20% (NASH20) water content
respectively. For Ow-H, a partial PDF from bulk water is also plotted.
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SUPPLEMENTARY MATERIAL C
A. Partial PDF of Na-X (X=Al, Si, Na, O, Ow, H):
(a)

(b)

(c)

(d)

(e)

(f)

Figure SC.1 PDFs for: (a) Na-Al, (b) Na-Si, (c) Na-Na, (d) Na-O, (e) Na-Ow, and (f)
Na-H pairs with varying strain.
B. Cutoff distance
Table SC.1 presents the cutoff distance used to assess the nature of pair atoms during
fracture. The cutoff distance is chosen as the first minimum after the first peak of the
partial PDF.
Table SC.1 Cut-off distances used in the analysis to assess the nature of pair atoms
during fracture
Pair atoms

Cut-off (Å)

Pair atoms

Cut-off (Å)

Al-O

2.2

Na-Al

4.0

Si-O

2.0

Na-Si

4.0

Na-O

3.0

Al-Al

3.4
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Na-Na

4.0

Al-Si

4.0

O-H

1.35

Na-H

3.0
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SUPPLEMENTARY MATERIAL D
A. Correlation between the area of crack evaluated from conventional method
and that from energy-based method
The authors would like to thank the reviewer for raising this query. The fracture
toughness determined from indentation extensively relies on the choice of the indenter
geometry and the crack systems, e.g., median, radial, half-penny, cone, or lateral cracks
[1,2]. The general equation that relates fracture toughness with the crack length and
applied loads from indentation tests is expressed as [1,2]

where

/

=

( / , μ, ψ, / )

is the fracture toughness (for mode-I),

[1]

is the maximum indentation load,

c is the crack length denoted as the sum of the length of crack from indentation corner
(l) and the contact size (a), the distance from the center of the indentation to the corner
of the contact (i.e.,

=

+ ). E is the elastic modulus, H is the hardness, μ is the

Poisson’s ratio, and ψ is the axis-to-face angle of the pyramidal indenter. For a long

crack where c/a>>1, a simplified analysis as defined in a classic Lawn-Evans-Marshall
(LEM) model [3,4] is described as
=ξ ( / )

/

/

/

[2]

Where ξ is a material constant containing elements related to the geometry of the
indenter and the morphology of the crack and, other terms have the same meaning as

defined earlier. LEM model works well with a half-penny crack, which is prevalent
when testing brittle materials using Vickers indenter. In addition, such a model required
accurate measurements of crack lengths, which are challenging at small scales length.
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On the other hand, for Palmquist crack profiles, Laugier modified the equation and
expressed

with respect to the actual crack morphology as [5]
=χ ( /)

/

( / )

/

/

/

[3]

Where χ is a material constant that is calibrated using experimental data. In the case of

a Berkovich indenter, a radial crack morphology (Palmquist) [6] is mainly observed due
to the nonsymmetrical nature of an indenter and χ = 0.016 is adopted [7]. In this
argument, we will try to compare the fracture toughness using the above expression with
the one that is adopted in this study using the energy-based method expressed as
=
If the total length of the crack is
area

=

[4]
and the average thickness of crack is , then crack

. Using the value of fracture toughness obtained from MD simulation

in equation 3 and 4, it is found that

>

. This implied that the fracture toughness

evaluated from energy-based method will overestimate the actual fracture toughness
and can be considered as the upper bound limit. This approximation is only valid when
there is an existence of crack and the estimation of crack length is not possible as it is
in the current study. As discussed in the literature[8], detecting the cracks in the
nanoindentation using Berkovich is challenging and required a sophisticated and highresolution instrument to capture such cracks. For translucent or opaque materials where
the cracks may be difficult to observe, the load-displacement trace may be used to detect
the threshold load or displacement for cracking[8]. It is inferred that any discontinuities
in the gradient of the P-h trace can be correlated with the indentation cracks and hence
it can be used as an alternative means to detect the cracking threshold. Figure SD.1(a)
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shows the plot of the load-penetration depth from an experiment, and Figure SD.1(b)
show that variation of

=

(

)

with respect to penetration depth. The first peak in Fig.

1(b) indicates that the crack is nucleated and further increased in load will cause the
crack to propagate. It is to be noted that fracture toughness of N-A-S-H obtained from
MD simulation followed the same approach which has shown to validate well with the
experimentally value in silicate glass [9,10] and calcium silicate hydrate (C-S-H)[11].
We would like to remind that certain effect such as plastic deformation and the effect
from periodic boundary conditions in MD have been applied successfully before
evaluating the fracture properties following the procedure from Laurent et al.[9]
(a)

(b)
(i)

(ii)

Figure SD. 1 The plot for (a) P (load) vs h (penetration depth) from nanoindentation
on geopolymer paste, (b) Cc vs h. The vertical line-(i) signified the fracture threshold
and line-(ii) signified the maximum depth. The first vertical line coincides with the
discontinuity in the displacement which indicate that radial crack is propagated.
To further evaluate the crack propagation in the material, a finite element (FE) analysis
is performed. In this analysis, 3D simulations of an isotropic, elastic-plastic material
taken as cylindrical shape of diameter equal to 10 μ

and height of 3 μ , and a rigid

Berkovich pyramidal indenter (centerline-to-face angle of 65.3°) contacting the surface
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are adopted. The crack propagation is modelled using extended finite element model
(XFEM) where a maximum principal stress criterion (maxps) is used as crack evolution
and fracture energy was used for crack nucleation. The crack growth in the material is
dictated by its material properties, loading conditions, and the indenter geometry. Figure
SD.2(a) shows the stress distribution at the maximum penetration depth, (b) the loaddisplacement curve obtained from the analysis where P is the reaction force and h,
refers to the total displacement of the tip indenter from the initial point of contact. The
simulated load-displacement behavior is consistent with the experimental behavior.
Such good correlation ensured the validity of the material model which is demonstrated
below. It worth mentioning that the crack propagation is comparatively small, as shown
in Fig 2(a). To obtain the realistic material model using the available data from the
geopolymer sample, an inverse finite element model is performed to obtain the intrinsic
properties of N-A-S-H. Here,

is the tensile stress obtained by performing tensile

split test on a geopolymer sample, σ

is the maximum tensile stress obtain from FE

analysis and its corresponding tensile strain (ϵ ).

is the Young’s modulus of the

material at each step. In this framework, the target parameter is the tensile strength
and the input parameters are the elastic modulus and the maximum tensile strength and
its corresponding strain of the N-A-S-H properties. The error between the output and
the input parameters is minimized until the optimum values are obtained. The flowchart
of the framework is presented in Figure SD.3. First, the RVE (representative volume
element) of the unit cell is generated from the known distribution of pores as void and
N-A-S-H (calculated from the statistical indentation analysis) and the structure is
uniaxially loaded to obtain the maximum tensile stress. Here, the material is modelled
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as an elastic plastic model. The properties obtained after homogenization are then
upscale to the next phase where the obtained properties are modelled as a matrix and
the unreacted fly-ash particles as inclusion. Here, the inclusion is modelled as a stiff
material with Young modulus equal to 60 GPa and Poisson’s ratio of 0.25. The structure
is then axially loaded in a homogenized structure till the yield point is achieved and the
corresponding tensile strength is stored and compared with that from the experiments.
The whole process continues till the error is minimized. The analysis is performed using
Abaqus software package[12] and Matlab [13].
(a)

(b)
MPa

(c)

mm
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Figure SD. 2 (a) Maximum principal stress distribution obtained from FE analysis, (b)
comparison of the P vs H curve between simulated data and experimental data, (d)
displacement plot from simulated nanoindentation analysis.
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Figure SD. 3 A workflow used to obtain the fracture properties of N-A-S-H from
known tensile strength of geopolymer paste.
B. Comparison between the partial distribution function (PDF) obtained from
simulation and that from experiment
To provide better judgement on the validation of the structural properties from MD
simulation, the Wright factor is computed to compare the degree of agreement between
the computed pair distribution function (PDF) and the experimental data. The Wright
factor is expressed as[14]:
ℛ =

∑

( ))
( ( )−
∑ (
( ))
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[5]

where

( ) is the experimental total PDF. These factors are calculated over the

range from 1 Å to 10 Å and the computed ℛ for NASH is and 7.8%. Since ℛ below
12 % can be considered as a good agreement [14], this implies that NASH structures

with water contents in the range of 15-20% represent the realistic water content in the
NASH gel.
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SUPPLEMENTARY MATERIAL E
A. PREDICTION OF CONSTITUTIVE BEHAVIOR USING COMMON
MACHINE LEARNING TECHNIQUES
A.1 Polynomial Regression (PR)
Polynomial regression is a generalization of linear regression in which the selected
predictors are mapped to a higher dimensional feature space according to the desired
polynomial order. Polynomial regression is relatively easier to interpret when the
polynomial order is low, indicating a lower-dimensional correlation between the
dependent variable(s) and the mapped feature coordinates. In general, polynomial
regression with Nth degree can be expressed as:

where

=

+ ∑

[1]

is the input variable (or predictor variable) and y is the output (or response)

variable. The terms

and

are the fitting parameters corresponding to each degree .

In matrix form, the formulation can be separated into two phases. First, the vector of
predictors is mapped to higher polynomial dimensions, i.e.,

, = 2, 3, … , . Second,

the mapped higher-order polynomial predictors are used to formulate a regression
problem identical to the linear regression,
=

+

[2]

Using the least-square method, the coefficients (

and

) can be estimated by

minimizing the error, which is the sum of the squared difference between the true
responses with those predicted responses. Hence, the complexity of the PR models
highly depends on the choice of the Nth polynomial degree considered. After obtaining
and , the unknown variable vector can be obtained from the new predictor vectors,
as follows:
=

+

[3]

The linear model with polynomial mapped features is selected by comparing the MSE
with increasing polynomial order of the features. Without losing generality, the
polynomial features are not limited to only the crossing terms. Figure SE.1 (a) and (b)
plots the mean MSE and R2 respectively considering all nine elastic constants. As one
can observe from Figure SE.1(a), the MSE for both train and validation set decreases
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with an increase in polynomial order up to a polynomial order of 3 beyond which the
MSE for validation set starts to increase whereas the train set shows relatively less
variations in MSE. To further complement the accuracy of the models, the
is given in Figure SE.1(b), which shows relatively constant R2 for the

corresponding

train set and a significant decrease in R2 for the validation set with an increase in
polynomial order.
(a)

(b)

Figure SE.1 (a) MSE and (b)
values of the polynomial regression models as a
function the maximum polynomial order considered in each model as obtained for the
train and validation set
Such trends beyond a polynomial order of 3 imply overfitting. To shed more light on
this, Figure SE.2 plots MSE for all the elastic constants individually as functions of
polynomial order.
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Figure SE.2 Comparison of the predicted stiffness components by polynomial
regression (with a degree equal to 3) and measured value which is computed by
molecular dynamics simulation.
Beyond a polynomial order of 3, almost all the cases show a significant increase in MSE
for validation set with an increase in polynomial order. The train set also shows an
irregular trend beyond a polynomial order of 3 (for the case of

and

). The overall

trend (the validation errors deviate farther from the train errors with increase in
polynomial order beyond 3) from Figure SE.2 indicates significant overfitting effects
beyond the polynomial order of 3 (except for the case of

and

). As such, an ideal

polynomial order of 3 is chosen here.
The prediction results are shown in the Figure SE.3 by directly overlaying the prediction
over the train sets and the validation sets for all nine components of the elastic modulus.
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Figure SE.3 Comparison of the predicted stiffness components by polynomial
regression (with a degree equal to 3) and measured value which is computed by
molecular dynamics simulation.
While for most of the cases higher R 2 values are obtained, a few cases (such as C13, C55,
C23) show relatively lower R2 values due to the presence of irregularities in the C-S-H
structure in the form of interlayer spaces. Nevertheless, the overall results suggest that
reasonable prediction accuracies (R 2>0.7) can be achieved for all the elastic constants
of C-S-H.
A.2 Support Vector Machine (SVM)
The support vector machine is a support vector classifier that determines the best
separating hyperplanes in a higher-dimensional space of the original space of the
predictors[1]. The realization of raising the predictors to a space of higher dimension is
based on the kernel tricks applied to the predictors. The support vector regression is a
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convex optimization problem which gives a unique solution to a given set of predictors
and responses. The support vector regression can be expressed as follows,
,

1/2 |β| + ∑|ξ | subject to |

− β⊺

− β | ≤ ϵ + |ξ |

[4]

Where ϵ is the pre-defined margin size or the maximum error tolerated by the model, ξ

is the slack variable which accounts for the tolerance of out-of-margin data points, and
is the constraint of overall tolerance of the out-of-margin cases for finding the SVM
model. This constraint acts as a regularization term. As

increases, the regression result

is less prone to overfitting the given data. In this study, a radial basis function (RBF)
kernel is adopted.
Figure SE.4(a) and (b) show the plot of MSE and

of the SVM model (with RBF

kernel) with increasing gamma ( ) value.

value

value

Figure SE.4 (a) MSE value of the support vector machine models (with RBF kernel)
as a function of gamma value considered in each model as obtained for the train and
validation set. (b)
of the train set and validation set with respect to the gamma
value considered in each model.
It is observed that with a low gamma value, the model is underfitting and the error value
is comparatively higher for both train and validation set. On the contrary, with high
gamma value, the MSE of the validation set starts increasing, and for

starts

decreasing as shown in Figure SE.4(a) and (b). An optimum gamma value of 0.46 is
chosen where minimum MSE and high

for validation set is achieved. The C value

adopted in this model is 100. Using the optimal gamma value of 0.46, the prediction
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results are plotted against measured values from MD simulations in Figure SE.5 for all
the elastic constants.

Figure SE.5 Comparison of the predicted stiffness components by SVM (with gamma
value equal to 0.46) and measured values which are computed by molecular dynamics
simulation.
The

value for different outputs are also computed. While the algorithm performs

well for C11, C22, C66, and C12, some of the components (such as C13) show relatively
lower

values for validation set.

A.3 k-Nearest Neighbor (kNN)
kNN is a simple ML technique that is used for both classification and regression
problems. In kNN, the predictions are based on the entire train dataset by calculating
the similarity between the input sample and each training instance. It is also a non338

parametric model as it does not make strong assumptions about the internal mapping
function and this is added to the model to be more flexible as it has the freedom to learn
any functions from the training dataset. Specifically, KNN regression is implemented
based on the K nearest neighbors for each query point, and K is a model hyperparameter
defined by the user. There are generally two modes in terms of calculating contributions
from each neighbor of the query point. These are equal weight contribution, and inverse
distance weight contribution. In this work, we have used the conventional equal weight
contribution mode.
Figure SE.6(a) and (b) show the plot of MSE and

obtained from k-nearest neighbors

(considering mean error for all the nine elastic constants) with an increase in k-value.

Figure SE.6 (a) MSE and (b)
values of the k-nearest neighbor models as a
function of k-value considered in each model as obtained for the train and validation
set. The optimal order is chosen for such a model where minimum MSE and maximum
of the validation set are observed.
Here, the k-value characterizes the complexity of the model. For a very low value of k
(equal to 1), the model tends to overfit for the train set which leads to high error values
when tested with the validation set. On the other hand, for a high value of k, the model
performs poorly on both the train and validation set. It can be clearly seen from the
Figure SE.6(a) that the validation error reaches minima and

value reaches its peak at

a value of k equals to 4. Any further increase in k values does not improve the prediction
accuracy. Thus, a k-value equals to 4 can be taken as the optimum value for the model.
Figure SE.7 shows the predicted response vs measured values from MD simulations for
all the elastic constants with the corresponding
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values. Overall, the k-Nearest

Neighbor algorithm shows good prediction accuracy for C11, C22, C12, and C66 whereas
the

values are found to be relatively lower for the others.

Figure SE.7 Comparison of the predicted stiffness components by kNN (with k = 4)
and measured values which are computed by molecular dynamics simulation.
A.4 Decision tree
Decision trees are a family of ML techniques that are used for both classification and
regression problems [2–4]. While the other regression methods such as neural network
fit a set of parameters in a mathematical formula, decision trees are “rule-based” models
where they aim to identify logical splits in the data [2]. In this algorithm, the input space
is split into a series of partitions (also denoted as leaf nodes), and then a simple model
(i.e., often simply a constant value) is used to predict the output in each leaf node [2].
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The splits are selected such that a minimum value of error is obtained. A popular method
to determine the splits is the classification and regression tree (CART) algorithm [5].
This model overfits the data points when the size of the tree is too large or when each
leaf-node contains an insufficient number of data points [2,5].
Figure SE.8(a) and (b) show the plot of MSE and

obtained from the decision tree

algorithm respectively with an increase in the size of the trees (or maximum depth).

Figure SE.8 (a) MSE and (b)
values of the decision tree model as a function of
max depth considered in each model as obtained for the train and validation set. The
optimal order is chosen for such a model where minimum MSE and maximum
of
the validation set are observed.
Here, the maximum depth characterizes the complexity of the model. It is observed that
at a maximum depth of 5, a minimum MSE and maximum

of the validation data is

achieved. Thus, a model complexity equals to 5 is considered as the best model for this
dataset. With further increase in the model complexity, the MSE of the train set
decreases however the MSE for the validation data increases. This show that the model
has experienced an overfitting problem with further increase in maximum depth beyond
5, and this is also true for

plot.

To assess the accuracy of the models, the predicted values (with max depth = 5) and the
measured values from MD simulations for all the elastic constants are shown in Figure
SE.9 with corresponding

values. Compared to the overall trends observed for other

algorithms, here the model’s prediction accuracy is comparatively lower for both the
training set and test set.
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Figure SE.9 Comparison of the predicted stiffness components by decision tree (with
a maximum depth equal to 5) and measured values which are computed by molecular
dynamics simulation.
A.5 Random Forest (RF)
Random forest is a decision forest or decision tree method that belongs to ensemble
learning. It is an average of a large collection of decorrelated decision trees. Such an
ensemble method can both increase the prediction accuracy and reduce over-fitting
problems [2]. In this model, a large number of trees are trained individually using only
a subset of the input variables [2,3]. In each tree, a bootstrap sample of the training data
is used instead of the entire set of train data. This procedure is known as bootstrap
aggregation or bagging [2]. The predictions of each individual are then averaged to
obtain the prediction of the random forest ensemble. This method is similar to boosting
in many aspects but can be easily trained and manipulated.
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Figure SE.10(a) and (b) show the plot of MSE and

values respectively (mean values

from all nine elastic constant cases) offered by random forest algorithm with an increase
in the number of trees. Here, the number of trees characterize the complexity of the
model. As observed from the Figure SE.10, the minimum MSE for validation set is
observed when the number of trees equals to 9 and no significant change is observed
for

. It is noticed that the MSE of the train set and validation set only plateaus upon

increasing the number of trees and this indicates that the RF does not yield any
noticeable overfitting at high model complexity.

Figure SE.10 (a) MSE and (b)
values of the Random Forest models as a function
of the number of trees considered in each model as obtained for the train and
validation set. The optimal order is chosen for such a model where minimum MSE and
maximum
of the validation set are observed.
To assess the accuracy of the models, Figure SE.11 represents the prediction value
obtained from the best RF model with the number of trees equal to 9 against measured
values computed from MD. It is observed that the RF model performed better than the
decision tree. However, it failed to accurately predict for some elastic constant such as
C23.
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Figure SE.11 Comparison of the predicted stiffness components by random forest
(with number of trees equal to 9) and measured values which are computed by
molecular dynamics simulation.
A.6 GP with Matern kernel
Figure SE.12 shows the prediction of GPR with the Matern kernel against the measured
value computed by MD simulation. Here, the GPR model is trained with the train set
using the marten kernel along with white noise. The model is updated till the
hyperparameters converged to a global optimum. Overall, the prediction accuracies
using GP with Matern kernel are found to be similar to the ones obtained using GP with
rbf kernel.
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Figure SE.12 Comparison of the predicted elastic constants by GPR (with Matern
kernel) and measured values which are computed by molecular dynamics simulation.
The error bars shown for each value represent standard deviation around the mean
values.
A.7 Hyperparameter tuning for NN
In this work, a multilayer perceptron (MLP) approach is implemented which is a class
of feedforward neural network containing an input layer, a hidden layer, and an output
layer. The MLP NN model is trained using the back-propagation algorithm. Here, two
hidden layers are trained with varying numbers of neurons. Figure SE.13(a) and (b) plot
the mean MSE and

from all nine elastic constants obtained from the MLP-NN (with

two hidden layers) with respect to increasing neurons (which characterizes the model
complexity).
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(a)

(b)

Figure SE.13 (a) MSE and (b)
values of the neural network as a function of the
number of neurons for the train and validation set.
Based on the trends observed in the Figure SE.3(a) and 3(b), the optimum order is
chosen for the model where minimum MSE and high

for the validation set is

achieved where the number of neurons is 9. The other hyperparameters that are adopted
here are: (i) adam optimizer, (ii) learning rate = 5e-3, epochs = 400, and batch size = 32.
A.8 SHAP values for elastic constants

Figure SE.14 SHAP values for various compositions for (a) C22, (b) C 55, (c) C12 and
(d) C13, and (d) C23.
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C. REAXFF POTENTIAL
Reactive MD-force field: C/Si/O/Al/Ca used in Pitman and van Duin, JACS 2012
39
! Number of general parameters
50.0000 !Overcoordination parameter
9.5469 !Overcoordination parameter
1.6725 !Valency angle conjugation parameter
1.7224 !Triple bond stabilisation parameter
6.8702 !Triple bond stabilisation parameter
60.4850 !C2-correction
1.0588 !Undercoordination parameter
4.6000 !Triple bond stabilisation parameter
12.1176 !Undercoordination parameter
13.3056 !Undercoordination parameter
-55.1978 !Triple bond stabilization energy
0.0000 !Lower Taper-radius
10.0000 !Upper Taper-radius
2.8793 !Not used
33.8667 !Valency undercoordination
6.0891 !Valency angle/lone pair parameter
1.0563 !Valency angle
2.0384 !Valency angle parameter
6.1431 !Not used
6.9290 !Double bond/angle parameter
0.3989 !Double bond/angle parameter: overcoord
3.9954 !Double bond/angle parameter: overcoord
-2.4837 !Not used
5.7796 !Torsion/BO parameter
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10.0000 !Torsion overcoordination
1.9487 !Torsion overcoordination
-1.2327 !Conjugation 0 (not used)
2.1645 !Conjugation
1.5591 !vdWaals shielding
0.1000 !Cutoff for bond order (*100)
1.7602 !Valency angle conjugation parameter
0.6991 !Overcoordination parameter
50.0000 !Overcoordination parameter
1.8512 !Valency/lone pair parameter
0.5000 !Not used
20.0000 !Not used
5.0000 !Molecular energy (not used)
0.0000 !Molecular energy (not used)
0.7903 !Valency angle conjugation parameter
8 ! Nr of atoms; cov.r; valency;a.m;Rvdw;Evdw;gammaEEM;cov.r2;#
alfa;gammavdW;valency;Eunder;Eover;chiEEM;etaEEM;n.u.
cov r3;Elp;Heat inc.;n.u.;n.u.;n.u.;n.u.
ov/un;val1;n.u.;val3,vval4
C 1.3817 4.0000 12.0000 1.8903 0.1838 0.9000 1.1341 4.0000
9.7559 2.1346 4.0000 34.9350 79.5548 5.9666 7.0000 0.0000
1.2114 0.0000 202.6057 8.9539 34.9289 13.5366 0.8563 0.0000
-2.8983 2.5000 1.0564 4.0000 2.9663 1.2000 0.2000 13.0000
H 0.8930 1.0000 1.0080 1.3550 0.0930 0.8203 -0.1000 1.0000
8.2230 33.2894 1.0000 0.0000 121.1250 3.7248 9.6093 1.0000
-0.1000 0.0000 61.6606 3.0408 2.4197 0.0003 1.0698 0.0000
-19.4571 4.2733 1.0338 1.0000 2.8793 1.0000 0.2000 12.0000
O 1.2450 2.0000 15.9990 2.3890 0.1000 1.0898 1.0548 6.0000
9.7300 13.8449 4.0000 37.5000 116.0768 8.5000 8.3122 2.0000
0.9049 0.4056 59.0626 3.5027 0.7640 0.0021 0.9745 0.0000
-3.5500 2.9000 1.0493 4.0000 2.9225 1.3000 0.2000 13.0000
Fe 1.9506 3.0000 55.8450 2.0308 0.1274 0.7264 -1.0000 3.0000
11.0534 2.2637 3.0000 0.0000 18.3725 1.2457 7.3021 0.0000
-1.2000 0.0000 66.4838 30.0000 1.0000 0.0000 0.8563 0.0000
-16.2040 2.7917 1.0338 6.0000 2.5791 1.3000 0.2000 13.0000
Cl 1.7140 1.0000 35.4500 1.9139 0.2000 0.3837 -1.0000 7.0000
11.5345 10.1330 1.0000 0.0000 0.0000 9.9614 6.5316 0.0000
-1.0000 3.5750 143.1770 6.2293 5.2294 0.1542 0.8563 0.0000
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-10.2080 2.9867 1.0338 6.2998 2.5791 1.3000 0.2000 13.0000
Si 2.1932 4.0000 28.0600 1.8951 0.1737 0.8112 1.2962 4.0000
11.3429 5.2054 4.0000 21.7115 139.9309 4.0081 5.7104 0.0000
-1.0000 0.0000 128.2031 9.0751 23.8188 0.8381 0.8563 0.0000
-4.1684 2.0754 1.0338 4.0000 2.5791 1.4000 0.2000 13.0000
Al 2.1967 3.0000 26.9820 2.3738 0.2328 0.4558 -1.6836 3.0000
9.4002 3.9009 3.0000 0.0076 16.5151 1.6032 6.7003 0.0000
-1.0000 0.0000 78.4675 20.0000 0.2500 0.0000 0.8563 0.0000
-23.1826 1.5000 1.0338 8.0000 2.5791 1.4000 0.2000 13.0000
Ca 1.9927 2.0000 40.0870 2.7005 0.1848 0.7939 1.0000 2.0000
10.6123 27.5993 3.0000 38.0000 0.0000 -1.9372 6.5275 0.0000
-1.3000 0.0000 220.0000 49.9248 0.3370 0.0000 0.0000 0.0000
-2.0000 4.0000 1.0564 6.2998 2.9663 1.4000 0.0100 13.0000
28
! Nr of bonds; Edis1;LPpen;n.u.;pbe1;pbo5;13corr;pbo6
pbe2;pbo3;pbo4;Etrip;pbo1;pbo2;ovcorr
1 1 158.2004 99.1897 78.0000 -0.7738 -0.4550 1.0000 37.6117 0.4147
0.4590 -0.1000 9.1628 1.0000 -0.0777 6.7268 1.0000 0.0000
1 2 169.4760 0.0000 0.0000 -0.6083 0.0000 1.0000 6.0000 0.7652
5.2290 1.0000 0.0000 1.0000 -0.0500 6.9136 0.0000 0.0000
2 2 153.3934 0.0000 0.0000 -0.4600 0.0000 1.0000 6.0000 0.7300
6.2500 1.0000 0.0000 1.0000 -0.0790 6.0552 0.0000 0.0000
1 3 164.4303 82.6772 60.8077 -0.3739 -0.2351 1.0000 10.5036 1.0000
0.4475 -0.2288 7.0250 1.0000 -0.1363 4.8734 0.0000 0.0000
3 3 142.2858 145.0000 50.8293 0.2506 -0.1000 1.0000 29.7503 0.6051
0.3451 -0.1055 9.0000 1.0000 -0.1225 5.5000 1.0000 0.0000
2 3 160.0000 0.0000 0.0000 -0.5725 0.0000 1.0000 6.0000 0.5626
1.1150 1.0000 0.0000 0.0000 -0.0920 4.2790 0.0000 0.0000
1 4 133.0514 0.0000 0.0000 1.0000 -0.3000 1.0000 36.0000 0.0673
0.2350 -0.3500 15.0000 1.0000 -0.1143 4.5217 1.0000 0.0000
2 4 105.0054 0.0000 0.0000 -0.0717 0.0000 0.0000 6.0000 0.0505
0.1000 1.0000 0.0000 1.0000 -0.1216 4.5062 0.0000 0.0000
3 4 65.7713 0.0000 0.0000 0.1366 -0.3000 1.0000 36.0000 0.0494
0.9495 -0.3500 15.0000 1.0000 -0.0555 7.9897 1.0000 0.0000
4 4 38.7471 0.0000 0.0000 0.3595 -0.2000 0.0000 16.0000 0.2749
1.0000 -0.2000 15.0000 1.0000 -0.0771 6.4477 0.0000 0.0000
2 5 109.1686 0.0000 0.0000 -0.1657 -0.2000 0.0000 16.0000 1.2500
2.8463 -0.2000 15.0000 1.0000 -0.1111 5.2687 0.0000 0.0000
3 5 0.0000 0.0000 0.0000 0.5000 -0.2000 0.0000 16.0000 0.5000
349

1.0001 -0.2000 15.0000 1.0000 -0.1000 10.0000 0.0000 0.0000
4 5 0.0000 0.0000 0.0000 0.2500 -0.2000 0.0000 16.0000 0.5000
0.5000 -0.2000 15.0000 1.0000 -0.2000 10.0000 0.0000 0.0000
5 5 0.2500 0.0000 0.0000 0.1803 -0.2000 0.0000 16.0000 0.3356
0.9228 -0.2000 15.0000 1.0000 -0.1178 5.6715 0.0000 0.0000
1 6 0.0000 0.0000 0.0000 -0.6528 -0.3000 0.0000 36.0000 0.5000
10.0663 -0.3500 25.0000 1.0000 -0.1000 10.0000 0.0000 0.0000
2 6 250.0000 0.0000 0.0000 -0.7128 0.0000 1.0000 6.0000 0.1186
18.5790 1.0000 0.0000 1.0000 -0.0731 7.4983 0.0000 0.0000
3 6 261.9074 5.9533 0.0000 -0.6223 -0.3000 1.0000 36.0000 0.7275
10.1541 -0.2366 29.7817 1.0000 -0.1083 8.5924 6.0658 0.0000
6 6 70.9120 54.0531 30.0000 0.4931 -0.3000 1.0000 16.0000 0.0392
0.2476 -0.8055 7.1248 1.0000 -0.1009 8.7229 0.0000 0.0000
1 7 0.0000 0.0000 0.0000 -0.6528 -0.3000 0.0000 36.0000 0.5000
10.0663 -0.3500 25.0000 1.0000 -0.1000 10.0000 0.0000 0.0000
2 7 92.8579 0.0000 0.0000 -0.6528 -0.3000 0.0000 36.0000 0.1551
10.0663 -0.3500 25.0000 1.0000 -0.0842 7.1758 0.0000 0.0000
3 7 228.4876 0.0000 0.0000 -0.8524 -0.3000 0.0000 36.0000 0.1252
0.4016 -0.3500 25.0000 1.0000 -0.1750 5.2102 0.0000 0.0000
6 7 0.0000 0.0000 0.0000 1.0000 0.3000 0.0000 26.0000 1.0000
0.5000 0.0000 12.0000 1.0000 -0.2000 10.0000 0.0000 0.0000
7 7 34.0777 0.0000 0.0000 0.4832 -0.3000 0.0000 16.0000 0.5154
6.4631 -0.4197 14.3085 1.0000 -0.1463 6.1608 0.0000 0.0000
2 8 0.0000 0.0000 0.0000 -0.0203 -0.1418 1.0000 13.1260 0.0230
8.2136 -0.1310 0.0000 1.0000 -0.2692 6.4254 0.0000 24.4461
3 8 50.8757 0.0000 43.3991 1.0000 -0.3000 1.0000 36.0000 0.0025
0.7609 -0.2500 12.0000 1.0000 -0.0515 8.9041 1.0000 24.4461
6 8 0.0000 0.0000 0.0000 0.5000 -0.3000 1.0000 16.0000 0.5000
0.5000 -0.2500 15.0000 1.0000 -0.1000 9.0000 0.0000 0.0000
7 8 0.0000 0.0000 0.0000 0.5000 -0.3000 1.0000 16.0000 0.5000
0.5000 -0.2500 15.0000 1.0000 -0.1000 9.0000 0.0000 0.0000
8 8 36.9494 0.0000 0.0000 -0.0412 -0.2000 0.0000 16.0000 0.3233
0.3708 -0.2000 10.0000 1.0000 -0.0822 4.2104 0.0000 0.0000
21 ! Nr of off-diagonal terms; Ediss;Ro;gamma;rsigma;rpi;rpi2
1 2 0.1239 1.4004 9.8467 1.1210 -1.0000 -1.0000
2 3 0.0283 1.2885 10.9190 0.9215 -1.0000 -1.0000
1 3 0.1345 1.8422 9.7725 1.2835 1.1576 1.0637
1 4 0.1358 1.8293 10.0425 1.6096 -1.0000 -1.0000
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2 4
3 4
2 5
3 5
4 5
1 6
2 6
3 6
1 7
2 7
3 7
6 7
1 8
2 8
3 8
6 8
7 8
68
1 1
1 1
2 1
1 2
1 2
2 2
1 1
3 1
2 1
1 3
1 3
3 3
1 3
2 3
2 3
1 2
3 2
2 2
1 4
1 1

0.0640 1.6974 11.5167 1.3517 -1.0000 -1.0000
0.0846 1.4284 10.0808 1.8339 -1.0000 -1.0000
0.0568 1.6740 9.6297 1.2200 -1.0000 -1.0000
0.1927 2.2551 11.2308 -1.0000 -1.0000 -1.0000
0.1500 2.1500 11.0000 -1.0000 -1.0000 -1.0000
0.2000 1.9000 12.0000 -1.0000 -1.0000 -1.0000
0.2000 1.5207 12.9535 1.2125 -1.0000 -1.0000
0.2000 1.9048 10.8374 1.7163 1.2444 -1.0000
0.2000 1.9000 12.0000 -1.0000 -1.0000 -1.0000
0.0564 1.4937 12.0744 1.7276 -1.0000 -1.0000
0.1651 1.8998 11.2212 1.5416 -1.0000 -1.0000
0.0216 1.5025 11.8792 -1.0000 -1.0000 -1.0000
0.1000 1.9000 11.5000 -1.0000 -1.0000 -1.0000
0.0100 1.6000 13.2979 -1.0000 -1.0000 -1.0000
0.0955 1.7587 11.9417 1.9052 -1.0000 -1.0000
0.1000 1.9000 11.0000 -1.0000 -1.0000 -1.0000
0.1000 1.9000 11.0000 -1.0000 -1.0000 -1.0000
! Nr of angles;at1;at2;at3;Thetao,o;ka;kb;pv1;pv2
1 59.0573 30.7029 0.7606 0.0000 0.7180 6.2933 1.1244
2 65.7758 14.5234 6.2481 0.0000 0.5665 0.0000 1.6255
2 70.2607 25.2202 3.7312 0.0000 0.0050 0.0000 2.7500
2 0.0000 0.0000 6.0000 0.0000 0.0000 0.0000 1.0400
1 0.0000 3.4110 7.7350 0.0000 0.0000 0.0000 1.0400
2 0.0000 27.9213 5.8635 0.0000 0.0000 0.0000 1.0400
3 53.9517 7.8968 2.6122 0.0000 3.0000 58.6562 1.0338
3 76.9627 44.2852 2.4177 -25.3063 1.6334 -50.0000 2.7392
3 65.0000 16.3141 5.2730 0.0000 0.4448 0.0000 1.4077
1 72.6199 42.5510 0.7205 0.0000 2.9294 0.0000 1.3096
3 81.9029 32.2258 1.7397 0.0000 0.9888 68.1072 1.7777
3 80.7324 30.4554 0.9953 0.0000 3.0000 50.0000 1.0783
2 70.1101 13.1217 4.4734 0.0000 0.8433 0.0000 3.0000
3 75.6935 50.0000 2.0000 0.0000 1.0000 0.0000 1.1680
2 85.8000 9.8453 2.2720 0.0000 2.8635 0.0000 1.5800
3 0.0000 25.0000 3.0000 0.0000 1.0000 0.0000 1.0400
3 0.0000 15.0000 2.8900 0.0000 0.0000 0.0000 2.8774
3 0.0000 8.5744 3.0000 0.0000 0.0000 0.0000 1.0421
1 29.1655 3.3035 0.2000 0.0000 1.1221 0.0000 1.0562
4 59.8697 2.8115 1.9262 0.0000 0.7602 0.0000 1.4056
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1
4
2
2
2
4
2
2
1
3
3
4
2
3
3
3
2
3
6
2
2
3
2
3
6
2
3
2
6
3
3
2
7
2
3
7
2
2

4
1
1
4
2
2
4
4
3
1
4
3
3
3
4
2
4
2
6
6
6
6
6
6
3
3
3
2
2
2
2
2
2
3
3
3
7
7

4 25.4591 15.9430 0.9664 0.0000 2.2242 0.0000 1.1088
4 88.6279 26.0015 1.0328 0.0000 0.2361 0.0000 2.0576
4 47.3695 16.9204 4.1052 0.0000 0.1000 0.0000 1.0050
2 34.1965 6.6782 6.5943 0.0000 1.3895 0.0000 1.5365
4 0.1000 30.0000 3.4094 0.0000 2.4379 0.0000 1.5166
4 0.0000 8.2994 5.7832 0.0000 2.9873 0.0000 1.7716
4 21.2590 6.5954 0.9951 0.0000 2.8006 0.0000 1.0000
4 180.0000 -6.9970 24.3956 0.0000 0.7878 0.0000 1.3672
4 90.0000 12.8684 1.4601 0.0000 0.8757 0.0000 1.0000
4 18.8567 24.3753 3.9647 0.0000 0.1000 0.0000 1.5314
3 79.7335 0.0100 0.1392 0.0000 0.4968 0.0000 2.1948
4 57.6787 4.8566 2.5768 0.0000 0.7552 0.0000 1.0000
4 59.4556 10.2025 0.7481 0.0000 1.4521 0.0000 1.0000
4 73.6721 32.6330 1.7223 0.0000 1.0221 0.0000 1.4351
4 65.7545 5.6268 4.0645 0.0000 1.7794 0.0000 2.6730
4 0.0000 4.6026 2.5343 0.0000 0.7284 0.0000 1.1051
3 34.0653 20.1868 4.7461 0.0000 0.1000 0.0000 1.6752
5 0.0000 0.0100 0.5211 0.0000 0.0000 0.0000 1.3859
6 78.5339 36.4328 1.0067 0.0000 0.1694 0.0000 1.6608
6 77.2616 5.0190 7.8944 0.0000 4.0000 0.0000 1.0400
2 75.7983 14.4132 2.8640 0.0000 4.0000 0.0000 1.0400
6 90.6812 31.1846 4.4543 0.0000 0.5073 0.0000 2.1809
3 73.6998 40.0000 1.8782 0.0000 4.0000 0.0000 1.1290
3 80.1361 36.2368 0.9504 0.0000 0.2624 0.0000 2.0787
6 80.4450 6.0739 1.7731 0.0000 3.2548 0.0000 1.0422
6 86.7611 7.1742 1.4013 0.0000 1.4999 0.0000 1.0400
6 103.4529 26.9589 1.3470 0.0000 1.7728 0.0000 1.3091
6 0.0000 47.1300 6.0000 0.0000 1.6371 0.0000 1.0400
6 0.0000 27.4206 6.0000 0.0000 1.6371 0.0000 1.0400
6 0.0000 5.0000 1.0000 0.0000 1.0000 0.0000 1.2500
7 0.0000 4.2750 1.0250 0.0000 1.3750 0.0000 1.4750
7 0.0000 3.0000 1.0000 0.0000 1.0000 0.0000 1.2500
7 0.0000 20.2391 0.1328 0.0000 2.9860 0.0000 1.0870
7 88.1144 13.2143 1.5068 0.0000 3.0000 0.0000 1.0100
7 34.4326 25.9544 5.1239 0.0000 2.7500 0.0000 1.7141
7 21.6945 20.0000 4.0000 0.0000 0.6619 0.0000 1.9714
2 67.4229 4.5148 5.9702 0.0000 3.0000 0.0000 2.6879
3 41.8108 17.3800 2.6618 0.0000 0.7372 0.0000 1.0100
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3 7
2 7
2 7
6 3
3 6
3 7
3 8
8 3
2 3
3 3
32
1 1
1 1
2 1
1 1
2 1
3 1
1 1
1 1
2 1
2 1
1 1
2 1
3 1
3 1
3 1
1 3
1 3
2 3
1 3
2 3
3 3
0 1
0 2
0 2
0 1
0 3
1 1

3 49.1145 11.8902 2.1383 0.0000 3.0000 0.0000 1.4790
7 180.0000 -26.7860 7.3549 0.0000 1.0000 0.0000 1.0252
7 78.2279 37.6504 0.4809 0.0000 1.0000 0.0000 2.9475
7 16.5023 0.0100 2.7027 0.0000 1.0000 0.0000 1.0000
7 88.2703 0.3954 0.2500 0.0000 0.5000 0.0000 2.1060
6 83.8306 0.3712 0.2500 0.0000 0.5000 0.0000 2.1153
3 1.0000 4.9611 2.4541 0.0000 0.5754 0.0000 1.0000
8 9.5066 4.2640 3.1438 0.0000 1.9819 0.0000 1.6463
8 51.3829 2.5000 0.2500 0.0000 0.0500 0.0000 1.0000
8 70.0000 25.0000 1.0000 0.0000 1.0000 0.0000 1.2500
! Nr of torsions;at1;at2;at3;at4;;V1;V2;V3;V2(BO);vconj;n.u;n
1 1 -0.2500 34.7453 0.0288 -6.3507 -1.6000 0.0000 0.0000
1 2 -0.2500 29.2131 0.2945 -4.9581 -2.1802 0.0000 0.0000
1 2 -0.2500 31.2081 0.4539 -4.8923 -2.2677 0.0000 0.0000
1 3 1.2799 20.7787 -0.5249 -2.5000 -1.0000 0.0000 0.0000
1 3 1.9159 19.8113 0.7914 -4.6995 -1.0000 0.0000 0.0000
1 3 -1.4477 16.6853 0.6461 -4.9622 -1.0000 0.0000 0.0000
3 1 0.4816 19.6316 -0.0057 -2.5000 -1.0000 0.0000 0.0000
3 2 1.2044 80.0000 -0.3139 -6.1481 -1.0000 0.0000 0.0000
3 1 -2.5000 31.0191 0.6165 -2.7733 -2.9807 0.0000 0.0000
3 2 -2.4875 70.8145 0.7582 -4.2274 -3.0000 0.0000 0.0000
3 3 -0.3566 10.0000 0.0816 -2.6110 -1.9631 0.0000 0.0000
3 3 -1.4383 80.0000 1.0000 -3.6877 -2.8000 0.0000 0.0000
3 1 -1.1390 78.0747 -0.0964 -4.5172 -3.0000 0.0000 0.0000
3 2 -2.5000 70.3345 -1.0000 -5.5315 -3.0000 0.0000 0.0000
3 3 -2.0234 80.0000 0.1684 -3.1568 -2.6174 0.0000 0.0000
3 1 1.1637 -17.3637 0.5459 -3.6005 -2.6938 0.0000 0.0000
3 2 -2.1289 12.8382 1.0000 -5.6657 -2.9759 0.0000 0.0000
3 2 2.5000 -22.9397 0.6991 -3.3961 -1.0000 0.0000 0.0000
3 3 2.5000 -25.0000 1.0000 -2.5000 -1.0000 0.0000 0.0000
3 3 -2.5000 -2.5103 -1.0000 -2.5000 -1.0000 0.0000 0.0000
3 3 -2.5000 -25.0000 1.0000 -2.5000 -1.0000 0.0000 0.0000
2 0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2 0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
3 0 0.0000 0.1000 0.0200 -2.5415 0.0000 0.0000 0.0000
1 0 0.0000 50.0000 0.3000 -4.0000 -2.0000 0.0000 0.0000
3 0 0.5511 25.4150 1.1330 -5.1903 -1.0000 0.0000 0.0000
3 3 -0.0002 20.1851 0.1601 -9.0000 -2.0000 0.0000 0.0000
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1
3
2
2
0
1
3

3
1
6
6
2

3 1 0.0002 80.0000 -1.5000 -4.4848 -2.0000 0.0000
3 3 -0.1583 20.0000 1.5000 -9.0000 -2.0000 0.0000
6 2 0.0000 0.0000 0.0640 -2.4426 0.0000 0.0000
6 6 0.0000 0.0000 0.1587 -2.4426 0.0000 0.0000
6 0 0.0000 0.0000 0.1200 -2.4847 0.0000 0.0000
! Nr of hydrogen bonds;at1;at2;at3;Rhb;Dehb;vhb1
2 3 2.1200 -3.5800 1.4500 19.5000
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0.0000
0.0000
0.0000
0.0000
0.0000

SUPPLEMENTARY MATERIAL F
A. PERCOLATION THRESHOLD
A.1 CNT-PSS scale
MWCNTs are good conductors and proper dispersion of CNTs within insulating matrix
results in a conductive material. Due to the high conductivity difference between the
CNTs and the matrix, there is a concentration threshold (i.e., critical volume fraction,
Vc) beyond which the composite is considered to be percolated [1,2] and hence
conductive. This critical volume fraction depends on multiple factors such as the aspect
ratio of the CNTs, the conductivity of the fillers, the waviness of the CNTs [3,4], and
the dispersion of the CNTs in the matrix [2]. Therefore, effective conductivity relies on
the intrinsic conductivity of the constituents, the path they form, and the resistance of
the tunneling junctions [4–6]. Numerical study of the percolation involves the
generation of a periodic microstructure of a certain volume fraction of CNTs. Imposing
periodic geometry has proven to be efficient in the prediction of percolation onset, as
shown in the literature [4,7,8]. For two nanotubes to be percolated, the minimum
separation distance should be less than a cut-off distance (i.e., tunneling distance). In
the current study, the tunnel zones are taken as 2 nm thick, which is consistent with the
value reported in the literature [7]. A cut-off distance of 0.47 nm [7] is considered for
percolation. In a numerical framework, every tube is scanned along its projection in a
plane to determine its connectivity with the nearest neighbor algorithm [7] while
checking for percolation along the normal to the plane. The process is iterative for every
nanotube and terminates at the coordinate when the cut-off distance criterion is satisfied.
The percolating path is traced out for each orthogonal direction towards ascertaining the
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percolation. Figure SF.1(a) shows the percolation probability with varying volume
fractions of CNTs. The percolation probability is computed by taking the ratio of the
number of successful percolating paths divided by a total number of simulations for
each volume fraction. In this study, for each volume fraction, 20 simulations were
performed. The same number of simulations has also been adopted in previous studies
and the percolation threshold is obtained where the percolation probability exceeds 50%
[3,4]. Figure SF.1(a) shows the percolation probability with a variation of volume
fraction and the percolation threshold is obtained at a volume fraction of 0.025. Thus,
the value adopted here in this paper (i.e., volume fraction equal to 0.035) lies above the
percolation threshold. Figure SF.1(b) indicates the percolation paths for the considered
CNT volume fraction of 3.5%.
(a)

(b)

Figure SF.1 (a) Probability of percolation as a function of CNT volume fraction. The
percolation threshold is set when the probability exceeds 0.5 which corresponds to
0.026 (b) Percolated unit cell showing the connected paths along X, Y, and X
directions (grey: connected path)
A.2 Mortar scale
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To evaluate the probability of percolation at the mortar scale 50 RVEs were assessed.
A minimum coating thickness of 10 μm is considered for this percolation study and the
percolation threshold is expected to be lowered with increasing coating thickness.
Figure SF.2 shows the probability of percolation with increasing volume fraction of
coated sand. From the percolation study, it is ascertained that all the fractions of coated
sand particles considered at the mortar scale (fraction of coated sand 20% or higher) are
above the percolation threshold. As such, all the RVEs are able to form percolated paths
during the electrical simulations.

Figure SF.2 Probability of percolation with respect to the volume fraction of coated
sand
B. UNIT CELL GENERATION
B1. Unite Cell Generation Approach
For the generation of representative unit cells, the point inclusions are first randomly
dispersed inside the periodic bounding box with some initial velocities. The radius of
each particle (ri) is considered as a function of the growth rate (gi) and is initialized as
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zero. This growth rate is tailored to attain the desired particle size distribution. The
growth rate is expressed as:
=g

[1]

where i = 1,2,3 … N (number of particles). The growth rate between the time interval
t and t

is solved using a finite difference scheme as follows:
g =

where r and r
and ∆t = t

(

)

∆

[2]

are the radius of i particle at time interval t and t

− t . The particle radii at t

, respectively

is updated by employing the growth rate

and time increment (∆t) as follows:

and the position of the i

r

between time nodes as:

= r + g ∆t

[3]

particle at time t

is updated with a constant velocity (v )

= � + � ∆t

[4]

= ���

[5]

�

) that connects between the centers of particles ‘i’ and ‘j’ :

The length vector (l

−�

The particles ‘i’ and ‘j’ are expected to overlap if the magnitude of the length vector
) is less than the sum of their radii. The timestep size is calculated as [9]

(

v=

∆t = min

. � −�

±√

− (r + r )(g + g )

u= � −�
w=

− (g + g )

. l − (r + r )

[6]
[7]
[8]
[9]
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Here, � and � are the velocities of particles ‘i’ and ’j’ at time t . � and r are the
radii of particles ‘i’ and ’j’ at time t . g and g are the growth rates for particles ‘i’

and ’j’ at time t . l is the length vector between the two particles ‘i’ and ’j’ at time t .
The timestep obtained from Equation 6 is performed for each particle pair that is being
able to collide. The minimum timestep for all the possible collisions is adopted to move
forward for the next event. The new position x

for particle ‘i’ is then updated using

the forward Euler scheme as described in Equation 4 and a new search for the next
collision is started and likewise for other particles. The post-contact velocities are
computed as:
v
v

Where v

= min (v
= min (v

and v

,v
,v

)−g

[10]

)+g

[11]

is the velocity of the particle ‘i’ after the contact and before the

contact, respectively. The normal contact velocity is expressed as:
v

�

=�

=

.�

[12]
[13]

Thus, all the steps are repeated, and the particles change position in the bounding box,
collide and grow to obtain desired volume fraction during the iteration process. The
algorithm is an iterative process and is terminated as soon as the target volume fraction
is reached.
B2. Randomness of the Generated Unit Cell
Figure SF.3(b) plots the nearest neighbor distance distributions for a representative RVE
shown in Figure SF.3(a). The nearest neighbor distance distribution clearly depicts the
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randomness of inclusion distribution in the RVE. Additionally, RVE size-sensitivity
study (Fig. S4) was performed to determine the appropriate size of the RVEs. Moreover,
to evaluate the randomness, numerical simulations are also performed for 10 RVEs to
obtain the mean and variance of Young’s modulus and electrical conductivity along all
three orthogonal directions. Figure SF.5 (a) and (b) show the mean and standard
deviations of Young’s modulus and electrical conductivity values along three directions
which did not show any significant difference. This also confirms the randomness of
the generated RVEs.
(a)

HCP
SAND
COATING
ITZ

Figure SF.3 (a) A representative unit cell; (b) corresponding frequency distribution of
nearest neighbor distances of the inclusions in the RVE
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Figure SF.4 Variations in electrical conductivity responses with varying RVE size for
convergence study

X

Y

Z

X

Y

Z

Figure SF.5 (a) Effective Young’s modulus and (b) effective electrical conductivity
obtained along three orthogonal directions
C. RVE SIZE AND MESH CONVERGENCE STUDY
C.1 CNT-PSS composite
In order to generate a representative unit cell for the CNT-PSS composite, mesh-convergence and RVE size studies are carried out. It is to be noted that the volume fraction
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of CNTs is fixed at 0.035 and a larger RVE size accommodates a higher number of
inclusions. Additionally, the volume fraction adopted in the study is as per the experimental procedure and is higher than the percolating volume threshold of 0.028. Figure
SF.6(a) shows the results of the mesh-convergence study. A mesh with 1002750 tennode tetrahedral elements (C3D10 in ABAQUS), yields a converged solution. Thus, a
total of 1240000 elements are implemented. Figure SF.6(b) shows the homogenized
Young’s modulus along the three orthogonal directions with a varying edge length of
RVEs. Overall, an RVE edge length size of 300 nm yields converged solutions. Thus,
the chosen RVE size is 300nm for adequately capturing the isotropic behavior of the
CNT-PSS unit cell. The chosen size invokes a trade-off between computational expense
and prediction efficiency.

Young’s modulus (GPa)

(b)

RVE size (nm)

Figure SF.6 (a) Results of the mesh-convergence study; (b) RVE size study (edge
length of RVE) for predicted E11, E22, and E33 along orthogonal directions for CNTPSS composite
C.2 Smart mortar with coated sand inclusions
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To ensure the representativeness of the unit cells and the adequacy of the mesh at the
mortar scale, mesh-convergence and RVE-size sensitivity studies are carried out. The
volume fraction of sand inclusions is kept fixed at 0.45. Figure SF.7 (a) shows the results
of the mesh-convergence study and a mesh containing 1351254 ten-node tetrahedral
elements (C3D10 in ABAQUS) yields a converged solution. Towards establishing the
adequate RVE size, ten RVEs are generated with varying every edge length. Thereafter,
uniaxial tests are carried out along each of the orthogonal directions to calculate the
homogenized Young’s modulus for every combination. Figure SF.7 (b) shows the variation of the predicted responses with varying RVE sizes. It can be observed that the
fluctuations, represented by error bars, are higher for smaller RVEs which eventually
die out with a sufficiently large RVE size. Additionally, the directional properties converge for RVE sizes >= 1.5 mm. Thus, the chosen RVE size of 2 mm is adequate to
capture the isotropic behavior of the sand-HCP unit cell. The chosen size is adopted
based on a trade-off between computational expense and prediction efficiency.
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Figure SF.7 (a) Mesh convergence study and (b) RVE size study (Edge length of
RVE) for predicted Young’s modulus along three orthogonal directions for the smart
mortar
D. PERIODIC BOUNDARY CONDITIONS
Periodic boundary conditions are applied to implement the repetitive nature of the unit
cells at each scale. The efficiency of such boundary conditions towards effective
property prediction of inclusion embedded systems with various planes of symmetry are
detailed in [10]. The relative displacement (x for k = 1,2,3) for each pair of nodes on

the parallel boundary surfaces (represented by point A and point B lying on such faces)
of the unit cell are given by the following Equation 4.

Where ε

u −u =ε

x −x

=ε

L

[14]

is the average strain in the unit cell, x is the position vector of the points A

and B on the parallel boundaries, and L

is the edge length of RVE. Equation 14 is

enforced in the simulation by setting constraint equations that relate the degree of
freedom (DOF) of each pair of nodes on opposite boundaries to the 6 DOFs of a master
node on parallel faces. The node pairs are correlated by a preprocessor to ensure the
correspondence between such nodes on parallel surfaces. Such an implementation has
been demonstrated to maintain traction and displacement continuity on the parallel
surfaces [11]. A uniaxial compressive response can be elicited from the unit cells by
assigning a displacement to one set of parallel faces. While the boundary conditions for
the electrical simulations are periodic in Y and Z, a potential gradient is applied along
X.
E. DATASET ADEQUACY
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To ensure that the dataset used is adequate, there are four factors that the authors have
carefully considered in this work:
i) The data should be balanced
In this study, the variation of the strain, fraction of coated sand , and thickness of coating
compositions are incremented consistently such that the variation is uniform and equally
important. This is necessary to avoid any imbalance or bias in the dataset.
ii) The data should be representative (i.e., that dataset needs to provide enough
information to train the models).
During machine learning (ML) training, the data are split into training (80%) and test
set (20%). The hyperparameters are tuned by implementing 5-fold cross-validation. At
every fold in cross-validation, the training data is further divided into 80% of the
training set and 20% for validation. The errors (training error and validation error)
calculated from each fold are averaged to represent the average model error. The
performance of the model is then evaluated on the unseen test dataset. If the error
between the actual test value and the predicted value is within the acceptable range, the
data is considered representative which is true for our current study.
iii) The data should be complete (i.e., with a large range of parameters)
The strain is considered up to the linear elastic condition. Owing to the fact that the postpeak response of concrete is not implemented in the concrete design. The maximum
thickness is considered based on realistic experimental assessments [12]. The realistic
fraction of coated sand is also considered based on the percolation study. Therefore, the
current multiscale model covered all the possible ranges for strain-dependent
electromechanical responses.
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iv) The data should be consistent (i.e., obtained with the same testing protocol)
The electro-mechanical models of different fractions of coated sand and thickness of
coating are modeled using the same procedure where the sand particles are randomly
dispersed in the bounding box. The mechanical loading is performed by applying a
displacement-controlled uniaxial compressive loading. All these simulations are carried
in ABAQUS. The same procedure is repeated for all the possible compositions. Thus,
the generated data is considered consistent.
After considering all the above-mentioned criteria, the number of data points adopted
in the current study is deemed adequate, which can be observed from the performance
of the model on the unseen test dataset. To check the performance of each model, the
test dataset is kept hidden by the model during training and hyper-parameters tuning.
The predicted value from the trained model using the unseen test set exhibits low
variation from the actual value. This ensures that the data used for training the model
are adequate and consistent enough. In general, if the number of data points is increased,
the prediction errors are expected to be reduced. However, once the error is saturated,
increasing the number of data points does not influence the model performance
significantly. Here, in this study, we obtained a good correlation between the predicted
and measured responses. Hence, any further increase in the number of data points is not
expected to change the model performance significantly.
F. OPTIMIZED NEURAL NETWORK
The optimized neural network that relates the input arguments (strain,
thickness coating, and fraction of coated sand) can be written as
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=

( )

+

( )

×

( )

+

( )

×

( )

+

( )

( )

= [ -2.8494889e-01, 1.2096987e+00, 4.7913809e+00, 8.2889855e-01,
-2.0644100e-01, 5.5041796e-01, 1.8220892e+00, -8.4327489e-01,
2.9970437e-01, 4.7000468e-01, -9.7370702e-01
-1.3906994e+00, 1.0204045e+00, -6.1219394e-02, -1.3508759e+00,
-9.9876251e+00, -3.8044112e+00, 2.8198767e+00, -2.9910407e+00,
-1.8211418e+00, 2.5370565e-01, -9.4423257e-02
-3.9929919e+00, 8.8025182e-01, -4.8213354e-03, 1.1148120e+00,
5.0139160e+00, -1.8499889e+00, -1.5690886e+00, -2.6724643e-01,
-2.0260630e+00, 2.4024324e+00, 3.6845887e+00]

( )

= [3.349831 , 0.25256824, 8.397316 , 1.4819455 , 2.6132424 ,
4.9178195 , 1.392691 , 3.3658056 , -0.6266344 , 0.28235796,
0.6671872]

( )

= [-1.0919545, 2.5532122, 0.21121322, -0.2564208 ,
0.11039654, -1.1799469 , -1.8733582 , -2.7573814 ,
0.9790455 , 0.9100447 , -1.8069838
2.906562 , 0.37216023, -3.8451324 , -0.49646947,
1.8592997 , -2.953544 , 0.2835534 , 0.23100884,
0.02712272, -1.7853514 , 0.02767355
0.84051615, -0.19968702, -10.695722 , 0.7470243 ,
-0.42871624, -1.4767262 , -0.52254164, -3.0797753 ,
-1.3526232 , -8.803083 , -1.0396606
-3.9463282 , -0.03700776, 1.1234983 , 4.412879 ,
-2.2634852 , 1.0802224 , -0.34564346, -2.0082455 ,
-0.02602153, -3.8138838 , -1.1356816
-3.3406773 , 2.6122913 , 0.6864854 , 17.960463 ,
2.7633505 , -1.0250794 , 0.14161338, -4.390141 ,
1.7590013 , -16.350946 , 0.6011404
0.18758154, 0.51914066, -2.1408079 , 1.0909846 ,
0.31225625, 0.37961847, 0.20494251, -7.731988 ,
-1.641872 , -11.554204 , 1.7850193
-0.2729118 , -0.22570482, -0.33636007, -1.1059952 ,
0.89837325, -4.14817 , 1.700037 , 1.1051782 ,
0.6905915 , -3.6533654 , 1.0023801
-1.3903886 , -1.0622945 , 2.2985313 , 2.0229597 ,
-0.2702776 , 0.07301526, -1.6015049 , -1.4299209 ,
1.2058887 , 3.2110753 , -3.8497462
2.3449025 , 7.986815 , -2.4901853 , 0.65979934,
-0.02915218, 0.8136122 , 1.4577245 , -6.5323257 ,
-2.224531 , -3.076661 , 0.30121315
-4.0378356 , -0.3260151 , -0.98930955, 0.7140863 ,
2.257177 , 1.6582512 , 1.3415848 , 0.76697844,
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-1.3832757 ,
-0.07638041,
0.81229675,
-0.5073856 ,

( )

1.0708084 ,
-1.0321342 ,
0.6480131 ,
2.7950425 ,

-0.23469853
-0.5801069 , -1.4111867 ,
0.6735247 , 0.7245092 ,
0.4322617]

= [-1.2539965, -0.22138579, 3.2337666 , -0.00330152, 0.11512577,
-1.0252911 , -0.9056719 , -0.09628648, -0.32308283, 2.2447593 ,
-0.5323778]

( )

= [-0.5899928
0.46499658
5.989258
-0.8055446
0.55296355
-0.72262645
0.6657532
2.1065862
-1.1287891
-9.437402
1.0687655]

( )

= 0.08223531;
The input arguments followed a standardized scaling written as:
=

−

, = 1,2,3

= [9.95714286e-04 1.99566667e+01 6.05333333e+01]
= [0.0006
where

6.8155 28.2557]

is the input arguments,

is the mean value and

standard deviation.

is the sigmoid activation function written as:
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SUPPLEMENTARY MATERIAL G
A. MESH CONVERGENCE STUDY
In order to show that the effective properties obtained using finite element analysis are
converged, a mesh-convergence study for the representative unit cell of mortar
mesostructure is carried out. Figure S1 shows the results of the mesh-convergence study.
The goal is, to find the number of elements that satisfies a sufficient grade of accuracy
and simultaneously optimizes the time feasibility. A mesh beyond 12491 4-node bilinear, reduced integration elements (CPE4R in ABAQUS), yields a converged solution.
Thus, a total of 12491 elements are implemented. Thereby, the chosen element number
of elements adequately capturing the effective Poisson’s ratio of the unit cell. The chosen elements invoke a trade-off between computational expense and prediction efficiency.

Figure SG.1 Mesh convergence
B. GEOMETRIES
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Figure SG.2 demonstrates the model geometry with various aspect ratios for a constant
length of the major axis, and the same number of voids along the X-axis and Y-axis.
The subfigure in Figure SG.2(a) indicates the minor axis and the major axis for one void.
The major axis is always the longer axis. The minor axis is calculated by the length of
the major axis divided by the aspect ratio. It can be seen that with a constant number of
voids and length of the major axis, the porosity decreases with an increasing aspect ratio.
Minor axis Major axis

(a)

(b)

(c)

Figure SG.2 Model geometry with 6 mm length of the major axis for aspect ratio of
(a) 1, (b) 2.5, (c) 4. The number of voids in x-direction and y-direction is identical and
equals 4
Figure SG.3 depicts the model geometry with variations in the number of voids along
the X-axis and Y-axis for a constant aspect ratio and length of the major axis.
(a)

(b)

(c)

Figure SG.3 Model geometry with number of voids (a)
= 2 and
= 2, (b)
=2
and
= 4, (c)
=4 and
= 4 for a constant aspect ratio of 5 and length of major
axis = 15 mm. The number of voids in x-direction and y-direction is denoted as
and , respectively
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In this case, the porosity increases with the increase in the number of voids along the
two axes. Figure SG.4 illustrates the change in the model geometry when the length of
the major axis increases for a constant aspect ratio and the number of voids. The porosity
increases with the increasing length of the major axis.
(a)

(b)

(c)

Figure SG.4 Model geometry for the major axis length of (a) 6 mm, (b) 10 mm and
(c) 15 mm with a constant aspect ratio of 5 and number of voids in x-direction and ydirection is identical and equals to 4
C. OPTIMIZED NEURAL NETWORK
The optimized neural network that relates the input arguments (volume fraction,
number of voids along X-axis, number of voids along Y-axis, aspect ratio, and major
axis length) can be written as:

( )

=

( )

+

( )

×

( )

+

( )

×

( )

+

( )

= [0.91322595, 0.24670811, 0.05722396, 0.76339287, -0.06510681,
0.61609274, 0.55018574, 0.3979613 , 0.40044287, -0.30405957,
0.6439572 , 0.2966507 , -2.7511754 , -2.6358175 ;
0.56605107, -0.63538396, 0.06659086, -0.5802128 , 0.23002961,
-0.08426097, -0.12857582, 0.4197393 , -0.0996479 , -0.64983803,
0.41779512, 0.21776183, -0.3014933 , -0.45530313;
-0.46967733, 0.00705126, 0.23710203, 0.2943382 , -0.516587 ,
-0.8245896 , 0.16972306, -0.50078547, -0.62435615, -0.2861971 ,
-0.24208695, 0.73075706, 1.2354326 , 0.96411;
0.29110438, 0.30321816, -0.1287605 , 0.6631742 , 0.4108077 ,
0.20697476, 0.10090452, -0.25769213, 0.555713 , -0.40484363,
-0.14802422, 0.04289406, -0.98477906, -0.90970623;
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0.226125 , 0.16086687, 0.03054334, -0.5343891 , -0.12141306,
-0.21728037, -1.2440838 , 0.00921982, -0.9716563 , 0.06647905,
0.06081539, 0.66588235, -0.22415428, -0.38810757]
( )

= [-0.05000221, -0.36172467, 0.06094412, 0.138616 , 0.21590742,
-0.22535689, -0.38624004, -0.16470669, 0.10655642, -0.6504957 ,
-0.39687607, -0.39622706, 0.08490311, 0.03725716]

( )

= [ 6.56180978e-01, -8.02664220e-01, 4.40794408e-01,
4.07692790e-02, 1.96262598e-01, -8.32270324e-01,
-6.06589854e-01, -2.27561712e-01, 2.48609394e-01,
-1.61018622e+00, 6.00405693e-01, 1.12511724e-01,
3.66302907e-01, 1.93363279e-01;
9.60397899e-01, 3.65349442e-01, 4.11751494e-02,
1.45602062e-01, 3.64076525e-01, 4.27577347e-01,
5.98402500e-01, -4.23993826e-01, -1.07417062e-01,
-8.82345438e-01, -3.80377889e-01, -2.73667037e-01,
-6.58972442e-01, -4.29031670e-01;
3.04709941e-01, 1.48785254e-03, -1.79837739e+00,
-5.56240305e-02, 5.12268007e-01, 9.97751117e-01,
-3.97541255e-01, -1.72034368e-01, -9.98617411e-02,
-9.85821187e-01, 2.53557712e-01, -6.62896335e-01,
4.56911400e-02, -2.84199804e-01;
-3.84369463e-01, 4.00952369e-01, 1.66070275e-02,
8.66386294e-03, -7.39777908e-02, -2.11691801e-02,
-2.41620392e-01, 4.17011410e-01, 1.16409898e-01,
-1.78951815e-01, 1.39636472e-01, -3.21765989e-01,
-2.97177982e+00, 1.17783773e+00;
-1.03217892e-01, -2.07332477e-01, -9.84980106e-01,
4.76857275e-01, -8.81835759e-01, 9.62375164e-01,
-4.79249563e-03, 1.00863293e-01, 8.30341950e-02,
4.57094371e-01, -6.47272587e-01, -5.43985562e-03,
2.12295484e-02, -3.91770639e-02;
-8.79772758e+00, 1.13930798e+00, -1.19930327e+00,
-3.56705040e-01, -3.74450028e-01, -5.42134464e-01,
5.06798148e-01, -3.81902307e-01, -1.72258615e-01,
9.37868953e-01, 2.35094026e-01, 3.35059553e-01,
-2.65401136e-02, -1.04061306e-01;
3.37617069e-01, -1.48295537e-01, 6.46392465e-01,
-3.62023376e-02, -7.57977545e-01, 1.04817176e+00,
2.06125990e-01, 4.42961216e-01, -1.29938558e-01,
-5.09385943e-01, -6.43154025e-01, 4.54638511e-01,
-2.93732166e-01, -2.34493211e-01;
-4.88685936e-01, 2.48331487e-01, -1.39851332e+00,
1.34743199e-01, -5.67143746e-02, -6.26967716e+00,
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4.06053543e-01, 8.38739276e-01, 3.24373960e-01,
-1.11036301e-02, -8.30311835e-01, 6.83155179e-01,
-1.30128682e+00, 5.57035625e-01;
1.45634905e-01, 5.13950050e-01, 1.32149601e+00,
-2.32210651e-01, -1.19758986e-01, 1.82763577e-01,
4.77200061e-01, -6.29222929e-01, -3.95190150e-01,
-4.52442020e-01, 7.58755624e-01, 3.83921146e-01,
2.71226943e-01, 6.56589031e-01;
-5.63719809e-01, 6.07276380e-01, -4.07453895e-01,
1.91210598e-01, 3.14055741e-01, 3.87932599e-01,
6.18003845e-01, -4.69364434e-01, -1.30401298e-01,
-5.80197573e-01, -4.70285863e-01, 5.05804658e-01,
3.26354861e-01, 2.48162940e-01;
-7.70203173e-01, 4.03975427e-01, 7.21043646e-01,
3.31595898e-01, 1.82833448e-01, -3.61672378e+00,
5.74926324e-02, -4.81865585e-01, 1.41238300e-02,
-6.50489450e-01, 1.39589027e-01, -3.44430268e-01,
-1.62471067e-02, -4.22475375e-02;
1.79331571e-01, -7.58141816e-01, -2.32278132e+00,
9.80619192e-01, -3.75706553e-01, -8.38524878e-01,
5.75271854e-03, 3.27003866e-01, 6.96828127e-01,
-7.69516850e+00, -3.65479916e-01, 1.40762497e-02,
1.68246031e-01, -6.10290356e-02;
-1.00106764e+00, -1.96918130e-01, 6.55199289e-01,
-1.31288328e+01, -1.60066068e+00, 7.37734973e-01,
1.51381373e+00, -1.49962708e-01, -1.79832208e+00,
-5.22246301e-01, 7.56698728e-01, 1.56572974e+00,
-5.44374943e-01, -1.63930774e-01;
1.07340693e+00, 2.29305737e-02, -7.73491502e-01,
-2.41605401e+00, 1.37566948e+00, -8.58007967e-01,
-1.66511953e+00, 6.07257068e-01, 1.75533068e+00,
5.96098542e-01, -1.03332627e+00, -1.71470273e+00,
-3.93675625e-01, 2.28641316e-01]
( )

= [-0.09684628, 0.8852983, 0.21008632, -0.2101158 , 0.18566458,
-0.75970465, -0.16613844, 0.17431176, 0.01891873, 0.3260775 ,
0.5187125, -0.12627897, -0.31615737, 0.00494562]

( )

= [0.16564372,
0.19792055,
0.1018835,
0.2835567,
0.11930594,
0.15443729,
-0.4498774,
0.11316536,
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-0.30917174,
0.07340249,
-0.14367038,
0.24108705,
1.3914852,
-0.11234241]
( )

= -0.05904523;

The input arguments followed a standardized scaling written as:
=

, = 1,2,3,4,5

= [0.1848771, 3.59646539, 4.71281296, 3.3365243, 11.36003494]
= [1.43354981e-02, 3.33053243, 3.28571212, 1.43645684, 4.38900177e+01]
where is the input arguments, is the mean value, and
the sigmoid activation function written as:
( ) = max (0, )
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standard deviation.

is

SUPPLEMENTARY MATERIAL H
A.

PREDICTION

OF

CONCRETE

STRENGTHS

USING

COMMON

MACHINE LEARNING TECHNIQUES
In this section, the prediction of concrete compressive and tensile strengths from
common machine learning techniques is illustrated. The experimental compressive
strength and tensile strength obtained from [1] serve as a database. While the main
paper details XGBoost, this supplementary section details other approaches used in the
study which are polynomial regression, LASSO, support vector machine, random forest,
and neural network. For all the cases presented here, the dataset [1] imputed by kNN
(k = 10) is used.
A.1 Polynomial Regression (PR) and LASSO
Polynomial regression is a generalization of linear regression in which the selected
predictors are mapped to a higher dimensional feature space according to the desired
polynomial order. Polynomial regression is relatively easier to interpret when the
polynomial order is low, indicating a lower-dimensional correlation between the
dependent variable(s) and the mapped feature coordinates. In general, polynomial
regression with Nth degree can be expressed as:

where

=

+ ∑

[1]

is the input variable (or predictor variable) and y is the output (or response)

variable. The terms

and

are the fitting parameters corresponding to each degree .

In matrix form, the formulation can be separated into two phases. First, the vector of
predictors is mapped to higher polynomial dimensions, i.e.,
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, = 2, 3, … , . Second,

the mapped higher-order polynomial predictors are used to formulate regression
problems identical to the linear regression,
=

+

[2]

Using the least-square method, the coefficients (

and ) can be estimated by

minimizing the error, which is the sum of the squared difference between the true
responses with those predicted responses. Hence, the complexity of the PR models
highly depends on the choice of the Nth polynomial degree considered. After obtaining
and , the unknown variable vector can be obtained from the new predictor
vectors,

as follows:
=

+

[3]

The linear model with polynomial mapped features is selected by comparing the mean
squared error (MSE) values with increasing polynomial order of the features. Without
losing generality, the polynomial features are not limited to only the crossing terms.
Figures SH.1 (a) and (b) plot the MSE of the concrete compressive strength and tensile
strength with increasing polynomial order. As it is observed from Figure SH.1(a), the
MSE for the training set reduces with increasing polynomial order whereas the MSE for
the validation set starts increasing significantly. The MSE for a polynomial degree of 1
indicates that, in this domain, the model is underfitted. However, when the model
incorporating some polynomial terms strictly larger than 3, the models are overfitted.
This arises from the fact that when at a high polynomial degree, the model starts to fit
the noise of the training rather than the actual overall trend [2]. A similar observation is
observed for concrete tensile strength as shown in Figure SH.1(b).
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Figure SH.1. MSE values of (a) the concrete compressive strength, and (b) the
concrete tensile strength predictions using the polynomial regression models as a
function of the maximum polynomial order for the training set and validation set. The
dataset was imputed using kNN (k = 10).
One of the crucial disadvantages of the least-squares approximation is its tendency to
overfit the training data. To overcome such a problem, the least absolute shrinkage and
selection operator (LASSO) regression offers a useful solution to reduce the complexity
of the model, and eventually limit the risk of overfitting [3]. In addition to the cost
function used in PR (i.e., the sum of the squared difference between the ‘true’ and
‘predicted’ values), LASSO is modified by adding an additional term to penalizes
complex models. The modified cost function for LASSO is expressed as:

where

∑ ‖ ‖

=

−

− ∑

+

[4]

is a hyperparameter that controls the weight of the penalty associated with the

complexity of the model. In practice, LASSO penalizes some of the

coefficients to

zero in order to minimize the value of the cost function which leads to a decrease in the
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model complexity. The degree of complexity of LASSO models can be tuned by
adjusting the value of , where the increasing value of

yields simpler models.

Figure SH.2 (a) and (b) plot the mean MSE of the compressive strength and tensile
strength for concrete, respectively. In this study, the optimized value of 0.01 is adopted
for .

Figure SH.2. (a) MSE and (b) R 2 values for polynomial regression models with
LASSO constraints using the imputed dataset with kNN (k = 10) for compressive
strength of concrete. (c) MSE and (d) R2 values for polynomial regression models with
LASSO constraints using the imputed dataset with kNN (k = 10) for tensile strength of
concrete. The optimal polynomial order is chosen for such model where minimum
MSE and maximum

of the validation set are observed.
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As it is observed from Figure SH.2(a), the MSE for training set reduces with increasing
polynomial order whereas the MSE for validation shows little improvement beyond
polynomial degree equal to 3. As opposed to the polynomial regression described above
(see Figures SH.1(a) and (b)), the LASSO model reduces the model complexity and
prevents the tendency to overfit the data, which is evident from the validation data (see
Figures SH.2(a) and (c)). Figures SH.2(b) and (d) show the R2 value for the compressive
strength and tensile strength for concrete with increasing polynomial order, respectively.
A similar trend was observed for the tensile strength of concrete in which beyond the
polynomial order of 3, the accuracy of the model drops as evident from the validation
data. Thus, the optimal polynomial degree for LASSO is chosen as 3 with a

value of

0.01. Figures SH.3 (a) and (b) demonstrate the comparison of the predicted compressive
strength and predicted tensile strength of concrete from the LASSO model with the
experimental data. The

value for both compressive strength and tensile strength of

concrete outputs are also computed.

Figure SH.3. Comparison of (a) the predicted compressive strength and (b) the
predicted tensile strength of concrete using the LASSO model (polynomial degree and
equal to 3 and 0.01, respectively) with the experimental values.
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A.2 Support Vector Machine (SVM)
Support vector machine is a support vector classifier that determines the best separating
hyperplanes in a higher-dimensional space of the original predictors [4]. The realization
of raising the predictors to a space of higher dimension is based on the kernel tricks
applied to the predictors. The support vector regression is a convex optimization
problem that gives a unique solution to a given set of predictors and responses. The
support vector regression can be expressed as follows,

,

1/2 |β| + ∑|ξ | subject to |

− β⊺

− β | ≤ ϵ + |ξ |

[5]

Where ϵ is the pre-defined margin size or the maximum error tolerated by the model, ξ
is the slack variable that accounts for the tolerance of out-of-margin data points, and

is the constraint of overall tolerance of the out-of-margin cases for finding the SVM
model. This constraint acts as a regularization term. As

increases, the regression result

is less prone to overfitting the given data. In this study, a radial basis function (rbf)
kernel is adopted. Figures SH.4(a) and (b) show the plot of MSE and

of the SVM

model (with rbf kernel) with increasing gamma ( ) value for the compressive strength
of concrete. It is observed that with low gamma values, the model is underfitting and
the error value is comparatively high for both training and validation sets. As the
is increased, MSE values drop and
The trend continues up to a

value

values increase for both training and validation.

value of 0.01 beyond which the MSE starts increasing and

decreases. Thus, the optimum order is chosen for the model where minimum MSE
and high

for validation set is achieved which corresponds to a

value of 0.01. The

C value adopted in this model is 100. A similar observation is observed for the tensile
strength of concrete (Figures SH.4(c) and (d)).
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Figure SH.4. (a) MSE and (b) R 2 values for support vector machine models (with rbf
kernel) using the imputed dataset with kNN (k = 10) for compressive strength of
concrete. (c) MSE and (d) R 2 values for for support vector machine models (with rbf
kernel) using the imputed dataset with kNN (k = 10) for tensile strength of concrete.
The optimal gamma value is chosen for such model where minimum MSE and
maximum

of the validation set are observed.

Using the optimal gamma value of 0.01, the predicted results are plotted against
experimental values in Figures SH.5 (a) and (b) for compressive strength and tensile
strength of concrete. The

value for both compressive strength and tensile strength of

concrete outputs are also computed.
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Figure SH.5. Comparison of (a) the predicted compressive strength and (b) the
predicted tensile strength of concrete using SVM (gamma = 0.01) model with the
experimental values.
A.5 Random Forest (RF)
Random forest is a decision forest or decision tree method that belongs to ensemble
learning. It is an average of a large collection of decorrelated decision trees. Such an
ensemble method can both increase the prediction accuracy and reduce over-fitting
problems [5]. In this model, a large number of trees is trained individually using only a
subset of the input variables [5,6]. In each tree, a bootstrap sample of the training data
is used instead of the entire set of training data. This procedure is known as bootstrap
aggregation or bagging [5]. The predictions of each individual are then averaged to
obtain the prediction of the random forest ensemble. This method is similar to boosting
in many aspects but can be easily trained and manipulated. Figures SH.6(a) and (b) show
the plot of MSE and

values respectively offered by random forest algorithm with an

increase in the number of trees for the compressive strength of concrete. Here, the
number of trees characterizes the complexity of the model. As observed from the Figure
SH.6, minimum MSE for validation set is observed 30 trees and no significant change
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is observed for

. It is noticed that the MSE of the training set and validation set

remains almost constant upon increasing number of trees and this indicates that the RF
does not yield any noticeable overfitting at high model complexity. Similar justification
applies to the tensile strength results shown in Figures S6(c) and (d). To assess the
accuracy of the models, Figures SH.7 shows the predicted values obtained from the best
RF model with the number of trees equal to 30 against experimental values.

Figure SH.6. (a) MSE and (b) R 2 values for Random Forest models using the imputed
dataset with kNN (k = 10) for compressive strength of concrete. (c) MSE and (d) R 2
values for Random Forest models using the imputed dataset with kNN (k = 10) for
tensile strength of concrete. The optimal number of trees is chosen for such model where
minimum MSE and maximum

of the validation set are observed.
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Figure SH.7. Comparison of (a) the predicted compressive strength and (b) the
predicted tensile strength of concrete by random forest (with the number of trees
equals to 30) with the experimental values.
A.6 Multilayer perceptron-based Neural Network (NN)
Neural networks (NN) draw inspiration from a human neural system where the
information is stored and processed in the brain [7]. The map between the predictor and
the response comprises multiple perceptron layers (such as the input layer, hidden layers,
and output layer) and activation functions. It is called the feed-forward neural network
[8,9]. It is a mathematical model which maps a given set of predictors, , to a set of the
desired response,

where

and is expressed as follows,
=

,…

,

(

, ) …

[6]

(∙): ℝ → ℝ is a continuous bounded function which is usually referred to as

the activation function,

:ℝ

→ℝ

is the transformation matrix that contains

weights between two layers of perceptrons [8]. The NN has gained tremendous attention
in academia and applications in engineering due to the proven universal approximation
property that states that the feed-forward NN architectures with a sigmoid activation
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function can approximate any set of functions between two Euclidean spaces for the
canonical topology [10].
In the NN, the neurons in the input layer do not participate in the computation but serve
to pass the input vectors to the hidden layers. Each neuron in the layers other than the
input layer performs a simple non-linear transformation using an activation function
such as rectified linear units (ReLU) or sigmoid function [11]. The neurons in two
consecutive layers are connected by weights, which are learned through a training
process to approximate the mapping function from the input to output vectors. The
weights can be solved by formulating the above mapping into a constrained optimization
problem as stated below,
,…

,

(

, ) … + �

�

[7]

where λ is the regularization intensity constant and (⋅) is a functional form of the
weights to be regularized. This optimization problem is usually solved by stochastic

gradient descent or backward propagation algorithm. However, because of the nonconvex nature of the neural network, the solution to this optimization problem is not
unique. Moreover, the selection of the number of layers and the number of perceptrons
in each layer affects the result of the regression, and high variances are observed when
large numbers of neurons and layers are used which necessitates an efficient
regularization approach. In this study, while training an NN model, a rectified linear
unit (ReLU) is implemented as an activation function due to its superior performance
[12].
For the NN model, the hyperparameters include the number of hidden nodes, size of
hidden layers, optimizer function, learning rate, epoch, and batch size. In this study, the
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NN model is trained using the back-propagation algorithm [13]. Also, the NN model
implements Adam optimizer [14] with a learning rate of 0.001, an epoch equals 400,
and a batch size of 32. The size of hidden layers is set to two as no improvement is
observed with any further increase in the number of hidden layers. Figures SH.8(a) and
(b) represent the MSE and R2 values respectively for concrete compressive strength
whereas Figures SH.8(c) and (d) show the same for the concrete tensile strength from
the NN model with respect to an increasing number of neurons.

(a)

(b)

(c)

(d)

Figure SH.8. (a) MSE and (b) R2 values for NN with 2 hidden layers using the dataset
imputed with kNN (k = 10) for compressive strength of concrete. (c) MSE and (d) R 2
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values for NN with 2 hidden layers using the dataset imputed with kNN (k = 10) for
tensile strength of concrete. From these relationships, an optimized number of neurons
with minimum MSE and maximum R2 values are obtained.
It is observed that with a low number of neurons, the model is yet to learn, which is
demonstrated with a high MSE value. In contrast to a low number of neurons, the model
with a high number of neurons has saturated where the MSE value for the validation set
either starts increasing or shows a slight improvement. The optimum neurons are chosen
where minimum MSE value and high R2 value for the validation set is achieved which
is at 70 neurons for compressive strength prediction and 50 neurons for tensile strength
prediction.
In this section, predictions based on the hyperparameter-optimized NN model are
reported for the k-NN (k=10)-imputed data. The test set, which is hidden from the model
during the training, is used to evaluate the model prediction using the trained NN model
with the optimized hyperparameters. Figure SH.9(a) shows the predicted compressive
strength of the concrete using the trained NN model with R2 values from the training
set, validation set, and test set.
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Figure SH.9. Comparison of (a) the predicted compressive strength and (b) the
predicted tensile strength of concrete using the NN model with the experimental values.
Overall, excellent prediction efficacy is obtained as indicated by the R 2 values. Figure
SH.9(b) represents the predicted tensile strength of the concrete using the trained NN
model. At lower tensile strength values, the NN model shows excellent predictions.
However, the prediction efficacy of the NN model reduces at higher tensile strengths
which could be attributed to a lower number of available high tensile strength data points
for training. Nevertheless, an overall high R2 value of 0.97 is obtained for the test set.
B. SIGNIFICANCE OF SHAP RIVER FLOW PLOT
To explain the significance of SHAP river flow plot (as shown in Figure 8.8 in the main
article), we have taken couple of data points. The first data point corresponds to a low
output compressive strength of 9.49 MPa which is obtained for a specific combination
of input feature values (stone powder content = 0.06, sand ratio = 0.36, fineness modulus
= 2.92, water content = 81, binder tensile strength = 8.4 MPa, binder compressive
strength 62.4 MPa, crushed stone size = 80, water-binder ratio = 0.5, curing age = 7
days and water-cement ratio = 1.0). The second data point corresponds to a higher output
compressive strength value of 84.36 MPa which is also obtained for a specific
combination of input features (stone powder content = 0.04, sand ratio = 0.41, fineness
modulus = 3.0, water content = 150, binder tensile strength = 8.0 MPa, binder
compressive strength 47.84 MPa, crushed stone size = 30, water-binder ratio = 0.25,
curing age = 90 days and water-cement ratio = 0.33).
Now, for the first case, if we only consider water-cement ratio as the input feature and
eliminate all other input features, the mean value of compressive strength is 29.58 MPa
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corresponding to a water-cement ratio of 1.0. Similarly, if curing age is considered as
the only input feature, a mean compressive strength of 33.31 MPa is obtained
corresponding to curing age of 7 days. Using this approach, all the mean values
corresponding to each input features are obtained. The values are reported in Figure
SH.10 (a) and this line corresponds to blue color as the corresponding output value is
lower. Similarly, for the second case (output compressive strength of 84.36 MPa), the
mean compressive strength of individual input features are shown in Figure SH.10 (b).
This line corresponds to blue color as the corresponding output compressive strength
value is on the higher side.
(a)
0.06
41.92

Expected mean = 42.67 MPa
2.92
0.36
81.00
42.61 42.98 42.61

8.40
42.64

(b)

0.50
38.73

62.40
41.95

0.25
58.06

0.33
57.87

Predicted compressive strength = 84.36 MPa

80.00
39.68
7.00
33.31
Predicted compressive strength = 9.49 MPa

1.00
29.58

150.00
45.87
0.04
42.64

0.41 3.00
42.90 43.00

47.84
8.00
43.86
43.17

90.00
49.16
30.00
44.35
Expected mean = 42.67 MPa

Figure SH.10. SHAP river flow plot for concrete with (a) low compressive strength
and (b) high compressive strength using the XGBoost model.
Table SH.1 Hyperparameters values corresponding to different ML approaches
Models
Lasso

Hyperparameters
degree

SVM
RF

C
num_estimator
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Range/List/Values
0.01
1 to 4
0.001,0.001,0.01,0.1,1,10
10,100,1000
1 to 80

NN

XGBoost

min_samples_leaf
learning rate
epoch
batch_size
hidden_neurons
hidden_layer
num_estimators (number
trees)
max_depth
minimum child weight
learning rate
objective

5
0.001
400
32
2 to 100
1 to 5
of 5 to 500
9
7
0.09
reg:squarederror

C. INFLUENCE OF INSIGNIFICANT FEATURE REMOVAL ON THE
COMPRESSIVE STRENGTH PREDICTIVE EFFICACY
To elucidate and quantify the influence of insignificant features on the predictive
efficacy, Table SH.2 shows the comparison for the compressive strength of concrete
using XGBoost when (i) full features are used, (ii) only stone powder content is removed,
and (iii) stone powder content and sand ratio are removed.
Table SH.2 Performance measures for analysis of different input variable combinations
Combinations

Train
(MPa2)
1.98
6.37

No features removed
Stone powder content removed
Stone powder content and sand ratio
removed
2.92

MSE Validation
(MPa2)
5.54
7.97

MSE

6.15
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