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ABSTRACT
Complex Event Processing (CEP) has emerged as the unify-
ing field for technologies that require processing and corre-
lating distributed data sources in real-time. CEP finds ap-
plications in diverse domains, which has resulted in a large
number of proposals for expressing and processing complex
events. However, existing CEP languages lack from a clear
semantics, making them hard to understand and general-
ize. Moreover, there are no general techniques for evaluating
CEP query languages with clear performance guarantees.
In this paper we embark on the task of giving a rigorous
and efficient framework to CEP. We propose a formal lan-
guage for specifying complex events, called CEL, that con-
tains the main features used in the literature and has a de-
notational and compositional semantics. We also formalize
the so-called selection strategies, which had only been pre-
sented as by-design extensions to existing frameworks. With
a well-defined semantics at hand, we study how to efficiently
evaluate CEL for processing complex events in the case of
unary filters. We start by studying the syntactical properties
of CEL and propose rewriting optimization techniques for
simplifying the evaluation of formulas. Then, we introduce
a formal computational model for CEP, called complex event
automata (CEA), and study how to compile CEL formulas
into CEA. Furthermore, we provide efficient algorithms for
evaluating CEA over event streams using constant time per
event followed by constant-delay enumeration of the results.
By gathering these results together, we propose a framework
for efficiently evaluating CEL with unary filters. Finally, we
show experimentally that this framework consistently out-
performs the competition, and even over trivial queries can
be orders of magnitude more efficient.
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1. INTRODUCTION
Complex Event Processing (CEP) has emerged as the uni-
fying field of technologies for detecting situations of inter-
est under high-throughput data streams. In scenarios like
Network Intrusion Detection [43], Industrial Control Sys-
tems [33] or Real-Time Analytics [46], CEP systems aim to
efficiently process arriving data, giving timely insights for
implementing reactive responses to complex events.
Prominent examples of CEP systems from academia and
industry include SASE [53], EsperTech [2], Cayuga [30],
TESLA/T-Rex [26, 27], among others (see [28] for a sur-
vey). The main focus of these systems has been in practical
issues like scalability, fault tolerance, and distribution, with
the objective of making CEP systems applicable to real-life
scenarios. Other design decisions, like query languages, are
generally adapted to match computational models that can
efficiently process data (see for example [54]). This has pro-
duced new data management and optimization techniques,
generating promising results in the area [53, 2].
Unfortunately, as has been claimed several times [31, 55,
26, 15] CEP query languages lack from a simple and denota-
tional semantics, which makes them difficult to understand,
extend, or generalize. The semantics of several languages
are defined either by examples [40, 8, 25], or by interme-
diate computational models [53, 48, 44]. Although there
are frameworks that introduce formal semantics (e.g. [30,
19, 11, 26, 12]), they do not meet the expectations to pave
the foundations of CEP languages. For instance, some of
them are too complicated (e.g. sequencing is combined with
filters), have unintuitive behavior (e.g. sequencing is non-
associative), or are severely restricted (e.g. nesting opera-
tors is not supported). One symptom of this problem is that
iteration, which is a fundamental operator in CEP, has not
yet been defined successfully as a compositional operator.
Since iteration is difficult to define and evaluate, it is usually
restricted by not allowing nesting or reuse of variables [53,
30]. Thus, without a formal and natural semantics, the lan-
guages for CEP are in general cumbersome.
The lack of simple denotational semantics makes query
languages also difficult to evaluate. A common factor in
CEP system is to find sophisticated heuristics [54, 26] that
cannot be replicated in other frameworks. Further, opti-
mization techniques are usually proposed at the architec-
ture level [41, 30, 44], preventing from a unifying optimiza-
tion theory. In this direction, many CEP frameworks use
automata-based models [30, 19, 11] for query evaluation.
However, these models are usually complicated [44, 48], in-
formally defined [30] or non-standard [26, 9]. In practice this
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implies that, although finite state automata is a recurring
approach in CEP, there is no general evaluation strategy
with clear performance guarantees.
Given this scenario, the goal of this paper is to give solid
foundations to CEP systems in terms of query language and
query evaluation. Towards these goals, we first provide a
formal language that allows for expressing the most com-
mon features of CEP systems, namely sequencing, filtering,
disjunction, and iteration. We introduce complex event logic
(CEL for short), a logic with well-defined compositional and
denotational semantics. We also formalize the so-called se-
lection strategies, an important notion of CEP that is usually
discussed directly [54, 30] or indirectly [19] in the literature
but has not been formalized at the language level.
Then, we embark on the design of a formal framework
for CEL evaluation. This framework must consider three
main building blocks for the efficient evaluation of CEL:
(1) syntactic techniques for rewriting CEL queries, (2) a
well-defined intermediate evaluation model, and (3) efficient
translation and algorithms to evaluate this model. Regard-
ing the rewriting techniques, we study the structure of CEL
by introducing the notions of well-formed and safe formulas,
and show that these restrictions are relevant for query eval-
uation. Further, we give a general result on rewriting CEL
formulas into the so-called LP-normal form, a normal form
for dealing with unary filters. For the intermediate eval-
uation model, we introduce a formal computational model
for the regular fragment of CEL, called complex event au-
tomata (CEA). We show that this model is closed under
I/O-determinization and provide translations for any CEL
formula into CEA. More important, we show an efficient
algorithm for evaluating CEA with clear performance guar-
antees: constant time per tuple followed by constant-delay
enumeration of the output. We bring together our results to
present a formal framework for evaluating CEL. Towards the
end of the paper, we show an experimental evaluation of our
framework with the leading CEP systems in the area. Our
experiments shows that our framework outperforms previ-
ous systems by order of magnitudes in terms of processing
time and memory consumption.
Related work. Active Database Systems (ADSMS) and
Data Stream Management Systems (DSMS) are solutions
for processing data streams and they are usually associated
with CEP systems. Both technologies, and specially DSMS,
are designed for executing relational queries over dynamic
data [23, 6, 13]. In contrast, CEP systems see data streams
as a sequence of data events where the arrival order is the
main guide for finding patterns inside streams (see [28] for a
comparison between ADSMS, DSMS, and CEP). In partic-
ular, DSMS query languages (e.g. CQL [14]) are incompa-
rable with our framework since they do not focus on CEP
operators like sequencing and iteration.
Query languages for CEP are usually divided into three
approaches [28, 15]: logic-based, tree-based and automata-
based models. Logic-based models have their roots in tem-
poral logic or event calculus, and usually have a formal,
declarative semantics [12, 16, 24] (see [17] for a survey).
However, this approach does not include iteration as an
operator or they do not model the output explicitly. Fur-
thermore, their evaluation techniques rely on logic inference
mechanisms which are radically different from our approach.
Tree-based models [42, 39, 2] have also been used for CEP
but their language semantics is usually non-declarative and
their evaluation techniques are based on cost-models, similar
to relational database systems.
Automata-based models are the closest approach to the
techniques used in this paper. Most proposals (e.g. SASE[9],
NextCEP[48], DistCED[44]) do not rely in a denotational se-
mantics; their output is defined by intermediate automata
models. This implies that either iteration cannot be nested
[9] or its semantics is confusing [48]. Other proposals (e.g.
CEDR[19], TESLA[26], PBCED[11]) are defined with a for-
mal semantics but they do not include iteration. An excep-
tion to this is Cayuga[29] but its language does not allow
the reuse of variables and the sequencing operator is non-
associative, which derives in a cumbersome semantics. Our
framework is comparable to these systems, but provides a
well-defined language that is compositional, allowing arbi-
trary nesting of operators. Moreover, we present the first
evaluation of CEP queries that guarantees constant time
per event and constant-delay enumeration of the output. We
show experimentally that this vastly improves performance.
Finally, there has been some research in theoretical as-
pects of CEP like, for instance, in axiomatization of tempo-
ral models [52], privacy [36], and load shedding [35]. This
literature does not study the semantics and evaluation of
CEP and, therefore, is orthogonal to our work.
Organization. We give an intuitive introduction to CEP
and our framework in Section 2. In Section 3 and 4 we
formally present our logic and selection strategies. The syn-
tactic structure of the logic is studied in Section 5. The
computational model is studied in Section 6 where we also
show how to compile formulas into automata. Section 7
presents our algorithms for efficient evaluation of automata.
Section 8 puts all the results in perspective and shows our
experimental evaluation of the framework. Future work is
finally discussed in Section 9. Due to space limitations all
proofs are deferred to the appendix.
2. EVENTS IN ACTION
We start by presenting the main features and challenges
of CEP. The examples used in this section will also serve
throughout the paper as running examples.
In a CEP setting, events arrive in a streaming fashion to
a system that must detect certain patterns [28]. For the
purpose of illustration assume there is a stream produced
by wireless sensors positioned in a farm, whose main objec-
tive is to detect fires. As a first scenario, assume that there
are three sensors, and each of them can measure both tem-
perature (in Celsius degrees) and relative humidity (as the
percentage of vapor in the air). Each sensor is assigned an
id in {0,1,2}. The events produced by the sensors consist
of the id of the sensor and a measurement of temperature
or humidity. In favor of brevity, we write T (id, tmp) for
an event reporting temperature tmp from sensor with id
id, and similarly H(id, hum) for events reporting humidity.
Figure 1 depicts such a stream: each column is an event and
the value row is the temperature or humidity if the event is
of type T or H, respectively.
The patterns to be deetcted are generally specified by do-
main experts. For the sake of illustration, assume that the
position of sensor 0 is particularly prone to fires, and it has
been detected that a temperature measurement above 40
degrees Celsius followed by a humidity measurement of less
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type H T H H T T T H H . . .
id 2 0 0 1 1 0 1 1 0
. . .
value 25 45 20 25 40 42 25 70 18
index 0 1 2 3 4 5 6 7 8 . . .
Figure 1: A stream S of events measuring temper-
ature and humidity. “value” contains degrees and
humidity for T - and H- events, respectively.
than 25% represents a fire with high probability. Let us in-
tuitively explain how a domain expert can express this as a
pattern (also called a formula) in our framework:
ϕ1 = (T AS x ; H AS y) FILTER (x.tmp > 40 ∧
y.hum <= 25 ∧ x.id = 0 ∧ y.id = 0)
This formula is asking for two events, one of type tempera-
ture (T ) and one of type humidity (H). The events of type
temperature and humidity are given names x and y, respec-
tively, and the two events are filtered to select only those
pairs (x, y) representing a high temperature followed by a
low humidity measured by sensor 0.
What should be the result of evaluating ϕ1 over the stream
in Figure 1? A first important remark is that event streams
are noisy in practice, and one does not expect the events
matching a formula to be contiguous in the stream. Then,
a CEP engine needs to be able to dismiss irrelevant events.
The semantics of the sequencing operator (;) will thus allow
for arbitrary events to occur in between the events of inter-
est. A second remark is that in CEP the set of events match-
ing a pattern, called a complex event, is particularly relevant
to the end user. Every time that a formula matches a portion
of the stream, the final user should retrieve the events that
compose that portion of the stream. This means that the
evaluation of a formula over a stream should output a set of
complex events. In our framework, each complex event will
be the set of indexes (stream positions) of the events that
witness the matching of a formula. Specifically, let S[i] be
the event at position i of the stream S. What we expect for
the output of formula ϕ1 is a set of pairs {i, j} such that S[i]
is of type T , S[j] is of type H, i < j, and they satisfy the
conditions expressed after the FILTER. By inspecting Fig-
ure 1, we can see that the pairs satisfying these conditions
are {1,2}, {1,8}, and {5,8}.
Formula ϕ1 illustrates in a simple way the two most ele-
mental features of CEP, namely sequencing and filtering [28,
13, 54, 6, 21]. But although it detects a set of possible fires,
it restricts the order in which the two events must occur,
namely the temperature must be measured before the hu-
midity. Naturally, this could prevent the detection of a fire
in which the humidity was measured first. This motivates
the introduction of disjunction, another common feature in
CEP engines [28, 13]. To illustrate, we extend ϕ1 by allow-
ing events to appear in arbitrary order.
ϕ2 = [(T AS x ; H AS y) OR (H AS y ; T AS x)] FILTER(x.tmp > 40 ∧ y.hum <= 25 ∧ x.id = 0 ∧ y.id = 0)
The OR operator allows for any of the two patterns to be
matched, and the filter is applied as in ϕ1. The result of
evaluating ϕ2 over the stream S of Figure 1 is the same as
evaluating ϕ1 over S plus the complex event {2,5}.
The previous formulas show how CEP systems raise alerts
when a certain complex event occurs. However, from a wider
scope the objective of CEP is to retrieve information of in-
terest from streams. For example, assume that we want to
see how does temperature change in the location of sensor 1
when there is an increase of humidity. A problem here is
that we do not know a priori the amount of temperature
measurements; we need to capture an unbounded amount
of events. The iteration operator [28, 13] (also known as
Kleene closure [34]) is introduced in most CEP frameworks
for solving this problem. This operator introduces many dif-
ficulties in the semantics of CEP languages. For example,
since events are not required to occur contiguously, the nest-
ing of + is particularly tricky and most frameworks simply
disallow this (see [53, 14, 30]). Coming back to our exam-
ple, the formula for measuring temperatures whenever an
increase of humidity is detected by sensor 1 is:
ϕ3 = [H AS x ; (T AS y FILTER y.id = 1)+ ; H AS z]
FILTER (x.hum < 30 ∧ z.hum > 60 ∧ x.id = z.id = 1)
Intuitively, variables x and z witness the increase of humid-
ity from less than 30% to more than 60%, and y captures
temperature measures between x and z. Note that the filter
for y is included inside the + operator. Some frameworks
allow to declare variables inside a + and filter them outside
that operator (e.g. [53]). Although it is possible to define
the semantics for that syntax, this form of filtering makes the
definition of nesting + difficult. Another semantic subtlety
of the + operator is the association of y to an event. Given
that we want to match the event (T AS y FILTER y.id = 1) an
unbounded number of times: how should the events associ-
ated to y occur in the complex events generated as output?
Associating different events to the same variable during eval-
uation has proven to make the semantics of CEP languages
cumbersome. In Section 3, we introduce a natural seman-
tics that allows nesting + and associate variables (inside +
operators) to different events across repetitions.
Let us now explain the semantics of ϕ3 over stream S
(Figure 1). The only two humidity events satisfying the top-
most filter are S[3] and S[7] and the temperature events
between these two are S[4] and S[6]. As expected, the
complex event {3,4,6,7} is part of the output. However,
there are also other complex events in the output. Since, as
discussed, there might be irrelevant events between relevant
ones, the semantics of + must allow for skipping arbitrary
events. This implies that the complex events {3,6,7} and{3,4,7} are also part of the output.
The previous discussion raises an interesting question: are
users interested in receiving all complex events? Are some
complex events more informative than others? Coming back
to the output of ϕ3 ({3,6,7}, {3,4,7} and {3,4,6,7}), one
can easily argue that the largest complex event is more in-
formative than others since all events are contained in it. A
more complicated analysis deserves the complex events out-
put by ϕ1. In this scenario, the pairs that have the same
second component (e.g., {1,8} and {5,8}) represent a fire
occurring at the same place and time, so one could argue
that only one of the two is necessary. For cases like above,
it is common to find CEP systems that restrict the output by
using so-called selection strategies (see for example [53, 54,
26]). Selection strategies are a fundamental feature of CEP.
Unfortunately, they have only been presented as heuristics
applied to particular computational models, and thus their
semantics given by an algorithm and hard to understand. A
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special mention deserves the next selection strategy (called
skip-till-next-match in [53, 54]) which models the idea of
outputting only those complex events that can be generated
without skipping relevant events. Although the semantics of
next has been mentioned in previous papers (e.g [19]), it is
usually underspecified [53, 54] or complicates the semantics
of other operators [30]. In Section 4, we formally define a
set of selection strategies including next.
Before formally presenting our framework, we illustrate
one more common feature of CEP, namely correlation. Cor-
relation is introduced by filtering events with predicates that
involve more than one event. For example, consider that we
want to see how does temperature change at some location
whenever there is an increase of humidity, like in ϕ3. What
we need is a pattern where all the events are produced by
the same sensor, but that sensor is not necessarily sensor 1.
This is achieved by the following pattern:
ϕ4 = [H AS x; (T AS y FILTER y.id = x.id)+;H AS z]
FILTER (x.hum < 30 ∧ z.hum > 60 ∧ x.id = z.id)
Notice that here the filters contain the binary predicates
x.id = y.id and x.id = z.id that force all events to have the
same id. Although this might seem simple, the evaluation of
formulas that correlate events introduces new challenges. In-
tuitively, formula ϕ4 is more complicated because the value
of x must be remembered and used during evaluation in or-
der to compare it with future incoming events. If the reader
is familiar with automata theory [37, 47], this behavior is
clearly not “regular” and it will not be captured by a finite
state model. In this paper, we study and characterize the
regular part of CEP-systems. Therefore, from Section 6 to
Section 8 we focus on formulas without correlation. As we
will see, the formal analysis of this fragment already presents
important challenges, which is the reason why we defer the
analysis of formulas like ϕ4 for future work. It is important
to mention that the semantics of our language (including
selection strategies) is general and includes correlation.
3. A QUERY LANGUAGE FOR CEP
Having discussed and illustrated the common operators
and features of CEP, we proceed to formally introduce CEL
(Complex Event Logic), our pattern language for capturing
complex events.
Schemas, Tuples and Streams. Let A be a set of at-
tribute names and D be a set of values. A database schemaR is a finite set of relation names, where each relation name
R ∈ R is associated to a tuple of attributes in A denoted
by att(R). If R is a relation name, then an R-tuple is
a function t ∶ att(R) → D. We say that the type of an
R-tuple t is R, and denote this by type(t) = R. For any
relation name R, tuples(R) denotes the set of all possible
R-tuples, i.e., tuples(R) = {t ∶ att(R) → D}. Similarly, for
any database schema R, tuples(R) = ⋃R∈R tuples(R).
Given a schema R, an R-stream S is an infinite sequence
S = t0t1 . . . where ti ∈ tuples(R). When R is clear from the
context, we refer to S simply as a stream. Given a stream
S = t0t1 . . . and a position i ∈ N, the i-th element of S is
denoted by S[i] = ti, and the sub-stream titi+1 . . . of S is
denoted by Si. Note that we consider in this paper that the
time of each event is given by its index, and defer a more
elaborated time model (like [52]) for future work.
Let X be a set of variables. Given a schemaR, a predicate
of arity n is an n-ary relation P over tuples(R), i.e. P ⊆
tuples(R)n. An atom is an expression P (x1, . . . , xn) (or
P (x¯)) where P is an n-ary predicate and x¯ = x1, . . . , xn ∈ X.
For example, P (x) ∶= x.hum < 30 is an atom and P is the
predicate of all tuples that have a humidity attribute with
value less than 30. In this paper, we consider a fixed set
of predicates, denoted by P. Moreover, we assume that P
is closed under intersection, union, and complement, and P
contains the predicate PR(x) ∶= type(x) = R for checking if
a tuple is an R-tuple for everv R ∈R.
CEL syntax. Now we proceed to give the syntax of what
we call the core of CEL (core-CEL for short), a logic inspired
by the operations described in the previous section. This
language features the most essential CEP features. The set
of formulas in core-CEL, or core formulas for short, is given
by the following grammar:
ϕ ∶= R AS x ∣ ϕ FILTER P (x¯) ∣ ϕ OR ϕ ∣ ϕ ; ϕ ∣ ϕ+
Here R is a relation name, x is a variable in X and P (x¯) is
an atom in P. All formulas in Section 2 are CEL formulas.
Furthermore, formulas of the form ϕ FILTER (P (x¯)∧Q(y¯))
or ϕ FILTER (P (x¯) ∨Q(y¯)) are used as syntactic sugar for(ϕ FILTER P (x¯)) FILTER Q(y¯) or (ϕ FILTER P (x¯)) OR(ϕ FILTERQ(y¯)), respectively. As opposed to existing frame-
works, we do not restrict the use of operators or variables,
allowing for arbitrary nestings (in particular of +).
CEL semantics. We proceed to define the semantics of
core formulas, for which we need to introduce some further
notation. A complex event C is defined as a non-empty and
finite set of indices. As mentioned in Section 2, a complex
event contains the positions of the events that witness the
matching of a formula over a stream, and moreover, they are
the final output of evaluating a formula over a stream. We
denote by ∣C ∣ the size of C and by min(C) and max(C) the
minimum and maximum element of C, respectively. Given
two complex events C1 and C2, C1 ⋅C2 denotes the concate-
nation of two complex events, that is, C1 ⋅ C2 ∶= C1 ∪ C2
whenever max(C1) < min(C2) and is undefined otherwise.
In core-CEL formulas, variables are second class citizens
because they are only used to filter and select particular
events, i.e. they are not retrieved as part of the output.
As examples in Section 2 suggest, we are only concerned
with finding the events that compose the complex events,
and not which position corresponds to which variable. The
reason behind this is that the operator + allows for repe-
titions, and therefore variables under a (possibly nested) +
operator would need to have a special meaning, particularly
for filtering. This discussion motivates the following defi-
nitions. Given a formula ϕ we denote by var(ϕ) the set
of all variables mentioned in ϕ (including its predicates),
and by vdef(ϕ) all variables defined in ϕ by a clause of the
form R AS x. Furthermore, vdef+(ϕ) denotes all variables in
vdef(ϕ) that are defined outside the scope of all + operators.
For example, for ϕ = (T AS x ; (H AS y)+) FILTER z.id =
1 we have that var(ϕ) = {x, y, z}, vdef(ϕ) = {x, y}, and
vdef+(ϕ) = {x}. Finally, a valuation is a function ν ∶ X→ N.
Given a finite set of variables U ⊆ X and two valuations ν1
and ν2, the valuation ν1[ν2/U] is defined by ν1[ν2/U](x) =
ν2(x) if x ∈ U and by ν1[ν2/U](x) = ν1(x) otherwise.
We are ready to define the semantics of a core-CEL for-
mula ϕ. Given a complex event C and a stream S, we say
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that C is in the evaluation of ϕ over S under valuation ν
(C ∈ ⟦ϕ⟧(S, ν)) if one of the following conditions holds:● ϕ = R AS x, C = {ν(x)}, and type(S[ν(x)]) = R.● ϕ = ρ FILTER P (x1, . . . , xn) and both C ∈ ⟦ρ⟧(S, ν) and(S[ν(x1)], . . . , S[ν(xn)]) ∈ P hold.● ϕ = ρ1 OR ρ2 and C ∈ ⟦ρ1⟧(S, ν) or C ∈ ⟦ρ2⟧(S, ν).● ϕ = ρ1 ; ρ2 and there exist complex events C1 ∈ ⟦ρ1⟧(S, ν)
and C2 ∈ ⟦ρ2⟧(S, ν) such that C = C1 ⋅C2.● ϕ = ρ+ and there exists ν′ such that C ∈ ⟦ρ⟧(S, ν[ν′/U])
or C ∈ ⟦ρ ; ρ+⟧(S, ν[ν′/U]), where U = vdef+(ρ).
There are a couple of important remarks here. First, the
valuation ν can be defined over a superset of the variables
mentioned in the formula. This is important for sequencing
(;) because we require the complex events from both sides
to be produced with the same valuation. Second, when we
evaluate a subformula of the form ρ+, we carry the value
of variables defined outside the subformula. For example,
the subformula (T AS y FILTER y.id = x.id)+ of ϕ4 does not
define the variable x. However, from the definition of the
semantics we see that x will be already assigned (because
R AS x occurs outside the subformula). This is precisely
where other frameworks fail to formalize iteration, as with-
out this construct it is not easy to correlate the variables
inside + with the ones outside, as we illustrate with ϕ4.
As previously discussed, in core-CEL variables are just
used for comparing attributes with FILTER, but are not rel-
evant for the final output. In consequence, we say that C
belongs to the evaluation of ϕ over S (denoted C ∈ ⟦ϕ⟧(S))
if there is a valuation ν such that C ∈ ⟦ϕ⟧(S, ν). As an ex-
ample, the complex events presented in Section 2 are indeed
the outputs of ϕ1 to ϕ3 over the stream in Figure 1.
4. SELECTION STRATEGIES
Matching complex events is a computationally intensive
task. As the examples in Section 2 might suggest, the main
reason behind this is that the amount of complex events can
grow exponentially in the size of the stream, forcing systems
to process large numbers of candidate outputs. In order to
speed up the matching processes, it is common to restrict
the set of results [22, 53, 54]. As we validate in the exper-
imental section, this is required for current CEP systems
to work in practice. Unfortunately, most proposals in the
literature restrict outputs by introducing heuristics to par-
ticular computational models without describing how the
semantics are affected. For a more general approach, we in-
troduce selection strategies (or selectors) as unary operators
over core-CEL formulas. Formally, we define four selection
strategies called strict (STRICT), next (NXT), last (LAST) and
max (MAX). STRICT and NXT are motivated by previously in-
troduced operators [53] under the name of strict-contiguity
and skip-till-next-match, respectively. LAST and MAX are in-
troduced here as useful selection strategies from a semantic
point of view. We proceed to define each selection strategy
below, giving the motivation and formal semantics.
STRICT. As the name suggest, STRICT or strict-contiguity
keeps only the complex events that are contiguous in the
stream, basically reducing the evaluation problem to that of
regular expressions. To motivate this, recall that formula ϕ1
in Section 2 detects complex events composed by a tempera-
ture above 40 degrees Celsius followed by a humidity of less
than 25%. As already argued, in general one could expect
other events between x and y. However, it could be the case
that this pattern is of interest only if the events occur con-
tiguously in the stream, namely a temperature immediately
after a humidity measure. For this purpose, STRICT reduces
the set of outputs selecting only strictly consecutive com-
plex events. Formally, for any CEL formula ϕ we have that
C ∈ ⟦STRICT(ϕ)⟧(S, ν) holds if C ∈ ⟦ϕ⟧(S, ν) and for every
i, j ∈ C, if i < k < j then k ∈ C (i.e., C is an interval). In our
running example, STRICT(ϕ1) would only produce {1,2}, al-
though {1,8} and {5,8} are also outputs for ϕ1 over S.
NXT. The second selector, NXT, is similar to the previously
proposed operator skip-till-next-match [53]. The motivation
behind this operator comes from a heuristic that consumes
a stream skipping those events that cannot participate in
the output, but matching patterns in a greedy manner that
selects only the first event satisfying the next element of the
query. In [53] the authors gave the definition informally as
“a further relaxation is to remove the contiguity
requirements: all irrelevant events will be skipped
until the next relevant event is read” (*).
In practice, the definition of skip-till-next-match is given by
a greedy evaluation algorithm that adds an event to the out-
put whenever a sequential operator is used, or goes as far
as possible adding events whenever an iteration operator is
used. The fact that the semantics is only defined by an algo-
rithm requires a user to understand the algorithm to write
meaningful queries. In other words, this operator speeds up
the evaluation by sacrificing the clarity of the semantics
To overcome the above problem, we formalize the intuition
behind (*) based on a special order over complex events. As
we will see later, this allows to speed up the evaluation pro-
cess as much as skip-till-next-match while providing clear
and intuitive semantics. Let C1 and C2 be complex events.
The symmetric difference between C1 and C2 (C1 △ C2) is
the set of all elements either in C1 or C2 but not in both. We
say that C1 ≤next C2 if either C1 = C2 or min(C1△C2) ∈ C2.
For example, {5,8} ≤next {1,8} since the minimum element
in {5,8}△ {1,8} = {1,5} is 1, which is in {1,8}. Note that
this is intuitively similar to skip-till-next-match, as we are
selecting the first relevant event. An important property is
that the ≤next-relation forms a total order among complex
events, implying the existence of a minimum and a maxi-
mum over any finite set of complex events.
Lemma 1. ≤next is a total order between complex events.
We can define now the semantics of NXT: for a CEL formula
ϕ we have that C ∈ ⟦NXT(ϕ)⟧(S, ν) if C ∈ ⟦ϕ⟧(S, ν) and for
every complex event C′ ∈ ⟦ϕ⟧(S, ν), if max(C) = max(C′)
then C ≤next C′. In our running example, when evaluating
ϕ1 over S we have that {1,8} matches NXT(ϕ1) but {5,8}
does not. Furthermore, {3,4,6,7} matches NXT(ϕ4) while{3,4,7} and {3,6,7} do not. Note that we compare out-
puts with respect to ≤next that have the same final position.
This way, complex events are discarded only when there is
a preferred complex event triggered by the same last event.
LAST. The NXT selector is motivated by the computational
benefit of skipping irrelevant events in a greedy fashion.
However, from a semantic point of view it might not be
what a user wants. For example, if we consider again ϕ1
and stream S (Section 2), we know that every complex event
in NXT(ϕ1) will have event 1. In this sense, the NXT strat-
egy selects the oldest complex event for the formula. We
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argue here that a user might actually prefer the opposite,
i.e. the most recent explanation for the matching of a for-
mula. This is the idea captured by LAST. Formally, the
LAST selector is defined exactly as NXT, but changing the or-
der ≤next by ≤last: if C1 and C2 are two complex events, then
C1 ≤last C2 if either C1 = C2 or max(C1 △C2) ∈ C2. For ex-
ample, {1,8} ≤last {5,8}. In our running example, LAST(ϕ1)
would select the most recent temperature and humidity that
explain the matching of ϕ1 (i.e. {5,8}), which might be a
better explanation for a possible fire. Surprisingly, we show
in Section 7 that LAST enjoys the same good computational
properties as NXT.
MAX. A more ambitious selection strategy is to keep all
the maximal complex events in terms of set inclusion. This
corresponds to obtaining those complex events that are as
informative as possible, which could be naturally more use-
ful for end users. Formally, given a CEL formula ϕ we say
that C ∈ ⟦MAX(ϕ)⟧(S, ν) holds iff C ∈ ⟦ϕ⟧(S, ν) and for all
C′ ∈ ⟦ϕ⟧(S, ν), if max(C) = max(C′) then C ⊆ C′. Com-
ing back to our example ϕ1, the MAX selector will output
both {1,8} and {5,8}, given that both complex events are
maximal in terms of set inclusion. On the contrary, formula
ϕ3 produced {3,6,7}, {3,4,7}, and {3,4,6,7}. Then, if we
evaluate MAX(ϕ3) over the same stream, we will obtain only{3,4,6,7} as output, which is the maximal complex event.
It is interesting to note that if we evaluate both NXT(ϕ3)
and LAST(ϕ3) over the stream we will also get {3,4,6,7} as
the only output, illustrating that NXT and LAST also yield
complex events with maximal information.
We have formally presented the foundations of a language
for recognizing complex events, and how to restrict the out-
puts of this language in meaningful manners. In the fol-
lowing, we study practical aspects of the CEL syntax that
impact how efficiently can formulas be evaluated.
5. SYNTACTIC ANALYSIS OF CEL
We now turn to study the syntactic form of CEL formu-
las. We define well-formed and safe formulas, which are
syntactic restrictions that characterize semantic properties
of interest. Then, we define a convenient normal form and
show that any formula can be rewritten in this form.
5.1 Syntactic restrictions of formulas
Although CEL has well-defined semantics, there are some
formulas whose semantics can be unintuitive because the use
of variables is not restricted. Consider for example
ϕ5 = (H AS x) FILTER (y.tmp ≤ 30).
Here, x will be naturally bound to the only element in a com-
plex event, but y will not add a new position to the output.
By the semantics of CEL, a valuation ν for ϕ5 must assign
a position for y that satisfies the filter, but such position
is not restricted to occur in the complex event. Moreover,
y is not necessarily bound to any of the events seen up to
the last element, and thus a complex event could depend on
future events. For example, if we evaluate ϕ5 over our run-
ning example S (Figure 1), we have that {2} ∈ ⟦ϕ5⟧(S), but
this depends on the event at position 6. This means that to
evaluate this formula we potentially need to inspect events
that occur after all events composing the output complex
event have been seen, an arguably undesired situation.
To avoid this problem, we introduce the notion of well-
formed formulas. As the previous example illustrates, this
requires defining where variables are bound by a sub-formula
of the form R AS x. The set of bound variables of a formula ϕ
is denoted by bound(ϕ) and is recursively defined as follows:
bound(R AS x) = {x}
bound(ρ FILTER P (x¯)) = bound(ρ)
bound(ρ1 OR ρ2) = bound(ρ1) ∩ bound(ρ2)
bound(ρ+) = ∅
bound(ρ1 ; ρ2) = bound(ϕ1) ∪ bound(ϕ2)
bound(SEL(ρ)) = bound(ρ)
where SEL is any selection strategy. Note that for the OR
operator a variable must be defined in both formulas in or-
der to be bound. We say that a CEL formula ϕ is well-
formed if for every sub-formula of the form ρ FILTER P (x¯)
and every x ∈ x¯, there is another sub-formula ρx such that
x ∈ bound(ρx) and ρ is a sub-formula of ρx. Note that this
definition allows for including filters with variables defined
in a wider scope. For example, formula ϕ4 in Section 2
is well-formed although it has the not-well-formed formula(T AS y FILTER y.id = x.id)+ as a sub-formula.
One can argue that it would be desirable to restrict the
users to only write well-formed formulas. Indeed, the well-
formed property can be checked efficiently by a syntactic
parser and users should understand that all variables in a
formula must be correctly defined. Given that well-formed
formulas have a well-defined variable structure, in the future
we restrict our analysis to well-formed formulas.
Another issue for CEL is that the reuse of variables can
easily produce unsatisfiable formulas. For example, the for-
mula ψ = T AS x ; T AS x is not satisfiable (i.e. ⟦ψ⟧(S) = ∅
for every S) because variable x cannot be assigned to two
different positions in the stream. However, we do not want
to be too conservative and disallow the reuse of variables
in the whole formula (otherwise formulas like ϕ2 in Sec-
tion 2 would not be permitted). This motivates the notion
of safe CEL formulas. We say that a CEL formula is safe
if for every sub-formula of the form ϕ1 ; ϕ2 it holds that
vdef+(ϕ1) ∩ vdef+(ϕ2) = ∅. For example, all CEL formulas
in this paper are safe except for the formula ψ above.
The safe notion is a mild restriction to help the evalua-
tion of CEL, and can be easily checked during parsing time.
However, safe formulas are a subclass of CEL and it could
be the case that they do not capture the full language. We
show in the next result that this is not the case. Formally,
we say that two CEL formulas ϕ and ψ are equivalent, de-
noted by ϕ ≡ ψ, if for every stream S and complex event C,
it is the case that C ∈ ⟦ϕ⟧(S) if, and only if, C ∈ ⟦ψ⟧(S).
Theorem 1. Given a core-CEL formula ϕ, there is a safe
formula ϕ′ s.t. ϕ ≡ ϕ′ and ∣ϕ′∣ is at most exponential in ∣ϕ∣.
By this result, we can restrict our analysis to safe formulas
without loss of generality. Unfortunately, we do not know if
the exponential size of ϕ′ is necessary. We conjecture that
this exponential blow-up is unavoidable, however, we do not
know yet the corresponding lower bound.
5.2 LP-normal form
Now we study how to rewrite CEL formulas in order to
simplify the evaluation of unary filters. Intuitively, filter op-
erators in a CEL formula can become difficult to handle for
a CEP query engine. To illustrate this, consider again for-
mula ϕ1 in Section 2. Syntactically, this formula states “find
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an event x followed by an event y, and then check that they
satisfy the filter conditions”. However, we would like an ex-
ecution engine to only consider those events x with id = 0
that represent temperature above 40 degrees. Only after-
wards the possible matching events y should be considered.
In other words, formula ϕ1 can be restated as:
ϕ′1 = [(T AS x) FILTER (x.tmp > 40 ∧ x.id = 0)];[(H AS y) FILTER (y.hum <= 25 ∧ y.id = 0)]
This example motivates defining the locally parametrized
normal form (LP normal form). Let U be the set of all
predicates P ∈ P of arity 1 (i.e. P ⊆ tuples(R)). We say that
a formula ϕ is in LP-normal form if the following condition
holds: for every sub-formula ϕ′ FILTER P (x¯) of ϕ, if P ∈ U,
then ϕ′ = R AS x for some R and x. In other words, all
filters containing unary predicates are applied directly to
the definitions of their variables. For instance, formula ϕ′1 is
in LP-normal form while formulas ϕ1 and ϕ2 are not. Note
that non-unary predicates are not restricted, and they can
be used anywhere in the formula.
One can easily see that having formulas in LP-normal
form would be an advantage for an evaluation engine, be-
cause it can filter out some events as soon as they arrive (see
Section 8 for further discussion). However, formulas that are
not in LP-normal form can still be very useful for declaring
patterns. To illustrate this, consider the formula:
ϕ6 = (T AS x); ((T AS y FILTER x.temp ≥ 40) OR(H AS y FILTER x.temp < 40))
Here, the FILTER operator works like a conditional state-
ment: if the x-temperature is greater than 40, then the fol-
lowing event should be a temperature, and a humidity event
otherwise. This type of conditional statements can be very
useful, but at the same time it can be hard to evaluate. For-
tunately, the next result shows that one can always rewrite
a formula into LP-normal form, incurring in the worst case
in an exponential blow-up in the size of the formula.
Theorem 2. Let ϕ be a core-CEL formula. Then, there
is a core-CEL formula ψ in LP-normal form such that ϕ ≡ ψ,
and ∣ψ∣ is at most exponential in ∣ϕ∣.
The importance of this result and Theorem 1 will become
clear in the next sections, where we show that safe formu-
las in LP-normal form have good properties for evaluation.
Similar to Theorem 1, we do not know if the exponential
blow-up is unavoidable and leave this for future work.
6. A COMPUTATIONAL MODEL FOR CEL
In this section, we introduce a formal computational model
for evaluating CEL formulas called complex event automata
(CEA for short). Similar to classical database management
systems (DBMS), it is useful to have a formal model that
stands between the query language and the evaluation al-
gorithms, in order to simplify the analysis and optimization
of the whole evaluation process. There are several examples
of DBMS that are based on this approach like regular ex-
pressions and finite state automata [37, 10], and relational
algebra and SQL [7, 45]. Here, we propose CEA as the in-
termediate evaluation model for CEL and show later how to
compile any (unary) CEL formula into a CEA.
As its name suggests, complex event automata (CEA) are
an extension of Finite State Automata (FSA). The first dif-
ference from FSA comes from handling streams instead of
words. A CEA is said to run over a stream of tuples, unlike
FSA which run over words of a certain alphabet. The sec-
ond difference arises directly from the first one by the need
of processing tuples, which can have infinitely many differ-
ent values, in contrast to the finite input alphabet of FSA.
To handle this, our model is extended the same way as a
Symbolic Finite Automata (SFA) [51]. SFAs are finite state
automata in which the alphabet is described implicitly by
a boolean algebra over the symbols. This allows automata
to work with a possibly infinite alphabet and, at the same
time, use finite state memory for processing the input. CEA
are extended analogously, which is reflected in transitions la-
beled by unary predicates over tuples. The last difference
addresses the need to generate complex events instead of
boolean answers. A well known extension for FSA are Fi-
nite State Transducers [20], which are capable of producing
an output whenever an input element is read. Our computa-
tional model follows the same approach: CEA are allowed to
generate and output complex events when reading a stream.
Recall from Section 5 that U is the subset of unary pred-
icates of P. Let ●, ○ be two symbols. A complex event au-
tomaton (CEA) is a tupleA = (Q,∆, I, F ) whereQ is a finite
set of states, ∆ ⊆ Q×(U×{●, ○})×Q is the transition relation,
and I,F ⊆ Q are the set of initial and final states, respec-
tively. Given a stream S = t0t1 . . ., a run ρ of A over S is a
sequence of transitions: ρ ∶ q0 P0/m0ÐÐ→ q1 P1/m1ÐÐ→ ⋯ Pn/mnÐÐ→ qn+1
such that q0 ∈ I, ti ∈ Pi and (qi, Pi,mi, qi+1) ∈ ∆ for ev-
ery i ≤ n. We say that ρ is accepting if qn+1 ∈ F and
mn = ●. We denote by Runn(A, S) the set of accepting runs
of A over S of length n. Further, events(ρ) denotes the
set of positions where the run marks the stream, namely
events(ρ) = {i ∈ [0, n] ∣ mi = ●}. Intuitively this means
that when a transition is taken, if the transition has the ●
symbol then the current position of the stream is included
in the output (similar to the execution of a transducer).
Note that we require the last position of an accepting run
to be marking, as otherwise an output could depend on fu-
ture events (see the discussion about well-formed formulas
in Section 5). Given a stream S and n ∈ N, we define
the set of complex events of A over S at position n as⟦A⟧n(S) = {events(ρ) ∣ ρ ∈ Runn(A, S)} and the set of all
complex events as ⟦A⟧(S) = ⋃n ⟦A⟧n(S). Note that ⟦A⟧(S)
can be infinite, but ⟦A⟧n(S) is finite.
Consider as an example the CEA A depicted in Figure 2.
In this CEA, each transition P (x) ∣ ● marks one H-tuple
and each transition P ′(x) ∣ ● marks a sequence of T -tuples
with temperature bigger than 40. Note also that the tran-
sitions labeled by TRUE ∣○ allow A to arbitrarily skip tuples
of the stream. Then, for every stream S, ⟦A⟧(S) represents
the set of all complex events that begin and end with an
H-tuple and also contain some of the T -tuples with temper-
ature higher than 40.
It is important to stress that CEA are designed to be an
evaluation model for the unary sub-fragment of CEL (a for-
mal definition is presented in the next paragraph). Several
computational models have been proposed for complex event
processing [30, 44, 53, 48], but most of them are informal
and non-standard extensions of finite state automata. In our
framework, we want to give a step back compared to previ-
ous proposals and define a simple but powerful model that
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q1 q2 q3
P (x) ∣ ●
TRUE ∣ ○ P ′(x) ∣ ● TRUE ∣ ○
P (x) ∣ ●
Figure 2: A CEA that can generate an unbounded
amount of complex events. Here P (x) ∶= type(x) = H
and P ′(x) ∶= type(x) = T ∧ x.temp > 40.
captures the regular core of CEL. With “regular” we mean
all CEL formulas that can be evaluated with finite state
memory. Intuitively, formulas like ϕ1, ϕ2 and ϕ3 presented
in Section 2 can be evaluated using a bounded amount of
memory. In contrast, formula ϕ4 needs unbounded memory
to store candidate events seen in the past, and thus, it calls
for a more sophisticated model (e.g. data automata [49]).
Of course one would like to have a full-fledged model for
CEL, but to this end we must first understand the regular
fragment. For these reasons, a computational model for the
whole CEP logic is left as future work (see Section 9).
Compiling unary CEL into CEA. We now show how
to compile a well-formed and unary CEL formula ϕ into
an equivalent CEA Aϕ. Formally, we say that a CEL for-
mula ϕ is unary if for every subformula of ϕ of the form
ϕ′ FILTER P (x¯), it holds that P (x¯) is a unary predicate
(i.e. P (x¯) ∈ U). For example, formulas ϕ1, ϕ2, and ϕ3
in Section 2 are unary, but formula ϕ4 is not (the predicate
y.id = x.id is binary). As motivated in Section 2 and 5.2, and
further supported by our experiments (see Section 8), de-
spite their appear simplicity unary formulas already present
non-trivial computational challenges.
Theorem 3. For every well-formed formula ϕ in unary
core-CEL, there is a CEA Aϕ equivalent to ϕ. Furthermore,Aϕ is of size at most linear in ∣ϕ∣ if ϕ is safe and in LP-
normal form and at most double exponential in ∣ϕ∣ otherwise.
The proof of Theorem 3 is closely related with the safeness
condition and the LP-normal form presented in Section 5.
The construction goes by first converting ϕ into an equiv-
alent CEL formula ϕ′ in LP-normal form (Theorem 2) and
then building an equivalent CEA from ϕ′. We show that
there is an exponential blow-up for converting ϕ into LP-
normal form. Furthermore, we show that the output of the
second step is of linear size if ϕ′ is safe, and of exponential
size otherwise, suggesting that restricting the language to
safe formulas allows for more efficient evaluation.
So far we have described the compilation process without
considering selection strategies. To include them, we need
to extend our notation and allow selection strategies to be
applied directly over CEA. Given a CEAA, a selection strat-
egy SEL in {STRICT,NXT,LAST,MAX} and stream S, the set of
outputs ⟦SEL(A)⟧(S) is defined analogously to ⟦SEL(ϕ)⟧(S)
for a formula ϕ. Then, we say that a CEA A1 is equivalent
to SEL(A2) if ⟦A1⟧(S) = ⟦SEL(A2)⟧(S) for every stream S.
Theorem 4. Let SEL be a selection strategy. For any
CEA A, there is a CEA ASEL equivalent to SEL(A). Fur-
thermore, the size of ASEL is, w.r.t. the size of A, at most
linear if SEL = STRICT, and at most exponential otherwise.
At first this result might seem unintuitive, specially in
the case of NXT, LAST and MAX. It is not immediate (and
rather involved) to show that there exists a CEA for these
strategies because they need to track an unbounded number
of complex events using finite memory. Still, this can be
done with an exponential blow-up in the number of states.
Theorem 4 concludes our study of the compilation of unary
CEL into CEA. We have shown that CEA is not only able
to evaluate CEL formulas, but also that it can be further
exploited to evaluate selections strategies. We finish by in-
troducing the notion of I/O-determinism that will be crucial
for our evaluation algorithms in the next section.
I/O-deterministic CEA. To evaluate CEA in practice we
will focus on the class of the so-called I/O-deterministic
CEA (for Input/Output deterministic). We say that a CEAA is I/O-deterministic if ∣I ∣ = 1 and for any two transitions(p,P1,m1, q1) and (p,P2,m2, q2), either P1 and P2 are mu-
tually exclusive (i.e. P1 ∩ P2 = ∅), or m1 ≠ m2. Intuitively,
this notion imposes that given a stream S and a complex
event C, there is at most one run over S that generates C
(thus the name referencing the input and the output). In
contrast, the classical notion of determinism would require
that there is at most one run over the entire stream.
I/O-deterministic CEA are important because they allow
for a simple and efficient evaluation algorithm (discussed
in Sections 7 and 8). But for this algorithm to be useful,
we need to make sure that every CEA can be I/O deter-
minized. Formally, we say that two CEA A1 and A2 are
equivalent (denoted A1 ≡ A2) if for every stream S we have⟦A1⟧(S) = ⟦A2⟧(S). Then we say that CEA are closed un-
der I/O determinism if for every CEA A there is an I/O-
deterministic CEA A′ such that A ≡ A′.
Proposition 1. CEA are closed under I/O-determinism.
This result and the compilation process allow us to evalu-
ate CEL formulas by means of I/O-deterministic CEA with-
out loss of generality. In the next section we present an
algorithm to perform this evaluation efficiently.
7. ALGORITHMS FOR EVALUATING CEA
In this section we show how to efficiently evaluate a com-
plex event automaton (CEA). We first formalize the notion
of an efficient evaluation in the context of CEP and then
provide algorithms to evaluate CEA efficiently.
7.1 Efficiency in CEP
Defining a notion of efficiency for CEP is challenging since
we would like to compute complex events in one pass and
using a restricted amount of resources. Streaming algo-
rithms [38, 32] are a natural starting point as they usually
restrict the time allowed to process each tuple and the space
needed to process the first n items of a stream (e.g., con-
stant or logarithmic in n). However, an important difference
is that in CEP the arrival of a single event might generate an
exponential number of complex events as output. Therefore
no algorithm producing this output could guarantee any sort
of efficiency, because there are particular examples in which
only generating the outputs take exponential time in size
of the processed sub-stream. To overcome this problem, we
propose to divide the evaluation in two parts: (1) consuming
new events and updating the internal memory of the system
and (2) generating complex events from the internal mem-
ory of the system. We require both parts to be as efficient
as possible. First, (1) should process each event in a time
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that does not depend on the number of events seen in the
past. Second, (2) should not spend any time processing and
instead it should be completely devoted to generating the
output. To formalize this notion, we assume that there is a
special instruction yieldS that returns the next element of
a stream S. Then, given a function f ∶ N → N, a CEP eval-
uation algorithm with f -update time is an algorithm that
evaluates a CEA A over a stream S such that:
1. between any two calls to yieldS , the time spent is
bounded by O(f(∣A∣)⋅∣t∣), where t is the tuple returned
by the first of such calls, and
2. maintains a data structure D in memory, such that
after calling yieldS n times, the set ⟦A⟧n(S) can be
enumerated from D with constant delay.
The notion of constant-delay enumeration was defined in
the database community [50, 18] precisely for defining effi-
ciency whenever the output might be larger than the input.
Formally, it requires the existence of a routine Enumerate
that receives D as input and outputs all complex events
in ⟦A⟧n(S) without repetitions, while spending a constant
amount of time before and after each output. Naturally, the
time to generate a complex event C must be linear in ∣C ∣.
We remark that (1) is a natural restriction imposed in the
streaming literature [38], while (2) is the minimum require-
ment if an arbitrarily large set of arbitrarily large outputs
must be produced [50].
Note that the update time O(f(∣A∣) ⋅ ∣t∣) is linear in ∣t∣
if we consider that A is fixed. Since this is the case in
practice (i.e. the automaton is generally small with respect
to the stream, and does not change during evaluation), this
amounts to constant update time when measured under data
complexity (tuples can also be considered of constant size).
7.2 Evaluation of I/O-deterministic CEA
We describe a CEP evaluation algorithm with f(n) = n
update time for I/O-deterministic CEA. We define the algo-
rithm’s underlying data structure, then show how to update
this data structure upon new events, and finally how to enu-
merate the resulting complex events with constant delay.
Data structure. The atomic element in our data structure
is the node. A node is defined as a pair (p, l), where p ∈ N
represents a position in the stream and l is a list of nodes.
A node is initialized by calling Node(p, l), and the methods
position and list return p and l, respectively.
The data structure maintained by our algorithm is com-
posed by linked-lists of nodes. For operating a linked-list l
we use the methods add, append and lazycopy. Specifically,
add(n) adds the node n at the beginning of l, and append(l′)
appends a list l′ at the end of l. An important property of
the data structure is that no element is ever removed from
the lists, only adding nodes or appending lists is allowed.
This allows us to represent a list as a pair l = (s, e), where s
is its starting node and e its ending node. Then, lazycopy
returns a copy of l, defined by the pointers (s, e), and the
generated copy of the list is not affected by future changes
on l. Furthermore, it is trivial to see that lazycopy runs in
constant time (i.e. O(1)). The methods used for navigating
the list are begin and next. begin gives a pointer to the
first node of the list, and next returns the next element of
the list and false when it reaches the end.
Algorithm 1 Evaluate A over a stream S
Require: An I/O deterministic CEA A = (Q, δ, q0, F )
1: procedure Evaluate(S)
2: for all q ∈ Q ∖ {q0} do
3: listq ← 
4: listq0 ← []
5: while t← yieldS do
6: for all q ∈ Q do
7: listoldq ← listq.lazycopy, listq ← 
8: for all q ∈ Q with listoldq ≠  do
9: if p● ← δ(q, t, ●) then
10: listp● .add(Node(t.position, listoldq ))
11: if p○ ← δ(q, t, ○) then
12: listp○ .append(listoldq )
13: Enumerate({listq}q∈Q, F, t.position)
Algorithm 2 Enumerate all mappings
1: procedure Enumerate({listq}q∈Q, F , now)
2: for all q ∈ F with listq ≠  do
3: listq.begin
4: while n← list.next and n.position = now do
5: EnumAll(n.list,{n.position})
6: procedure EnumAll(list,C)
7: list.begin
8: while n← list.next do
9: if n =  then
10: Output(C)
11: else
12: EnumAll(n.list, C ∪ {n.position})
Evaluation. The CEP evaluation algorithm for an I/O-
deterministic CEA A = (Q, δ, q0, F ) is given in Algorithms 1
and 2. To ease the notation, we extend δ as a function
δ(q, t,m) that retrieves the (unique) state p = δ(q,P,m) for
some predicate P such that t ∈ P ; if there is no such P , it
returns false. Basically, if a run is in state q, then p is the
state it moves when reading t and marking m.
The procedure Evaluate keeps the evaluation of A by
simulating all its possible runs, and has a list listq for each
state q to keep track on the complex events. Intuitively, each
listq keeps the information of the partial complex events gen-
erated by the partial runs currently ending at q. Each node
n in listq represents (through its n.list) a subset of these
complex events, all of them having n.position as their last
position. These sets are pairwise disjoint (which is an impor-
tant property for constant-delay enumeration of the output).
Each listq is initialized as the empty list, represented by ,
except for listq0 , which begins with only the sink node  in
it. The algorithm then reads S using yieldS to get each
new event. For each new event t, the procedure updates
the data structure as follows. It starts by creating a copy
of each listq, and storing it in list
old
q (lines 6-7). Then, for
each q with non-empty listq it extends the runs that are cur-
rently at q by simulating the possible outgoing transitions
satisfied by t (lines 8-12). After doing this for all q, it calls
the Enumerate procedure to enumerate all output complex
events generated by t.
The core processing of Algorithm 1 is in updating the
structure by extending the runs currently at q (lines 9-12).
9
Specifically, line 10 considers the ●-transition and line 12
the ○-transition (recall that A is I/O-deterministic). As we
said before, each listq represents the complex events of runs
currently at q. To extend these runs with a ●-transition,
line 10 creates a new node n∗ with the current position in
S (i.e. t.position) as its position, and the old value of listq
as its predecessors list. Then, n∗ is added at the top of the
new list of p● = δ(q, t, ●). On the other hand, to extend the
runs with a ○-transition, it only needs to append the old list
of q to the list of p○ = δ(q, t, ○) (line 12).
By looking at Algorithm 1, one can see that the update
of each listq takes time O(∣t∣), and therefore O(∣Q∣ ⋅ ∣t∣) for
the whole update procedure. This, added to the O(∣Q∣) of
the lazy copying of the lists, gives us an overall O(∣A∣ ⋅ ∣t∣)
bound on the time between each call to yieldS , satisfying
condition (1) with f(∣A∣) = ∣A∣.
Enumeration. One can consider the data structure main-
tained by Evaluate as a directed acyclic graph: vertices
are nodes and there is an outgoing edge from node n to
node n′ if n′ appears in n.list. By following Algorithm 1,
one can easily check that the sink node  is reachable from
every node in this directed acyclic graph, namely, for any q
and any node n in listq there exists a path n = n1 . . . , nk,.
Furthermore, each of this path represents a complex event
nk.position, . . . , n1.position outputted by some run of A
over S that ends at q.
Given the previous discussion, the Enumerate procedure
in Algorithm 2 is straightforward: it simply traverses the
directed acyclic graph in a depth-first manner, computing
a complex event for each path. To ensure that all outputs
are enumerated, it needs to do this for each node n in an
accepting state and whose position is equal to the current
position (i.e. now). Because new nodes are added on top, it
iterates over each accepting list from the beginning, stopping
whenever it finds a node with a position different from now.
It is important to note that Enumerate does not satisfy
condition (2) of a CEP evaluation algorithm, namely, taking
a constant delay between two outputs. The problem relies
in the depth-first search traversal of the acyclic graph: there
can be an unbounded number of backtracking steps, creat-
ing a delay that is not constant between outputs. To solve
this, one can use a stack with a smart policy to avoid these
unbounded backtracking steps. Given space restrictions, we
present this modification of Algorithm 2 in the appendix.
7.3 CEA and selection strategies
Given that any CEA can be I/O-determinized (Propo-
sition 1), we can use Algorithms 1 and 2 to evaluate any
CEA. Unfortunately, the determinization procedure has an
exponential blow-up in the size of the automaton.
Theorem 5. For every CEA A, there is an CEP evalu-
ation algorithm with 2∣A∣-update time.
We can further extend the CEP evaluation algorithm for
I/O-deterministic CEA to any selection strategies by using
the results of Theorem 4. However, by naively applying The-
orem 4 and then I/O-determinizing the resulting automaton,
we will have a double exponential blow-up in the update
time. By doing the compilation of the selection strategies
and the I/O-determinization together, we can lower the up-
date time. Moreover, and rather surprisingly, we can evalu-
ate NXT and LAST without determinizing the automaton, and
therefore with linear update time.
Parser (Th. 1)
Query Rewrite (Th. 2)
Compilation (Th. 3, 4)
Evaluation (Th. 5, 6)
Output (complex events)
CEL
Stream
WF and safe
LP-normal form
CE automaton
Figure 3: Evaluation framework for CEL.
Theorem 6. Let SEL be a selection strategy. For any
CEA A, there is an CEP evaluation algorithm for SEL(A).
Furthermore, the update time is ∣A∣ if SEL ∈ {NXT,LAST}, 2∣A∣
if SEL = STRICT and 4∣A∣ if SEL = MAX.
Due to space limitations, the constructions and algorithms
in Theorem 6 are deferred to the appendix.
8. EXPERIMENTAL EVALUATION
Having all the building blocks, we proceed to show how
to evaluate a unary CEL formula in practice. We present
an experimental evaluation that validates the simplicity and
efficiency of the presented framework.
8.1 Framework
In Figure 3, we show the evaluation cycle of a CEL formula
in our framework and how all the results and theorems fit
together. To explain this framework, consider a unary CEL
formula ϕ (possibly with selection strategies). The process
starts in the parser module, where we check if ϕ is well-
formed and safe. These conditions are important to ensure
that ϕ is satisfiable and make a correct use of variables.
Note that a CEP system could translate unsafe formulas
(Theorem 1), incurring however in an exponential blow-up.
The next module rewrites a well-formed and safe formula
ϕ into LP-normal form by using the rewriting process of
Theorem 2 which, in the worst case, can produce an expo-
nentially larger formula. To avoid this cost, in many cases
one can apply local rewriting rules [7, 45]. For example,
in Section 2 we converted ϕ1 into ϕ
′
1 by applying a filter
push on filters, avoiding the exponential blow-up of Theo-
rem 2. Unfortunately, we cannot apply this technique over
formulas like ϕ6 in Section 5, maintaining the exponential
blow-up. Nevertheless, formulas like ϕ6 are rather uncom-
mon in practice and local rewriting rules will usually produce
LP-formulas of polynomial size.
The third module receives a formula in LP-normal form
and builds a complex event automaton Aϕ of polynomial
size. Then, the last module runs Aϕ over the stream by
using our CEP evaluation procedure for I/O deterministic
CEA (Algorithms 1 and 2). If there is no selection strategy,Aϕ must be determinized before running the CEP evalua-
tion algorithm. In the worst case, this determinization is
exponential in Aϕ, nevertheless, in practice the size of Aϕ
is rather small (see the experiments below). If a selection
strategy SEL is used, we can use the algorithms of Theorem 6
for evaluating SEL(Aϕ), having a similar update time than
evaluating Aϕ alone. As we show next, evaluating MAX(Aϕ)
or LAST(Aϕ) has even better performance than evaluatingAϕ directly.
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Q1 A AS x;B AS y;C AS z
Q2 A AS x;B AS y;C AS z;D AS w
Q3 ((A AS x OR B AS y) OR C AS z);D AS w
Q4 (A AS x)+; (B AS y)
Q5 (A AS x)+; (B AS y)+;C AS z
Q6 ((A AS x)+; (B AS y))+;C AS z
Table 1: Queries used in the experiments
8.2 Experiments
To validate our results, we implemented our complete
framework (automatized from parsing to evaluation) and
compared it against two of the most relevant actors in CEP
systems: EsperTech [2], an industrial CEP Stream process-
ing system, and SASE [5], an academic prototype. We use
the Java-based open version of EsperTech [3] and the Java
open-source version of SASE[4]. Our implementation [1] is
also written in Java to have a fair comparison.
Setup. We run our experiments on a server equipped with
an 8-core Intel(R) Xeon(R) E5-2609v4 processor running
at 1.7GHz, 16GB of RAM and the GNU operating sys-
tem with Linux kernel 4.4.0-109-generic, distributed under
Ubuntu 16.04.02. All experiments are performed using Java
1.8.0 131 and the Java HotSpot(TM) 64-Bit Server Virtual
Machine, build 25.131-b11. The reported measurements are
the average over ten runs of the same experiment. The
Virtual Machine is restarted with 8GB of freshly allocated
memory before each repetition of each experiment. Exper-
iments were stopped after one hour or when the allocated
memory is exceeded; this is reported accordingly in the ex-
perimental results. Memory usage is measured using the
JVM System call and after calling the Garbage Collector.
For the sake of consistency, we verified that the three sys-
tems produced exactly the same set of output. There were a
few cases in which this was not the case because SASE and
EsperTech do not have well-defined semantics for selection
strategies and use heuristic that affect the generated output.
Queries. As there are no standard benchmarks for CEP
patterns, we developed a small set of patterns for under-
standing how efficiently each system handles the basic op-
erators. The used queries are denoted Q1-Q6 and are de-
picted in Table 8.2. Despite their simplicity these queries
are particularly important and already show the difference in
performance between previous CEP systems and our frame-
work. Queries Q1 and Q2 measure how well a system han-
dles concatenation. Queries Q3 and Q4 are intended to mea-
sure the efficiency with which a system handles disjunction
and a single iteration, respectively. Query Q5 contains two
concatenated iterations, and finally Q6 is a more complex
query with nested iterations. This last query not only tests
the efficiency of the systems under a slightly more complex
query, but also the consistency of their semantics. It is im-
portant to mention that we do not test unary filters because
they do not add complexity to our system. Indeed, we tested
similar queries with unary filters and the performance of our
framework was not affected while that of EsperTech and
SASE were degraded. In order to test these queries over Es-
perTech and SASE we needed to translate them; we present
these translations in our appendix.
Stress Experiment. We start by measuring how well each
system manages partial complex events. For this, we do a
“stress experiment”: we evaluate queries Q1 and Q2 over a
stream where all events are randomly generated with uni-
form distribution, except for the last event that fires the
results (i.e. the last event is C for Q1 and D for Q2). This
implies that no output is generated until the last event. We
run both queries over streams of increasing length 200, 400,
. . . , 2.000, and measure the processing time, the enumer-
ation time, and the memory consumption. Note that al-
though 2.000 events (less than 1 MB) is a small amount of
data in CEP, the number of outputs is big: around 200,000
for Q1 and 20,000,000 for Q2. Figure 4 depicts the process-
ing time for both queries, the time required to enumerate
the output for Q2 and the memory used by each system for
each query (in logarithmic scale).
Let us first analyze the processing times (first and sec-
ond charts in Figure 4). An interesting remark is that Es-
perTech and SASE slow down in a non-linear fashion w.r.t.
the stream size. This suggests that they are building partial
outputs (e.g. all pairs (A,B) for Q1) in memory, waiting
for an event that triggers a complex event. In contrast,
our framework provides constant-time per processed event,
and therefore degrades linearly at worst. While we process
Q2 over a stream of 2,000 events in less than 0,01 seconds
with a throughput of more than 200,000 events per second,
our strongest competitor, SASE, takes 678.3 seconds with
a throughput of less than 3 events per second. Moreover,
EsperTech is not capable of processing Q2 over a stream
of 1,000 events in an hour. Regarding the memory con-
sumption, we can see in the last two charts of Figure 4 the
memory consumption (in logarithmic scale) of each system
before reading the last event. The difference is again no-
torious; for Q2 we only use 5MB of memory, SASE uses
1GB and EsperTech uses more than 10GB. It is important
to say that the amount of memory used by both EsperTech
and SASE is highly correlated with the amount of partial
complex events, suggesting again that they are materializing
elements while processing the stream. In contrast, our im-
plementation efficiently updates a highly compressed version
of the output that depends linearly in the size of the stream.
Regarding the enumeration of complex events after the last
event is seen, in the third chart of Figure 4 we draw the
enumeration time. We measure this by writing all results to
a freshly created native Java ArrayList for Q2 at different
stream lengths. Note that we did not measure this time for
Q1 because it was negligible, taking less than 0,2 seconds for
all systems. We can see that our framework takes 5,2 sec-
onds in enumerating 20,000,000 outputs (produced by 2,000
events) while SASE takes less than one second. Although
SASE is more efficient in enumerating all outputs (they are
already materialized in an ArrayList), our framework can
still enumerate a huge number of outputs in a reasonable
amount of time, specially considering that 5 seconds is ir-
relevant with respect to the 680 seconds that SASE requires
to materialize the output while processing the stream.
Using consumption policies. In the previous experi-
ments we detected a high correlation between the number of
(partial) complex events and the amount of time and mem-
ory consumed by EsperTech and SASE. Although this does
not invalidates the experiments, one could argue that gener-
ating large numbers of results is not realistic. In fact, both
EsperTech and SASE have ways to speed up their match-
ing algorithms by reducing the number of outputs. A first
strategy is to use a so-called consumption policy, a way to
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Q1
Stream Size -> 200 400 600 800 1000 1200 1400 1600 1800 2000
EsperTech (proc) 0.13 0.72 1.66 3.84 6.38 10.08 20.38 27.33 46.57 67.25
EsperTech (enum) 0.01 0.02 0.02 0.04 0.04 0.05 0.06 0.06 0.08 0.09
EsperTech (mem) 81.8 127.2 206.9 873.1 833.6 455.4 1662.6 1606.7 1105.6 1926.4
Sase (proc) 0.04 0.11 0.25 0.56 0.82 1.25 2.19 3.09 4.66 6.54
Sase (enum) 0 0 0 0 0 0 0 0.01 0.01 0.01
Sase (mem) 5.15 5.16 7.70 10.24 13.05 21.03 28.81 31.35 43.76 51.34
CEL (proc) 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
CEL (enum) 0.01 0.01 0.02 0.04 0.04 0.04 0.05 0.08 0.09 0.12
CEL (mem) 2.5 2.5 2.5 2.5 2.5 2.5 5.0 5.0 5.0 5.0
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Stream Size -> 200 400 600 800 1000 1200 1400 1600 1800 2000
EsperTech (proc) 0.91 22.24 257.67 1516.76
EsperTech (enum) 0.03 0.08 0.21 0.52
EsperTech (mem) 118.6 649.1 465.8 1399.7 10000
Sase (proc) 0.13 0.80 4.23 12.30 33.32 71.10 145.44 248.14 457.69 678.30
Sase (enum) 0 0.01 0.02 0.05 0.09 0.16 0.27 0.41 0.89 0.79
Sase (mem) 7.67 37.92 98.20 251.34 425.85 812.56 1317.63 1935.17 2790.55 3613.54
CEL (proc) 0.00 0.00 0.00 0.01 0.01 0.01 0.01 0.01 0.01 0.01
CEL (enum) 0.02 0.09 0.23 0.41 0.67 1.25 1.9 2.85 3.96 5.2
CEL (mem) 2.5 2.5 2.5 2.5 2.5 2.5 5.0 5.0 5.0 5.0
M
em
or
y (
M
B 
in 
lo
g.
 sc
ale
)
1
10
100
1,000
10,000
200 600 1000 1400 1800
1
10
100
1,000
10,000
200 600 1000 1400 1800
Q1 Q2
Ou
tp
ut
 ti
m
e 
(se
c)
0
2
4
6
8
200 600 1000 1400 1800
Q2
 1
Figure 4: Evaluation of Q1 and Q2 over streams of length 200, 400, . . . , 2000. We depict the processing times,
then the time spent generating the output for Q2 and finally the memory consumption in logarithmic scale.
Q1 Q2 Q3 Q4 Q5 Q6
Outp. avg. 5 14 4 19 516 2.064
EsperTech 1.84 3.91 2.21 166.09 3600* 3600*
SASE 0.88 1.48 - 4.08 177.02 -
CEL 0.27 0.28 0.27 0.21 0.26 0.24
Table 2: Processing times (sec) on a stream of 1
million events for Q1-Q6 using a consumption policy.
disregard all partial complex events whenever a complete
complex event is found. Note that this does not correspond
to the semantics of any of the operators or selection strate-
gies presented in this paper: this is just a heuristic to reduce
the number of results. We implemented this strategy and
compared experimentally against EsperTech and SASE. For
the sake of space we only present the results regarding pro-
cessing time, but the memory consumption and enumeration
time were also measured. Memory consumption was simi-
lar to the measurements in Figure 4, while enumeration was
completely negligible given the reduced number of outputs.
The results are depicted in Table 8.2; we present them in
tabular form because the differences are too big to be ap-
preciated visually. These experiments are performed over
streams of 1,000,000 events in which event types are uni-
formly distributed. The average number of complex events
generated every time that the partial complex events were
discarded is also depicted in Table 8.2. Since the query lan-
guage of SASE does not support queries Q3 and Q6, the
corresponding entries are left empty. We can see in these
experiments that EsperTech and SASE slow down rapidly
with the complexity of the query, while our system is mini-
mally affected. Again, this occurs because our system guar-
antees constant time per event irrespective of the number of
outputs and the complexity of the query.
Selection strategies. Although the previous experiment
shows that our framework outperforms EsperTech and SASE,
the number of outputs might still seem large. A way of re-
ducing the number of outputs even more while producing
meaningful results is by means of selection strategies (see
Section 4). Selection strategies produce at most one output
per event, and therefore keeping (partial) complex events in
memory should not be a bottleneck anymore. To do this
experiment we produce two different streams, called S1 and
S2: S1 is generated by choosing event types uniformly at
random and S2 is generated with distribution P(A) = 410 ,
P(B) = 3
10
, P(C) = 2
10
, P(D) = 1
10
and P(E) = 2
10
to vary the
number of outputs. In this experiment we measure through-
put (the number of events that each system can process per
second). We leave each system processing a dynamically-
generated stream for one minute. In SASE we use the skip-
Low
Q1 Q2 Q3 Q4 Q5 Q6
EsperTech 864458 594526 300068 575284 333034 438722
SASE 1745831 2028056 - 1188629 704810 -
CEL (LAST) 2084510 1843994 2036920 1562033 1917334 1927769
CEL (MAX) 4111607 3420605 3695794 2980567 4333049 4087696
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ug
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EsperTech SASE CEL (LAST) CEL (MAX)
Medium
Q1 Q2 Q3 Q4 Q5 Q6
EsperTech 812844 630413 474354 520967 294286 337686
SASE 1678804 1432258 - 809471 272857 -
CEL (LAST) 1897058 1673761 1973056 2082440 1657964 1632327
CEL (MAX) 3601303 3139838 3597195 4835573 3846467 3354318
1M
3M
4M
5M
Q1 Q2 Q3 Q4 Q5 Q6
S1 S2
 1
Figure 5: Throughput using selection strategies over
two different streams.
till-next-match selector and in EsperTech the default match-
ing strategy (which already generates at most one complex
event per event). For our system we test the LAST and MAX
selection strategies. It is important to mention that in this
experiment the produced outputs were not the same. While
our system follows the semantics described in Section 4, the
competing systems behave erratically: they follow a greedy
procedure, missing some complex events that should be in
the output. The results are depicted in Figure 5. Note
that MAX runs faster than NXT in this case, which is because
the automaton has less states (validating that the blow-up
in the number of states does not always materialize). Al-
though the results in this case are more comparable, our
system still outperforms consistently the competition while
producing meaningful outputs.
9. FUTURE WORK
This paper settles new foundations for CEP systems, stim-
ulating new research directions. In particular, a natural
next step is to study the evaluation of non-unary CEL for-
mulas. This requires new insight in rewriting formulas and
a more powerful computational models with CEP evalua-
tion algorithms. Another relevant problem is to understand
the expressive power of different fragments of CEL and the
relationship between the different operators. In this same
direction, we envision as future work a generalization of the
concept behind selection strategies, together with a thor-
ough study of their expressive power.
Finally, we have focused on the fundamental features of
CEP languages, leaving other features outside to keep the
language and analysis simple. These features include cor-
relation, time windows, aggregation, consumption policies,
among others (see [28] for a more exhaustive list). We be-
lieve that CEL can be extended with these features to es-
tablish a more complete framework for CEP.
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APPENDIX
A. PROOFS OF SECTION 4
A.1 Proof of Lemma 1
For ≤next to be a total order between complex events, it has to be reflexive (trivial), anti-symmetric, transitive, and total.
The proof for each property is given next.
Anti-symmetric. Consider any two complex events C1 and C2 such that C1 ≤next C2 and C2 ≤next C1. C2 ≤next C1 means that
either C1 = C2 or (1) min(C1 △C2) ∈ C1, and C1 ≤next C2 that either C2 = C1 or (2) min(C1 △C2) ∈ C2. If (1) were true,
it would mean that (2) could not be true, so C2 = C1 would have to be true, becoming a contradiction. So, the only possible
scenario is that C1 = C2.
Transitivity. Consider any three complex events C1, C2 and C3 such that C1 ≤next C2 and C2 ≤next C3. Because C1 ≤next C2
holds, then either C1 = C2 or (1) min(C1 △ C2) ∈ C2. If C1 = C2, then C1 ≤next C3 because C2 ≤next C3. Now, if C1 ≠ C2,
then (1) must hold, which implies that the lowest element that is either in C1 or C2, but not in both, has to be in C2. Let’s
call this element l1. Because C2 ≤next C3, then either C2 = C3 or (2) min(C2△C3) ∈ C3. Again, if C2 = C3, then C1 ≤next C3
because C1 ≤next C2. Now, if C2 ≠ C3, then (2) must hold, so the lowest element that is either in C2 or C3, but not in both,
has to be in C3. Let’s call this element l2.
Given that C1 ≠ C2 and C2 ≠ C3, define for every i ∈ {1,2,3} and j ∈ {1,2} the set C<lji as the set of elements of Ci which
are lower than lj , i.e., C
<lj
i = {x ∣ x ∈ Ci ∧ x < lj}. It is clear that C<l11 = C<l12 and C<l22 = C<l23 , because of (1) and (2),
respectively. Also, because of (2) it holds that l2 ∉ C2, so l1 ≠ l2.
Consider first the case where l1 < l2. This means that (3) C<l11 = C<l13 . Moreover, if l1 were not in C3, it would contradict(2), so (4) l1 ∈ C3 must hold. With (3) and (4), it follows that l1 is the lowest element that is either in C1 or C3 but not in
both, and it is in C3. This proves that min(C1 △C3) ∈ C3, and thus C1 ≤next C3.
Now consider the case where l2 < l1. Then, (5) C<l21 = C<l23 must hold. Because l2 is not in C2, it cannot be in C1, otherwise
it would contradict (1), so (6) l2 ∉ C1 must hold. Also, because of (2) we know that (7) l2 ∈ C3 must hold. With (5), (6)
and (7), it follows that l2 is the lowest element that is either in C1 or C3 but not in both, and it is in C3. This proves that
min(C1 △C3) ∈ C3, and thus C1 ≤next C3.
Total. Consider any two complex events C1 and C2. If C1 = C2, then C1 ≤next C2 holds. Consider now the case where C1 ≠ C2.
Define the set C = (C1 ∪C2)/(C1 ∩C2) which is the set of all elements either in C1 or C2, but not in both. Because C1 ≠ C2,
there must be at least one element in C. In particular, this implies that there is a minimum element l in C. If l is in C2, then
C1 ≤next C2 holds, and if l is in C1, then C2 ≤next C1 holds.
B. PROOFS OF SECTION 5
B.1 Proof of Theorem 1
To prove this theorem, we first show that one can push disjunction (by means of OR) to the top-most level of every core-
CEL formula. Formally, we say that a CEL formula ϕ is in disjunctive-normal form if ϕ = (ϕ1 OR ⋯ OR ϕn), where for each
i ∈ {1, . . . , n}, it is the case that:● Every OR operator in ϕi occurs in the scope of a + operator.● For every subformula of ϕi of the form (ϕ′i)+, it is the case that ϕ′i is in disjunctive normal form.
Now we show that every formula can be translated into disjunctive normal form.
Lemma 2. Every formula ϕ in core-CEL can be translated into disjunctive-normal form in time at most exponential ∣ϕ∣.
Proof. We proceed by induction over the structure of ϕ.● If ϕ = R AS x, then ϕ is already free of OR.● If ϕ = ϕ1 OR ϕ2, the result readily follows from the induction hypothesis.● If ϕ = (ϕ′)+, by induction hypothesis ϕ can be translated into disjunctive normal form.● If ϕ = ϕ′ FILTER P (x¯) with x¯ = (x1, . . . , xk), we know by induction hypothesis that ϕ′ is equivalent to a formula(ϕ1 OR ⋯ OR ϕn). Therefore, ϕ is equivalent to (ϕ1 OR ⋯ OR ϕn) FILTER P (x¯). We show that this latter formula is equivalent
to (ϕ1 FILTER P (x¯)) OR ⋯ OR (ϕn FILTER P (x¯)). Let S be a stream and assume C ∈ ⟦(ϕ1 OR ⋯ OR ϕn) FILTER P (x¯)⟧(S).
Then, there is some ν such that C ∈ ⟦(ϕ1 OR ⋯ OR ϕn)⟧(S, ν) and (S[ν(x1)], . . . , S[ν(xk)]) ∈ P (x¯). By definition of
OR, this implies that there is an i ∈ {1, . . . , n} such that C ∈ ⟦(ϕi)⟧(S, ν). As (S[ν(x1)], . . . , S[ν(xk)]) ∈ P , we have C ∈⟦(ϕi) FILTER P (x¯)⟧(S, ν). We can then immediately conclude that C ∈ ⟦(ϕ1 FILTER P (x¯)) OR ⋯ OR (ϕn FILTER P (x¯))⟧(S, ν),
and thus C ∈ ⟦(ϕ1 FILTER P (x¯)) OR ⋯ OR (ϕn FILTER P (x¯))⟧(S). The converse follows from an analogous argument.● If ϕ = (ϕ1 ; ϕ2), by induction hypothesis we know that ϕ1 is equivalent to a formula (ϕ11 OR ⋯ OR ϕ1n) and ϕ2 is equivalent
to a formula (ϕ21 OR ⋯ OR ϕ2m). Let ϕ′ be defined by
ϕ′ = (ϕ11 ; ϕ21) OR (ϕ11 ; ϕ22) OR ⋯ OR (ϕ11 ; ϕ2m) OR (ϕ12 ; ϕ21) OR ⋯ OR (ϕ12 ; ϕ2m) OR ⋯ OR (ϕ1n ; ϕ21) OR ⋯ OR (ϕ1n ; ϕ2m).
We show that ϕ ≡ ϕ′. Let S be a stream and let C be a complex event. If C ∈ ⟦ϕ⟧(S), then there is a valuation ν and two
complex events C1 and C2 such that C = C1 ⋅C2, C1 ∈ ⟦ϕ1⟧(S, ν) and C2 ∈ ⟦ϕ2⟧(S, ν). Then, there are two numbers i and
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j such that C1 ∈ ⟦ϕ1i ⟧(S, ν) and C2 ∈ ⟦ϕ2j⟧(S, ν). As C = C1 ⋅ C2, it immediately follows that C ∈ ⟦ϕ1i ; ϕ2j⟧(S), and thus
C ∈ ⟦ϕ′⟧(S).
For the converse assume C ∈ ⟦ϕ′⟧(S). Then, there is a valuation ν, a complex event C and two numbers i and j such
that C ∈ ⟦ϕ1i ; ϕ2j⟧(S, ν). Therefore there are two complex events C1 and C2 such that C = C1 ⋅ C2, C1 ∈ ⟦ϕ1i ⟧(S, ν) and
C2 ∈ ⟦ϕ2j⟧(S, ν). By semantics of OR, we have C1 ∈ ⟦ϕ1⟧(S, ν) and C2 ∈ ⟦ϕ2⟧(S, ν). As C = C1 ⋅C2, it readily follows that
C ∈ ⟦ϕ1 ; ϕ2⟧(S) = ⟦ϕ⟧(S).
Having this result, we proceed to show that a core-CEL formula in disjunctive normal form can be translated into a safe
formula. To this end, we need to show the following two lemmas.
Lemma 3. Let ϕ be a core-CEL formula in which every OR occurs inside the scope of a + operator, and let x ∈ vdef+(ϕ).
Then, for every complex event C, valuation ν and stream S such that C ∈ ⟦ϕ⟧(S, ν), it is the case that x ∈ dom(ν) and
ν(x) ∈ C.
Proof. We proceed by induction on the structure of ϕ. Let ν be a valuation, S a stream and C a complex event.● Assume ϕ = R AS x and that C ∈ ⟦ϕ⟧(S, ν). By definition, we have C = {ν(x)}.● Assume ϕ = ϕ′ FILTER P (x¯) and that C ∈ ⟦ϕ⟧(S, ν). Let x ∈ vdef+(ϕ). By definition, we have that C ∈ ⟦ϕ′⟧(S, ν). Since
x ∈ vdef+(ϕ′), by induction hypothesis we have x ∈ dom(ν) and ν(x) ∈ C.● If ϕ = (ϕ′)+ the condition trivially holds as vdef+(ϕ) = ∅.● If ϕ = ϕ1 ; ϕ2, then x ∈ vdef+(ϕ1) or x ∈ vdef+(ϕ2). Assume w.l.o.g. that x ∈ vdef+(ϕ1). If C ∈ ⟦ϕ⟧(S, ν), then C = C1 ⋅C2,
where C1 ∈ ⟦ϕ1⟧(S, ν). As x ∈ vdef+(ϕ1), by induction hypothesis we have that x ∈ dom(ν) and ν(x) ∈ C1 ⊆ C, concluding
the proof.
Lemma 4. Let ϕ be a core-CEL formula in which every OR occurs inside the scope of a + operator, and let S be a stream.
If ϕ has a subformula ϕ′ that is not under the scope of a + operator such that ⟦ϕ′⟧(S) = ∅, then ⟦ϕ⟧(S) = ∅.
Proof. We proceed by induction on the structure of ϕ. Let S a stream and assume ϕ′ is a subformula of ϕ such that⟦ϕ′⟧(S) = ∅. We assume that ϕ′ is a proper subformula, as otherwise the result immediately follows. For this reason, we can
trivially skip the case when ϕ = R AS x or ϕ = (ϕ1)+.● If ϕ = ϕ1 ; ϕ2, then ϕ′ is a subformula of ϕ1 or of ϕ2. Assume w.l.o.g. that ϕ′ is a subformula of ϕ1. By induction
hypothesis, as ⟦ϕ′⟧(S) = ∅ we have that ⟦ϕ1⟧(S) = ∅, which immediately implies that ⟦ϕ⟧(S) = ∅.● If ϕ = ϕ1 FILTER P (x¯), we know that ϕ′ is a subformula of ϕ1. By induction hypothesis we have ⟦ϕ′⟧(S) = ∅ and by
definition of FILTER we obtain ⟦ϕ⟧(S) = ∅.
Now we are ready to show that any core-CEL formula in disjunctive-normal form can be translated into a safe formula,
and moreover, this can be done in linear time.
Lemma 5. Let ϕ be a core-CEL formula in disjunctive-normal form. Then ϕ can be translated in linear time into a safe
core-CEL formula ϕ′.
Proof. Assume that ϕ = ϕ1 OR ⋯ OR ϕn is a core-CEL formula in disjunctive-normal form. By induction, we assume that
every sub-formula of the form (ϕ′)+ is already safe. Now we show that every unsafe ϕi is unsatisfiable, and therefore it can be
safely removed from the disjunction. Proceed by contradiction and assume ϕi is unsafe and satisfiable. Then, it must contain
a subformula of the form ψ1 ; ψ2 occurring outside the scope of all + operators, and such that vdef+(ψ1) ∩ vdef+(ψ2) ≠ ∅.
Let x ∈ vdef+(ψ1) ∩ vdef+(ψ2). By Lemma 4, we know that ψ1 ; ψ2 must be satisfiable. Therefore, there is a stream S, a
valuation ν and a mapping C such that C ∈ ⟦ψ1 ; ψ2⟧(S, ν). This implies the existence of two complex events C1 and C2 such
that C1 ∈ ⟦ψ1⟧(S, ν) and C2 ∈ ⟦ψ2⟧(S, ν). Since x ∈ vdef+(ψ1) and ψ1 can only mention OR inside a + operator, by Lemma 3
we obtain that ν(x) ∈ C1. Similarly, as x ∈ vdef+(ψ2), we have ν(x) ∈ C2. But as C = C1 ⋅ C2, we have that C1 ∩ C2 = ∅,
contradicting the facts that ν(x) ∈ C1 and ν(x) ∈ C2.
We have obtained that if any disjunct is unsafe, it cannot produce any results. Therefore, as safeness is easily verifiable,
the result readily follows by removing the unsafe disjuncts of ϕ. Notice that this need to be done in a bottom-up fashion,
starting from the subformulas of the form (ϕ′)+.
Theorem 1 occurs as a corollary of Lemmas 2 and 5. Indeed, given a core-CEL formula ϕ, one can construct in exponential
time an equivalent core-CEL formula ϕ′ in disjunctive normal form. Then, from ϕ′ one can construct in linear time a safe
formula in core-CEL ψ that is equivalent to ϕ, which is exactly what we wanted to show.
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B.2 Proof of Theorem 2
Without lost of generality, in the proof we consider only unary predicates, since these are the ones that we need to modify
in order for the formula to be in LP-normal form. Indeed, if the formula contains non-unary filters, this can be treated as
normal operators, similar than OR or ; operators. Consider a well-formed core-CEL formula ϕ with unary predicates. We first
provide a construction for a core-CEL formula in LP normal form and then prove that it is equivalent to ϕ. The construction
consists of two steps: (1) pop predicates up, and (2) push predicates down.
1. The first step is focused on rewriting the formula in a way that for every subformula of the form ϕ′ FILTER P (x)
it holds that x ∈ vdef+(ϕ′). Recall that a well-formed formula could still have a subformula ϕ′ FILTER P (x) such
that x ∈ vdef+(ϕ′). The construction we provide to achieve this is the following. For every subformula of the form
ϕ′ FILTER P (x) and every predicate, let ϕx be the lowest subformula of ϕ where x is defined and that has ϕ′ as a
subformula. Here we use the fact that ϕ is well-formed, which ensures that ϕx must exist. Then, we rewrite the
subformula ϕx inside ϕ as ϕ
t
x FILTER P (x) OR ϕfx FILTER ¬P (x), where ϕtx and ϕfx are the same as ϕx but replacing the
inside P (x) with TRUE and FALSE, respectively.
2. Now that we moved each predicate up to a level where all its variables are defined, the next step is to move each one
down to its variable’s definition. This is done straightforward: for every subformula of the form ϕ′ FILTER P (x), the
P (x) filter is removed from ϕ′ and instead applied over every subformula of ϕ′ with the form R AS x, rewriting it as
R AS x FILTER P (x). After all predicates was moved to the lowest possible, each assignment R AS x now has a sequence
of filters applied to it, e.g. R AS x FILTER P1(x) . . . FILTER Pk(x), and moreover, all filters appear in this form. Because
the predicate set P is closed under intersection, we know there is some P ∈ P that equals P1 ∩ . . .∩Pk. Then, we replace
each sequence of filters R AS x FILTER P1(x) . . . FILTER Pk(x) with R AS x FILTER P (x), thus resulting in a formula in
LP-normal form.
Now we prove that the construction above satisfies the lemma, i.e., ⟦ϕlp⟧(S) = ⟦ϕ⟧(S) for every stream S, where ϕlp
is the resulting formula after the construction. To prove that the first step does not change the semantics, we show that
it stays the same after each iteration. Consider a subformula ϕ′ FILTER P (x) of ϕ such that x ∉ vdef+(ϕ′). In par-
ticular, the only part of ϕ that is modified by the algorithm is ϕx, so it suffices to prove that C ∈ ⟦ϕx⟧(S, ν) holds iff
C ∈ ⟦ϕtx FILTER P (x) OR ϕfx FILTER ¬P (x)⟧(S, ν).● For the only-if direction, let S, C, ν be any stream, complex event and valuation, respectively, such that C ∈ ⟦ϕx⟧(S, ν).
If S[ν(x)] ∈ P , then it is enough to prove that C ∈ ⟦ϕtx⟧(S, ν). In a similar way, the only part in which ϕtx differs with
ϕx is that in the former the atom P (x) was set to TRUE. Therefore, it is enough to prove that, for any C′ and ϕ′, if
S[ν′(x)] ∈ P holds, then C′ ∈ ⟦ϕ′ FILTER P (x)⟧(S, ν′) iff C′ ∈ ⟦ϕ′ FILTER TRUE⟧(S, ν′), which is trivially true. Notice that
we can assure S[ν′(x)] ∈ P holds because S[ν(x)] ∈ P holds and, when evaluating this part of the formula, the mapping for
x must stay the same, otherwise x must have been inside a +-operator, which cannot be the case because x ∈ bound(ϕx).
Moreover, ν′ has to be equal to ν. The proof for the case S[ν(x1)] ∈ ¬P is similar considering ϕfx instead of ϕtx, thus
C ∈ ⟦ϕtx FILTER P (x) OR ϕfx FILTER ¬P (x)⟧(S, ν).● For the if direction, let S, C, ν be some arbitrary stream, complex event and valuation, respectively, such that C ∈⟦ϕtx FILTER P (x) OR ϕfx FILTER ¬P (x)⟧(S, ν). Then, by definition the complex event C is either in ⟦ϕtx FILTER P (x)⟧(S, ν)
or in ⟦ϕfx FILTER ¬P (x)⟧(S, ν). Without loss of generality, consider the former case, which implies that S[ν(x)] ∈ P .
Then, because C′ ∈ ⟦ϕ′ FILTER P (x)⟧(S, ν′) iff C′ ∈ ⟦ϕ′ FILTER TRUE⟧(S, ν′), it holds that C ∈ ⟦ϕx⟧(S, ν). It is the same
for S[ν(x)] ∈ ¬P , thus C ∈ ⟦ϕx⟧(S, ν) iff C ∈ ⟦ϕtx FILTER P (x) OR ϕfx FILTER ¬P (x)⟧(S, ν).
Therefore, if we name ϕ1 as the result of applying the first part, we get that ϕ1 ≡ ϕ.
Now, we prove that moving the predicates to their definitions does not affect the semantics either, for which we show that
it stays the same after each iteration. Consider a subformula of ϕ1 of the form ϕ
′ FILTER P (x). The same way as before, we
focus on the modified part, i.e., we need to prove that C ∈ ⟦ϕ′ FILTER P (x)⟧(S, ν) iff C ∈ ⟦ϕ′P ⟧(S, ν), where ϕ′P is the result of
adding the filter P (x) for each definition of x inside ϕ′, i.e., replace R AS x with R AS x FILTER P (x) where R is any relation.● First, we show the only-if direction. Let S, C, ν be any stream, complex event and valuation, respectively, such that
C ∈ ⟦ϕ′ FILTER P (x)⟧(S, ν), which implies that S[ν(x)] ∈ P . We know that, when evaluating every subformula R AS x of
ϕ′, the valuation ν must stay the same, because x ∈ bound(ϕ′), and thus its definition cannot be inside a +-operator (notice
that if it appears inside a +, it represents a value different to x, thus the + subformula can be rewritten using a new variable
x′). Similarly to the reasoning above, it holds that for any C′ and ϕ′, if S[ν′(x)] ∈ P , then C′ ∈ ⟦R AS x FILTER P (x)⟧(S, ν′)
iff C′ ∈ ⟦R AS x⟧(S, ν′). Then, because every subformula R AS x behaves the same, C ∈ ⟦ϕ′P ⟧(S, ν) holds.● We now show the if direction. Let S, C, ν be any stream, complex event and valuation, respectively, such that
C ∈ ⟦ϕ′P ⟧(S, ν). We prove that S[ν(x)] ∈ P must hold, thus proving that C ∈ ⟦ϕ′ FILTER P (x)⟧(S, ν) holds using the
same argument as above. By contradiction, assume that S[ν(x)] ∉ P . Because we showed that when evaluating every
R AS x FILTER P (x) in ϕ′P , the valuation ν must be the same, the only possible way for C ∈ ⟦ϕ′P ⟧(S, ν) to hold is if
all R AS x appear at one side of an OR -operator. However, this would contradict the fact that x ∈ bound(ϕ′), thus
S[ν(x)] ∈ P , and also C ∈ ⟦ϕ′ FILTER P (x)⟧(S, ν).
Then, ϕ′ FILTER P (x) and ϕ′P are equivalent, therefore, if we name ϕlp the result of applying step 2, we get that ϕlp ≡ ϕ1 ≡ ϕ.
Finally, it is easy to check that the size of ϕlp will be at most exponential in the size of ϕ. Each iteration of step 1 could
duplicate the size of the formula in the worst case, thus ∣ϕ1∣ = O(2∣ϕ∣). Then, step 2 does not really increase the size of the
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formula due to the final replacing of predicates P1, . . . , Pk with P . The size of ϕlp w.r.t. ϕ is then O(2∣ϕ∣). However, in
our framework (Section 3) we assumed that ϕ did not use the syntactic sugar ∧ and ∨ inside its filters. If so, we argue that
this would not turn into an extra exponential growth (turning the result to a double-exponential). To explain why, consider
that ϕ uses the ∧ and ∨ syntactic sugar. Then, if we apply step 1 to each predicate, the resulting formula ϕ1 would still be
equivalent to ϕ and of size at most exponential w.r.t. ∣ϕ∣, avoiding the double-exponential blow-up mentioned above. Finally,
we have that ∣ϕlp∣ = O(2∣ϕ∣), even if ϕ uses ∧ and ∨.
C. PROOFS OF SECTION 6
C.1 Proof of Proposition 1
For the following proof consider any two CEA A1 = (Q1,∆1, I1, F1), A2 = (Q2,∆2, I2, F2) and assume, without loss of
generality, that they have disjoint sets of states, i.e., Q1 ∩Q2 = ∅. We begin by proving closure under union, which is exactly
the same as the proof for FSA closure under union. We define the CEA A1 ∪A2 = (Q,∆, I, F ) as follows. The set of states
is Q = Q1 ∪ Q2, the transition relation is ∆ = ∆1 ∪ ∆2; the set of initial states is I = I1 ∪ I2 and the set of final states is
F = F1 ∪ F2.
Next we prove closure under intersection. We define the CEA A1∩A2 = (Q,∆, I, F ) as follows. The set of states is the Carte-
sian product Q = Q1 ×Q2; the transition relation is ∆ = {((p1, p2), (P1 ∧ P2,m), (q1, q2)) ∣ (pi, (Pi,m), qi) ∈ ∆i for i ∈ {1,2}},
that is, the incoming tuple must me inside both predicates P1 and P2 in order to simulate both transitions with the same
mark m from p1 to q1 and from p2 to q2 of A1 and A2, respectively; the set of initial states is I = I1 × I2 and the set of final
states is F = F1 × F2.
Now we prove closure under I/O-determinization. Define the CEA Ad = (Qd, δd, Id, Fd) component by component. First,
the set of states is Qd = 2Q, that is, each state in Qd represents a different subset of Q. Second, the transition relation is:
δd = {(T, (P,m), U) ∣ P ∈ P -types, and q ∈ U iff there is a p ∈ T and P ′ ∈ U such that (p, (P ′,m), q) ∈ ∆ and P ⊆ P ′}.
Here, P is the set of all predicates in the transitions of ∆ and we use the notion of P -types defined in the proof of Theorem 4
(see Section C.3.2 for the definition). Finally, the sets of initial and final states are Id = {I} and Fd = {T ∣ T ∈ Qd ∧T ∩F ≠ ∅}.
The key notion here is the one of P -types, which partitions the set of all tuples in a way that if a tuple t satisfies a predicate
Pt ∈ P -types, then Pt is a subset of the predicates of all transition that a run of A could take when reading t. This allows
us to then apply a determinization algorithm similar to the one for FSA. Notice that P1 ∩ P2 = ∅ for every two different
predicates P1, P2 ∈ P -types, so the resulting CEA Ad is I/O-deterministic.
Finally, we prove closure under complementation. Basically, the complementation of a CEA is no more than determinizing
it and complementing the set of final states. Formally, we define the CEA Ac1 = (Q, δ, I, F ) as follows. Consider the I/O-
deterministic CEA det(A1) = (Qd, δd, Id, Fd). Then, the set of states, the transition relation and the set of initial states are
the same as of det(A1), i.e., Q = Qd, δ = δd and I = Id, and the set of final states is F = Q ∖ Fd.
C.2 Proof of Theorem 3
So simplify the proof, we will add to the model of CEA the ability to have -transitions. Formally, now a transition relation
has the structure ∆ ⊆ Q × ((U × {●, ○}) ∪ {}) × Q. This basically means the automaton can have transitions of the form(p, , q) that can be part of a run and, if so, the automaton passes from state p to q without reading nor marking any new
tuple. This does not give any additional power to CEA, since any -transition (p, , q) can be removed by adding, for each
incoming transition of p, an equivalent incoming one to q, and for each outgoing transition of q an equivalent outgoing one
from p.
The results of Theorem 2 and Theorem 1 show that we can rewrite every core-CEL formula as a safe formula in LP-normal
form. We consider that, if ϕ is not in LP-normal form, then it is first turned into one that is, adding an exponential growth
from the beginning. Furthermore, if it is not safe the it is turned into a safe one, adding another exponential growth. We
now give a construction that, for every safe core-CEL formula ϕ in LP-normal form, defines a CEA A such that for every
complex event C, C ∈ ⟦A⟧(S) iff C ∈ ⟦ϕ⟧(S). This construction is done recursively in a bottom-up fashion such that, for
every subformula, an equivalent CEA is built from the CEA of its subformulas. Moreover, we assume that the CEA for each
subformula has one initial state and one final state, since each recursive construction defines a CEA with those properties.
Let ψ be a subformula of ϕ. Then, the CEA A is defined as follows:● If ψ = R AS x FILTER P (x) then A = (Q,∆,{qi},{qf}) with the set of states Q = {qi, qf} and the transitions ∆ ={(qi, (TRUE, ○), qi), (qi, (P ′, ●), qf)}, where P ′(x) = (type(x) = R) ∧ P (x). Graphically, the automaton is:
qi qf
P ′(x) ∣ ●
TRUE ∣ ○
If ψ has no FILTER the automaton is the same but with P ′(x) = (type(x) = R).● If ψ = ψ1 OR ψ2, and A1 = (Q1,∆1,{qi1},{qf1 }) and A2 = (Q2,∆2,{qi2},{qf2 }) are the CEA for ψ1 and ψ2, respectively, thenA = (Q,∆,{qi},{qf}) where Q is the union of the states of A1 and A2 plus the new initial and final states qi, qf , and ∆
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is the union of ∆1 and ∆2 plus the empty transitions from q
i to the initial states of A1 and A2, and from the final states
of A1 and A2 to qf . Formally, Q = Q1 ∪Q2 ∪ {qi, qf} and ∆ = ∆1 ∪∆2 ∪ {(qi, , qi1), (qi, , qi2), (qf1 , , qf), (qf2 , , qf)}.● If ψ = ψ1 ; ψ2, consider thatA1 = (Q1,∆1,{qi1},{qf1 }) andA2 = (Q2,∆2,{qi2},{qf2 }) are the CEA for ψ1 and ψ2, respectively.
Then, we define A = (Q,∆,{qi1},{qf2 }), where the set of states is Q = Q1 ∪Q2 and the transition relation is ∆ = ∆1 ∪∆2 ∪{(qf1 , , qi2)}.● If ψ = ψ1+, consider that A1 = (Q1,∆1,{qi1},{qf1 }) is the automaton for ψ1. Then, we define A = (Q1,∆,{qi1},{qf1 }) where
∆ = ∆1 ∪ {(qf1 , , qi1)}. Basically, is the same automaton for ψ1 with an -transition from the final to the initial state.
Now, we need to prove that the previous construction satisfies Theorem 3. We will prove this by induction over the
subformulas of ϕ, i.e., assume as induction hypothesis that the theorem holds for any subformula ψ and its respective CEA A.
First, consider the base case ψ = R AS x FILTER P (x). If C ∈ ⟦A⟧(S) then there is a run ρ that gets to the accepting state
such that events(ρ) = C. Moreover, ρ must pass through the transition (qi, (type(x) = R ∧ P (x), qf) while reading a tuple tj
at some position j. Then, consider a valuation ν such that ν(x) = j. Clearly, C = {ν(x)}, type(tj) = R, and S[ν(x)] ∈ P ,
thus C ∈ ⟦ψ⟧(S, ν). For the other direction, consider that C ∈ ⟦ψ⟧(S, ν) for some valuation ν. Then C must contain only one
position j = ν(x) such that type(S[j]) = R and S[j] ∈ P hold. Then ρ = (qi, (TRUE, ○), qi)j ⋅ (qi, (P ′(x), ●), qf) is an accepting
run of A over S, where (qi, (TRUE, ○), qi)j means that it takes the initial loop transition j times. Because events(ρ) = {j} = C,
then C ∈ ⟦A⟧(S).
Now, consider the case ψ = ψ1 OR ψ2. If C ∈ ⟦A⟧(S), then there is an accepting run ρ that also represents either an accepting
run of A1 or A2 (removing the  transitions at the beginning and end). Assume w.l.o.g. that it is the former case. Then,
by induction hypothesis, there is a valuation ν such that C ∈ ⟦ψ1⟧(S, ν). By definition this means that C ∈ ⟦ψ⟧(S, ν). For
the other direction, consider that C ∈ ⟦ψ⟧(S, ν) for some valuation ν. Then, either C ∈ ⟦ψ1⟧(S, ν) or C ∈ ⟦ψ2⟧(S, ν) holds.
Without loss of generality, consider the former case. By induction hypothesis, it means that C ∈ ⟦A1⟧(S), so there is an
accepting run ρ′ of A1 over S such that events(ρ′) = C. Because ∆ contains ∆1 then the run ρ = (qi, , qi1) ⋅ ρ′ ⋅ (qf1 , , qf) is an
accepting run of A over S.
Next, consider the case ψ = ψ1 ; ψ2. If C ∈ ⟦A⟧(S), then there is an accepting run ρ of the form ρ ∶ ρ1 ⋅ (qf1 , , qi2) ⋅ ρ2 and,
because of the construction, C1 = events(ρ1) ∈ ⟦A1⟧(S) and C2 = events(ρ2) ∈ ⟦A2⟧(Sj), with j = max(C1) + 1. Then by
induction hypothesis there are valuations ν1 and ν2 such that C1 ∈ ⟦ψ1⟧(S, ν1), C2 ∈ ⟦ψ2⟧(S, ν2). Moreover, because ϕ is safe,
we know that vdef+(ψ1)∩vdef+(ψ2) = ∅. Therefore, we can define ν such that ν(x) = ν1(x) if x ∈ vdef+(ψ1) and ν(x) = ν2(x)
if x ∈ vdef+(ψ2). Clearly, because ν represents both ν1 and ν2, it holds that C ∈ ⟦ψ⟧(S, ν). For the other direction, consider
a complex event C such that C ∈ ⟦ψ⟧(S, ν) for some valuation ν. Then there exist complex events C1 and C2 such that
C1 ∈ ⟦ψ1⟧(S, ν), C2 ∈ ⟦ψ2⟧(S, ν) and C = C1 ⋅C2. By induction hypothesis, there exist an accepting run ρ1 of A1 over S such
that events(ρ1) = C1. Similarly, there exist an accepting run ρ2 of A2 over Sj with j = max(C1)+1 such that events(ρ2) = C2.
Then, the run of A that simulates ρ1 ends at a state qf1 , thus it can continue by simulating ρ2 and reaching a final state.
Therefore, such run ρ is an accepting run of A. Notice that events(ρ) = C, thus C ∈ ⟦A⟧(S).
Finally, consider the case ψ = ψ1+. If C ∈ ⟦A⟧(S), it means that there is an accepting run ρ of A over S. We define
k to be the number of times that ρ passes through the final state qf , and prove by induction over k that C ∈ ⟦ψ⟧(S, ν).
If k = 1, it means that ρ is also an accepting run of A1, thus C ∈ ⟦A1⟧(S) and, by (the first) induction hypothesis, there
exists some valuation ν such that C ∈ ⟦ψ1⟧(S, ν), which implies C ∈ ⟦ψ⟧(S, ν). Now, consider the case k > 1. It means
that ρ has the form ρ = ρ1 ⋅ (qf , , qi) ⋅ ρ2 where ρ2 passes through qf k − 1 times. Then, C1 = events(ρ1) is an accepting
run of A1, hence C1 ∈ ⟦ψ1⟧(S, ν) for some ν. Furthermore, ρ2 is an accepting run of A, thus if C2 = events(ρ2) then by
induction hypothesis C2 ∈ ⟦ψ⟧(Sj , ν) for some ν, where j = max(C1) + 1. If C = C1 ⋅ C2 then C ∈ ⟦ψ1 ; ψ1+⟧(S, ν), thus
C ∈ ⟦ψ⟧(S, ν). Note that we do not care about ν because the +-operator of ψ overwrites it. For the other direction, consider
a complex event C such that C ∈ ⟦ψ⟧(S, ν) for some valuation ν. Then there exists ν′ such that either C ∈ ⟦ψ1⟧(S, ν[ν′ → U])
or C ∈ ⟦ψ1 ; ψ1+⟧(S, ν[ν′ → U]) where U = vdef+(ψ1). We now prove, by induction over the number of iterations, that
C ∈ ⟦A⟧(S). If there is just one iteration, then C ∈ ⟦ψ1⟧(S, ν[ν′ → U]) and, by induction hypothesis, C ∈ ⟦A1⟧(S), so there
is an accepting run ρ of A1 over S such that events(ρ) = C. Because ∆1 ⊆ ∆, then ρ is also an accepting run of A, thus
C ∈ ⟦A⟧(S). If there are k iterations with k > 1, it means that C ∈ ⟦ψ1 ; ψ1+⟧(S, ν[ν′ → U]). Therefore, there exist complex
events C1 and C2 such that C = C1 ⋅ C2, C1 ∈ ⟦ψ1⟧(S,σ[σ′ → U]) and C2 ∈ ⟦ψ1+⟧(Sj , ν[ν′ → U]), where j = max(C1) + 1.
Then, by induction hypothesis, there exist accepting runs ρ1 of A1 over S and ρ2 of A over Sj such that events(ρ1) = C1 and
events(ρ2) = C2 and, because ∆1 ⊆ ∆, ρ1 is also an accepting run of A. Then, the run ρ = ρ1 ⋅ (qf , , qi) ⋅ ρ2 is an accepting
run of A over S. Furthermore, events(ρ) = C1 ⋅C2 = C thus C ∈ ⟦A⟧(S).
Finally, it is clear that the size of A is linear with respect to the size of ϕ if ϕ is already safe and in LP-normal form. As
stated at the beginning, if ϕ is not safe and/or in LP-normal form, it first has to be turned into an equivalent ψ that is, and
such that ∣ψ∣ = O(exp2(∣ϕ∣)) in the worst-case scenario, where exp(x) = 2x. Then, ∣A∣ = O(∣ϕ∣) if ϕ is safe and in LP-normal
form, and ∣A∣ = O(∣ψ∣) = O(exp2(∣ϕ∣)) otherwise.
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C.3 Proof of Theorem 4
C.3.1 STRICT operator
Consider a CEA A = (Q,∆, I, F ). We will first define a CEA ASTRICT = (QSTRICT,∆STRICT, ISTRICT, FSTRICT) and then prove that
it is equivalent to STRICT(A). The set of states is defined as QSTRICT = {qm ∣ q ∈ Q and m ∈ {●, ○}}, the transition relation is
∆STRICT = {(pm, (P,m), qm) ∣ (p, (P,m), q) ∈ ∆)} ∪ {(p○, (P, ●), q●) ∣ (p, (P, ●), q) ∈ ∆}, the initial states are ISTRICT = {q○ ∣ q ∈ I}
and the final states are FSTRICT = {q● ∣ q ∈ F}. Basically, there are two copies of A, the first one which only have the ○
transitions, and the second one which only have the ● ones, and at any ● transition it can move from the first on to the
second. On an execution, ASTRICT starts in the first copy of A, moving only through transitions that do not mark the positions,
until it decides to mark one. At that point it moves to the second copy of A, and from there on it moves only using transitions
with ● until it reaches an accepting state.
Now, we prove that the construction is correct, that is, ⟦ASTRICT⟧(S) = ⟦STRICT(A)⟧(S) for every S. Let S be any
stream. First, consider a complex event C ∈ ⟦STRICT(A)⟧(S). This means that C ∈ ⟦A⟧(S) and that C has the form
C = {m0,m1, . . . ,mk} with mi =mi−1 + 1. Therefore, there is an accepting run of A of the form:
ρ ∶ q0 P1/○ÐÐ→ q1 P2/○ÐÐ→ ⋯ Pm1−1/○ÐÐ→ qm1−1 Pm1 /●ÐÐ→ qm1 Pm2 /●ÐÐ→ ⋯ Pmk /●ÐÐ→ qmk
Such that events(ρ) = C. Consider now the run over ASTRICT of the form:
ρ′ ∶ q○0 P1/○ÐÐ→ q○1 P2/○ÐÐ→ ⋯ Pm1−1/○ÐÐ→ q○m1−1 Pm1 /●ÐÐ→ q●m1 Pm2 /●ÐÐ→ ⋯ Pmk /●ÐÐ→ q●mk
It is clear that all transitions of ρ′ are in ∆STRICT, because the ones with ○ are in the first copy of A, the first one with ● passes
from the first copy to the second, and the following ones with ● are in the second copy. Therefore ρ′ is indeed run of ASTRICT
over S, and because qmk ∈ F , then q●mk ∈ F and ρ′ is an accepting run. Moreover, events(ρ′) = C, thus C ∈ ⟦ASTRICT⟧(S).
Now, consider a complex event C ∈ ⟦ASTRICT⟧(S), of the form C = {m0,m1, . . . ,mk}. It means that there is an accepting run
of ASTRICT of the form:
ρ ∶ q○0 P1/○ÐÐ→ ⋯ Pm1−1/○ÐÐ→ q○m1−1 Pm1 /●ÐÐ→ q●m1 Pm2 /●ÐÐ→ ⋯ Pmk /●ÐÐ→ q●mk
Such that events(ρ) = C. Notice that ρ must have this form because of the structure of ASTRICT, which force ρ to have ○
transitions at the beginning and ● ones at the end. Consider then the run of A of the form:
ρ′ ∶ q0 P1/○ÐÐ→ ⋯ Pm1−1/○ÐÐ→ qm1−1 Pm1 /●ÐÐ→ qm1 Pm2 /●ÐÐ→ ⋯ Pmk /●ÐÐ→ qmk
Similar to the converse case, it is clear that all transitions in ρ′ are in ∆. Therefore ρ′ is an accepting run of A over S, and
because events(ρ′) = C, it holds that C ∈ ⟦STRICT(A)⟧(S).
Finally, notice that ASTRICT consists in duplicating A, thus the size of ASTRICT is two times the size of A.
C.3.2 NXT operator
Let R be a schema and A = (Q,∆, I, F ) be a CEA over R. In order to define the new CEA ANXT = (QNXT,∆NXT, INXT, FNXT)
we first need to introduce some notation. We begin by imposing an arbitrary linear order < between the states of Q, i.e., for
every two different states p, q ∈ Q, either p < q or q < p. Let T1 . . . Tk be a sequence of sets of states such that Ti ⊆ Q. We say
that a sequence T1 . . . Tk is a total preorder over Q if Ti ∩ Tj = ∅ for every i ≠ j. Notice that the sequence is not necessarily a
partition, i.e., it does not need to include all states of Q. A total preorder naturally defines a preorder between states where
“p is less than q” whenever p ∈ Ti, q ∈ Tj , and i < j. To simplify notation, we define the concatenation between set of states
such that T ⋅ T ′ = TT ′ whenever T and T ′ are non-empty and T ⋅ T ′ = T ∪ T ′ otherwise. The concatenation between sets will
help to remove empty sets during the final construction. Now, given any sequence T1 . . . Tk (not necessarily a total preorder),
one can convert T1 . . . Tk into a total preorder by applying the operation Total Pre-Ordering (TPO) defined as follows:
TPO(T1 . . . Tk) = U1 ⋅ . . . ⋅Uk where Ui = Ti − i−1⋃
j=1Tj .
Let P = {P1, P2, . . . , Pn} be the set of all predicates in the transitions of ∆. Define the equivalence relation =P between tuples
such that, for every pair of tuples t1 and t2, t1 =P t2 holds if, and only if, both satisfy the same predicates, i.e., t1 ∈ Pi holds
iff t2 ∈ Pi holds, for every i. Moreover, for every tuple t let [t]P represent the equivalence class of t defined by =P , that is,[t]P = {t′ ∣ t =P t′}. Notice that, even though there are infinitely many tuples, there is a finite amount of equivalence classes
which is bounded by all possible combinations of predicates in P, i.e., 2∣P ∣. Now, for every t, define the predicate:
Pt = (⋀
t∈Pi Pi) ∧ (⋀t∉Pi ¬Pi)
and define the new set of predicates P -types = {Pt ∣ t ∈ tuples(R)}. Notice that for every tuple t there is exactly one predicate
in P -types that is satisfied by t, and that predicate is precisely Pt. Finally, we extend the transition relation ∆ as a function
such that:
∆(T,P,m) = {q ∈ Q ∣ exist p ∈ T and P ′ ∈ P such that P ⊆ P ′ and (p, (P ′,m), q) ∈ ∆}
for every T ⊆ Q, P ∈ P -types, and m ∈ {●, ○}.
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In the sequel, we define the CEA ANXT = (QNXT,∆NXT, INXT, FNXT) component by component. First, the set of states QNXT is
defined as
QNXT = {(T1 . . . Tk, p) ∣ T1 . . . Tk is a total preorder over Q and p ∈ Ti for some i ≤ k}
Intuitively, the state p is the current state of the ‘simulation’ of A and the sets T1 . . . Tk contain the states in which the
automaton could be, considering the prefix of the word read until the current moment. Furthermore, the sets are ordered
consistently with respect to ≤next, e.g., if a run ρ1 reach the state ({1,2}{3},1) and other run ρ2 reach the state ({1,2}{3},3),
then events(ρ2) <next events(ρ1). This property is proven later in Lemma 6.
Secondly, the transition relation is defined as follows. Consider P ∈ P -types, m ∈ {●, ○} and (T , p), (U , q) ∈ QNXT whereT = T1 . . . Tk and p ∈ Ti for some i ≤ k. Then we have that ((T , p), P,m, (U , q)) ∈ ∆NXT if, and only if,
1. (p,P ′,m, q) ∈ ∆ for some P ′ such that P ⊆ P ′,
2. q ∉ ∆(Tj , P,m′) for every m′ ∈ {●, ○} and j < i,
3. U = TPO(U●1 ⋅U○1 ⋅ . . . ⋅U●k ⋅U○k) where U●j = ∆(Tj , P, ●) and U○j = ∆(Tj , P, ○) for 1 ≤ j ≤ k,
4. q ∉ ∆(Ti, P, ●) when m = ○, and
5. (p′, P ′,m, q) ∉ ∆ for every p′ ∈ Ti such that p′ < p and every P ′ such that P ⊆ P ′.
Intuitively, the first condition ensures that the ‘simulation’ respects the transitions of ∆, the second checks that the next
state could not have been reached from a ‘higher’ run, the third ensures that the sequence is updated correctly and the fourth
restricts that if the next state can be reached either marking the letter or not, it always choose to mark it. The last condition
is not strictly necessary, and removing it will not change the semantics of the automaton, but is needed to ensure that there
are no two runs ρ1 and ρ2 that end in the same state such that events(ρ1) = events(ρ2).
Finally, the initial set INXT is defined as all states of the form (I, q) where q ∈ I and the final set FNXT as all states of the form(T1 . . . Tk, p) such that p ∈ F and there exists i ≤ k such that p ∈ Ti and Tj ∩ F = ∅ for all j < i.
Let S = t1t2 . . . be any stream. To prove that the construction is correct, we will need the following lemma.
Lemma 6. Consider a CEA A = (Q,∆, I, F ), a stream S, two states (T , p), (T , q) ∈ QNXT with the same sequence T =
T1 . . . Tk such that p ∈ Ti, q ∈ Tj for some i and j, and two runs ρ1, ρ2 of ANXT over S that have the same length and reach the
states (T , p) and (T , q), respectively. Then, i < j if, and only if:
events(ρ2) <next events(ρ1)
Proof. We will prove it by induction over the length of the runs. Let q0, q
′
0 ∈ I be any two initial states of A, not necessarily
different. First, assume that both runs consist of reading a single tuple t. Then, the runs are of the form:
ρ1 ∶ (I, q0) Pt/m1ÐÐ→ (T , p) and ρ2 ∶ (I, q′0) Pt/m2ÐÐ→ (T , q)
where T = T1T2 = TPO(∆(I,Pt, ●)∆(I,Pt, ○)) and neither T1 nor T2 can be empty because p and q are in different sets. For
the if direction, the only option is that events(ρ1) = {1} and events(ρ2) = {}, which implies that m1 = ● and m2 = ○. Then
i < j because p ∈ T1 and q ∈ T2. For the only-if direction, because i < j then p ∈ T1 and q ∈ T2, so necessarily m1 = ● and m2 = ○.
Because of this, events(ρ1) = {1} and events(ρ2) = {}, therefore events(ρ2) <next events(ρ1). Now, let S = t1t2 . . . tn . . . and
consider that the runs are of the form:
ρ1 ∶ (I, q0) Pt1 /m1ÐÐ→ (T1, q1) Pt2 /m2ÐÐ→ ⋯ Ptn−1 /mn−1ÐÐ→ (Tn−1, qn−1)Ptn /mnÐÐ→ (T , p)
ρ2 ∶ (I, q′0) Pt1 /m′1ÐÐ→ (T1, q′1) Pt2 /m′2ÐÐ→ ⋯ Ptn−1 /m′n−1ÐÐ→ (Tn−1, q′n−1)Ptn /m′nÐÐ→ (T , q)
Notice that both runs have the same sequences T1, . . . ,Tn−1 because each sequence Ti is defined only by the previous sequenceTi−1 and the tuple ti which implicitly defines the predicate Pti . Furthermore, all the runs over the same word must have
the same sequences. Define the runs ρ′1 and ρ′2, respectively, as the runs ρ1 and ρ2 without the last transition. Consider
that Tn−1 has the form Tn−1 = U1U2 . . . Uk, and that qn−1 ∈ Ur and q′n−1 ∈ Us for some r and s. Notice that, because of
the construction, if it is the case that r < s (r > s), then i < j (i > j resp.) must hold. For the if direction, consider that
events(ρ2) <next events(ρ1). If events(ρ′1) = events(ρ′2), by induction hypothesis it means that r = s. Moreover, the only
option is that mn = ● and m′n = ○, therefore, by the construction it holds that i < j. If events(ρ′2) <next events(ρ′1), by
induction hypothesis it means that r < s and because of the construction, i < j. Notice that events(ρ′1) <next events(ρ′2)
cannot occur because the lower element of events(ρ′2) not in events(ρ′1) would still be the lower element of events(ρ2) not
in events(ρ1), thus contradicting events(ρ2) <next events(ρ1). For the only-if direction, consider that i < j. It is easy to see
that, if r > s, then i cannot be lower than j, thus we do not consider this case. Now, consider the case that r = s. Because
i < j, it must occur that mn = ● and m′n = ○, so events(ρ1) = events(ρ′1) ∪ {n} and events(ρ2) = events(ρ′2). By induction
hypothesis, events(ρ′1) = events(ρ′2), therefore events(ρ2) <next events(ρ1). Consider now the case that r < s. By induction
hypothesis, events(ρ′2) <next events(ρ′1) and, because the last transition can only add n to both complex events, it follows that
events(ρ2) <next events(ρ1).
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Now, we need to prove that if C ∈ ⟦NXT(A)⟧(S), then C ∈ ⟦ANXT⟧(S) and vice versa. First, consider a complex event
C ∈ ⟦ANXT⟧(S). To prove that C ∈ ⟦NXT(A)⟧(S), we need to show that C ∈ ⟦A⟧(S) and that for all complex events C′ such
that C ≤NXT C′ and max(C) = max(C′), C′ ∉ ⟦A⟧(S). Assume that the run associated to C is:
ρ ∶ (U0, q0) Pt1 /m1ÐÐ→ (U1, q1) Pt2 /m2ÐÐ→ ⋯ Ptn /mnÐÐ→ (Un, qn)
Because of the construction of ∆ (in particular, the first condition), for every i it holds that (qi−1, Pi,mi, qi) ∈ ∆ for some Pi
such that Pti ⊆ Pi. Because ti ∈ Pti , then ti ∈ Pi, thus the run:
ρ′ ∶ q0 P1/m1ÐÐ→ q1 P2/m2ÐÐ→ ⋯ Pn/mnÐÐ→ qn
is an accepting run of A over S, and thus C ∈ ⟦A⟧(S). Now, recall from construction of FNXT that there exists i ≤ k such that
qn ∈ Ti and Tj ∩ F = ∅ for all j < i, where T1 . . . Tk = Un. Then, because of Lemma 6, C′ <next C for every other C′ ∈ ⟦A⟧(S)
such that max(C) = max(C′), otherwise the run of C′ would end in a state inside a Tj such that j < i which cannot happen.
Therefore, C ∈ ⟦NXT(A)⟧(S).
Now, consider a complex event C ∈ ⟦NXT(A)⟧(S). Assume that the run associated to C is:
ρ ∶ q0 P1/m1ÐÐ→ q1 P2/m2ÐÐ→ ⋯ Pn/mnÐÐ→ qn
To prove that C ∈ ⟦ANXT⟧(S) we will prove that there exists an accepting run on ANXT. Based on ρ, consider now the run:
ρ′ ∶ (U0, p0) Pt1 /m1ÐÐ→ (U1, p1) Pt2 /m2ÐÐ→ ⋯ Ptn /mnÐÐ→ (Un, pn)
Where the complex events m1, . . . ,mn are the same, each condition Pti is defined by ti and each Ui is the result of applying
the function TPO based on Ui−1 and Pti Moreover, each pi is defined as follows. As notation, consider that Ui = T i1 . . . T iki
and that every qi is in the ri-th set of Ui, i.e., qi ∈ T iri . Then, pi is the lower state in T iri such that (pi, (Pti+1 ,mi+1), pi+1) ∈ ∆,
and pn = qn. Notice that ρ′ is completely defined by ρ and S. We will prove that ρ′ is an accepting run by checking that
all transitions meet the conditions of the transition relation ∆NXT. Now, it is clear that the first condition is satisfied by all
transitions, i.e., for every i it holds that (pi−1, (P ′,mi), pi) ∈ ∆ for some P ′ such that Pti ⊆ P ′ (just consider P ′ = Pi). For
the second condition, by contradiction suppose that it is not satisfied by ρ′. It means that for some i, pi ∈ ∆(T i−1j , Pi,m′) for
some m′ ∈ {●, ○} and j < ri. In particular, consider that the state p′ ∈ T i−1j is the one for which (p′, ai,m′, pi) ∈ ∆. Recall that
every state inside a sequence is reachable considering the prefix of the word read until that moment. This means that there
exist the accepting runs:
σ ∶ q′0 P ′1/m′1ÐÐ→ q′1 P ′2/m′2ÐÐ→ ⋯ P ′i−1/m′i−1ÐÐ→ q′ P ′i/m′iÐÐ→ qi Pi+1/mi+1ÐÐ→ ⋯ Pn/mnÐÐ→ qn
σ′ ∶ (U0, p′0) Pt1 /m′1ÐÐ→ (U1, p′1) Pt1 /m′2ÐÐ→ ⋯ Pti−1 /m′i−1ÐÐ→ (Ui−1, p′) Pti /m′iÐÐ→ (Ui, pi) Pti+1 /mi+1ÐÐ→ ⋯ Ptn /mnÐÐ→ (Un, pn)
Where p′i are defined in a similar way to pi. Define for every run γ and every i the run γi as γ until the i-th transition. For
example, ρi is equal to the run ρ until the state qi. Then, by Lemma 6, events(ρ′i−1) < events(σ′i−1), but events(ρ′) = events(σ′).
This is a contradiction, since events(ρ′) and events(σ′) differ from events(ρ′i−1) and events(σ′i−1) in that the latters can contain
additional positions from i to n, but the minimum position remains in events(σ′i−1), and therefore in events(σ′). The fourth
condition is proven by contradiction too. Suppose that it is not satisfied by ρ′, which means that for some i, pi ∈ ∆(T i−1ri−1 , Pti , ●)
when mi = ○. Then, the run:
σ ∶ p0 Pt1 /m1ÐÐ→ p1 Pt2 /m2ÐÐ→ ⋯ Pti−1 /mi−1ÐÐ→ pi−1 Pti /●ÐÐ→pi Pti+1 /mi+1ÐÐ→ ⋯ Ptn /mnÐÐ→ pn
is an accepting run such that events(ρ) < events(σ), which is a contradiction, since C ∈ ⟦NXT(A)⟧(S). The third and last
conditions are trivially proven because of the construction of the run. Therefore, ρ′ is a valid run of ANXT over S. Moreover,
because pn = qn ∈ F then ρ′ is an accepting run, therefore events(ρ) = C ∈ ⟦ANXT⟧(S).
Now, we analyze the properties of the automaton ANXT. First, we show that ∣ANXT∣ is at most exponential over ∣A∣. Notice
that each state in QNXT represents a sequence of subsets of Q, thus each state has at most ∣Q∣ subsets. Moreover, for each one
of the subsets there are at most 2∣Q∣ possible combinations. Therefore, there are no more than 2∣Q∣∣Q∣ possible states in QNXT,
thus ∣ANXT∣ ∈ O(2∣A∣).
C.3.3 LAST operator
The LAST case is done in the same way as the NXT one, with some minor changes. We now define the CEA ALAST =(QLAST,∆LAST, ILAST, FLAST) component by component. First, the set of states QLAST is defined exactly like QNXT:
QLAST = {(T1 . . . Tk, p) ∣ T1 . . . Tk is a total preorder over Q and p ∈ Ti for some i ≤ k}
The intuition in this case is that the sets will be ordered consistently with respect to ≤last, e.g., if a run ρ1 reach the state({1,2}{3},1) and other run ρ2 reach the state ({1,2}{3},3), then events(ρ2) <last events(ρ1). This property can be proven
in the same way as Lemma 6.
Secondly, the transition relation is defined as follows. Consider P ∈ P -types, m ∈ {●, ○} and (T , p), (U , q) ∈ QLAST whereT = T1 . . . Tk and p ∈ Ti for some i ≤ k. Then we have that ((T , p), P,m, (U , q)) ∈ ∆LAST if, and only if,
1. (p,P ′,m, q) ∈ ∆ for some P ′ such that P ⊆ P ′,
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2. q ∉ ∆(Tj , P,m′) for every m′ ∈ {●, ○} and j < i,
3. U = TPO(U●1 ⋅ . . . ⋅U●k ⋅U○1 ⋅ . . . ⋅U○k) where U●j = ∆(Tj , P, ●) and U○j = ∆(Tj , P, ○) for 1 ≤ j ≤ k, and
4. q ∉ ∆(Ti, P, ●) when m = ○,
5. (p′, P ′,m, q) ∉ ∆ for every p′ ∈ Ti such that p′ < p and every P ′ such that P ⊆ P ′.
The only condition that changes with respect to the NXT case is the third one. In this case, it ensures that the sequence is
updated correctly according to the last-order. In particular, it changes U●1 ⋅U○1 ⋅ . . . ⋅U●k ⋅U○k in the NXT case with U●1 ⋅ ⋅ . . . ⋅U●k ⋅
U○1 ⋅ . . . ⋅U○k . Intuitively, in the first one, if the run reads event at position i and adds it to its complex event C (turning into
C ∪ {i}), then it “wins” over the case in which that same run did not mark it. On the other hand, in the second case, if the
run reads event at position i and adds it to its complex event C (turning into C ∪ {i}), then it “wins” over every other run
that did not mark it.
Finally, the initial and final sets are defined like for the NXT: ILAST is defined as all states of the form (I, q) where q ∈ I and
FLAST as all states of the form (T1 . . . Tk, p) such that p ∈ F and there exists i ≤ k such that p ∈ Ti and Tj ∩ F = ∅ for all j < i.
The proof of correctness is a direct replicate of the one for the NXT case, changing only the notation from NXT to LAST.
C.3.4 MAX operator
Let A = (Q,∆, I, F ) be a CEA. Similarly to the construction of CEA for the NXT, we define the set P -types such that for
every tuple t there is exactly one predicate Pt in P -types that is satisfied by t, and extend the transition relation ∆ as a
function ∆(T,P,m) for every T ⊆ Q, P ∈ P -types, and m ∈ {●, ○}. Further, we overload the notation of ∆ as a function such
that ∆(T,P ) = ∆(T,P, ●) ∪∆(T,P, ○).
We now define the CEA AMAX = (QMAX,∆MAX, IMAX, FMAX) component by component. First, the set of states is QMAX = {(S,T ) ∣
S,T ⊆ Q, S ≠ ∅ and S ∩ T = ∅}. At each (S,T ) ∈ QMAX, S will keep track of the states of A that are reached by runs that
define the same complex event C (and are not in T ), and T will keep track of the states that are reached by runs that define
a complex event C′ such that C ⊂ C′. The transition relation ∆MAX as ∆ = ∆●MAX ∪∆○MAX, with
∆●MAX = {((S1, T1), (P, ●), (S2, T2)) ∣ T2 = ∆(T1, P, ●) and S2 = ∆(S1, P, ●) ∖ T2}
∆○MAX = {((S1, T1), (P, ○), (S2, T2)) ∣ T2 = ∆(T1, P ) ∪∆(S1, P, ●) and S2 = ∆(S1, P, ○) ∖ T2}
The former updates T1 to T2 using ●-transitions from T1, and S1 to S2 the same way but removing the ones from T2. The latter
updates T1 to T2 using all transitions from T1 plus the ●-transitions from S1, while it updates S1 to S2 using ○-transitions
from S1. Finally, IMAX = {(I,∅)}, and FMAX = {(S,T ) ∈ QMAX ∣ S ∩ F ≠ ∅ and T ∩ F = ∅}.
Next, we prove the above, i.e., C ∈ ⟦MAX(A)⟧(S) iff C ∈ ⟦AMAX⟧(S). To simplify the proof, we assume that A is I/O-
deterministic, therefore each state of QMAX now has the form (q, T ). The proof can easily be extended for non I/O-deterministicA. First, we prove the if direction. Consider a complex event C such that C ∈ ⟦AMAX⟧(S). To prove that C ∈ ⟦MAX(A)⟧(S), we
first prove that C ∈ ⟦A⟧(S) by giving an accepting run of A associated to C. Assume that the run of AMAX over S associated
to C is:
ρ ∶ (q0, T0) Pt1 /m1ÐÐ→ (q1, T1) Pt2 /m2ÐÐ→ ⋯ Ptn /mnÐÐ→ (qn, Tn)
Where T0 = ∅, Tn ∩ F = ∅ and ((qi−1, Ti−1), (Pti ,mi), (qi, Ti)) ∈ ∆MAX. Furthermore, q0 ∈ I and qn ∈ F . Also, from the
construction of ∆MAX, we deduce that for every i there is a predicate Pi such that (qi−1, (Pi,mi), qi) ∈ ∆. This means that the
run:
q0
P1/m1ÐÐ→ q1 P2/m2ÐÐ→ ⋯ Pn/mnÐÐ→ qn
Is an accepting run of A associated to C. Now, we prove by contradiction that for every C′ such that C ⊂ C′, C′ ∉ ⟦A⟧(S).
In order to do this, we define the next lemma, in which we use the notion of partial run, which is the same as a run but not
necessarily beginning at an initial state.
Lemma 7. Consider an I/O-deterministic CEA A = (Q,∆, I, F ), a stream S = t1, t2, . . . and two partial runs of AMAX andA over S, respectivelly:
σ ∶ (q0, T0) Pt1 /m1ÐÐ→ (q1, T1) Pt2 /m2ÐÐ→ ⋯ Ptn /mnÐÐ→ (qn, Tn)
σ′ ∶ p0 P1/m′1ÐÐ→ p1 P2/m′2ÐÐ→ ⋯ Pn/m′nÐÐ→ pn
Then, if p0 ∈ T0 and m′i = ● at every i for which mi = ●, it holds that pn ∈ Tn.
Proof. This is proved by induction over the length n. First, if n = 0, then pn = p0 and Tn = T0, so pn ∈ Tn. Now, assume
that the lemma holds for n−1, i.e., pn−1 ∈ Tn−1. Consider the case that mn = ●. Then m′n = ● too, thus (pn−1, (Pn, ●), pn) ∈ ∆.
Furthermore, Tn = ∆(Tn−1, Ptn , ●) and therefore pn ∈ Tn, because pn−1 ∈ Tn−1. Now, consider the case mn = ○. Either(pn−1, (Pn, ●), pn) ∈ ∆ or (pn−1, (Pn, ○), pn) ∈ ∆, so pn ∈ ∆(Tn−1, Ptn). Moreover, ∆(Tn−1, Ptn) ⊆ Tn because of the construction
of ∆MAX, therefore pn ∈ Tn.
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Now, by contradiction consider a complex event C′ such that C ⊂ C′ and C′ ∈ ⟦A⟧(S). Then, there must exist an accepting
run of A over S associated to C′ of the form:
ρ′ ∶ p0 P ′1/m′1ÐÐ→ p1 P ′2/m′2ÐÐ→ ⋯ P ′n/m′nÐÐ→ pn
such that m′i = ● at every i for which mi = ●, and there is at least one i for which mi = ○ and m′i = ●. Consider i to be the
lower position for which this happens. Because A is I/O-deterministic, ρ′ can be rewritten as:
ρ′ ∶ q0 P1/m1ÐÐ→ ⋯ Pi−1/mi−1ÐÐ→ qi−1 P ′i/●ÐÐ→ pi P ′i+1/m′i+1ÐÐ→ ⋯ P ′n/m′nÐÐ→ pn
Similarly, to ease visualization we rewrite ρ as:
ρ ∶ (q0, T0) Pt1 /m1ÐÐ→ ⋯ Pti−1 /mi−1ÐÐ→ (qi−1, Ti−1) Pti /○ÐÐ→ (qi, Ti) Pti+1 /mi+1ÐÐ→ ⋯ Ptn /mnÐÐ→ (qn, Tn)
In particular, the transition ((qi−1, Ti−1), (Pti , ○), (qi, Ti)) is in ∆MAX, which means that ∆({qi−1}, Pti , ●) ⊆ Ti. Moreover,(qi−1, (P ′i , ●), pi) ∈ ∆ and, because ti ∈ P ′i , then Pti ⊆ P ′i thus pi ∈ Ti. Now, by Lemma 7 it follows that pn ∈ Tn. But because
ρ is an accepting run, we get that Tn ∩F = ∅ and so pn ∉ F , which is a contradiction to the statement that ρ′ is an accepting
run. Therefore, for every C′ such that C ⊂ C′, C′ ∉ ⟦A⟧(S), hence C ∈ ⟦MAX(A)⟧(S).
Next, we will prove the only-if direction. For this, we will need the following lemma:
Lemma 8. Consider an I/O-deterministic CEA A = (Q,∆, I, F ), a stream S = t1, t2, . . ., a run of AMAX over S:
σ ∶ (q0, T0) Pt1 /m1ÐÐ→ (q1, T1) Pt2 /m2ÐÐ→ ⋯ Pn2 /mnÐÐ→ (qn, Tn)
And a state p ∈ Q. If p ∈ Tn, then there is a run of A over S:
σ′ ∶ p0 P1/m′1ÐÐ→ p1 P2/m′2ÐÐ→ ⋯ Pn−1/m′n−1ÐÐ→ pn−1 Pn/m′nÐÐ→ p
Such that events(σ) ⊂ events(σ′).
Proof. It will be proved by induction over the length n. The base case is n = 0, which is trivially true because T0 = ∅.
Assume now that the Lemma holds for n−1. Define the run σn−1 as the run σ without the last transition. For any state q ∈ Tn−1,
let σ′q be the run that ends in q such that events(σn−1) ⊂ events(σ′q). Consider the case mn = ○. Then, either p ∈ ∆(Tn−1, Ptn)
or p ∈ ∆({qn−1}, Ptn , ●). In the former scenario, there must be a q ∈ Tn−1 and P ∈ U such that (q, (Pn,m), p) ∈ ∆ and Ptn ⊆ P ,
with m ∈ {●, ○}. Define σ′ as the run σ′q followed by the transition (q, (P,m), p). Then σ′ satisfies events(σ) ⊂ events(σ′).
In the latter scenario, there must be an P ∈ U such that (qn−1, (P, ●), p) ∈ ∆ and Ptn ⊆ P . Define σ′ as σn−1 followed by
the transition (qn−1, (P, ●), p). Then σ′ satisfies events(σ) ⊂ events(σ′). Now, consider the case mn = ●. Here, p has to be
in ∆(Tn−1, Ptn , ●), so there must be a q ∈ Tn−1 and P ∈ U such that (q, (P, ●), p) ∈ ∆ and Ptn ⊆ P . Define σ′ as the run σ′q
followed by the transition (q, (P, ●), p). Then σ′ satisfies events(σ) ⊂ events(σ′). Finally, the Lemma holds for every n.
Consider a complex event C such that C ∈ ⟦MAX(A)⟧(S). This means that there is an accepting run of A over S associated
to C. Define that run as:
ρ ∶ q0 P1/m1ÐÐ→ q1 P2/m2ÐÐ→ ⋯ Pn/mnÐÐ→ qn
Where q0 ∈ I, qn ∈ F and (qi−1, (Pi,mi), qi) ∈ ∆. To prove that C ∈ ⟦AMAX⟧(S) we give an accepting run of AMAX over S
associated to C. Consider the run:
ρ′ ∶ (q0, T0) Pt1 /m1ÐÐ→ (q1, T1) Pt2 /m2ÐÐ→ ⋯ Ptn /mnÐÐ→ (qn, Tn)
Where T0 = ∅, Ti = ∆(Ti−1, Pti) ∪ ∆({qi−1}, Pti , ●) if mi = ○, and Ti = ∆(Ti−1, Pti , ●) if mi = ●. To be a valid run, every
transition (Ti−1, Pti ,mi, Ti) must be in ∆MAX, which we prove now by induction over i. The base case is i = 0, which is trivially
true because no transition is required to exist. Next, assume that transitions up to i−1 exist. We know that there is an Pi such
that Pti ⊆ Pi and (qi−1, (Pi,mi), qi) ∈ ∆, so that condition is satisfied. We only need to prove that qi ∉ Ti. By contradiction,
assume that qi ∈ Ti. Consider the case that mi = ○. It means that either qi ∈ ∆({qi−1}, Pti , ●) or qi ∈ ∆(Ti−1, Pti). In the first
scenario, consider a new run σ to be exactly the same as ρ, but changing mi with ●. Then σ is also an accepting run, and
events(ρ) ⊂ events(σ), which is a contradiction to the definition of the MAX semantic. In the second scenario, there must be
some p ∈ Ti−1 and P ∈ U such that (p, (P,m), qi) ∈ ∆, where m ∈ {●, ○}. Because of Lemma 8, it means that there is a run σ′
over S:
σ′ ∶ p0 P ′1/m′1ÐÐ→ p1 P ′2/m′2ÐÐ→ ⋯ P ′i−2/m′i−2ÐÐ→ pi−2 P ′i−1/m′i−1ÐÐ→ p
Such that events(ρi−1) ⊂ events(σ′), where ρi−1 is the run ρ until transition i − 1. Moreover, because (p, (P,m), qi) ∈ ∆ we
can define the run:
σ ∶ p0 P ′1/m′1ÐÐ→ p1 P ′2/m′2ÐÐ→ ⋯ P ′i−1/m′i−1ÐÐ→ p P /mÐÐ→ qi Pi+1/mi+1ÐÐ→ ⋯ Pn/mnÐÐ→ qn
Such that events(ρ) ⊂ events(σ), which is also a contradiction. Then, qi ∉ Ti for the case mi = ○. Now, consider the case
mi = ●. Assuming that qi ∈ Ti, it means that qi ∈ ∆(Ti−1, Pti , ●). Then, there must be some p ∈ Ti−1 and P ∈ U such that(p, (P, ●), qi) ∈ ∆. Alike the previous case, because of Lemma 8, there is a run:
σ ∶ p0 P ′1/m′1ÐÐ→ p1 P ′2/m′2ÐÐ→ ⋯ P ′i−1/m′i−1ÐÐ→ p P /●ÐÐ→ qi Pi+1/mi+1ÐÐ→ ⋯ Pn/mnÐÐ→ qn
Such that events(ρ) ⊂ events(σ), which is a contradiction. Then, qi ∉ Ti, therefore (Ti−1, (Pti ,mi), Ti) ∈ ∆MAX for every i. The
above proved that ρ′ is a run of AMAX, but to be a accepting run it must hold that Tn ∩ F = ∅. By contradiction, assume
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Algorithm 3 Algorithm equivalent to EnumAll that runs with constant delay
Require: n ≠  and n.list is non-empty.
1: procedure EnumAll*(n)
2: n.list.begin
3: s.push-black(n)
4: while s.empty = false do
5: n← s.pop()
6: if n =  then
7: n← s.pop-whites()
8: Output(s)
9: else
10: Output(n)
11: n′ ← n.list.next
12: if n.list.atEnd = false then
13: s.push-white(n)
14: else
15: s.push-black(n)
16: n′.list.begin
17: s.push-black(n′)
otherwise, i.e., there is some q ∈ Q such that q ∈ Tn ∩F . Then, because of Lemma 8, there is another accepting run σ of AMAX
over S such that C ⊂ events(σ), which contradicts the fact that C is maximal. Thus, Tn ∩ F = ∅ and ρ′ is an accepting run,
therefore C ∈ ⟦AMAX⟧(S). Finally, note that AMAX is of size exponential in the size of A, even when A is not I/O-deterministic.
D. PROOFS OF SECTION 7
D.1 Enumeration with constant-delay
We provide the method EnumAll* in Algorithm 3 which does the same as EnumAll (Algorithm 2 in the body of the
paper) and runs with constant delay. Moreover, the algorithm takes constant time between each output event (i.e. position),
and constant time between complex events.
We start by explaining the notation in Algorithm 3. For doing a wise backtracking during the enumeration, we use an
extended stack of nodes (denoted by s in the algorithm) that we call a black-white stack. This stack works as a traditional
stack with the difference that stack elements are colored with black and white. For coloring the nodes, we provide the methods
push-black(n) and push-white(n) that assign the colored black and white, respectively, when the node n is push into the
stack. This stack also has the traditional method pop() and empty for popping the top node and checking if the stack is
empty, respectively. The colors are used when the method pop-whites() is called. When this method is called, the stack pops
all the white nodes that are at the top of the stack. For example, if s = 1 2 3 4 5 6 7 is a black-white stack with node 7
the top of the stack, then when s.pop-whites() is called the resulting stack will be 1 2 3 4 , namely, all white nodes at the
top of the stack are popped. Note that by keeping pointers to the previous black node, each method of a black-white stack
can be run in constant time.
For printing the output, we assume a method Output(n) which prints the position of the node n.position in the user
output tape. Furthermore, if s = n1 . . . ni−1ni is the current content of a black-white stack with ni the top of the stack, we
assume a method Output(s) that prints #n1.position . . . ni−1.position in the output (if s is empty or has one node, it does
not print any symbol). Note that the output will be printed as a sequence C¯1#C¯2# . . .#C¯k where each C¯i is a sequence of
positions (i.e. a complex event) printed in reverse order, namely, if C = {i1, . . . , ik} with i1 < . . . < ik, then C¯ = ik . . . i1. For
lists, we assume an extra method atEnd, which returns true if the iterator of the list is at the end of the list. Finally, we
assume that the node  always has an empty list (i.e. we can apply .list.begin but .list.atEnd is always true).
The intuition behind EnumAll* is the following. For the sake of simplification, we will see the data structure that stores
the complex events as an acyclic directed graph, where each node n has edges to the nodes of n.list. Both EnumAll and
EnumAll* are based on the same intuition: to navigate through the graph in a depth-first-search manner and compute a
complex event for each path from the root to a leaf (i.e. ). The main difference is that, while EnumAll does this with
recursion and moves one node at a time, EnumAll* can move up an arbitrary number of nodes when it acknowledges that
there are no more paths (i.e. complex events) at that section of the graph. This is achieved by the use of the black-white
stack and, specifically, in line 7 where the pop-whites method is called to backtrack an arbitrary number of nodes in constant
time. This is particularly useful in cases when, for example, the graph consists of only two disjoint paths that meet at the
root. In this scenario, after enumerating the complex event C1 of the first path, EnumAll would have to go back to the root
through ∣C1∣ nodes before enumerating the complex event C2 for the second path, thus taking time O(∣C1∣) between C1 and
C2. On the other side, EnumAll* uses the black-white stack s to store the exact point at which it has to go back (in the
example, the root node), therefore it takes constant time between each complex event output. Moreover, to print the partial
complex event, EnumAll* uses the method Output(s) to recap the output from the current position and continue printing
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from there (line 8). This way, EnumAll* ensures that the time it takes in enumerating between positions or complex events
is bounded by a constant.
D.2 Proof of Theorem 5
Algorithm 4 Evaluate non-deterministic A over a stream S
Require: A non-deterministic CEA A = (Q,∆, I, F )
1: procedure NDetEvaluate(S)
2: for all T ∈ 2Q ∖ {I} do
3: listT ← 
4: listI ← []
5: active← {I}
6: while t← yieldS do
7: activeold ← active .copy, active← ∅
8: for all T ∈ activeold do
9: listoldT ← listT .lazycopy, listT ← 
10: for all T ∈ activeold do
11: U● ←∆(T, t, ●)
12: if U● ≠ ∅ then
13: listU● .add(Node(t.position, listoldT ))
14: active← active∪{U●}
15: U○ ←∆(T, t, ○)
16: if U○ ≠ ∅ then
17: listU○ .append(listoldT )
18: active← active∪{U○}
19: Enumerate({listT }T ∈2Q ,{T ∣ T ∩ F ≠ ∅}, t.position)
Here we provide Algorithm 4, an evaluation algorithm for evaluating an arbitrary CEA A. The procedure NDetEvaluate
is strongly based on Evaluate from Algorithm 2, modified to do a determinization of A “on the fly”. It handles subsets of Q
as its new states by keeping a list listT for each subset of states T instead of the lists listq for each state q. Moreover, it extends
the transition ∆ as a function ∆(T, t,m) that returns the set of all states reachable from some state in T ⊆ Q after reading
event t and marking with m ∈ {●, ○}; a similar extension to the one defined for Algorithm 1. With this modifications, the
update of each list listT is done the same way as Evaluate. To extend it considering ●-transitions when reading t, it creates
a new node n∗ with the current position t.position and linked to the old listT ; then adds n∗ at the top of U● = ∆(T, t, ●).
On the other hand, to extend it with ○-transitions, it appends the old list of T to the list of U○ = ∆(T, t, ○).
Further, a mild optimization is added in Algorithm 4. It utilizes a set active, which contains the sets T that have non-empty
listT , avoiding the need to iterate over all subsets of Q when it is not necessary. However, the exponential update time is
still maintained for the worst-case scenario. It is worth noting that there is an alternative algorithm for evaluating A that
consists in first determinizing A and then running Algorithm 1 on the resulting I/O-deterministic CEA Adet. This evaluation
algorithm updates in time linear to the size ∣Adet∣ = O(2∣A∣), resulting in the same update time as Algorithm 4.
D.3 Proof of Theorem 6
Here we provide for each selection strategy SEL ∈ {NXT,LAST,STRICT,MAX} an evaluation algorithm for evaluating SEL(A)
for an arbitrary CEA A. Each algorithm comes from combining the automata constructions of Theorem 4 and the evaluation
algorithm for I/O deterministic CEA. Moreover, each algorithm uses the Enumerate procedure to enumerate all matchings,
similar than the algorithm for I/O-deterministic CEA.
D.3.1 NXT evaluation
An evaluation algorithm for NXT(A) is given in Algorithm 5. The procedure NextEvaluate uses the same approach as
the construction of the CEA ANXT of Theorem 4, which simulated A while keeping an order of priority over the states. This
order was used so that ANXT could simulate a run ρ of A that reaches q only if there was no other simultaneous run ρ′ reaching
q and such that events(ρ) ≤next events(ρ′). To mimic this behavior, Algorithm 5 keeps that order in a queue of set of states,
called O. We assume that O has two methods: enqueue(A) to add a set of states A to the queue and set to take the union
of all set of states inside the queue. Furthermore, at each update, listq stores at most one node, defined by the first state
in the O-order that reaches q. This way, when traversing the structure in the Enumerate procedure, the result is at most
one complex event for each listq with q ∈ F , which is exactly the maximum complex event in the ≤next order that reaches q.
This, however, could result in giving the same complex event more than once, when it is defined by different runs that end
at different states of F . To avoid this issue, one can make sure that ∣F ∣ = 1 by adding a new final state qf to A and adding a
transition (p,P,m, qf) for each (p,P,m, q) that reaches some q ∈ F .
Regarding the update time of Algorithm 5, we examine the while iteration of line 7. First of all, note that the O-queue
keeps disjoint set of states and, therefore, its length is bounded by the number of states in Q. Furthermore, for each set of
states A ∈ O the function UpdateMarking iterates over each state in A and each transition ∆(q, t,m). As we said, the sets
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Algorithm 5 Evaluate A over a stream S with NXT semantics
Require: CEA A = (Q,∆, I, F )
1: procedure NextEvaluate(S)
2: for all q ∈ Q ∖ I do
3: listq ← 
4: for all q ∈ I do
5: listq ← []
6: O ← [I]
7: while t← yieldS do
8: for all q ∈ Q do
9: listoldq ← listq.lazycopy, listq ← 
10: Oold ← O, O ← []
11: for all A ∈ Oold do
12: UpdateMarking(A, t, ●)
13: UpdateMarking(A, t, ○)
14: Enumerate({listq}q∈Q, F, t.position)
15: procedure UpdateMarking(A, t,m)
16: B ← ∅
17: for all q ∈ A and p ∈ ∆(q, t,m) ∖O.set do
18: B ← B ∪ {p}
19: if m = ● then
20: listp← [Node(t.position, listoldq )]
21: else
22: listp← listoldq
23: if B ≠ ∅ then
24: O.enqueue(B)
A ∈ O are disjoint which implies that each state and transition is checked at most once in UpdateMarking, namely, ∣A∣. By
using a smart data structure to check membership in O in logarithmic time, the update time of Algorithm 5 is at most linear
in the size of A.
D.3.2 LAST evaluation
Algorithm 6 Evaluate A over a stream S with LAST semantics
Require: CEA A = (Q,∆, I, F )
1: procedure LastEvaluate(S)
2: for all q ∈ Q ∖ I do
3: listq ← 
4: for all q ∈ I do
5: listq ← []
6: O ← [I]
7: while t← yieldS do
8: for all q ∈ Q do
9: listoldq ← listq.lazycopy, listq ← 
10: Oold ← O, O ← []
11: for all A ∈ Oold do
12: UpdateMarking(A, t, ●)
13: for all A ∈ Oold do
14: UpdateMarking(A, t, ○)
15: Enumerate({listq}q∈Q, F, t.position)
Algorithm 6 is an evaluation algorithm for LAST(A). One can se the resemblance of procedure LastEvaluate with
NextEvaluate. In fact, both have the same approach: keeping an order O defining how to update the lists. The difference
is that LastEvaluate follows the order of ALAST of Theorem 4, i.e. simulates a run ρ of A that reaches q only if there was no
other simultaneous run ρ′ reaching q and such that events(ρ) ≤last events(ρ′). To achieve this, it prioritizes the updates that
add the last position: it iterates over all ●-transitions before all ○-transitions, unlike NextEvaluate which iterates over each
A state checking both ●-transitions and ○-transitions from A at the same time. The same argument about the complexity of
NextEvaluate applies to LastEvaluate, thus its update time is also O(∣A∣).
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D.3.3 MAX evaluation
Algorithm 7 Evaluate A over a stream S with MAX semantics
Require: CEA A = (Q,∆, I, F )
1: procedure MaxEvaluate(S)
2: for all r ∈ 2Q × 2Q ∖ {(I,∅)} do
3: listr ← 
4: list(I,∅) ← []
5: active← {(I,∅)}
6: while t← yieldS do
7: activeold ← active.copy, active← ∅
8: for all r ∈ activeold do
9: listoldr ← listr.lazycopy, listr ← 
10: for all r ∈ activeold do
11: MoveMarking(r, t)
12: MoveNotMarking(r, t)
13: Enumerate({listr}r∈2Q×2Q ,{(T,U) ∣ T ∩ F ≠ ∅ ∧U ∩ F = ∅}, t.position)
14: procedure MoveMarking((T,U), t)
15: U ′ ←∆(U, t, ●)
16: T ′ ←∆(T, t, ●) ∖U ′
17: if T ′ ≠ ∅ then
18: list(T ′,U ′).add(Node(t.position, listold(T,U)))
19: active← active∪{(T ′, U ′)}
20: procedure MoveNotMarking((T,U), t)
21: U ′ ←∆(U, t, ●) ∪∆(U, t, ○) ∪∆(T, t, ●)
22: T ′ ←∆(T, t, ○) ∖U ′
23: if T ′ ≠ ∅ then
24: list(T ′,U ′).append(listold(T,U))
25: active← active∪{(T ′, U ′)}
The algorithm for evaluating MAX(A) is Algorithm 7, which is arguably the most convoluted one so far. We extend the
transition relation ∆ as a function that receives (T, t,m) and returns the set T ′ such that q ∈ T ′ iff there is some p ∈ T and
predicate P such that (p,P,m, q) ∈ ∆ and t ∈ P . This extension is analogous to the one in Section 7.2 for δ.
Procedure MaxEvaluate keeps for each pair (T,U) ∈ 2Q × 2Q a list list(T,U). Similar than for the algorithm for I/O
deterministic CEA, here each list keeps the complex event data for a set of runs. The procedure initializes all lists as empty
except for list(I,∅), which begins with  in it. At each update (lines 7-13), it first creates a lazycopy of each list. Then, each
list is updated by procedures MoveMarking and MoveNotMarking (lines 11 and 12). MoveMarking updates the list
with ● transitions the same way as Algorithm 1, i.e. adding a new node to the target list with the current t.position, and
linking it with the origin list (line 18). However, it differs in that the origin and target lists are not defined by a transition,
e.g. (p,P, ●, q). Instead, the origin list(T,U) and target list(T ′,U ′) are bound by the relations (lines 15-16):
(∗) { U ′ = ∆(U, t, ●)
T ′ = ∆(T, t, ●) ∖U ′
Moreover, MoveNoteMarking updates the list with ○ transitions by appending the origin list to the target list (line 24), as
in Algorithm 1. In this case, the origin list(T,U) and target list(T ′,U ′) are bound by relations (lines 21-22):
(∗∗) { U ′ = ∆(U, t, ●) ∪∆(U, t, ○) ∪∆(T, t, ●)
T ′ = ∆(T, t, ○) ∖U ′
Both (∗) and (∗∗) are motivated by the standard automata determinization: to compress all the runs that define the same
output in a single run ρ, keeping track of the set of current states T and updating it using the transition relation ∆. Here
we also need to store the set U of states that are reached by runs that define superset complex events of the current one,
i.e. the states that can be reached by some simultaneous run ρ′ such that events(ρ) ⊆ events(ρ′). Because of (∗) and (∗∗),
the runs represented by list(T,U) are the ones that end at some q ∈ T , and if there is other simultaneous run ρ′ such chat
events(ρ) ⊆ events(ρ′) then ρ′ must end at some state p ∈ U . This way, in the call Enumerate at line 13, we give as final-states
argument the pairs (T,U) such that T has an accepting state and U does not, which means that the runs in list(T,U) define
complex events that are maximal.
As a basic optimization, a set active is stored which keeps the pairs (T,U) with non-empty list(T,U), avoiding the need to
iterate over all pairs of 2Q × 2Q when it is not necessary. Still, the complexity in the worst-case scenario remains exponential
(O(4∣A∣)).
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Algorithm 8 Evaluate A over a stream S with STRICT semantics
Require: An I/O deterministic CEA A = (Q, δ, q0, F )
1: procedure StrictEvaluate(S)
2: for all q ∈ Q ∖ {q0} do
3: listq ← 
4: qinit ← q0, listqinit ← []
5: while t← yieldS do
6: for all q ∈ Q do
7: listoldq ← listq.lazycopy, listq ← 
8: for all q ∈ Q with listoldq ≠  do
9: if p● ← δ(q, t, ●) then
10: listp● .add(Node(t.position, listoldq ))
11: if qinit ← δ(qinit, t, ○) then
12: listqinit .append([])
13: Enumerate({listq}q∈Q, F, t.position)
D.3.4 STRICT evaluation
An evaluation algorithm for STRICT(A) is given in Algorithm 8. First, it requires A to be deterministic, so for evaluating
an arbitrary CEA it first needs to be determinized, incurring in an additional 2∣A∣ blow-up.
Procedure StrictEvaluate is very similar to Evaluate of Algorithm 1. The core difference is that it keeps track of
a special qinit state that represents (if it exists) the run done by following only ○ transitions, i.e. the empty run that still
have not marked any position (called empty run). At each update, it follows the same idea as Evaluate to update the lists
considering ● transitions. On the other hand, it does not update the lists in the same way for ○. This is because it only
computes the runs that define continuous intervals of events, therefore no ○ transition can be taken if some event was marked
with a ● transition. Therefore, it only considers the ○ transitions in the empty run: it updates qinit with δ(qinit, t, ○) (line 11)
and adds the  node to the new listqinit (line 12). The call of Enumerate is the same as in Evaluate.
As mentioned above, we first need to determinize A before running Algorithm 8, which results in a 2∣A∣ blow-up on the
size of the complex event automaton. Moreover, since the algorithm runs in linear time over the input CEA (by the same
arguments as Algorithm 1), the overall update time is O(2∣A∣).
E. QUERIES FOR SASE AND ESPERTECH
For our experimental evaluation we proposed the queries Q1-Q6 presented in Table 8.2. We had to translate these queries
to EsperTech and SASE to perform the experiments. Next we present the corresponding translations for the experiments
in which we required all complex events (the ones reported in Figure 4). For performing the experiment using consumption
policy (the ones reported in Table 8.2) in EsperTech the query is the same, and for Sase we had to modify the code amd
call the function Initialize to reset the memory of their automaton whenever a match was produced. For performing the
experiment using selection strategies (the ones reported in Figure 5) in EsperTech is suffices to remove the all matches clause,
and for Sase it suffices to change skip-till-any-match for skip-till-next-match.
Q1 = A AS x;B AS y;C AS z● EsperTech
select a, b, c from Stream
match_recognize (
measures A as a, B as b, C as c
all_matches
pattern (A s* B s* C)
define
A as A.type = \A",
B as B.type = \B",
C as C.type = \C"
)● SASE
PATTERN SEQ(A a, B b, C c)
WHERE skip-till-any-match
Q2 = A AS x;B AS y;C AS z;D AS w
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● EsperTech
select a, b, c, d from Stream
match_recognize (
measures A as a, B as b, C as c, D as d
all_matches
pattern (A s* B s* C s* D)
define
A as A.type = \A",
B as B.type = \B",
C as C.type = \C",
D as D.type = \D"
)● SASE
PATTERN SEQ(A a, B b, C c, D d)
WHERE skip-till-any-match
Q3 = ((A AS x OR B AS y) OR C AS z);D AS w● EsperTech
select a, b, c, d from Stream
match_recognize (
measures A as a, B as b, C as c, D as d
all_matches
pattern ( ( A | B | C ) s* D)
define
A as A.type = \A",
B as B.type = \B",
C as C.type = \C",
D as D.type = \D"
)● SASE does not support nested disjunction.
Q4 = (A AS x)+; (B AS y)● EsperTech
select a, b from Stream
match_recognize (
measures A as a, B as b
all_matches
pattern ( A ( A | s )* B)
define
A as A.type = \A",
B as B.type = \B"
)● SASE
PATTERN SEQ(A+ a[], B b)
WHERE skip-till-any-match
Q5 = (A AS x)+; (B AS y)+;C AS z● EsperTech
select a, b, c from Stream
match_recognize (
measures A as a, B as b, C as c
all_matches
pattern ( A ( A | s )* B ( B | s ) * C)
define
A as A.type = \A",
B as B.type = \B",
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C as C.type = \C"
)● SASE
PATTERN SEQ(A+ a[], B+ b[], C c)
WHERE skip-till-any-match
Q6 = ((A AS x)+; (B AS y))+;C AS z● EsperTech:
select a, b, c from Stream
match_recognize (
measures A as a, B as b, C as c
all_matches
pattern ( A ( A | s )* B ( ( A ( A | s )* B ) | s ) * C)
define
A as A.type = \A",
B as B.type = \B",
C as C.type = \C"
)
● SASE does not support nested iteration.
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