Abstract: Evaporation is one of the main processes in the hydrological cycle, and it is one of the most critical factors in agricultural, hydrological, and meteorological studies. Due to the interactions of multiple climatic factors, the evaporation is a complex and nonlinear phenomenon; therefore, the data-based methods can be used to have precise estimations of it.
Introduction
Evaporation is usually affected by the thermal energy and the vapor pressure gradient, which depends mainly on meteorological parameters. The evaporation from the soils, lakes, and water reservoirs, is one of the most critical processes in meteorological and hydrological sciences [5, 6, 15, 20] . The evaporation from the pan measures the combined weight of the temperature, relative humidity, wind speed, and sunny hours on the evaporation rate from the water surface, and this combination is effective on plant evapotranspiration. Hence, there is an excellent correlation between PE and plant evapotranspiration. Therefore, the plant evapotranspiration estimated by applying the coefficients on PE [1] . However, there is no possibility to install and maintain a meteorological device at any place, especially in impassable regions. The performance of the pan is affected by instrumental restrictions and operational issues such as human errors, instrumental errors, water turbidity, the animals and birds interfering with the water in the pan and maintenance problems [4] . Therefore, the need for models for accurate estimation of the evaporation felt more than ever before. In this regard, Keskin and Terzi [11] studied the meteorological data of the stations near the lake in western Turkey to determine the daily PE using the neural network model. The results revealed that the best structure of the model obtained with four input data including air temperature, water surface temperature, sunny hours and air pressure; however, wind speed and relative humidity have a low correlation with the evaporation rate in the study area. Guven and Kisi [9] studied the ability of linear genetic programming (LGP) in modeling the PE. They compared the results of this method with the results of Radial Basis Function Neural Network, Generalized regression neural network (GRNN), and the StefanzStewart's model. Comparing the results showed that the LGP was more accurate than the other mentioned methods. Seydou and Aytac [17] studied the ability of Gene Expression Programming (GEP) in Burkina Faso coastal areas to model the evapotranspiration, and they used the combined meteorological data as inputs to the GEP model. They concluded that the GEP model has an excellent ability based on regional data. Gundalia and Dholakia [8] assessed the performance of six empirical models in predicting the daily PE. They found that the Yansen's model, based on the sunny hours, was the most appropriate method for evaluating the daily evaporation rate at the studied stations in India. Kisi and Zounemat-Kermani [13] compared two methods of neuro-fuzzy and Gene Expression Programming (GEP) to model the daily reference evapotranspiration of the Adana station in Turkey. In this study, the wind speed identified as an effective parameter in modeling. Wang et al. [21, 22] evaluated six machine learning algorithms as well as two empirical models for predicting monthly evaporation in different climate regions of China during the years of 1961-2000. They found that the multi-layer perceptron model by using the regional input data was better at the studied stations. Malik et al. [14] used the Multi-Layer Perceptron Model, Adaptive Neuro-Fuzzy Inference System, and Radial Basis Function Neural Network to predict evapotranspiration in two regions of Nagar and Ranichari (India). The results showed that the models of Adaptive Neuro-Fuzzy Inference System and multi-layer perceptron neural networks with six meteorological input data were better than other models for estimating the monthly evaporation. Recently, Feng et al. [7] examined the performance of two solar radiation-based models for estimation of daily evaporation in different regions of China. They suggested that Stewart's model can be preferred when the meteorological data of sunny hours and air temperature are available. Therefore, it is possible to estimate the evaporation through intrinsically nonlinear models. Qasem et al. [25] examined the applicability of wavelet support vector regression and wavelet artificial neural networks for predicting PE at Tabriz and Antalya stations. Obtained results indicated that artificial neural networks had better performances, and the wavelet transforms did not have significant effects in reducing the prediction errors at both studied stations.
The literature review showed that the data mining methods had a suitable application in estimating PE in different climates, but to the best of our knowledge, the application of Gaussian process regression not reported for estimating PE. So, in the present study, the ability of four data mining methods, including Gaussian process regression, support vector regression, NearestNeighbor, and Random Forest are studied in estimating PE rates, using different combinations of meteorological parameters. In the following, the results compared. Finally, using performance evaluation indices, the best method is obtained for estimating evaporation in the humid regions of Iran.
Materials and Methods

Study Area and used data
Golestan province is located in the southeastern part of the Caspian Sea with an area of 20387 km 2 and covers about 1.3% of the total area of Iran (Figure 1 
Gaussian Process Regression (GPR)
Gaussian processes (GP) defined as a set of random variables, in which a few variables have a multi-variable Gaussian distribution. X and Y are the input and output domains, respectively; n pairs (xi, yi) domains are independent and extracted and distributed equally. It assumed that y ∈ Re and the Gaussian process on X is defined by the average function of μ: Y → Re and the covariance function of k: X * X → Re. The primary assumption of the GPR is that y is determined by y = f (x) + ζ, in which, £ ~ N (o, σ2). In the Gaussian process regression, there is a random variable f(x) for each input variable x, that is the value of the random function f in that location.
In this study, it assumed that the observation error ζ is independent and has the same distribution as the zero mean value (μ(x) = 0) and the variance (σ2), and f(x) of the Gaussian process on X (denote with k) (Eq. 1):
in which, I is the identity matrix and Kij = k(xi, xj). Because Y/X ~ N (o, K + σ2I) is normal, the conditional distribution of the test labels with the condition of the training and testing data p(Y*/Y, X, X*); in this condition (Y*/Y, X, X*) ~ N (μ, σ), therefore:
There are some n* test data and n training data. Thus, K(x, x') is the matrix n × n* of the evaluated covariance in all pairs of test and training data sets that are similar for other values of K(X, X), K(X, X*), and K(X*, X*). Where X and Y are the training vector and training data labels yi, while X* is the test data. The covariance function specified for creating a semi-finite positive covariance matrix of k, in which Kij = k(xi, xj). By specifying the kernel k and the noise degree σ2, eqs. 3 and 4 are sufficient for a deduction. The selection of the appropriate covariance function and its parameters is essential during the training process of GPR models because the central role in the Gaussian process regression model belongs to the covariance function K(x, x'). This function embeds the geometric structure of the training samples. Through this function, the definition of the prior knowledge of the output function of F(0) is possible [16] .
Nearest-Neighbor (IBK)
In general, this algorithm used for two purposes: 1. estimation of the density function of the distribution of test data and 2. classification of the test data based on the test patterns. The first step in applying this algorithm is to find a method and a relationship to calculate the distance between the test and training data. Euclidean distance is usually used to determine the distance between test and training data:
where, X represents the training data with specified parameters (xn to x1), and Y represents the training data with the same number of parameters (yn to y1).
After determining the Euclidean distance between the data, the database samples sorted in ascending order from the least distance (maximal similarity) to the maximum distance (minimum similarity). The next step in this model is to find the number of points (k) of the experiment to estimate the characteristics of the desired database. Determining the number of neighbors (k) is one of the most critical steps, and the efficiency of this method is depended to the selection of the closest (the most similar) samples from the reference database considerably. If k is assumed to be small, the results are sensitive to the unconventional single points of the model, and if k is assumed to be significant, it is possible to place some points from other classes within the desired range. Usually, the best value for k is calculated using cross-validation [23] .
Random Forest (RF)
The forest classification method is a set of decision trees. In the decision tree, the next -p space of the variables is divided into a hierarchy into smaller next -p subspace, so that the data in each region has as uniform as possible. This classification pattern employed by a structure decision tree. In this tree structure, the branching point to two sub-branches is called node. The first node of the tree is called the root, and the last one is the leaf [10] . In RF, each tree grows with a selfserving sample of the original data, and in order to perform the best division, the number of m variables selected randomly by variables is searched [3] . In the RF method, the data discrepancy determined in a completely different way from the usual distance functions. The similarity of data in this method is measured based on their placement in the same leaves (the final subspaces). In the FR, the similarity between i and j (s(i, j)) defined as the ratio of the times that the two given data are in the same leaf. The forest similarity matrix is random, symmetric, and positive. This matrix converts the following transformation into a non-similar matrix:
The formation of the classification tree is not dependent on the values of the variables; hence, the lack of similarity of the random forest applied to the types of variables [18] .
Support Vector Regression (SVR)
Support vector machine is one of the learning methods introduced by Bousser et al. [2] on the basis of statistical learning theory. In the following years, they introduced the theory of optimum hyper plane as linear classifiers and introduced nonlinear classifiers with the help of kernel functions [19] . The models of support vector machines are divided into two main groups: a) the classifier models of support vector machine and b) a support vector regression model. A support vector machine model is used to solve the classification problems of data in different classes, and the SVR model is used to solve the prediction problems. Regression is meant to obtain a hyper plane that is fitted to the given data. The distance from any point on this hyper plane indicates the error of that particular point. The best method suggested for linear regression is the least squares method. However, for regression issues, the use of the least squares estimator in the presence of outlier data may be completely impossible; as a result, the regressor will show poor performance.
Therefore, a robust estimator that would not be sensitive to small variations in the model should be developed. In fact, a penalty function is defined as follows [12] :
The training data sets are S = {(x1, y1), (x2, y2), ..., (xn, yn)} and the class of the function is as f(x) = {wTx + b, w∈Rm, b∈R}. If the data deviate from the value of ε, a deficiency variable must be defined according to the value of the deviation. In accordance with the penalty function, the minimization is defined as follows
where, ||w|| 2 is the norm of the weight vector, and ξi and ξi* are auxiliary deficiency variables, and parameter C is the coefficient of equilibrium of complexity between the machine and the number of inseparable points obtained by trial and error.
Evaluation parameters
Error values between computed and observed data are evaluated by Root Mean Square Error (RMSE), Mean Absolute Error (MAE) and correlation coefficient (R) defined in e.g., [26] .
Additionally, Taylor diagrams were employed for inspecting the accuracy of the implemented models. It is outstanding that in the mentioned diagram, measured and some correspondent statistical parameters are presented at the same time. Moreover, different points on a polar plot are used in Taylor diagrams for investigating the differences between observed and estimated values. Also, the CC and normalized standard deviation are indicated by azimuth angle and radial distances from the base point, respectively [24] .
Results and Discussion
In order to evaluate the possibility of using different combinations of meteorological data, seven different scenarios including various meteorological data were defined for more accurate estimation of PE (Table 2) . Then, these input combinations were used in data mining methods to estimate evaporation at three stations of Gonbad-e Kavus, Gorgan and Bandar
Torkaman. In the current study, all data mining models were separated, where 70% of the data was used to train and the 30% was used to test the models. The general results of the computations for the defined scenarios for the above-mentioned methods are presented in Tables 3. 
The presented results in Table 3 showed that for the GPR at Gonbad-e Kavus station, GPR6 with R = 0.899, MAE = 1.128, and RMSE = 1.521 has less error than the other GPR combinations. However, the GPR7 model with R = 0.904, MAE = 1.134 and the MAE = 1.530 requires more meteorological parameters. After GPR6, it presented the most accurate estimations of PE. On the other hand, GPR3 using two parameters of T and S, with R = 0.894, MAE = 1.153, and RMSE = 1.550 have higher accuracy than the other SVR models. Also, due to fewer implemented parameters, GPR3 can be used in the case of data deficiency with an acceptable error and high reliability. With a general look at the results and considering the above interpretations, it concludes that the meteorological parameters of T, W, and S have the most crucial role in increasing the accuracy of the PE estimation. Finally, for Gonbad-e Kavus station, GPR6 with input parameters of T, Wand S, and for Gorgan and Bandar Torkaman stations, GPR7 with input parameters of T, RH, W, and S have the best performance, and they considered as the most accurate models for estimating PE.
It should be noted that the obtained results are based on the meteorological parameters of the studied stations and at a certain period, and the results changed in different climate zones.
Conclusions
Evaporation is of paramount importance in agriculture, hydrology, water and soil conservation studies. In this study, GPR, IBK, RF, and SVR methods were used to simulate daily PE in three stations of Gonbad-e Kavus, Gorgan, and Bandar Torkaman, located in Golestan province (Iran).
The results of this study showed that in Gonbad-e Kavus station, the GPR6 and in the Gorgan and Bandar Torkaman stations, GPR7 have the lowest estimation errors and showed higher accuracy than other studied models. In other words, GPR can estimate PE with high accuracy using the meteorological parameters of (T, W, and S) in Gonbad-e Kavus station and the meteorological parameters of T, RH, W and S in Gorgan and Bander Turkmen stations. As a conclusive, overall result proved the superiority of the GPR method in PE estimation. The GPR recommended for PE estimation with a high degree of reliability.
