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ABSTRACT 
 
 
MEHRDAD ABOLBASHARI.  Compressive imaging and dual moiré laser 
interferometer as metrology tools. (Under the direction of DR. FARAMARZ FARAHI) 
 
 
Metrology is the science of measurement and deals with measuring different physical 
aspects of objects. In this research the focus has been on two basic problems that 
metrologists encounter. The first problem is the trade-off between the range of 
measurement and the corresponding resolution; measurement of physical parameters of a 
large object or scene accompanies by losing detailed information about small regions of 
the object. Indeed, instruments and techniques that perform coarse measurements are 
different from those that make fine measurements. This problem persists in the field of 
surface metrology, which deals with accurate measurement and detailed analysis of 
surfaces. For example, laser interferometry is used for fine measurement (in nanometer 
scale) while to measure the form of in object, which lies in the field of coarse 
measurement, a different technique like moiré technique is used. We introduced a new 
technique to combine measurement from instruments with better resolution and smaller 
measurement range with those with coarser resolution and larger measurement range. We 
first measure the form of the object with coarse measurement techniques and then make 
some fine measurement for features in regions of interest. The second problem is the 
measurement conditions that lead to difficulties in measurement. These conditions 
include low light condition, large range of intensity variation, hyperspectral 
measurement, etc. Under low light condition there is not enough light for detector to 
detect light from object, which results in poor measurements. Large range of intensity 
variation results in a measurement with some saturated regions on the camera as well as 
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some dark regions. We use compressive sampling based imaging systems to address 
these problems. Single pixel compressive imaging uses a single detector instead of array 
of detectors and reconstructs a complete image after several measurements. In this 
research we examined compressive imaging for different applications including low light 
imaging, high dynamic range imaging and hyperspectral imaging. 
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CHAPTER 1: INTRODUCTION 
 
 
Scenes in the nature usually have broad range of intensity and also broad range of 
colors. A camera with the ability to obtain images without saturation and/or 
underexposed areas is needed to record photograph those scenes with no loss of 
information. For example, a camera that stores the value of each pixel with sixteen bits 
gives better range of intensity than a camera in which the value of each pixel stores as an 
8-bit data. However cameras with higher bit depth are more expensive and by going to 
the wider range of intensities we might not find a camera with enough bit depth to truly 
capture and store the intensity pattern of a particular scene. There are different 
approaches that can be taken to solve this problem. One solution is using high dynamic 
range techniques which uses a camera with low bit depth and reconstruct an image with 
higher bit depth. We explore this approach in chapter 5 where we combine those 
techniques with compressive imaging technique to benefit from advantages that both 
methods offer. 
Another approach to solve this problem is to divide the scene into smaller regions. It 
is very probable that in smaller regions the range of intensity is less than the range of the 
intensity of whole scene. Therefore, we can capture image of each sub-region with a 
camera with lower bit depth and then combine all sub-regions to construct a complete 
picture of the scene. We can look at this approach as a trade-off between the bit depth and 
the area of interest in that scene; with smaller area, the required number of bits to 
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represent the intensity of the scene is smaller and it gets greater when the area becomes 
larger.  This means that if we fix the number of bits (a camera with a specific number of 
bits) to represent the scene, we lose the resolution as we make the scene larger and larger. 
In other words, there is a tradeoff between the area of captured scene and the resolution 
of intensity pattern. This tradeoff can be generalized as a tradeoff between the range of 
measurement and the corresponding resolution which is intrinsic in many situations.  
As another example, assume that in the same scenario we want to capture the spectral 
content of the scene. Considering our spectrometer has an array of 1000 detectors, the 
resolution of the acquired spectrum depends on the range of spectrum we are interested. 
This means that if the range of interest  is visible part of the spectrum, about 400 nm to 
700 nm, then the resolution will be 0.3 nm; if the range of spectrum expands to cover part 
of UV and IR spectrum (e.g. 200 nm to 2000 nm) then the resolution will be 1.8 nm. We 
can see that there is a degradation of the resolution by increasing the range of 
measurement. On the other hand, if we select only a part of the visible spectrum (e.g. 400 
nm to 500 nm), this decrease in range results in an increase in resolution (0.1 nm).       
In metrology, which is the science of measurement and deals with measuring different 
aspects of objects, we encounter with these situations. In this research effort, two 
problems in the field of metrology are tackled; the first problem is the problems 
associated with the trade-off between the range of measurement and the corresponding 
resolution. The second problem that is being addressed in this dissertation is the 
measurement conditions that lead to difficulties in measurement such as low signal to 
noise ratio. This will be described in the later part of this chapter. 
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The trade-off between measurement range and resolution can be between field of 
view and spatial (lateral) resolution or between the vertical range and vertical resolution. 
For example, assume the trade-off between the field of view and spatial resolution. These 
parameters are defined as the following [1]. 
Field of view: The field of view is the diameter of the circle of illumination on the 
object. In an instrument without scanning, the measurable lateral area is determined by 
the field of view. 
Spatial Resolution: The spatial resolution determines the minimum distance between 
two lateral features on a surface that can be distinguished. For a perfect optical system 
with a filled objective pupil, the resolution is given by the Rayleigh criterion      
 
  
 
where   is the wavelength of the incident radiation and    is the numerical aperture. 
The resolution of system is limited either by the Rayleigh criterion, resolution of 
optical elements or the number of the pixels of the camera. 
For example, suppose that the camera has           pixels and a red HeNe laser 
is used as the light source. Therefore, with the use of a lens with numerical aperture of 
0.3, the Rayleigh criterion results in spatial resolution of           . Assume that the 
resolution of lens system is       for field of view of        ,       for field of 
view of         and     for field of view of        . 
With the field of view of        , the resolution limited by camera is      
        ⁄        .  The resolution of system is limited by Rayleigh criterion which 
is              . If the field of view is         then the resolution limited by 
the camera is            ⁄          and the resolution limited by the lens system 
is          . Therefore the resolution of the system is limited by the camera and is  
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             . By changing the field of view to        , the resolution 
limited by the camera is            ⁄          and the resolution limited by the 
lens system is         which results in system resolution of           . As it is 
seen, the spatial resolution is changed by change in field of view and greater field of view 
results in worsening spatial resolution. 
Similar to trade-off between field of view and lateral resolution, there is a trade-off 
between the vertical range (maximum measurable height) and the vertical resolution. 
Assume that within the field of view, the maximum measurable height is ten times of the 
wavelength. On the other hand, the height resolution is also a ratio of wavelength, say  
 
  
. 
This means that with higher wavelength, the range of the height that can be measured is 
higher; however the height resolution is lower. Thus there is also a trade-off between the 
range of the height and vertical resolution that should be taken into consideration. 
We introduce a technique that combines the coarse measurement with large field of 
view and extended vertical range, with fine measurement over a small field of view and 
shorter vertical range. This combined technique is applicable for the metrology of large 
objects with small features.  
For measuring large objects, different measurements are taken at different locations 
on the object and stitched together to form one image, which typically requires large 
overlap regions among the measurements.  Information such as height, stress, strain, etc. 
can be obtained from this large stitched image without discontinuity. In cases where 
regions of interest (ROI) are small and discrete areas of the object, different strategies 
might be chosen. One strategy is based on scanning the whole object with the highest 
resolution followed by processing and stitching the acquired data. In this case, processed 
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data outside the ROIs are discarded, wasting measurement time and effort. For example, 
suppose the part to be measured is an array of solder bumps deposited on a chip pad, and 
the solder bumps have to be carefully inspected.  If there is a defect on one of the solder 
bumps, the location and details of the defect need to be identified. With this strategy, the 
profiles of all solder bumps have to be acquired with the highest resolution, part by part, 
and then profiles stitched together from different parts to get one continuous profile. This 
approach is very time consuming and not efficient.  
The other strategy is to take the high resolution measurements only from the ROIs. 
The difficulty here is that ROIs, have to be identified first and second the relative location 
of the ROIs with respect to a reference point on the object are unknown, in general (if 
there is no overlap between ROIs).  
To address these issues, a combination of multiscale measurement and stitching is 
proposed, namely a measurement with low resolution is taken (coarse measurement), 
ROIs identified, and then measurements with high resolution are taken from the ROIs 
(fine measurement). The coarse measurement is realized with a moiré technique (fringe 
projection) and a Michelson interferometer is implemented as the fine measurement 
instrument. Since we have two different instruments and two different data sets, it 
requires a strategy for interrelating locations and magnification scales. An algorithm is 
proposed to offer measurements at different levels of zoom while stitches data at all zoom 
levels. Stitching means that the exact coordinates of all measurements at different 
magnifications are established relative to a common reference point. 
Chapter 2 starts with a discussion on moiré techniques. Moiré techniques are usually 
used for form measurement (coarse measurement). Then the principles of interferometry 
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and interferometers are explained. Laser interferometers are instruments for precision 
metrology (fine measurement). The outputs of both moiré system and laser interferometer 
are a fringe patterns distorted by the distribution of the parameter of interest (e.g. surface 
topography of the object). Fringe analysis extracts the parameter of interest from the 
distorted fringe patterns. Different methods for fringe analysis are explained at the end of 
that chapter. 
Chapter 3 is the implementation of the dual moiré laser interferometer. The chapter 
starts with different prototypes that were implemented and the problems and issues that 
lead from one prototype to another. An algorithm and the required software for stitching 
the data from moiré system and laser interferometer and also from different levels of the 
zoom are developed. Image registration, which is the core of the algorithm, is also 
explored. The results of simulation of the system with MATLAB and optimization of 
some optical parts of the system with Zemax are presented. The experimental results are 
shown and an error analysis to evaluate the performance of the system is provided.  
The second issue that was addressed in this work is the measurement conditions that 
lead to difficulties in the measurement. As an example, low light level is one condition 
that makes the measurement noisier. One way to resolve this problem is to increase the 
gain of the detector to amplify the signal, although increasing the gain of detector results 
in the amplification of the noise too, which results in low signal to noise ratio and poor 
measurements. If we do not increase the gain we deal with measurements that are close or 
below the noise level of measurement system, which again results in poor measurements.  
Another example of such conditions is the wide range of intensity; the measurement 
of a signal (one or multi dimensional) with wide range requires a measurement 
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instrument with the capability of the same or greater range of measurement. For example 
if an object/scene has the range of the intensity from 1 to 1000 units of intensity
1
 (ratio of 
1000/1=1000), the instrument that measures/images the object has to have the dynamic 
range of at least 1000. An instrument with lower dynamic range results in a measurement 
with some saturated measurements/pixels and/or some noise like measurement/pixels. 
Our approach to these problems is using compressive sampling. Compressive 
sampling is a new approach that has been finding applications in many areas including 
communication, imaging, coding, etc. One branch of compressive sampling is 
compressive imaging. Compressive imaging uses a single detector instead of array of 
detectors and reconstructs a complete image after several measurements. Using single 
detector instead of an array of detectors has several benefits including higher signal to 
noise ratio and capability of imaging in wavelength ranges that there is no camera or 
array detector; but single detectors are available.  
In this field we examined compressive imaging for different situations including low 
light imaging, high dynamic range imaging and hyperspectral imaging.   
Chapter 4 includes some basic concepts of compressive sampling and a review of 
different compressive imaging systems.  
Chapter 5 is devoted to demonstration of different compressive imaging systems 
implemented. This includes low light compressive imaging, different high dynamic range 
compressive imaging and hyperspectral compressive imaging.  
The work is concluded in the last chapter and some suggestions for the future work on 
the path to further improve the measurements in the field of the metrology are provided. 
                                                 
1
 What is important in high dynamic range measurement is the ratio of the maximum to the minimum of the 
measurand and therefore the absolute value of the maximum and minimum are not essential. 
 
 
 
 
 
CHAPTER 2: MOIRÉ TECHNIQUE AND LASER INTERFEROMTRY 
 
 
Moiré and laser interferometry are metrology techniques that can be used to measure 
form and features of an object, respectively. Moiré techniques are based on summation or 
multiplication of light intensity. Moiré systems are used to measure the form of the object 
and their range of measurement can be relatively large. On the other hand, the laser 
interferometry methods are based on interference between light fields and usually have 
relatively high precision accompanies with a small range of measurement. In this chapter 
the principles and basics of both techniques are explained briefly. More detailed 
discussion of moiré and laser interferometry can be found in [2], [3], [4], [5], [6]. After a 
brief description of moiré techniques and laser interferometry, different techniques for 
fringe pattern analysis, which is the output of moiré systems and laser interferometers, 
are discussed. The fringe analysis process includes pre-processing (e.g. filtering and 
smoothing), phase wrapping, and phase unwrapping and post-processing of phase map. 
The emphasis of the fringe pattern analysis section is on the different phase wrapping and 
phase unwrapping methods.  
2.1. Moiré Technique 
2.1.1. Moiré Formation 
Moiré is a French word which means “an irregular wavy finish on a fabric; a fabric 
having a wavy watered appearance; and an independent usually shimmering pattern seen 
when two geometrically regular patterns (as two sets of parallel lines or two halftone 
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screens) are superimposed especially at an acute angle” [7]. Moiré patterns in optics can 
be seen as two gratings are superimposed.  The gratings might have slightly different 
periods (Figure 1.a-c), rotated relative to each other (Figure 1.a,d-e) or have  different 
periods and relative rotation (Figure 1.a,f-g). 
Suppose that the grating can be represented by the following Fourier series [4]: 
  (   )     ∑       [   (   )]
 
   
 ( 2.1) 
 
 
  
(a) (b) (c) 
 
  
 (d) (e) 
 
  
 (f) (g) 
Figure 1: Different formations of moiré patterns from linear gratings. (a) is grating, (b) is a grating which is 
rotated with respect to the grating (a) with the same period, (c) is the resultant moiré pattern.,(d) is a grating 
with a period slightly different from the grating (a), and (e) shows the moiré pattern of superposition of 
gratings (a) and (d). (g) shows the moiré pattern which is the results of superposition of grating (a) and 
grating (f) with slightly different period and tilted with respect to the grating (a).  
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where   (   ) and   (   ) are representative of the basic shape of the gratings. 
Superposition of these two gratings equals to multiplication of   (   ) and   (   ): 
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The last term of this multiplication can be rewritten as 
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( 2.4) 
This means that by superimposing two gratings, one can obtain difference and sum of 
the two gratings (both fundamentals and harmonics). For example, consider two linear 
gratings with periods    and   , and the relative rotation of    between them. Therefore 
  (   ) and   (   ) can be written as: 
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and the difference of   (   ) and   (   ) is: 
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where       
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.   
The situations that are demonstrated in Figure 1 are equivalent to different    and 
angle  , namely different periods means        and rotation means    . When 
      and    , the fringe spacing is       and when        and    , the fringe 
spacing is        ( ). 
Moiré patterns can be seen as interference in the sense that each linear grating can be 
seen as a snapshot of a plane wave (although since gratings are binary they cannot 
represent the sinusoidal intensity patterns, and sinusoidal patterns can be extracted by 
filtering the harmonics of binary moiré patterns). When two linear gratings are 
superimposed, it is equal to interference between two plane waves. Different periods 
mean different wavelengths and different angle between gratings equals to different 
direction of propagation. Therefore moiré patterns can be related to interferometry in that 
sense. Other waves other than plane waves can also be represented by gratings. For 
example, spherical waves can be represented by circular gratings. 
2.1.2. Moiré Methods 
Moiré method is an optical technique for form and surface measurement and 
characterization [3], [4], [8], [9]. It can be used to measure in-plane deformation and 
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strain [10] as well as out-of-plane deformation and profilometry [11][12]. In-plane 
measurements are usually performed by attaching a grating to the object and then 
measuring the deformation of the grating. Out-of-plane measurements are based on 
illuminating the object by a structured light, which is usually a straight line grating, and 
measuring the deformation of reflected light from the object. In both cases, the reflected 
light can be summed or multiplied by another grating to form a moiré fringe pattern or 
the deformation can be directly measured. There are four main moiré techniques, namely 
shadow moiré, projection moiré, reflection moiré and fringe projection that are described 
below.  
2.1.2.1. Shadow Moiré 
Figure 2.a shows schematic of a shadow moiré. Shadow moiré uses a grating in front 
of the object. The light passes through the grating and makes the shadow of grating on 
the object. This shadow is captured from different angle through the grating which 
produces moiré pattern. The moiré pattern changes wherever the form of the object is not 
planar. The shadow moiré technique can be used in strain and stress analysis and 
vibration measurements [13], [14], [15], [16].  
2.1.2.2. Projection Moiré 
Projection moiré uses two different gratings, instead of one; one in front of the light 
source and the other one in front of the camera. The profile of the object is calculated 
from the moiré pattern and the parameters of the projection moiré setup. Figure 2.b shows 
a projection moiré setup. The projection moiré has the ability to measure larger objects 
compare to the shadow moiré and also the fringe pattern analysis is easier than the  
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(a)  (b) 
 
 
 
(c)  (d) 
Figure 2: Schematic of moiré techniques. (a): shadow moiré, (b): projection moiré , (c): reflection moiré 
and (d): fringe projection 
 
 
shadow moiré. The applications of the projection moiré include strain and vibration 
analysis, and study of the human body [17], [18], [19], [20], [21]. 
2.1.2.3. Reflection Moiré 
Reflection moiré uses one grating in front of the light source. The structured light 
reflected back from an object and captured by the camera (Figure 2.c). In contrast to 
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other moiré methods, the deformation of the structured light (grating) is related to the 
slope and curvature distribution of the object profile. The limitation of this technique is 
that the surface of the object under test should be specular. As other moiré methods, the 
reflection moiré is utilized for surface topography. Specifically the reflection moiré can 
be used for strain measurement and vibration in plates [22], [23], [24].  
2.1.2.4. Fringe Projection 
Fringe projection introduced by Rowe and Welford [25]. They used fringe projection 
technique to measure surface topography.  Figure 2.d shows a schematic of this moiré 
technique. 
In the fringe projection, a fringe pattern (parallel lines) is projected onto the object 
and the projected fringe pattern is captured from another angle. The fringe pattern will be 
distorted according to the profile of the object. The distance between contours of the 
acquired fringe pattern depends on the pitch of projected fringe pattern and the 
parameters of fringe projection setup. By analyzing the acquired fringe pattern and 
knowing the parameters of the fringe projection setup, the profile of the object is 
calculated.  The fringe projection technique can be used as a fast method to measure the 
3D form of the object [26], [27], [28].  
Figure 3 shows again the schematic for a fringe projection system where the object is 
horizontal. The angle between the projection plane and the reference plane is   and the 
angle between the imaging plane and the reference plane is  . The fringe pattern period 
on projection plane is   . For a flat surface (reference plane) the period of the captured 
fringe pattern on imaging plane will be    
    
    
  . Assuming that the projected fringe 
pattern is a sinusoidal pattern with period of   , then the fringe pattern obtained from a 
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flat object will be a sinusoidal pattern with period of   . For a non-flat object, the 
deviation of the object from the reference plane causes shift in the phase of the fringe 
pattern on the image plane. The phase shift can be expressed in terms of the displacement 
“d” with the following relationship: 
  
  
  
  ( 2.8) 
Figure 3 shows the displacement of the captured ray when a flat surface is replaced by 
a non-flat object. 
By finding the relation between   and the corresponding height of the object,  , the 
relationship between height and the phase of captured fringe pattern will be known. The 
relation between displacement and the height of the object can be calculated as follows. 
In the     triangle: 
  ̅̅ ̅̅  
 
    
 ( 2.9) 
for the     triangle: 
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 ( 2.10) 
and in the     triangle: 
        ̅̅ ̅̅  ( 2.11) 
From equations (‎2.9), (‎2.10), and (‎2.11), displacement   is derived in terms of the 
height of the object as: 
        ̅̅ ̅̅      
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 (             )  
( 2.12) 
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Figure 3: Schematic for fringe projection 
 
 
 
Considering equations (‎2.8) and (‎2.12), the relation between the phase shift and the 
height of the object is calculated as: 
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     ( 2.13) 
where     
  
(             )
 is the equivalent wavelength of the fringe projection 
system and   
  
  (             )
 is the coefficient that depends on the period of the 
fringe pattern and the configuration of the fringe projection system. 
If the light is not collimated, the equivalent wavelength and the coefficient both 
depend on the distance of the projection plane and imaging plane from the reference 
plane, and the position of each pixel, too. One way to find the equivalent wavelength is 
by a calibration method using a flat object. This way the equivalent wavelength can be 
calculated for each pixel. This technique will be explained in the next chapter. 
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2.2. Interferometry 
Interferometry is a technique that employs the interference of two or more light 
waves. Interferometry technique is used to extract the information carried in a modulated 
wavefront of a light wave. To do so, the modulated wavefront is superimposed by a light 
wave that its properties are known. The superimposed wavefronts contain the information 
in the phase, i.e. the information is modulated as phase modulation. Therefore a phase 
demodulation technique is used to extract the information.  
First experiment to demonstrate the interferometry was Young’s double slit that was 
performed by Thomas Young in 1803 [29]. Figure 4 Figure 4 shows the schematic of 
Young’s double slit experiment. Light waves from a light source, first pass through two 
holes and interfere on a screen at a distance from holes. The resultant pattern on the 
screen is a sinusoidal shape of intensity distribution. This work was a breakthrough in the 
understanding of the nature of light and along with works of Huyghens and Fresnel led to 
the acceptance of wave nature of light.  
The instrument that uses the interferometry technique is called interferometer. 
Interferometers are used to measure some aspects of object under measurement with high 
precision. The first work on interferometry was done by Michelson and Morley [30]. 
They performed this experiment to show the “aether drift” and implemented an 
interferometer for their experiment. Although, the null result of their experiment led to 
rejection of concept of aether. The application of interferometry followed after this 
experiment mainly lied in the field of metrology and spectroscopy. After the invention of 
laser, the interferometry experienced a rapid growth.  
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There are different ways to categorize the interferometers. One category is based on 
the number of light waves (beams) that interfere that can be two or more than two beams. 
Michelson interferometer is an example of two-beam interferometer and Fabry-Perot 
interferometer is an example of multi-beam interferometer. Another category of 
interferometers, divide interferometers into interference by division of amplitude and 
interference by division of wavefront. Rayleigh interferometer is an example of former 
while Mach-Zehnder interferometer is an example of the latter one.  
In the following, first, a brief mathematical description of basic of interference will be 
given then some common interferometers will be explained, and lastly, fiber 
interferometers are described. 
2.2.1. Interference 
Interference is the superposition of two or more electromagnetic waves providing that 
the electromagnetic waves have a degree of coherence and the same state of polarization.    
Suppose    and    are two light waves: 
 
Figure 4: Young experiment 
 
S0 
S1 
S2 
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         (           ) ( 2.14) 
         (           ) ( 2.15) 
For simplicity we assumed that light waves are monochromatic and plane waves. 
Then the interference between these two waves can be expressed as 
  〈      
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Assuming that the averaging time   is much greater compare to    ⁄  and much 
smaller than  (     )
⁄ , i.e .    ⁄    
 
(     )
⁄ , then the intensity can be 
expressed as: 
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Assuming that both light waves have the same state of polarization (        ): 
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( 2.19) 
Furthermore if we assume      , then: 
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If both light waves propagate at the same direction with the same propagation 
constant (     ), then: 
  
 
 
   
  
 
 
   
           (     ) ( 2.21) 
Therefore irradiance can be expressed as 
         √       (     ) ( 2.22) 
where     
 
 
     
  and     
 
 
     
 .  
The radiation pattern is called interferogram and (     ) is the phase difference 
between two waves. Assuming that one of the phases is known (e.g.    is known) and the 
other one is modulated by the information; then the phase difference (     ) which 
exists in the interferogram, carries the information.   
As it is seen from above equation, the interference pattern has a sinusoidal shape. 
Since    and    are positive quantities, the maximum irradiance is where two light waves 
are completely out of phase, i.e. 
                              √     ( 2.23) 
The maximum, on the other hand, happens when two light waves are in-phase: 
                            √     ( 2.24) 
Visibility is a function that gives the contrast of the interferogram. It is defined as: 
  
         
         
 ( 2.25) 
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Maximum visibility, 1, can be obtained when light waves have the same amplitude and it 
is minimum when there is no variation in irradiance. Using equation derived above the 
visibility can be written as:  
  
 √    
     
 ( 2.26) 
Figure 5 shows the visibility in terms of ratio of      . As it is seen from the figure, 
even when the amplitudes of light waves are not the same, the visibility can be at 
acceptable level. For example if     
 
  
   then visibility is     , which is an acceptable 
visibility.  
For other form of light waves the interference has the same general form, which is a 
sinusoidal shape. For example, assume the light waves are spherical waves: 
 
 
 
Figure 5: Visibility of interferogram in terms of the relative intensity of two interfering waves 
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   (            ) ( 2.27) 
   
   
  
   (            ) ( 2.28) 
Then the phase difference can be calculated as:   (           )  
(     )  (     ) where     and    are the radii of spherical waves at the point of 
interference.  
2.2.2. Coherence 
As it was mentioned before, one condition for interference is coherence. Coherence 
describes the statistical properties of radiation, which are correlation functions. For 
example, two-beam interference is a simple correlation of order of two between two light 
waves.  
There are two types of coherence namely time coherence and spatial coherence.  
Suppose that the radiation source has frequency content with the bandwidth of   . 
Then the coherence time is defined as the inverse of bandwidth, i.e.       ⁄ . Another 
quantity that relates to the coherence time is coherence length, which is defined as 
       where   is the speed of wave. These parameters show the temporal coherence 
properties of a radiation source. 
Spatial coherence relates to the size of the radiation source. Assuming a light source 
illuminates two pinholes    and    with solid angle of   , and these two secondary 
sources form an interferogram at a screen. If the mean wavelength of light source is   and 
separation between the secondary sources are    then fringes will be visible if [5] 
(  )       ( 2.29) 
(  )  is called the area of coherence of the light source. 
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Mutual coherence is a function that characterizes the coherence of light source and is 
defined as the time average of cross correlation between electric fields originated from 
the light source. Detailed discussion of coherence can be found in [31], [32].  
2.2.3. Interferometers  
Interferometers are instruments that employ interferometry to measure a wide range 
of objects and surfaces [4]. There are different configurations for interferometers 
including the Michelson interferometer, the Mach-Zehnder interferometer, the Fizeau 
interferometer, etc. In all interferometers two or more waves interfere and the resultant 
interference pattern is used to calculate a wavefront change that results from transmission 
through or reflection from an object of interest.  The wavefront change, in turn, 
corresponds to the parameters and/or features of interest concerning the object under 
measurement. In the following, some of the common interferometers will be described. 
2.2.3.1. Michelson Interferometer 
Michelson interferometer is the most common interferometer. A Michelson 
interferometer configuration is illustrated in Figure 6. The light wave from the source is 
divided into two beams, after passing through beamsplitter. Both beams are reflected 
from mirrors and parts of each beam that goes downward are combined to make 
interference. The interference pattern then is captured by the detector.  The beam that 
goes upward, passed through beamsplitter three times (assuming that the right surface of 
beamsplitter splits the beam), while the beam that goes to the right passes through 
beamsplitter just once. To compensate for that, a compensator, which has the same 
material and  thickness of  beamsplitter, is  put in the  path of the  beam  that  goes  to  the  
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Figure 6: Michelson interferometer 
 
 
 
right. This beam passes through compensator two times and therefore any path difference 
comes from actual optical path difference.  
Mirror 2’ is the image of mirror 2 which is the result of reflection from beam-splitter. 
If the mirror 2 has tilt with respect to the mirror 1 (i.e. the planes of mirrors are not 
perpendicular), then the image of mirror 2 also has a tilt with respect to the mirror 1 (i.e. 
they are not parallel). Otherwise the mirror 2’ is parallel to the mirror 1. Looking from 
the detector the interference is the result of the interference between waves coming from 
the source at mirror 1 (S1) and the source located at the virtual mirror 2’ (S2). 
For parallel mirrors 1 and 2’ (no tilt), the line that connects images of the source 
(S1S2) is perpendicular to the mirror 1 plane. On the other hand, if there is a tilt between 
the mirrors, the line S1S2 has an angle with the normal to the mirror 1 plane.  
The straight line fringes can be seen if the source is monochromatic point source and 
line S1S2 is parallel to mirror 1. These parallel lines are actually hyperbolic fringes which 
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are approximated as straight lines when the distance of line S1S2 from the detector is 
much larger than the separation between S1 and S2. The straight line fringes also can be 
formed with an extended monochromatic source if there is a small angle between mirror 
1 and virtual mirror 2’ and again the separation between S1 and S2 is very small compared 
to the distance of virtual sources from the detector.  
The circular fringes are formed with a monochromatic point source, when mirror 1 
and virtual mirror 2’ are parallel. With an extended monochromatic source, circular 
fringes are formed when mirror 1 and virtual mirror 2’ are parallel, but they have a finite 
distance from each other. If mirror 1 and virtual mirror 2’ coincide then the fringe pattern 
will have a uniform intensity pattern. 
Michelson interferometer can be used for very precise length measurements [33], 
gravitational wave detection [34],  refractive index measurement [35], [36] and precise 
displacement measurement [37]. 
2.2.3.2. Rayleigh Interferometer 
The schematic of the Rayleigh interferometer is shown in Figure 7. Rayleigh 
interferometer is a division by wavefront interferometer. The source wavefront is split 
into two beams, each beam is passed through the objects and the beams interfere 
 
 
 
Figure 7: Schematic of Rayleigh interferometer 
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afterward. Lens 1 is used to collimate the light and lens 2 is used to bring the beams 
together to interfere.  As it is seen the Rayleigh interferometer is a simple interferometer 
and can measure the optical path difference very precisely. One of the drawbacks of this 
interferometer is high density of fringes that requires magnification in order to analyze 
the interferogram. Rayleigh interferometers are used in determination of diffusion 
coefficients [38], [39], [40], [41] 
2.2.3.3. Mach-Zehnder Interferometer 
Schematic of a Mach-Zehnder interferometer is demonstrated in Figure 8. The beams 
are divided using the beam-splitter 1. Each beam reflects from a mirror and they are 
combined using beam-splitter 2. The optical difference between beams can be produced 
using a slight tilt in one of the mirrors or by inserting a wedge in the path of one of the 
beams. This interferometer has been used for label-free detection of liquids [42], 
biological and chemical properties of materials [43], [44] and refractive index sensor 
[45]. 
2.2.3.4. Sagnac Interferometer 
In Sagnac interferometer, both beams go through the same loop but in opposite  
 
 
Figure 8: Mach-Zehnder interferometer 
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directions and then recombine, which makes this interferometer very stable and easy to 
align. Figure 9 shows the schematic of the Sagnac interferometer with 3 mirrors. It is also 
possible to make a Sagnac interferometer with one beam-splitter and two mirrors.  
Sagnac interferometer with three mirrors is insensitive to the displacement of mirrors 
and beam-splitter while the Sagnac interferometer with two mirrors produces a shear 
when the mirrors or beam-splitter is displaced. 
Sagnac interferometers are used as sensors for current [46], temperature [47], strain 
[48], rotation and gravitational wave detection [49], and in optical switches [50]. 
2.2.3.5. Fiber Interferometer 
Fiber interferometers are the implementation of interferometers using optical fibers. 
The optical fibers that are used in fiber interferometers are usually single mode fibers; 
although birefringent fibers are also used. Figure 10 shows the schematic of a fiber 
Michelson interferometer. A laser source, usually a semiconductor laser, is coupled to the 
optical fiber. A coupler is used as the beam splitter. Lights reflect back from the end faces  
  
 
 
 
Figure 9: Sagnac interferometer 
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Figure 10: Schematic of a fiber Michelson interferometer 
 
 
 
of the fibers, which act as mirrors, interfere at the fiber coupler. The end of fibers can be 
just cleaved to reflect about 4 percent of the light or can be coated in order to form high 
reflectivity fiber mirrors. The fiber interferometer can be used to measure relative phase 
difference between beams from the two arms, which one acts as a reference arm [51]. 
Piezoelectric fiber stretcher has been used in one arm of such fiber interferometers for 
signal processing of output signals [52]. 
The fiber interferometers are widely used as sensors for measurement of different 
physical, chemical and biological parameters [53] including displacement [54], 
temperature [47], strain [55], humidity [56], and multi-parameter sensors [57], [58]. The 
basic principle of a fiber interferometer functioning as a sensor is the fact that the 
physical quantities can change the refractive index and length of the optical fiber that 
results in change of optical path difference of fiber interferometer.   
2.3. Fringe Pattern Analysis 
The output of moiré systems and laser interferometers are fringe patterns. Fringe 
patterns contain the information about the object that the fringe patterns are formed from. 
Therefore fringe patterns are analyzed to extract the information about the parameter of 
interest, which can be the height, temperature, strain, etc. The first step, before analyzing 
the fringe pattern is preprocessing, which includes filtering to suppress the noise and 
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smoothing the fringe pattern. The next step is to calculate wrapped phase map from the 
preprocessed fringe patterns. The wrapped phase map is the corresponding phase of 
fringe pattern (relative to a reference phase on the fringe pattern), which is between   and 
   (or between –  and   ). Therefore it has the ambiguity of     where   is an 
integer number (therefore the name wrapped phase map). 
There are two main methods to calculate the wrapped phase map from the fringe 
patterns [2]; the first method is the intensity method and the second one is phase 
measuring method. We briefly describe both methods in the following sections. 
2.3.1. Intensity Methods 
The intensity methods work directly on the intensity of fringe patterns.  As mentioned 
above the first step after acquiring fringe pattern is to suppress the noise, which is usually 
done using filtering. There are different filters that can be used including Hanning filter, 
Hamming filter and Gaussian filter.   
The next step in intensity methods is to recognize the fringes. The recognition of 
fringes can be done in one dimension or two dimensions.  In one dimension, one line or 
average of several lines is used to recognize the fringes along that/those line(s). The line 
has to be perpendicular to fringes for effective fringe analysis. There are different 
methods to detect the fringes in one dimension including Max/Min fringe detection [59], 
[60], [61], Grey-level gradient change detection [62], Floating threshold fringe detection 
[63], Bucket-bin fringe detection [64], segmentation [65] and fringe thinning algorithms 
[66], [67]. 
After recognizing the fringes in fringe pattern, the order of the fringes have to be 
determined. Fringe order assignment, in which numbers are assigned to fringes, is 
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important since it enables to interpret the fringe pattern. Usually a priori knowledge of 
the object for order of fringes is needed [68]. Fringe ordering can be done manually or 
automatically.   
2.3.2. Phase Measuring Methods 
Phase measuring methods are another technique to analyze the fringe patterns. These 
methods are usually more accurate, mostly automated and without ambiguity [2]. Two 
main methods of these techniques are temporal phase measuring method and spatial 
phase measuring method. Temporal phase measuring methods acquire several intensity 
measurements in time in order to measure phase map of the fringe pattern. Spatial phase 
measuring methods, on the other hand, acquire fringe pattern simultaneously.  
Spatial phase measuring methods include Fourier transform method [69], spatial 
carrier phase shifting and phase-stepped methods (Kwon and Shough 1985, Kujawinska 
and Wojciak 1991), wavelet transform methods [70], [71], [72], [73], short time Fourier 
transform methods [74], [75], [76], etc. Among these methods, Fourier transform 
methods are simple and accurate and do not have the complexity of wavelet transform 
methods and short time Fourier transform methods. Because of these advantages the 
decision was made to use Fourier transform for fringe analysis during this research effort.  
In Fourier transform method the interferogram is in the form of  
 (   )   (   )   (   )   (             (   )) ( 2.30) 
where  (   ) corresponds to the parameter of interest (e.g. height of the object) and 
(     ) is the spatial frequency. The Fourier transform of interferogram can be written as: 
31 
 
 { (   )}   (     )
  (     )   (           )   
 (           ) 
( 2.31) 
where  (     ) is the Fourier transform of  (   )   (   ) 
  (   ). 
Therefore by filtering, the interferogram  (   ) can be extracted, namely the 
interferogram is filtered by a bandpass filter with center frequency of (     ) and enough 
bandwidth to contain the information of  (   ) and then shifting the filtered 
interferogram to the origin in frequency domain. After calculating  (   ), phase 
information can be extracted. 
 (   )       
  { (   )}
  { (   )}
 ( 2.32) 
2.3.3. Phase Unwrapping 
The next step in analyzing the fringe pattern is phase unwrapping. The output of 
Fourier transform method, in the last step, is the wrapped phase map; i.e. a phase map 
that has values between   and    (or    to   ). Therefore there is always an ambiguity 
of     in the phase map (where  is an integer number). The phase unwrapping process 
removes this ambiguity in the phase map by finding the value of   for each pixel in 
phase map.   The phase unwrapping problem first was analyzed by Itoh [77] for one 
dimension signals. Itoh showed that the phase can be unwrapped by summing over the 
wrapped phase differences. Specifically if  [ ] shows the unwrapped phase at location 
 , and ( [ ]) shows the wrapped phase at the same location where: 
 ( [ ])   [ ]                 ( [ ])    ( 2.33) 
Then the unwrapped phase at location     is: 
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 [   ]   [ ]   ( ( [   ])   ( [ ])) ( 2.34) 
Two dimensional unwrapping is a more difficult task. There are two general 
approaches to this problem [78]. First approach is minimization methods. In this 
approach a cost function, which is usually an error function is defined. Then the 
optimization problem is to minimize the error. The cost function for minimization is 
defined as follows: 
   ∑ ∑|( [     ]   [   ])
 
   
   
   
 ( ( [     ])   ( [   ]))|
 
 ∑ ∑|( [     ]   [   ])
   
   
 
   
 ( ( [     ])   ( [   ]))|
 
 
( 2.35) 
where the size of image is    ,  [   ] shows the unwrapped phase at location 
(   ), ( [   ]) indicates wrapped phase at point (   ), and      is   -norm. If    -
norm is used for minimization, the problem will be a least square minimization. The 
solution for the phase unwrapping with least square minimization can be given as: 
( [     ]    [   ]   [     ])
 ( [     ]    [   ]   [     ])
 ( ( [     ])    ( [   ])   ( [     ]))
 ( ( [     ])    ( [   ])   ( [     ])) 
( 2.36) 
The equivalent continuous form of the above equation is Poisson’s equation: 
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 ( (   ))  
  
   
 ( (   )) ( 2.37) 
There are different methods to solve the equations (‎2.35) and (‎2.36) to unwrap a 
wrapped phase. Examples of these approaches are phase unwrapping using FFT [79], 
multigrid technique [80] and   -norm method [81]. 
In FFT approach the phase map is extended to form a periodic function by mirroring 
the phase map. Then the resulting phase map is used to solve the least-square two-
dimensional phase unwrapping equation by taking the FFT from the Poisson equation, 
solving the Poisson equation for Fourier transform of unwrapped phase and then taking 
inverse FFT to retrieve unwrapped phase map. 
Multigrid technique first solves the problem of phase unwrapping in a coarser grid by 
using schemes like Gauss-Seidel relaxation. At next step the method moves to finer grids 
and using the data from the last steps to find a solution.  
   -norm method solves the problem of phase unwrapping using norms other than   -
norm.  
All these techniques can have weighted phase map. The weighted methods weight 
each point of the phase map according to a criterion. For example, the weight can be a 
quality map that shows the quality of each pixel on the phase map. 
Second approach in phase unwrapping is path-following approach. In path-following 
methods a path is defined and the unwrapping process is done through that path. One 
dimensional phase unwrapping can be extended to N-dimensional unwrapping by using 
the following equation: 
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 ( )  ∮      
 
  (  ) ( 2.38) 
Where   and    are N-dimensional location vectors,    is phase gradient and   is any 
path from    to  . Since we want to have a unique solution for unwrapped phase, the 
integral should be independent of the path of integration. This condition is satisfied by 
choosing proper paths for unwrapping. The locations that cause the integral in equation 
(‎2.38) to be path dependent are called residues. Therefore to make the integral 
independent of path, either path should include no residues or path includes residues that 
cancel out the effect of each other when unwrapping.     
There are different approaches that use path-following to unwrap the phase. This 
includes Goldstein algorithm [82], quality guided algorithm [83] and combined branch 
cut and quality guided algorithm [84].  
In Goldstein algorithm, a segments branch cuts are defined for phase map and the 
unwrapping path should not cross branch cuts. Branch cuts are the parts of phase map 
that violate the independency of integral in equation (‎2.38) from the path. Therefore 
avoiding branch cuts makes the error minimum. The Goldstein algorithm tries to 
minimize the total length of branch cuts. It is a very fast algorithm compared to other 
path-following techniques. 
Instead of identifying the branch cuts, quality guided algorithm chooses a quality path 
for unwrapping. The quality map defines a path in which the integral in equation (‎2.38) is 
calculated. Quality map can be derived from the phase map or other sources. Examples of 
quality maps are variance of phase derivatives, maximum phase gradient and amplitude 
of Short Time Fourier Transform (STFT).   
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Quality guided algorithm starts from a point with high quality (according to quality 
map) and unwraps the four neighbor pixels; then the neighbor unwrapped pixel with 
highest quality is selected and again four neighbor pixels are unwrapped, unless they are 
already unwrapped. This procedure continues until all pixels with acceptable quality are 
unwrapped. 
One can combine branch cut technique with quality map in which the choice of 
branch cut is guided by a quality map. This technique take advantage of both branch cut 
and quality guided techniques. This technique is more time consuming that the other path 
following techniques. 
Comparing the mentioned techniques, it was shown [78, pp. 285–286] that the quality 
guided technique can successfully unwrap almost all wrapped phase maps. In terms of 
complexity and time consumption, quality map is more time efficient and less complex 
that the other techniques with similar performance (e.g. Mask cut). 
In another comprehensive comparison [85] it was shown that the quality guided 
technique is the only method to successfully unwrap the interferometry phase maps. 
Since our fringe pattern and phase maps are interferograms from laser interferometry 
and moiré technique, we choose to use quality guided technique that has the combination 
of good performance, low complexity and being fast. For the quality map we used STFT 
quality map, which is proposed by Qian Kemao [86].  
 
 
 
 
 
CHAPTER 3: DUAL MOIRÉ LASER INTERFEROMETER 
 
 
As its name suggests, the dual moiré laser interferometer consists of a moiré based 
instrument and a laser interferometer. The aim of designing this system is to measure an 
object in different scales (zoom levels) and different resolutions with a single instrument; 
therefore this is a multiscale measurement instrument. This chapter describes different 
aspects of the design and implementation of this measurement instrument. First the 
hardware design and different implemented prototyped are explained. The next section is 
dedicated to the system simulation. Both moiré and laser interferometer are simulated and 
the outputs of the system are shown at different levels of the zoom. This follows by a 
section on stitching algorithm. The proposed algorithm and the image registration, which 
is the core of this algorithm is explained and fringe patterns simulated in the previous 
section are used to evaluate the proposed algorithm. The fringe pattern analysis software 
is described and demonstrated in a separate section. The aim of this software is to 
calculate the profile of objects under test from the fringe patterns acquired from the dual 
moiré laser interferometer. The last section of this chapter discusses the experimental 
results, errors in the measurement system, and error analysis of the dual moiré laser 
interferometer.  
3.1. System Design 
Different prototypes were designed and implemented for the dual moiré laser 
interferometer. Each prototype was designed to overcome the problems and issues that 
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have existed in the previous one. Figure 11 shows the schematic of the first prototype. 
The shaded part in Figure 11 is common part between the moiré and laser interferometer. 
We refer to the left side of the system as projector arm (the side that the projector is 
placed) and the camera arm is referred to the right side of the system (the side that the 
camera is placed.) 
For moiré measurement, a fringe projection technique is used; a moiré pattern is 
projected and deformed by the object. The deformed pattern is then captured by the 
camera and is used to calculate the form of the object. The laser interferometer is a 
partially fiber and partially free space laser interferometer. The phase difference of the 
laser wavefront at the two ends of the fiber is kept constant using a feedback system.  The  
 
 
  
 
Figure 11: Schematic of the dual moiré laser interferometer  
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laser beam interferes with reference beam after reflecting from the object and the 
interference pattern is detected by the same camera. Figure 12 shows the first 
implemented prototype. A stereo microscope is used as a common part (the shaded part 
in schematic of Figure 11). The stereo microscope is Leica Wild M32 stereo microscope. 
The eyepieces of the stereo microscope have been removed and two fixtures were made 
to hold the camera and the projector. The camera that was used is a monochromatic CCD 
camera from Industrial Vision Source. The projector is an SVGA+ OLED-XL 
microdisplay from eMagin2. The resolution of the OLED microdisplay is         
pixels. 
 
 
Figure 12: First prototype of dual moiré laser interferometer using a stereoscope microscope 
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The advantage of using OLED microdisplay is that the projection pattern (moiré 
pattern) can be changed in software and there is no need for any hardware modification 
(e.g. using different Ronchi rulings). Another advantage of OLED microdisplay is the 
small size. The size of OLED microdisplay is about           which makes it 
suitable to put on the stereo microscope. 
Figure 13 shows a moiré pattern that projected by the OLED microdisplay and captured 
by the camera. Because the power of the OLED microdisplay is low ( 150 cd/m
2
 and 
considering the viewing area of the OLED microdisplay the brightness is about    
  
  
 
                         
     
  
           ), the captured moiré pattern 
does not have enough brightness. 
There are other problems with this prototype; first the change of zoom levels for the 
projector and camera arms are not independent and are the same for both arms. This 
means that we cannot change the zoom level in camera side without keeping the pitch of 
the moiré pattern fixed. (We can adjust that in software, but since the exact change of 
zoom level is not known, the compensation in software will not be exact.) 
 
Figure 13: Fringe pattern of moiré part from first prototype. The area is approximately 1mm
2 
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The second problem arises when we change the zoom level. By changing from one 
zoom level to another the center of the captured images shifts and goes out of the field of 
view for a change of zoom level of four. Assume that image1 is captured at zoom level 
one and image2 is captured at zoom level 4. Then the center of image1 is not inside the 
frame of image2 and vice versa. One way to overcome this problem is to change the 
position of the camera correspondingly. But this approach needs some mechanical 
movements and corresponding stages and therefore adds to the complexity of the system. 
To overcome the problems in the first prototype, the system was redesigned. The 
schematic of the design is the same. But instead of using a stereomicroscope, we used 
two separate zoom lenses to decouple the projector arm and camera arm. Figure 14 shows 
the implemented system. Two zoom lenses are VZM 450 Zoom Imaging Lens
3
. The 
angle between both projector and camera arms with normal is twenty degrees. The zoom 
lenses have the range of 1x to 4.5x zoom level and can be adjusted independently. 
 
 
Figure 14: The second prototype; the stereoscope was replaced by two zoom lenses in order to decouple the 
projector arm and the camera arm. 
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The OLED microdisplay was replaced by a DLP-based Picoprojector from Texas 
Instruments (made by YoungOptics). The Picoprojector resolution is         pixels 
and the brightness is 7 lumens. 
The laser interferometer of dual moiré laser interferometer is a partial fiber – partial 
free space interferometer. Figure 15 shows the test setup for laser interferometer. As it is 
seen the laser is a red HeNe laser (          ). The laser beam is launched into a 
single mode fiber and divided into two beams using a 50-50 coupler/divider. The partial 
back reflection from F2 and F3 ends of the fiber are used to stabilize the interferometer. 
Namely, the laser beams from ends of fiber (F2 and F3) partially reflect back and couple 
into the other end of fiber coupler/divider (F4) and interfere. The interference intensity is 
measured using a large area silicone photodiode
4
. After magnification and filtering, the  
 
 
 
Figure 15: Test setup for partial fiber – partial free space laser interferometer. F1, F2, F3 and F4 are four 
ends of fiber coupler/divider 
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output of the detector is fed to a digital feedback system. The digital feedback system 
uses this output to stabilize the phase difference at the ends of the fibers (ends F2 and 
F3), which stabilizes the interferometer. To do so, one arm of the coupler is wrapped 
around a PZT. By applying a voltage to the PZT, the PZT expands and contracts, which 
in turn changes the property of the fiber that is wrapped around the PZT. This change 
causes the change in the effective optical path of the laser in a way to stabilize the phase 
difference of laser beams at the two ends of the fiber (ends F2 and F3). Figure 16 shows 
the schematic of the digital feedback system. The control unit of the feedback system is a 
precision mixed-signal microcontroller
5
 from SiliconLabs. 
As it is shown in Figure 17 the feedback process consists of two steps: the initialization 
and the tracking. In the initialization step a triangular voltage is applied to the PZT. The 
PZT ( Boston Piezo Optics Inc
6
) has an outside diameter (OD) of 0.728”, wall thickness 
of .060” and length of 2”. The material of the PZT is PZT-5H. The radial change of a 
PZT occurs according to the following equation: 
 
 
 
 
Figure 16: The schematic of laser interferometer with digital feedback system 
                                                 
5
 http://www.silabs.com/products/mcu/Pages/C8051F120DK.aspx 
6
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Figure 17: The flowchart of digital feedback software 
 
 
 
where   is the applied voltage to the PZT and     is a piezoelectric constant. For PZT-
5H material that constant is           
     ⁄ 7.  
By wrapping a fiber around the PZT and applying a voltage the length and refractive 
index of the fiber will change. Considering the change in the length of the fiber, we 
wrapped about 80 turns of fiber around PZT. Therefore, the change of the length of the 
fiber per one volt would be: 
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Assuming the refractive index of fiber to be       and the laser wavelength 
          , the equivalent phase change of laser beam would be: 
   
     
 
 
               
          
       
Therefore to change the phase by   , the required voltage would be:   
       ⁄        . The applied voltage to the PZT is a triangular voltage with the 
amplitude of    and period of        . This triangular signal is synthesized with 
microcontroller and amplified using an analog circuit (Figure 18). The triangular signal 
with an amplitude of 5V causes the phase of the laser beam to change           
  , which results in a couple of periods    of the sinusoidal signal at the detector output. 
The output of the detector is amplified, filtered and converted to a digital signal. Figure 
19 shows the corresponding circuit. 
The microcontroller acquires the output of the detector and calculates the average period, 
and minimum and maximum voltage value. By calculating those parameters, the digital 
feedback system knows how change in PZT voltage changes the phase difference of laser 
beam at the ends of the fiber interferometer. 
 
 
  
Figure 18: Analog circuit for applying voltage to the PZT  
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Figure 19: The circuit for acquiring the output of the detector 
 
 
The next step after initialization is tracking. In the tracking step, first the laser 
interferometer is put at a working point. Working point for the laser interferometer is 
usually at quadrature; i.e. the phase difference of ninety degrees. At quadrature working 
point, the laser interferometer is more sensitive to the changes, which makes it possible to 
keep the laser interferometer at this position more precisely. This results in a more stable 
laser interferometer.  
Mathematically assume that the output of the interferometer is as follows: 
    (      ( ( )))     ( 3.2) 
where   is the fringe contrast,    is the electronic noise, and  ( ) is the phase difference. 
The sensitivity of output voltage to the phase change would be: 
  
  ( )
        ( ( )) ( 3.3) 
and the maximum of sensitivity occurs when: 
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which means that the sensitivity is maximum when the laser interferometer is at 
quadrature. 
After putting the laser interferometer at its working point, the digital feedback system 
tracks the output of the detector by sampling it at the frequency of 1KHz and adjusting 
the voltage of PZT to compensate for environmental change and keep the laser 
interferometer at quadrature. Figure 20 shows the output of the detector along with the 
voltage applied to the PZT. Figure 20.a is the signals when the digital feedback is off. 
The applied voltage to the PZT is constant (orange signal) and the output of the detector, 
which shows the phase difference of laser beams at fiber ends F2 and F3 is unstable (blue 
signal). On the other hand, when the digital feedback system is on (Figure 20.b) the 
applied voltage to the PZT (orange signal) is changing in order to keep the laser 
interferometer stable (blue signal).  
After making sure that the laser interferometer is stable, a laser interferogram is 
acquired from the laser interferometer (Figure 21). As it is seen, the interferogram suffers 
from high noise level including speckles. There are different methods to reduce the 
speckle [87], [88], [89], [90]. 
 
 
  
(a) (b) 
Figure 20: The voltage applied to PZT (orange signal) and the detector output (blue signal) when (a): 
digital feedback is turned off and (b) digital feedback is turned on. 
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Figure 21: Interferogram from the laser interferometer 
 
 
 
Reducing the spatial coherence of the laser beam is one way to reduce the speckle in 
hardware. One method to do so is to use a rotating ground glass in front of the laser beam 
at the end of the fibers (Figure 22). But since the two ends of the fiber have different 
rotating ground glass, this reduces the temporal coherence, too; which results in very 
poor interferogram (Figure 23). 
 
 
Figure 22: Adding a rotating ground glass to reduce the spatial coherence of laser beam in which results in 
speckle reduction  
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Figure 23: Interferogram after adding ground glass  
 
 
 
We developed another technique to reduce the spatial coherence of the laser beam. This 
technique is based on dynamic mode combining in a multimode fiber. Figure 24 shows 
the schematic of this method. The laser beam is launched into a coupler with multimode 
fiber (I1). The beam is divided on the right side of couple 1 (I2 and I3). One arm of the 
coupler is wrapped around a PZT (I2). A high frequency ( 5KHz) noise like signal is 
applied to the PZT, which results in random changes on the fiber around the PZT and in 
turn changes the spatial modes of laser in the fiber. This mode-scrambled laser beam 
(arm I2) is mixed with the laser beam (arm I3) and coupled into arm O1. Since the 
change on arm I2 is random and very fast, the average of intensity over a range of tens of  
 
 
 
Figure 24: Setup to produce a uniform laser beam in order to decrease the speckle pattern 
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(a) (b) 
Figure 25: Intensity profile of the laser beam using the proposed laser beam delivery system: (a) output of a 
multimode fiber (b): output of the proposed mode scrambling system when a high frequency random 
voltage applied to the PZT. 
 
 
 
milliseconds or longer times is the average of random mode patterns of a multimode 
fiber. This average intensity is more uniform than the output of a simple single of 
multimode fiber. Figure 25 shows the intensity pattern of the proposed laser beam 
delivery system. Figure 25.a is the output of a multimode fiber and Figure 25.b shows the 
intensity profile when the modes are scrambled (a high frequency random signal is 
applied to the PZT). As it is seen the intensity pattern for the mode-scrambled laser beam 
is more uniform than a multimode fiber output intensity profile (no mode scrambling). 
The next modification that was done on the system was improving the system 
performance by simulating some part of camera arm and projector arm in ZEMAX
TM
. A 
lens is placed in front of projector in order to decrease the size of projected pattern. The 
lens has a diameter of 25.4 mm and a focal length of 24.5 mm (LB1761-A from 
ThorLabs
8
). The purpose of the first simulation was to find the proper distance between 
the lens and projector to minimize the projected pattern. Figure 26 shows the schematic  
                                                 
8
 http://www.thorlabs.us/NewGroupPage9.cfm?ObjectGroup_ID=4848&pn=LB1761-A#4864 
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(a) (b) 
Figure 26: ZEMAX simulation to minimize the projected pattern of the projector using two lenses: (a) the 
schematic of the lens system with object (projected pattern) and image (image of projected pattern) and (b): 
the spot diagram of the optimized system. 
 
 
of the simulated system along with the spot diagram of optimized system. As it is seen 
assuming that the projected pattern has the diameter of 50 mm, the image of the projected 
pattern shrinks to 5.8 mm and the optimum distance of lens from the projector is 7.5 mm. 
The second simulation was on the camera arm (Figure 27.a), which uses a zoom lens to 
create an image on the camera and maximizing the resolution of the final image (by 
minimizing the spot size of the final image). For this setup we used two LB1761-A lenses  
 
 
 
 
(a) (b) 
Figure 27: ZEMAX simulation to optimize the resolution of the final image on the camera arm: (a) the 
schematic of two lenses with object (image of zoom lens) and image (image on the camera) and (b) the spot 
diagram of optimized system. 
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and optimized the distance between the lenses and the distance between the lenses and 
the zoom lens. As Figure 27.b shows the spot size is about 100   . The optimum 
distance between the lenses is 2.3 mm and the distance between the lenses and the image 
of the zoom lens is 22.3 mm. 
The results of simulation are used to modify both lens systems to obtain better 
interferograms. 
The next modification was on the projector. Since working with the DLP-based 
Picoprojector needs a supporting beagleboard
9
 it was replaced by a 3M MPro 110 micro 
projector (Figure 28), which directly connects to the computer. This projector has the 
resolution of         pixels and the brightness of 10 Lumens. The advantage of this 
projector is the straight projection; i.e. the projection is not off-axis, therefore there is no 
need to tilt the projector with respect to the optical axis of the projector arm. At higher 
zoom levels still the power of projector was not enough. Therefore that projector was  
 
 
 
Figure 28: Setup with 3M MPro 110 micro projector 
                                                 
9
 http://beaglebard.org/ 
3M MPro 110 micro projector 
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replaced by a AAXA M2 micro projector
10
 (Figure 31). The M2 is LCoS (Liquid Crystal 
on Silicon) projector and its light source is LED and has a 110 Lumens brightness and the 
Native XVGA (1024x768) resolution. 
The camera was also replaced by a SMX-11M5M camera which is a monochrome 5 
megapixel (2592 x 1944) CMOS camera with USB2.0 interface
11
 (Figure 31). 
Figure 29 shows the interferogram from moiré and laser interferometer for a bump-
shaped artifact (Solder bump). The acquired moiré pattern has enough intensity and can 
be analyzed using fringe analysis technique. The interferogram from the laser 
interferometer on the other hand has very dense fringes. The reason is that the laser beam 
goes through a few optical elements (before and after reflecting back from the object) 
before interfering with the reference beam. Therefore the interferogram contains the 
phase changes introduced by optical elements besides the object. Compensating these 
unwanted phase changes in software is a very difficult task if not impossible. To reduce 
the effect of unwanted phase changes in wavefront of laser beam we changed the position 
 
  
(a) (b) 
Figure 29: Interferogram from Solder bump. (a): Moiré interferogram at zoom level 4x and (b): Laser 
interferogram at zoom level 12x 
                                                 
10
 http://www.aaxatech.com/news/m2_micro_projector.html 
11
 http://www.sumix.com/products/cameras/smx-11m5m.html 
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of the laser interferometer and positioned it as close as possible to the object. This choice 
of location of laser interferometer makes sure that the laser wavefront almost only 
deformed by the object and not optical elements before interfering with reference beam 
of the laser. Figure 30 shows the schematic of the modified system. As it is seen in the 
schematic, the laser interferometer is close to the object and the interference between 
laser beam reflected from the object and the reference beam happens before beams enter 
the zoom lenses. The camera arm also is perpendicular to the flat object. This choice of 
angle in combination with the laser interferometer enables the system to capture more 
light for laser interferometer. The moiré part also benefits from this configuration since 
for a flat object all the regions of the object have the same distance from the camera 
therefore there is no need to compensate for different distances, which results in different 
magnification. 
 
 
Figure 30: Schematic of the dual moiré laser interferometer 
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Another benefit of this configuration is the enhancement in the combination of field 
of view and range of depth measurement. The zoom lenses have specific depth of focus 
for each zoom level; when the camera arm is not perpendicular to the flat object, different 
points of the object have different distance from the zoom lens. This means that the field 
of view cannot be arbitrary large since the points out of a specific field of view lie outside 
the depth of focus of the zoom lens. Therefore there is a tradeoff between the angle of the 
camera arm, field of view and depth of focus. On the other hand, when the camera arm is 
perpendicular for a flat object all the points on the object have the same distance from the 
zoom lens and therefore there is no limit for the field of view imposed by the limited 
depth of focus. Likewise, when the object is not flat, the limitation for the system with 
perpendicular camera arm is less compared to the system with angled camera arm.  
Figure 31 shows the implemented system. The lens system in the projector arm consists  
 
 
 
Figure 31: Dual moiré laser interferometer 
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Table 1: Specification of VZM 450 Zoom Imaging lens 
Primary Magnification Minimum: 0.7X Maximum: 4.5X 
FOV (1/2" CCD, Horizontal) 8.8mm 1.4mm 
Resolution in Object Space 30 lp/mm 144 lp/mm 
Resolution in Image Space 41 lp/mm 32 lp/mm 
Working Distance (±3mm) 90mm 90mm 
 
 
Table 2: Specification of 1x compact telecentric lens 
Magnification 1X 
FOV (1/2" CCD, Horizontal) 6.4mm 
Aperture (f/#) 20.9 
Numerical Aperture 0.019 
Distortion (%) <0.2 
Telecentricity (°) <0.2 
Working Distance (±1mm)  89mm 
 
 
 
of a single lens, a zoom lens and a telecentric lens. Zoom lens is a VZM 450 Zoom 
Imaging Lens
12
. The telecentric lens is a 1X compact telecentric Lens, with 110mm 
Working Distance
13
. The specification of the VZM 450 zoom lens and telecentric lens is 
given in Table 1 and Table 2, respectively. The optical system of the camera arm has two 
different configurations. The first configuration consists of a zoom lens and an optional 
objective lens. The objective lens is a Mitutoyo M Plan Apo 5x objective lens
14
 and the 
zoom lens is 12.5x Precision Zoom Lens
15
. The specification of the objective lens and 
precision zoom lens are shown in Table 3 and Table 4, accordingly. The second 
configuration includes VZM 450 Zoom Imaging Lens and 12.5x Precision Zoom Lens. 
The laser interferometer is shown in Figure 32. Laser source for laser interferometer  
 
                                                 
12
 http://www.edmundoptics.com/imaging/imaging-lenses/zoom-lenses/vzm-zoom-imaging-lenses/3280 
13
 http://www.edmundoptics.com/imaging/imaging-lenses/edmund-optics-designed-lenses/compact-
telecentric-lenses/3146?dc&PageNum=2#products 
14
 http://www.edmundoptics.com/imaging/imaging-lenses/fixed-magnification-lenses/mitutoyo-infinity-
corrected-long-working-distance-objectives/1942 
15
 http://www.edmundoptics.com/imaging/imaging-lenses/zoom-lenses/12-5x-precision-zoom-lens/2872 
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Table 3: Specification of 5X Mitutoyo Plan Apo Infinity-Corrected Long WD objective 
Magnification 5X 
FOV (1/2" CCD) (mm) 1.28 x 0.96 
Focal Length (mm) 40 
Resolving Power (µm) 2.0 
Numerical Aperture 0.14 
Depth of Focus (µm) 14.0 
Telecentricity (°) <0.2 
Working Distance  34.0mm 
 
Table 4: Specification of 12.5x Precision Zoom Lens 
Primary Magnification Minimum: 1X Maximum: 13X 
FOV (1/2" CCD, Horizontal) 6.4mm 0.49mm 
Resolution in Object Space 57 lp/mm 300 lp/mm 
Numerical Aperture 0.019 0.10 
Working Distance  89mm 89mm 
Depth of Field 0.78mm 0.028mm 
 
 
 
is delivered using a single mode optical fiber. A lens in front of the fiber makes the laser 
beam collimated. The laser interferometer has a Michelson configuration.  
 
 
 
 
Figure 32: Laser interferometer 
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3.2. Simulation 
To evaluate the system, both fringe projection and laser interferometer were simulated in 
MATLAB
TM
 environment. For fringe projection, the effect of finite resolution of camera 
was considered and the interferogram was generated. Moiré simulation was performed 
using ray-tracing technique. The ray-tracing can be done by tracing from the light source 
to the camera pixels or tracing the rays from each pixel of camera back to the light 
source. We simulated both methods and the results of simulations happened to be the 
same. Although for non-flat object, the backward tracing (tracing the rays from camera 
plane back to the light source) needs less time. Therefore we use backward tracing. 
Figure 33 shows the universal coordinate system and coordinate of the center of the 
object (     ), center of the camera (                 ) and the center of the light 
source and grating (                   ) used for the simulation of the moiré system. 
The effect of electronics noise was also considered in moiré simulation. For laser 
interferometer, the effect of noise and speckle were considered. 
Laser interferometer was modeled as having the following output signal, 
 (   )    [       ( )]  ( )    (   ) ( 3.5) 
 
 
 
 
Figure 33: The coordinate and geometrical parameters for simulation of dual moiré laser interferometer  
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where   is fringe contrast,  ( ) is phase that corresponds to profile of the object,   ( ) is 
speckle noise and   (   ) is electronics nosie. 
Parameters of simulations are as follows: speckle noise is considered as averaged 
exponential distribution; electronics noise is additive white Gaussian noise (AWGN) with 
signal to noise ratio (SNR) of 20dB and contrast was one. The angle between camera arm 
and projector arm is 20 degrees; camera is 512 by 512 pixels; laser wavelength is 633 
nm; number of fringes at lowest zoom level for projection moiré is 51.2 and the grating 
pitch of moiré pattern is .1 mm. 
The simulated object has both form and features. The form of the object is a circular 
symmetric cosine shape with amplitude of 0.2 mm and period of 2 mm.  Features are also 
circular symmetric cosine shape with amplitude of 1 µm and period of 2 µm. 
Figure 34 shows the simulated object at different levels of zoom. As it is seen at low 
zoom level only the form of the object is visible and when we zoom in on the object more 
and more, the features of the object start to appear. 
Figure 35 shows the simulated interferograms for fringe projection and laser 
interferometer. As it is shown, at lower zoom level, which form of the object is visible, 
the moiré interferogram has a conventional pattern that can be used to extract the phase 
map and form of the object. On the other hand, the laser interferogram does not have 
useful information and cannot be used to extract information about the features of the 
object. At high zoom level (2048x), the visible features are present in the field of view of 
the measurement instrument and therefore laser interferogram has the features 
information encoded in fringe pattern. At this zoom level, moiré interferogram has no 
meaningful information and therefore no information can be extracted.  
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(a) (b) (c) 
   
(d) (e) (f) 
   
(g) (h) (i) 
   
(j) (k) (l) 
Figure 34: Simulated object at different levels of zoom (a): zoom 1x, (b): zoom 2x, (c):zoom 4x, (d):zoom 
8x, (e):zoom 16x, (f):zoom 32x, (g):zoom 64x, (g):zoom 128x, (h):zoom 256x, (i):zoom 512x, (j):zoom 
1024x, (k):zoom 2048x and (l):zoom 4096x. 
 
 
 
The next step is to combine the information from different zoom levels. We have 
form of the object from moiré system in lower zoom level and features of the object from 
laser interferometer at higher zoom level. The combination is the combination of lateral 
information and height information. Height information is combined using data fusion 
techniques. But before combining height information from different zoom levels, we 
have to relate each pixel from one interferogram to its corresponding pixel in another 
interferogram at different scale (zoom level). This lateral information combination is 
explained in next section. 
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(a1) (a2) (a3) 
   
(b1) (b2) (b3) 
   
(c1) (c2) (c3) 
Figure 35: Simulated object and the resultant interferogram from fringe projection and laser interferometer 
at different levels of zoom: (a1): object at zoom 4x, (a2): laser interferogram at zoom 4x, (a3): moiré 
pattern at zoom 4x, (b1): object at zoom 32x, (b2): laser interferogram at zoom 32x, (b3): moiré pattern at 
zoom 32x, (c1): object at zoom 2048x, (c2): laser interferogram at zoom 2048x, (c3): moiré pattern at zoom 
2048x. 
 
 
3.3. Data Stitching 
As mentioned in previous section, we need to stitch data from moiré measurement 
system and laser interferometer, and also from different levels of zoom.  
The data to be stitched is raw or intermediate output from moiré system or laser 
interferometer, which are fringe patterns that are processed to extract the desired 
measurand. For large objects these measurement systems usually have variable 
magnification capabilities that are typically accomplished with a zoom lens or different 
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objective lenses. When reconfiguring the instrument for a measurement at a new 
magnification, the field of view does not necessarily stay centered and the value of the 
magnification (the new field of view) is only known approximately from the instrument 
settings.  To quantitatively relate fine and coarse measurements, it is necessary to find the 
relative coordinates and value of the magnification with respect to a reference image that 
can be conveniently taken to be the measurement at the lowest magnification.. This can 
be accomplished using image registration. 
3.3.1. Image Registration 
Image registration is a technique to align two images from one scene [91]. These 
images can be taken with two different instruments, from two different angles, with two 
different levels of zoom, or at different times. One image is referred to as the reference 
image and the other one is the target image [91]. Mathematically speaking, the reference 
image ( ) and the target image ( ) belong to sets of d-dimensional images with    ; 
i.e.        (   )  {                                }  Image 
registration aligns the target image with the reference image by transforming the target 
image and minimizes the difference (or maximize the similarity) between the target and 
reference images 
To summarize, the problem of 2-d image registration can be stated as follows [92]:  
Given a distance measure      ( )    and two images        ( ), find a 
mapping         and a mapping       such that  (   ( ( ( )))) is 
minimum. 
The transformation of the target image can be rigid or non-rigid. The rigid 
transformation preserves the distance between two points. Rigid transformation includes 
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rotation, translation and reflection. The rigid transformation essentially preserves size and 
shape of the image. The non-rigid transformation, on the other hand, includes any 
deformation that does not preserve the shape and the size of the reference image. 
 Another important class of transformation is the affine transformation. Affine 
transformation preserves the straight lines and the ratio of distances on a straight line. 
Therefore all rigid transformations are affine transformation. Scale (expansion and 
contraction) and shear are two other transformations classified as affine transformation.  
Image registration can also be classified as parametric or non-parametric [92]. 
Generally, there are three approaches for the parametric image registration, which are 
landmark-based registration [93], [94], [95], [96], principal axes-based registration [97], 
[98], [99] and optimal linear registration [100], [101], [102], [103].  
In landmark-based registration, some features of the image, which are referred as 
landmarks, are registered. The landmarks are the features that are pronounced and 
therefore can be located easily. The landmarks are usually identified manually and image 
registration tries to map the landmarks of target image to corresponding landmarks of 
reference image in a way that the difference between transformed target image and 
reference image is minimum. Since we need to identify and locate the landmarks for 
registration, the process is not fully automatic and therefore this technique is not suitable 
for fully automatic processes. 
The principal axes-based registration uses the features that are derived from the image 
itself (e.g. edges, corners). Those extracted features are called principal axes. Like 
landmark-based registration the target image is transformed such that the distance 
between the features (principal axes) of the target image and reference image is 
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minimum. Although this technique is fast and automatic, it is not suitable for multimodal 
images. The reason is that the images from same subject that are taken with different 
instruments have different features and therefore they cannot be matched. 
The optimal linear registration minimizes a distance measure (or maximize similarity 
measure) using a linear transformation. The distance (similarity) measure is used to 
quantify the difference (or similarity) of two images. Considering similarity, the 
similarity measure can be based on intensity of images [103], [104], [105] , correlation 
between images [100], mutual information between images [106], [107], or other 
measures. 
The intensity-based measures are the measures that are based on the intensity itself. 
The simplest intensity-based measure is the difference measure, which simply measures 
the difference between intensity of the images. This measure is defined as: 
  ‖  ( )     ( )‖ 
 ( 3.6) 
which measures the norm p distance between intensity of reference image and 
transformed target image. 
The correlation measure maximizes the correlation between the reference image and 
transformed target image and is defined as: 
      (       )  ∑(  ( )    ̅( )) (    ( )    ̅  ( ))
 
 ( 3.7) 
where  (̅ ) Is the average of  ( ). 
As it is seen the correlation measure directly depends on the intensity of the images. 
The reference and target image might have different intensities, which affect the 
correlation measure. To reduce this effect, it is better to normalize the intensity of both 
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images as a preprocessing step. The normalization can be done on the amplitude of the 
images or the mean value of the intensity of the images. 
Gradient measure is another distance measure, which works on the gradient of 
images. Instead of calculating the correlation between the images’ intensities, the 
correlation is taken between the intensity gradients of images.  
       (
   
  
 
     
  
)       (
   
  
 
     
  
) ( 3.8) 
where     ⁄  and     ⁄  are the derivative in x-direction y-direction respectively.  
Since the gradient measure uses the derivative in x and y directions, it is sensitive to 
the edges. 
The mutual information similarity measures mutual information between intensity of 
two images. Assuming two images   and  , then the mutual information similarity 
measure is defined as 
   (     )  ∑    (   )   
    (   )
  ( )  ( )
   
 ( 3.9) 
where   ( )  and   ( ) are the probability density functions of intensity of images   and 
 ; and     (   ) is the joint probability density function of intensity of images   and  .  
For a reference image and transformed target image (assuming  ( )   ) the mutual 
information distance is defined as  
   (       ) ( 3.10) 
where    ( )    ( ( )). 
Mutual information measure is a good measure for images taken with different 
imaging devices (e.g. CAT and MRI).  
65 
 
The similarity measure used in this work is pattern intensity [108]. The pattern 
intensity measure for two images R and T  is defined as 
     ( )   ∑ ∑
  
   (    (   )      (   ))
 
        
      
 (   )  (   )  
( 3.11) 
where                 and  (   ) is the transformation of the coordinates of the 
image  (   ). 
The pattern intensity operates on the difference between images. The average 
intensity of the captured fringe patterns at different zoom levels are different, and this is 
compensated for by multiplying one fringe pattern with parameter   and making the 
average intensity of both images equal. Parameter r determines the radius inside of which 
the difference comparison (calculation) is made. The parameter   determines the 
sharpness of the similarity measure. Smaller   means more sensitivity to the pixel 
differences and therefore a sharper similarity curve versus the difference between pixels.  
In our calculations values of      and     provide the best results for image 
registration of fringe patterns. The function   is the transformation of the coordinates of 
the image.  
As mentioned above, there are different transformations used to implement image 
registration [109], [110], [111]. In the case of changing the zoom level, the 
transformation is dominated by translation and scaling only, so an affine transformation 
is sufficient to register the images.  
The affine transformation used here is defined by  ( )                 ( )  
            with    ( )         [92] where    ( ) is determinant of matrix 
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A.  For the case of 2-d image transformation that includes translation and scaling, the 
transformation can be defined as 
 ([
 
 ])  [
   
   
] [
 
 ]  [
  
  
] 
To summarize, in this work the distance measure (similarity measure) is pattern 
intensity, transformation is an affine transformation with 2-d images of fringe patterns, 
and  ( )   .  
For resampling and interpolation we chose to use linear interpolation since it is simple 
and works for the fringe patterns as input images. 
The optimization that is used to find the parameters is a nonlinear least squares  
optimization that implements trust-region-reflective algorithm, and Levenberg-Marquardt 
algorithm. The optimization belongs to the optimization toolbox of the MATLAB.  
3.3.2. Data Stitching Algorithm 
Figure 36 shows the flowchart for the algorithm to stitch the interferograms from 
fringe projection and laser interferometers at different zoom levels, and calculate the 
location of all acquired interferograms relative to a reference point on object. First an 
image is acquired at the lowest zoom level using fringe projection. Then more 
interferograms are acquired using both fringe projection and laser interferometer by 
zooming in on regions of interest. Using our technique, the exact zoom level change 
(scale) and shift in lateral directions (translation in x and y axis) will be calculated. 
Therefore the coordinate of each point at any interferogram is available relative to a 
reference point on first interferogram at the lowest zoom level.  
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Figure 36: Stitching algorithm 
 
 
We applied the algorithm first to the simulated moiré fringe patterns. Figure 37 shows 
the results of applying the proposed algorithm to the moiré fringe patterns at zoom levels  
 
 
 
(a) (b) (c) 
Figure 37: Results of image registration to determine the shift and scale in both x and y directions at 
different levels of zoom. Images (a) and (b) are simulated moiré fringe patterns from the fringe projection 
moiré system at zoom levels of 2 and 1, and without any shift of the center of the images.  Image (c) is the 
scaled and translated version of (a) and it is located with respect to the coordinate system of image (b).  
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Table 5: Scale (change of zoom level in X and Y directions) and translation (shift in X and Y directions) 
values for moiré fringe patterns at zoom levels 1x and 2x (Figure 37). 
X-Translation (Pixels) Y-Translation (Pixels) X-Scale Y-Scale 
0.5 -1.6  1.998 1.999 
 
 
 
one and two. The center of the images are kept fixed, which results in the zero translation 
in both X and Y directions. The results of the algorithm are shown in Figure 37.c and 
Table 5. As it is seen the algorithm shows 0.5 pixel shift in X direction and 1.6 pixel shift 
in Y direction. The scale in X direction is given as 1.998 and in Y direction is calculated 
as 1.999. Considering the 512x512 resolution of the images, the result shows that the 
algorithm can achieve pixel resolution for data stitching.  
In next step the algorithm was applied to the laser interferograms. Figure 38 shows 
the results for the laser interferograms acquired at zoom levels 256 and 512. As it is seen 
in Table 6, the algorithm shows shifts of 0.5 and 0.4 pixels in X and Y directions 
respectively and zoom change of 1.999 in both X and Y directions. Therefore the 
algorithm is able to find shift and scale of fringe patterns (acquired from both moiré and 
laser interferometer) within a pixel resolution. 
Since only one camera is used for acquiring interferograms from both fringe 
projection and laser interferometer, the pixels of acquired interferograms from fringe 
projection and laser interferometer correspond to each other (assuming that the camera is 
focused on the object and the region of the interest of the object is within the field of the 
view of both laser interferometer and the moiré system at that specific zoom level). 
Therefore in a specific zoom level, switching from fringe projection to laser 
interferometer (or vice  
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(a) (b) (c) 
Figure 38: Results of image registration to determine the shift and scale in both x and y directions at 
different levels of zoom. Images (a) and (b) are simulated laser interferograms from the laser interferometer 
system at zoom levels of 512 and 256, and without any shift of the center of the images.  Image (c) is the 
scaled and translated version of (a) and it is located with respect to the coordinate system of image (b).  
 
 
Table 6: Scale (change of zoom level in X and Y directions) and translation (shift in X and Y directions) 
values for laser interferograms at zoom levels 1x and 2x (Figure 38) 
X-Translation (Pixels) Y-Translation (Pixels) X-Scale Y-Scale 
0.5 0.4  1.999 1.999 
 
 
 
versa) does not require further calculations to correspond pixel coordinates of their 
interferograms.  
3.4. Fringe Pattern Analysis Software 
The raw output of both moiré system and laser interferometer is interferograms 
(fringe pattern). These data need to be analyzed to extract the parameter of interest (e.g. 
the height information). The commercial fringe analysis softwares usually require 
interferograms that are taken from specific interferometers and/or with specific 
techniques. Since we developed both moiré system and laser interferometer and wanted 
to have freedom in designing and configuration of the system, we decided to develop our 
own fringe analysis software  
The first step in the fringe pattern analysis is the preprocessing that includes masking, 
brightness adjustment, filtering, etc. After preprocessing the fringe pattern, the phase map 
X 
Y 
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is calculated from the fringe pattern. As mentioned in the previous chapter, there are 
different techniques to calculate the phase map from the fringe pattern including fringe 
counting, Fourier analysis, wavelet analysis, short time Fourier analysis, etc. We 
examined Fourier analysis, short time Fourier analysis and wavelet analysis. For our 
fringe patterns, all the methods have comparable performance. Although the Fourier 
analysis needs less computation and therefore is faster compared to other techniques; 
therefore we chose the Fourier analysis to calculate the phase map. 
The phase map that is calculated from fringe patterns is a wrapped phase. This means 
that the value of the phase is between 0 and 2π (or –π and +π). Therefore there is an 
ambiguity of 2kπ in phase for each pixel where k is an integer. There are different 
methods to remove this ambiguity and find the unwrapped phase which were explained in 
the previous chapter. As mentioned there, we chose to use quality guided method for 
unwrapping the phase and the magnitude of short time Fourier transform of the complex 
value of the phase map is used as the quality criterion. Figure 39 shows different steps in 
the implemented software. Figure 39.a is the fringe pattern. For filtering the fringe 
pattern, the software first find the carrier frequency (main frequency) of the fringe 
pattern. Then a band pass Hanning filter centered at the carrier frequency is used to filter 
out the noise. The bandwidth of the Hanning filter is chosen to include all necessary 
information and to remove the noise as much as possible. Figure 39.b shows the Hanning 
filter corresponds to the interferogram.  
For calculating the phase map, software needs a reference fringe pattern (fringe 
pattern from a flat surface). If the reference pattern is not provided, the software virtually 
makes a reference fringe pattern based on the carrier frequency of the acquired fringe 
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pattern. Figure 39.c shows the wrapped phase map which calculated without the reference 
interferogram. The next step is to unwrap the wrapped phase map. Therefore, software 
calculates the short time Fourier transform for each pixel of the wrapped phase map. The 
magnitude of the short time Fourier transform is used as the quality map for unwrapping 
the calculated wrapped phase. The software then uses the quality map to unwrap the 
phase map. Figure 39.d shows the unwrapped phase map. As it is seen the unwrapped 
phase map has a tilt. The tilt can be removed by calculating the amount of the tilt and 
subtracting a tilted plane from the unwrapped phase map. Figure 39.e shows the 
unwrapped phase when the tilt is removed. Multiplying the unwrapped phase map with  
 
   
(a) (b) (c) 
  
 
(d) (e) (f) 
Figure 39: Inputs and outputs of the fringe analysis. (a): interferogram, (b): Hanning filter in which the 
central frequency is the same as the carrier frequency of the interferogram, (c): wrapped phase map, (d): 
unwrapped phase map, (e): unwrapped phase with removed tilt, and (f): the normalized profile of the object  
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Figure 40: Fringe analysis software 
 
 
the wavelength and dividing it by 2π gives the profile of the object (Figure 39.f).  Figure 
40 shows the GUI of the software developed in MATLAB. As it is seen the user can 
control the parameters for Hanning filter and for the short time Fourier transform.  
Figure 41 shows the results of the software for fringe patterns captured from moiré 
system and laser interferometer. For laser interferogram a reference interferogram is 
provided and therefore the software uses that interferogram as a reference. For moiré 
fringe pattern, the reference interferogram is not available and therefore the software 
generates a reference from the moiré fringe pattern itself. 
The fringe analysis software could be  improved in terms of speed, performance and 
ability to  analyze  different  fringe patterns, which  each of  them can  be the  topic of an  
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(a) (b) (c) 
 
 
 
(d) (e)  
Figure 41: Fringe analysis for moiré and laser interferograms. (a): laser interferogram for a microlens (b): 
corresponding reference interferogram, (c): calculated profile by fringe analysis software, (d): moiré 
interferogram from a bump artifact, and (e): calculated profile by fringe analysis software. 
  
 
  
independent research. The focus of this work was on other parts of the system including 
hardware development and stitching the data acquired from moiré and laser 
interferometer and also from different levels of the zoom. Fringe analysis software was 
developed in order to enable us to demonstrate the results not only in the form of fringe 
patterns, but in the form of the profile of the object. 
3.5. Experiment 
After completing the hardware development and verifying that the proposed 
algorithm can be used for stitching the interferograms, we applied the technique to the 
interferograms acquired form moiré and laser interferometer. For laser interferometer, the 
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wavelength is the wavelength of the He-Ne laser (632.8 nm); for the moiré system the 
equivalent wavelength depends on the pitch of the grating (period of fringe patterns) and 
the configuration of the system. To measure the equivalent wavelength experimentally, 
we adopted the technique in [112]. In this technique, the equivalent wavelength is 
calculated regionally and for each pixel. To do this, we used a flat surface as the object 
and changed the distance of the object incrementally. For each incremental change we 
acquired the fringe pattern. As the object moves, the fringe patterns also moves.  By 
looking at one pixel, we observed that the change of the intensity follows a sinusoidal 
function (Figure 42). The amount of movement that corresponds to the period of this 
sinusoidal function is the equivalent wavelength for that pixel. In other words, the 
displacement of the object that causes the fringe pattern to move one period is the 
equivalent wavelength. For the experiment, the incremental displacement was 25.4 µm. 
We captured 180 fringe patterns and extracted the intensity changes for each pixel. Then  
 
 
 
Figure 42: The change of intensity for a typical pixel of the captured fringe pattern in terms of the flat 
object displacement. 
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a sinusoidal function was fitted to the intensity of each pixel to calculate the equivalent 
wavelength of the moiré system for that pixel. The change of the equivalent wavelength 
from one pixel to another depends on the configuration of the moiré system (e.g. the 
angle of the projector arm and camera arm) and the quality of the optical component (e.g. 
zoom lenses and telecentric lens). Figure 43 shows the map of the equivalent wavelength 
when the zoom level at the projector arm is 1 and zoom level at the camera arm is one. 
As it is seen the equivalent wavelength is changing between 572 µm and 586 µm. Note 
that to change the equivalent wavelength we either can change the zoom level of the 
projector arm or change the period of fringe pattern in software. Changing the zoom level 
at camera arm does not change the equivalent wavelength. Although, for each zoom level 
of camera arm, we have to scale the equivalent wavelength map to find the corresponding 
map for the pixels at new zoom level.  
 
 
 
 
Figure 43: Equivalent wavelength map for moiré system at zoom level one for both projector arm and 
camera arm. 
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As mentioned before, fringe projection is used for coarse measurement (form of the 
object). This is done to generally inspect the whole area of the object and to find the 
regions of interest. The first object that was measured using moiré system was a bump 
artifact (Figure 44). Using this object, we captured the moiré patterns at zoom levels 1x, 
1.5x, 2x, 2.5x, and 3x (on camera arm). Figure 45 shows the captured fringe patterns 
along with their corresponding reference fringe patterns. Since the change in zoom level 
is done manually, the numbers that are given as the level of zoom (e.g. 1.5x) are 
approximate. Our stitching algorithm finds the exact change in zoom level based on 
image registration technique. Another problem is the misalignment of optical axes of 
optical elements. Since the optical axes of our optical elements (e.g. zoom lenses) are not 
perfectly aligned, by changing the zoom level, the center of the image shifts. Another 
reason for shift in the center of the image is the fact that we might deliberately change the 
position of the center of the object (e.g. using the stage that the object is placed on) to  
 
 
Figure 44: Bump artifact as the object 
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zoom 1x  zoom 1.5x  zoom 2x  zoom 2.5x  zoom 3x  
     
zoom 1x  zoom 1.5x  zoom 2x  zoom 2.5x  zoom 3x  
  
   
zoom 1x  zoom 1.5x  zoom 2x  zoom 2.5x  zoom 3x  
Figure 45: Deformed and reference fringe patterns from a bump artifact. The first row shows the deformed 
fringe patterns from a bump artifact at zoom levels of 1x, 1.5x, 2x, 2.5x and 3x. The second row is the 
reference fringe patterns at the corresponding zoom levels. The third row is the profile of the artifact at the 
corresponding zoom levels.  
 
 
 
look at different regions of the object, therefore we need to know the exact amount of the 
shift in order to stitch the images at different levels of the zoom. This is also done using 
our algorithm. 
The next step is to find the location of the fringe patterns at higher zoom level with 
respect to the fringe pattern with lower zoom level. As mentioned before, our approach 
for this problem is using image registration technique, which is shown, by simulation, to 
be a reliable method for both moiré and laser interferograms. We chose the fringe 
patterns at zoom levels 1x, 2x and 3x and first find the location of the fringe pattern with 
zoom level 2x with respect to fringe pattern with zoom level 1x. Figure 46 and the 
corresponding Table 7 show the result of image registration for fringe patterns at zoom 
level 1x and 2x. Figure 46.a shows the fringe pattern with higher zoom level (2x), 
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(a) (b) (c) 
Figure 46: Finding the location of fringe pattern at zoom level 2x (a) with respect to fringe pattern with 
zoom level 1x (b). (c) shows the scaled and transferred fringe pattern at zoom level 2x at the coordinate of 
fringe pattern with zoom level 1x.  
 
 
Table 7: Scale (change of zoom level in X and Y directions) and translation (shift in X and Y directions) 
values for fringe patterns at zoom levels 1x and 2x (Figure 46). 
X-Translation (Pixels) Y-Translation (Pixels) X-Scale Y-Scale 
6.1 2.0  2.091 1.992 
 
 
 
 Figure 46.b shows the fringe pattern with lower zoom level (1x), and Figure 46.c 
shows the scaled and translated fringe pattern with higher zoom level (2x) in the 
coordinate of the fringe pattern with lower zoom level (1x). As it is given in Table 7, the 
shift in X direction is 6.1 pixels, and in Y direction is 2.0 pixels. Note that the positive X 
direction is vertical and downward, and the positive Y direction is horizontal and to the 
right. The scale in X direction is 2.091 and and in Y direction is 1.992. Note that the scale 
is with respect to the center of the image. The inequality in scale in X and Y directions 
comes from the imperfection of the optical elements. For example, aberration of lens (e.g. 
astigmatism, barrel and pincushion distortions) results in different magnifications at 
different points of the field of view of the lens. Therefore, going from one zoom level to 
another zoom level can cause different change of zoom levels at different directions. 
 
X 
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The next step is to register fringe pattern with zoom level 3x with respect to the fringe 
pattern with zoom level 2x. As it was demonstrated in Figure 47 and  
Table 8, image registration technique registers the fringe pattern with zoom level 3x 
with respect to fringe pattern with zoom level 2x. As in  
Table 8, the shift in X and Y directions is -2.4 and -0.1 respectively, and the scale in 
X and Y directions is 1.526 and 1.500, correspondingly.  
The relationship between coordinate at the higher zoom level (       ) and the lower 
zoom level (       ) can be written as: 
{
            
            
 
( 3.12) 
where    and    are the scale in X and Y directions, and    and    are the translation in 
X and Y directions. Therefore the coordinate of the image at higher zoom level can be  
 
 
(a) (b) (c) 
Figure 47: Finding the location of fringe pattern at zoom level 3x (a) with respect to fringe pattern with 
zoom level 2x (b). (c) shows the scaled and transferred fringe pattern at zoom level 3x at the coordinate of 
fringe pattern with zoom level 2x.  
 
 
Table 8: Scale (change of zoom level in X and Y directions) and translation (shift in X and Y directions) 
values for fringe patterns at zoom levels 1x and 2x (Figure 47). 
X-Translation (Pixels) Y-Translation (Pixels) X-Scale Y-Scale 
-2.4 -0.1  1.526 1.500 
 
Y 
X 
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written in terms of the coordinate in lower zoom level as: 
{
 
 
 
     
 
  
(      )
    
 
  
(      )
 
( 3.13) 
We already know the relationship between fringe patterns at zoom levels 1x and 2x; 
therefore by knowing the relationship between fringe patterns at zoom levels 2x and 3x, 
the relationship between 1x and 3x will be known. Namely, the map from 1x to 2x can be 
written as: 
{
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(       )
 
( 3.14) 
and the map from 2x to 3x is given as:  
{
    
 
     
(       )
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( 3.15) 
Therefore map between coordinate of the 1x and 3x zoom will be: 
{
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( 3.16) 
This means that the change of zoom in X direction is 3.191 and in Y direction is 
2.998. The shift in X direction is 2.2 pixels and in Y direction is 1 pixel. 
The next sample that we measured with moiré system was a solder bump flip chip. 
Figure 48 shows the moiré fringe patterns from the solder bump at zoom levels 1x, 1.5x, 
2.5x and 3.5x. As in the previous experiment we would like  to locate the fringe pattern 
with the highest zoom level (3.5x) in the coordinate of fringe pattern with lowest zoom  
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(a) (b) (c) (d) 
Figure 48: Moiré fringe patterns from a solder bump flip chip at zoom levels (a): 1x, (b): 1.5x, (c): 2.5x and 
(d): 3.5x 
 
 
 
level (1x). The procedure is the same. To do that, we applied the stitching algorithm to 
the moiré fringe patterns with zoom levels 1x and 1.5x (Figure 49.(a,b,c)). The next pair 
is the moiré fringe patterns with zoom levels 1.5x and 2.5x (Figure 49.(d,e,f)) and finally, 
the image registration was applied to the moiré fringe pattern with zoom levels 2.5x and 
3.5x (Figure 49.(g,h,i)). The corresponding parameters are given in the Table 9. The total 
scale and shift is calculated as:  
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( 3.17) 
As it is seen the change of zoom levels from the lowest to the highest zoom level are 
3.67 and 3.30 in X and Y directions, respectively. The shift in X and Y directions are 5.3 
and 1.0 pixels, correspondingly. 
At the next step, we zoomed in on the solder bumps and start to get laser 
interferograms and finding the location of laser interferograms (corresponding to the fine 
measurement of the features of the object) with respect to the coordinate of moiré fringe 
pattern at the lowest level. By finding this relationship, we were able to find the 
coordinate of each pixel at any fringe pattern with respect to a specific pixel on the fringe 
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(a) (b) (c) 
 
(d) (e) (f) 
 
(g) (h)   (i) 
Figure 49: Finding the location of fringe pattern with zoom level 3.5x (g) with respect to fringe pattern with 
zoom level 1x (b). This is done in three steps. First the fringe pattern with zoom level 1.5x (a) is located in 
the coordinate of the fringe pattern with zoom level 1x (b). (c) shows the scaled and transferred fringe 
pattern with zoom level 1.5x at the coordinate of fringe pattern with zoom level 1x. The same is performed 
for moiré fringe patterns with zoom levels 2.5x (d) and 1.5x (e) pair and moiré fringe pattern with zoom 
levels 3.5x (g) and 2.5x (h). (f) shows the scaled and transferred fringe pattern with zoom level 2.5x at the 
coordinate of fringe pattern with zoom level 1.5x and (i) shows the scaled and transferred fringe pattern 
with zoom level 3.5x at the coordinate of fringe pattern with zoom level 2.5x.  
 
 
Table 9: Scale (change of zoom level in X and Y directions) and translation (shift in X and Y directions) 
values for moiré fringe patterns for a solder bump flip chip (Figure 49). 
Moiré Fringe Patterns 
Pair 
X-Translation 
(Pixels) 
Y-Translation 
(Pixels) 
X-Scale Y-Scale 
1x and 1.5x -2.8  -1.6 1.523 1.479 
1.5x and 2.5x 14.5  0.8  1.728 1.623 
2.5x and 3.5x 5.9  -0.7 1.394 1.376 
 
pattern at the lowest zoom level, in which represents a reference point on the object. 
Having this capability enabled us to find the form of the object (using moiré fringe 
patterns) and for a specific point or region on the object, finding the features of the object 
(using laser fringe patterns).  
Y 
X 
Y 
X 
Y 
X 
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To relate the moiré fringe patterns and laser fringe patterns we needed to have a 
specific zoom level in which both moiré and laser fringe patterns could be obtained. This 
means that the range of measurement for moiré system and laser interferometer have to 
overlap. The choice of moiré system and laser interferometer as a multiscale 
measurement instrument was based on this consideration.  On the other word, the range 
of measurement for moiré system and range of the measurement for the laser 
interferometer overlap. At this specific zoom level, we are able to acquire both moiré and 
laser fringe patterns. Note that the fringe patterns at this zoom levels does not need to be 
processable using the fringe analysis software, but they need to be processable using the 
image registration algorithm. Therefore at that zoom level we acquire fringe patterns 
from both moiré and laser interferometer. Since both moiré system and laser 
interferometer use the same camera (Figure 30) the pixels of moiré fringe pattern and 
laser fringe pattern have a one-to-one relationship. This means that the parameters that 
relate these two fringe patterns are known (no change in zoom level and zero shift). This 
relationship between two fringe patterns are based on the assumption that the camera is 
focused on the object and therefore both moiré fringe pattern and laser fringe pattern 
represent the same part of the object. 
The first solder bump sample have been coated with a layer of the paint, therefore we 
were not able to acquire a processable laser interferogram. Therefore we used another 
solder bump sample and captured both moiré and laser fringe patterns (Figure 50). As it 
is seen, we have processable moiré fringe patterns at zoom levels 1x, 2x, 4x and 
processable laser interferograms at 48x, 24x, and 16x.  
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1x 2x 4x 8x 
    
12x 16x 24x 48x 
(a) 
    
1x 2x 4x 8x 
    
12x 16x 24x 48x 
(b) 
Figure 50: (a): Moiré fringe patterns at zoom levels 1x to 48x. (b): laser interferograms at zoom levels 1x to 
48x.   
 
 
To demonstrate stitching the data from the lowest to the highest zoom level we 
considered the moiré fringe patterns at zoom levels 1x, 2x 4x, and 8x and laser fringe 
patterns at zoom levels 8x, 16x, 24x and 48x. The solder bump flip chip that was imaged 
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had the same structure as the one in Figure 48, but the tip of the bumps were not coated 
and because of that there were saturated pixels on the moiré fringe patterns. 
We know the pixels of laser interferogram and moiré fringe pattern have the one-to-
one correspondence at zoom level 8x. Therefore if we stitch the laser interferograms from 
zoom level 8x to 48x, then the location of each pixel at zoom level 48x (highest zoom 
level) can be found with respect to a reference point on the object (i.e. moiré fringe 
pattern at zoom level 1x). 
The stitching algorithm was applied to the moiré fringe patterns at zoom level 1x, 2x, 
4x and 8x and for laser interferograms at zoom levels 8x, 16x, 24x and 48x. Figure 51 
and Table 10 show the results of the stitching algorithm. Figure 52 shows the stitched 
image from the moiré and laser interferograms. The stitched image is at the coordinate of 
the moiré interferogram at zoom level 1x. As it is seen the coordinate of each pixel at the 
  
 
  
(a) (b) 
  
(c) (d) 
  
(d) (e) 
Figure 51: Results of image registration for moiré and laser interferograms. At each image, the first image 
is the image in the higher zoom level, the second image is the in eat lower zoom level, and the third image 
is the scale and shifted image at higher zoom level in the coordinate of the image with lower zoom level. 
The parameters for each registration are given in Table 10. (a): moiré interferograms at zoom levels 1x and 
2x. (b): moiré interferograms at zoom levels 2x and 4x. (c): moiré interferograms at zoom levels 4x and 8x. 
(d): laser interferograms at zoom levels 8x and 16x. (e): laser interferograms at zoom levels 16x and 24x. 
(f): laser interferograms at zoom levels 24x and 48x. 
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Table 10: Results of image registration for moiré interferograms at zoom levels 1x, 2x, 4x, and 8x; and for 
laser interferograms at zoom levels 8x, 16x, 24x, and 48x. 
Moiré Fringe Patterns 
Pair 
X-Translation 
(Pixels) 
Y-Translation 
(Pixels) 
X-Scale Y-Scale 
1x and 2x -3.0  0.0 1.974 2.118 
2x and 4x 0.6  0.0  2.024 2.022 
4x and 8x 0.4  0.0 1.999 1.992 
Laser Interferograms 
Pair 
X-Translation 
(Pixels) 
Y-Translation 
(Pixels) 
X-Scale Y-Scale 
8x and 16x 1.3 1.6 2.031 2.038 
16x and 24x 1.0 0.9 1.511 1.517 
24x and 48x 3.5 1.5 2.000 2.034 
 
 
 
highest zoom level (48x) is determined at the coordinate of the image at the lowest zoom 
level (1x). The relation between the coordinate at zoom level 48x and 1x can be 
calculated as: 
 
 
Figure 52: Stitched image of moiré and laser interferograms at the coordinate of the image at zoom level 
1x. 
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The next step is to analyze the laser interferograms fringes in order to calculate the 
profile of the features, but due to the damage on the tip of the solder bump, we were not 
able to correctly reconstruct the profile. Figure 53 shows the unwrapped phase map for 
the laser interferograms at the zoom level 24x with different parameters. As it is seen, 
none of the unwrapped phase map represents the correct phase map. We used 
Intelliwave
TM
, a commercial fringe analysis software, and tried to manually identify the 
fringes and their orders to reconstruct the profile with no success. Figure 54 shows the 
result for the same laser interferogram at zoom level 24x using Intelliwave. Therefore we 
made another sample which was a mirror covered by paper tape unless for a small 
aperture. Figure 55 shows the object. The paper tape part of the object can be analyzed by 
moiré fringe pattern, while the mirror part of the surface can be analyzed using laser 
fringe patterns. For this object we removed both Mitutoyo M Plan Apo 5x Objective lens 
and VZM 450 Zoom Imaging Lens and left 12.5x Precision Zoom Lens from the camera 
arm. The zoom range in the camera arm is then between 1x and 13x.  
The moiré fringe patterns were taken at zoom levels 1x, 1.5x, 2x and 3x and the laser 
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Figure 53: The unwrapped phase of laser interferogram at zoom level 24x with different parameters. The 
rows show the unwrapped phase with different window size (5, 10, 15, 20 and 25 pixels) of short time 
Fourier transform and the columns show the unwrapped phase from wrapped phase map with different 
noise with different DC noise reduction (using high pass filter with cutoff frequency of 6, 12, 18, 24 and 
30). 
 
interferograms at zoom levels 2x, 3x, 4x, 6x, 8x, 10x, 12x and 13x. Figure 56 shows the 
acquired interferograms from fringe projection (Figure 56.a) and laser interferogram  
 
 
Figure 54: Result of phase unwrapping for the laser interferogram at zoom level 24x with IntelliWave 
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Figure 55: The object: a mirror surface covered with paper tape, except for a small aperture. 
 
 
 
(Figure 56.b). As it is seen, moiré fringes show a dark region where the mirror surface is 
located while the mirror surface has visible fringe pattern when fringe pattern is acquired 
using laser interferometer. 
The moiré fringes first were stitched using the image registration and then the laser 
interferograms at zoom levels 3x, 6x, 12x and 13x were registered. Figure 57 shows the 
registered interferograms and Table 11 shows the calculated parameters of image 
registration. Therefore using the calculated parameters, the coordinate of each pixel in 
any zoom level can be calculated with respect to a reference point on the object (i.e. 
coordinate of the image with the lowest zoom level). 
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≈ 4 mm 
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1x 1.5x 2x 3x 
(a) 
    
2x 3x 4x 6x 
    
8x 10x 12x 13x 
(b) 
Figure 56: Interferograms from a mirror surface covered with paper tape except for an aperture. (a): Moiré 
fringe patterns at zoom levels 1x, 1.5x, 2x and 3x. (b): laser interferograms at zoom levels 2x, 3x, 4x, 6x, 
8x, 10x, 12x and 13x    
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(a) (b) 
  
(c) (d) 
  
(d) (e) 
Figure 57: Results of image registration for moiré and laser interferograms. At each image, the first image 
is the image in the higher zoom level, the second image is the in eat lower zoom level, and the third image 
is the scale and shifted image at higher zoom level in the coordinate of the image with lower zoom level. 
(a) Moiré interferograms at zoom levels 1x and 1.5x. (b) moiré interferograms at zoom levels 1.5x and 2x, 
(c) moiré interferograms at zoom levels 2x and 3x, (d) laser interferograms at zoom levels 3x and 6x, (e) 
laser interferograms at zoom levels 6x and 12x, and (f) laser interferograms at zoom levels 12x and 13x. 
 
Table 11: Results of image registration for moiré interferograms at zoom levels 1x, 1.5x, 2x, and 3x; and 
for laser interferograms at zoom levels 3x, 6x, 12x, and 13x. 
Moiré Fringe Patterns 
Pair 
X-Translation 
(Pixels) 
Y-Translation 
(Pixels) 
X-Scale Y-Scale 
1x and 1.5x .5  0.8 1.505 1.501 
1.5x and 2x 0.0  0.3  1.331 1.343 
2x and 3x 0.8  2.1 1.508 1.515 
Laser Interferograms 
Pair 
X-Translation (Pixels) Y-Translation (Pixels) X-Scale Y-Scale 
3x and 6x 0.8 -5.6 2.002 2.016 
6x and 12x -1.5 3.6 2.006 2.003 
12x and 13x 4.5 -1.1 1.092 1.093 
 
Figure 58 shows the object at different zoom levels. As it is seen at low zoom level 1x 
the form of the object is apparent, but the details of the profile are not visible, when we 
zoom in on the object the features of the object are apparent at higher zoom level (e.g. 
12x). 
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1x 3x 
  
3x 12x 
Figure 58: Profile of object in Figure 55 at different zoom levels 
 
 
3.6. Uncertainty Analysis 
To characterize the system, an uncertainty analysis was performed for both moiré 
system and laser interferometer, namely the repeatability of the moiré system and laser 
interferometer were measured. To measure the repeatability we performed the following 
procedure: at each zoom level we acquired an interferogram, then removed the object and 
put it back in its place and measured the object again by acquiring an interferogram. We 
performed this procedure ten times for each zoom level. Then the profile is calculated for 
each interferogram. The standard deviation of difference between the measurements are 
calculated and normalized to the wavelength (equivalent wavelength for moiré system). 
Then the normalized standard deviation is multiplied by six to obtain the error at 99.6%. 
Table 12 shows the results of uncertainty analysis. As it is shown, the repeatability for  
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Table 12: Error percentage at different zoom levels for fringe projection and laser interferometer 
Fringe Projection Laser Interferometer 
Zoom Level Normalized Repeatability % Zoom Level Normalized Repeatability % 
1 0.34 5 0.33 
1.5 0.34 7.5 0.41 
2 0.58 10 0.18 
3 0.15 15 0.25 
4 0.40 20 0.42 
5 0.11 25 0.33 
7.5 0.33 30 0.37 
10 0.23 32.5 0.44 
 
fringe projection is below 0.6% and the repeatability for laser interferometer is below 
0.44% for different zoom levels.  
The majority of measurement error comes from instability of laser wavelength, 
vibration of optical table, air flow and electronics noise. Also there are diffraction 
patterns that distort the interferograms. 
3.5.1. Lateral Resolution 
Dual moiré laser interferometer uses two zoom lenses: a       precision zoom lens 
and a VZM 450 zoom imaging lens. Considering the       precision zoom lens the 
lateral resolution at the highest zoom level (   ) is         ⁄  which results in lateral 
resolution of    
    
     
        . In the case of VZM 450 zoom imaging lens, the 
resolution at the highest zoom level (    ) is         ⁄  which means that the highest 
resolution for this zoom lens would be    
    
     
        . 
Considering the cameras, two cameras have been used in the dual moiré laser 
interferometer system; first one was SUMIX SMX-M73 and the second one was AVT 
Guppy F-146. Therefore the second camera (the one with the lower number of pixels) 
would be the camera that might limit the lateral resolution. To calculate the best available 
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resolution based on the camera resolution we need the field of view. The field of view for 
the       precision zoom lens at the highest zoom level is            ; and for the 
VZM 450 zoom imaging lens is             (for 
 
  
 camera sensor size). Therefore 
the corresponding best lateral resolution limited by camera would be    
  
    
    
 
       for the       precision zoom lens and   
  
    
    
         for the VZM 450 
zoom imaging lens. Comparing these resolutions with the resolution of the zoom lenses 
(   and   ), it can be concluded that the lateral resultion is limited by the resolution of the 
zoom lenses,    and   , and can be improved by improving the quality of zoom lenses. 
The other parameters that contribute to the uncertainty are noise including the speckle 
noise and electronics noise, instability of laser wavelength, vibration of optical table, air 
flow, diffractions that are represented as dense circular fringe patterns on captured 
interferograms, errors in phase wrapping and unwrapping
16
, misalignment and error of 
operator.  
 3.7. Conclusion 
We have developed a new multi-scale dual moiré laser measurement system, which 
benefits from techniques with different measurement scales. Our measurement system 
includes a fringe projection system which does the coarse measurement (form of the 
object) and a laser interferometer measuring features of the object. We developed several 
prototypes and at each step the system was fully characterized and was lessons were used 
in the design of next prototype. Some optical arrangements of the system were simulated 
and optimized in Zemax in order to improve the overall system performance.  
                                                 
16
 We have up to 1/100
th
 of wavelength accuracy for height measurement 
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Both moiré and laser interferometer were simulated with MATLAB and simulated 
fringe patterns were calculated. We used those simulated fringe patterns to validate and 
evaluate our proposed algorithm for stitching data from moiré system and laser 
interferometer. 
The core of our algorithm for stitching data is the image registration technique. Our 
algorithm was implemented in MATLAB and the results showed pixel level resolution 
for stitching algorithm.  
A software to analyze fringe patterns was also developed. Fourier analysis was used 
for phase wrapping step and quality guided technique was used for phase unwrapping. 
An error analysis was performed to characterize the system. The relative error for 
both moiré and laser interferometer are within 5% of equivalent wavelength for moiré 
system and 1% of wavelength for laser interferometer at different zoom levels. 
Results show that the dual moiré laser interferometer is capable of measuring the 
object in both low and high resolutions and the data from both moiré system and laser 
interferometer can be stitched to construct a continuous image of the object under 
measurement. 
 
 
 
 
 
CHAPTER 4: COMPRESSIVE SAMPLING AND COMPRESSIVE IMAGING  
 
 
Some of the problems that we encounter in the field of optical metrology include low 
light condition, high dynamic range of intensity, hyperspectral measurement; just to name 
a few. We tried to address these problems using compressive sampling/sensing (CS). 
Compressive sampling uses a single detector instead of array of detectors and 
reconstructs a complete image after several measurements. 
Under low light condition there is not enough light for detector to detect the light 
from the object, which results in poor measurements. Using compressive sampling we 
can collect the light from almost half of the scene for each sample and also use a very 
sensitive detector like photomultiplier to be able to work under extremely low light level.  
High dynamic range of intensity results in a measurement with some saturated regions 
as well as some dark regions. Our approach to this problem was using compressive 
sampling setup, which can be used as high dynamic range imaging system while 
benefiting from the compressive sampling, too.  
Reaching high resolution in hyperspectral imaging requires pixel by pixel 
measurement and the hyperspectral imaging systems that acquire spectral images in one 
shot are not high resolution. Since compressive imaging uses one pixel, it is possible to 
acquire high resolution spectral images instead of either high resolution point 
measurement or low resolution spectral images. 
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Compressive imaging has been derived from compressive sampling/sensing theorem. 
In the following sections, the concept of compressive sampling is explained and then the 
compressive imaging (CI) with its different applications will be explained. The next 
chapter explains the experiments and results of different compressive imaging systems. 
4.1. Compressive Sampling 
Compressive sampling is an emerging area with wide range of applications [113], 
[114], [115], [116]. Compressive sampling has found many applications in different areas 
of science and engineering including imaging [117], [118], [119] , communications 
[120], [121], analog to digital converters [122], [123], computational biology[124], etc. 
The basic idea of compressive sampling comes from the fact that if a signal (signal 
can be one- or multi-dimensional) can be represented sparsely in a domain, then, this 
signal can be sampled at rates lower than the Nyquist rate. The Nyquist sampling theorem 
says that if a signal is band-limited, with B being its highest frequency, the signal shall be 
sampled at least at a rate of 2B, in order to allow its exact reconstruction. This condition 
of Nyquist theorem might be considered as the worst case; in other words, it is the 
sufficient condition for successful reconstruction of the signal, but not necessary 
condition. For example, for some multiband signals, there are different methods to 
sample the signal at rates lower than the Nyquist rate [125]. This sub-Nyquist rate can be 
achieved if the signal is sparse. The sub-Nyquist sampling can be done uniformly, non-
uniformly [125], randomly [122], [126], [127], in time or frequency domain [128].  
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There are two important concepts in the theory of compressive sampling: sparsity and 
incoherence. The sparsity of a discrete time signal
17
 expresses that the degree of freedom 
of the signal is much smaller than the length of the signal. On the other words, sparsity 
means that the signal has a representation in a domain in which most of its coefficients in 
that domain are zero.  
The other concept in compressive sampling is incoherence. While the sparsity deals 
with the signal itself, the incoherence deals with the relation between the sampling 
domain and the domain in which the signal is sparse. It expresses that the sparse signal in 
the sampling domain should have a representation with as much nonzero coefficients as 
possible. In other words, the sparse signal has to spread out in sampling domain. As the 
signal spreads more in sampling domain it would be more incoherent and less number of 
samples is needed for reconstruction.  
In the following the building blocks and some important results of compressive 
sampling are discussed. 
 4.1.1. Sampling 
The sampling in CS is a linear function; the signal   with the length of   is correlated 
with a sampling vector   :  
   〈    〉  ∑      
 
   
 
( 4.1) 
The sampling vector can be any vector. For example if {  } are delta functions, then 
the samples {  } are samples in the same domain as signal (e.g. time, space). If the 
sampling vectors are sinusoidal functions, then the samples {  } are the Fourier 
                                                 
17
 In this chapter and next chapter we only consider discrete time signals since we only deal with discrete 
time signals and most of compressive sampling theory is developed for that type of signals. 
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coefficients. If the sampling vectors are wavelets, then the samples {  } are the wavelet 
coefficients. The matrix form of the above equation can be written as: 
     
( 4.2) 
where   [     ]  and   [     ]  and     shows the transpose 
operator. 
  is a    matrix and is referred as sampling matrix or measurement matrix. In CS 
the number of measurements is smaller than the length of the signal (   ) and 
therefore the problem, in general, is an ill-posed problem since the number of equations 
(samples) is smaller than the number of variables (length of the signal). The question in 
compressive sampling is that, “what are the conditions that the signal can be recovered 
from the incomplete set of samples?” This is where two concepts of  sparsity and 
incoherence come into play; the compressive sampling theory states that with having 
sparsity and incoherence properties it is possible to approximately (and even exactly) 
recover the undersapmled signal. 
4.1.2. Sparsity 
In a mathematical form, suppose that the discrete time signal   can be represented in 
the basis  as follows: 
   ∑    
 
   
 
( 4.3) 
in which only   coefficients    are nonzero. Then   is m-sparse in the domain  . We 
measure the nonzero elements by using    norm and show it by ‖ ‖  (although 
mathematically    does not have the properties of a norm). In equation (‎4.3) the nonzero 
coefficients of   in basis   are supported in a relatively small set (‖  ‖     ). If 
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outside of that small set the sorted coefficients are not zero but very small, and decaying 
rapidly enough, the signal is said to be compressible. A compressible signal can be 
approximated with a sparse signal and therefore it can satisfy the CS condition for 
sparsity.    
Signals and images are usually compressible. Figure 59 shows two images that are 
compressed using wavelet packet with symlet of order 8 and the fifth level of the wavelet 
packet tree. Figure 59.a is the original image and Figure 59.b is the compressed image. 
To compress the image, the wavelet coefficients with the low energy are set to zero (thus 
making the signal strictly sparse). For Figure 59.b about 99% of wavelet coefficients are 
set to zero (compression ratio
18
 of about 100). The remaining coefficients preserve about 
99% of the energy of the original image (Figure 59.a). This means that the image can be 
approximated with a sparse image in wavelet packet domain. Then the images are 
reconstructed using the new wavelet coefficients. As it is seen the quality of the image 
have not degraded visually. The second example is Figure 59.c. The results of 
compression are demonstrated in Figure 59.d and Figure 59.e. Figure 59.d is the 
compressed image when around 96% of wavelet coefficients set to zero (compression 
ratio of about 25). With this rate of compression the new image holds 99.86% of the 
original image energy. To compress the image more, we zeroed 99.43% of wavelet 
coefficients (compression ratio of about 175). The compressed image preserves 99.4% of 
original image energy. The result of this compression is shown in Figure 59.e. As it is 
seen the quality of the image is not degraded visually. The results show that how much  
                                                 
18
 The compression ratio in here calculated based on the percentage of the coefficients set to zero and the 
information about the location of nonzero coefficients are not considered in the calculation, otherwise the 
compression ratio will be less since the location information of nonzero elements are needed to be stored, 
too. 
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(a) (b) 
   
(c) (d) (e) 
Figure 59: Image compression using wavelet packet. The original images (a) and (c) were compressed 
using wavelet packet tree at level 5 and Symlet wavelet of order 8. (b) is the compressed image of (a) when 
99%  of wavelet coefficients are set to zero; the compressed image preserves about 99% of energy. (d) is 
the compressed image of (c) when 96% of wavelet coefficients are set to zero; the remaining coefficients 
keep 99.86% of original image energy. (e) is the compressed image of (c) when 99.43% of coefficients are 
set to zero; the nonzero coefficients retain 99.43% of original image energy. 
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sparse the images can be if a proper basis is used. This is true for most of the signals and 
images
19
; and since the theory of compressed sensing and its results are mostly based on 
probability and statistics theory, the compressed sensing technique works for most 
images and signals with overwhelming probability. Therefore a compressible signal can 
be transformed into a sparse signal (in a proper basis) without losing significant 
information. In other words, when it is mentioned that an image is sparse in a specific 
basis, it is either sparse itself or it is compressible and can be transformed into a sparse 
signal by zeroing the coefficients with insignificant energy.  
4.1.3. Incoherence 
Mathematically, consider two bases   and   each with   normalized elements. Then 
the mutual coherence between these two bases is defined as [129]: 
 (   )  √    
   
{|〈     〉|} 
( 4.4) 
which can be simply described as a similarity measure between two bases. The 
incoherence criterion states that in order to reconstruct a sparse signal with as few 
samples as possible the sparse basis and measurement basis need to be as incoherent as 
possible. In other words, let   be the sparse basis and   the measurement basis, then the 
lower (   ) means that a lower number of samples is needed to reconstruct the signal. 
This means that compressive sampling looks for bases with low coherence. Some 
examples of low coherence bases pairs are wavelet packets and noiselets [130], Fourier 
basis and delta functions, and scrambled Hadamard codes [131] and Gabor basis. The 
first and third pairs are the pairs that one of the bases has random properties (noiselet and 
                                                 
19
 There are and one can make a signal that is not compressible with respect to a basis or a family of bases. 
For example considering wavelet packet, the noiselets are totally uncompressible by orthogonal wavelet 
packets [130]. 
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scrambled Hadamard codes). In fact random bases usually have low coherence with any 
fixed basis [115]. 
4.1.4. Signal Recovery 
Assuming that the signal is sparse and a number of samples were acquired using a 
measurement matrix  . The undersampled signal, then, can be reconstructed using the 
following optimization:  
   
 
‖ ‖                        
( 4.5) 
This means that the optimization problem looks for the sparsest signal that is 
consistent with the measurements  . The problem here is the fact that the zero norm is 
highly nonconvex, the problem is NP-hard and solving this problem has high 
computational cost. Chen and Donoho [132], [133] suggested to use    norm, which is a 
convex functional, in order to recover a sparse signal. Thus the optimization problem can 
be expressed as: 
   
 
‖ ‖                        
( 4.6) 
Their method, named Basic Pursuit, uses linear programming to efficiently solve the 
optimization problem.  
The early works for reconstruction with    minimization were done by Santosa and 
Symes [134] in 1983. They showed that it is possible to reconstruct a sparse spark train 
from part of its spectrum with    minimization.  In 1989, Donoho and Stark [135] showed 
that under certain conditions a noisy signal can be recovered perfectly with    
minimization (Logan’s Certainty Principle), while it is not possible to do so with    
minimization.  Since then there has been a lot of interest on sparse representation and     
minimization [136], [137]. 
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Another approach for recovering sparse signals is Matching Pursuit, which is a greedy 
algorithm. The Matching Pursuit algorithm first was introduced by Mallat and Zhang 
[138]. In Matching Pursuit algorithm, a sparse approximation of the signal is made by 
choosing the vectors from the basis that have the most correlation with the measured 
signal. At each step, one vector is chosen and the residue, which is the difference between 
the measured signal and the estimated signal at that step is calculated. The residue at the 
first step is the measured signal itself and at each step the vectors of the basis are 
correlated with the residue to choose the one with the highest correlation. Examples of 
compressive sampling algorithms based on Matching Pursuit are given by Dai and 
Milenkovic [139] and Needell and Tropp [140]. 
The next approach for sparse signal recovery for an incomplete set of samples of an 
image is using the total variation (TV) minimization [141]. TV functional for an image of 
size    pixels can be expressed as: 
‖ ‖   ∑ ∑ √( (     )   (   ))
 
 ( (     )   (   ))
 
   
   
   
   
 
( 4.7) 
where (p,q) shows the pixel indices.  
Total variation is an indication of sparsity of  the gradient of the image and it was 
shown that it can recover the image from incomplete set of samples [128], [142], [143], 
[144]. The optimization problem with TV minimization can be stated as: 
   
 
‖ ‖                         
( 4.8) 
There are also other approaches for recovering the signal. For example Chartrand 
[145] showed that using    norm with     can reconstruct the signal with fewer 
samples compared to    norm. 
105 
 
In practice, samples of the signal are always noisy. To include the effect of the noise 
in signal recovery, the equality condition in optimization problem is changed to the 
following inequality: 
 ‖    ‖    ( 4.9) 
where   depends on the noise energy. 
4.1.5. Some Theorems of Compressive Sampling 
As mentioned in previous sections, sparsity and coherence are two necessary 
conditions for successful recovery of signals in compressive sampling technique. In the 
following we briefly review some important theorems concerning those properties and 
how they affect the necessary number of samples and the quality of reconstruction of 
signals. 
The first theorem shows that with how many samples the recovery of the signal will 
be exact with overwhelming probability. Assume that the signal is sparse in the domain 
  and the measurement matrix is   and  (   ) shows the incoherence between sparse 
domain and measurement domain. The theorem states that the number of samples 
required to recover the signal with length   and  -sparse is of the order of 
  (   )       ( ).  
Theorem 1 [129]: Assume that   is  -sparse in basis  ; and we randomly choose   
measurement in the domain . Then if the number of measurement  satisfies 
      (   )        ( ) 
( 4.10) 
for some positive (small) constant  , then the solution to the optimization problem (‎4.6) 
is exact with overwhelming probability. 
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As we mentioned in previous section, in reality the samples are corrupted with noise 
and to deal with this situation the optimization problem (‎4.6) is modified by (‎4.9) as: 
   
 
‖ ‖                   ‖    ‖    
( 4.11) 
To have a successful recovery from this noisy situation we need a property which is 
called Restricted Isometry Property (RIP) [146] 
Definition: Let   be the matrix with the finite collection of vectors (  )     
  as 
columns. For every integer        , we define the  -restricted isometry constant    
to be the smallest quantity such that    obeys 
(    )‖ ‖ 
  ‖   ‖ 
  (    )‖ ‖ 
  
( 4.12) 
for all subset     of cardinality at most  , and all real coefficients (  )   .  
Vector   is a  -sparse signal and matrix   is said to have RIP of order   if     is not 
close to one. By using the concept of RIP, the recovery of a sparse signal from its 
incomplete and inaccurate measurements is stated in the following theorems: 
Theorem II [147]: Let   be such that           . Then for any signal    
supported on    with        and any perturbation   with ‖ ‖    , the solution  ̂ to 
(‎4.11) obeys 
‖ ̂    ‖       ( 4.13) 
where the constant    depends only on    . For reasonable values of    ,    is well 
behaved; for example,         for     
 
 ⁄  and          for     
 
 ⁄ . It is 
worth to note that for noiseless data,    , the reconstruction is exact. 
The next theorem deals with the condition where the signal is not strictly sparse. 
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Theorem III [147]: Suppose that    is an arbitrary  vector in  
 , and let      be the 
truncated vector corresponding to the   largest values of    (in absolute value). Under the 
hypotheses of Theorem II, the solution  ̂ to (‎4.11) obeys 
‖ ̂    ‖              
‖       ‖ 
√ 
 ( 4.14) 
for reasonable values of    , the constants      and      are well behaved; for example, 
           and           for     
 
 ⁄ . 
This theorem is especially helpful for compressible signals where the signal is not 
strictly sparse, but the sorted coefficients of the signal decay rapidly.  
The mentioned theorems, especially the last one, form foundation for the compressive 
sampling as a technique for sampling signals that are or are not sparse and noisy. The 
next section deals with the design of measurement matrices for compressive sampling. 
4.1.6. Measurement Matrix 
The matrix   in (‎4.11) is the multiplication of measurement matrix and basis in which 
the signal is sparse, i.e.     . In the previous section it was stated that the robust 
recovery of the sparse signal depends on the RIP of matrix  . In the following we state 
some conditions for measurement matrix in order to have RIP.  
Consider the following    matrices [115]:  
1. The matrix consists of    column vectors sampled uniformly and randomly 
on the unit sphere of   . 
2. The matrix consists of i.i.d. elements having normal distribution with zero 
mean and   ⁄  variance. 
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3. The matrix consists of i.i.d. elements having symmetric Bernoulli distribution 
or other sub-Gaussian distribution. 
If M (number of samples) satisfies the following inequality 
         (
 
 
)  ( 4.15) 
then the matrix has the RIP with overwhelming probability (  is a constant that depends 
on the way the matrix is formed).  
If we have a fixed matrix   and another matrix   that is formed based on conditions 
above (1, 2 or 3), then matrix      also have the RIP property with overwhelming 
probability, providing condition (‎4.15). So if   is the basis that the signal is sparse (fixed 
matrix but not necessarily known matrix) and   be a random measurement matrix 
formed based on the conditions above (1, 2 and 3 and  (‎4.15)), then the matrix      
holds the RIP with overwhelming probability. Another consequence is that the 
measurement matrix can be designed nonadaptively, i.e. without knowing that in which 
domain the signal is sparse. 
Condition (‎4.15) gives a boundary of the minimum number of samples in 
compressive sampling technique. To give a rule of thumb for compressive imaging 
systems in practice, assume that the image can be estimated by   wavelet coefficients; 
then one roughly needs    measurement with compressive imaging system in order to 
reconstruct an image with the same quality of image approximated with   wavelet 
coefficients [148]. 
In practice we need to consider practical limitations of implementing the 
measurement matrix. In our work we chose to use scrambled Hadamard codes, which 
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have the randomness property and it was shown that can be used in compressive imaging 
systems [131]. 
The algorithm chosen for optimization is NESTA [149]. NESTA is written based on 
Nestrerov algorithm [150] (thus the name NESTA) for solving problems with incomplete 
measurements. The NESTA algorithm has the advantage of high speed (therefore 
convenient for large scale problems), few numbers of parameters, and flexibility to solve 
both   -minimization and   -minimization.  
In our work we mainly use TV norm since we work with the images and it was shown 
that the TV norm works equivalent or better that    norm for image reconstruction [151]. 
Our preliminary results also showed that the results from TV norm and    norm have the 
same image quality.  
4.2. Compressive Imaging 
In conventional imaging systems usually an image is captured and then compressed. 
This process brings up a question if there is a way to capture the image directly in a 
compressed form; so there is no need to process the raw image and compress it, which 
takes extra time and energy. Compressive sampling is the answer to this question. It can 
be shown that if an image is sparse in some bases (and this is why the image can be 
compressed), one could use the concept of compressive sampling and sample the image 
in a random linear projection fashion and then use a minimization method to reconstruct 
the signal. 
Another challenge in the area of imaging is lack of camera or high resolution cameras 
for some regions of electromagnetic spectra. For example, in terahertz and millimeter 
waves there is no commercial camera available and in IR wavelengths cameras are 
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expensive and their spatial resolutions are less than what is available in the visible region. 
Compressive imaging has the capability to address this issue, too. In single pixel 
compressive imaging only one detector is used to capture the light from the object or 
scene and after collecting enough samples, the full image can be reconstructed. 
Compressive imaging also can be used to increase the speed of imaging in some 
applications like MRI [152], [153], [154], [155]. 
One of the early works, done for realization of the concept of compressive imaging, 
was conducted by Wakin et al. [156]. They proposed an imaging system in which 
reflected light from the object is multiplied by a random code and then captured by a 
single detector. This is done by a light modulator (DMD) whose pixels reflect light to the 
detector according to random codes. The setup of their system is shown in Figure 60. The 
object is illuminated with a LED and the resulting image has the resolution of      . 
Figure 61 shows the results of the compressive imaging system. As it is seen the image 
“R” is recovered. With increasing the number of measurement the quality of the  
 
 
 
Figure 60: Compressive imaging hardware setup introduced by Wakin et.al. [156].  
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Figure 61: The results of compressive imaging system depicted in Figure 60 [156]. 
 
 
 
reconstructed image is enhanced. The quality of the results of the compressive imaging 
system does not strictly limited by the RIP and sparsity of signal, but it also depends on 
the alignment of the optical system, calibration of the system, quantization error, etc. 
[157].   
Since the first compressive imaging system, plenty of compressive imaging systems 
have been emerged.  
Gan [158] proposed a block compressive imaging method where the scene is captured 
block by block by compressive imaging technique. The advantage of this technique is the 
reduced implementation cost. The smaller size of each block gives the faster 
reconstruction and less memory usage, while the bigger block size results in better image 
reconstruction quality. The results for two images of boat (512x512) and Man 
(1024x1024) are given in Figure 62. As it is seen the results of scrambled block 
Hadamard are comparable to that scrambled Fourier ensemble, while the scrambled block 
Hadamard ensemble has much less complexity for implementation.  
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(a) (b) 
  
(c) (d) 
Figure 62: The reconstructed image using scrambled Fourier ensemble (SFE) and scrambled block 
Hadamard ensemble (SBHE) using block size of 32 [131]: (a): The reconstructed boat image of size 
512x512 compressively sampled using SFE. (b): The reconstructed boat image of size 512x512 
compressively sampled using SBHE. (c): The reconstructed Man image of size 1024x1024 compressively 
sampled using SFE. (a): The reconstructed Man image of size 1024x1024 compressively sampled using 
SBHE. 
 
 
 
In another work, Gan et al. [131] proposed scrambled Hadamard codes for 
compressive imaging. Those codes are made from randomly permuting the columns of a 
partial block Hadamard matrix. The Hadamard codes are binary and therefore convenient 
to be implemented in optical domain using for example DMD. They showed that those 
integer-valued codes have performance compared to dense scrambled Fourier ensemble 
which has floating point accuracy and high computational cost. Thus the scrambled 
Hadamard codes have the property of having near optimal performance and fast 
computation along with universality and requiring small amount of memory. 
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Shishkin [159] also used a mixed Hadamard sensing matrix along with TV 
minimization for compressive imaging and showed that those codes result in faster 
algorithms with high quality reconstructed images. The mixed Hadamard codes are made 
by multiplying each element of the Hadamard code with a stochastic variable with the 
values    with probability of   ⁄ . Figure 63 shows the results of this technique with 
different sampling rate and noise level. As it is seen even for low rate 6%, the results 
have acceptable PSNR of 23dB. 
Rivenson and Stern [160] introduced separable sensing operator for compressive 
imaging that significantly lower the complexity of compressive imaging for large images 
at the cost of acquiring more samples. Figure 64 shows the image of a man and the 
reconstructed image with separable sensing technique. As it is seen, the image 
reconstructed using 430x430 samples (compression ratio of 
     
    
     ) has a perfect 
reconstruction (PSNR = 244 dB). 
Nagesh and Li [161] proposed architecture and a reconstruction algorithm for 
compressive imaging of colored images. They use a DMD for applying the codes and 
 
 
 
 
(a) (b) 
Figure 63: The results of compressive imaging using mixed Hadamard codes and TV minimization for 
boats image of resolution 1024x1024 [159]: (a): sample rate: 10%, noise: 10%,PSNR: 25dB. (b): sample 
rate: 6%, noise: 10%,PSNR: 23dB. 
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(a) (b) (c) 
Figure 64: Reconstruction of image of a man (1024x1024): (a):original image approximated with 25,000 
Haar wavelet coefficient; (b): reconstruction from 430x430 sample (PSNR =244 dB) and (c): 
reconstruction from 350x350 samples (PSNR =27 dB) [160] 
 
 
 
assign each pixel of DMD to a color (red, blue or green) to simulate a virtual Bayer filter 
(Figure 65.a). For each sample a random code is applied to the DMD and they use a 
rotating color filter to choose one color associated to each sample. The rotating color 
filter is located between the object and the DMD (Figure 65.b); and for each color, the 
DMD pixels with the same color label will be active and the pixels with other color labels 
will be off regardless of the value of the random code assigned to that pixel. After 
acquiring enough samples the color image is reconstructed. 
Zerom et al. [162] demonstrated high-resolution quantum ghost imaging with the use  
 
 
 
 
 
(a) (b) 
Figure 65: (a): Virtual Bayer Filter structure on the DMD; (b): color CS camera structure [161]. 
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of compressive imaging. They reported that their technique both reduces acquisition time 
and use photons more effectively.  
In the field of medical imaging, there are also plenty of works related to compressive 
imaging. Lustig et al. have a series of papers that propose methods for rapid MRI 
imaging [152], [153], [154], [155]. Their method is based on randomly selected pixels in 
k-space and reconstruction with    minimization or TV minimization. With these 
techniques the image can be acquired faster and with relatively better quality.  
There are some works in implementing the compressive imaging on a CMOS sensor. 
Robucci et.al. [163] proposed a Separable-transform imager IC to compressively sample 
the image in analog domain. Figure 66 shows the block diagram of the chip. As it is seen 
the chip consists of a random-access analog memory, row and readout control, 
computational sensor element, current to voltage converter and an analog to digital 
converter. Figure 67 shows the result of reconstruction of an image with noiselet and 
DCT bases with different compression ratio.  
In next chapter we describe different compressive imaging system that we have 
developed and demonstrate the results and outputs of each compressive imaging system. 
  
 
Figure 66: Block diagram of the separable-transform imager chip [163]. 
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Figure 67: Reconstruction results with different compression ratio and bases for the separable-transform 
imager chip [163]. 
 
 
 
 
 
 
CHAPTER 5: COMPRESSIVE IMAGING SYSTEMS 
 
 
As mentioned in the previous chapter we developed several compressive imaging 
systems in order to address some issues in the field of optical metrology. This chapter 
explains the architecture of the imaging systems and the results. We start by compressive 
imaging system for low light level conditions in which a DLP board is used to apply the 
random codes and a photomultiplier is used to collect the samples. The next system is 
transmissive compressive imaging system in which an LCD is used for manipulating the 
light according to the codes.  High dynamic range compressive imaging system is the 
next implemented system, which two different techniques for high dynamic range 
imaging in the context of compressive imaging are demonstrated. The last system is a 
spectral compressive imaging system by employing a spectrometer instead of the 
photodiode.  
5.1. Low Light Compressive Imaging 
In conventional imaging, each pixel of camera acquires the data from corresponding 
point on the object. The incident light should be above a specific threshold level (which 
relates to the noise level) in order to have a meaningful data for the corresponding pixel. 
Therefore under low light conditions which there is not enough light, the captured image 
will be a dark image. In other words, no information will be acquired from the 
scene/object.  
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One way to overcome this problem is using single pixel compressive imaging 
technique. In compressive imaging, at each instant of data acquisition, light from half of 
the image area will be collected, on average. So, although light for one pixel is not 
enough for detector to reach above threshold, light from half of the total image would 
exceed the threshold. For example, suppose that the image is         pixels, the 
average light intensity per pixel under low light condition is 0.6 and the threshold is 1. 
This means that light for each pixel does not meet the threshold for most of the pixels. 
Considering compressive imaging, for each instance of data acquisition, the average light 
level is going to be     (         )       that exceeds the threshold level.  
To have fairer comparison, the total data acquisition time should be considered, too. 
Considering the same scenario above, assume that the compression ratio is 4; it means 
that for reconstructing the image we need to acquire                data. Assume 
that the total acquisition time is 1 second. This means that in compressive imaging, on 
average, we have               second which leads to light intensity of          
         per pixel. As we mentioned, at each instance of data acquisition, light intensity 
of half of the pixels will be collected, on average. Therefore the level of light at each 
instance of data acquisition would be (         )               which is above 
threshold. This means that with the same acquisition time, compressive imaging is the 
winner, again.  
Another advantage of single pixel compressive sampling is that it uses one detector 
instead of array of detectors. This means that, in case of low light imaging, we can use a 
very sensitive detector that might not be available in the form of  detector array. For 
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example, using an array of         photomultiplier is not a reasonable configuration, 
but using one photomultiplier would be a reasonable choice.   
In the following we describe the experiment for low light imaging using compressive 
sampling. 
5.1.1. Experiment 
Figure 68 shows the setup for low light compressive imaging.  It consists of an LED 
as light source, a Digital Micromirror Device (DMD) to multiply the random codes with 
incoming light pattern. The DMD is a unique device that consists of an array of 
microscopic, electrostatically activated micro-mirrors, with each mirror rotating about a 
hinge programmable in one of two states (+12 and -12 degrees from horizontal), so that 
light falling on DMD can be reflected in two directions depending on mirror orientation. 
The DMD equipment used is a Texas Instruments (TI) Discovery 4000 kit, consisting of 
a 0.7” XGA DMD with size            pixels. A photomultiplier (PMT) and a DAQ 
board were used to acquire data. The LED light source was placed in front of a lens and 
adjusted to illuminate the object. The objects are two transparencies with a letter “A” 
printed on uniformly, and letters “AXB” printed on, which has a radial gradient of 
intensity. The incoming light after passing through the object is divided into two, using a 
beamsplitter. One of the outputs of beamsplitter was used to capture the image using a 
conventional camera and the other output was used for compressive imaging. A lens 
images the object on both camera and DMD which were placed equidistance. The object 
is imaged on DMD in order to be multiplied by the random codes. The reflected light is 
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collected using a lens set (an eye piece) and acquired by the PMT. PMT is a compact 
head-on photomultiplier PMT H7828 from Hamamatsu
20
.      
The PMT is a large area detector (15mm diameter) with very low level dark noise 
(200 photon count /sec). The output of PMT was read by a DAQ board, which is National 
Instrument USB Data Acquisition Board NI USB-6210
21
.  
Since the experiment is for low light imaging and PMT is very sensitive to light, the 
experiment was done in a dark environment to reduce the effect of ambient light that 
interfere with the experiment. Also the setup was covered by a black housing.    
The light intensity of LED was set at different levels to compare the results of 
conventional and compressive imaging. The level of light intensity was changed by 
changing the current of LED.  
The codes that were used in our experiment are scrambled Hadamard Codes [131]. 
The length of each code was        , which is the same as the number of pixels of the 
image. The codes were first generated offline and saved on the computer. Then during the 
experiment the generated codes were buffered and loaded on DMD using a MATLAB 
interface. Codes consist of a series of zeros and ones. If one is assigned to a pixel, the 
corresponding micromirror on the DMD is rotated in a way that reflects light toward 
PMT and therefore the light from corresponding pixel will be collected by PMT. If zero 
is assigned to a pixel, on the other hand, the corresponding micromirror is rotated in the 
opposite direction and reflects light to an absorber, which absorbs lights in order to 
reduce the noise level of the imaging system.       
                                                 
20
 http://sales.hamamatsu.com/en/products/electron-tube-division/detectors/photomultiplier-modules/part-
h7828.php 
21
 http://sine.ni.com/nips/cds/view/p/lang/en/nid/203223 
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Figure 68: Setup for low light level compressive imaging 
 
 
To determine bias value caused by the background light, a voltage measurement with 
DMD loaded with a black image (all zeros code) was taken. This bias value was deducted 
from each measured voltage in the above experiment to remove background.  Another 
measurement was taken with DMD loaded with white image (all ones code), in order to 
determine mean intensity. Both these values were used to modify the data with scrambled 
Hadamard codes.   
After obtaining voltage measurements generated by each code, the NESTA algorithm 
[149] was applied to the collected data to reconstruct images at various light intensity 
settings.    
5.1.2. Results 
The object was a character “A” printed on a transparency and illuminated from the 
back. The codes, as mentioned, are         scrambled Hadamard codes.  Normal 
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intensity, low intensity and very low intensity refer to the relative illumination of the 
object. In a normal condition camera was set to gain of one and exposure time of      . 
In low intensity and very low intensity camera is set to the highest gain level (   ) and 
the highest exposure time (    ms).    
Figure 69 shows the results of experiment under normal, low light and very low light 
conditions. Under normal light intensity, image from camera and reconstructed images 
using compressive imaging both have acceptable qualities and show edges and tone of 
the object.  
Under low light intensity captured image with the camera just shows a ghost of the 
object, while reconstructed image with compressive imaging technique is better 
representative of the object, it shows clearly the edges of the right side of the object and 
less clear the left side of the object. 
Under very low light conditions, captured image with camera is a dark image and 
does not contain any information from the object. The reconstructed image with 
compressive imaging shows the object. Again the right side of the object is clearer than 
the left side of the object. 
Under low and very low light conditions, the amount of light is not enough for camera 
to capture a recognizable image from the object. The compressive imaging setup collects 
the light from all over the object and by using the photomultiplier, the small amount of 
collected photons are multiplied to result in an image with recognizable object. The 
quality of the reconstructed image can be further improved by reducing the ambient 
noise. Even small number of unwanted photons can results in a noise level at the output 
of photomultiplier, which degrades the quality of reconstructed image.    
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Figure 69: Results of low light compressive imaging 
 
 
 
5.2. Transmissive Compressive Imaging 
The compressive imaging in transmissive mode has the benefit of easy optical 
alignment. Figure 70 shows the schematic of a transmissive compressive imaging system. 
The object in this configuration was a transparent object and therefore it needed to be 
illuminated from the back. The object was imaged on the SLM using a lens system. The 
purpose of the SLM is to modulate (multiply with codes) the imaged object. The coded 
object was focused on a single detector that collected the light. The output of the detector, 
which is a number (voltage value) was saved for image reconstruction. 
124 
 
 
Figure 70: Schematic of a transmissive compressive imaging system 
 
 
5.2.1. Experiment 
Figure 71 shows the implemented transmissive compressive imaging system 
incorporated into a microscope. An LCD was placed where the image of the object is 
usually formed. For a one-to-one comparison, a conventional camera captures the imaged 
object. The imaged object on the LCD was then multiplied by several random codes.  The 
codes were applied as the values of each pixel of the LCD. The codes that we have used 
are binary codes (scrambled Hadamard codes). Value one means that the corresponding 
pixel passes the light and value of zero means that the corresponding pixel blocks the 
light. A photodiode with large area was placed right after the LCD to capture the light 
passing the LCD.  The output of photodetector was amplified and was converted to a 
digital number using a DAQ board. The stored values and their corresponding codes were 
used to reconstruct the image. 
The LCD, having a maximum resolution of 800 × 600 pixels (active area: 11.2 mm × 
8.4 mm = 94.08 mm
2
), was taken from an Epson® PowerLite S5 projector. The central 
part of LCD (512 x 512 pixels) was used to apply the random codes. The photodiode (Si) 
is a Thorlabs FDS1010 (active area:  9.7 mm × 9.7 mm = 94.09 mm
2
). The active areas of  
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Figure 71: Transmissive compressive imaging system 
 
 
LCD and photodiode confirms the suitability of the LCD and the chosen photodiode to be 
used together to spatially encode and measure the light, respectively. 
5.2.2. Results 
One of the scenes acquired with our imaging system in transmission mode is 
represented in Figure 72. Since the conventional camera sensor size (1/2” CCD) was 
smaller than the LCD size, we had to stitch 4 separate pictures taken with the 
conventional camera in order to get an image containing the single-pixel camera field of 
view. For the case of the singe-pixel camera, ideally, its field of view would correspond 
to the size of the LCD. In particular, the actual field of view was defined by a 512 × 512 
pixels region centered on the LCD active region.  
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Figure 72: Object is a printed “on” letters. The region inside the box is the part that is sampled and 
reconstructed using transmissive compressive imaging system. 
 
 
 
The results presented in Figure 73 correspond to reconstructions of the scene 
contained within the blue square of Figure 72. From the analysis of these results, it is 
clear that the quality of the reconstructed images increases with the growth of the number 
of measurements used for reconstruction. This fact is supported by the PSNR (Peak 
Signal-to-Noise Ratio) values presented for each of the reconstructed images relatively to 
the image of the same size reconstructed using maximum samples possible.  
The transmissive compressive imaging has the disadvantage of lower signal to noise 
ratio when it is compared to the compressive imaging systems employ DMD. The reason 
 
 
   
(a) (b) (c) (d) 
Figure 73: Reconstruction of image with the resolusion of       pixels with (a): compression ratio of  4 
(
     
 
      samples) and PSNR = 20.27 dB, (b): compression ratio of  2 (   
  
  
      samples)  
and PSNR = 22.63 dB, (c): compression ratio of  1.33 (      
 
 
      samples) ) and PSNR = 32.44 
dB, and (d): compression ratio of  1 (           samples). All PSNR are calculated with respect to 
(d). 
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is that the LCD does not block the light completely when the corresponding pixel is zero. 
Therefore there is always some background noise. The LCD also does not black the near 
infrared light that was present in our light source which again adds to the background 
noise.  
5.3. High Dynamic Range Compressive Imaging 
One of the limitations of imaging systems is their dynamic range. Scenes in real 
world usually have broader range of intensity variation  than conventional cameras could 
accommodate. Therefore, full representation of a scene that has regions with both very 
high and very low radiances is not possible with conventional cameras. High Dynamic 
Range Imaging (HDRI) addresses this issue [164], [165], [166].   
Applications of combining high dynamic range imaging and compressive imaging 
include scenarios where we have high contrast ratio scenes and/or objects, radiation 
wavelength is out of the range of the wavelengths that conventional cameras are sensitive 
to, and in situations where speed of capturing image is important.  
In the next section first high dynamic range imaging will be explained and then 
combination of high dynamic range imaging and compressive imaging will be 
demonstrated with two different methods. 
5.3.1. High Dynamic Range Imaging  
Many objects and scenes exhibit a broad range of brightness. This might be because 
of the range of colors, different reflection or transmission coefficient, illumination 
pattern, etc.  In a typical digital camera, the value for each color (red, green and blue) is 
stored using 8 bits; assuming that minimum intensity is equal to one and maximum 
intensity equals to 255, the dynamic range of camera is about 48 dB for each color.  To 
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capture a scene that requires a dynamic range of more than 48 dB for each color, there is 
a need for a new imaging technique. One of the most popular methods is to capture 
images of the same scene with different exposure times/gains and then combine the 
resulting images to construct an image with HDR [164], [165].  
One of the first works in this area has been done by Mann [167], [168], who proposed 
an algorithm to combine different images of the same scene captured with different 
exposure times, to construct an image with HDR. The proposed combination algorithm is 
based on a certainty function, which is the derivative of the camera’s response function. 
Another work in this field was reported by Madden [169] where, once again, multiple 
images of a scene are captured with a CCD for different exposure times. The exposure 
time was changed such that at minimum exposure time there was no saturated pixel and 
at maximum exposure time some pixels become saturated. By examining each pixel at 
different exposure times we realize that pixels might be saturated at long exposure time 
and their values become the maximum allowable; remain dark due to either short 
exposure time or simply lack of any light; or would take values below saturation and 
above noise level. To construct the final HDR image, the value for each pixel of HDR 
image is chosen from the image that its corresponding pixel value is below saturation and 
most precise due to its minimum quantization error. Figure 74.a shows four images taken 
at different exposure time (from       to       ) and Figure 74.b shows the combined 
HDR image. As it is seen the combined image has the details of both images with low 
exposure time and high exposure time.  
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(a) 
 
(b) 
Figure 74: High dynamic range imaging technique; (a): Images taken at different exposure time and (b): 
Composite image [169]. 
 
 
Yamada et al. [170] worked on dynamic range extension of TV cameras for vehicles. 
They used the same principle of getting several images with different exposure times and 
combine them into one enhanced image with high dynamic range. Figure 75.a shows the 
block diagram of their developed system. Figure 75.b shows the image of a tunnel exit 
captured by a conventional camera and Figure 75.c is captured by their HDR imaging  
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(b) 
 
(a) (c) 
Figure 75: HDR imaging system developed by Yamada et.al.  [170]. (a): Block diagram of developed 
vision sensor system, (b): image of tunnel exit taken with a conventional camera and (c): the same scene 
taken with the developed HDR imaging system. 
 
 
system. As the figure shows, the HDR image shows the details of the tunnel exit where 
the image of conventional camera is saturated. 
There are also some works on extending the dynamic range of color images. 
Moriwaki [171] used the same principle of combining images with different exposure 
times and constructing an adaptive exposure color image. It was shown that the 
constructed image has better accuracy in applications like color discrimination. A work 
reported by Debevec and Malik [164] uses images with different exposure times to find 
the response function of the imaging process up to a scale factor and then use this 
response function to construct HDR images. Figure 76 shows the images taken from 
inside a church with different exposure time (from 1ms to 30 sec). The images are used to 
calculate the response curve for each color (red, green and blue). The curves are shown in 
Figure 77. From the response curve a high dynamic range image is calculated and the  
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Figure 76: images taken from a church with different exposure time (from 1 ms to 30 sec.) [164]. 
 
 
tone mapped image is demonstrated in Figure 78.b. Comparing that image with the image 
from a conventional camera (Figure 78.a) shows that the HDR image shows more details 
both in the dark area and bright areas. 
Mitsunaga and Nayar [172] used images obtained with different exposure times to 
calculate the response time of the imaging system. The ratio of exposure time only needs 
to be known to accurately recover the response function. 
Another technique for improving dynamic range of an image is to change the 
exposure time or intensity of each pixel individually. Nayar and Mitsunaga [166] 
proposed an imaging system where neighboring pixels have different exposure times. 
 
 
    
(a) (b) (c) (d) 
Figure 77: Response curve calculated for the imaging system that has taken images in Figure 76; (a): red 
channel response curve, (b): green channel response curve, (b): blue channel response curve, (b): all three 
curves in a single diagram [164]. 
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(a) (b) 
Figure 78: (a): Photograph taken with conventional camera and (b): Tone mapped high dynamic range 
image [164]. 
 
 
Their system was implemented using a mask with different transparencies in front of 
the detector. Therefore with a cost of decrease in spatial resolution a high dynamic range 
image can be calculated with a single shot with that spatially varying pixel exposure 
imaging system.   Figure 79.a-d show four images that are taken with different exposure 
times. As it is seen the scene has wide dynamic range of intensity. Figure 79.e shows the 
image that is taken using the proposed imaging system and Figure 79.f shows the 
computed image. As it is shown the computed image shows the details of both dark and 
bright regions of the scene. 
Mannami et al. [173] proposed HDRI by means of a reflective liquid crystal light 
modulator. They used an LCoS (Liquid Crystal on Silicon) as a spatial light modulator in 
front of a camera to spatially modulate the intensity of each pixel. Figure 80.a shows the 
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(a) (b) (c) 
   
(d) (e) (f) 
Figure 79: Results of spatially varying pixel exposure imaging system: (a)-(d) are images taken at  
exposure time 1T, 4T, 16T and 64T, correspondingly; (e): image taken with spatially varying pixel 
exposure imaging system and (f): computed image from image taken with spatially varying pixel exposure 
imaging system [166].    
  
 
schematic of the imaging system. The incident light first illuminate the LCoS where it 
can be controlled at pixel level and then the manipulated light is captured by the camera.  
One of the issues here, to obtain good results, is geometric alignment between the pixels 
of camera and LCoS. They used homography for geometric calibration. Also, an off-line 
calibration was conducted to infer the radiometric properties of the system. At each step 
they changed the values of the LCoS pixels in a way that the values of corresponding 
camera pixels became equal to an optimum value. This optimum value is the value that 
corresponds to optimum radiance. Figure 80.b shows an image that is taken when the 
radiance control is off (LCoS does not manipulate the incident light). As it is seen there is 
a large contrast between black and white (possibly saturated) regions. To decrease the 
radiance in the white region, LCoS reduces the radiance in the bright region which results 
in lowering the contrast (Figure 80.c).  
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(a) (b) (c) 
Figure 80: Results of HDR imaging system using LCoS proposed by Mannami [173]; (a): Schematic of the 
proposed imaging system, (b): image before controlling the radiance of light and (c): image after 
controlling the radiance using LCoS. 
 
 
Adeyemi et al. [174] used a Digital Micromirror Device (DMD) to acquire an HDR in 
a microscopy system. Figure 81.a shows the schematic of the HDR imaging system. They 
also used the geometrical calibration for corresponding pixels of camera and DMD. Also, 
DMD is characterized for its reflected power vs. the digital values of DMD pixels. Figure 
81.b-f shows the images that are taken successively in order to adjust the incoming 
radiance in order to remove the regions with saturation. As it is seen after capturing five 
images there is no saturation region in the final image (Figure 81.f). They reported that  
 
 
 
(a) 
     
(b) (c) (d) (e) (f) 
Figure 81: HDR imaging system using DMD; (a): Schematic of the HDR imaging system, (b): First 
captured image shows saturation in regions 1-4. (c): After adjusting the DMD, the image shows that the 
saturation in region 1 is no longer exist, but still there is saturation in regions 2-4. (d): captured image after 
second adjustment with saturations in region 4. (e): Fourth captured image with saturation in region 4 
removed and (f): The last captured image [174].   
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with their system, in principle, they can improve dynamic range of an image by a factor 
of 573, although their experimental results show improvement of dynamic range only by 
a factor of 5. 
Commercially, there are some imaging systems that directly capture HDR images 
including viper filmstream, SMal, Pixim and SpheronVR [165]. These cameras record the 
HDR images in one shot. Fujifilm also has introduced point and shoot cameras that 
capture HDR cameras using two images with different exposure times [175].  
5.3.2. High Dynamic Range Compressive Imaging (HDRCI): First Method 
In the previous section the advantages and techniques for HDR imaging and 
compressive imaging were explained. So, if these two techniques can be combined 
together in one single system we will have an imaging system that can increase the 
dynamic range of an image and can do the imaging faster and/or in wavelengths where 
conventional cameras do not work. For example, in fluorescence imaging there is a 
demand for a high dynamic range camera in the infrared region of the spectrum [176] at 
which cameras are expensive; therefore HDRCI is a solution for this type of imaging. 
The HDRCI is a programmable imaging system [177]; it can control the radiometric 
properties of the system and uses one detector with a single pixel to obtain data and post 
processing to construct the image. Figure 82 shows a schematic of the proposed system. 
Object is illuminated by a light source and imaged by an optical system on a Spatial Light 
Modulator (SLM). SLM can be in reflective or transmissive configuration. The SLM acts 
as spatial intensity filter (second block of Figure 82.a) to change the intensity of different 
parts of image independently (HDR part). SLM is also used as a device to multiply 
different codes (third block of Figure 82.a) with the image formed on the SLM (CS part);  
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Figure 82: Schematic of HDRCI system as (a) block diagram (b) transmissive and (c) reflective 
configurations. 
 
 
 
i.e. it samples the image using sampling functions/vectors, which are referred as codes. 
For active illumination technique that was used in the experiment, SLM is part of light 
source, i.e. change of intensity of different parts of image and multiplication of codes is 
done in light source and therefore the projected light is manipulated before illuminating 
the object.  After applying sufficient number of codes and acquiring corresponding data, 
the acquire data is used to reconstruct the image. 
One issue in HDRCI is defining a meaningful parameter that is a measure of the 
dynamic range of the final image. For conventional imaging, dynamic range is defined as 
the ratio of maximum intensity and minimum intensity. For a digital camera, dynamic 
range is limited by noise including quantization noise, shot noise, read-out noise, etc. In 
HDRCI, the noise of acquired data is not the final image noise, but the pixels’ values and 
therefore image noise are calculated from acquired samples through an optimization 
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algorithm. Therefore, we need a new definition for minimum level of intensity other than 
noise. Obviously, our definition for the minimum level of intensity should be based on 
noise level of the system calculated for the reconstructed image. To practically measure 
that noise level, the HDRCI system will be run without input; namely a black object is 
used as input and the reconstructed signal will be considered as output noise. The 
standard deviation of this output noise is considered as the noise level or minimum 
intensity; i.e. this is the threshold in which every signal below that is considered as noise 
and its corresponding pixel is considered a dark pixel
22
. 
Based on this definition, the aim of HDRCI system is to bring pixels of image above 
minimum level of intensity (excluding dark pixels), while avoiding saturation for pixels 
with high intensity. In other words, HDRCI captures information from wider range of 
intensity levels than a CS imaging system and this means higher dynamic range.  
As it was mentioned before, in conventional imaging, image with high dynamic range 
could be obtained if exposure times for all pixels or a set of pixels are changed. One of 
the basic differences between conventional imaging and HDRCI is the fact that the 
exposure time for HDRCI does not apply to a single pixel, but to an ensemble of pixels. 
Therefore a parameter equivalent to exposure time has to be defined for HDRCI. 
This parameter can be defined as a combination of ADC (Analogue to Digital 
Convertor) gain level and a mask to select an ensemble of pixels. In other words, for 
changing the exposure time, first we block/unblock a group of pixels and 
increase/decrease the gain of ADC. Therefore in analogy to conventional HDR imaging,  
                                                 
22
 Note that the proposed technique to measure noise level does not consider the signal noise, i.e. the noise 
that comes from the light source itself, but the definition of minimum intensity which corresponds to the 
noise level is not limited to only measurement noise and can include all other noises including signal noise. 
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Figure 83: Flowchart of high dynamic range compressive imaging algorithm 
 
 
 
We introduce the following algorithm for HDRCI (Flowchart of the algorithm is 
given in Figure 83): First, we choose the gain of ADC at a proper level.  The proper level 
at this step can be defined as a level at which the number of saturated samples is some 
small percentage of total samples. When this is between 10 to 30 percent the performance 
is satisfactory [178]. Second, an image using compressive imaging technique is 
constructed. Pixels that have values greater than a threshold value are identified. This 
threshold value can be defined based on the histogram of the reconstructed image or 
based on some other statistics of the reconstructed image. Next, the identified pixels with 
values greater than the threshold are attenuated in a way that their values reach above the 
noise level and far below saturation. This level depends on the number of steps the 
algorithm will iterate and the amount of increase in the ADC gain. For example, suppose 
that the number of iterations for the algorithm is 2; and each pixel of the attenuator has 8 
bits. Therefore, in average, for each iteration 4 bits can be used, and this equals to an 
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attenuation factor of 2
4
=16. Hence, a pixel with maximum intensity (or saturated pixel), 
can be reduced by a factor of 16 relative to the highest possible level (saturation level). 
The level of ADC gain will be determined accordingly, based on the percentage of 
attenuation for the whole image. For instance, if the average attenuation of image 
intensity is 80 percent (this means attenuation factor of 
 
  
  
   
  
 
 -
  
   
  ), then the gain 
of ADC will be increased by a factor of 5. As the gain of ADC changes, the noise level 
will also change and this will affect the noise level of quantized samples. This can be 
avoided if we suppose that the dominant noise of quantized samples is the noise of the 
ADC for all gain levels and therefore increasing the gain of ADC does not change the 
noise level significantly. This is an acceptable assumption for implemented system
23
.  
With this scenario, the pixels with lower intensity have better chance to participate in 
each sample of CS imaging and therefore better chance to rise above noise level after 
reconstruction. Since the resultant images at different exposure times (or different gain) 
are the same as images acquired in HDR imaging, the same technique for combining and 
constructing final HDR image in conventional HDR imaging can be used in HDRCI 
technique. Namely, first the final captured image is divided by SLM pixel values (each 
pixel of image is divided by value of corresponding pixel on SLM) to form a high 
dynamic range image and then the HDR image is tone mapped in order to show the 
resultant image on 8-bit display (low dynamic range displays). In this work, we used 
MATLAB for tone mapping.  
                                                 
23
 For implemented system the NEP of photodiode is           √  ⁄ , the average responsivity of 
photodiode is approximately 0.5 and the Bandwidth of system is less than 40KHz. Therefore the maximum 
noise current equals          √                    . The gain factors that are used before 
sampling by ADC are      ⁄ ,      ⁄  and      ⁄   which result in noise voltages of        ,         
and       . Since the sensitivity of the ADC is         at maximum voltage range, the dominant noise is 
ADC noise at all gain levels. 
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5.3.2.1. Experiment and Results 
The experimental setup (Figure 84) is an active illumination CS single-pixel imaging 
based system [179]. In active illumination CS single-pixel imaging, the codes are 
multiplied by the projected light pattern therefore object is illuminated by a pattern with 
corresponding codes. In other words, codes used for compressive imaging are applied to 
light source, before object being illuminated. Therefore, a projector can be used to project 
patterned light and act as the combined light source, lens and SLM. In the setup, a video 
projector with 1280×800 maximum resolution (Epson
® 
model EB-W7) was used to 
function as light source, projection lens and SLM. The lens for collecting the reflected 
light is 8 mm focal length Computar
® 
lens with focus distance ranging from 30 cm to 
infinity. The detector is a large area (75.4 mm
2 
- Ø9.8 mm) silicon photodiode with 
variable gain amplifier and ADC is a 16 bits data acquisition board with up to 250kS/s 
(National Instruments™ PCI-6221).  The amplified photodetector has an eight-position 
rotary switch, which allows the user to vary the gain in 10 dB steps.  
 
 
Figure 84: Experimental setup for HDRCI: first method 
Video projector 
Lens and amplified 
photodiode connected to 
ADC 
Object 
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In these experiments, a synthetic scene was created consisting of some characters 
printed in black on a piece of white paper (Figure 85). On the left half of the scene, the 
background was printed with a dark gray tone, mimicking a shadow or a region with 
reduced illumination, thus causing that portion of the image to have low contrast. 
Therefore, the benefit of using a high dynamic range imaging system in such a scenario 
can be demonstrated. 
At each step, a code is projected on the object using projector, and the reflected light 
is collected and amplified using photodetector and digitized using a DAQ board.  
The codes that were used for compressive imaging were permuted Hadamard codes 
which are binary random codes. The reconstruction for compressive imaging was done, 
by NESTA algorithm [149]. Reconstruction was done using TV minimization option of 
NESTA algorithm. For each reconstruction, one fourth of samples were used. The 
number of samples was chosen experimentally; with lower number of samples the quality 
of reconstructed image degrades; although the characters are recognizable. A  
 
 
 
Figure 85: Images acquired with different exposure times demonstrating the difficulty of simultaneously 
acquiring both halves of the image in a perceptible manner. (a) Left half with black characters on a dark 
gray background, and (b) right half with black characters on a white background. 
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comprehensive discussion on theoretical limits of number of samples is provided by 
Akcakaya and Tarokh [180]. 
Figure 85 shows some examples to demonstrate how difficult it is to acquire an image 
of the entire object with high contrast ratio using a conventional camera. Figure 85.a is an 
image taken with long exposure time, where left side of the object has been properly 
imaged while the right side is almost saturated. Figure 85.b shows an image taken with 
short exposure time, where the right side is properly imaged and the left side is too dark 
and information is lost. 
The synthetic scene was imaged to acquire HDR image using compressive imaging 
technique. Figure 86 shows the results of applying the algorithm after two consecutive 
reconstructions. Figure 86.a is the first reconstructed image; the right half of the image 
has higher radiance and therefore it can be visible after reconstruction (similar to Figure 
85.b). However, the left side of the image cannot be seen due to poor radiance of the 
object at this side. Figure 86.b shows the reconstructed image after applying the  
 
 
 
Figure 86: Results of HDRCI: (a) first reconstructed image; (b) second reconstructed image after applying 
the algorithm. 
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algorithm; we need to change the illumination pattern in a way to increase the value for 
pixels on the dark side of the scene (left side of Figure 86.a) and simultaneously avoid 
saturating the bright side of the scene (right side of Figure 86.a). This is accomplished by 
multiplying each code with a mask (Figure 87.b) that reduces the radiance of right side of 
scene by a factor of 3 and increasing the gain of amplifier by a factor of 2. Therefore 
dynamic range of image will have threefold enhancement compared to image without 
increasing the dynamic range.  As it can be seen in Figure 86.b, the left half of the image 
is now visible while the right part of the image is not saturated.  Therefore, by using the 
proposed algorithm it is possible to increase the pixel values correspond to regions of the 
object with very low light level without compromising the quality of the image 
corresponding to bright regions, hence increasing the dynamic range of the imaging 
system. 
Figure 87 shows the HDR image (Figure 87c) formed from final image (Figure 87a) 
and mask (Figure 87b). To obtain the HDR image, first, final image is divided by mask 
values, pixel by pixel; tone mapping then is used in order to display the calculated HDR 
image in 8-bit format. 
 
 
Figure 87: The HDR image obtained by the proposed algorithm : (a) final image (second reconstructed 
image); (b) mask; (c) HDR image; both bright and dark regions are visible in HDR image. 
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By increasing the number of iterations a better result could be obtained. But the 
bottleneck for increasing the dynamic range of the image is the pixel depth (number of 
bits per pixel) of SLM and the total noise level of the system. Therefore, using a SLM 
with higher pixel depth and a system with lower noise can improve the performance of 
HDRCI system. 
In our setup, the increase in dynamic range of the image is limited by the dynamic 
range of projector. Figure 88 shows the intensity range of the projector as projects a 
series of gray scale images ranges from darkest image (an image with pixel values of 1) 
to the brightest image (image with pixel values of 255). The dynamic range of projector 
is about 55, which is about 17dB. Therefore, theoretically, the dynamic range image 
enhancement can be as high as 17dB by using this setup.  
5.3.3. High Dynamic Range Compressive Imaging: Second Method 
As mentioned in previous sections, there are two main techniques in HDR imaging. In 
the first technique, we change the incident radiance of each pixel, independently, using a  
 
 
 
Figure 88: Normalized projected intensity captured by the detector versus the image with pixel values 
varies from 1 to 255. 
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spatial light modulator. In the second technique, a series of images with different 
exposure times are acquired and the HDR image will be constructed using these images. 
In previous section we explained the combination of compressive imaging and the 
former technique of HDR imaging. In this section, combination of compressive imaging 
and second method for HDR imaging is introduced and demonstrated.  
In HDR imaging with different exposure times, a series of images with different 
exposure time are taken; then the acquired images are combined in order to construct an 
HDR image [168]. Changing exposure time in compressive imaging technique has 
different effect from what does in conventional imaging. In compressive imaging, 
changing the exposure time, does affect all samples and, consequently, all pixels in 
reconstructed image. Therefore, in compressive sampling method, exposure time cannot 
be changed as jn conventional imaging and a parameter equivalent to exposure time has 
to be defined. Equivalent exposure time can be defined as combination of masking some 
regions/pixels and changing the radiance, the integration time of the single detector (e.g. 
photo-diode), or the gain of acquisition device. In other words, for changing the exposure 
time, some regions/pixels are blocked/unblocked and the second parameter, which is 
radiance from object, integration time of detector, and/or gain of acquisition device, is 
increased/decreased.  
The flowchart of Figure 89 depicts the basic concept of high dynamic range 
compressive imaging. First, an image is acquired using compressive imaging technique; 
then regions/pixels with relatively high intensity are identified. Those regions/pixels are 
the regions/pixels that most likely will be saturated when the equivalent exposure time 
will be increased and as a result no information can be extracted from those  
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Figure 89: Flowchart of high dynamic range compressive imaging (HDRCI) procedure 
 
 
 
regions/pixels. Therefore, if those regions/pixels be blocked, no information will be lost 
at higher equivalent exposure times. Thus the regions/pixels with relatively high intensity 
will be identified and a mask corresponding to the identified regions/pixels is created. All 
the codes for acquiring the next image, via compressive imaging technique, are 
multiplied with the mask in order to block regions/pixels with high intensity. Since the 
mask used in this technique is binary, if codes are chosen to be binary too, then 
combination of the mask and code will be binary. This speeds up the process of imaging 
for SLM that has only two states and for non-binary codes/masks needs more than one 
frame per code. 
The masked codes are applied with higher equivalent exposure time and next image 
will be acquired. This procedure is repeated until sufficient images are acquired. Then the 
acquired images are combined (e.g. using data fusion algorithms) to construct an HDR 
image.  
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Figure 90: Schematic of the high dynamic range compressive imaging 
 
 
An HDRCI system brings more pixels above minimum level of intensity and makes 
them visible (excluding dark pixels of object/scene) compared to a compressive imaging 
system. Therefore, an HDRCI system increases the dynamic range of the final image.  
Figure 90 shows the schematic of the high dynamic range compressive imaging.  As it 
is seen in this figure the system has the same blocks and configuration as the previous 
one; the object is imaged on the spatial light modulator (SLM). SLM is used to multiply 
the codes with the imaged object and also serves as mask for HDR imaging part. The 
reflected light from SLM is captured by a single detector and acquired by an analog to 
digital convertor (ADC). Both SLM and ADC are controlled and synchronized by the 
computer. 
 
 
 
Figure 91: Experimental setup for high dynamic range compressive imaging 
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5.3.3.1. Experiment and Results 
Figure 91 shows the implemented setup for high dynamic range compressive imaging. 
A DLP LightCommander
TM
 development kit is used as SLM. DLP LightCommander
TM
 
development kit is DMD-based and is used for structured light projection. This kit is used 
in reverse to serve as both SLM in compressive imaging and mask in HDR imaging. The 
light source of DLP LightCommander
TM
 development kit was removed and a large 
photodiode (FDS1010 from THORLABS
™
) is used to capture the light. The output of 
photodiode is amplified, using PDA220C amplifier from THORLABS
™
, and sampled 
using a DAQ board (USB-6210 from National Instrument).  A MATLAB
TM
 GUI was 
developed to control devices, acquire data and reconstruct the image.  
Figure 92 shows the object. As it is seen, this object has a bright and a dark region 
and with conventional imaging a part of image is missed. Therefore we need to use an 
HDR imaging technique to see both dark and bright parts of the object.  
The object was imaged at two different exposure times with compressive imaging 
technique. Figure 93 shows the reconstructed image at two exposure times. Figure 93.a is  
 
 
 
 
(a) (b) 
Figure 92: Image of the object with (a) low exposure time and (b) high exposure time 
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(a) (b) (c) 
Figure 93: HDRCI results (a): reconstructed image without any mask. (b): second reconstructed image with 
a mask on top of the image and increased equivalent exposure time. (c): final image by combining images 
(a) and (b) 
 
 
taken when the exposure time is low and therefore the top of the image is visible while 
the bottom of the image is dark. At the next step we apply a mask that blocks the top part 
of the object, which is the region with relatively high intensity, and increase the 
equivalent exposure time by increasing the irradiance and gain of the DAQ board. Figure 
93b shows the reconstructed image at this step. As it is shown, the top part of image is 
almost dark and the details of the lower part of the object are visible. 
As mentioned before, to combine images at different equivalent exposure times, one 
might use a data fusion algorithm. Since, in this special case, we only have two images 
for two exposure times, we used a simple algorithm to combine the first and the second 
reconstructed images (by avoiding most dark regions to contribute in final combined 
image) and calculate the final HDR image. Figure 93c shows the combined HDR image 
using compressive imaging technique that is rendered using MATLAB
TM
.  
Our experimental result shows that HDRCI system is capable of constructing images 
with large intensity contrast and can improve the visibility of the image therefore it can 
be used in applications that require HDR imaging including some biological imaging. To 
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further improve the quality and dynamic range of the final image the noise level should 
be decreased and number of different images with different exposure times should be 
increased.  
5.4. Hyperspectral Compressive Imaging 
Spectral imaging has application in several fields like remote sensing [181] and food 
industry [182]. In the spectral imaging, the spectral data of the image forms a cube in 
which width and height of the cube represent the spatial coordinates and different slides 
along the depth of the cube represent the content of the object/scene at a specific 
wavelength. Since the spectral data is usually very huge, the compressive imaging would 
be a smart solution to reduce the number of the acquired data or speed up the process of 
acquisition. 
Spectral compressive imaging reconstructs the spectral cube from samples of the 
object/scene acquired in a compressive imaging fashion. There are different architectures 
that can realize the spectral compressive imaging.  
One of the first works in this field has been done by Gehm et.al. [183]. They proposed 
a single shot spectral compressive imaging based on dispersive elements. Figure 94 
shows the schematic of the system; it composed of two 4-f system in a way that the 
second 4-f system cancel out the dispersion introduced by the first 4-f system. The coding 
aperture that is put between two 4-f systems and causes that in the plane of coding 
aperture the spectral and spatial information be mixed. The next 4-f system then 
transforms the spatial modulation of coding aperture into spatial and spectral modulation 
while reversing the effect of first 4-f system.  
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Figure 94: Schematic of dual disperser single shot compressive spectral imager [183] 
 
 
  
Another spectral compressive sampling system with one dispersive element was 
introduces by Wagadarikar et.al. [184]. As it is seen in Figure 95, they have used one 
dispersive element (instead of two) and a coded aperture before dispersive element. 
Figure 96 shows the results of their experiment with a scene consisting of a Ping-Pong 
ball illuminated by a 543 nm green laser and a white light source filtered by a 560 nm 
narrowband filter; and a red Ping-Pong ball illuminated by a white light source. As it is 
seen in Figure 96.b the green ball appears in spectral images with lower wavelength 
where the red ball appears in spectral images with higher wavelengths.  
 
 
 
 
Figure 95: Schematic of single disperser snapshot compressive spectral imager [184] 
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(a) (b) 
Figure 96: Results of spectral compressive imaging with the of single disperser snapshot compressive 
spectral imager (a): scene consisting of a Ping-Pong ball illuminated by a 543 nm green laser and a white 
light source filtered by a 560 nm narrowband filter; and a red Ping-Pong ball illuminated by a white light 
source and (b): Spectral images at 28 channels between 540 nm and 640 nm. The green ball appears in the 
channels with lower wavelengths (3-8) while the red ball appears in the channels with higher wavelengths 
(23-25) Wagadarikar, John, Willett, & Brady, 2008).  
 
 
 
Another approach to spectral compressive imaging is to use a spectrometer instead of 
a detector in compressive imaging architecture; therefore for each sample, instead of a 
value that represent the collective intensity in all wavelengths, the spectral content will be 
acquired. After acquiring enough samples, the data cube will be reconstructed. The data 
cube can be reconstructed as a whole or one slice for each wavelength at a time. Using 
this technique, one can reconstruct spectral images with better spectral resolution since 
the spectral resolution is limited only by resolution of the spectrometer. 
Sun and Kelly [185] proposed a compressive sensing hyperspectral imager based on 
the above idea. They replaced the detector with a spectrometer (QE65000 by Ocean  
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(a) (b) 
Figure 97: Results of hyperspectral compressive imager; (a): object and (b): spectral images at wavelength 
range of 445-640nm.  
 
 
 
Optics with a resolution of 0.8 nm) in a compressive imaging system. Figure 97 shows 
the results of spectral imaging for 49 spectral channels from 445nm to 640nm. The 
compression ratio is 10 and the spectrum resolution is 4nm.   
5.4.1. Experiment 
We implemented a spectral compressive imaging system based on the second 
approach. Figure 98 shows the schematics of the spectral compressive imaging system. A 
DLP projector was used to implement the SLM for applying the random codes. The DLP 
projector is Infocus LP120 video projector (Figure 99). We used the DLP projector in 
reserve; i.e. we gather the light from the object that sits in front of the projector; removed 
the light source of the projector; and replaced it with a spectrometer. The light reflected  
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Figure 98: Schematic of Hyperspectral compressive imaging 
 
 
 
from object first concentrated using a tapered glass and then is launched into the optical 
fiber, connected to the spectrometer, using the objective lens. The spectrometer is 
USB2000+
24
 from Ocean Optics with 2048 pixels and range of          nm. The 
tapered glass made from clear fused quartz; the diameter of larger side is      and the 
diameter of smaller side is  mm. The objective lens has the magnification of   x. The 
data that was acquired from the system had poor signal to noise ratio and therefore we 
were not able to reconstruct a proper spectral image. The source of the noise includes the  
 
 
 
Figure 99: Spectral compressive imaging system. The light source of Infocus LP120 projector was removed 
and the spectrometer is placed in front of light source. The light enters the spectrometer through a tapered 
glass, objective lens and an optical fiber. 
 
                                                 
24
 http://www.oceanoptics.com/products/usb2000+.asp 
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Figure 100: Hyperspectral compressive imaging system with 10x objective lens.  
 
 
ambient noise (our experiment was conducted in the lab close to electrical room and 
mechanical room) and noise of spectrometer itself. Therefore the experiment was 
conducted in our partner lab in Porto University. Figure 100 shows the implemented 
system. The spectrometer that was used in the experiment is AQ6317B from ANDO with 
the resolution of 0.01nm.   
The scene is a vertical line illuminated by a red HeNe laser (632.8 nm). The scene 
was sampled compressively; each sample acquired using the spectrometer in wavelength 
range of 632.61nm to 633.11nm with the steps of 0.01nm. Then the spectral images are 
reconstructed using NESTA algorithm for each wavelength. 
5.4.2. Results 
 Figure 101 shows the reconstructed spectral images at wavelengths 632.7nm and 
632.80nm. As it is seen the laser vertical line appears at 632.80nm and it is not present at 
spectral image corresponds to the wavelength 632.79nm. The spatial resolution of the 
images is       pixels and the spectral resolution is 10pm which is limited by the 
resolution of the spectrometer. 
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Objective 
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(a) (b) 
Figure 101: Spectral images of a at wavelength (a): 632.80nm and (b): 632.79nm 
 
 
 
To reconstruct the spectrum of the laser, the data from the pixel corresponds to the 
laser line was reconstructed and compared to the spectrum of the laser acquired directly 
with the spectrometer. Figure 102 shows the spectrum of the laser from the spectrometer 
(red line) and also the reconstructed spectrometer (black line). As it is seen the 
reconstructed spectrum is consistent with the spectrum acquired by the spectrometer. 
 
 
 
Figure 102: Spectrum of a red HeNe laser (632.8 nm) from the spectrometer (red line) and reconstructed 
from data cube (black line) 
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Figure 103.a shows the second scene that has been imaged spectrally. The scene is 
composed of 15 red LED with central wavelength of 628.1 nm and the bandwidth of 20 
nm.  To show that the spatial resoltuon can be increased independent of spectral 
resolution, the spatial resolution was increased to        . Figure 103.b-c show the 
reconstructed images at 628.10 nm with compression ratio of     and    . As it is 
seen the reconstructed images show the red LEDs. The ghost images at reconstructed 
images are the result of reconstruction algorithm that appear in the reconstructed images.  
5.5. Conclusion 
In this chapter we presented several compressive imaging systems. Each system is 
developed is respond to a demand in the field of metrology.  The results of the 
implemented systems are promising and shows that the compressive imaging technique 
has the capability of overcome some issues and restrictions that we encounter in 
metrology.  
 
 
 
    
(a) (b) (c) 
Figure 103: Hyperspecral compressive imaging of 15 red LEDs with cental wavelength of 628.1 nm and 
bandwidth of 20 nm. The spatial resolution is 512x512. (a): The scene taken with a conventional camera, 
(b): the reconstructed spectral image with the compression ratio of 80% and (c): the reconstructed spectral 
image with the compression ratio of 60% both at 628.10 nm. 
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The low light compressive imaging system can be used in a situation that the signal to 
noise ratio is an important factor; using a large and sensitive detector can improve the 
overall performance of the imaging system.  
The transmissive compressive imaging system has the advantage of easy and simple 
alignment. Since an LCD is used in transmissive compressive imaging system and each 
LCD is tuned for a specific wavelength, better performance can be achieved in situation 
that the light source is narrowband and the LCD is tuned for that specific wavelength.  
The high dynamic range compressive imaging system is a novel computational 
imaging system that benefits from the advantages of both compressive imaging and high 
dynamic range imaging techniques. The architecture of this system is the same as 
compressive imaging system; the only difference is the ability to change the amplification 
(either to amplify the light source or the gain of the ADC or detector) and the rest of the 
change lies on software. High dynamic range compressive imaging system can be used in 
situations that the scene/object has a wide range of intensity. 
Spectral compressive imaging system was the last system that was demonstrated. The 
spectral compressive imaging system enables us to reduce the number of measurements 
and speed up the process of measurement. Since most of the natural scenes and object are 
compressible both in spatial and spectral domains, the data cube of a spectral 
measurement can be compressed very efficiently. This means that the data cube is very 
sparse and therefore can be samples in compressive fashion very efficiently.  
 
 
 
 
 
CHAPTER 6: CONCLUSION AND FUTURE WORK 
 
 
In this research effort we have tried to address some problems we encountered in the 
field of metrology. The first issue was the well-known problem of resolution versus 
dynamic range; there is always a compromise between these two parameters. We have 
developed a new multi-scale measurement system, which benefits from techniques with 
different measurement scales. We faced with many challenges along the path of the 
development of this system, but finally both hardware and software were developed 
successfully and the system was characterized. Our measurement system includes a 
fringe projection system which does the coarse measurement (form of the object) and a 
laser interferometer measuring features of the object. We developed several prototypes 
and at each step the system was fully characterized and was lessons were used in the 
design of next prototype. Some optical arrangements of the system were simulated and 
optimized in Zemax in order to improve the overall system performance.  
Both moiré and laser interferometer were simulated with MATLAB and simulated 
fringe pattern were calculated. We used this simulated fringe patterns to validate and 
evaluate our proposed algorithm for stitching data from moiré system and laser 
interferometer. 
The core of our algorithm for stitching data is the image registration technique. Our 
algorithm was implemented in MATLAB and the results showed pixel level resolution 
for stitching algorithm.  
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A software to analyze fringe patterns was also developed. Fourier analysis was used 
for phase wrapping step and quality guided technique was used for phase unwrapping. 
An error analysis was performed to characterize the system. The relative error for 
both moiré and laser interferometer are within 5% of equivalent wavelength for moiré 
system and 1% of wavelength for laser interferometer at different zoom levels. 
There are different paths that can be taken to advance dual moiré laser interferometer 
system. From the hardware point of view, one can consider combining other 
measurement instruments and/or combining more than two instruments to further extend 
the range of measurement and resolution. Another way that can be followed is to improve 
the resolution of the current hardware (moiré and laser interferometer); this includes 
using two wavelength laser interferometry, changing the configuration of moiré system 
(e.g. the angle between camera and projection arms, light source), improving and 
redesigning the optical elements used in the system and stabilizing the whole system in 
order to increase the quality of acquired fringe patterns. 
The system software could be further improved in the future. Since our focus was not 
on fringe pattern analysis, we did not explore that thoroughly. One can develop more 
efficient fringe pattern analysis software; the development and improvement can be done 
in the pre-processing step (e.g. filtering, smoothing), processing (phase wrapping and 
phase unwrapping techniques), and/or post-processing. Usually, for each fringe pattern 
type and signal to noise ratio level, there is one method of phase extraction that gives the 
best results. Exploring adaptive fringe pattern analysis for different measurement systems 
with fringe pattern as output would be another topic for future research. 
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The data stitching algorithm and software could be further improved by exploring the 
data fusion techniques that suit the data from moiré and laser interferometers. This is the 
area that can improve the overall performance of the system if the proper data fusion 
technique is applied. 
The compressive imaging systems were the topic of the second part of our research. 
Compressive imaging is a branch of compressive sampling, which is a novel approach 
and has been finding plenty of applications in many areas including communication, 
computer science, biology, etc. Single pixel compressive imaging uses a single detector 
instead of array of detectors and reconstructs a complete image after several 
measurements. Using single detector instead of an array of detectors has several benefits 
including higher signal to noise ratio and capability of imaging in wavelength ranges that 
there is no camera or array detector; but single detectors are available.  
In this field we examined single pixel compressive imaging for different situations 
including low light imaging, high dynamic range imaging and hyperspectral imaging.   
The low light compressive imaging system can be used in situations where the signal 
to noise ratio is an important factor; using a large and sensitive detector can improve the 
overall performance of the imaging system.  
The transmissive compressive imaging system has the advantage of easy and simple 
alignment. Since an LCD is used in transmissive compressive imaging system and each 
LCD is tuned for a specific wavelength, better performance can be achieved in situation 
that the light source is narrowband and the LCD is tuned for that specific wavelength.  
The high dynamic range compressive imaging system is a novel computational 
imaging system that benefits from the advantages of both compressive imaging and high 
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dynamic range imaging techniques. The architecture of this system is the same as 
compressive imaging system; the only difference is the ability to change the amplification 
(either to amplify the light source or the gain of the ADC or detector) and the rest of the 
change lies on software. High dynamic range compressive imaging system can be used in 
situations that the scene/object has a wide range of intensity. 
Spectral compressive imaging system was the last system that was demonstrated. The 
spectral compressive imaging system enables us to reduce the number of measurements 
and speed up the process of measurement. Since most natural scenes and objects are 
compressible both in spatial and spectral domains, the data cube of a spectral 
measurement can be compressed very efficiently. This means that the data cube is very 
sparse and therefore can be samples in compressive fashion very efficiently. 
The compressive imaging techniques are relatively new and growing area of research. 
One of the topics that can be followed as a future research is the code design for 
compressive imaging systems. Although there are some codes that can non-adaptively be 
used in many compressive imaging systems, design of a specific and adaptive codes can 
improve the performance of the imaging system; as considering the structure of a 
signal/image can improve the performance of the compressive sampling techniques 
[186], the design of a code that matches the structure of the image is capable of 
improving the performance of the compressive imaging system. One other aspect that can 
be considered in the design of a measurement code for compressive sampling/imaging 
systems is the average value of each code. Most of the employed codes in compressive 
sampling/imaging have zero mean value; this means that the values of samples are 
usually within a very small range and a small amount of measurement noise can corrupt 
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the reconstructed signal/image quality. Measurement codes with nonzero mean value 
(e.g. imbalanced number of one and minus one for a binary code, asymmetric probability 
distribution for non-binary codes) can increase the range of values of the samples and 
makes it more robust to the measurement noise. 
Theoretical analysis of the high dynamic range compressive imaging system is 
another possible research topic. Analysis of the HDRCI system would give more insight 
to improving the algorithm and efficiently increasing the dynamic range of the system. A 
work is being conducted for comparison of different HDRCI systems and specifying the 
best strategy for each situation. For example, in situation that the speed is an important 
factor, using a binary mask instead of gray-scale mask can speed up the acquisition 
process; on the other hand, gray-scale masks result in better quality HDR images in 
general. 
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