Abstract-Nowadays video surveillance system are very important in an urban and rural area that can operate day and night, in all weather conditions. It is a challenging task to detect human due to body size, occlusion, lighting conditions, cluttered background, cloth texture and similarity of the human body/clothing with the background. Hence, in this paper, thermal and color images are utilized to evaluate the performance of the proposed method for single human segmentation in outdoor environment. The evaluation of the segmentation process is carried out based on OTCBVS Benchmark Dataset. The approach use morphological operation, global thresholding and edge detection as the main step in segmentation process. For quantitative analysis, 100 images for color and thermal respectively are analyze using Jaccard Similarity Coefficient where we compare the resulting image with its ground truth. From the results, human segmentation using thermal images are better compared to color image where 88% show a good segmentation result and only 4% cannot get a human figure correctly.
I. INTRODUCTION
Over the recent years, detecting human beings in a video scene of a surveillance system is attracting more attention due to its wide range of applications in abnormal event detection, human gait characterization, behavior analysis, person identification and fall detection for elderly people where it demand for solutions that operate efficiently round the clock [1] , [2] . Furthermore with the rapid increase in crime rates nowadays such as robbery, kidnapping and child abuse, it also motivates researchers to develop an intelligent video surveillance system. As mentioned by [3] , video surveillance is nothing but taking the video, identifying unwanted entities, tracking their actions, understanding their actions and raising an alarm. But, it is a challenging task to detect and track human due to environment conditions, body size, occlusion, cluttered background, cloth texture and similarity of the human body/clothing with the background. Thus, for robust human segmentation, multisensory image fusion using thermal and visible sensor is the best way [4] , [5] .
Image segmentation is the division of an image into regions or categories, which correspond to different objects or parts of objects. In this paper, the ultimate purpose of segmentation is to extract a human figure from the image, in order to further processing such as classification and tracking [6] . The quality of image segmentation and accuracy of regional boundaries positioning would influence the follow-up area description, image analysis and understanding directly.
For visual monitoring, the contribution of a camera in a scene depends on its viewpoint and on the scene configuration. Recently, many researchers use visible and thermal for multi-camera video monitoring system because their characteristics complement each other [7] - [9] . The visible camera works well in controlled conditions. It has high resolution that can provide spatial details of the scene. There are many studies on color image segmentation such as threshold segmentation [10] , edge detection method [11] and statistical segmentation method [12] . Unfortunately, the cameras are not suitable in the current world global context because only limited visual information can be captured under poor lighting conditions and environmental phenomena such as smoke, fog, shadowing and dust.
To avoid the disadvantages of using visible camera, the use of thermal cameras have also been proposed. Thermal imaging is a technique for converting a scene's thermal radiation pattern (invisible to the human eye) into a visible image. It is not affected by shadows or ill light conditions and can even deliver sensible information in complete darkness There are many methods for thermal human segmentation such as background-subtraction techniques [13] , thresholding techniques [14] and Gaussian mixture model [15] .
However, thermal cameras carry their own problems like sensitive to wind and temperature changes. Sometimes, the presence of halo effect and types of cloth that have similar temperature with background temperature also will decrease the algorithms' precision when delimiting the human silhouettes [9] .
In this paper, we introduce an approach for human segmentation in outdoor environment using thermal and color image. 100 images from both cameras are randomly selected for segmentation process. Then, the images are compared with ground truth using quantitative analysis. This paper is organized as follows: Section II describes overview of human segmentation techniques. Section III explains the proposed techniques with several examples of images. Besides, the section details the quantitative analysis of the results. Conclusions and future works are given in section IV.
II. OVERVIEW OF SEGMENTATION TECHNIQUES
The division of an image into meaningful structures, image segmentation, is often an essential step in image processing and object recognition and determines the quality of final results of an image analysis. It is the process of dividing an image into regions according to its characteristic e.g., color and objects present in the image. These regions are sets of pixels and have some meaningful information about the object.
Thresholding is the process of converting a grayscale image to a bi-level image using an optimum threshold value, T. It is a process of partitioning an image into object pixels and background pixels. An individual pixel is made an object pixel if the pixel value is greater than a certain threshold value and a background pixel otherwise.
Global thresholding -iterative method is one of the steps in segmentation process. This method is best suited for an image that has a bimodal histogram (i.e. an image which has two data peaks). The method aims at minimizing the pixel variances inside the two segments. The algorithm starts by taking the average value of the pixels as an iterative threshold T. The image is then segmented into two parts and the average values ( x 1 and x 2 ) of the two segments are calculated (n 1 and n 2 are the number of pixels in the two segments). Then, a new threshold value T is taken as the average of x 1 and x 2 , and the segmentation is redone. The process is then repeated until the threshold value T does not change or slightly different.
Edge detection is also a subprocess of image segmentation using which the prospective pixels that constitute contour/boundary are identified. Edge is one of the most important characteristics of images which include a large amount of valuable information [16] . Edge detection technique uses the abrupt intensity changes among the pixels of an image. There are diverse methods of edge detection using different approximations that include Sobel, Prewitt, Roberts, Laplacian of Gaussian, Zero-cross and Canny but the Robert approximation gives best results for this problem. The Roberts Cross operator performs a simple, quick to compute, 2-D spatial gradient measurement on an image. In theory, the operator consists of a pair of 2×2 convolution masks as shown in Eq.(1. One mask is simply the other rotated by 90°. This is very similar to the Sobel operator.
An approximate magnitude is computed as in Eq. 2:
The angle of orientation of the edge giving rise to the spatial gradient (relative to the pixel grid orientation) is given in Eq. 3.
Morphological image processing also plays an important role in human segmentation. Morphology is a set of image processing operations that process images based on predefined structuring elements known also as kernels. The value of each pixel in the output image is based on a comparison of the corresponding pixel in the input image with its neighbours. Mathematical morphology for this paper is based on two basic operations: dilation, which fills holes and smoothens the contour lines using diamond-shaped structuring element, and erosion, which removes small objects and disconnects objects connected by a small bridge [17] , [18] .
The algorithm is run with Matlab 8.1.0.604 R2013a for human segmentation from both sensors and then compare the results with ground truth image using quantitative analysis.
III. RESULTS AND DISCUSSIONS
In this section, the discussion of the obtained findings from OTCBVS Benchmark Dataset Collection [19] on sequences grabbed at pathway intersections on the Ohio State University campus. Color and thermal cameras are mounted and adjacent to each other approximately 3 stories above the ground. 100 images from each camera are selected randomly with only one person walking along the pathway. Fig. 1 illustrates color and thermal samples of the OTCBVS dataset.
All the dataset images are cropped in order to eliminate the unnecessary data from the conducted images such as, black padding in the thermal images and the car in the color image as displayed in Fig. 2 . Table 1 . This table shows that the both types of images have the same resolution and roughly the same number of images. To achieve the final the human segmentation process, a sequence of steps are implemented. The first step, the images are converted into grayscale images as presented in Fig. 3(a) for color images and Fig. 3(b) for thermal images. The next step is to convert both images to binary as shown in Fig. 4(a) and Fig. 4(b) for color and thermal images, respectively. This procedure is conducted in order to allocate the region of interest, whereas in this paper, the portion of the image that comprises human is important for further processing.
Subsequently, dilate the images using linear structuring element at 90° and length 3. It is one of the morphological processing where gradually enlarge the objects of foreground pixels so that areas of the pixels grow in size while holes within those regions become smaller. The results of dilation for color and thermal images as shown in Fig. 5(a) and Fig. 5(b) .
The next objective is to eliminate black holes by hole filling process. In other words, if in a white region there exist some black pixels, then those pixels will be transformed into white pixels as in Fig. 6(a) and Fig. 6 (b) for color and visible images.
From the figure also, the objects that are connected to the image border are unnecessary objects. Then, clearing border objects using Matlab function imclearborder is the best way for color and thermal images as presented in Fig. 7(a) and Fig.  7(b) respectively.
Elimination of the non-human area will be performed using pixels technique. When regions have less than 500 and 380 pixels for color and thermal images respectively, it will be automatically eliminated. The final results of the images are in Fig. 8(a) and Fig. 8(b) for color and thermal. To evaluate the performance as compared with the ground truth, the number of true positives (TP), false positives (FP) and false negative (FN) are calculated for every image. Hence, for quantitative performance analysis, we use Jaccard similarity coefficient, also known as Jaccard Index used by [20] as shown in Eq. (4) because it is the most often used similarity coefficients for binary data. The range of all similarity coefficients for binary data is supposed to be 0 (no similarity) to 1.0 (complete similarity). Besides, we also calculate detection rate (DR) and false alarm rate (FAR) for a more comparative study as in Eq. (5) Table 2 show details result for randomly selected three images from color and thermal cameras. Jaccard Similarity Coefficient for the thermal image shown a better result compared to color image where all the values are above 0.82. The algorithm also tested for 100 images for thermal and color images respectively and Jaccard Similarity Coefficient have been calculated for every image. For comparison, all the results have been categorized into three groups as shown in Table 3 . 88 images from the thermal camera show good segmentation result and only 4 images cannot get a proper human figure. Thermal images can capture a better images although in poor lighting conditions. For color images, only 76 images show good segmentation result and 14 images got poor results because for outdoor environment there are too many constraints such as shadow, less visibility and cluttered background that affected the segmentation results. IV. CONCLUSIONS AND FUTURE WORKS It is now accepted that thermal imaging is more suitable than visible-light imaging for low-light conditions in outdoor environment as demonstrated by quantitative analysis in Table  2 and Table 3 . However, thermal cameras carry their own problems like sensitive to wind and temperature changes which affect the segmentation result. Thus, for future works image fusion method at pixel and region level by combining the two cameras may provide better results because the characteristics of the cameras will complement each other. A good image fusion provided by both cameras will reduce detection errors, thereby increasing the performance of tracking and the robustness of the system. 
