The actual sound environment system exhibits various types of linear and non-linear characteristics, and it often contains uncertainty. Furthermore, the observations in the sound environment are often in the level-quantized form. In this paper, two types of methods for estimating the specific signal for sound environment systems with uncertainty and the quantized observation are proposed by introducing newly a system model of the conditional probability type and moment statistics of fuzzy events. The effectiveness of the proposed theoretical methods is confirmed by applying them to the actual problem of psychological evaluation for the sound environment.
Introduction
The actual sound environment system contains uncertainty and it is often difficult to recognize analytically the internal physical mechanism. Furthermore, the stochastic process observed in the actual phenomenon exhibits complex fluctuation pattern and there are potentially various nonlinear correlations in addition to the linear correlation among the time series data.
In our previous study, a digital filter for estimating the state variables of complex stochastic systems was derived by introducing a nonlinear system model in an expansion series of reflecting various type correlation information from the lower order to the higher order between state variable and observation [1] . The conditional probability density function in the expansion series contains the linear and nonlinear correlations in the expansion coefficients, and these correlations play an important role as the statistical information for the state variable and observation relationship.
On the other hand, it is necessary to pay our attention on the fact that the observation data in the sound environment system are often measured in a level-quantized form and contain fuzziness due to several causes. For example, the human psychological evaluation for loudness can be judged by use of 7 levels from 1.very calm to 7.very noisy [2] . However, each score is affected by the human subjectivity and the border between two neighboring scores are vague [3] . Furthermore, the observation data are often measured in a digital level form at discrete times because various kinds of statistical evaluation (e.g., median, mean, covariance, higher order moments, etc.) for these quantized level data become easier if a digital computer is used. Therefore, in order to evaluate the objective sound environment system, it is desirable to estimate the waveform fluctuation of the specific signal for the system with uncertainty based on the quantized or fuzzy observation data.
The Kalman filtering theory and its extended filter are well known in the state estimation problem [4] [5] [6] . These theories are originally based on the Gaussian property of the state fluctuation form. Several state estimation methods for nonlinear system have been also proposed by assuming the Gaussian distribution of system and observation noises [7] [8] [9] . The actual sound environment often shows an intricate fluctuation pattern rather than the standard Gaussian distribution. Especially, though the unscented Kalman filter (UKF) and particle filter are useful for nonlinear systems, the UKF consideres only the mean and variance of variables, and the particle filter needs very complicated algorithm based on Monte carlo simulation [10, 11] . The above previously reported esti-mation algorithms are assumed accurate system and observation models without containing uncertainty. On the other hand, the actual sound environment systems exhibit complex and unknown system characteristics and often contain uncertainty in the relationship among the state variables and the observation. Thus, it is necessary to improve the previous state estimation methods by taking account of the complexity and uncertainty in the actual systems.
In this paper, based on the quantized or fuzzy observations, an adaptive method for estimating precisely the specific signal for the sound environment system with uncertainty is theoretically proposed. More specifically, first, by adopting an expansion expression of the conditional probability distribution reflecting the information on linear and nonlinear correlation among the time series of the specific signal and the quantized observation as the system and observation characteristics, a method to estimate adaptively the time series of the specific signal is derived. The proposed estimation method can be applied to an actual complex sound environment system with uncertainty by considering the coefficients of conditional probability distribution as unknown parameters and estimating simultaneously these parameters and the specific signal. Next, by introducing fuzzy theory to the uncertainty of the system, the other type of estimation algorithm is derived. The proposed theory is applied to the estimation problem of the psychological evaluation for loudness in sound environment and the effectiveness of the theory is experimentally confirmed.
State Estimation of Sound Environment
System with Uncertainty
Estimation Algorithm by Introducing a Stochastic Model
Consider a complex sound environment system with uncertainty that cannot be obtained on the basis of the internal physical mechanism of the system. In the observations of actual sound environment system, the sound pressure level data are very often measured in a digital level form at discrete times. This is because some signal processing methods by utilizing a digital computer are indispensable for extracting exactly various quantities for human evaluation based on these quantized level data.
Let k x and be the input and output signals at a discrete time for a sound environment system. For example, for the psychological evaluation in sound environment, , which are difficult to find a fundamental relationship between them. Since the system characteristics are unknown, a system model in the form of a conditional probability is adopted. More precisely, attention is focused on the joint probability distribution function reflecting all linear and nonlinear correlation information among
. Expanding the joint probability distribution function in an orthogonal form based on the product of , and , the following expression can be derived.
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where < > denotes the averaging operation on the variables. 
and are orthonormal polynomials with the weighting functions and , respectively. These orthonormal polynomials can be decomposed by using Schmidt's orthogonalization [12] . From (1), the conditional probability distribution function and are given as
) (
Though (3) and (4) are originally infinite series expansions, finite expansion series are adopted because only finite expansion coefficients are available and the consideration of the expansion coefficients from the first few terms is usually sufficient in practice. Since the objective system contains an unknown structure, the expansion , 2, ...,
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are the number of unknown expansion coefficients to be estimated, the simple dynamical models:
are introduced for the simultaneous estimation of the parameters with the specific signal k x . To derive an estimation algorithm for the specific signal k x , attention is focused on Bayes' theorem for the conditional probability distribution [12, 13] . Since the parameter and are also unknown, the conditional probability distribution of
and is considered.
where is a set of observation data up to time . The conditional joint probability distribution 1 can be generally expanded in a statistical orthogonal expansion series:
After substituting (9) into (8) and expanding an arbitrary polynomial function , , ( , , )
, and with th order in a series expansion form
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The four functions , , and are orthonormal polynomials of degrees l , , and with weighting functions , , and , which can be chosen as the probability functions describing the dominant parts of the actual fluctuation or as the well-known standard probability distributions.
As an example of standard probability functions for the specific signal and the parameter, consider the Gaussian distribution:
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Furthermore, as the fundamental probability function on the level-quantized observation, the generalized binomial distribution [14] with level difference interval can be chosen: 
where M is the minimum level of the observation.
The orthonormal polynomials with four weighting probability distributions in (13)- (15) and (17) can be determined as
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where ' denotes the transpose of a matrix. The coefficients and in (25) and (26) are determined in advance by expanding and in the following orthogonal series forms:
Furthermore, using (3) and (4), and the orthonormal condition of (1) . Therefore, the recurrence estimation of the specific signal can be achieved.
Estimation Algorithm by Introducing a Fuzzy Theory
In the observations of actual sound environment system, the sound pressure level data often contain fuzziness due to human subjectivity in noise evaluation, confidence limitations in sensing devices, and quantizing errors in digital observations, etc. Let be fuzzy observation obtained from . For example, for the psychological evaluation in sound environment, and denote respectively the physical sound pressure level and human response quantity for it. Since the system characteristics are unknown, the observation model in a form of a conditional probability in (4) As the membership function, a standard Gaussian type function:
where ( 0)   is a parameter, is adopted. Though the parameter  in (31) can be generally given based on the prior information (or, through trial and error), it can be regarded as unknown parameter and estimated simultaneously with the specific signal k x and the parameter . First, a simple dynamical model for the parameter:
is naturally introduced. Next, as the similar manner to (8) , by paying our attention to the conditional joint probability density function of k x , and k b k  , the following expression is obtained. 
All the coefficients
are appropriate constants in the case when the function , , ( , , )
is expressed in a series expansion form similar to (11) using (1) { ( )} l k x  , and . As concrete examples of the fundamental probability density functions for the parameter
, the Gaussian distribution and the generalized binomial distribution are adopted, respectively:
where , t e t f , t g and are expansion coefficients satisfying the following relations:
The variables , , and . Furthermore, the following simple system model is introduced instead of (3), for the simplification of the algorithm.
where is the random input with mean 0 and variance , and
are system parameters. By considering (7) (32) and (52), the prediction algorithm for an arbitrary polynomial function with th order can be given as follows:
and at a discrete time in (53) are given in the form of estimates for the polynomial functions of
and
combining the estimation algorithm of (35) with the prediction algorithm of (53), the recurrence estimation of the specific signal can be obtained.
Application to Psychological Evaluation for Loudness
To find the quantitative relationship between the loudness for human and the physical sound pressure level for environmental noise is important from the viewpoint of noise assessment. Especially, in the evaluation for a regional sound environment, the investigation based on questionnaires to the regional inhabitants is often given when the experimental measurement at every instantaneous time and at every point in the whole area of the region is difficult. Therefore, it is very important to estimate the sound pressure level based on the loudness data. It has been reported that the loudness based on the human sensitivity can be distinguished each other from 7 loudness scores, for instance, and the vertical axis represents the A-weighted sound pressure level (i.e., the sound pressure level measured by use of sound level meter with frequency weight of A-type characteristic). The finite numbers of expansion coefficients in the proposed estimation algorithm (12) employing the system models of conditional probability type (3) and (4) with were used in this estimation. In principle, it is expected that the successive addition of higher expansion terms reflecting higher order statistics in the proposed algorithm moves the theoretical estimation closer to the true values. However, higher order statistics based on the finite numbers of observed sample data give us unstable information with less reliability. It remains as one of the future problems to derive a method for determining an optimal order for the conditional probability distribution in expansion series form like (3) and (4).
One of the estimated results by applying the algorithm proposed in Subsection 2.2 is shown in Figure 2 . Furthermore, the estimated processe for the parameter  of the membership function in (31) is shown in Figure 3 . The estimated parameter converges to a certain value as considering sequentially the observation data. The estimated results of the parameter  of the membership function in (31) are shown in Table 2 for all subjects.
For comparison, the estimated results by the previously reported method [1] and the extended Kalman Filter [6] are shown in Figure 4 . The root mean squared error of the estimation is shown in Table 3 . It is obvious that the proposed methods show more accurate estimations than the results based on the previous estimation method and the extended Kalman filter. By comparing Table 3 with Table 1 , it can be found that the more accurate estimation results are obtained in cases with the larger values of the correlation coefficient between the sound pressure levels and the loudness scores. 
Conclusions
In this paper, based on the quantized or fuzzy observation data, two types of new methods for estimating the specific signal for sound environment systems with uncertainty have been propoesd. The proposed estimation methods have been realized by introducing a system model of conditional probability type and a fuzzy theory. The proposed methods have been applied to the estimation of an actual sound environment, and it has been experimentally verified that better results have been obtained as compared with the results by use of the previous method and the extended Kalman filter. The proposed approach is quite different from the traditional standard approaches. It is still at early stage of development, and a number of practical problems are yet to be investigated in the future. These include: 1) Application of the proposed state estimation methods to a diverse range of practical estimation problems for stochastic systems with uncertainty. For example, the proposed methods have to be applied to the observation data for human psychological evaluation in many fields in order to estimate the physical quantities. 2) Extension of the proposed methods to cases with multi-dimensional state variable and multi-source configuration. 3) Finding an optimal number of expansion terms in the proposed estimation algorithm of expansion expression type. 4) Extension of the proposed theory to the actual situation under existence of the external noise (i.e., background noise).
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