We propose a new method for segmenting feature point trajectories tracked through a video sequence without assuming a number of independent motions. Our method realizes motion segmentation of feature point trajectories by hierarchically separating the trajectories into two affine spaces in a situation that we do not know the number of independently moving objects. We judge that input trajectories should be separated by comparing the likelihoods computed from those trajectories before/after separation. We also consider integration of the resulting separated trajectories for avoiding too much segmentations. By using real video images, we confirmed the efficiency of our proposed method.
Introduction
Separating independently moving objects in a video sequence is one of the important tasks in computer vision applications. Costeira and Kanade [1] proposed a segmentation algorithm based on the shape interaction matrix. Sugaya and Kanatani [3] proposed a multi-stage learning strategy using multiple models. Yan and Pollefeys [8] proposed a new local subspace fitting scheme. Vidal et al. [7] proposed a segmentation algorithm based on generalized principal component analysis (GPCA) [6] . By introducing GPCA for computing an initial segmentation, Sugaya and Kanatani [4] improved the multi-stage learning.
However, all these methods assume the number of moving objects. Kanatani and Matsunaga [2] proposed a method for estimating the number of independently moving objects based on the rank estimation of the affine space using the geometric minimum description length (MDL). However, estimating the number of independently moving objects based on the rank of the affine space is very difficult for real image sequences. For example, if an object motion is planar, the dimension of an affine space which includes its trajectories degenerates from 3-D to 2-D. Moreover, if two objects merely translate without rotation, the two 2-D affine spaces are parallel to each other. This means that a 3-D affine space which includes those 2-D affine spaces exists.
For this problem, we propose a new method for segmenting feature point trajectories without assuming the number of objects. Based on the fact that trajectories of a rigidly moving object is constrained to a 2-D or 3-D affine space, we hierarchically separate input trajectories into two affine spaces until all the trajectories are divided into 2-D or 3-D affine spaces. In order to judge whether input trajectories should be divided or not, we compare the likelihoods before/after separation. After the separation process, we also check whether the separated trajectories should be integrated by comparing the likelihoods to avoid that the trajectories which belong to the same object are separated into different groups.
Proposed method
From the fact that trajectories of a rigidly moving object is constrained to a 2-D or 3-D affine space, we can separate independently moving objects by hierarchically separating input trajectories into two affine spaces until all the trajectories are divided into 2-D or 3-D affine spaces. In order to realize the above separation, we need to overcome two problems. One problem is to properly estimate the dimension of the affine space which includes input trajectories. The other problem is that we need to judge whether input trajectories should be divided to stop hierarchical separation.
For the first problem, we can regard the rank of the moment matrix of the input trajectory vectors. The rank of the moment matrix can be obtained as the number of positive eigenvalues of the matrix. However, in the presence of noise, all eigenvalues are non-zero in general. Hence, we need to truncate small eigenvalues, but it is difficult to determine a proper threshold. We compute the rank of the moment matrix by using the geometric MDL [2] .
For the second problem, we compare the average likelihoods of the trajectories for the affine spaces which are fitted to all the trajectories and the divided ones. We compute the average likelihoods before/after division and divide those trajectories if the likelihood after division is larger than that before division.
We summarize the algorithm of our proposed method as follows:
1. Fit an affine space to the input trajectories, and compute its dimension d by using the geometric MDL. 4. Compute the average likelihoods P and P of the trajectories before/after separation and accept the separation, and go to step 1 if the following inequality is satisfied.
where · is the floor function. In our experience, if we compared the average likelihoods directly, the separation judgement was not stable. Thus, we compare the exponent part of the average likelihood. 5. Else, reject the separation.
We hierarchically iterate the above procedures until all the input trajectories are not separated.
Rank estimation of the affine space
We compute the eigenvalues of the moment matrix of the 2M-D trajectory vectors p α [4] , α = 1, . . . , N and estimate its rank by using the geometric MDL. M is the number of the image frame.
(2) Compute the eigenvalues of M, and let λ 1 ≥ · · · ≥ λ 2M be the sorted eigenvalues. (3) Compute the residuals J r , r = 2, ..., 2M, for the fitted r-D affine space by
(4) Compute the geometric MDLs [2] for each rank by
where is the standard deviation of feature point tracking accuracy, which we call this noise level, and L is a reference length, for which we can use an arbitrary value whose order is approximately the same as the data, say the image size. 
Separation of the trajectories
We separate the input trajectories by using the EM algorithm of Sugaya and Kanatani [3, 4] and can compute the likelihood P(α|k) of the α-th point for the fitted affine space k in the separation process. The likelihood P(α|k) can be computed in the form
where p
(k)
C and V (k) are the centroid and the covariance matrix of class k, respectively.
We compute the likelihoods P(α) and P (α) of p α for the affine spaces before/after separation and then compute the average likelihoods P and P by 
Integration of the separated trajectories
After separation, we check whether the separated trajectories should be integrated by comparing the average likelihoods to avoid that the trajectories which belong to the same object are separated into different groups. For all the separated trajectory groups, we integrate the two groups of the separated trajectories if the average likelihood Q before integration and Q after integration satisfy the following inequality:
where Q and Q are computed from Eqs. (6) and (7) for each affine space.
Real image experiments
By using real video images, we tested our method and computed the separation accuracy with RANSAC and LSA of Yan and Pollefeys [8] and GPCA of Vidal et al. [7] . Figure 1 shows a separation process of our method. Figure 1a shows the five decimated images of the input video sequence. The red points are the tracked feature points by the KLT tracker. We explain this separation process by showing tree expression of our separation in Fig. 2 . First, we estimated the dimension of the affine space which includes all the input trajectories and obtained that its dimension was 4. Since the resulting dimension was larger than 2, then we separated those input trajectories. We show the separation result in Fig. 1b . For this result, we computed the average likelihoods for the affine spaces before/after separation and obtained the results 5.63 × 10 −7 and 8.11 × 10 −5 , respectively. Since these values satisfied the inequality in Eq. (1), we accepted the separation.
Separation process
In the second stage, we estimated the dimensions of the affine spaces for the separated trajectories shown in Fig. 1b of green and blue points. The resulting dimension of the blue points was 2 and stopped separation. Since the estimated dimension of the green points was 3, we separated those trajectories. The result is shown in Fig. 1c . For this separation, the computed average likelihoods satisfied Eq. (1), and then, we accepted the separation. In the third stage, we estimated the dimensions of the affine spaces for the separated trajectories shown in Fig. 1c of red and green points. The resulting dimension of the red points . 3 Tree expression of the separation for Fig. 4 . The tree is created in the same manner of Fig. 2. N(p) indicates the number of points in the separated affine space was 2 and stopped separation. The estimated dimension of the green points was 3, but the average likelihoods before/after separation did not satisfy Eq. (1). Hence, we stop separation. We show the final separation result in Fig. 1d . In this sequence, the number of independently moving objects, which includes background points, is 3 and our method correctly separates the input trajectories into three groups.
Integrating process
We show another result in Fig. 4 . Figure 4a shows the five decimated images of the input video sequence. We also show the separation process in Fig. 3 and show the results in each separation process in Fig. 4b-f. Figure 4g is the final separation result. From this result, we can see that miss-separation exists in Fig. 4e and the points which belong to the same object are separated into three groups, which are the blue, green, and orange points in Fig. 4g .
For all the pairs of the separated groups, we computed the average likelihoods before/after integration and check whether the separated groups should be integrated or not. Table 1 shows the computed average likelihoods. From this, the blue, green, and orange points are integrated. Figure 4g shows the integrated result.
(a) Each frame is the first, 8th, 15th, 23th, and 30th frame, respectivelly. 
Accuracy comparison
We compared the accuracy of our method with RANSAC and LSA of Yan and Pollefeys [8] and GPCA of Vidal et al. [7] . We used the T-Hopkins database [5] and original data and computed the separation accuracy for each method. Table 2 shows the result. The accuracy is computed by (number of correctly separated points)/(number of input points). As we can see, our method is superior to the compared existing methods.
Conclusions
In this paper, we propose a new method for segmenting feature point trajectories without assuming the number of objects. Based on the fact that trajectories of a rigidly moving object is constrained to a 2-D or 3-D affine space, we hierarchically separate input trajectories into two affine spaces until all the trajectories are divided into 2-D or 3-D affine spaces. In order to judge whether input trajectories should be divided or not, we compare the likelihoods before/after separation. After the separation process, we also check whether the separated trajectories should be integrated by comparing the likelihoods to avoid that the trajectories which belong to the same object are separated into different groups. By using real video sequences, we checked the separation and integration processes of our method and confirmed the accuracy of our method by comparing existing methods.
