On the Onset of Runaway Stellar Collisions in Dense Star Clusters - I. Dynamics of the First Collision by Gaburov, Evghenii et al.
Rochester Institute of Technology
RIT Scholar Works
Articles
2-11-2008
On the Onset of Runaway Stellar Collisions in
Dense Star Clusters - I. Dynamics of the First
Collision
Evghenii Gaburov
University of Amsterdam
Alessia Gualandris
Rochester Institute of Technology
Simon P. Zwart
University of Amsterdam
Follow this and additional works at: http://scholarworks.rit.edu/article
This Article is brought to you for free and open access by RIT Scholar Works. It has been accepted for inclusion in Articles by an authorized
administrator of RIT Scholar Works. For more information, please contact ritscholarworks@rit.edu.
Recommended Citation
E. Gaburov, A. Gualandris, S. Portegies Zwart; On the onset of runaway stellar collisions in dense star clusters – I. Dynamics of the first
collision, Monthly Notices of the Royal Astronomical Society, Volume 384, Issue 1, 11 February 2008, Pages 376–385,
https://doi.org/10.1111/j.1365-2966.2007.12731.x
ar
X
iv
:0
70
7.
04
06
v2
  [
as
tro
-p
h]
  5
 D
ec
 20
07
Mon. Not. R. Astron. Soc. 000, 1–?? (2007) Printed February 1, 2008 (MN LATEX style file v2.2)
On the onset of runaway stellar collisions in dense star
clusters I. Dynamics of the first collision.
E. Gaburov,1,2⋆ A. Gualandris, 1,2,3⋆ and S. Portegies Zwart1,2⋆
1 Astronomical Institute ’Anton Pannekoek’ University of Amsterdam, the Netherlands
2 Section Computational Science, University of Amsterdam, the Netherlands
3Center for Computational Relativity and Gravitation,
Rochester Institute of Technology, 85 Lomb Memorial Drive, Rochester, NY 14623, USA
February 1, 2008
ABSTRACT
We study the circumstances under which first collisions occur in young and dense star
clusters. The initial conditions for our direct N -body simulations are chosen such that
the clusters experience core collapse within a few million years, before the most massive
stars have left the main-sequence. It turns out that the first collision is typically
driven by the most massive stars in the cluster. Upon arrival in the cluster core, by
dynamical friction, massive stars tend to form binaries. The enhanced cross section
of the binary compared to a single star causes other stars to engage the binary. A
collision between one of the binary components and the incoming third star is then
mediated by the encounters between the binary and other cluster members. Due to
the geometry of the binary-single star engagement the relative velocity at the moment
of impact is substantially different than in a two-body encounter. This may have
profound consequences for the further evolution of the collision product.
Key words: methods: N-body simulations – young star clusters
1 INTRODUCTION
In recent years, it became clear that stellar collisions are
common events in young dense star clusters, and that such
events are natural ways to form stellar exotica. In extreme
cases, it is even possible that a large number of stars merge
to form a very massive object. This object can potentially
be a progenitor of an intermediate mass black hole.
Portegies Zwart et al. (1999) carried out the first N-
body simulations of runaway stellar collisions. In these sim-
ulations, a very massive object forms in a young dense star
cluster in just a few million years. It was found that the
collision rate is roughly an order of magnitude greater than
one would naively expect from collision cross-section argu-
ments. The cause of the discrepancy is mass segregation,
which enhances the central region with massive stars. Once
in the core, these stars dominate the collision rate because of
their large masses and radii. Since a collision occurs prefer-
entially between two massive stars, the collision product be-
comes one of the most massive objects in the central region.
If conditions are right, the product can experience multiple
collisions, each time increasing its mass. This process can
⋆ E-mail: egaburov@science.uva.nl (EG); alessiag@astro.rit.edu
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lead to the formation of a very massive object. The evolu-
tion of very massive stars and of collision products is not yet
well understood, but one may speculate that these massive
objects evolve into intermediate mass black holes.
Numerical simulations carried out by
Portegies Zwart et al. (2004) show that the onset of a
runaway merger depends on both the dynamical friction
timescale and the central concentration of the star cluster.
In particular, a necessary condition for the runaway collision
to proceed is the dynamical friction timescale to be smaller
than the lifetime of massive stars, which is about a few
million years. If this condition is not satisfied, the mass
loss due to supernovae causes the cluster to expand, and
this prevents the cluster from developing the high densities
required for subsequent collisions.
In their work, Gu¨rkan et al. (2004) carried out system-
atic studies of mass segregation and core collapse in dense
star clusters. They found that moderately concentrated star
clusters with a realistic initial mass function can reach the
runaway phase before massive stars produce supernovae.
The runaway phase was also studied by Freitag et al. (2006),
who found that the mass function of colliding stars is bi-
modal. The first peak lies in the lower limit of the initial
mass function, 0.1 - 1M⊙, whereas the second peak is close
to the high-mass end of the initial mass function, 40-120M⊙.
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They also found that collisions occur every few ten thousand
years, which is roughly the time required for a collision prod-
uct to reach the main-sequence.
Stellar collisions also play an important role in the for-
mation of stellar exotica in young star clusters, such as blue
stragglers. If cluster properties are such that the runaway
phase is not possible, stellar collisions might still occur in
the cluster producing massive bright stars. Such stars might
easily be misclassified during observations. A possible ex-
ample of these stars is provided by the Pistol star in the
Quintuplet cluster (Figer et al. 1998), which is thought to
have an initial mass in excess of two hundred solar masses.
The lifetime of such a star is roughly three million years.
However, the cluster population is about six million years
old, significantly older than the Pistol star. It is therefore
possible that the Pistol star is in fact an ejected collision
product instead of a primordial very massive star.
In this paper, we study the dynamics of the first stellar
collision in young star clusters. The aim is to find a set of
appropriate initial conditions for subsequent hydrodynamic
simulations of collision products. In particular, we focus on
the conditions under which the first collision takes place in a
cluster, like the time and place of the first collision, the num-
ber of stars and binaries involved, the masses of the partici-
pating stars, the orbital parameters of the binaries, the typ-
ical impact parameter and relative velocity in the collision.
The knowledge of the dynamical properties of stellar colli-
sions will allow us to perform hydrodynamic simulations of
mergers. The study of the evolution of merger products de-
termines the observational properties of these objects, thus
providing valuable information for their identification. Once
the main characteristics of the evolution of collision rem-
nants will be understood, we will proceed with the study of
the dynamics of repeated stellar collisions in star clusters,
with the aim to answer the question of whether a runaway
process can result in the formation of a very massive object,
which in turn may evolve into an intermediate mass black
hole.
The paper is organised as follows. In Sect. 2 we present
initial conditions for our simulations. The detailed studies
and the geometry of the first collision is presented in Sect. 3
and Sect. 4. A discussion of results is presented in Sect. 5.
2 SETUP AND INITIAL CONDITIONS
In order to study the onset of the first collision, we focus on
young star clusters with different initial virial radii (Rvir )
which we vary over more than one order of magnitude,
while maintaining the total mass of the cluster constant.
The choice of keeping Rvir as a free parameter is motivated
by the aim to study the dependence of the moment of the
first collision on the cluster size. Clusters with similar initial
conditions but different sizes exhibit homologous evolution
as far as non-dynamical processes, like stellar and binary
evolution, are not of significant importance. However, in the
case of stellar collisions individual stellar radii play a crucial
role. In this case, the evolution of the star cluster in princi-
ple is not homologous; in other words, the two stars which
collide in one case will not necessary collide if the cluster
size is changed. The reason is that by scaling the cluster in
size, the stellar radii relative to the cluster size also changes.
By varying Rvir we will be able to determine its influence
on the collisions in star clusters.
All our calculations are performed using the
kira integrator from the starlab gravitational N-
body environment (Portegies Zwart et al. (2001),
http://www.manybody.org/starlab). Stellar evolution
in the simulations is included via the SeBa package
Portegies Zwart & Verbunt (1996). Binaries, though ini-
tially not present, form dynamically in the course of
the simulations and are evolved using SeBa. All N-
body simulations were carried out on the MoDeStA
(http://modesta.science.uva.nl) cluster of GRAPE-6
(Makino et al. 2003, 1997) in Amsterdam.
We present the initial conditions for the different sets
of simulations in Tab. 1. Each simulation is carried out with
N=24576 single stars distributed in a King (1966) model
with a scaled central potential W0 = 9 (Binney & Tremaine
1987). We did not include primordial binaries because we
aim to study large parameter space in this work.
Such a choice of W0 is motivated by our interest
in studying young star clusters such as R136, MGG11
and Arches (Massey & Hunter 1998; Figer et al. 2002;
McCrady et al. 2005), and young star clusters are thought
to be born with high concentration (Merritt et al. 2004).
In addition, high concentration is a necessary condition
for clusters which can experience runaway stellar mergers
(Portegies Zwart et al. 2004). As we are interested in the
internal dynamics, the effect of the tidal fields is expected
to be negligible (Portegies Zwart et al. 2007); therefore, our
simulations are carried out without tidal fields. After gen-
erating stellar positions and velocities, we assign masses to
each of the stars from an initial mass function(Kroupa et al.
(1993); Kroupa (2001)) between 0.1M⊙ and 100M⊙, which
we refer to as IMF. We subsequently scale the velocities of
all stars to bring the cluster into virial equilibrium. Such
initial conditions produce star clusters with a total mass of
roughly 104M⊙, which approximates well the Arches cluster
(Figer et al. 1999, 2002).
For each set of initial conditions with W0 = 9, we gen-
erate about a hundred realisations, each of which we run
until the first collision occurs. We identify a collision in our
simulations when two stars pass each other within a dis-
tance smaller than the sum of their radii; tidal captures
are ignored. The binary evolution package allows for semi-
detached and contact binaries to transfer mass. In our anal-
ysis, we discriminate between two types of collisions: those
that result from unstable mass transfer in a close binary
system and those that result from a dynamical interaction.
The latter case we identify as a collision, whereas the former
case is referred to as coalescence. In this paper we focus on
physical collisions between stars.
Our code employs “standard N-body units”1
(Heggie & Mathieu (1986)), according to which the
gravitational constant, the total mass and the radius of the
system are taken to be unity. The resulting unit of time is
the N-body time-unit and is related to the physical crossing
time of the system through the relation Tcross = 2
√
2 tNb.
1 For the definition of an N-body unit see
http://en.wikipedia.org/wiki/Natural units#N-body units.
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Model Rvir [pc] Nrun Rcore[pc] ρcore [M⊙/pc
3] tcross[kyr] trh[Myr]
W9R05 0.05 100 3.2 · 10−3 5.5 · 109 1.5 0.47
W9R10 0.10 100 6.4 · 10−3 6.8 · 108 4.3 1.4
W9R25 0.23 100 0.015 5.6 · 107 15 4.7
W9R50 0.50 99 0.032 5.5 · 106 48 15
W9R75 0.75 110 0.048 1.6 · 106 88 28
Table 1. Parameters of the five sets of simulations. In each case the total mass of the cluster is M ≃ 1.2 × 104 M⊙ and the total
number of stars is 24576. Runs differ only in the choice of the half-mass radius. In the first three columns we report the name of the
set of simulations, the half-mass radius (in parsec) and the number of simulations performed with these parameters. In the subsequent
columns we give the initial core radius (in parsec), the initial core density (in solar masses per cubic parsec), the half-mass crossing time
(in units of 1000 years) and the relaxation time (in Myr).
Figure 1. Histogram of the number of collisions in all simulations
as a function of the distance to the cluster centre in units of the
instantaneous core radius. In the upper panel, the dashed line
displays the fitted model of the number of collision. In the lower
panel we present the distribution of coalescence as a function of
distance to the centre of a cluster.
3 THE CIRCUMSTANCES OF THE FIRST
COLLISION
In order to develop a better understanding of stellar colli-
sions and of the further evolution of the collision product, it
is important to know the conditions under which a collision
takes place, such as the mass, structure and composition of
the participating stars, and the geometry under which the
collision occurs.
3.1 The location of the first collision
Since the stellar density is highest in the cluster core, we
expect that majority of collisions to take place in the central
region. In the top panel of Fig. 1, we show the distribution
of the number of collisions as a function of the distance to
the cluster centre. All simulations presented in Tab. 1 are
included in the sample. Out of a total of 282 collision in 509
simulations, only 33 occur outside the instantaneous core of
the cluster.
Though a small fraction (12%), it is interesting that
a sizeable number of collisions occurs outside the core of
a cluster. This can be naturally explained as follows. In a
cluster with a density profile ρ(r), the expected number of
collisions in a spherical shell located at radius r is N ∝
r2ρ(r)2, and therefore one may expect a small, but finite,
number of collisions to occur just outside the core. To test
this, we fitted this expression to the number of collision.
As a density profile, we used a variety of King models with
different values of W0. We found that King models with
W0 & 9 fit well (χ
2 ≈ 1) since their density profiles in the
close neighbourhood of the core are essentially the same.
In the lower panel we present the distribution of number
of coalescence as a function of the distance to the cluster cen-
tre. We see that the coalescence can occur quite far from the
core of the cluster; such coalescence are ejected binary stars
in which the massive companion leaves the main-sequence.
The number of coalescence far away from the core decreases
as a function of distance to the cluster centre.
3.2 The time of the first collision
In Fig. 2, we show the time distributions for the formation
of the first hard binary and for the first collision. The first
collision occurs preferentially after the formation of the first
hard binary, but the distribution is broad and extends all the
way to ∼ 200N-body time units. We notice that the coales-
cence dominate at t & 20 N-body units, whereas collisions
are dominant earlier.
The evolution of the mass function in the cluster centre
is mainly driven by dynamical friction, which preferentially
brings massive stars to the core. As a result, the mass func-
tion in the core becomes flatter with time, and after core
collapse the mass function stops evolving except for the ef-
fects of stellar evolution, such as decrease of the number of
massive stars in a star cluster (Portegies Zwart et al. 2007).
In Fig. 3 we present mass functions in the core at the
moment of the first collision averaged over all simulations in
which a collision happens. The mass functions for different
models are consistent with a single distribution better than
at a 25% level. However, for models W9R50 and W9R75 the
consistency is less than at 5% level, which is due to the ef-
fects of stellar evolution. As the ratio of a stellar evolution
timescale to a dynamical timescale is inversely proportional
size of a star cluster, the effects of stellar evolution become
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Figure 2. Histogram of the time (expressed in N-body units)
of formation of the first |E| > 100 kT binary (dashed line), and
of occurrence of the first collision (solid line) or first coalescence
(dotted line). The total number of mergers (collisions + coales-
cence) in a time-bin is shown with a thick gray solid line.
Figure 3. Mass function in the core at the moment of the first
collision averaged over all runs for each model. The thick dashed
line represents the IMF whereas the thick solid line represents
Eq. 1 which satisfactory represents the simulated mass function
in the core.
increasingly important as the size of the cluster increases.
While stellar evolution does not have a notable influence on
models W9R05, W9R10 and W9R25, it clearly leaves an im-
print in models W9R50 and W9R75 (see also Appendix A).
The mass function in the core after the first collision
can be approximated by the following expression:
N c(m) ∝
 N IMF(m), if m < m1 = 2〈mIMF〉,
mN IMF(m), otherwise. (1)
HereN IMF(m) is the initial mass function and 〈mIMF〉 is the
average mass of the initial mass function. This expression is
presented as the thick solid line in Fig. 3. Equation 1 implies
that for stars more massive than ∼ 2〈mIMF〉 the slope of
the mass function flattens. This is not unexpected since the
dynamical friction time-scale is inversely proportional to m.
We conclude that dynamical friction is a crucial ingredient
in understanding the first collision.
In Fig. 4 we compare the time of the first collision, tcoll ,
with the time-scale on which a star with mass m sinks to
the cluster centre from its initial orbit, tdecay .
We compute tdecay for the most massive star that par-
ticipates in the first collision by integrating its equations
of motion from the initial orbit until the star decays to
the cluster centre. We include the effect of dynamical fric-
tion using log(Λ) = max(0, log(0.4Mcl(r)/m)), whereMcl(r)
is the cluster mass enclosed within a sphere of radius r
(Binney & Tremaine 1987). As for the background poten-
tial, we adopt a King W0 = 9 density profile which repre-
sents our initial simulation model.
The correlation between tcoll , which is taken directly
from the simulations, and tdecay , which is calculated as de-
scribed above, is presented in Fig. 4. In the left panel the
results are given in units of the core collapse time as mea-
sured in the simulation under consideration, whereas in the
right panel time is given in physical units.
In the left panel of Fig. 4 we identify three different
regimes. The majority of collisions are distributed along
tcoll = tdecay (area 1 in Fig. 4). This indicates, as we sug-
gested earlier, that dynamical friction is dominant in deter-
mining the moment of the first collision. A collision occurs
quickly upon the arrival of the star in the core.
The dispersion along tdecay in area 1 of Fig. 4 is in part
a consequence of our assumption that the background po-
tential is static throughout our calculations of tdecay . The
density profile of the clusters, however, is calculated self con-
sistently in our N-body simulations, and it changes with
time. In addition, even when the star arrives in the core,
it still takes some time before it engages in a collision. The
latter effect is visible in area 2 of Fig. 4.
In area 2 of Fig. 4, we present the stars that experience
a collision later than one would naively expect from their
calculated decay time. These stars are born in or near the
cluster centre but a collision is delayed up to the moment of
core collapse. After that, the stars still have to participate
in a strong encounter which leads to a collision. Thus, the
moment of the collision is determined by tcc and the time
required to find a suitable collision candidate, and this may
take up to about 10 tcc .
It is somewhat surprising that there is a third region
along the line tcoll = tdecay , which is illustrated in the area
3 of Fig. 4, and which extends all the way to tcoll ≃ 100 tcc .
As a rule of thumb, it takes roughly 50 N-body units for a
50M⊙ star to decay from the half-mass radius to the core.
From area 2, it can be seen that a star in the core may
require up to 10 tcc , which roughly corresponds to 30 N-
body time units (see Fig. 2), to engage in a collision. Since
we expect our simulations to host at least one 50M⊙ star
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Figure 4. Correlation between tcoll and tdecay . In the left panel tcoll and tdecay are given in N-body units while in the right panel they
are in physical units. The results from different models are indicated with different symbols and colours. The diagonal in both panels
gives the line for which tcoll = tdecay . The gray shaded areas in the left panel, numbered 1, 2 and 3, indicate three different regimes, as
described in the text.
which is initially located within the half-mass radius, it is
rather unlikely to have collisions in our simulations after
t ≃ 15tcc ; still, some collisions do happen as late as 100 tcc .
These late collisions, which are illustrated in area 3 of
Fig. 4, are attributed to massive stars that reach the core
but instead of experiencing a collision are ejected from the
cluster in a strong encounter with a binary. This effectively
delays the moment of the first collision since the potential
target star is removed from the cluster. If this happens, the
first collision is postponed until the moment when another
massive star reaches the cluster core and subsequently col-
lides. In Appendix B, we show that such self-ejections are
possible in clusters with mass
Mcl & 2 · 104
„
m⋆
50M⊙
«3„
ms
10M⊙
«−2
M⊙. (2)
Here, m⋆ is the mass of an ejected star, and ms is the mass
of the star triggering the ejection event.
The process described in the previous paragraph is il-
lustrated in Fig. 5 where we present the evolution of the
distance to the cluster centre for several of the most mas-
sive stars in one of the simulations of W9R05 (see Tab. 1).
In addition, we plot the evolution of the core radius in each
panel.
The most massive cluster member, star #1 of 79M⊙,
which is presented in the top left panel of Fig. 5, sinks from
about the half-mass radius to the cluster core in roughly
50N-body time units (≃ 15tcc in this particular run). It be-
comes a binary member at t ≃ 88.5 and the binary increases
its binding energy to ∼ 100 kT at t ≃ 165 N-body time
units. Star #1 stays in the core until it is ejected at about
200N-body time units, never to return again. Even though
star #1 is the most massive star in the system, it is part
of a binary system and it resides in the cluster centre for
more than 100N-body time units, it does not participate in
a collision but is ejected from the core.
The same process causes several of the other massive
stars to be ejected, such as stars #2 and #4 in Fig. 5,
whereas some of the other massive stars, such as stars #3
and #5, are not ejected. These repeated ejections of high-
mass stars delay the collision until nearly 250N-body time
units, which roughly corresponds to 80 tcc . Eventually, it
is 22M⊙star #10 which reaches the core and experiences a
collision with a 4M⊙ star.
3.3 Mass distributions
The binary which forms during core collapse is likely to be
the candidate for a collision. However, this does not mean
that the two stars in the binary coalesce, instead this en-
hances the probability for a collision with a third star.
In Tab. 2 we present the number of collisions that oc-
curred in each of the models with respect to the choreog-
raphy of the triple interaction. The notation is as follows:
the two binary members are called Mp and Ms for the most
massive (primary) and least massive (secondary) star re-
spectively, while the third star is called the bullet and is
indicated with Mb; the two colliding stars are presented in
braces while the entire triple interaction is in parenthesis.
The collisions in the densest star clusters (model
W9R05 and W9R10) are dominated by collisions between
the primary and the bullet star. The fraction of these colli-
sions remains roughly constant compared to the total num-
ber of collisions. The shallowest clusters (model W9R50 and
W9R75), on the other hand, are governed by binary evolu-
tion, which does not come as a surprise since stellar evolu-
tion plays an increasingly important role as the size of the
cluster increases. In some cases, however, the primary is not
participating in the collision, but instead it is the secondary
star that collides with the bullet.
In the left panel of Fig. 6, we present the distribution of
primary masses. These distributions are statistically indis-
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Figure 5. Distance to the cluster centre for six of the most massive stars in one of the simulations from model W9R05. The dotted curve
in each panel gives the evolution of the core radius of the model (which is identical in each panel). The solid curve gives the evolution
of the distance to the cluster centre for the star identified in the top left corner of the panel.
Model ({Mp,Mb},Mc) ({Ms,Mb},Mp) ({Mp,Ms},Mb) Nc Nm
W9R05 67 15 5 87 13
W9R10 59 11 9 79 21
W9R25 37 12 5 54 46
W9R50 16 12 5 33 66
W9R75 19 5 5 29 81
Table 2. The choreography of triple interactions leading to a collision in the different calculations. In the first column, we present the
model name followed by the number of collisions in each of the configurations. These are: a collision between the primary and the bullet
(column two), a collision between the secondary and the bullet (column three) and a collision between the primary and the secondary
star (column four). The fifth column shows the total number of collisions that are outcomes of a dynamical interaction, whereas the last
column shows the number of binary mergers which result from an unstable phase of mass transfer in a dynamically formed binary. The
latter category is not further discussed in this paper.
tinguishable for the three densest clusters (models W9R05,
W9R10 and W9R25), whereas for the shallowest clusters
(models W9R50 and W9R75) they deviate in that the mean
mass for the primary stars decreases. This is the result of
stellar evolution, which becomes gradually more important
for shallower clusters. The mass functions of the primary in
models W9R05, W9R10 and W9R25 are consistent with the
mass function in the core at the moment of the first colli-
sion (Appendix A), if only stars above 15M⊙ are taken into
account.
In the right panel of Fig. 6, we present the distribution
of the mass ratio of the secondary to the primary star. Here,
we see that the mass ratio for shallower clusters is systemat-
ically higher than for denser clusters. This trend we explain
by the fact that the binaries in shallower clusters experience
more interactions before they participate in a collisions, al-
lowing for exchanges of a more massive star into the binary.
This is supported by Fig. 7 where we plot the distribution
of orbital separations of the binaries that participate in a
collision event. These distributions are statistically indistin-
guishable when displayed in physical units. This however
implies that the binaries in the larger clusters are harder as
their semi-major axis is smaller when measured in N-body
units.
In Fig. 8 we present the distribution of the masses of
bullet stars colliding with the primary. The mean mass of
bullet stars increases with the size of the cluster. Together
with the simulation data, we present the theoretical line
which gives the results of a qualitative model for the mass
of the bullet star. The low-mass end of this curve follows
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Figure 6. Distribution of primary masses (left) and mass ratios (right) for binaries participating in the collision. According to
Kolmogorov-Smirnov test there is 15%, 28%, 90%, 5% and 0.2% chance for models W9R05, W9R10, W9R25, W9R50 and W9R75
respectively that the deviations in the distributions from the theoretical curve are random in nature. The green solid line is a cumulative
mass function in the core (Appendix A), but with the lower mass limit taken to be 15M⊙ .
Figure 7. Distribution of semi-major axes for binaries undergo-
ing a collision. Binaries with separation smaller than the sum of
their stellar radii a . 10R⊙ are contact binaries which form in
the course of the simulation.
the mass function in the cluster core at the moment of
the collision, whereas for the steeper high-mass part (above
∼ 2〈m〉core), we weight the probability distribution with the
gravitational focusing of the bullet:
N b(mb) ∝
 N c(mb), if mb < 2〈m〉core,
mbN c(mb), otherwise. (3)
We make the distinction between the enhanced cross sec-
Figure 8. Mass function of single stars that collide with binaries.
The solid line shows a cumulative distribution function computed
from a bullet mass function presented in Eq. 3
tion (high-mass end) and the geometric cross section (low-
mass tail), since we expect that for low-mass bullet stars
the collision rate is dominated by the cross section of the
encountering binary, rather than the bullet itself.
8 E. Gaburov, A. Gualandris and S. Portegies Zwart
Figure 10. Cumulative distribution of impact velocities in units
of the escape velocity of the two-body system formed by the col-
liding stars. The thick solid line corresponds to a W9R05 model,
the thick dashed line to a W9R10, the thick dotted line to a
W9R25, the thin solid line to a W9R50 and the thin dotted line
to a W9R75 model.
4 THE COLLISION GEOMETRY
In the previous sections, we demonstrated that all collisions
in a cluster’s centre occur between a binary component and
a single star. This has far reaching consequences for the en-
ergetics and angular momentum of the collision. While in a
two-body collision the outcome of the event depends only
on the impact parameter and the relative velocity at large
separation, in our simulations the situation is considerably
more complicated as one of the encountering objects is al-
ways a binary member. In this case the relative velocity at
the moment of the impact can be either significantly higher
or lower than in the idealised two-body case. Therefore, the
consequences for the evolution of the collision product may
be profound.
Fig. 9 illustrates the two extreme cases that can occur
when a bullet star collides with a star in a binary. In the
left panel we show two colliding stars that are approaching
each other at the moment of the first contact, whereas in
the right panel we show two colliding stars that are moving
in the same direction at the moment of impact, so that the
binary companion is effectively receding from the bullet star.
The consequence for the impact velocity in terms of the
escape speed of the merged object is illustrated in Fig. 10.
Here, we see that about half of the collisions occur with
a velocity smaller than the one expected for a two-body
encounter. In some extreme cases, however, the velocity at
impact can be ≃ 50% higher than in the two-body case. The
tail of lower impact velocities is completely absent in isolated
two-body unbound encounters; this latter case is somewhat
comparable to the merger of two binary components.
In Fig. 11, we present the distance between the two stel-
lar centres at the moment of impact. For all models, the
Figure 11. Cumulative distribution of pericentres. The periscen-
tres are computed assuming that two stars approach each other
on a hyperbolic trajectory such that their relative velocity at con-
tact is equal to the one observed in the simulations.
distribution of impact distance is flat and as a result the cu-
mulative distribution is a straight diagonal line. This is a di-
rect consequence of gravitational focusing, which dominates
even in these three-body encounters. The chance to have a
relatively small impact distance is comparable to the chance
of having a very large impact distance, which is against our
naive intuition that the probability of a collision ∝ R2⋆.
5 DISCUSSION AND CONCLUSIONS
We have studied the dynamics of the first stellar collision
occurring in the evolution of young star clusters by means of
high-accuracy direct N-body simulations. We have carried
out about 500 simulations of star clusters represented by
King models of different central concentration and different
size.
During the early evolution of young dense clusters, mas-
sive stars sink to the core due to dynamical friction. As a
result, the core becomes enhanced with massive stars, which
can be seen in the flattening of the core mass function for
m & 2〈m〉. Due to the steeper dependence of the binary for-
mation cross-section on stellar mass than the collision cross-
section, binary formation becomes a more likely process than
a collision. Young clusters are, in this respect, different from
globular clusters, where binary formation by three-body en-
counters is unimportant (Hut & Verbunt 1983).
Collisions occur after the formation of hard binaries in
the core of the cluster. As expected, nearly all collisions
occur in the core of the star cluster. The time of the first
collision is roughly equal to the time required for the most
massive colliding star to reach the core. While most of the
collisions occur within a timescale of 50 N-body time units
(15tcc ), we find that some of them are delayed to as much
as a few hundred N-body time units. This is due to the fact
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Figure 9. Schematic representation of the collision between a binary member and a single star. The left figure shows the case when
the two colliding stars move towards each other. In this instance, the impact velocity can exceed the escape velocity from the two body
systems formed by the colliding stars. The right figure shows the case when the two interacting stars move in the same direction. In this
case, if a collision occurs, the impact velocity can be smaller than the escape velocity.
that some of the massive stars that have reached the core are
ejected from the cluster during dynamical encounters. This
process postpones the first collision event to later times.
As for the geometry of the collision, we have found that
most of the collisions occur between the primary star of a
participating binary and a single star. The fraction of these
collisions remains constant as the size of the cluster changes,
except for the models W9R50 and W9R75 which are affected
by stellar evolution. The masses of the primary star are dis-
tributed according to the core mass function but only for
stars withMp & 10M⊙. The bullet stars, on the other hand,
are single core stars.
One of the consequences of this geometry is that the
impact velocity covers a wide range of values: from roughly
50% to 150% of the escape velocity from the two-body sys-
tem formed by the two colliding stars. On the one hand,
the low velocity tail of the impact velocity would be im-
possible if collisions were to occur between two unbound
stars; however, this situation is to some degree similar to
the merger of a binary. On the other hand, the high velocity
tail can only occur if the dispersion velocity in the system is
comparable to the escape velocity from the stellar surface.
Such high velocity collisions may result in a significant mass
loss or even destruction of a star (Freitag & Benz 2005). As
for the impact parameter, we have found that all collisions
are dominated by gravitational focusing. The distribution of
pericentre separations implies that nearly head-on collisions
are as frequent as off-axis collisions.
As the collisions occur in a binary-single stellar system,
there is a possibility that all there stars may merge. If a
single star merges with one of the binary members, the re-
sulted collision product can expand by a large factor due
to excess of thermal energy. In this case, the binary may
become unstable and merge, and this therefore results in
a triple merger. On the other hand, if the first encounter
which involves a single star and a binary companion is not
a head-on but rather grazing one, the possibly large impact
velocity may prevent the merger all together. Therefore, to
understand the fate of such systems one has to resort to
hydrodynamic simulation.
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APPENDIX A: MASS FUNCTION OF
BINARIES
In a given stellar population, it is possible to estimate the
mass function of binary stars formed by three-body encoun-
ters. Let N (m) be the mass function of single stars in the
region where binary formation takes place. Our aim here is
to estimate the mass function of binaries formed by three-
body encounters, N bin(Mp, q). We wish to express this as a
function of the mass of the primary star, Mp, which is the
most massive binary companion, and the mass ratio, q < 1,
of the secondary, which is the least massive binary compan-
ion, to the primary.
The probability to form a binary with a star of mass m1
and another star of mass m2 is proportional to the product
of probabilities to randomly draw these stars from a mass
function, N (m1)N (m2), and the cross-section for these two
stars to form a binary, Σ(m1, m2). However, to form a binary
a third star is required which carries away energy in order for
m1 and m2 to form a bound system. In the further analysis,
we assume that the mass of the third star is small compared
to m1 or m2 and, therefore, it can be neglected in the cross-
section of binary formation by three-body encounters.
Following Heggie & Hut (2003), we write the binary for-
mation cross section in the following form
Σ(m1,m2)b ∝ (m1 +m2)/v212. (A1)
Here, v12 is the relative velocity between two stars. Assum-
ing energy equipartition, we write v212 ∝ (m1+m2)/(m1m2),
and Eq. A1 takes the following form
Σb(m1, m2) ∝ m1m2. (A2)
As we have mentioned above, the mass function of the dy-
namically formed binaries is
dF ∝ dm1dm2N (m1)N (m2)Σb(m1,m2). (A3)
After the change of variables from (m1, m2) to (Mp, q =
Ms/Mp), were Mp = max(m1,m2) and Ms = min(m1,m2),
this equation takes the following form
dF
dqdMp
= Nbin(Mp, q) ∝ qM3pN (Mp)N (qMp). (A4)
It is now possible to find the distribution of Mp and of
q. The former can be obtained by integrating Eq. A4 over
all possible mass ratios
N bin(Mp) =
Z
dqN bin(Mp, q), (A5)
and the latter is the integral of Eq. A4 over all primary
masses
N bin(q) =
Z
dMpN bin(Mp, q). (A6)
We compare both Eq. A5 and Eq. A6 with the simula-
tions. Given the fact that most of the collisions occur in the
core of a star cluster (see Sect. 3.2), we assume that binaries
also form in the core. It was shown by Portegies Zwart et al.
(2007) that the mass function in the core is unchanged after
the formation of the first hard binary. Thus, we assume that
Eq. 1, which is the mass function at the moment of colli-
sion, is the mass function in the core of the star cluster at
the moment of the formation of the first hard binary, N (m).
We extract the mass function of binaries which are
formed by three-body encounters in the following way. For
each simulation, we obtain the masses of the primary and
the secondary star. Since some binaries persist for a long
period of time, we make sure that the same binary is not
used more than once. After that, we build distributions for
the masses of the primary star and the mass ratio.
We show the resulting distributions, both from the sim-
ulations and from our semi-analytical estimates, in Fig. A1.
It may be noted that models W9R50 and W9R75 lack mas-
sive stars. This is the result of stellar evolution that modifies
the high-mass tail of the initial mass function. The effect is
less pronounced in the W9R50 model and is unnoticeable in
the rest of the models.
APPENDIX B: BINARY SELF-EJECTION
In this appendix, we estimate the minimal mass of a star
cluster that can yield self-ejecting binaries.
Given a star cluster of mass M and half-mass radius R,
its gravitational binding energy is
E ≃ GM
2
4R
. (B1)
For simplicity, in this analysis we consider a binary which
consists of two equal-mass stars of mass m⋆. The binding
energy of such a binary of semi-major axis a is
Eb ≃ Gm
2
⋆
2a
. (B2)
In order to prevent a star cluster from collapse, the binary
should be able to generate enough heat. In this case, we
assume that the binding energy of the binary should be equal
to the binding energy of the cluster. Combining Eq. B1 and
Eq. B2, we show that this occurs when the semi-major axis
of the binary is
aeq ≃ 2R
“ m⋆
M
”2
. (B3)
If a single stars with massMs star were to interact with
such a binary, it would be ejected with a velocity of the
order of the orbital velocity of the members of the binary,
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Figure A1. Primary mass (left) and mass ratio (right) distribution for dynamically formed binaries. The mass distributions of primary
stars for W9R05, W9R10 and W9R25 models are consistent with a single distribution function better than at 30% level. The source of
the discrepancy in the high-mass end of the mass function is due to the effects of stellar evolution on the initial mass function.
v2orb ≃ Gm⋆/aeq. In order to conserve linear momentum, the
binary itself would recoil with velocity
vrec =
ms
2m⋆
vorb. (B4)
Here, we assume that the mass of the low-mass star is equal
to the mean stellar mass in the core, 〈mc〉.
We estimate the escape velocity from the cluster in the
following way
v2esc ≃ 2GMR . (B5)
Combining Eq. B4 and Eq. B5, we express the condition
vrec > vesc as a condition on the minimal mass of the cluster
which can yield ejected binary stars
M & 16
m3⋆
m2s
≈ 2 · 104
„
m⋆
50M⊙
«3„
ms
10M⊙
«−2
M⊙. (B6)
