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ABSTRACT
Recent years have seen a huge increase in the amount of genomic DNA
being sequenced from a wide variety of organisms, giving us an un-
precedented insight into the molecular diversity seen in nature. As a
result a host of methods have been developed, both experimental and
computational, to understand the functional significance of such diver-
sity and how it relates to organismal and environmental complexity.
In this thesis I use comparative approaches to explore two areas of
molecular biology where there is evidence for large amounts of tran-
script diversity. Firstly, I explore the unprecedented view of microbial
sequence diversity offered by metagenomic sequencing projects, using
sequence similarity and adapted genomic context methods to quantify
the amount of functional novelty in these samples. Secondly, I look
at the transcript diversity generated by alternative splicing. I develop
methods to detect and visualise alternative splicing events and apply
these to the detection of conserved alternative splicing events.
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1TRANSCRIPT DIVERS ITY AND FUNCTIONAL
COMPLEX ITY
1.1 introduction
Anything found to be true of E. coli must also be true of elephants.
— Jaques Monod, 1954
Monod’s famous phrase sums up his belief that the mechanisms re-
sponsible for functional complexity are fundamentally the same for
all organisms, from simple unicellular prokaryotes to elaborate mul-
ticellular eukaryotes. This statement was made following Monod’s
discovery, along with Francois Jacob, of the lac operon, the regula-
tory module responsible for the transport and metabolism of lactose
in E. coli (Jacob and Monod, 1961). With only a few components this
module provides simple regulatory logic, the operon is activated in
response to the presence of lactose, but only if glucose is absent. In
the decades following this discovery increasingly complex functional
modules have been characterised in a range of organisms, from the
module that switches between lytic and lysogenic states of the bacterio-
phage lambda (Herskowitz and Hagen, 1980), to modules responsible
for complex interaction with the environment such as bacterial chemo-
taxis (Baker et al., 2006), and even modules with complex spatial and
temporal features such as developmental patterning (Reeves et al.,
2006).
The understanding of progressively more complicated functional
modules has been facilitated by advances in technology, allowing us
to identify the components of these modules and the functional in-
teractions between them. For example advances in DNA sequencing
(Shendure et al., 2004) have made the sequencing of whole genomes
cheaper and faster, providing the basis for a complete list of genes, tran-
scripts and proteins for these functional modules. In parallel, advances
in technologies such as oligonucleotide microarrays, high-throughput
complex affinity purification and mass spectrometry have allowed us
to pick apart the regulatory interactions between these components.
However, in contrast to genome sequencing, these technologies have
only been applied to a handful of organisms and even then only to
a fraction of the genes within. For instance, it is estimated that only
25-31% of human proteins are covered by predicted or experimentally
determined structures (Xie and Bourne, 2005), and only 10% of the
human interactome has been observed (Hart et al., 2006). The result
is that for many organisms genes can be identified, but there is little
experimental evidence describing the complexity with which they func-
tion together. In such cases where there is a large disparity between the
amounts of experimental and genomic data, comparative approaches
can be used in a variety of ways to infer both the functions of genes and
their interactions (von Mering et al., 2003b). The goal of this thesis is to
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apply comparative methods to two different contexts where transcript
diversity is high and direct experimental evidence is low.
The study of microbes was one of the first areas to benefit from
breakthroughs in DNA sequencing technologies. Since the sequencing
of Haemophilus influenzae in 1995 (Fleischmann et al., 1995) hundreds
of microbial genomes have been sequenced. The wealth of molecular
diversity uncovered by these sequencing projects has overturned many
preconceptions and provided the basis for insights in many disparate
fields (Fraser-Liggett, 2005). However, this diversity is likely to be a tiny
fraction of the total. Historically genome sequencing was an expensive
process, meaning that microbes of medical or industrial importance
were sequenced first, with 40% of bacterical genome sequences belong-
ing to human pathogens (Fraser-Liggett, 2005). However this bias pales
in comparison to the effect that the inability to culture microbes has
had on our view of the molecular diversity of the microbial world.
Traditional sequencing methods required large amounts of starting
material to create libraries, meaning that only species that could be
cultured in laboratory conditions were sequenced (Tringe and Rubin,
2005). Given that it is estimated that only 1% of all prokaryotic species
can be cultured (Torsvik and Øvreås, 2002), it seems that our view of the
microbial world is limited. Indeed of the 52 bacterial phyla identified
by 16S rRNA sequences, only half are represented by cultured species
(Riesenfeld et al., 2004). In the past few years, aided by the increasing
speed and decreasing cost of DNA sequencing, it has become possi-
ble to sequence naturally occurring microbial populations to a level
where partial assembly is possible, giving us an unprecedented view
of prokaryotic sequence diversity. In Chapter 2 I explore this diversity,
assessing the level of functional novelty available in these datasets and
adapting gene context methods to assign function to completely novel
genes.
Monod’s opening quote asserts that despite the obvious differences in
organismal complexity between prokaryotes and eukaryotes, the same
molecular processes are at work in both. This assertion has been largely
borne out by the decades of research that have followed, however it
has left researchers struggling to determine which of the differences
at the molecular level are responsible for differences in organismal
complexity. Part of the problem is due to the difficulty in quantifying
biological complexity (Adami, 2002), however intuitively it should be
some combination of the number of components in the system and
the structure and dynamics of the interactions between them. In this
sense alternative splicing, the mechanism by which the same primary
transcript can yield different mature forms, could represent an impor-
tant mechanism in the generation of biological complexity as it both
increases the number of components and provides an extra regulatory
step in gene expression. The first study to assess the importance of the
first aspect, the ability to expand the transcriptome, found that it didn’t
seem to be related to organismal complexity (Brett et al., 2002). While
this finding remains controversial (Kim et al., 2004; Harrington et al.,
2004; Kim et al., 2007), none of the subsequent studies have looked in
gene-level detail at the conservation of alternative splicing. In Chapter 3
I present a tool to that detects and visualises alternative transcription
events and use it to detect conserved alternative splicing events.
2MICROBIAL TRANSCRIPT DIVERS ITY
2.1 introduction
1 Recent years have seen an explosion in the amount of shotgun se-
quence data gathered from diverse natural environments. Since 2004,
almost 2 billion base pairs resulting from published large-scale metage-
nomics sequencing projects have been deposited (as of January of 2007
(Tyson et al., 2004; Venter et al., 2004; Hallam et al., 2004; Tringe et al.,
2005; DeLong et al., 2006; Gill et al., 2006; Martín et al., 2006; Turnbaugh
et al., 2006)), eclipsing the entire 764 Mbp of previously sequenced mi-
crobial genomes (Pruitt et al., 2007) (Figure 2.1). However, true potential
for these data lies not only in their sheer volume but also the novel
view it gives of microbial communities. Part of this novelty is due to the
fact that the sequences produced by these projects are unbiased with
respect to culturability, providing an insight into the estimated 99%
of species that cannot be sequenced by traditional methods (Torsvik
and Øvreås, 2002). However the most exciting insights from this data
come from the novel views they give of the structure and functional
complexity of microbial communities. For instance, by comparing the
gut microbiomes of obese and lean mice, Turnbaugh et al. identified
metabolic pathways overrepresented in the obese mouse microbiome
that increased the potential for energy harvest from the diet (Turnbaugh
et al., 2006). However the true potential of such studies depends on the
correct functional annotation of the metagenomic ORFs. In this chapter
I will assess the level of functional annotation possible for metagenomic
ORFs using traditional sequence similarity methods and newly-adapted
gene conext methods.
Currently, the first step in characterizing an unknown sequence in-
volves comparing it to sequences or protein domains of known function
in public databases, usually using BLAST (Altschul et al., 1990) or
other homology search tools (Bork and Koonin, 1998). By applying
BLAST-based annotation methods to the Eschericia coli K12 genomes,
functions can typically be assigned to approximately 80% of the gene
products (Raes et al., 2007a) (Figure 2.2). However, these similarity-
based methods work best in organisms like Eschericia coli K12, where
there are many genome sequences available for relatively closely related,
well-characterized species. At the lower end of the scale lie Archae-
bacteria, where there are few full genome sequences and relatively
little experimental data, as shown by the fact that less than 40% of
the genes of Aeropyrum pernix can be characterized by homology-based
methods (Figure 2.2). At the other end of the scale lie the symbionts
and pathogens with their vastly reduced genomes, such as Wiggleswor-
thia glossinidia, with over 90% of genes functionally characterized by
homology. For the average fully sequenced bacterial genome, however,
1 Material from this chapter has appeared previously in Harrington, Singh, Doerks, Letunic,
von Mering, Jensen, Raes, and Bork (2007) and Raes, Harrington, Singh, and Bork (2007a)
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homology-based methods can provide a broad functional characteriza-
tion for ∼73% of genes (Figure 2.2).
Such homology-based methods are subject to several limitations, the
most obvious being that they can only assign function to an ORF if
it displays significant homology to a previously characterized gene.
Moreover, these predictions are susceptible to database propagation
errors, which have been estimated to affect 13% of sequences (Brenner,
1999). To complement homology-based function prediction, particularly
in prokaryotes, additional information from genomic neighborhood
(Dandekar et al., 1998; Overbeek et al., 1999), phylogenetic profiles
(Pellegrini et al., 1999), gene co-expression (Marcotte et al., 1999), and
gene fusion (Marcotte et al., 1999; Enright et al., 1999) has been utilized
and combined (Marcotte et al., 1999; von Mering et al., 2005). These
data provide evidence for functional interactions between genes, giving
biochemical context and even allowing the characterization of genes
for which homology-based methods fail. When these data are added
to the homology-based annotation described above, the proportion of
genes in the average prokayote that can be functionally characterized
rises to almost 85%. As yet, however, only the exploitation of genomic
neighborhood (including gene fusions) is feasible in the context of
metagenomic shotgun data.
In the first large-scale shotgun metagenomics projects from four
diverse and complex environments (tropical surface water from the
Sargasso Sea near Bermuda (Venter et al., 2004) , farm soil from Min-
nesota (Tringe et al., 2005), an acidophilic biofilm from an iron ore
mine in northern California (Tyson et al., 2004), and three samples from
"whale fall" carcasses on the deep Pacific and Antarctic ocean floor
(Tringe et al., 2005)), functions have been predicted based on sequence
similarity for only 27% to 48% of the 1.4 million genes in the different
samples (Table A.2). This implies that for the majority of proteins in
the environment, functions remain unknown and no attempt has yet
been made to discover novel functionality. Furthermore, for each project
different methods, parameters and even definitions of function were
used, which are often not easily accessible to the community, making
a comparison of the different samples difficult. To be able to compre-
hensively predict functions from various metagenomics samples and to
get a consistent overview of function in different environments, we de-
veloped a sensitive prediction protocol that complements BLAST- and
domain-based function predictions with newly developed and adapted
gene neighborhood methods. Applying this protocol to the samples
revealed a considerable predictive power, indicating that function can
be inferred for most of the genes on earth; yet the majority of functions
appear to reside in numerous rare, small protein families that remain
largely unexplored.
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Figure 2.1. Number of ORFs generated by genome sequencing projects (red:
bacteria, orange: eukaryotic) and metagenomics projects (light green:
microbial, dark green: viral). Data were taken from the GOLD
database
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Figure 2.2. Assessment of novelty in fully sequenced genomes by compu-
tational methods. Our knowledge of function space is unevenly
spread across the tree of life. The 338 prokaryotic genomes in the
STRING database (version 7) were classified according to the pro-
portion of proteins for which some inference of function is possible
using three different criteria. Using simple homology, we considered
functional inference possible for a protein if it can be mapped to a
KEGG pathway, a characterized COG or UniRef90 cluster. We then
added neighborhood evidence with a score greater than 0.7 from the
STRING database to infer function for those proteins in the same
neighborhood as those characterized by homology. Similarly, we
added all combined evidence from STRING to infer function for the
remaining proteins.
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2.2 results and discussion
2.2.1 An operational definition of protein function.
Biological function is a fuzzy term summarizing a complex concept
applicable to different spatial scales (Bork and Koonin, 1998; Bork and
Serrano, 2005). At the molecular and cellular level, an operational frame-
work with clearly defined terms and thresholds is therefore required
when attempting to quantify protein function. To infer specific func-
tion from existing database annotations using homology, we require
similarity to an environmental ORF exceeding 60 bits, corresponding
roughly to an e-value of 10−8 in Uniref90 searches(Tringe et al., 2005).
This level of sequence similarity is rather strict in terms of homology
identification, but without further analysis may be insufficient to distin-
guish between paralogs and orthologs, thus not capturing all functional
features such as enzyme substrate specificity. It is, however, sufficient
to capture basic functionality. To assess the sensitivity of our method
to different values of this threshold, analyses were also carried out
at 40- and 80-bit cutoffs. The results of these analyses, which show
minor difference to those produced with a 60-bit cutoff, described in
Section 2.3.
We used a hierarchical classification scheme, favoring manual anno-
tation, to divide environmental ORFs and, for comparison, 124 prokary-
otic proteomes into four categories based on the level of functional
annotation possible: (i) those with strong similarity to, or in the ge-
nomic neighborhood of, a gene with specific functional annotation; (ii)
those with strong similarity to genes with non-specific functional in-
formation, weak but significant similarity to genes with any functional
annotation, or in the genomic neighborhood of either of these; (iii) those
with strong similarity to, or in the genomic neighborhood of, a gene
of unknown function; (iv) those with neither similarity to sequences in
annotated databases nor significant genomic neighborhood (Figure 2.3).
We used sequence similarity to infer functional information from
the KEGG (Kanehisa et al., 2004), COG (Tatusov et al., 2003), UniRef90
(Wu et al., 2006), SMART (Letunic et al., 2006) and Pfam (Bateman
et al., 2004) databases (see Methods for parameter choices, benchmarks
and definitions of functional annotation). We utilized gene neighbor-
hood evidence from the STRING database (von Mering et al., 2005)
and adapted existing gene neighborhood function prediction methods,
based on intergenic distance and evolutionary conservation, for use
in fragmented shotgun metagenomics data. First, we exploited the
fact that intergenic distances tend to be shorter between genes of the
same operon than between operons (Salgado et al., 2000). Although
several operon prediction methods have been introduced that are based
solely on intergenic distances (Price et al., 2005; Salgado et al., 2000;
Okuda et al., 2006; Yan and Moult, 2006), they are either species-specific,
trained with experimentally verified transcript information (Salgado
et al., 2000), and/or require the context of a complete genome. Here
we calibrated directly on each sample to establish the likelihood of
being functionally associated given a positional distance within a read.
Second, we utilized the fact that neighboring ORFs are more likely to
be functionally associated if they are conserved over long evolutionary
2.2 results and discussion 7
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Figure 2.3. Using homology to genes in the KEGG, COG and UniRef90
databases, ORFs were divided into four categories based on the
level of functional annotation possible: (i) specific functional anno-
tation: ORFs similar to genes with specific functional information;
(ii) non-specific functional annotation: ORFs similar to genes that
have been characterized at a general level or low similarity; (iii) no
functional annotation but member of an existing family: ORFs with
homologs in one of the databases but no functional information
(e.g. ’conserved hypothetical’); (iv) singletons: ORFs that have no
significant similarity to known sequences. ORFs containing domains
from the SMART and Pfam A databases were upgraded to having
non-specific annotation where applicable. Finally genomic neigh-
borhood methods were used to infer functional links between ORFs
and upgrade the functional annotation accordingly.
distances (Dandekar et al., 1998; Overbeek et al., 1999; Korbel et al.,
2004). We recorded multiple occurrences of neighboring genes, mea-
sured the sequence similarity of the respective neighborhoods to each
other and derived a metric based on evolutionary distance. We then
combined these measures for intergenic and evolutionary distance to
predict functional relationships between genes in the metagenomic data
(see Methods).
2.2.2 Consistent functional characterization of ORFs in four environmental
datasets.
By combining homology searches and neighborhood methods, we were
able to infer specific functional information for 76% of the 1.4 million
predicted environmental ORFs and a more general level of functional in-
formation for a further 7% (dark and light green segments respectively
of the outermost ring in Figure 2.4). Using sequence similarity alone,
a specific function can be inferred for almost two-thirds (65%) of the
ORFs, and a general function for another 13% (inner circle Figure 2.4).
Neighborhood-based methods provide functional information for 30%
of the ORFs (green segments in middle ring Figure 2.4), complementing
similarity-based molecular characterizations with functional interac-
tions. They also provide functional information for almost a quarter
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of the ORFs (75,448) where homology-based methods fail. This 30%
of neighborhood-based predictions is considerably lower than the 56%
achieved when the same methods are applied to the 124 prokaryotic
genomes. However, only 47% of the ORFs in the metagenomic datasets
have a neighbor in the same transcription direction, as compared to 88%
in completely sequenced genomes (Table A.3), which implies that the
predictive power of neighborhood methods is comparable in genomes
and metagenomes. Indeed, the combined methods perform almost
equally well in metagenomes (83% functional characterization) as in
fully sequenced genomes (86%). Moreover, the metagenomic ORFs that
cannot be characterized by similarity are significantly shorter than those
that can (Figure A.32). Some of these may be fragmented ORFs that
are too short to assign significant similarity; others may have resulted
from erroneous ORF predictions. The latter would imply that the true
fraction of gene products for which functions can be predicted is even
higher. In either case the quality of predictions should improve in
the future as sequence coverage is likely to increase in metagenomics
projects allowing more reads to be assembled into longer contigs.
In the original reports of the metagenomics datasets, specific func-
tions were assigned to 27% of the predicted gene products (Tyson et al.,
2004; Venter et al., 2004; Tringe and Rubin, 2005), indicating marked dif-
ferences in the function prediction protocols caused by various technical
issues such as the stringency of BLAST cutoffs, the choice of functional
databases, and variations in gene calling (a detailed comparison is pre-
sented in Table A.2). Since our benchmarks and manual confirmations
of parameter settings show a negligible false-positive rate (see Meth-
ods), we believe that the near doubling in functional assignments is not
caused by a looser function definition or more spurious assignments,
but is due to better utilization of existing functional information. The
latter uncovers marked trends such as over-representation at the gene,
family, or pathway level in line with earlier studies (Tringe et al., 2005)
(Table A.7). For example, we find that bacterial chemotaxis, flagellar
assembly, and type III secretion genes are 3-fold more frequent in the
genomes than the metagenomes (dominated by the surface sea water
dataset), perhaps due to the futility of bacterial motility in strong ocean
currents. On the other hand, genes involved in amino acid metabolism,
as well as in the biosynthesis of nucleotides, carbohydrates, and lipids
are significantly under-represented in the genomes as compared to the
metagenomes, perhaps due to the bias towards sequencing obligate
pathogens, which tend to acquire these compounds from their hosts.
2.2.3 Comparison of environmental samples.
Among the four environments, the fraction of functional assignments
differs considerably as it does between organisms (Figure 2.4, Fig-
ure 2.10, Figure 2.9). In the surface sea water, specific functions are
inferable for 82% of ORFs (dark green sections in Figure 2.4); the cor-
responding fraction in whale fall is 66%, and in soil only 53%. These
differences can be partially attributed to inherent differences in the
sequence data: for example, the individual read length of the sea water
data is longer than in soil (818bp vs. 673bp after quality filtering (Venter
2.2 results and discussion 9
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et al., 2004; Tringe and Rubin, 2005)) and 60% of the sea water reads can
be assembled into longer contigs compared to less than 1% in soil (Raes
et al., 2007b). Also, environments have been previously characterized
to different degrees, and for some environments complete genome se-
quences are available that closely resemble those from the environment
(e.g. SAR11 as a frequent ocean bacterium (Giovannoni et al., 2005)).
This not only means more gene context in a certain environment, but
also more BLAST assignments for short fragmented ORFs and hence
more reliable gene predictions. Finally, a major fraction of the acid mine
sample is comprised of Archaea, which are generally less functionally
characterized than bacteria, thus lowering our functional understanding
of the sample. Nevertheless, we believe that most differences between
the environments are caused by multiple effects linked to genuine di-
versity in phylogeny and lifestyle. For example, genomes of species in
the sea water samples are smaller than in soil, with a higher fraction
of essential, well-characterized genes (Raes et al., 2007b), but they also
evolve faster (von Mering et al., 2007) which should make homology
searches less sensitive. Farm soil might supply the most stressors to
microbial life due to its high population density, microhabitats, physical
and systemic perturbations (e.g. temperature, nutrient availability, and
pH) (Torsvik and Øvreås, 2002), leading to a broad repertoire of stress-
response phenotypes with hitherto uncharacterized functions. Similarly,
the unusual ecological niche created by a deep-sea whale carcass, with
its extreme conditions of darkness, cold, and high pressure, lead to
highly specialized microbial adaptations such as barotolerance and
temperature-induced lipid fluidity (Yayanos, 1995) that do not resemble
those in other environments or genomes.
2.2.4 Predicting functional novelty: in depth analysis of two neighborhood-
based findings.
Whereas homology-based methods require additional analysis to iden-
tify novel functions (e.g. via novel subgroups in a characterized se-
quence family), neighborhood methods can directly provide novel
functional associations. Novelty can be obtained either by (i) seeing un-
expected functional coupling of known genes or (ii) assigning unknown
genes to known processes. The first is evident in the fact that there are as
many as 5,851 pairs of neighboring COGs unique to metagenomes, even
though these COGs occur individually in the 124 prokaryotic genomes,
implying many novel functional interactions. These frequently include
enzymes involved in amino acid biosynthesis with novel links to numer-
ous protein degradation and regulatory proteins, probably reflecting
the different nutritional constraints (Table A.8). The second can be seen
in the 75,448 ORFs (5% of the total) that are solely characterized by
neighborhood. Here we provide detailed functional annotation for two
families: a previously uncharacterized gene family associated with a
well-known pathway (heme biosynthesis) and a new transcription factor
that potentially regulates the coupling of two opposing processes (fatty
acid biosynthesis and degradation). These and other functional predic-
tions, including novel annotations for nearly half a million proteins, are
available online (http://www.bork.embl.de/Docu/harrington).
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Neighborhood information can help characterize a gene family if
members of that gene family occur next to different genes belonging
to the same pathway in different species. Using such a query, we dis-
covered members of a large uncharacterized gene family (COG1981),
with several hundred ORFs in the surface sea water and whale fall sam-
ples, adjacent to various enzymes from the well-studied heme biosyn-
thesis pathway (Figure 2.5a). Heme feeds into the synthesis of both
cytochromes and chlorophyll and thus plays a key role in enzymatic
reactions, energy production, and metabolic regulation (Michal, 1999).
In addition, it functions as a prosthetic group to proteins involved in
bacterial stress response, oxidative damage, and virulence (Frankenberg
et al., 2003). Sequence analysis of the uncharacterized family reveals
that it comprises hydrophobic, putative membrane-associated proteins
that are unlikely to have enzymatic functions. They might thus be impli-
cated as scaffolding proteins in tethering the pathway to the membrane
and/or enabling sufficient substrate fluxes.
Whereas the heme-associated gene family had previously been ob-
served in fully sequenced genomes, another family of 20 members was
found exclusively in the surface sea water samples using our clustering
procedure (see Methods). Even though no homology could be found
using our automated methods, detailed analysis revealed weak but
significant similarity to a family of helix-turn-helix (HTH)-transcription
factors. An examination of its neighboring genes implies that this family
is found in a variety of species, the most closely related being Acti-
nobacteria. As the genes are on various contigs with differing gene
orders, we could assign it to an entire operon that additionally contains
three downstream genes consistently occurring in the same orientation.
The first downstream gene of unknown function (NOG05011) has been
observed in completely sequenced genomes; in depth sequence and
secondary structure analyses suggest an enzymatic function (data not
shown). The second and third genes of this potential operon (COG1024,
COG1960) catalyze successive steps of the beta-oxidation of fatty acids
(usually involved in degradation) (Yang et al., 1991; Michal, 1999). In-
terestingly, this invariant operon, apparently controlled by the newly
predicted transcriptional regulator, frequently occurs downstream of
various genes involved in fatty acids biosynthesis (Figure 2.5b). Thus,
context-based methods predict a coupling between fatty acid degra-
dation and biosynthesis, whereby the novel gene might provide the
regulation of this link. It is intriguing to speculate that this coupling
of two antagonistic processes is an adaptation to repeatedly changing
environmental conditions. For instance, strongly regulated circadian
rhythms are followed by several marine bacteria (Lakin-Thomas and
Brody, 2004). These bacteria actively migrate to different depths in
a periodic fashion to balance the efficient usage of light for energy
against the danger of DNA-damage (Alexandre et al., 2004; Bebout and
Garcia-Pichel, 1995). Energy storage during the light-dependent phase
by biosynthesis of fatty acid and energy release in the light-independent
phase could thus be a regulated switch during locomotion from light
to dark and vice versa.
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Figure 2.5. Prediction of function in previously uncharacterized gene families
using genomic neighborhood. Whereas homology-based approaches
quantify the known functions, neighborhood approaches reveal func-
tional novelty, even in conjunction with well-known processes. (a)
A putative transmembrane protein belonging to an uncharacter-
ized COG (COG1981 shown in red) that consistently co-occurs with
members of the well-characterized heme biosynthesis pathway (col-
ored blue). The putative membrane-associated protein occurs on
174 distinct contigs in the surface sea water and whale fall datasets
that can be grouped into at least 15 unique operon arrangements,
strongly suggesting a role in this process. (b) A predicted putative
regulator, shown in red, that links fatty acid biosynthesis (upstream,
colored green) with fatty acid degradation (downstream, colored
blue), a functional link not seen in fully sequenced genomes. The
regulator appears on 20 distinct contigs in the sea water, of which
there are at least five unique operon arrangements.
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2.3 materials and methods
2.3.1 Sequence data
We analyzed published microbial shotgun sequence data from four
environmental samples, totaling 1,438,944 genes: 1,086,400 genes from
tropical surface water from the Sargasso Sea (Venter et al., 2004), 183,586
genes from farm soil from Minnesota (Tringe et al., 2005), 122,146 genes
from isolated whale fall carcasses (Tringe et al., 2005), and 46,862 genes
from an acidophilic biofilm from an iron ore mine (Tyson et al., 2004) .
In parallel, we analyzed 344,619 genes from 124 prokaryotic genomes
from the STRING database (von Mering et al., 2005) (Table A.9).
2.3.2 Function prediction using sequence similarity.
Each dataset was BLASTed against itself and each of the other datasets.
To functionally characterize the data we BLASTed each dataset against
proteins from the STRING database (v6) and the UniRef90 database
(downloaded 29March 2006). The parameters used for each search are ’-
p blastp -M BLOSUM62 -G 11 -E 1 -z 10000000 -Y 10000000 -v 300 -b 300’.
To assess the sensitivity of our method to different cutoffs we carried
out all analyses using 40, 60 and 80 bit score cutoffs, which correspond
to e-values of approximately 10−1, 10−8 and 10−14 in a BLAST against
the UniRef90 database with the above alignment parameters (except -z
and -Y). To map functionally characterized domains to metagenomic
ORFs, we scanned the HMMprofile signatures from Pfam (Bateman
et al., 2004) and SMART (Letunic et al., 2006) against the metagenomic
sequences using HMMER (http://hmmer.wustl.edu/) software and
applied the corresponding family-specific cutoffs.
To be able to intergrate functional information based on similarity
to UniRef90 clusters, we first had to divide the UniRef90 database into
characterized and uncharacterized clusters. Clusters names matching
the regular expression
1 ( hypothe t i ca l ) |(unknown) |( unassigned ) |( unc l a s s i f i ed ) |(
undetermined ) |( uncharac te r i [ zs ] ed )|
( puta t ive ) |( predic ted ) |( probable ) |( c l u s t e r r e l a t ed to UPI
. + ? ; . + s im i l a r )
were classified as functionally uncharacterized and the remaining clus-
ters were considered characterized. On this basis, 55% (1,086,355) of
the UniRef90 clusters were considered functionally characterized. It
would be extremely difficult to develop a regular expression that can
detect all functionally uninformative annotation. We therefore took a
random sample of 200 clusters and checked manually our functional
classification. From this we estimate that approximately 4% of clusters
are incorrectly classified as characterized (false positives) versus 14%
that are incorrectly classified as uncharacterized (false negatives). In
theory, any ORF that hits a characterized cluster could be considered
characterized; however, due to false positive and negative rates of the
classification method and error propagation in automatically annotated
databases (Brenner, 1999), we used a threshold to limit the effect of
spurious annotations. ORFs were considered characterized if more than
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20% of the UniRef90 clusters they hit are characterized (see Figure A.31).
To make the results comparable between the prokaryotic genomes and
the environmental datasets, we removed self-hits from the results of
the BLAST between the prokaryotic genomes and UniRef90 by exclud-
ing all 100% identical hits, unless the target cluster was composed of
sequences from more than one species.
ORFs were assigned to KEGG pathways and COGs using the method
described by Tringe et al. using a 60 bit cutoff (Tringe et al., 2005). For
the 124 prokaryotic genomes, the KEGG and COG assignments from
the STRING database were used. ORFs were also compared against
the UniRef90 database, divided into functionally characterized and
uncharacterized clusters (see Supp. Info), and annotated with domains
from the SMART and Pfam databases. These annotations were com-
bined in a hierarchical manner, favoring manually annotated databases,
placing each ORF into one of the above categories. By definition any
ORF that mapped to KEGG was considered to have a specific func-
tion assigned. Of the remaining ORFs those that mapped to a COG
were considered to have a specific function assigned with the exception
of those in functional classes ’R’ and ’S’ which were considered to
have non-specific and no function assigned respectively. The remaining
ORFs were considered to have specific functional annotation if they
had strong similarity (>60 bits) to functionally characterized UniRef90
clusters, non-specific functional annotation if they contain a domain
from the SMART or Pfam A database or have remote homology (>40
bits) to functionally characterized UniRef90 clusters. All other ORFs
were considered to have no function assigned, those with similarity
to uncharacterized UniRef90 clusters were considered to be part of a
family and the rest singletons. This was repeated with cutoffs of 40
and 80 bits (the cutoff for remote homology remaining 40 bits). As seen
can be seen from Figure 2.6, varying this cutoff doesn’t greatly affect
the overal number of ORFs that have some functional information, but
does affect the balance between those with specific and non-specific
functional annotation.
Any attempt to automatically provide functional annotation for a
large dataset is prone to a range of potential errors (Iliopoulos et al.,
2003). To test the sensitivity of our homology-based classification
method to such errors, we took a random sample of 100 ORFs and
carried out a detailed manual analysis, based on which we estimate
that the overall false positive rate is 5% and the false negative rate is
18%.
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Figure 2.6. Similarity-based functional annotation of 4 metagenomic datasets at
3 different bitscore cutoffs. The smaller pie charts show the amount
of functional characterization possible using each of the sources of
functional annotation individually while the large pie chart shows
the combination of these acording to the procedure described in
the methods. Note that the bitscore cutoff only applies to the COG,
KEGG and UniRef90 mappings, and remote homology is the same
as the UniRef mapping with a 40 bit cutoff
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2.3.3 Function prediction using genomic neighborhood.
Using the contig positions of the ORFs in each dataset, we constructed
a list of pairwise neighborhoods. For this analysis we only considered
codirectionally transcribed genes. The difficulty involved in predicting
translation initiation sites has led to the prediction of a large number
of overlapping genes (Suzek et al., 2001) in both the fully sequenced
genomes and the metagenomic data. Some of these genes are in the
same phase and therefore likely to be artifacts of the gene prediction
process; however, there are also many ORFs with long overlaps. While
some of these may represent real overlaps, manual inspection revealed
that many are likely to be mispredictions. To reduce the effect that these
might have on our analysis, where two genes overlapped by more than
100nt or overlapped in the same phase, we removed the shorter gene
from the analysis. The 124 prokaryotic genomes used in this analysis
(Table A.9) were chosen to have relatively few large overlaps.
To investigate the conservation of neighborhoods, we constructed a
graph for each set of homologous neighborhoods for the metagenomic
datasets at each of the three bitscore cutoffs (40, 60 and 80) and for
the 124 prokaryotic genomes at a single 60-bit cutoff. An edge was
placed between two neighborhoods if there were BLAST hits > the
cutoff between both pairs of genes. This graph was then used to con-
struct clusters of neighborhoods representing a conserved gene pair.
To measure the level of conservation of a given gene pair, we adapted
a method developed to weight sequences for multiple sequence align-
ment (Gerstein et al., 1994). For each neighborhood cluster, a distance
matrix was constructed where the distance between two neighborhoods
was calculated as 1 − the average identity between the genes in each
neighborhood. This matrix was then used to construct a UPGMA tree
using the biopython treecluster algorithm, and then subjected to the
algorithm described in Gerstein et al. to produce a series of weights for
each neighborhood in the cluster. The evolutionary distance for this
cluster was taken to be the sum of the unnormalized weights. This
score has the property that it will be low for small clusters of closely re-
lated sequences and large for clusters with distantly related sequences.
This data is plotted on the y-axis of rows A,B and C of Figure 2.7,
Figure A.34, Figure A.33, Figure A.35 and Figure 2.8.
For each of the metagenomics datasets at each bitscore cutoff (40,
60, 80) and each individual prokaryotic genome (60 bit cutoff), we
constructed a benchmark dataset of the neighborhoods where both
members have a KEGG mapping. Using these neighborhoods, we con-
structed a two-dimensional histogram, the first dimension being in-
tergenic distance (nucleotides) and the second evolutionary distance
(conservation score described above). For each bin in this histogram, we
measured the fraction of neighborhoods that map to the same KEGG
pathway, which can be interpreted as p, the probability that a pair
of genes are functionally related. It is possible that the difficulties in
predicting genes in metagenomic datasets can lead to split genes that
could cause our method to overestimate the value of p. Therefore we
removed neighborhoods where both genes map to the same COG. This
data is shown in row B of Figure 2.7, Figure A.34, Figure A.33, Fig-
ure A.35 and Figure 2.8. We also applied this method to individual
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Figure 2.7. Neighborhood method applied to Surface Sea Water data at 3
different bitscore cutoffs. Each column shows the method applied
at a different bitscore cutoff, affecting the detection of conserved
neighborhoods and the stringency of the KEGG mapping used for
the benchmark dataset. Row A shows a 2-dimensional histogram of
the all the codirectionally transcribed neighborhoods in the dataset,
binned on the x-axis by intergenic distance and on the y-axis by
evolutionary distance (see Supp Info for full description). Row B
shows the benchmark data, at each intergenic and evolutionary
distance p (the proportion of neighborhoods where both genes are
functionally related) is shown. Row C shows the interpolation of the
data in row B. Row D shows the proportion of neighborhoods with
p greater than the cutoff on the x-axis using the predictions from the
interpolation in row C. The same plots for the other environments
are shown in Figure A.34, Figure A.33, Figure A.35 andFigure 2.8.
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Figure 2.8. Neighborhood method applied to four different prokaryotic
species.Row A shows a 2-dimensional histogram of the all the
codirectionally transcribed neighborhoods in the dataset, binned
on the x-axis by intergenic distance and on the y-axis by evolution-
ary distance (see Supp Info for full description). Row B shows the
benchmark data, at each intergenic and evolutionary distance p (the
proportion of neighborhoods where both genes are functionally re-
lated) is shown. Row C shows the interpolation of the data in row B.
Row D shows the proportion of neighborhoods with p greater than
the cutoff on the x-axis using the predictions from the interpolation
in row C. Note that for clarity the axes limits are the same for all
graphs, however due to the different genome architecture and levels
of neighborhood conservation available for individual species the
benchmark data may not extend over the full range, causing the
blocked appearance of the interpolation in row C. The different
genome architectures influence the relationship between intergenic
and evoltionary distance and p
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organisms (Figure 2.8,Figure 2.9 and Table A.5) to assess the effect of
species-specific genome architectures on the method. It is clear that
the relationship between intergenic and evolutionary distance and p is
highly species-specific.
Figure 2.9. Results of the homology and neighborhood methods applied to four
representative prokaryotic species
Next, we used the relationship between intergenic and evolutionary
distance and p determined for the benchmark set to predict functional
relationships for all neighborhoods. Given the sparse nature of the data,
it was necessary to first interpolate the relationship over the range of
values for intergenic and evolutionary distance. Since we expect differ-
ent evolutionary pressures to be acting on negatively overlapping genes,
we interpolated positive and negatively overlapping neighborhoods
separately. A weighted 2-dimensional loess interpolation was carried
out using the interp.loess function of the tgp package in R. Due to the
sparsity of the data, we first log transformed both the evolutionary and
intergenic distances before performing the interpolation. Each point
was weighted by the number of neighborhoods contributing to that
data point. Grid lengths of 1000 and 500 we used for the positive and
negative overlaps respectively. A span parameter of 0.5 was chosen
after considering a range of values. The vast majority of p values ex-
ceed the random expectation (16%, the probability that a random pair
of genes map to the same KEGG pathway). To ensure that we were
dealing with high quality predictions, however, we only considered
a pair of genes to be functionally linked if the p value was greater
than 0.4 (in a previous study (von Mering et al., 2003a) this was found
to have an accuracy approaching 70% at the level of functional mod-
ules). In addition to utilising the neighborhood data availible within
the metagenomic datasets we also integrated information from the
STRING database. Genes that map to orthologous groups with no or
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Figure 2.10. A comparison of the homology and neighborhood methods applied
to the metagenomic datasets across 3 different bitscore cutoffs. For
more a detailed look at the effect of the bitscore cutoff on homology-
based methods see Figure 2.6 and for neighborhood methods see
Figure 2.7,Figure A.34, Figure A.33 and Figure A.35
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non-specific functional annotation were upgraded if that orthologous
group was linked to a functionally characterized orthologous group by
a significant neighborhood score (>2) in the STRING database.
2.3.4 Identification of over/under-represented KEGG maps
To identify biological processes that are significantly over- or under-
represented in the environmental samples relative to the fully se-
quenced prokaryotic genomes, we counted the number of proteins from
each of these to sets that could be assigned to each KEGG map. For a
given map, the statistical significance of over- or under-representation
was assessed using a two-sided Fisher’s exact test, and the resulting
p-values were corrected for multiple testing by applying the Bonferroni
correction. For the maps that display a statistically significant skew,
the absolute difference was summarized by calculating the fraction of
proteins from each set that was assigned to the KEGG map in question.
The most significant maps are displayed in Table A.7.
2.3.5 Gene family analysis.
We grouped genes from all four environmental datasets into 206,217
gene families by first constructing a single-linkage graph of an all-
against-all BLAST (60 bit cutoff), with nodes representing proteins, and
edges representing BLAST hits between proteins weighted by BLAST
bitscores. This graph was then clustered using Markov Chain Linkage
clustering with an inflation value of 1.1 (van Dongen, 2000; Enright
et al., 2002)(Table A.6).
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Figure 2.11. Dependence of functional characterization on family size.Colored
bars in this histogram of gene families binned by size represent
the proportion of families with specific functional annotation (if
>20% of the members were classified as such; green) and no spe-
cific annotation (a combination of non-specific and no functional
annotation; red). Grey bars indicate average gene family size in
that bin. Only two out of 174,124 bins containing singletons are
shown for clarity. Most large gene families have a known function
while many small families remain uncharacterized.
As more environments are explored, we expect that core protein func-
tions (for example, translational machinery) will be seen repeatedly,
and will dominate every sample. Novel, rare, and perhaps environment-
specific functions, on the other hand, might not be classifiable because
they are not yet captured by the experimental studies that underlie
most current knowledge about biological function. To reconcile our
gene-centric view of the data with a function-based one, we performed
an all-against-all similarity search of all predicted ORFs in all four envi-
ronments, clustered the results into gene families and recorded their
functional status according to our operational definition (see Figure 2.11
and Methods). We find that specific functional knowledge is indeed
heavily skewed towards large families: functionally characterized fami-
lies make up 89% of the largest families (200 or more members), while
uncharacterized ones make up 72% of the smallest families (three or less
members). Thus, although most of the proteins in the environmental
samples can be functionally characterized because they belong to well-
studied large gene families, numerous distinct, rare functions remain to
be identified. As these are likely to be adaptations to specific environ-
mental constraints, they should have the potential for exploitation in
biotechnology and medicine. Of all the families (including singletons),
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functions can be assigned for only 32%, but this fraction contains 85%
of all the proteins studied here. If singletons are disregarded, the frac-
tion of characterizable proteins in the complex environments studied
increases further, from 72% to 79%. Although these remain qualitative
assignments of low resolution (i.e. substrate specificity or cellular roles
are often not specified), even general molecular classifications such as
’dehydrogenase’ imply some basic functional understanding and more
than a quarter of these are further complemented by associations to
other genes predicted by the neighborhood method.
Despite this remarkably high coverage, our functional knowledge
about the proteins on earth can be further increased by deeper sequenc-
ing that generates longer assemblies and less fragmented ORFs. This
should improve gene predictions and reduce the number of unchar-
acterized singletons that are skewed towards short ORFs. Moreover,
longer contigs would allow the application of indirect neighborhood
methods (that is, operon membership) increasing the functional context
available for each gene. This context can be further increased by using
methods to place these contigs into phylogenetic bins, which can give
some clues to the partioning of functions among organisms. Such meth-
ods, albeit applied to a simpler system than the metagenomic samples
described here, uncovered the metabolic interactions underlying the
symbiosis between the gutless worm Olavius algarvensis and its four
bacterial endosymbionts (Woyke et al., 2006).
This huge potential in functionally characterizing the vast majority of
proteins in current and upcoming complex samples calls for strategies
to capture functional novelty, for example by experimental procedures
that enrich in those many small and rare families of unknown functions,
analogous to normalizations of EST libraries introduced in the early
’90s (Venter et al., 2004). Coupled with systematic biochemical screens,
a census of the repertoire of protein functions on earth (at least at the
low level of resolution currently used in sequence annotation) might
thus be feasible in the very near future.

3EUKARYOTIC TRANSCRIPT DIVERS ITY
Over the various scales of the biological sciences, from the study of
single molecules to whole ecosystems, the unifying theme is the un-
derstanding of biological complexity. Despite this unity of purpose,
it has proved very difficult to connect the biological complexity seen
at these different scales due, in part, to the difficulty in defining and
measuring biological complexity (Adami, 2002). Physical definitions of
complexity tend to emphasise the dynamic aspects of complex systems,
defining complex behaviour as somewhere between periodic and ran-
dom. Biological definitions, on the other hand, have so far tended to
focus on the structure of a system, simply put, complex systems have
more components and more interactions between them.
These differing approaches to complexity are as much due to the avail-
ability of data as to any properties intrinsic to the systems themselves.
The traditional approach to studying a complex system in molecular
biology was to decompose it into its constituent components, study
each individually and finally combine the results into a coherent model.
This approach has had some notable successes, such as the lambda
phage(Herskowitz and Hagen, 1980), however tended to stress the
importance of the components (usually genes) at the expense of the
interactions. The limitations of this approach became apparent with the
publication of the human genome, with some expressing surprise at
the low gene count in humans relative to Drosophila melanogaster and
Caenorhabditis elegans (Claverie, 2001).
One of the explanations offered was that gene products and not
genes themselves were the important determinants of biological com-
plexity. Therefore alternative splicing, the mechanism by which a single
gene can generate multiple products, was proposed to be an important
contributor to the complexity of eukaryotes. This was an attractive
proposition in light of the discovery of the extraordinary transcript
diversity of the Dscam gene in Drosophila, which encodes over 38,000
different isoforms (Schmucker et al., 2000). However, the first study
to assess this proposition at a global level found no major difference
between the levels of alternative splicing between organisms of differ-
ent complexities (Brett et al., 2002). Although this finding has been
disputed (discussed below), there doesn’t seem to be a simple rela-
tionship between the amount of alternative splicing and organismal
complexity, suggesting that the total amount of alternative splicing isn’t
the major determinant of complexity. Perhaps to look for such a simple
realtionship is to repeat the mistake of emphasising the components at
expense of the dynamic interactions between them (Lareau et al., 2004).
Indeed there is growing evidence that the importance of the transcript
diversity generated by alternative splicing can only be understood in
the context of the regulatory potential it provides.
In addition to its role in creating and regulating transcript diversity
over the lifetime of an organism, there is a growing appreciation of its
role in facilitating the evolution of biological complexity (Brett et al.,
25
26 eukaryotic transcript diversity
2002; Kan et al., 2002; Modrek and Lee, 2003). By providing a nearly
neutral path to the evolution of novel biological functions, alternative
splicing is thought to play a similar role to gene duplication in the
evolution of complexity (Kopelman et al., 2005). In fact it is now thought
that such neutrally evolving characteristics might be behind much of
the biological complexity we see in eukaryotes (Lynch and Richardson,
2002).
In Section 3.1 I will review the contribution of alternative splicing to
the complexity of an organism both in terms of the transcript diversity it
generates and the potential for regulatory complexity it provides. I will
also look at alternative splicing in an evolutionary context, assessing its
impact on the evolution of functional complexity. In Section 3.2 I will
present a tool I have developed for the detection and visualisation of
alternative splicing and in Section 3.3 I apply this tool to examine the
conservation of alternative splicing across metazoans.
3.1 the contribution of alternative splicing to biological
complexity
3.1.1 Alternative Splicing and Regulatory Complexity
One of the earliest puzzles for relatively new field of gene expression
in the 1970’s was the fact that mRNAs in the nucleus of vertebrates
were much longer than their counterparts in the cytoplasm. This was
resolved when the sequence of the cytoplasmic mRNAs were compared
to the corresponding genomic sequence, revealing that parts of the
sequence, later called introns, had been removed (Berget et al., 1977;
Chow et al., 1977; Sharp, 2005). Subsequently it was found that the
process responsible, called splicing, could remove different introns
from the transcript, allowing a single gene to encode multiple products.
A summary of the basic patterns of alternative splicing is given in
Figure 3.12. These may be combined into higher order patterns such
as mutually exclusive exons, where only one of a set of neighbouring
skipped exons is included in a transcript.
The splicing reaction is remarkable for the accuracy with which
it determines the correct splice sites, even though they can be tran-
scribed several hours apart and separated by hundreds of kilobases. It
is even more remarkable that such a mechanism can maintain enough
flexibility to allow splicing at alternative sites (Query and Konarska,
2006). The importance of maintaining splicing regulation is evident
from the high proportion of hereditary diseases that are caused by
mutations near splice sites (Krawczak et al., 1992; López-Bigas et al.,
2005) and from a recent study showing that overexpression of the
splicing factor SF2/ASF can lead to oncogenesis (Karni et al., 2007).
The macromolecular complex responsible for maintaining fidelity and
regulating alternative splicing is called the spliceosome. In humans it
is composed of approximately 200 different proteins including both
core components, responsible for the biochemical reactions of intron
excision, and regulatory factors which maintain fidelity and mediate
alternative splicing (Jurica and Moore, 2003; Nilsen, 2003).
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Figure 3.12. Classification of alternative splicing events. While alternative splic-
ing in essence is the skipping of either a 5’or 3’ splice site, it more
useful to classify alternative splicing events based on the effect they
have on the exonic and intronic sequences that make up the mature
transcript. In each case the constitutive exons are coloured grey,
the exon and introns in the longer of the two isoforms is colored
orange, and the shorter one blue: a) alternative 3’ splice site, where
an exon contains two different 3’ splice site, only one of which is
used, b) alternative 5’ splice site, c) skipped exon, where both the
3’ and 5’ splice sites of an exon are skipped, causing it to be re-
moved from the transcript during the splicing reaction (sometimes
referred to as a cassette or cryptic exon), and d) a retained intron,
where both the splice sites of an intron are skipped, causing it to
remain in the mature transcript.
The Splicing Reaction
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SPLICEOSOME
A large complex that consists of
five splicing small nuclear
ribonucleoprotein particles as
well as numerous protein
factors. It mediates the excision
of introns from pre-messenger
RNA transcripts and ligates exon
ends to produce mature
mRNAs.
SMALL NUCLEAR
RIBONUCLEOPROTEIN PARTICLE
(snRNP). A particle that is found
in the cell nucleus and consists of
a tight complex between a short
RNA molecule (<~300
nucleotides) and one or more
proteins. SnRNPs are involved in
pre-mRNA processing and
transfer RNA biogenesis.
LARIAT
An RNA, the 5′ end of which is
joined by a phosphodiester
linkage to the 2′ hydroxyl of an
internal nucleotide, thereby
creating a lasso-shaped
molecule.
METAZOAN
Refers to all animal species that
contain multiple cells
differentiated into tissues and
organs.
INTRON BRANCH SITE
The adenosine residue near the
3′ end of an intron the 
2′ hydroxyl group of which
becomes linked to the 5′ end of
the intron during the first step of
splicing.
centres) during catalysis. Second, it is extraordinarily
flexible, as it can excise introns ofmany different lengths
and many different sequences. It is also subject to regu-
lation, giving rise to alternatively spliced products in dif-
ferent cells or at different stages of development. So, the
discovery of a second spliceosome in the mid-1990s was
completely unanticipated.
A new class of introns
The first intron sequences ever characterized revealed
highly conserved dinucleotides at the 5′ and 3′ termini
(GT and AG, respectively), which were later found to
be parts of longer consensus sequences at the 5′ splice
site and the 3′ splice site (FIG. 3). The presence of non-
consensus splice sites was first recognized by Jackson in
1991 (REF. 22), but it was not until 1994 that Hall and
Padgett23 proposed that there was a distinct minor class
of introns. They noted that four introns shared
unusual consensus sequences, and predicted that their
excision was mediated by a distinct spliceosome that
involved low-abundance snRNPs (~104 copies per cell)
of then unknown function, U11 and U12 (REF. 24).
Indeed, U11 and U12 have base-pairing potential with
the 5′ splice-site and branch-site sequences, whereas
their secondary structures mimic those of U1 and U2,
respectively (FIG. 4).
Because these new introns had AT and AC termini,
which deviates from the nearly invariant GT-AG rule,
they were named AT-AC introns.However,more exten-
sive genomic database surveys revealed that AT-AC ter-
mini are not a defining feature of minor-class
introns25–27. In fact, most minor-class introns have
canonical GT-AG termini, and, very rarely,major-class
introns have AT-AC termini26. Biochemical studies
showed that mutation of AT-AC to GT-AG termini did
not interfere with splicing by the U12-dependent path-
way. Instead,U12-dependent splicing is determined by
the longer and more tightly constrained consensus
sequences at the 5′ splice site and branch site ofminor-
class introns, as well as by the lack of a polypyrimidine
tract upstream of the 3′ splice site25,26,28. Therefore, the
more suitable ‘U12-type’ nomenclature was adopted
for this new class of introns25.
Phylogeny and organization of U12-type introns
Examples of U12-type introns are found in plants and
most of the metazoan taxa that have been examined,
including vertebrates, insects and cnidarians (jellyfish)28.
There is no evidence of these introns,or of the U12-type
spliceosome, in the genomes of simple eukaryotes such as
Saccharomyces cerevisiae, Schizosaccharomyces pombe,
Caenorhabditis elegans and protists28. A bioinformatics
search of available genomic sequences in 1998 found
a total of 60 non-redundant U12-type introns28, and a
more recent search of the draft version of the human
genome sequence found 404 (REF. 29). So, the frequency
of occurrence of U12-type introns is in the range of
0.15–0.34% relative to U2-type introns in vertebrates,
but is lower in other metazoan taxa28,29. An updated
phylogenetic distribution of U12-type introns is
shown in FIG. 5.
Splicing by the major-class spliceosome
The spliceosome is a dynamic machine that orchestrates
the sequential binding and release of numerous snRNPs
and protein factors by the formation and disruption of
RNA helices, RNA–protein and protein–protein interac-
tions,of which many require ATP hydrolysis1,7–9. It catal-
yses two trans-esterification reactions (FIG. 1). In the first
step, cleavage of the 5′ exon–intron junction occurs on
nucleophilic attack by the 2′ hydroxyl group of a con-
served adenosine residue at the INTRON BRANCH SITE,
upstream of the 3′ splice site. This generates a free 3′
hydroxyl group on the upstream exon, as well as a
branched lariat intermediate. In the second step, the
3′ intron–exon junction is attacked by the 3′ hydroxyl
of the 5′ exon, displacing a lariat intron and ligating
the exons.
For major-class introns, spliceosome assembly
(FIG. 2a) is thought to begin with the association of the
U1 and U2 snRNPs by base-pairing interactions with
conserved sequences at the 5′ splice site and intron
branch site, respectively10. The U2 branch-site duplex
‘bulges’ the adenosine residue, the 2′ hydroxyl group of
which participates in the first nucleophilic attack. The
tri-snRNP complex of U5 and the base-paired U4–U6
then stably joins the pre-spliceosome11, although there
is evidence to suggest that U5 interacts upstream of the
5′ splice site at a much earlier stage12. Next, rearrange-
ments that are promoted by ATP-hydrolysing protein
factors juxtapose the 5′ and 3′ splice sites and form the
catalytic core. Specifically, the U4–U6 duplexes
unwind13, and the U4 and U1 snRNPs are displaced,
which allows U6 to form base-pairing interactions with
the 5′ splice site14 and with a region of U2 that is near to
the U2 branch-site duplex15–18. The U5 snRNP has been
shown to base-pair with sequences in both the 5′ and 3′
exons, and is believed to position the ends of the two
exons for the second step of splicing12,14,19–21. After the
second step has been completed, the ligated exons and a
lariat intron are released, and the spliceosomal compo-
nents dissociate and are recycled for further rounds of
splicing.
Two general properties of the spliceosome are remark-
able.First, it is conserved from yeast to humans,both in its
protein make-up and in its small nuclear (sn)RNAs,which
have short, almost universally conserved sequences that
are known to be juxtaposed to the reaction centre (or
Figure 1 | Pre-mRNA splicing occurs by two sequential trans-esterification reactions.
A schematic pre-messenger RNA is shown on the left as a single intron (solid line) flanked by two
exons. The first and second steps of splicing involve nucleophilic attacks (red arrows) on the
terminal phosphodiester bonds (blue dots) by the 2′ hydroxyl of the branch-point adenosine (A)
and by the 3′ hydroxyl of the upstream exon, respectively. The ligated exons and the lariat intron
products are shown on the right.
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Figure 3.13. Intron removal is achieved by two trans-esterification reactions.
This figu e was taken from (Patel and Steitz, 2003)
The basic biochemical mechanism responsible for the splicing of
introns, shown in Figure 3.13, is achieved by two trans-esterification
reactions involving three sequence eleme ts in the transcript: the 5’
splice site (5’ss), the branch point sequence (BPS) and th 3’ plice site
(3’ss). In the first trans-esterification reaction the ph sphodiester bond
at the 5’ss is cleaved by a nucleophilic attack by the 2’ hydroxyl group
of a conserved adenine in the BPS. In the second reaction the resulting
3’ hydroxyl group of the upstream exon attacks the 3’ss, ligating the
two exons and releasing the lariat intron. It is possible to carry out this
type of reaction using only ribozymes, ind e the group I and II introns
found in some prokaryotes and eukaryotes are capable of catalysing
their own e cisi n. However, for the majority of eukaryotic introns,
their removal is catalysed and regulated by the spliceosome.
Many eukaryotes utilize two different types of spliceosome, both of
which consist of five small nuclear ribonucleoprotein particles (snRNPs)
and a host of protein factors. The m jor spliceosome, found in all
28 eukaryotic transcript diversity
eukaryotes (Collins and Penny, 2005) and responsible for splicing over
99% of all introns in higher eukaryotes (Sheth et al., 2006), contains
the snRNPs U1, U2, U4, U5 and U6. On the other hand, the minor
spliceosome is found in some but not all eukaryotes and contains the
U5, U11, U12, U4atac and U6atac snRNPs. The four snRNPs that differ
between the two spliceosomes are functionally analogous, and the
presence of shared components between the two spliceosomes suggests
an ancient divergence (Burge et al., 1998). This was further supported
by the discovery of minor spliceosomal components in eukaryotes
as diverse as protists and fungi (Russell et al., 2006). As the major
spliceosome is dependent on U2 for its activity, the introns it splices
are called U2 introns. Similarly the targets of the minor spliceosome are
called U12 introns. Both types of introns may be distinguished by their
differing consensus sequences at the 5’ and 3’ splice sites. Additionally
U2 introns contain another conserved sequence element between the
BPS and 3’ss called the polypyrimidine tract (PPT). Further discussion
will be limited to the major spliceosome unless stated otherwise.
The catalytic core of the major spliceosome is composed of the five
snRNPs described, each of which consists of an snRNA associated with
members of the Sm and Lsm protein families (Barbosa-Morais et al.,
2006). The assembly of the core components of the major spliceosome
is depicted in Figure 3.14. It begins with the binding of U1 snRNP to
the 5’ss, U2 auxiliary factor (U2AF) to the PPT and the 3’ss and splicing
factor 1 (SF1) to the BPS. The U2 snRNA then forms a duplex with with
the BPS to form the pre-spliceosomal complex (Smith and Valcárcel,
2000; Patel and Steitz, 2003) allowing the activation of the branchpoint
adenosine residue and its subsequent nucleophilic attack of the 5’ss.
Next a complex containing the U5 snRNP and the base paired U4-U6
snRNPs joins the pre-spliceosome, which undergoes a conformational
change to form the mature spliceosome. This conformational change
brings the 5’ and 3’ splice sites into juxtaposition forming the catalytic
core for the second reaction. After the trans-esterification reactions are
complete the intron lariat is released and most of the spliceosomal
components dissociate and are reused. Some of the spliceosomal com-
ponents remain on the transcript in an exon junction complex (EJC)
which forms a link between splicing and the nonsense mediated decay
(NMD) pathway (Lejeune and Maquat, 2005).
Regulation by interaction of cis and trans-acting factors
In the eukaryotic species with spliceosomal introns but without much
alternative splicing, such as Saccharomyces cerevisiae, this description
captures most of the basic features of the splicing reaction. However, in
organisms with alternative splicing the picture is far more complex with
numerous factors affecting the choice of splice site (Matlin et al., 2005).
These factors, acting in both cis and trans, often work antagonistically
and a delicate balance in their ratios and activities determines which
splice site is chosen. This balance is struck within the spliceosome,
affecting where it binds to the nascent transcript and possibly even the
kinetics of the subsequent reactions (Ares, 2007). In practice there is no
clear division between the factors involved in constitutive splicing and
those involved in alternative splicing, however some sequence elements
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contain only a U12-type intron, and that is Drosophila
melanogaster transcript CT36969 (REF. 30).
The length of U12-type introns has a similar distrib-
ution to that of U2-type introns in humans (U12:mean
= 3,600 base pairs (bp), standard deviation = 3,300 bp;
U2:mean = 4,130 bp, standard deviation = 3,720 bp)29.
However, the U2-type distribution has a significant
U12-type introns almost always coexist with
neighbouring U2-type introns in a host gene, and do
not show any positional bias relative to other introns
in the gene. Although U12-type introns most often
occur singly in any given gene, there are several genes
that have two, and one gene (human NHE-6) that has
three28,29. There is only one gene that is known to
Figure 2 | Pathways of assembly and catalysis of the major-class and minor-class spliceosomes. a | The major-class and
b | the minor-class splicing pathways are shown side by side, highlighting their similarities and differences. The two pathways are
mechanistically very similar. Primary differences occur during the early steps of spliceosome formation. The two trans-esterification
reactions are indicated by red arrows. Each schematic small ribonucleoprotein particle is shown as a small nuclear RNA (not drawn
to scale, with the 5′ terminus denoted by a dot) with the surrounding shaded area representing proteins. The polypyrimidine tract of
the major-class intron is shaded blue. The double green bars represent interactions between the conserved loop of U5 and exon
termini. U2AF, U2 auxillary factor.
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Figure 3.14. Removal of U2 introns by the major spliceosome. A detailed
description can be found in the text. This figure was taken from
(Patel and Steitz, 2003)
and protein families have been demonstrated to have important roles
in the regulation of alternative splicing (Fairbrother et al., 2002; Jurica
and Moore, 2003).
The cis-acting factors that mediate alternative splicing are classified
according to their position within the transcript and the effect that
they have on splicing: exonic splicing enhancers (ESEs), exonic splicing
silencers (ESSs), intronic splicing enhancers (ISEs) and intronic splicing
silencers (ISSs) (Figure 3.15) (Black, 2003; Matlin et al., 2005). It should
be noted however that the same sequence element can have different ef-
fects on splicing depending on its position within the transcript (Goren
et al., 2006; Ule et al., 2006). Clues to the potential mechanisms behind
these functions can be gleaned from their distribution in the genome.
A systematic study to identify the elements involved in constitutive
splicing showed that there is a higher density of silencer elements in
introns and pseudoexons (intronic sequences that contain both 5’ and
3’ splice sites, but are never incorporated into a full transcript), than
real exons (Zhang and Chasin, 2004). Similarly there is a higher den-
sity of enhancer elements in exons than in introns, with no difference
between the densities in real and pseudo exons. It is believed that
the ratio between the density of enhancers and silencers may play a
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Be Retained intron 
Bf Multiple promoters
Bg Multiple poly(A) sites
Ba Cassette exons 
Bb Mutually exclusive exons 
Bd Competing 3′ splice sites
Bc Competing 5′ splice sites
A
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‘GENOME TILING’ MICROARRAY
A type of microarray in which 
overlapping oligonucleotides 
are designed to cover a 
genomic region of interest.
the frequency with which an exon is selected. 
However, a pair of ‘strong’ splice sites is not sufficient 
to define an exon; many ‘pseudo-exons’ that are 
flanked by predicted splice sites are not spliced. Recent 
global analyses have indicated that the relative enrich-
ment in ESEs or ESSs helps to distinguish between 
authentic exons and pseudo-exons28,29. The auxiliary 
splicing elements are highly variable in sequence, 
but they are important in defining constitutive and 
alternative exons.
Many ESEs contain binding sites for members of the 
SR FAMILY OF PROTEINS. SR proteins have roles in several 
steps of spliceosome assembly, and function as both 
essential splicing factors and regulatory factors30 
BOX 1. Although they show redundancy in their essen-
tial splicing roles, they can show distinct alternative 
splicing activities, and the lethal effects of individual SR 
protein knockouts have established that they have non-
overlapping roles in vivo31–35. They have a modular struc-
ture with one or two N-terminal RNA RECOGNITION MOTIF 
(RRM)-type domains that bind RNA, and C-terminal 
domains that are enriched in arginine and serine 
residues (RS domains). RS domains are also found in 
other core splicing factors such as U2AF65 (U2 aux-
iliary factor 65 kDa) and U2AF35, as well as alterna-
tive splicing regulators such as D. melanogaster TRA. 
They mediate both protein–protein and protein–RNA 
contacts36,37.
Splicing silencers (ESSs and ISSs) are variable in 
sequence, but some of them bind members of the 
extended family of HETEROGENEOUS NUCLEAR RIBONUCLEO
PROTEINS (hnRNPs). These diverse proteins contain 
RRM-type and KH-type RNA-binding domains, as well 
as auxiliary domains that are often involved in pro-
tein–protein interactions, and they have multiple roles 
in pre-mRNA and mRNA metabolism 3 8 , 3 9 . 
A number of hnRNPs function as splicing repressors, 
including hnRNPA1, polypyrimidine tract binding 
protein (PTB/hnRNPI) and D. melanogaster SXL. 
Splicing activators and repressors commonly function 
by influencing the formation of the E and A complexes 
early in spliceosome assembly BOX 1. In this regard, it 
is worth noting that the H (‘heterogeneous’) complex 
has a regulatory function due to its sequence-specific 
complements of hnRNPs40, which can influence the 
ability of particular RNAs to assemble productive 
splicing complexes. Other cis-acting influences include 
the secondary structure of the RNA, which can either 
sequester sequence elements or bring them into 
closer apposition (reviewed in REF. 41), and the relative 
spacing of sequence elements. For example, the close 
proximity of sequence splice site elements can enforce 
mutually exclusive splicing events42.
A final contextual point is that alternative splicing 
decisions are not made on a static, pre-synthesized 
template. As the pre-mRNA emerges from RNA 
polymerase (pol), it immediately becomes packaged 
with various processing and general RNA binding 
factors. The C-terminal domain of the RNA pol II 
large subunit helps to recruit RNA processing factors 
to the emerging transcript43,44. Moreover, the rate of 
polymerase elongation can influence splicing patterns 
by accelerating or delaying the synthesis of competing 
splice sites or regulatory elements (reviewed in 
REFS 4,43). It is in this dynamic setting that alternative 
splicing decisions are made.
Mechanisms of activation
Much work has been carried out with ESEs that acti-
vate 3′ or 5′ splice sites by binding SR proteins. A sim-
ple model for ESE-dependent 3′ splice site activation 
Figure 1 | Elementary alternative splicing events and regulatory elements.  A | In addition 
to the splice-site consensus sequences, a number of auxiliary elements can influence alternative 
splicing. These are categorized by their location and activity as exon splicing enhancers 
and silencers (ESEs and ESSs) and intron splicing enhancers and silencers (ISEs and ISSs). 
Enhancers can activate adjacent splice sites or antagonize silencers, whereas silencers can 
repress splice sites or enhancers. Exon inclusion or skipping is determined by the balance of 
these competing influences, which in turn might be determined by relative concentrations of the 
cognate RNA-binding activator and repressor proteins. B | Elementary alternative splicing events 
represent binary choices. Ba | Cassette exons are discrete exons that can be independently 
included or excluded from the mRNA. They can be further subdivided into ‘skipped’ or 
‘cryptic’ exons according to whether the main observed variant includes or excludes the exon, 
respectively. Bb | Mutually exclusive splicing involves the selection of only one from an array of 
two or more exon variants. Bc,d | Competing 5′ and 3′ splice sites represent ‘exon modification’ 
events, and in the case of 3′ splice sites can be as small as 3-nucleotide additions at NAGNAG 
3′ splice sites144. Global computational analyses that consider only these first four categories find 
that 60% involve cassette and mutually exclusive exons, whereas 40% are exon modifications17. 
The remaining categories include Be | retained introns and Bf | alternative splicing in conjunction 
with the use of alternative promoters or Bg | 3′-end processing sites. Note that regulation of the 
last two categories need not be at the level of splicing.
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Figure 3.15. Splicing enhancers and silencers maybe located both in introns and
exons, indeed the same sequence element can function as both and
enhancer and silencer depending on the location (Ule et al., 2006).
Figure taken from (Matlin et al., 2005)
role in regulating alternative splicing, for instance it has been shown
that ratio between silencer and enhancer density is much higher in
alternatively spliced exons compared to constitutive ones (Zhang and
Chasin, 2004; Wang et al., 2004). Similarly silencer elements are more
frequently found in the intervening sequence between two alternative
5’ or 3’ splice sites (Wang et al., 2006; Yeo et al., 2007).
The identities and densities of these cis elements along the transcript
form a ’splicing code’ which is interpreted by different components of
the splicesome, influ ncing the choice of alternative splice sites (Matlin
et al., 2005). The specificity of this code is achieved by regulating the lev-
els and activities of the trans-acting factors that recognise the this code.
Many ESEs are recognised by members of the serine-rich (SR) family of
proteins, while silencers are thought to mostly interact with members
of the heterogenous nuclear ribonucleoprotein (hnRNP) protein family
(Stadler et al., 2006). There are nine families of SR rotei s in metazoans,
each consisting of an N-terminal RNA recognition motifs, responsible
for interaction with the transcript, and a C-terminal RS domain made
up of repeated serine-arginine dipeptides, which mediate interactions
with both proteins and RNA (Smith and Valcárcel, 2000; Matlin et al.,
2005; Barbosa-Morais et al., 2006). Although SR proteins are thought to
have multiple functions in th spliceosome, re ent results suggest that
the RS domain enhances splicing by promoting the formation of double-
stranded RNA between snRNAs and suboptimal splice sites (Izquierdo
and Valcárcel, 2006). The levels of SR prot ins are partly controlled by
alternative splicing coupled to NMD (discussed below) (Lareau et al.,
2007), while their activity and localization are modulated by reversible
phosporylati n (Matlin et al., 2005). The hnRNP proteins, on the other
hand, are defined by their association to unspliced mRNA precursors
(hnRNAs) and can be classified into 13 diverse families. Recently it was
shown that one of the hnRNP proteins, PTBP1 (hnRNP I), is repressed
by a micro-RNA (miRNA) in neuronal tissue (Makeyev et al., 2007).
This in turn releases NMD-mediated repression of its paralog PTBP2,
which in turn regulates neuron-specific splice patterns.
In addition to these major groups there are a host of other trans-
acting factors that are involved in developmental and tissue-specific
alternative splicing. One such splicing regulator is the Sex-lethal (Sxl)
gene, which functions as the master switch in the Drosophila sex de-
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termination pathway (Black, 2003; Penalva and Sánchez, 2003). This
switch consists of a positive feedback loop, regulated at the level of
alternative splicing, that is active throughout the life of females but not
males. The constitutive transcript isoform of Sxl contains an exon with
a PTC and is thus subject to NMD, however the Sxl protein can prevent
the inclusion of this exon thereby creating a positive feedback loop.
This loop is initiated in female embryos by embryonic transcription
from an alternative promoter coupled to skipping of the PTC exon. The
resulting levels of Sxl protein are sufficient to maintain skipping of the
PTC exon when transcription initiation shifts to the promoter used in
both male and female adult flies. This skipping is mediated by multiple
Sxl-binding sites flanking the PTC exon, which promote cooperative
binding of the Sxl along the exon preventing recognition of the exon
by the spliceosome. The female-specific expression of Sxl provides the
basis for a cascade of regulatory events, many of which operate at the
level of splicing, to direct sex-specific morphology and behaviour. One
of the direct targets of Sxl is the Transformer (Tra) gene which itself
encodes a member of the SR family of splicing regulators. The action
of Sxl on Tra is more typical of splicing repressor than the mechanism
used in its autoregulation. In this case, Sxl has a binding site in the
3’ splice site of a Tra exon. In females binding of Sxl to this element
prevents splicing at this site, thereby activating an alternative 3’ splice
site. This results in the skipping of a termination codon, thus allowing
production of an active protein. One of the most dramatic examples of
the phenotypic consequences of misregulation of alternative splicing
comes from a target of Tra, the fruitless (fru) gene. When male-specific
isoforms of this gene are expressed in females it is sufficient to produce
male behaviour, such as courtship towards other females (Demir and
Dickson, 2005) and aggression (Vrontou et al., 2006).
The switch-like nature of the Sxl pathway and it persistence for the
lifetime of the organism make it one of the more simple systems reg-
ulated by alternative splicing characterized so far. Often alternative
splicing is regulated in response to a physiological stimulus (Stamm,
2002) or in a tissue-specific manner (Smith and Valcárcel, 2000), both
of which are evident in recent studies of alternative splicing in neu-
rons. Tissue-specific regulation of an entire functional module has been
demonstrated in neurons using a large-scale microarray approach (Ule
et al., 2005). It was found that the alternative splicing of 40 genes with
synaptic functions is under the control of the Nova proteins, a pair
splicing regulators expressed only in the central nervous system. These
regulators can either promote or inhibit exon inclusion depending on
where they bind to the transcript, even exhibiting opposite effects on
different exons within the same gene (Ule et al., 2006). An additional
level of complexity is added to this system by the fact that many neuro-
transmitter receptors and ion channels are also regulated by alternative
splicing in response to neuron excitation (Lipscombe, 2005). One such
channel is the NMDA receptor 1 (NMDA-R1), the splicing of which is
not only under the tissue-specific regulation of the Nova proteins, but is
also alternatively spliced in response neuron depolarisation (Ares, 2007).
This regulation is achieved by an as yet unknown pathway, yet seems
to rely on at least two different splicing regulators (An and Grabowski,
2007; Lee et al., 2007). Given that both NMDA-R1 and Nova-2 have
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been implicated in long-term potentiation (LTP) (Huang et al., 2005),
a physiological change behind memory and learning, it is possible
that regulated alternative splicing may contribute to these higher brain
functions (Ares, 2007).
Regulation by RNA secondary structure
While most of the research into the regulation of alternative splicing has
so far focused on the interactions between the transcript and regulatory
proteins, there is a growing appreciation for the role of interactions
between RNA elements within the transcript (reviewed in Buratti and
Baralle (2004)). For instance, it has been shown that RNA secondary
structure influences the binding of several splicing regulators, including
members of the SR protein family. Moreover, it has been shown that
some silencer and enhancer elements are incorporated in secondary
structures, the stability of which can determine the activity of the
element. Comparative studies have determined that the level of con-
straint acting on exons, especially alternatively spliced exons, is greater
than can be explained by a combination of amino acid conservation,
silencer/enhancer density and codon usage bias, suggesting that sec-
ondary structure might have a general role to play in the regulation
of splicing (Xing and Lee, 2006). Recently, two striking mechanisms of
regulation by RNA secondary structure were discovered in Drosophila
melanogaster and Neurospora crassa.
Figure 3.16. DSCAM contains four clusters of mutually exclusive exons. Exon
clusters 4,6 and 9 each contribute to different immunoglobulin
domains whereas exon cluster 17 codes for two alternative trans-
membrane domains. Taken from (Graveley, 2005).
The current record holder for the gene with the highest level of
transcript diversity is the DSCAM gene in Drosophila melanogaster with
up to 38,000 isoforms, more than double the number of genes in the
Drosophila genome. This diversity is essential for the complex neuronal
patterning connecting adult fly bristles to the central nervous system
(Chen et al., 2006), possibly through the different homophilic binding
specificities of the isoforms (Wojtowicz et al., 2004). Even a two-fold
reduction in the number of isoforms leads to defects in patterning.
Perhaps the most remarkable aspect DSCAM transcript diversity is
that it is also important in innate immunity. DSCAM is also expressed
the Drosophila hemolymph, where it functions as a pattern recognition
receptor (PRR) in the phagocytosis of microbes (Watson et al., 2005).
Studies on the Anopheles gambiae homolog AgDscam showed that dif-
ferent isoforms are produced in response to different bacteria (Dong
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et al., 2006). The recent evidence for an adaptive immune response
in insects (Pham et al., 2007; Sadd and Schmid-Hempel, 2006) lead
Sadd and Schmid-Hempel to suggest that DSCAM diversity might be
responsible. Given that such a memory would have to be maintained
epigenetically it is tempting to speculate that a mechanism analogous
to the Sxl switch is at work.
The functional complexity of DSCAM is dependent on the complex
alternative splicing that it undergoes, whereby mutually exclusive splic-
ing of 95 alternative exons influences three of the ten immunoglobulin
domains in the protein as well as a transmembrane domain (Graveley,
2005). These mutually exclusive events occur in four clusters where
a single exon is incorporated from clusters of 12 (exon 4), 48 (exon
6), 33 (exon 9) and 2 (exon 17) variable exons (Figure 3.16). Using a
comparative approach, Graveley found conserved sequence elements
in the introns upstream of the exons in exon cluster 6 (Graveley, 2005).
In the intron between the constitutive exon 5 and the first alternative
exon in cluster 6, a 66 nucleotide element, called the docking sequence,
was found to be highly conserved across 10 species of Drosophila. In
the intron upstream of each of the other exons in cluster 6 a sequence
complementary to part of the docking sequence, called the selector
sequence, was found. Each selector sequences matches a different, yet
overlapping, part of the docking site, meaning that only one selector
element can interact with the docking element at a time. This suggests
that alternative splicing of exon 6, and the maintenance of mutual
exclusivity, is dependent on the formation of alternative RNA sec-
ondary structures. A similar, but mechanistically different, secondary
strucutre is thought to be behind the alternative splicing of exon cluster
4 (Kreahling and Graveley, 2005).
Another example of regulation by secondary structure, albeit far
less complex than DSCAM, was recently discovered in the fungus
Neurospora crassa (Cheah et al., 2007). It had previously been shown
that some eukaryotic genes contained conserved elements similar to
bacterial aptamers that bind thiamine pyrophosphate (TPP) (Blencowe
and Khanna, 2007). An aptamer is an RNA domain that can be used to
sense the levels of small molecules such as metabolites. These aptamers
are often found in riboswitches, where binding of the small molecule
to the aptamer results in a conformational change, thus influencing
the transcription or translation of the gene containing the riboswitch
(Winkler and Breaker, 2005). These riboswitches can be used in feedback
loops, where the gene regulated by the riboswitch is responsible for
the synthesis of the metabolite. Cheah et al. found that two of the three
genes in Neurospora crassa that contained these putative TPP aptamers
were involved in the synthesis of thiamine (the other has no known
function), and therefore could possibly be part of such a feedback loop.
Moreover all of these aptamers were located in the introns of these
genes, which upon addition of TPP underwent changes in their splicing
patterns. Subsequent analysis of the NMT1 gene revealed that, at low
levels of TPP, the aptamer could act to block the recognition of an
alternative 5’ splice site by the spliceosome producing a functional
enzyme. However, at high levels, the conformational change induced
by binding to TPP prevented the aptamer from blocking the recognition
of the alternative 5’ splice site, resulting in a non-functional enzyme
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(Figure 3.17). The intriguing aspect of this system is its simplicity, it
doesn’t require any regulatory proteins other than the spliceosome and
yet can directly sense the levels of the metabolite. When we consider
the widespread nature of riboswitches in bacteria (Winkler and Breaker,
2005), the likely bacterial origin of eukaryotic introns, and the fact
that the spliceosome was most likely present in the eukaryotic ancestor
(Collins and Penny, 2005), then it is possible that such systems may have
provided some of the adaptive impetus behind the rapid expansion of
introns during early eukaryotic evolution (Koonin, 2006).
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Figure 3.17. A riboswitch regulates alternative splicing in Neurospora crassa. The
riboswitch is part of a feedback mechanism where the levels of
the metabolite thiamine pyrophosphate determine (TPP) the levels
of functional NMT1 protein produced. a at low levels of TPP a
distal splice site is repressed by the riboswitch, producing a shorter
mRNA product which codes for a functional NMT1 product. b
at higher levels of TPP the aptamer of the riboswitch binds to
the metabolite, releasing repression on the distal splice site. The
resulting product, while longer at the level of mRNA, produces
a non-functional truncated product. Taken from (Blencowe and
Khanna, 2007)
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Interaction with other regulatory mechanisms
The previous two sections showed how various developmental, tissue-
specific and physiological signals can directly influence the action of the
splicesome to bring about changes in alternative splicing. However if we
consider the splicing reaction in the greater context of gene expression,
then we see that it is at the center of a complex network of regulatory
modules involving transcription, transcript processing, export from the
nucleus and transcript degradation (Figure 3.18) (Maniatis and Tasic,
2002; Moore, 2005). Some of these regulatory events, such as alternative
promoter usage and alternative polyadenylation, act in concert with
alternative splicing to produce a combinatorial increase in the potential
transcript diversity. In addition to this, the interconnected nature of
this network allows regulatory signals from many different modules to
be integrated by the spliceosome, which in turn can provide input to
many other modules.
Figure 3.18. The splicing reaction is central to the regulation of gene expression.
Taken from (Maniatis and Reed, 2002)
One of the earliest steps in gene expression that can influence the
regulation of alternative splicing is transcription itself. There are two
possible models for the regulatory link between transcription and al-
ternative splicing: (i) the kinetic model and (ii) the recruitment model.
Under the kinetic model of regulation, a slow rate of transcript elon-
gation can promote the recognition of an upstream weak splice site
over a downstream strong strong splice site (Figure 3.19) (Kornblihtt,
2005, 2006). This model is supported by several strands of evidence
(reviewed in Kornblihtt (2005)), including a possible role for chromatin
remodelling factors in the regulation of alternative splicing (Batsché
et al., 2006). In this case it was shown that overexpression of the ATPase
subunit of the SWI/SNF chromatin-remodelling factor resulted in a
higher level of inclusion of skipped exons in certain genes. This activity
was linked to an accumulation of RNA polymerase II (Pol II) at inter-
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nal sites within the gene, suggesting that the pausing of transcription
favours the inclusion of alternative exons in these genes. This finding
is especially interesting in light of the recent discovery that another
chromatin-associated protein, DEK, has been shown to regulate splic-
ing at a later step by increasing the fidelity of 3’ splice site recognition
(Soares et al., 2006). These studies suggest that perhaps there is a more
extensive coupling between chromatin regulation and the downstream
steps in gene expression than previously thought (Kress and Guthrie,
2006). The second model for the regulation of splicing by transcription
is called the recruitment model (Kornblihtt, 2005; Lynch, 2006). Under
this model, the promoter of a gene affects the recruitment of factors
to the spliceosome via interactions with the C-terminal domain (CTD)
of Pol II, which in turn regulate the choice of splice site. While this
model has less support than the kinetic model (Lynch, 2006), there is
convincing evidence for its existence. Recent work in the Kornblihtt lab
has shown that the CTD can influence the inclusion of an exon in a
mechanism that is not dependent on elongation rate (de la Mata and
Kornblihtt, 2006). Therefore it seems that both mechanisms may be at
work, however for the moment it is difficult to gauge the global levels
of each. The large-scale production of chromatin immunoprecipitation
(ChIP) data by projects such as ENCODE (Consortium, 2007) may soon
allow us to assess the importance of the kinetic model on a global scale
(Kornblihtt, 2006), and advances in methods of detection of protein-
protein interactions may provide some insight into the interactions
responsible for the recruitment model.
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Chromatin, transcript elongation and alternative splicing
Alberto R Kornblihtt
A recent study reveals that the chromatin-remodeling factor SWI/SNF regulates alternative splicing by creating internal 
‘roadblocks’ to transcriptional elongation where the phosphorylation status of RNA pol II is qualitatively changed.
The sequencing of the human genome revealed 
that it encodes a smaller than expected number of 
genes. This surprising observation has renewed 
interest in alternative precursor messenger 
RNA (pre-mRNA) splicing, as it is a mechanism 
to generate complexity of the proteome from 
a limited number of genes. In fact, alternative 
splicing affects the expression of 60% of human 
genes, and mutations that either create or abolish 
alternative splicing regulatory sequences, named 
splicing enhancers and silencers, are implicated 
in a wide variety of human diseases.
The regulation of alternative splicing depends 
not only on the interaction of splicing protein 
factors with splicing regulatory elements in the 
pre-mRNA, but also on the rate and pausing 
of transcriptional elongation. One of the most 
commonly observed alternative splicing events 
involves cassette exons that are not included 
constitutively in the mature mRNA. Such a 
cassette exon usually follows a suboptimal 
3′ splice site that does not compete efficiently 
with a downstream exon that follows a strong 
3′ splice site. To explain how RNA polymerase II
(Pol II) elongation can affect the frequency of 
exon inclusion, I use a hypothetical gene that 
contains three exons, where the weak 3′ splice 
site precedes the second exon and the strong 
3′ splice site precedes the third exon (Fig. 1). In 
the absence of internal stops to transcription 
or under high elongation rates, both 3′ splice 
sites are presented simultaneously to the splic-
ing machinery. In this scenario (Fig. 1, left), the 
strong 3′ splice site could easily outcompete the 
weak one, resulting in exon skipping. However, if 
the polymerase slows down or pauses anywhere 
between these two 3′ splice sites, only the weak 
3′ splice site is available for the spliceosome, 
and elimination of the first intron takes place. 
After the polymerase resumes transcription, the 
splicing machinery can then process the second 
intron, leading to the inclusion of the alternative 
exon (Fig. 1, right).
This kinetic coupling between alternative 
splicing and transcription elongation, usually 
referred to as a ‘first come, first serve’ mecha-
nism, was originally suggested from experiments 
in which Pol II pause sites were artificially intro-
duced into a gene, delaying the transcription 
of a splicing inhibitory element and therefore 
resulting in higher inclusion levels of one of its 
alternative exons1. A more direct proof for this 
mechanism was provided by the use of a mutant 
form of Pol II with a lower elongation rate. When 
transcription is carried out by this slow poly-
merase, inclusion of alternative cassette exons in 
mature mRNA is greatly stimulated compared 
to inclusion during transcription by the wild-
type enzyme2,3. The next question is thus, what 
regulates elongation and/or internal pausing to 
regulate alternative splicing? The answer seems 
to be related to the unexpected finding that 
promoter structure4,5 and recruitment of tran-
scription factors6,7 and coactivators8 can greatly 
affect alternative splicing.
One of the ways in which promoter occu-
pancy may affect alternative splicing is by elicit-
ing specific Pol II phosphorylations that confer 
different elongation properties on the enzyme. 
Indeed, the C-terminal domain (CTD) of 
the large subunit of Pol II contains a number 
of heptad repeats (52 in mammals and 26 in 
yeast) with a consensus sequence of YSPTSPS. 
The serine residues at positions 2 and 5 of these 
repeats (Ser2 and Ser5, respectively) are subject 
to regulatory phosphorylation. Phosphorylation 
of Ser5 by the basal transcription factor TFIIH 
is a mark for transcriptional initiation, whereas 
phosphorylation of Ser2 by the P-TEFb kinase 
complex promotes elongation. Accordingly, 
inhibitors of P-TEFb kinase such as DRB 
(dichlororibofuranosylbenzimidazole) pro-
mote inclusion7, whereas transcription factors 
that stimulate elongation lead to skipping of 
alternative cassette exons6.
A second and less explored mode for the 
regulation of alternative splicing via elonga-
tion involves chromatin structure. Changes in 
chromatin structure have been shown to affect 
splicing. For example, trichostatin A, a potent 
inhibitor of histone deacetylation, favors skip-
ping of alternative exons7, presumably because 
hyperacetylation of core histones facilitates 
the passage of the transcribing polymerase. 
Furthermore, when transfected plasmids that 
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Figure 1  The kinetic coupling model for the regulation of alternative splicing by Pol II elongation. 
The 3′ splice site (SS) preceding the alternative cassette exon (blue) is weaker than the 3′ SS of the 
downstream intron (red). Low transcriptional elongation rates (right) favor exon inclusion, whereas 
high elongation rates (left) favor skipping.
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Fi ure 3.19. The kinetic model of splicing regulation by transcription. In the case
where the 3’ splice site of a cassette exon (blue) is weaker than the
downstream 3’ splice site (red), low transcription elongation rates
will promote inclusion while faster rates will result in skipping.
Taken from (Kornblihtt, 2006)
As well as being coupled to upstream events in gene expression,
t re is evidence of sig ificant coupling to d wnstream events, espe-
cially to RNA surveillance pathways. One example comes from recent
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study showed the importance of miRNA-mediated repression of a splic-
ing factor in establishing neuronal-specific splicing patterns (Makeyev
et al., 2007). However the most important coupling between alternative
splicing and RNA surveillance may involve the NMD pathway. An
early study found that 45% of genes that undergo alternative splicing
produce at least one isoform that contains a premature termination
codon (PTC) and therefore is likely to be degraded by NMD (Lewis
et al., 2003). While microarray experiments have shown that coupling
between alternative splicing and NMD is unlikely to occur on such
a large scale (Pan et al., 2006), recent studies have shown that when
it does occur it can have important functional consequences (Lareau
et al., 2004). It seems as if the feedback loop utilised by Sxl, whereby
the splicing regulator regulates its own levels by producing an isoform
targeted to the NMD pathway, may be a general regulatory circuit for
splicing regulators. Lareau et al. showed that each member of the SR
family in humans was subject to NMD, reducing expression between
4 and 40-fold, and in some cases, the SR protein itself is responsible
for regulating this event (Lareau et al., 2007). The importance of this
mode of regulation was underscored by the fact that the exons con-
taining the PTCs were associated with ultraconserved elements, long
stretches of genomic sequence highly conserved between human and
mouse. Moreover, the PTC containing exons were in different positions
in different genes, suggesting that the same regulatory mechanism
arose multiple times, indicative of an optimal regulatory mechanism
(Conant and Wagner, 2003). This is further supported by the fact that
SR proteins in plants are also regulated in such a manner (Kalyna et al.,
2006). In addition the ultraconserved elements in SR proteins, a further
six are associated with hnRNP proteins, highlighting the functional
importance of alternative splicing regulation (Lareau et al., 2007).
3.1.2 Alternative Splicing and Transcriptome Complexity
It is clear from the preceding examples that the regulation of alternative
splicing and the resulting transcript diversity can have very important
consequences for organismal complexity. However it is not clear how
representative these examples are of alternative splicing in general.
For example, the mechanism of exon exclusion behind the huge com-
binatorial transcript diversity of DSCAM is probably not present in
vertebrates (Graveley, 2005). Therefore to understand the global impor-
tance of alternative splicing we must consider both the prevalence of
alternative splicing and the proportion of it that is likely to contribute
to functional complexity.
The prevalence of alternative splicing
Before the advent of high-throughput sequencing technologies, alter-
native splicing was very much considered the exception to the one
gene, one protein rule. Early estimates suggested that on 5% of human
genes were alternatively spliced (Sharp, 1994), however as technology
progressed, these estimates began to increase dramatically (Boue et al.,
2003). The first systematic estimates were made by aligning ESTs against
full-length cDNAs, which suggested that 38% of human genes were
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alternatively spliced (Brett et al., 2000). The publication of the human
genome (Lander et al., 2001; Venter et al., 2001) allowed the develop-
ment of a more sensitive method to detect alternative splicing based on
the spliced alignment of ESTs and cDNAs against the genome. The first
such study concluded that, with the level of EST coverage available at
the time, 41% of human genes are alternatively spliced (Modrek et al.,
2001). As subsequent study used a similar method to look at the effect
of EST coverage on this estimate (Kan et al., 2002). In contrast to the
previous estimates they found that 68% of genes were alternatively
spliced. However, when a stringent cut-off was applied, requiring that
an alternative splicing event is seen in more than 5% of transcripts, this
figure dropped to 17–28% of genes. A more telling statistic is that there
is evidence for alternative splicing in 99% of genes with more than 700
ESTs, a proportion that drops to 47% when isoforms that occur in at
least 1% of transcripts are considered.
These figures serve to highlight the effect that limited coverage of
EST libraries can have on the detection of alternative splicing. Not
only do ESTs represent a limited sample of the transcriptome, but
they are also biased towards the areas of study popular for that given
organism. For instance, human EST data is heavily biased towards
sex-specific tissues and neuronal tissue (Figure 3.20). On top of this
a large proportion of EST libraries are created from cancerous tissue
(Figure 3.20), where at least in some cases, deregulation of splicing
may be a symptom or causative agent in the pathology (Roy et al.,
2005; Karni et al., 2007). A further complication arises from the fact
that at least some of the different isoforms produced by a gene may
not be due to regulated alternative splicing, but rather allele-specific
transcript isoforms (Nembaware et al., 2004). These biases and the
limited coverage can be partly alleviated by using more systematic
approaches such as microarrays (Srinivasan et al., 2005). The first such
study looked at the splice junctions of a set of genes in 52 human
tissues, and used the validation rate and EST coverage to estimate that
74% of human genes are alternatively spliced (Johnson et al., 2003).
Therefore it seems as if the majority of human multi-exon genes are
alternatively spliced.
Similar genome-wide methods of detection of alternative splicing
have been applied to a number of model organisms, however for the
majority of them the levels of EST coverage are far below those of
human (Figure 3.21). Given that there is no expression ontology similar
to EVOC (Kelso et al., 2003) for these organisms it is difficult to assess
potential biases within these datasets. For instance, some EST libraries
may come from whole-body extracts in which case tissue-specific iso-
forms from larger tissues might be overrepresented. The organism with
the highest EST coverage after human is the mouse and seems to have
a similar level of alternative splicing to that of human. However, mouse
has many more full-length cDNA sequences, allowing the delineation
of full transcript isoforms (Zavolan et al., 2003). The first analysis of
these data showed that 41% of mouse genes were subject to alternative
splicing, a figure which increased to 60% when coverage was accounted
for. A more recent analysis on a larger dataset detected alternative splic-
ing for about half of the genes studied, but didn’t account for coverage
(Carninci et al., 2005). A microarray study in Drosophila melanogaster
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Figure 3.20. Distribtion of ESTs among the EVOC anatomical and pathological
terms. The EVOC ontologies (Kelso et al., 2003) were visualised
using iTOL and the cumulative distribution of ESTs in the tree is
shown as circles along the branches of the tree. The area of each
circle is proportional to the number of ESTs that can be mapped to
that ontology term and its descendants, a minimum area is set so
that terms with very few ESTs can be seen. The number of ESTs
that can be mapped to each term is also represented by the color of
each circle according to the scale at the bottom right of each tree.
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used both exon and exon-junction to detect alternative splicing in a sub-
set of genes (Stolc et al., 2004). They found that 53% of genes undergo
exon skipping, however by comparing to EST data they estimated a
false negative rate of 46%, suggesting that the true amount of alterna-
tive splicing is much higher. It is difficult to compare this study, which
looked at expression across developmental stages, to that of Johnson et
al. who looked at differential expression across tissues. The estimates
for plants are much lower, approximately 20% in Arapdidopsis thaliana
and Oryza sativa, however no estimate on the effect of coverage was
made (Wang and Brendel, 2006). There are a handful of intron retention
events in Saccharomyces cerevisiae, that are not regulated in the same
way as metazoans, therefore it was thought that alternative splicing is
mostly absent in fungi. However this assumption was overturned by
the sequencing of the Cryptococcus neoformans genome, where it was
found that 4% of genes are alternatively spliced. This was reinforced by
the discovery of several introns in Neurospora crassa that undergo alter-
native splicing (Cheah et al., 2007) (described above). It was also noted
that the only intron identified so far in the early branching eukaryote
Giardia lamblia was removed in only a proportion of transcripts (Nixon
et al., 2002; Johnson, 2002). Taken together these results suggest that
alternative splicing might have already been present in some form in
the last common ancestor of eukaryotes, and subsequently lost in some
lineages.
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Figure 3.21. Coverage of eukaryotic species by EST, cDNA and gene prediction
data
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The functional impact of alternative splicing
Both the prevalence and levels of alternative splicing observed by these
genome-wide studies were somewhat surprising, as traditional gene-
oriented studies, with some notable exceptions, did not hint at such
levels of diversity. One possible explanation is that a large amount of
alternative transcripts are merely biological noise and have no func-
tional impact on the organism (Kan et al., 2002). The first studies to test
this were based on the assumption that if alternative splicing makes a
significant contribution to the functional complexity of an organism,
then we should expect to see higher amounts of alternative splicing in
more complex organisms.
Testing this is far from straightforward for several reasons: (i) there
is no quantitative measure of organismal complexity (Adami, 2002), (ii)
the EST coverage for different organisms varies widely (Figure 3.21), (iii)
different organisms will have a different distribution of developmental
states, tissues and pathologies sampled by ESTs, (iv) the coverage of
allele-specific splicing depends on the diversity of genetic backgrounds
sampled by EST libraries, which will not be the same across species. To
address the first limitation researchers tend to use an intuitive measure
of biological complexity, limiting comparisons to broad categories such
as vertebrates and invertebrates. The second can be addressed by using
resampling to normalise the number of ESTs used to detect alternative
splicing across species (Brett et al., 2002). The final two drawbacks
cannot be resolved currently, although ESTs from human cancerous
tissues can be removed using expression ontologies such as EVOC
(Kelso et al., 2003).
The first study to look at the association between alternative splicing
and organismal complexity used alignments of ESTs against cDNAs
to detect alternative splicing (Brett et al., 2002). They found that when
the ratio of ESTs to cDNAs was normalised across organisms, the pro-
portion of genes that were alternatively spliced in each organism was
comparable. This prompted several follow-up studies, the first of which
concluded that there was more alternative splicing in vertebrates (Kim
et al., 2004), but was found to be methodologically flawed (Harrington
et al., 2004). Nagasaki et al. used alignments of full-length cDNAs
against the genomes of 6 organisms and carried out a similar subsam-
pling method as Brett et al. (Nagasaki et al., 2005). Although the results
of this analysis are remarkably similar to those of Brett et al., including
a higher proportion of alternative splicing in Drosophila melanogaster
than mouse at similar levels of coverage, they conclude that there is
indeed a link between the level of alternative splicing and organismal
complexity. The most recent study used EST and cDNA alignments
against the genome to detect alternative splicing in 8 organisms (Kim
et al., 2007). They employed a different resampling strategy, whereby
genes with more that 10 ESTs were selected from each organism and
then alternative splicing was repeatedly detected for each of these
genes using only 10 ESTs each time.The results of this analysis are
at odds with the previous studies and shows a higher proportion of
alternatively spliced genes in vertebrates than invertebrates. This may
be a result of the sampling strategy, where only the most highly ex-
pressed genes in an organism with poor coverage (those with >10 ESTs)
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are compared to a group of genes containing both highly and lowly
expressed genes of an organism with high coverage. At any rate the
results don’t conclusively support a link between the proportion of
genes that are alternatively spliced and organismal complexity as it
seems that the smallest difference between vertebrates and invertebrates
(the proportion of alternatively spliced genes in mouse is 2-fold higher
than Drosophila) isn’t much greater than the greatest difference within
vertebrates ( 1.3-fold higher in chicken than mouse).
The different methods of detecting alternative splicing, datasets and
resampling strategies used in these studies make it difficult to resolve
the disagreements between them. However the biggest hurdle to reach-
ing a resolution is the fact that these studies aim to find a correlation
between alternative splicing and an intuitive measure of complexity.
Even if such a correlation could be found its explanatory power would
be minimal, as the existence of an alternative splicing event does not
necessarily mean that it is functional. Among the alternative splicing
events detected above there are three sub-populations under different
evolutionary pressures: (i) those under negative selection and there-
fore likely to be conserved between species, (ii) those under positive
selection, which differ between species but show little allelic variation
within a species, and (iii) real alternative events that have little or no
functional impact on the organism and are therefore evolving neutrally
(Khaitovich et al., 2006a). Without a neutral model of alternative splicing
evolution and the difficulty in associating allelic variation to alterna-
tive splice events (Nembaware et al., 2004) it is difficult to distinguish
between the latter two classes. However, for one class of alternative
splicing events, alternative 5’ or 3’ splice sites that lead to small length
variations, it has been shown that the choice of alternative splice site is
influenced by the relative strengths of the alternative splice sites (Chern
et al., 2006). The stochastic nature of this alternative splicing, along
with the lack of evolutionary constraint, suggests that these events
belong to the neutrally evolving class. However much of the focus, and
indeed success has been in detecting alternative splicing events from
the first class. Strictly speaking an alternative splicing event can be
considered conserved when it is seen at the level of the transcriptome
in both species. However, due to the relatively low coverage of the tran-
scriptome in many species, transcriptomic evidence of the event in one
species and genomic conservation of the exons and introns necessary
for the alternative splicing event in the other species is often considered
sufficient evidence for conservation of the alternative splicing event
itself. This difference in stringency, along with the variety of methods
and datasets used again make it difficult to compare results between
studies (Lareau et al., 2004).
Most of the estimates of conservation have so far been based on
comparisons of human and mouse and the first was carried out by
Kan et al. who looked at the presence of human alternative exon
junctions in mouse ESTs (Kan et al., 2002), and found that only 7% of
alternative junctions were seen to be conserved. However, they reasoned
that the this low number could be due to low EST coverage, when
they only considered isoforms with sufficently high EST coverage in
mouse this figure rose to 42%. A similar study by (Thanaraj et al.,
2003) found that 15% of alternative junctions were conserved which
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rose to 61% upon extrapolation using a model of transcript coverage
(Thanaraj et al., 2003). Several groups also looked at the conservation
of skipped exons, allowing them to address both the genomic and
transcriptomic conservation of these events. Resch et al. found that
that only 5% of human skipped exons were genomically conserved in
mouse and of these 22% were seen in the mouse transcriptome (Resch
et al., 2004b). This yields an overall conservation rate for skipped exons
of 1%, however it doesn’t take into the limited transcript coverage
into account. In contrast, Sorek et al. used a much smaller dataset and
found genomic conservation for 25% of human skipped exons (Sorek
et al., 2004). A more recent study by Yeo et al. found that 5% of human
skips that were genomically conserved in mouse were also found in
the transcriptome (Yeo et al., 2005). They developed an algorithm to
predict the likelihood of an exon to be a conserved skipped exon, and
based on these likelihoods and the validation rate of this algorithm
using RT-PCR, they estimated that only 11% of human skipped exons
that are conserved in the mouse genome are likely to conserved at
the level of the transcriptome. It’s hard to definitively pin down why
these estimates differ so much. It may be due the different measures
of alternative splicing used (alternative junctions vs. skipped exons).
Another possibility is that the choice of data can bias the result, for
instance it has been shown that a skipped exon is far more likely to be
genomically conserved if it is the major isoform than a minor (Modrek
and Lee, 2003), so by only using well supported events Kan et al. were
likely to bias their analysis toward this set.
Given that most of these studies have only considered human and
mouse it’s hard to know if the conclusions of these studies are appli-
cable to other species. Wang and Brendel looked at the conservation
of alternative splicing between Arabidopsis and rice and found that
24% of alternatively spliced genes in Arabidopsis had the same type of
alternative event in rice (Wang and Brendel, 2006), however not all of
these were necessarily conserved at the resolution of individual events.
Malko et al. took a novel approach to detecting the genomic conserva-
tion of alternative events over a larger range of evolutionary distances
(Malko et al., 2006). They utilised a spliced-alignment program to create
alignments protein sequences from one species against the genome of
another species, which were then used to detect conserved alternative
splicing between Drospohila melanogaster, Drosophila pseudoobscura and
Anopheles gambiae. They found that 75-80% of alternative segments of a
protein were conserved between melanogaster and pseudoobscura, while
only 45% were conserved between melanogaster and Anopheles. These
figures should probably be interpreted with caution as they do not take
into account EST evidence and there are technical limitations in doing
protein against genome alignments across such large evolutionary dis-
tances. Rukov et al. took a smaller-scale approach to look in detail at
the conservation of 21 alternative splicing events between Caenorhab-
ditis elegans and Caenorhabditis briggsae, a comparable divergence time
to that of human and mouse. Surprisingly they found a high level of
conservation of not only the events themselves (93% at the level of
transcript isoforms), but also the expression profiles of these isoforms
(Rukov et al., 2007).
While it’s hard to conclude the exact level of conservation of alterna-
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tive splicing, it is generally accepted that it is considerably lower than
seen for whole genes. This is consistent with comparative studies of
gene expression which show that there is reduced constraint and possi-
bly even positive selection acting on the regulation of gene expression
(Khaitovich et al., 2006a,b). If there is indeed a low level of conservation
and assuming that there isn’t a large proportion of alternative events
under positive selection, then the majority have little or no functional
impact. Based on this assumption, by comparing conserved to non-
conserved alternative splicing events, it should be possible delineate
the properties of functional alternative splicing events.
The first property of functional alternative splicing uncovered by this
approach is that it is associated with higher inclusion levels (Modrek
and Lee, 2003; Pan et al., 2004), that is the major isoform (usually
defined as being in present more than 66% of transcripts from a gene) is
more likely to be conserved than a minor form. This is most likely due
to the fact that a large proportion of nonconserved alternatively spliced
exons in human are recent additions to the genome, and probably
haven’t acquired strong enough splicing signals to be included above
a low level in transcripts. Other analyses have shown that conserved
alternative exons and their flanking introns have a higher level of
constraint, as measured by sequence conservation (Sugnet et al., 2004)
and SNP density (Yeo et al., 2005). This constraint mostly affects the
synonymous substitution rate (Ks) and is most likely due to the density
of regulatory elements required for proper splicing, including splicing
factor binding sites and possibly elements that regulate RNA secondary
structure (Xing and Lee, 2006). While minor form exons are less likely
to be conserved, those that are conserved are subject to higher levels of
constraint. For instance, minor form exons that are conserved between
human and chimpanzee have a 25% lower Ks than their major form
counterparts, whereas those conserved between human and mouse have
a four-fold lower Ks (Xing and Lee, 2005a). This may be partly explained
by tissue-specific regulation, where the minor isoform becomes the
major form in a single tissue, requiring a higher density of regulatory
elements around that exon (Xing and Lee, 2005b). Another general
trend among conserved alternatively spliced exons is that they tend
to have relatively minor effects on the overall domain composition of
proteins, either removing a domain in a modular fashion or affecting
the functional residues of the domain (Kriventseva et al., 2003; Yeo et al.,
2005). One manifestation of this pressure is the tendancy of skipped
exons to be of a length divisible by 3, thus preserving the reading frame
of the transcript (Resch et al., 2004a; Magen and Ast, 2005). As with the
level of nucleotide conservation, this tendancy is especially marked in
conserved minor form exons (Resch et al., 2004a). A similar trend was
noted for conserved alternative 3’ and 5’ splice sites (Koren et al., 2007).
3.1.3 Alternative Splicing and the Evolution of Complexity
The apparent low rate of conservation of alternative splicing has lead
some to suggest that its major contribution to biological complexity is
not the direct contribution it makes to the regulatory and transcript
complexity of an organism, but rather its role in facilitating the evolu-
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tion of complexity (Kirschner and Gerhart, 1998; Brett et al., 2002; Kan
et al., 2002; Modrek and Lee, 2003). In this sense it can be considered
analogous to gene duplication as a source of functional novelty. How-
ever, unlike alternative splicing, where an EST or cDNA is required to
confirm the existence of an isoform, gene duplicates can be detected
directly from genomic sequences. For this reason, and the fact that the
importance of gene duplication was recognised far earlier (Taylor and
Raes, 2004), the contribution of gene duplication to the evolution of
functional complexity is far better characterized than that of alternative
splicing (Hurles, 2004). Moreover, the increasing number of genome
sequences has allowed detailed exploration of both the mechanisms by
which gene duplicates are generated, and the subsequent evolutionary
pressures acting on them (Lynch and Katju, 2004). Given the paucity of
such data for alternative splicing it is instructive to use the model of
gene duplication to infer the possible roles for alternative splicing in
the evolution of complexity.
The birth of new genes and isoforms
The first factor to understand in the evolution of gene duplicates is
the mechanism by which they are generated. Gene duplicates can be
generated in one of three ways: (i) unequal crossing over, (ii) repli-
cation errors or (iii) retrotransposition (Hurles, 2004). In the first case
recombination occurs between paralogous sequences rather than homol-
ogous sequences, resulting in the tandem duplication of partial or even
multiple genes. Other duplications are not associated with paralogous
sequences and are a thought to be the result of chromosomal breakages
during replication. The final class of duplication event, and in human
the most common (Suyama et al., 2006), is through the retrotransposi-
tion of a transcript into the genome, resulting in an intronless copy of
the gene at a different location in the genome.
In contrast, the birth of an alternative transcript isoform is the product
of several overalapping mutational events broadly divided into those
that affect the structure of the gene and those that affect the cis-acting
elements responsible for splicing. The maximum number of transcript
isoforms possible for a given gene is set by its intron-exon structure.
Therefore the loss and gain of introns and exons is an important process
in the evolution of novel transcript isoforms. The role of exon gain in
the birth of new transcript isoforms has already been highlighted by
several studies (Letunic et al., 2002; Modrek and Lee, 2003; Lev-Maor
et al., 2003; Crayton et al., 2006; Zhang and Chasin, 2006). Exon birth
can be further subdivided into those resulting from exon duplication
and those that are derived from non-coding intronic sequences (Kon-
drashov and Koonin, 2003). Exon duplication can automatically lead to
mutually exclusive transcript isoforms if the duplicated exon is flanked
by different intron types (U2 and U12) (Letunic et al., 2002). Similarly
the huge transcript diversity of the DSCAM gene among insects is the
result of many exon duplications. On the other hand, exons that are
derived from intronic sequences are thought to be the major source of
novel alternative isoforms in mammals (Modrek and Lee, 2003; Lev-
Maor et al., 2003; Zhang and Chasin, 2006). Often these new exons are
associated with repetitive elements, for instance Sorek et al. estimated
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that 5% of human alternatively spliced exons contain Alu elements
(Sorek et al., 2002). Intron birth, on the other hand, may not be a major
force in the recent evolution of novel transcript isoforms. For instance,
it seems as there has been little or no intron loss or gain during the
evolution of mammals and the pattern for insects and fungi is domi-
nated by intron loss (Carmel et al., 2007b) (Figure 3.22). However, there
have been several episodes of rampant intron gain during eukaryotic
evolution such as the emergence of animals. These episodes, which may
have been due the reduced efficiency of selection associated with popu-
lation bottlenecks, have been associated with increases in complexity
(Lynch and Conery, 2003; Lynch, 2007). It is unclear what role, if any,
these additional introns had in this increase of complexity, however it
is possible that the resulting increase in the potential for alternative
splicing may have contributed.
Figure 3.22. Distribution of intron gain and loss rates over the phylogenetic tree
of eukaryotes. The size of the circles are proportional to the intron
density (inferred for internal nodes) and the branches coloured
according to whether the evolution of introns was dominated by
gain (green), loss (red) or a balance between loss and gain. Figure
taken from (Carmel et al., 2007b)
In addition to, and often in combination with, these relatively large
mutational events, novel transcript isoforms may be generated by substi-
tutions and indels in the cis-acting elements required for the regulation
of alternative splicing. These mutations can act to weaken constitutive
splicing signals and strengthen alternative signals, thereby converting a
constitutive exon to an alternative one (Izquierdo and Valcárcel, 2006).
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They can also act in the opposite direction to activate cryptic splice
sites within introns to create whole new exons or alternative 3’ and 5’
splice sites (Koren et al., 2007). For example the high number of Alu
elements associated with alternatively spliced exons in human is due
to the presence of sequence motifs that resemble splice sites within the
elements themselves (Lev-Maor et al., 2003). The role of such mutations
in creating novel isoforms is likely to differ between organisms, for
example it is known that there is considerably more redundancy in
splice site sequences in human than in yeast (Ast, 2004), meaning that
the probability of creating a novel splice site by random mutation is
higher in humans. Similarly it seems that the sequence space occupied
by splicing regulatory elements is larger than previously thought, with
relatively frequent interconversion between different ESEs (Stadler et al.,
2006). This functional redundancy may have been facilitated by the
expansion of the SR family in metazoans (Barbosa-Morais et al., 2006).
The fate of novel genes and isoforms
The fate of the newly duplicated gene pair falls into one of three differ-
ent categories: (i) non-functionalisation, (ii) sub-functionalisation and
(iii) neo-functionalisation. In the first case, which is the most frequent,
one of the duplicate pairs accumulates a deleterious mutation such
as a premature stop codon or silencing mutation within the promoter,
abolishing its function and thus creating a pseudogene. The second case
occurs when a multifunctional gene is duplicated and the functions are
partitioned out among each of the duplicates (Force et al., 1999). In the
third scenario, originally proposed by Ohno (Ohno, 1970), one member
of the duplicate pair acquires a completely novel function, while the
other retains the ancestral function.
The exact role of selection in this process is still under debate (Lynch
and Katju, 2004). In the original model by Ohno the duplication event
creates exact copies of the gene, one of which retains the ancestral func-
tion thus relaxing the constraint on the other gene. This frees the new
copy to gradually accumulate point mutations in a neutral manner until
it acquires a novel function or is silenced. A variation on this model
is that mutational events associated with the duplication event, such
as exon shuffling and gene truncation, are responsible for the novel
functionality (Katju and Lynch, 2006). In this case there is no period
of functional redundancy, and the novel gene is immediately exposed
to natural selection. Whereas both of these models stress the role of
random mutation in creating new gene functions, the adaptive-conflict
model proposed by Piatigorsky and Wistow and Hughes suggest that
positive selection might be the major determinant (Piatigorsky and Wis-
tow, 1991; Hughes, 1994). Under this model, the ancestral gene carries
out two or more distinct functions, but, due to the resulting pleiotropy,
carries out some of these functions suboptimally. After duplication
the pleiotropic effects of mutation are reduced, allowing positive selec-
tion to partition and optimise the different functions among the gene
duplicates.
Novel transcript isoforms share the same fate as gene duplicates but
the evolutionary trajectories they follow are likely to be very differ-
ent. For instance, due to the fact that many novel forms are due to
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the exonisation of an intronic sequence, the product of a novel tran-
script isoform is already likely to be functionally distinct from the
pre-existing isoforms of that gene. Therefore the initial period of func-
tional redundancy between gene duplicates, responsible for the near
neutral evolution of some gene duplicates, is not likely to be present
for most novel alternative isoforms. On the other hand, many of these
novel alternative isoforms are expressed at very low levels and are
thus likely to be shielded from selective constraint (Modrek and Lee,
2003). It is also possible that the level of selection acting on a novel
isoform may also be reduced by the NMD pathway, which prevents
the translation of PTC-containing isoforms, although it seems as if few
novel isoforms are targeted to this pathway (Pan et al., 2006). This path
of near neutral evolution may not be present for alternative isoforms
generated by exon duplication. Due to the fact that these exons already
contain splicing signals they are likely to be included at a high level
and therefore immediately subject to selection. However, in the case
where the duplicated exon is spliced mutually exclusively with the an-
cestral exon, the novel isoform will initially be functionally redundant,
relaxing the constraint on one of the two exons.
The differences between the evolutionary trajectories offered by gene
duplication and alternative splicing are highlighted by the fact that they
are inversely correlated (Kopelman et al., 2005; Su et al., 2006; Talavera
et al., 2007). It turns out that the more prone to duplication a gene is, as
measured by family size, the less likely it is to to be alternatively spliced.
One possible explanation for this might be the adaptive-conflict model.
In this case a gene obtains an extra function though the evolution of a
novel alternative isoform, this results in pleiotropy, which is relieved by
gene duplication followed by sub-functionalisation. Perhaps the most
striking example of the pleiotropy associated with alternative splicing
comes from the INK4a/ARF locus in mammals, which encodes two
overlapping reading frames (Szklarczyk et al., 2007). Each of the pro-
teins generated from this locus regulate different tumour suppression
pathways and therefore mutations in either of these reading frames
can cause cancer. This overlap, along with a high intrinsic mutation
rate, makes this one of the most frequently mutated loci in cancers.
While this locus may represent a pre-duplication state, there are some
examples in nature where a pair of gene duplicates in one species are
represented by alternative isoforms in other species (Pacheco et al.,
2004). However a study by Talavera et al. suggests that that gene du-
plicates are not functionally equivalent to alternative isoforms and
therefore not likely to be the result of sub-functionalisation (Talavera
et al., 2007). The explanation offered was that genes that are alterna-
tively spliced are more sensitive to dosage effects and therefore less
likely to be duplicated (Talavera et al., 2007).
3.2 detecting and visualising alternative splicing
3.2.1 Introduction
The typical detection protocol for alternative splicing involves (i) the
alignment of ESTs and cDNAs to the genomic sequences and (ii) the
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detection of alternative splicing events from these alignments. Despite
the similar approach taken by most analyses, they often implement their
own alignment and detection algorithms, making it difficult to compare
between analyses. Moreover, in most cases the results of the analysis
but not software that implements it is available, limiting analysis to the
organisms used in the original study. Therefore, in order to be able to
study alternative splicing in a range of organisms I created a piece of
software to detect and visualise alternative splicing called Sircah.
There were several goals in the design of Sircah. Firstly, to ensure that
it can be widely used it was developed in the Python scripting language
which can be run on all common operating systems. Secondly, instead
of tying it to any particular alignment algorithm it takes as input a
standard alignment description format, allowing it to be used with any
spliced alignment tool. Thirdly, many splicing analyses involve compar-
ing alternative splicing events seen in different subsets of data, either
to look for tissue-specific events or to test the effect of EST coverage
on the number of events detected. Therefore, Sircah was designed to
be flexible enough to allow the analysis of arbitrary subsets of data.
Finally, the analysis of alternative splicing often involves large amounts
of data, therefore Sircah was designed to minimise redundancy and
provide compact visualisations of complex data.
3.2.2 Program Overview
Input
Sircah takes as input transcript models in the GFF3 format allowing
the user the flexibility to choose the sources of evidence for the use in
detecting alternative transcription. Such transcript models may come
from the gene prediction pipelines of genome databases or from spliced
alignments of ESTs or proteins against the genome. Within the GFF3
file the user may also specify the completeness of the transcript model
used and may provide a set of tags, which can later be used to analyse
subsets of data (Figure 3.23).
Detection Alternative Splicing and Transcription Events
Sircah uses a splice graph data model as first proposed by Heber et al. to
represent the transcripts models in a non-redundant form (Heber et al.,
2002). The nodes of the directed graph are exons, the edges introns
and transcripts are represented as subpaths of the graph. Additionally
overlapping exons are clustered into superexons. A series of rules are
then applied to the data and based on the topology of the splice graph
and the membership of the superexons the following alternative events
can be classified: alternative initiation exons, alternative termination
exons, exons with alternative 3’ and/or 5’ splice sites, retained introns
and skipped exons (Figure 3.24).
Visualisation of Alternative Splicing and Transcription Events
The splice graph and the transcript models used to construct it can
be visualised in a variety of ways to show: (i) the alternative events
detectable and the transcript models used, (ii) the different events
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Figure 3.23. Sircah data models. (1) Transcript models are provided to Sircah in
GFF3 format. (2) Sircah treats these alignments as either unbounded
or bounded depending on whether they come from full length tran-
script models or not. (3) The transcript models are then used to
create a gene model consisting of exons, introns, superexons (clus-
ters of overlapping exons), a splice graph, subpaths (transcripts)
and evidence (a mapping of the input data to subpaths). (4) Based
on whether they’re enclosed by introns or from a full-length tran-
script exons are further classified as boundless or complete, and
based on their position within the splice graph they’re classified as
donors or acceptors.
detectable in subsets of the data and (iii) the coverage of introns and
exons by transcript models (see Figure 3.25). The visualisation is created
in the SVG format, allowing the creation of publication quality images.
In addition the ids of all the elements in the SVG file are directly
mappable to the ids used in the data objects, allowing the user to alter
graphic after it’s generated and even create interactive graphics using
javascript.
Analysis of Subsets of Evidence
One of the most powerful features of Sircah is the ability to create splice
graphs based on a subset of the total data. This allows the user to
compare alternative transcription events under different conditions. For
example by tagging the EST alignments with the EVOC expression
ontology(Kelso et al., 2003) one can examine the tissue distribution of
alternative transcription events (Figure 3.25c.).
Data Serialisation
In order to be able to carry out such analyses it is important to be
able to save and reload the data models described above. To facilitate
this Sircah can serialise its data objects to either an XML file or to a
relational database using the SQLAlchemy python module.
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Figure 3.24. Rules used to detect alternative splicing. Based on the data model
described in Figure 3.23 alternative initiation exons, alternative
termination exons, exons with alternative 3’ and/or 5’ splice sites,
retained introns and skipped exons are classified.
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3.3 searching for conserved alternative splicing events
3.3.1 Introduction
As discussed above, the majority of evolutionary studies of alterna-
tive splicing have focused on the conservation of alternative splice
events in mammals, mainly focusing on human and mouse (Modrek
and Lee, 2003; Thanaraj et al., 2003; Sorek et al., 2004, 2006; Yeo et al.,
2005). However, in order to get a general understanding of the origins
and subsequent evolution of alternative splice events it is important
to look at not only a range of organisms but also over a broad range
of evolutionary timescales. This approach can potentially reveal the
effect of each organism’s evolutionary history on the conservation of
alternative splicing. For instance, there is a much higher rate of con-
servation of alternative splicing events between Caenorhabditis elegans
and Caenorhabditis briggsae (Rukov et al., 2007) than between mouse and
human (Yeo et al., 2005), even though their divergence times are similiar.
One possible explanation could be due to the fact that the effective
population size of nematodes is an order of magnitude higher than that
of vertebrates (Lynch and Conery, 2003), leading to a higher efficiency
of purifying selection. Therefore the higher conservation rate seen in
nematodes could be due to the more efficient removal by selection of
mildly deleterious alternative splice events. On the other hand, a more
mechanistic explanation is based on the fact that complement of spliceo-
somal regulatory proteins in vertebrates is higher than in nematodes
(Barbosa-Morais et al., 2006). This may have in turn have expanded
the proportion of sequence space that can act as splicing regulatory
elements, facilitating the evolution of novel isoforms. However, as long
as these explanations are based on such a small number of species,
and in the case of nematodes such a small number of genes, they will
remain speculative.
There have been two studies so far that have looked at the conserva-
tion of alternative splicing over longer evolutionary distances. The first
was by Resch et al. who looked at the conservation of alternative splic-
ing events in human, mouse, rat, zebrafish and Drosophila (Resch et al.,
2004a). They found a relatively high number of skipped exons in human
that were also skipped in Drosophila (∼300), however their method of
detecting conservation could not distinguish between true orthologous
alternative splice events and those that have evolved by convergent
evolution (Copley, 2004). They found that the more conserved an alter-
native splicing event was, the more likely it was to preserve reading
frame, however didn’t look into detail at the conserved events. Another
study by Malko et al. looked at the conservation of alternative splicing
between Drosophila melanogaster, Drosophila pseudoobscura and Anopheles
gambiae and found a relatively low rate of conservation (Malko et al.,
2006). However, they only looked at the genomic conservation of the
gene segments involved in alternative splicing and didn’t look at EST
or cDNA evidence for confirmation, therefore these results should be
treated with caution (discussed below).
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3.3.2 Methods
A dataset for the detection of conserved alternative splicing
In order to determine the evolutionary forces affecting alternative splic-
ing we selected eight organisms with a broad phylogenetic spread
and a range of divergence times: Apis mellifera, Drosophila melanogaster,
Anopheles gambiae, Ciona intestinalis, Tetraodon nigroviridis, Gallus gallus,
Mus musculus and Homo sapiens. For each organism we downloaded the
protein sequences from the Ensembl website (Hubbard et al., 2007) with
the exception of Apis mellifera which was obtained from the honey bee
genome consortium (Elsik et al., 2007) (sources of gene predictions are
listed in Table 3.1). Orthologous groups were constructed according to
the method described in (Zdobnov and Bork, 2007). From these a core
set of groups was selected that maintained loose one-to-one orthology
across all eight organisms, allowing for losses or gains in individual
lineages. The number of genes in the core orthologous groups is shown
in Table 3.1.
Organism
Source of Gene 
Predictions
Number of 
Orthologs
Apis mellifera GLEAN3 2402
Drosophila melanogaster Flybase 2440
Anopheles gambiae Ensembl 2457
Ciona intestinalis Ensembl 1778
Tetraodon nigroviridis Genoscope 2758
Gallus gallus Ensembl 2290
Mus musculus Ensembl 2587
Homo sapiens Ensembl 2440
Table 3.1. Orthologs used for the detection of conserved alternative splicing.
Detecting events present at the level of the transcriptome
Our starting set of alternative splicing events are those represented
in the transcript isoforms predicted for each of the eight organisms,
however not all of these alternative events have been seen in ESTs or
cDNAs. Most gene prediction algorithms integrate information from
the alignment of ESTs, cDNAs and proteins against the genome. In
organisms with low EST/cDNA coverage the many of the predicted
isoforms are based on the alignment of protein isoforms from other
species. Therefore for some of the predicted isoforms in our data set
there is no direct EST or cDNA evidence (see Figure 3.26). A significant
number of alternatively spliced exons in human show conservation at
the level of the genome, but not the transcriptome (Pan et al., 2005;
Yeo et al., 2005). To ensure that we are dealing with genuinely con-
served alternative splicing events we limit our analysis to those that are
supported by either ESTs of cDNAs.
The dbEST database was downloaded from the NCBI and the relevant
ESTs extracted by using the NCBI taxonomic id of each of the eight
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Figure 3.26. Data used for detection of conserved events. The first column shows
the proportion of genes among the core orthologous groups that are
predicted by the methods listed in Table 3.1 to have multiple protein
splice forms. The second column shows the relative proportions
ESTs and cDNAs that overlap these genes in each species. The final
column contains the same data as the second, however this time
the area of the pie charts is proportional to the total number of
ESTs and cDNAs available for each organism.
species. Similarly full-length cDNAs for each organism were retrieved
from NCBI’s Entrez database using the query:
tx id <ncbi taxonomic id >[Organism ] AND ( srcdb_genbank [ prop
] OR srcdb_embl [ prop ] OR srcdb_ddbj [ prop ] NOT
gbdiv_est [ prop ] ) AND biomol_mrna [ prop ]
replacing the text between the angle brackets with the organism’s
taxonomic id. These were then mapped to the genomic sequence of the
respective species using the GMAP spliced alignment program (Wu
and Watanabe, 2005) and for each a score based on the BLAT scoring
model was calculated (matching bases - (mismatching bases + number
of non-intronic indels)). A filter was then applied to remove alignments
that were: short (<100 nucleotides), low quality (less than 96% identity)
or ambiguous (a score separation of less than 10 between the best
and second best hits). Only alignments that overlapped the core set of
orthologs were kept. Then the proteins predicted for each gene were
aligned against the genomic locus using the Exonerate protein2genome
model (Slater and Birney, 2005).
The EST, cDNA and protein alignments were then used as input to
the Sircah program. From the resulting gene model, alternative splicing
was detected using two subsets of the total data: (i) the protein against
genome alignments only, and (ii) ESTs and cDNAs only. An alternative
splicing event present in the first set (protein alignments) was consid-
ered to be present at the level of the transcriptome if the exon involved
had the same alternative splicing classification in the second subset.
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Detecting conserved alternative splicing using cross-species spliced align-
ments
In order to be able to detect conservation we must be able identify
orthologous alternatively spliced regions of the gene. The most direct
method of achieving this is to align orthologous genomic sequences
against each other and identifying orthologous alternatively spliced
exons. However this method is only suitable over relatively short evo-
lutionary distances and may be sensitive to changes in gene structure.
An alternative method is to use a spliced-alignment algorithm to align
the proteins from one species against the genomic sequence of another
(Malko et al., 2006). This has the added advantage that conservation
can be detected over much longer evolutionary distances, and can even
tolerate changes in gene structure (Malko et al., 2006).
Figure 3.27. Spliced alignment method of detecting conserved alternative splic-
ing. Conserved alternative splicing is detected by creating a spliced
alignment between the proteins of one species and the ortholo-
gous genomic sequence in another species. The alternative splicing
events detected with these alignments are compared with those
detected by EST and cDNA alignments to remove those with no
support. This is carried out in an all-against-all manner
To detect the conservation of alternative splicing in a given ortholo-
gous group and in a given organism (called the target), the genomic
locus surrounding the gene was first extracted. Then the protein iso-
forms from one of the other seven organisms (called the query) were
aligned against it using the protein2genome model of Exonerate (Slater
and Birney, 2005). To allow for changes in protein length due to inser-
tions and deletions, multiple alignments were permitted for a single
protein as long as they didn’t overlap in either genomic or protein
coordinates. These alignments were then combined with the EST and
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cDNA alignments described above and were used as input to the Sircah
program. The alternative splicing events predicted by the cross-species
alignments were then checked for EST/cDNA support as above, and
if supported was considered a putative conserved alternative splicing
events. In the same way putative conserved alternative splicing events
were detected in the remaining six query organisms. This procedure was
repeated for the remaining target organisms, such that an all-against-all
comparison was done (Figure 3.27). Species that either multiple or no
copy of a gene from this orthologous group were skipped.
Many of the conserved events predicted by this method, especially at
longer distances, had no EST or cDNA support and manual inspection
revealed that they were artifacts of the alignment process rather than
true alternative splicing events. Given the difficulty that the spliced
alignment program had over longer evolutionary distances we devel-
oped a complementary method of detecting conserved events using
multiple sequence alignments.
Detecting conserved alternative splicing using multiple sequence alignments
Figure 3.28. Multiple sequence alignment method of detecting conserved al-
ternative splicing. Alternative splicing is detected using intraspe-
cific protein against genome alignments and confirmed using EST
and cDNA alignments. Then a multiple sequence alignment of
all proteins from an orthologous group is then constructed and
the genomic coordinates of the alternative events are first trans-
lated to protein coordinates and then multiple sequence alignment
coordinates.
Another approach to detecting conserved alternative splicing events
is use a multiple sequence alignment to look at the level of the pro-
tein for orthologous alternatively spliced segments (Figure 3.28). This
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method has been used successfully to look at the evolution of introns
over evolutionary distances greater than those under consideration here
(Carmel et al., 2007a). Firstly, for each orthologous group a multiple
sequence alignment was produced using Muscle (Edgar, 2004) (again
excluding species that were not single-copy for this orthologous group).
Then EST, cDNA and intraspecific protein against genome alignments
were used to detect EST- and cDNA-supported alternative splicing as
above. In order to map the these alternative splicing events, which are
represented in genomic coordinates, to the multiple sequence align-
ment, we first need to translate from genomic coordinates to protein
coordinates. This is possible using the CIGAR string produced by the
Exonerate program, which details both the genomic and protein coordi-
nates of the aligned blocks produced. The alternative splicing events,
now represented in protein coordinates, are then translated into the
coordinates of the multiple sequence alignment (Figure 3.29). Clusters
of overlapping alternative splicing events were then created and clus-
ters containing events from more than one organism represent putative
conserved events.
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Figure 3.29. Alternative splicing events represented in multiple sequence align-
ment coordinates. The top panel shows a representation of the
multiple sequence alignment, green blocks represent aligned posi-
tions in the protein. The bottom panel shows the EST- and cDNA-
supported alternative splicing events coloured according to the
same scheme in Figure 3.24. These events are then placed into clus-
ters based on their overlap within the multiple sequence alignment
coordinates, and clusters with events from more than one species
represent putative conserved alternative splicing events.
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3.3.3 Results
The results of the methods described above have yet to be analysed
systematically, however we have an example that shows that such meth-
ods can detect alternative splicing events conserved between Homo
sapiens and Drosophila melanogaster (Figure 3.30). Using the multiple
sequence alignment method described above a conserved skipping
event was detected with EST support in Homo sapiens, Gallus gallus
and Drosophila melanogaster. The gene involved is a member of the
membrane-associated guanylate kinase (MAGUK) family of proteins
and is called CASK in vertebrates and either CAKI or CAMGUK in
Drosophila. CASK is distinguished from the other members of the
MAGUK family by the presence of an N-terminal Ca2+/calmodulin-
dependent kinase domain. The gene has been implicated in a range
of neurological processes including neurotransmitter release, neural
development and even the regulation of gene expression (Hsueh, 2006).
In Drosophila the knockout of the gene leads to impaired movement
(Martin and Ollo, 1996) and flight (Zordan et al., 2005), most likely due
to spontaneous neurotransmitter release (Zordan et al., 2005). In con-
trast, the knockout of CASK in mouse is lethal, with the mice dying the
first day after birth, however the effects on neuronal activity are more
subtle (Atasoy et al., 2007). In addition CASK was recently identified
as one of the targets of the Nova splicing regulators (Ule et al., 2005),
which are responsible for regulation a host of alternative splicing events
in synapse-related genes (Ule et al., 2006). It is not immediately clear
how this conserved event might influence the activity of CASK as it
located after the PDZ domain and immediately upstream of the SH3
domain. It’s possible is that the skipped exon encodes a short linear
motif (Neduva and Russell, 2005) or functions as a spacer between
the two domains. However the conservation of this event over such a
distance suggests that alternative splicing may have been important in
the evolution of the nervous system. This is supported by the finding
that another target of the Nova proteins, the slo gene, has experienced
convergent evolution of exon skipping isoforms (Copley, 2004).
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3.4 outlook
While the case story described above demonstrates the potential of
being able to detect conserved alternative splicing events, there are still
some hurdles to be overcome before we can make general statements
about the evolution of alternative splicing. The most obvious one is
the limiting effect of EST and cDNA coverage on our ability to detect
alternative splice events, which in turn affects our ability to detect
conserved events. We can account for this to some extent by using the
frequency of an event among the ESTs that cover the region in question
in one species to estimate the likelihood seeing the same event given the
number of ESTs that cover the orthologous region. This is based on the
assumption that the inclusion level of an alternative splicing event is
also conserved, which has been shown to be true in some cases (Rukov
et al., 2007) but might not be true for all. Another limitation is that
we can only detect the conservation of alternative splicing events that
are represented in proteins predicted by genome annotation pipelines,
meaning that we can really only estimate conservation for a subset of
all alternative splicing events.
Recent advances in sequencing technology have the potential to not
only overcome these hurdles, but also to transform the study of al-
ternative splicing. It was suggested recently by Khaitovich et al. that
the future of gene expression profiling may lie in the high-throughput
sequencing of full-length cDNA libraries rather than the hybridisation-
based technologies used today (Khaitovich et al., 2006a). The value
of this approach has already been demonstrated by the FANTOM
consortium, which provided an unprecedented view of the mouse
transcriptome (Carninci et al., 2005). If faster and cheaper sequencing
allowed this approach to be carried out a large scale, then many of the
limitations on the global analysis of alternative splicing would disap-
pear. Firstly, sequence coverage would reach saturation, with the rate of
discovery of novel isoforms dropping rapidly. Moreover, unlike microar-
ray technologies which have to be developed anew for each species,
such methods could easily be applied to any species, greatly facilitat-
ing the detection of conserved isoforms. Secondly, cDNA sequencing
allows the detection of alternative splicing from the full transcript struc-
ture which avoids the "multi-assembly" problem associated with the
transcript fragments represented by ESTs (Xing et al., 2004), allowing
the direct prediction of protein sequences for coding cDNAs. Having
the full transcript sequence also facilitates the detection of correlations
between the alternative splicing events in parts of the transcript, which
in turn can reveal potential regulatory components (Zavolan and van
Nimwegen, 2006). Finally, this sequencing approach has the potential to
allow the quantification of the absolute number of transcript molecules
present (Khaitovich et al., 2006a), which is a vital step towards gain-
ing a systems-level understanding of functional modules regulated by
alternative splicing, such as the one regulated by the Nova genes (Ule
et al., 2006). One of the challenges in dealing with this potential flood of
data will be to cope with the large levels of redundancy in the cDNAs.
By using the splice graph data structure Sircah can greatly reduce this
redundancy while maintaining the original transcript data, and the
corresponding visualisations can produce a compact representation of
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a large number of transcripts.
While the focus on this part of the thesis has been on detecting con-
served alternative splicing events, in reality this only represents a subset
of all the functionally important alternative splicing events. Given the
low conservation rate of alternative splicing between human and mouse
it is not unreasonable to expect a population of alternative splicing
events to be evolving under positive selection. However, in order to
detect such selection one would need to develop a neutral model for the
evolution of alternative splicing (Khaitovich et al., 2006a), which given
complex nature of mutations that affect the evolution of alternative
splicing would be difficult to derive. However, if the full-length cDNA
sequencing approach described above is applied to a sample from a
genotyped individual it will be possible to associate single nucleotide
polymorphisms (SNPs) with the production of particular alternative
splicing isoforms (Nembaware et al., 2004; Kwan et al., 2007; Hull et al.,
2007). By combining such information with areas of the genome iden-
tified as being under positive selection, it may be possible to identify
adaptive alternative splicing events.
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Figure A.31. Parameter exploration to decide threshold over which environ-
mental ORFs can be considered characterized based on their hits
against UniRef. The figure shows the proportion of ORFs con-
sidered ’characterized’ based on the proportion of their hits in
UniRef90 that are characterized. In theory, any metagenomic ORF
that hits a characterized cluster could be considered characterized;
however, due to false positive and negative rates of the classifi-
cation method and error propagation in automatically annotated
databases, we used a threshold to limit the effect of spurious
annotations. ORFs were considered characterized if more than
20% of the UniRef90 clusters they hit are characterized. Other
values of this parameter do not greatly affect the number of ORFs
functionally characterized.
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Figure A.32. Metagenomic ORFs with different functional characterizations have
different length distributions. ORFs that cannot be characterized
by similarity methods are significantly shorter than those that can.
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Figure A.33. Neighborhood method applied to Minnesota Soil data at 3 dif-
ferent bitscore cutoffs. Each column shows the method applied
at a different bitscore cutoff, affecting the detection of conserved
neighborhoods and the stringency of the KEGG mapping used for
the benchmark dataset. Row A shows a 2-dimensional histogram
of the all the codirectionally transcribed neighborhoods in the
dataset, binned on the x-axis by intergenic distance and on the
y-axis by evolutionary distance (see Supp Info for full descrip-
tion). Row B shows the benchmark data, at each intergenic and
evolutionary distance p (the proportion of neighborhoods where
both genes are functionally related) is shown. Row C shows the
interpolation of the data in row B. Row D shows the proportion of
neighborhoods with p greater than the cutoff on the x-axis using
the predictions from the interpolation in row C.
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Figure A.34. Neighborhood method applied to Whale Fall data at 3 differ-
ent bitscore cutoffs. Each column shows the method applied at
a different bitscore cutoff, affecting the detection of conserved
neighborhoods and the stringency of the KEGG mapping used for
the benchmark dataset. Row A shows a 2-dimensional histogram
of the all the codirectionally transcribed neighborhoods in the
dataset, binned on the x-axis by intergenic distance and on the
y-axis by evolutionary distance (see Supp Info for full descrip-
tion). Row B shows the benchmark data, at each intergenic and
evolutionary distance p (the proportion of neighborhoods where
both genes are functionally related) is shown. Row C shows the
interpolation of the data in row B. Row D shows the proportion of
neighborhoods with p greater than the cutoff on the x-axis using
the predictions from the interpolation in row C.
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Figure A.35. Neighborhood method applied to Acid Mine data at 3 differ-
ent bitscore cutoffs. Each column shows the method applied at
a different bitscore cutoff, affecting the detection of conserved
neighborhoods and the stringency of the KEGG mapping used for
the benchmark dataset. Row A shows a 2-dimensional histogram
of the all the codirectionally transcribed neighborhoods in the
dataset, binned on the x-axis by intergenic distance and on the
y-axis by evolutionary distance (see Supp Info for full descrip-
tion). Row B shows the benchmark data, at each intergenic and
evolutionary distance p (the proportion of neighborhoods where
both genes are functionally related) is shown. Row C shows the
interpolation of the data in row B. Row D shows the proportion of
neighborhoods with p greater than the cutoff on the x-axis using
the predictions from the interpolation in row C.
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Table A.4. Metagenomic data in Figure 2.4 and Figure 2.10. Moving from top to
bottom is equivalent to moving clockwise around the pie chart and
moving from left to right across the table is equivalent to moving
from the inner pie to outside ring in in Figure 2.10. A description
of the colors used and the corresponding categories can be found in
Figure 2.4.
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Table A.5. The 124 prokaryotic species from the STRING database used in
this analysis. Moving from top to bottom is equivalent to moving
clockwise around the pie chart and moving from left to right across
the table is equivalent to moving from the inner pie to outside
ring in in Figure 2.10. A description of the colors used and the
corresponding categories can be found in Figure 2.4
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Bin Mean Total
Fam. Size # % of bin # % of bin in Bin
1 517.36 1,909 95% 91 5% 2,000
2 47.96 1,665 83% 335 17% 2,000
3 18.88 1,523 76% 477 24% 2,000
4 10.90 1,431 72% 569 28% 2,000
5 7.10 1,299 65% 701 35% 2,000
6 5.28 1,363 68% 637 32% 2,000
7 4.05 1,281 64% 719 36% 2,000
8 3.26 1,188 59% 812 41% 2,000
9 3.00 1,148 57% 852 43% 2,000
10 2.51 1,043 52% 957 48% 2,000
11 2.00 899 45% 1,101 55% 2,000
12 2.00 884 44% 1,116 56% 2,000
13 2.00 900 45% 1,100 55% 2,000
14 2.00 927 46% 1,073 54% 2,000
15 2.00 914 46% 1,086 54% 2,000
16 2.00 903 45% 1,097 55% 2,000
17 1.05 568 28% 1,432 72% 2,000
Sample singleton bin 533 27% 1,467 73% 2,000
All singletons 47,394 27% 126,730 73% 174,124
Total 66,715 32% 139,502 68% 206,217
Fn. Characterized Fn. Uncharacterized
Table A.6. Data in Figure 2.11.
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KEGG id Description Freq Meta Freq String p-value
2030 Bacterial chemotaxis 3.955E-03 1.028E-02 0.000E+00
2040 Flagellar assembly 7.637E-03 2.568E-02 0.000E+00
3010 Ribosome 5.441E-02 9.569E-02 0.000E+00
3070 Type III secretion system 2.154E-03 1.157E-02 0.000E+00
3080 Type IV secretion system 7.391E-04 3.904E-03 0.000E+00
3090 Type II secretion system 7.138E-03 1.750E-02 0.000E+00
860 Porphyrin and chlorophyll metabolism 1.907E-02 2.967E-02 8.228E-74
290 Valine, leucine and isoleucine biosynthesis 3.706E-02 2.348E-02 1.494E-71
260 Glycine, serine and threonine metabolism 5.683E-02 4.052E-02 6.741E-68
640 Propanoate metabolism 4.272E-02 2.914E-02 5.446E-62
380 Tryptophan metabolism 3.258E-02 2.088E-02 4.470E-60
780 Biotin metabolism 4.589E-03 9.323E-03 7.939E-57
512 O-Glycan biosynthesis 4.855E-03 1.044E-03 4.546E-44
533 Keratan sulfate biosyntheses 4.844E-03 1.044E-03 6.537E-44
602 Glycosphingolipid biosynthesis - neo-lactoseries 6.187E-03 2.059E-03 6.292E-40
604 Glycosphingolipid biosynthesis - ganglioseries 6.140E-03 2.030E-03 7.152E-40
30 Pentose phosphate pathway 2.067E-02 2.823E-02 2.144E-35
903 Limonene and pinene degradation 2.380E-02 1.609E-02 3.357E-35
71 Fatty acid metabolism 2.882E-02 2.035E-02 4.739E-35
195 Photosynthesis 1.384E-03 3.432E-03 3.694E-33
251 Glutamate metabolism 4.090E-02 3.114E-02 5.939E-33
790 Folate biosynthesis 1.190E-02 1.744E-02 2.363E-32
510 N-Glycan biosynthesis 8.634E-03 4.218E-03 4.657E-32
53 Ascorbate and aldarate metabolism 1.294E-02 7.650E-03 2.048E-30
120 Bile acid biosynthesis 2.078E-02 1.407E-02 2.313E-30
1052 Type I polyketide structures 2.010E-03 0.000E+00 2.551E-30
280 Valine, leucine and isoleucine degradation 3.329E-02 2.482E-02 2.649E-30
600 Sphingolipid metabolism 1.467E-02 9.065E-03 4.607E-30
4010 MAPK signaling pathway 1.862E-03 0.000E+00 4.811E-28
730 Thiamine metabolism 3.349E-03 6.134E-03 2.087E-27
310 Lysine degradation 3.426E-02 2.611E-02 3.464E-27
410 beta-Alanine metabolism 1.918E-02 1.318E-02 3.607E-26
500 Starch and sucrose metabolism 2.340E-02 3.016E-02 3.073E-25
603 Glycosphingolipid biosynthesis - globoseries 7.753E-03 4.032E-03 3.808E-25
3020 RNA polymerase 1.353E-02 8.679E-03 3.103E-24
40 Pentose and glucuronate interconversions 9.135E-03 1.323E-02 7.504E-23
20 Citrate cycle (TCA cycle) 3.275E-02 2.549E-02 2.027E-22
1051 Biosynthesis of ansamycins 1.489E-03 0.000E+00 2.562E-22
193 ATP synthesis 1.120E-02 1.554E-02 3.857E-21
3060 Protein export 1.851E-02 2.392E-02 2.633E-20
641 3-Chloroacrylic acid degradation 1.526E-03 1.001E-04 9.910E-20
51 Fructose and mannose metabolism 2.660E-02 3.280E-02 7.591E-19
970 Aminoacyl-tRNA biosynthesis 4.741E-02 3.949E-02 1.557E-18
1054 Nonribosomal peptide structures 1.158E-03 0.000E+00 3.213E-17
473 D-Alanine metabolism 2.257E-03 4.061E-03 6.060E-17
625 Tetrachloroethene degradation 5.132E-03 2.688E-03 3.402E-16
631 1,2-Dichloroethane degradation 2.259E-03 6.720E-04 6.538E-16
630 Glyoxylate and dicarboxylate metabolism 2.485E-02 1.949E-02 7.399E-16
720 Reductive carboxylate cycle (CO2 fixation) 2.923E-02 2.346E-02 1.231E-15
620 Pyruvate metabolism 5.180E-02 4.434E-02 5.271E-15
950 Alkaloid biosynthesis I 5.769E-03 3.274E-03 6.729E-15
540 Lipopolysaccharide biosynthesis 1.525E-02 1.127E-02 3.379E-14
523 Polyketide sugar unit biosynthesis 7.945E-03 5.105E-03 6.797E-14
632 Benzoate degradation via CoA ligation 3.191E-02 2.644E-02 7.740E-13
562 Inositol phosphate metabolism 5.924E-03 3.575E-03 9.599E-13
650 Butanoate metabolism 4.746E-02 4.085E-02 1.009E-12
230 Purine metabolism 8.719E-02 7.848E-02 1.830E-12
740 Riboflavin metabolism 8.028E-03 1.082E-02 4.236E-12
130 Ubiquinone biosynthesis 3.868E-02 3.290E-02 8.390E-12
660 C5-Branched dibasic acid metabolism 9.052E-03 6.306E-03 2.963E-11
520 Nucleotide sugars metabolism 2.141E-02 1.720E-02 3.621E-11
61 Fatty acid biosynthesis 2.062E-02 1.657E-02 1.058E-10
480 Glutathione metabolism 1.167E-02 8.636E-03 1.293E-10
791 Atrazine degradation 1.206E-03 2.860E-04 7.251E-10
271 Methionine metabolism 1.818E-02 1.454E-02 9.308E-10
770 Pantothenate and CoA biosynthesis 2.358E-02 1.953E-02 2.651E-09
450 Selenoamino acid metabolism 2.369E-02 1.965E-02 3.053E-09
240 Pyrimidine metabolism 7.160E-02 6.484E-02 7.310E-09
580 Phospholipid degradation 8.743E-04 1.702E-03 1.000E-08
220 Urea cycle and metabolism of amino groups 2.238E-02 1.859E-02 1.560E-08
31 Inositol metabolism 4.271E-03 2.660E-03 4.244E-08
62 Fatty acid elongation in mitochondria 1.161E-02 8.965E-03 6.304E-08
960 Alkaloid biosynthesis II 8.721E-05 5.005E-04 9.908E-08
52 Galactose metabolism 1.636E-02 1.945E-02 2.892E-07
312 beta-Lactam resistance 4.360E-06 1.716E-04 3.286E-07
563 Glycosylphosphatidylinositol(GPI)-anchor biosynthesis4.949E-04 0.000E+00 5.856E-07
710 Carbon fixation 2.803E-02 2.458E-02 1.803E-05
4110 Cell cycle 2.420E-04 0.000E+00 2.345E-05
601 Glycosphingolipid biosynthesis - lactoseries 6.519E-04 1.430E-04 2.730E-05
590 Arachidonic acid metabolism 6.584E-04 1.573E-04 4.886E-05
4120 Ubiquitin mediated proteolysis 2.289E-04 0.000E+00 5.496E-05
940 Stilbene, coumarine and lignin biosynthesis 5.621E-03 4.132E-03 5.619E-05
471 D-Glutamine and D-glutamate metabolism 3.789E-03 5.047E-03 7.600E-05
561 Glycerolipid metabolism 3.732E-02 4.099E-02 1.750E-04
430 Taurine and hypotaurine metabolism 2.871E-03 3.889E-03 4.518E-04
4210 Apoptosis 1.940E-04 0.000E+00 5.326E-04
300 Lysine biosynthesis 2.518E-02 2.803E-02 7.956E-04
Table A.7. KEGG maps over-represented in Environmental Datasets relative to
fully sequenced genomes
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Ocurrences COG A COG B COG A Description COG B Description
171 COG1077 COG0119 Actin-like ATPase involved in cell 
morphogenesis
Isopropylmalate/homocitrate/citramalate 
synthases
161 COG0015 COG0024 Adenylosuccinate lyase Methionine aminopeptidase
153 COG0190 COG0762 5,10-methylene-tetrahydrofolate 
dehydrogenase/Methenyl tetrahydrofolate 
cyclohydrolase
Predicted integral membrane protein
149 COG0072 COG0481 Phenylalanyl-tRNA synthetase beta subunit Membrane GTPase LepA
144 COG0527 COG0821 Aspartokinases Enzyme involved in the deoxyxylulose 
pathway of isoprenoid biosynthesis
143 COG2086 COG0404 Electron transfer flavoprotein, beta subunit Glycine cleavage system T protein 
(aminomethyltransferase)
141 COG0141 COG0361 Histidinol dehydrogenase Translation initiation factor 1 (IF-1)
139 COG0008 COG1974 Glutamyl- and glutaminyl-tRNA synthetases SOS-response transcriptional repressors 
(RecA-mediated autopeptidases)
134 COG0289 COG0177 Dihydrodipicolinate reductase Predicted EndoIII-related endonuclease
133 COG0192 COG0815 S-adenosylmethionine synthetase Apolipoprotein N-acyltransferase
129 COG0119 COG0215 Isopropylmalate/homocitrate/citramalate Cysteinyl-tRNA synthetase
128 COG0524 COG0177 Sugar kinases, ribokinase family Predicted EndoIII-related endonuclease
126 COG0483 COG0254 Archaeal fructose-1,6-bisphosphatase and 
related enzymes of inositol monophosphatase 
Ribosomal protein L31
124 COG0188 COG0629 Type IIA topoisomerase (DNA gyrase/topo II, 
topoisomerase IV), A subunit
Single-stranded DNA-binding protein
123 COG0254 COG3820 Ribosomal protein L31 Uncharacterized protein conserved in bacteria
123 COG0192 COG0195 S-adenosylmethionine synthetase Transcription elongation factor
122 COG0477 COG0168 Permeases of the major facilitator superfamily Trk-type K+ transport systems, membrane 
components
121 COG0349 COG0794 Ribonuclease D Predicted sugar phosphate isomerase 
involved in capsule formation
121 COG0206 COG2001 Cell division GTPase Uncharacterized protein conserved in bacteria
120 COG1304 COG1304 L-lactate dehydrogenase (FMN-dependent) 
and related alpha-hydroxy acid 
L-lactate dehydrogenase (FMN-dependent) 
and related alpha-hydroxy acid 
120 COG0756 COG0476 dUTPase Dinucleotide-utilizing enzymes involved in 
molybdopterin and thiamine biosynthesis 
119 COG0167 COG1384 Dihydroorotate dehydrogenase Lysyl-tRNA synthetase (class I)
117 COG0668 COG0762 Small-conductance mechanosensitive Predicted integral membrane protein
117 COG0499 COG0802 S-adenosylhomocysteine hydrolase Predicted ATPase or kinase
116 COG0604 COG1741 NADPH:quinone reductase and related Zn-
dependent oxidoreductases
Pirin-related protein
115 COG0462 COG1496 Phosphoribosylpyrophosphate synthetase Uncharacterized conserved protein
115 COG0408 COG0782 Coproporphyrinogen III oxidase Transcription elongation factor
114 COG0400 COG1403 Predicted esterase Restriction endonuclease
114 COG0104 COG0351 Adenylosuccinate synthase Hydroxymethylpyrimidine/phosphomethylpyri
midine kinase
113 COG0180 COG0694 Tryptophanyl-tRNA synthetase Thioredoxin-like proteins and domains
112 COG0225 COG2897 Peptide methionine sulfoxide reductase Rhodanese-related sulfurtransferase
112 COG0408 COG0219 Coproporphyrinogen III oxidase Predicted rRNA methylase (SpoU class)
112 COG2009 COG0136 Succinate dehydrogenase/fumarate 
reductase, cytochrome b subunit
Aspartate-semialdehyde dehydrogenase
109 COG0119 COG0565 Isopropylmalate/homocitrate/citramalate 
synthases
rRNA methylase
108 COG0793 COG0799 Periplasmic protease Uncharacterized homolog of plant Iojap 
108 COG0717 COG0766 Deoxycytidine deaminase UDP-N-acetylglucosamine enolpyruvyl 
107 COG1304 COG0436 L-lactate dehydrogenase (FMN-dependent) 
and related alpha-hydroxy acid 
Aspartate/tyrosine/aromatic aminotransferase
105 COG0343 COG0652 Queuine/archaeosine tRNA-ribosyltransferase Peptidyl-prolyl cis-trans isomerase (rotamase) 
- cyclophilin family
104 COG0289 COG0484 Dihydrodipicolinate reductase DnaJ-class molecular chaperone with C-
terminal Zn finger domain
102 COG0492 COG0625 Thioredoxin reductase Glutathione S-transferase
101 COG0686 COG0161 Alanine dehydrogenase Adenosylmethionine-8-amino-7-
oxononanoate aminotransferase
101 COG0006 COG3473 Xaa-Pro aminopeptidase Maleate cis-trans isomerase
100 COG0621 COG0735 2-methylthioadenine synthetase Fe2+/Zn2+ uptake regulation proteins
100 COG1109 COG0351 Phosphomannomutase Hydroxymethylpyrimidine/phosphomethylpyri
midine kinase
98 COG0461 COG0854 Orotate phosphoribosyltransferase Pyridoxal phosphate biosynthesis protein
97 COG0821 COG0216 Enzyme involved in the deoxyxylulose 
pathway of isoprenoid biosynthesis
Protein chain release factor A
96 COG0077 COG2812 Prephenate dehydratase DNA polymerase III, gamma/tau subunits
95 COG0548 COG0706 Acetylglutamate kinase Preprotein translocase subunit YidC
95 COG0479 COG1012 Succinate dehydrogenase/fumarate 
reductase, Fe-S protein subunit
NAD-dependent aldehyde dehydrogenases
94 COG1028 COG0861 Dehydrogenases with different specificities 
(related to short-chain alcohol 
Membrane protein TerC, possibly involved in 
tellurium resistance
94 COG0284 COG0776 Orotidine-5-phosphate decarboxylase Bacterial nucleoid DNA-binding protein
94 COG0134 COG1974 Indole-3-glycerol phosphate synthase SOS-response transcriptional repressors 
(RecA-mediated autopeptidases)
93 COG0129 COG0525 Dihydroxyacid 
dehydratase/phosphogluconate dehydratase
Valyl-tRNA synthetase
92 COG0324 COG0265 tRNA delta(2)-isopentenylpyrophosphate 
transferase
Trypsin-like serine proteases, typically 
periplasmic, contain C-terminal PDZ domain
91 COG0604 COG0302 NADPH:quinone reductase and related Zn-
dependent oxidoreductases
GTP cyclohydrolase I
91 COG0128 COG1137 5-enolpyruvylshikimate-3-phosphate synthase ABC-type (unclassified) transport system, 
ATPase component
91 COG0006 COG0210 Xaa-Pro aminopeptidase Superfamily I DNA and RNA helicases
89 COG1003 COG2907 Glycine cleavage system protein P (pyridoxal-
binding), C-terminal domain
Predicted NAD/FAD-binding protein
89 COG2303 COG0861 Choline dehydrogenase and related 
flavoproteins
Membrane protein TerC, possibly involved in 
tellurium resistance
88 COG0382 COG1132 4-hydroxybenzoate polyprenyltransferase and 
related prenyltransferases
ABC-type multidrug transport system, ATPase 
and permease components
Table A.8. The 60 Most frequently occurring COG neighborhoods unique to
metagenomic datasets
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NCBI Taxid Species Name
NCBI 
Taxid Species Name
139 Borrelia burgdorferi 2261 Pyrococcus furiosus
158 Treponema denticola 2287 Sulfolobus solfataricus
160 Treponema pallidum 2303 Thermoplasma acidophilum
197 Campylobacter jejuni 2320 Methanopyrus kandleri
210 Helicobacter pylori 26695 2336 Thermotoga maritima
305 Ralstonia solanacearum 2371 Xylella fastidiosa 9a5c
340 Xanthomonas campestris 13773 Pyrobaculum aerophilum
375 Bradyrhizobium japonicum 28227 Mycoplasma penetrans
381 Rhizobium loti 29292 Pyrococcus abyssi
382 Rhizobium meliloti 29459 Brucella melitensis
491 Neisseria meningitidis B 32046 Synechococcus elongatus
562 Escherichia coli K12 33072 Gloeobacter violaceus
601 Salmonella typhi 33959 Lactobacillus johnsonii
602 Salmonella typhimurium 35554 Geobacter sulfurreducens
623 Shigella flexneri 2a 301 36870 Wigglesworthia brevipalpis
632 Yersinia pestis CO92 39152 Methanococcus maripaludis
666 Vibrio cholerae 44101 Mycoplasma mycoides
670 Vibrio parahaemolyticus 44275 Leptospira interrogans L1-130
727 Haemophilus influenzae 50339 Thermoplasma volcanium
747 Pasteurella multocida 53953 Pyrococcus horikoshii
781 Rickettsia conorii 56636 Aeropyrum pernix
782 Rickettsia prowazekii 59919 Prochlorococcus marinus CCMP1378
813 Chlamydia trachomatis 63363 Aquifex aeolicus
882 Desulfovibrio vulgaris 65699 Neisseria meningitidis A
959 Bdellovibrio bacteriovorus 66077 Wolbachia sp. wMel
1076 Rhodopseudomonas palustris 70863 Shewanella oneidensis
1097 Chlorobium tepidum 76856 Fusobacterium nucleatum
1148 Synechocystis sp. PCC6803 83331 Mycobacterium tuberculosis CDC1551
1219 Prochlorococcus marinus SS120 83334 Escherichia coli O157:H7
1282 Staphylococcus epidermidis 83557 Chlamydophila caviae
1299 Deinococcus radiodurans 83560 Chlamydia muridarum
1309 Streptococcus mutans 84588 Synechococcus sp. WH8102
1313 Streptococcus pneumoniae TIGR4 85963 Helicobacter pylori J99
1314 Streptococcus pyogenes M1 86665 Bacillus halodurans
1360 Lactococcus lactis 92829 Xanthomonas axonopodis
1423 Bacillus subtilis 98794 Buchnera aphidicola Sg
1488 Clostridium acetobutylicum 100379 Phytoplasma Onion yellows
1502 Clostridium perfringens 103690 Nostoc sp. PCC 7120
1513 Clostridium tetani 111955 Sulfolobus tokodaii
1590 Lactobacillus plantarum 115711 Chlamydia pneumoniae AR39
1639 Listeria monocytogenes EGD 115713 Chlamydia pneumoniae CWL029
1642 Listeria innocua 118099 Buchnera aphidicola APS
1717 Corynebacterium diphtheriae 119072 Thermoanaerobacter tengcongensis
1718 Corynebacterium glutamicum 134821 Ureaplasma parvum
1765 Mycobacterium bovis 135842 Buchnera aphidicola Bp
1769 Mycobacterium leprae 155864 Escherichia coli EDL933
1770 Mycobacterium paratuberculosis 155892 Caulobacter crescentus
1902 Streptomyces coelicolor 158879 Staphylococcus aureus N315
2096 Mycoplasma gallisepticum 160232 Nanoarchaeum equitans
2097 Mycoplasma genitalium 171101 Streptococcus pneumoniae R6
2104 Mycoplasma pneumoniae 180835 Agrobacterium tumefaciens WashU
2107 Mycoplasma pulmonis 181661 Agrobacterium tumefaciens Cereon
2190 Methanococcus jannaschii 182082 Chlamydophila pneumoniae TW183
2214 Methanosarcina acetivorans 182710 Oceanobacillus iheyensis
2234 Archaeoglobus fulgidus 186103 Streptococcus pyogenes MGAS8232
198466 Streptococcus pyogenes MGAS315 187410 Yersinia pestis KIM
203907 Blochmannia floridanus 193567 Streptococcus pyogenes SSI-1
216466 Streptococcus agalactiae V 196600 Vibrio vulnificus YJ016
216495 Streptococcus agalactiae III 196620 Staphylococcus aureus MW2
217992 Escherichia coli O6 196627 Corynebacterium glutamicum 13032
222523 Bacillus cereus ATCC 10987 198094 Bacillus anthracis
229193 Yersinia pestis Medievalis 262724 Thermus thermophilus
Table A.9. The 124 prokaryotic species from the STRING database used in this
analysis
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