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1INTRODUCTION
Let f(x) = (f0(x),...,fm(x))T be a vector of linearly independent con-
tinuous functions on [a,b]. We assume that for each x or ''level'' in
[a,b] an experiment can be performed whose outcome is a random variable
Y(x) and that for any x, var Y(x) = 1. Also assumed is the existence of
9 = (00,...,9m)T such that E Y(x_) = (f(x), 9). The functions f0,...,"m
are called the regression functions and assumed known to the experimenter.
The basic problem is the estimation of functions of the vector 9 by
means of a finite number N of uncorrelated observations, (Y(xi))N_1. Thus,
eA ven a criterion of what a good estimate of a certain g(8) is, the problem
is one of selecting the x i 's at which to experiment.
An experimental design is a probability measure µ that has crass
pl,...,pr on the points x l ,. .,x r respectively, where p i N=ni , an in-
teger. An experimental design determines the points at which the experi-
ment takes place, namely the xi , i=l,...,r, and the number of experiments
of each level, namely n  at xi.
Definition 1: Let µ be an arbitrary probability measure on ra,b].
M(µ), the information matrix of µ, is defined as I1mij(4)11i,j.,0, where
miff (µ) = F
	
fi(x) f^(x)dµ(x)•
Ea, b]
Notice trat the information matrix i° clearly non-negative definite.
The information matrix plays an imp rtart role in determining the ac-
curacy of estimates to certain g(9). Consider the problem of unbiased
I'
2estimation of (c,9), where c is some m+1 vector of constants. Let a
1.
design u = {xi'pi)i=1 be given, where p iN = ni . The experimenter has N
random variables to work with, Y1(xl)' .. '' Yn (xl)'...'Y1(xr)'...,yn (x r ). It1	 r
is known (see e.g., Karlin and Studden, 1966a) that if there exists a linear
unbiased estimate of (c,(4) in terms of these random variables, there exists
one of minimum variance and that this minimum variance is precisely
Nsum r _ (	 a)21(a,M(µ)d) where Uu= {djM(u)d=0). The crucial quan-
d =_U , di0
u
tity in this expression is V(c,µ) = 2up(c,d)2/(d,M(u)d). Assume that
dEUµ, 7k
there is a u' such that M(µ')-MW is non-negative definite. Then it is
also known that there is u' concentrated on a finite set of points in ^a,b]
with this property (see Lemma 1). For this u' ) V(c,u') will be at least as
small as V(c,u). This follows because the existence of a linear unbiased es-
timate of (c,9) with respect to µ is equivalent to c being in U- (see
Karlin and Studden, 1966x) and thus in U L „ UL being contained in UL,. If
u	 u	 u
is not an experimental design, i.e., if µ' has irrational weight at
some point, it can still be viewed as an approximate experimental design for
large N. With this outlook we can think of µ' as giving a better best
variance than u for linear unbiased estimates of (c,9).
Definition 2: Let u and p' be probabilit y measures on [a,b]. We
say u < u' or M(p) < M(u' ) if the matrix M(µ') -14(p) is non-negative
definite and unequal to the 0 matrix.
Definition 3: A probability measure µ is said to be admissible if
there is no probability measure u' such that u' > u. Otherwise µ is
inadmissible.
3Because inadmissible designs give bigger variances than their dominating
designs and because every inadmissible design is dominated by an admissible
design (see Lemma 3), we are interes + ed in determining the class of admissible
designs.
Definition 4: Let 4 be a probability measure on Fa,b] concentrated on
1x1, ... ,xr) such that µ(x i ) > 0,.=1,...,r. Then the set {x1,...,xr3 is
called the spectrum of p, written S(µ).
It is known that admissibility is a property of the spectrum of a meas-
ure (see Lemma 2), that is, if 41 and 42 have the same spectrum they are
either both admissible or both inadmissible. Thus we can speak of admissible
or inadmissible spectra.
When f(x) = (l,x,...,xn)T it is known that a spectrum in ra,b] is ad-
missible if and only if it contains no more than n-1 points in the open in-
terval (a,b) (see Thecrem 2). Man; other results are known in this case-
For example, if we let C = FC	 = (l,x,...,xn)T for x E [a,b]), then the
design concentrating equal mass on the zeros of (1-x 2 ) P'(x) (Pn (x) is the
nth Legendre polynomial) is minimax in the sense that it minimizes
sup V(c,4)	 (see Kiefer, 1959)• Hoel and Levine (1964) have investigated
C EC
the design which minimizes V(C i 4) for c = (1,x0,...,xn) and x 0i [a,b],
an extrapclation problem. Extensions and modifications of this problem are
considered in Kiefer and Wolfowitz (1964, 1965) and Studden (1968).
The problem attacked in this thesis is that of characterizing admissible
designs when the regression vector f(x) is in the following form
( 1 )	 ( 1 x	 xn ( x-F )n-k .. (	
n	 (x-F )n-lc .. (x-E )n)T> >...,	 ,	 1 +	 ,.	 , X-E1)i,...,	 h +
	 ''	 '	 h +
4where a < E1< ...< F1,< b, 0 < k < n -1 and where
l
0, x < E
(x-F )+ 	 ,	 m = 1,2,... .
(x-F) m, x > F
A polynomial in the component functions of f(x) is called a polynomial
spline function with knots at F 1 ,...,F h . A function has this form if and
only if it is a regular polynomial on (a 'y ' (F1,E2),...)(FI,,b) and n-k-1
times differentiable at the knots F 1 ,
 
... ,Eh (see Lemma 4). Spline functions
have received considerable attention from mathematicians working in numerical
analysis, interpolation and approximation theory. (See Schoenberg, 1964 and
Karlin, 1968 for further references) .
Chapter I will start off by discussing some of the basic results upon
which this work is dependent. Section 1 has general lemmas about information
matrices, spline polynomials, and admissibility. It also reviews what is
known in the polynomial case. The rest of Chapter I deals with the problem
of determining the admissible spectra in the case of one knot, i.e., when
f(x) _ (l,x,...,xn,(x- F)+-k,...'(x- 1) +)T. Section 2 gives necessary and
sufficient moment conditions for admissibility. Section 3 uses a result
by Karlin and Ziegler to get some properties of spline functions for later
use. Section 4 starts by applying what is known about the polynomial case
to the spline polynomial case to determine a large class of 'nadmissible
designs. Then the results of Section 3 are used to classify another large
class of spectra, leaving only a few cases undetermined. Iii Section 5
these undetermined designs are classified by theorems that overlap some of
the theorems of Section 4. The final result is that a design is admissible
5relative to f(x)	 (l,x ) ... ,xn,(X-F)n-k +,...,(x-F)n) T if and only if
(1) S(µ) has fewer than n points in (a,F) and (E,b) and
(2) S(<<) has fewer than n+ 2+k points in (a,b).
In Chapter II we consider the case of h knots, where the regression
—	 n	 n-k	 n	 n-k
vector 4s f(x) = (1,x,...,x ,(x- E 1 )+	 ,..., (x-F1 ) + ,..., (x - E h ) +	 ,...,
(X-C )n)T. The first section generalizes Theorem 3, again giving admissi-
bility in terms of moment conditions. Section 2 contains a generalization
of Theorem 4, using what is known about the problem for fewer than h knots
and applying it to the case of h knots. We see that if p is inadmissible
with respect to fewer than h knots, then µ can't be admissible for h
knots. In Section 3, we see that a design is admissible if it is subadmiss-
ib.Le (i.e., admissible for fewer than h knots) and has few enough points
in [a,"1 ) o- (Ch,b]. We also give some examples in Section 3, one of
which classifies all designs in the case when k = n-1.In this case, where
the regression function is such that it need only be continuous at the knots,
a design is admissible if and only if it has no more than n-1 points in
each of the intervalo (a ) ^ l ), (E- h b) and (Fi ,F}, i=l,...,h-l. In
Section 4 we consider the case of a second differentiable regression func-
tion, i.e., where k = n-2, and succeed in characterizing a large class of
designs as inadmissible. We show that designs with n+h(n-1) or more poirts
in (a,b) are inadmissible. We also show that subadmissible designs with
(h+l)(n-1) or fewer points in (a,b) are admissible when none of these
points are at the knots. Section 5 conjectures that the .-emaining subadmis-
sible designs w.th (h+l)(n ­l) or fewer points in (a,b) are admissible.
It also offers a conjecture for the general solution of the problem, that
6''a design is admissible if and only if it is subadmissible and has fewer
than n + h(2+k ) points in (a,b) - unless it is subadmissible and has
n+k-1 
or fewer points in (E kl,b) or (e,°1 ); then it is admissible.''
Section 6 mentions how Theorems 3 and 10 and Lemmas 6 and 16 can be general-
ized for the case where the regression function is arbitrarily differenti-
_	 n	 n-kl	
n
able at the knots, i.e., where f(x) = (1,x,...,x ,(x
-f 1 ) +	 )...,(x-E1)+ ,.. ,
CHAPTER I
CHARACTERIZATION OF ADMISSIBLE DESIGNS
IN THE CASE OF ONE KNOT
1. Some Background Lemmas
In this section we present some fundamental results that are relevant
to this thesis, the first lemma describing some basic properties of informa-
tion matrices.
Lemma 	 Let i(x) = (fO(x), ... ,fM(x))T and let M(µ) be as in Defi-
nition 1. Then
(1) M(µ) is non-negative definite;
(2) det M(µ) = 0 if all the mass of p is concentrated on fewer
than m+l points;
(3) the family of matrices (M(µ)}, for µ a probability measure, is
a convex compact set;
(4) for each µL there is a probability measure µ' concentrated on
r points, r < m+12)(m+2),+ 1, such that M(µ) = M(W).
Proof: See Karlin and Studden (1966x, P. 787).
The far reaching part of this lemma is part (4) which permits us to
restrict attention to measures concentrated on a finite set of points when
dealing with information matrices. Since our criterion of admissibility is
given in terms of information matrices, we henceforth restrict consideration
to measures on a finite set of points.
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8Lemma 2. Let µ be an admissible measure concentrated or. (x l , ... ,xr)
with weight p i > 0 at xi . Then if µ' is a measure concentrated on
{x1,...,xrI with weight qi 0 at xi , µ' is admissible.
Proof: See Karlin and Studden (1966a, p. 809).
This lemma: tells us that any measure concentrated on a subset of the
spectrum of an admissible spectrum is admissible, or that a subspectrum of
an admissible spectruL, is admissible. It also tells us that if µ is in-
admissible, a measure whose spectrum is a superspectrum of S(µ) is inad-
missible, or that a superspectrum of an inadmissible spectrum is inadmissible.
Thus we can talk of admissible and inadmissible spectra from now on.
The next lemma is the one that guarantees that we get best linear un-
biased estimation results by staying in the admissible class of designs.
Le_ mma 3. Let µ be an inadmissible measure. Then there is an admis-
sible µ' such that µ' > µ.
Proof: We start by noting that any M(µ') 2:M(µ)  has its main diagonal
elements greater than or equal to the corresponding diagonal terms of M(µ)
and that at least one must be strictly bigger (see Lemma 7). Let
al - sup
	 (m11(4')). By compactness of {M(µ)) (Lemma 1) there is a
µI > µ
M(41) such that 
ml, (u .j) = a1 and M(41) > M(µ). If µl is admissible we
are done. If not we let a2 = sup	 (m22(µ')) and notice there is a
µ > µl
M(42) > M(µ1) with m22(µ) = a2 . If µ2 is admissible we are done. Pro-
ceeding in this way we either arrive at an admissible M(µi), for i < m+l,
or we arrive at an M(µm+1) with the properties that ak a m (µm+1)'
3=1,...,m+1 and M(µ,+1) > M(µ;) > ... > M(µ1) > M(µ). By the preliminary
9remark, if there is a µ > µ;+ 1, mkk(a) > mkk(41M+1) for some k contradict-
ing the mean:.ng of crk . Thus M(pm+l ) must be admissible.
The next lemma is a formal characterization of +h,, type of regression
function we are interested in.
Lemma 4. A function P(x) on [a,b] can be expressed in the form
n	 h k
(2)	 P(x) _	 bi xl +	 aij(x-Ei)A-j
i-=0
	 i=1 j=0
if and only if
(1) P(x) is a regular polynomial in each of the intervals
[8, F1),(F1,F2),...,(Eh-]'rh)'(Fh,b] and
(2) P(x) is of continuity class ti-k-1 at each Fi , i.e., it has
	
n-k-1 continuous derivatives at
	 .i
Proof: See Karlin and Ziegler (1966, p. 518).
Sometirdes in the en-,ping analysis it will be easiest to work with a
linear transformatior of the regression vector (1).
Lemma _5. Let g(x) = Af(x) where A is non-singular and where f(x)
is given in (1). Then a design µ is admissible with respect to g(x) if
and only if it is adnelssible with respect to f(x).
Proof: Notice that for any v,
M_(v) =	 Af(x) f T(x) ATdv = AM_(v)AT.
g	 [a,b]	 f
I
Let µ be admissible with respect to f(x). Then if g is not admissible
with respect to g(x) there exists a v such that v > p with respect to
10
g(x) or AM (v) AT _> AM (µ)AT. Since A is non-singular, this implies
f	 f
M_{v) > M_(µ). So µ mast be admissible with respect to g(x). The " only
f	 f
if" part follows from the same argument upon noting f(x) = A -1 g(x).
Remark. If we are only considering the case of one knot E, where
F(X) = (l,x,...,xnI (x-§)n-k+.,,,•(x-E)+)T, we can define (x-E)m=(x-E)m-(x-E)m,
m=1,2,... and let g(x) 	 (1, x,...,xn,(x-§)n-k,...,(x-E)n)T. It can be ob-
served that g(x) is a non-singular linear transformation of f(x) and thus
that a measure is admissible with respect to one vector if and only if it is
admissible with respect to the other.
We now state a result due to Kiefer ( 1959, p• 291) that is instrumental
in characterizing the admissible spectra in the ordinary polynomial case,
when f(x) = (l,x,...,xn)T. We will use a generalization of his theorem to
attack the spline polynomial case.
Theorem 1. Let f(x) = (l,x,...,xn)T and let g(x) = (1,x,...,x2n-1)T.
Then µ' > µ if and only if
(1) J	 g(x) d(µ'-µ) = 0	 and(a,b]
(2) x 2 d(µ'-µ) > v.
[a,b ]
Proof: See Karlin and Studden (1966 b, p. 352)•
Following closely after Kiefer's "momentous'' result is the theorem
that characterizes the admissible spectra.
Theorem 2. Let f(x) be as above. A probability measure µ on [a,b]
is admissible if and only if its spectrum has fewer than n points in the
open interval (a,b).
11
Proof: See Karlin and Studden (1966b, P
.
 353)-
The proof essentially depends upon recognizing the fact that J
	
x2ndµ
^8,b^
is maximal subject to the prior moments being fixed if and only if µ is a
measure with fewer than n mass points in (a,b). The method of approach
used in the spline polynomial case is similar, only the analysis more delicate
and complicated. The result is similar. that a design is admissible if and
only if its spectrum has fewer than a certain number of points in certain in-
tervals.
2. A Necessary and Sufficient Condition for Admissibility
We now develop a generalization. of Kiefer's theorem, again showing ad-
missibility related to certain moment conditions.
Lemma 6. If
M=^a b,,
b b
M>0 if andonlyif 0#a>b>0.
Proof: This can be observed after noting
(x,Y) M(y) = x2(a-b)+b(x+y)^.
Lem. Suppose M is symmetric and M > 0. If a diagona l. element
mii= 0, then mij= 0 for all J.
Proof: Let v be the vector with 1 in the ith place, 0 in the Jth
place, and 0's elsewhere. Then for all D,
12
V T M v = 
20mi1 +132 mjj > 0.
Thus for all P > 0,
(2mij + "mjj ) > 0.
Letting P 1 0 we have 2mij 2: 0. Also for all 0 < 0,
(2mij + Omji) < 0.
Letting P t 0 we get 2mij < 0. Thus mij= 0.
Theorem 3. Let f(x) _ (1,x,...,xnx-E)+-k,...,(:+c-E)+)T• Let
=	
2n-1
x	 1 xx  x-^)+-k,...,(x-E)+n-1)T. Then with respect to the re-
gression. vector f(x), M(µ')-M(µ) >O if and only if
(1) j g(x) d(µ'-µ) = 0 and
(2) 0	 (' x2n d(µ`-µ) > J(X-§)+nd(µI-µ) > 0.
Proof: Let mij be the (i,j) element of the symmetric mF-trix
M = M(µ')-M(µ). Assume M > 0. We will show (1) holds by repeated applica-
tion of Lemma 7. Since
J 1 dµ = j l dµ'
or,
 mll= 0, the first row and column of M are 0. That is,
(a) J xi d(µ'-µ) = 0, i = 0,...,n 	 and
(b) f (x-0+ d(µ ` -µ) = 0 ' j = n-k,...,n.
Statement (a) tells us m22 = J x2 d(µ'-µ) = 0, so that the second row
and column are 0, or
rxId(µ'-µ)=0, 1=1,...,n+lJ
and
x(x-E)+ d (µ'-µ) = 0, j = n-k,...,n.
Continuing this way we finally arrive at
i(c) x d(µ'-µ) = 0, i = 0,...,2n-1 	 and
(d) xi(x-E)+ d(µ'-µ) = 0, i = 0,...,n-1, j = n-k,...,n.
Since for i = 0,...,n-1 and j = n-k,...,n
i
f(X-F) i (x-E)+ d (µ'-µ) _	 ak rxk (x-E)+	 d(µ'-µ) = 0,
k=0
by (d), we get
J(X-O+ d (µ'-µ) = 0, i = n-k,...,2n-1.
Thus M > 0 implies (1) .
We notice that when (1) holds M has its first n and then its
n+2 1 ..., n+k+l st rows and columns 0. That is, (1) implies the elements
of M other than m
n+l,n+1` JX 2n d(µ,-µ), mn+k+2,n+k+2 =J (x-E)+n d(µ'-µ),
and mn+l,n+k+2=Mn+k+2,n+1- fxa(x_t)nd (µ' -µ) are 0. We notice that (1)
also implies
xn(x
-E)+ d(µ'-µ) _ f(x-t) +nd(µ'-µ)f
since
n-1	 n-1
xn (x -E)+
 = (x-E)n(x -E)++S	 ak(x-E)k(x- E)+= (x-g)+n+ Y ak(x-g)++k.
k=0	 k=0
13
14
Thus m
n+k+2,n+k+2 mn+l,n+k+2= mn+k+2,n+1' Finally, by Lemma 6, assuming
(1), M > 0 if and only if (2) holds. This completes the proof.
Corollary. If µ is admissible when k = m, p is admissible when
k> m, m= 1,...,n-2, m< k< n-1.
Proof: One need only observe that if µ' dominates µ for k > m, µ'
dominates g for k = m.
We now state Theorem 3 in an equivalent but slightly more general and
usable way.
Theorem 3 f . Let gl(x) _ (l,x,...,x2n-1 ,(x-E )n-k- ,.. , (X-0 2n-1 ) T and
let32(x) = (1, x,	x2n-l'(x-C)+-k,...,(x-r)+n-1)T. Then with respect to
the regression vector f 1(x) = (l,x)...,xn,(x-F)n k,...,(x-E)+)T or
F2(x) 	 (1, x,...,xn,(x- E')n-k,...,(x- o n ) T (see Lemma 5 and Remark)
M(µ') > M(µ) if and only if
(1), fg,(x)  d(pl-p) = 0 	 or
r
g2(x) d(µ'-µ) = 0 and
(2)	 f(X-E:) 2nn  d(µ'-µ) > 0 and
f(X- t) 
2n d(µ'-µ)
 
> 0
and one of the inequalities is strict.
Proof: Notice that conditions (1)' and (1) are equivalent and that
given (1) 1 , condition (2)' is equivalent to condition (2).
Lemma 5 and Theorem 3' show some of the symmetry that is inherent in the
situation. Later we shall prove certain things by showing one case and claim-
ing another case is true by symmetry.
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3. Some Characteristics of Spline Functions
In this section we present two lemmas dealing with spline polynomials
that will permit us to ''weave'' polynomials through questionable spectra.
First we paraphrase a result of Karlin and Ziegler (1966, pp •519-22).
Let Nm(t,x) =(t-x)m, m = 1,2,... and let ti , xj , i,j = 1,2,...,r,
satisfy conditions (1), (2), and (3):
(1) c < ti < ... < t  < d,
C < xl < ... < xr < d;
(2) a + 6 < s + 2 (s > 1) whenever a of the xj 's, 1 < a, coincide,
say equal to g, c < g < d, and 0 of the ti 's, 1 < P, agree with the samo
point g.
(3) No more than s+l consecutive is (or x's) coincide.
Let M(s,t,x) be defined as follows: If xl< x2< ... < x  and
t1< t2< ... < tr, M(s,t,x) is the matrix llq)s(ti'xj)I,i,j=1' If
x
Jo-l<  X  
= xj 
+1 	 = X  +h-1< xj o +h we replace the jo+i th column
 0	 0	 0	 r
	
d(')	 r
vector, 1 < i < h-1,	 ,i,x )Il	 by [	 T (t ,x)J	 ]
— —	
of ^^y(t j 	i, j=1	 dxi s v
	
v=1'
x=xj
0
A similar adjustment is used on the rows of the resultant matrix when t
values coincide, any sth derivative being taken from the right. M(s,t,x) is
the remaining matrix. We let D(s,t ,x) be defined as det M(a,t,x). The re-
sult of Karlin and Ziegler is that under conditions (1), (2), and (3)
D(s,t,x) 2:0  always and D(s,t ,X) > 0 if and only if t i-(s+1)< x i < ti,
i = 1,2,...,r, where for i< s+l only the right hand inequality is relevant.
Definition 5. Let f(x) be a vector of functions (f 1(x), ... ,fh(x))T
and let t be a vector of constants (tl, ... ,t h ) T where tl< t2< ...< th.
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Then for t l< t2< ... < t  we let M(f,t) be a matrix M o= (f(tl),...,f(th)).
Otherwise, if t values coincide, say d o-1< tioa do+1=...=do+J-l< tio+J,
we let M(f,t) be the matrix obtained by replacing the i o+k th column,
k = 1,...,J-1, of Poo by the vector [d(kk
 F(t)
	 ], where all derivatives
dt	 1t=ti
0
are from the right.
We now apply the Karlin-Ziegler result with r=s+1+2, 0< A< 0-1, c =a-e,
d=b, xl= = xs+1= a-e, and xs+2= ... = x  +1+2= E. We notice D(s,t ,x) j 0
if and only if t j'+l< g and is+2 > g.
lemma 8. Let f(x) _ (l,x, ... ,x s , (x-E)+-^,...,(x-E)+)T. Let
a< tl< ...< is+,C+2< b where no more than (s-1+1) t values are E and where
no more than (s+l) t values coincide. Then M(f,t) is non-singular if and
only if there are no more thtm (s+l) t values in both [a,b ] and [E,b].
Proof: We need only note
(3)	 MT ( f,t) = M(s,t,x) [ 1
0 M2
where M1 is an (s+l)x(s+1) non-singular lower right triangular matrix of
constants and where ,M2 is an (1+1)x(A+1) non-singular non-principle diago-
nal matrix of constants. Then. det M(f,t) # 0 if and only if D(s,t,x) # 0
or if and only if tt+l< g and is+2 > g.
Lemmag. Let ,g < s and a< t l< ...<t 
  s 
++1< b,where is +1 > E and
t1+l< g. Then there is a non-trivial polynomial unique up to a multiplica-
tive constant in the components of f(x) 4--(l,x,...,xs,(x-E)+-'^' "	 T
with 0's at the ti 's. (If h ti 's agree with some point, we mean the 0 at
17
this point will have multiplicity h.) Furthermore this polynomial has nc
other 0's in
Proof: Let is+1+2= b+1. and let t = (tl, ...)ts+,t+l'ts+1+2)m. By
Lemma 8, M(f,t) is non-singular and there is a unique a such that
M1 (f,t }a = (0,0 ) ... ,0,1) 1 . Thus there is a unique polynomial P(x)=(f(x),a j
with 0's at tl,...,ts+,Q+1 such that P(ts+1+2 ) = 1. Notice that the condi-
tion that t1+1< E and is+l > g implies at most (s-4-1) i s fall on g
and that we need not worry about an extended definition of "multiplicity''
(see Definition 8). We now show that P(x) has no other 0's on
	
As-
sume there is some other 0, say t o . Let t be the vector with components
t0,tl,.• . ,ts+,+1 in monotone non-decreasing order. Then no matter where to
is, M(f,t) is still non-singular by Lemma 8. Since MT(f,t)a = 0 has a uni-
que solution a	 we note that the only polynomial with 0's at t0, ... ,ts
+j+l
is the trivial one.
4. Tweak Bounds on the SRectrum
We start this section by applying what we know about the regular poly-
nomial case (Theorem 2) to the spline polynomial case. Then we prove two
theorems giving bounds on the number of points in admissible and inadmissible
spectra. These theorems are later superceeded by other theorems which give
better bounds from independent arguments; but the theorems of this section
are interesting because they help one see why p is inadmissible if SW
is too big and admissible if S(µ) is small enough.
The r_ em 4. Let f(x) = (1,x,...,xn,(x-g)+-k^...,(x-^)+)T. If S(µ)
has more than n-1 points in either (a,g) or (E,b), then p is inadmis-
sible with respect to f(x).
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Proof: kirst consider the case when S(µ) has more than n-1 points
in (a,F). Let µ = µ[— g- on [a,^]. By Theorem 2, µ is inadmissible on
[a,E] relative to the regression vector g(x) _ (l,x,...,xn)T. Thus there
is a µ' Dn [a,Q such that M(µ') ! M(µ) (relative to g(x)). Let
[a , E ] " on [aag]
on (,b]
We notice
M(µ) = f	 f( X ) f T(x) dµ+ f	 f(x) f T(x) dµ
[a, E ]	 (^, b ]
and
M(µ') = r	 f(x) f T (x) dµ'+ f	 f(x) f T(x) dµ.
J [8a^^
	
(^ab]
Since
ff( X ) f T (x ) dµ' > f	 f(X) f T( x ) dµ,
M(µ') > M(µ) and µ is inadmissible.
In the case where S(µ) has more than n-1 points in (§,b) the re-
sult follows from a symmetric argument.
The next definition is motivated by Theorem 4.
Definition 6. Let I(µ) = +m if S(µ) has more than n-1 points in
either (a,g) or Q,b). Otherwise let I(Ia) be the number of interior
points of [a,b] in S(µ) plus one-half the number of end points of [a,b]
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in S(µ), if any. I(µ) will be called the index of µ.
As suggested above µ bill be inadmissible if I(µ) is too big and µ
will be admissible if I(µ) is small enough.
Lemma 10.	 Let g(t)	 _ (l,t,...,t2n-1 ,
n-k(t-g) +
	,...,(t 2n-1 T- g)+	 )	 and
assume	 I(µ) < -. Then if J_g(t) d(µ' -µ) 	= 0	 and S(I:') C S(µ), µ' = µ.
Proof: Consider the elements of S(µ) as being ordered from a to b and
suppose S(µ') C S(µ). Then let 8 be the vector of weights of µ, the ith
component of 8 being the µ weight of the ith element of S(µ). Let 9'
be the vector whose ith component is the µ' weight of the ith element of
S(µ). Let M be the matrix whose ith column is g(t i ) where ti is the
ith element of S(µ). Then jg(t) d(µ'-µ) = 0 implies M(9 - 9') = U.
Since, by Lemma 8, the columns of M are independent, 9 - 9' = 0 and µ'=µ.
Theorem 5. If I(µ)	 n+2-1, then µ is admissible.
Proof: Case 1, I(µi zn+2-1 and there are fewer than n points of
S(µ) ir. (a,k] and [F,b). Then with s = 2n-1 and I = n+k-1, Lemma 9
tells us there is a non-trivial polynomial P(x) in l,x,...,x2n-1^
(x-g)*-k,...,(x-g)+n-1 with a single 0 at each end point of [a,b] in
S(µ), a double 0 at each interior point of [a,b] in S(µ), and no other
0's, so that P(x) has constant sign on [a,b]. If there were a µ >'	 µ,
Theorem 3, part l,tells us JP(x) dµ' = JP(x)dµ = 0 and thus that S(µ')C S(µ).
Lemma 10 shows us this is not possible. So µ is admissible.
Case 2, I(µ) = n+2-1 and S(µ) has n points in (a,g]. It can be
observed without too much trouble that there is a non-trivial polynomial P(x)
in (x-g)+-k, ... ,(x- g)2n-1 with double 0's at each point of S(µ) in (E,b),
with a single 0 at b if beS(µ), and with no other 0's in (E, m)• If µ' > µ,
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JP(x) du' = JF(x,) d, = 0, by Theorem 3. If S +(µ) and S +(µ') are respec-
tively the points of S(µ) and S(µ') that are greater than E, we must
) C S+(µ). Let ; and P+ be respectively the µ and thehave S (µ'
vectors of weights for the points of S +(µ) considered as ordered from t
to b. Let g+{x} 	 ((x_E)+-k,...,(x_E)+n-1)T and let M+ be the Matrix
with columns g(t i ), where ti
 is the ith element of S+(µ). The columns
of M+ are independent and thus the relationship necessary for µ' > µ, that
M+ 8+ = M+ 8+, implies 9+ = 8+ or that µ = µ' on (E,b]. Thus the only
way µ' can dominate µ is if 
J	
f(x) f T(x) du' >	 f(x) f T(x) dµ.
	
[a, ^ ]
	
[a, E ]
But this can't happen because by Theorem 2, since I(.: ;: <	 µ is admissible
relative to l,x,...,xn on [s,E]. So µ is admissible.
Case 3, I(µ) = n^ -1 and µ has n points in [E,b). We use
reasoning parallel to that of case 2, showing any dominating measure must
agree With µ on [a,E) and noting that µ is admissible with respect to
the regular polynomial regression vector on [E,b].
The proof is completed by noting that if I(µ) is smaller than 3n+k 1,2
S(µ) is a subspectrum of some admissible spectrum S(µo ), where I(µo)	 2
Thus by Lemma 2 1 µ is admissible.
Theorem 6. If	 µ )I 	> n+k+2 then( _ 2
	
µ is inadmissible.
Proof: By Theorem 4 we need only prove this in the case when I(µ) is
finite or when S(µ) has no rl ,-)re than n-1 points in (a,E) or (E,b). We
(µ = n+k+2
show µ is inadmissible if I ) 	 2	 It will follow from Lemma 2 that
µ is inadmissible if I(µ) > n+2+2
Let V3n+k+2 be the moment space of the functions l,x,...,x2n,
(x-E)
n_k 
,•••,(x-E)+n. That is, 7t3n+k+2 is the set of all (3n+k+2) vectors
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c where c = fg(x) dv for g(x) = (l,x ) ... ,x2n + k,...,(x-^)+n)T
and for v a finite measure on [a,b]. Then 913n,}k	 is a convex cone in
E3n+k+2 . It can be seen from Theorem 3 that if µ is admissible, lg(x)d,
is a boundary point of 47'3n+2• This means there is a non-trivial a
such that (a, J'g(x)dli) = 0 and (a, fg(x)dv) < 0 for all v µ• This im-
plies that P(x) _ (a, g(x)) is a non-trivial polynomial with 0's on S(µ)
and that P(x) < 0 off S(µ).
Case 1, that S(µ) does not have n+l points in [a,g] or
Then with s = ^cn and I = n+k, Leumoa. 9 tells us there is no non-trivial
polynomial with double 0's at the points of S(µ) interior to [a,b] and
with single 0's at a or b if they are in S(µ}. Thx µ is inadmis-
sible.
Case 2, ;;bat S(µ) has n+l points in [a,Q. Then it is immediate
that the first 2n+1 coefficients of a must be 0 or that P(x) is a
polynomial in (x-g)+ k,...,(x-g} 	 But for this polynomial to have the
described property of being 0 on S(µ) and non-pcaitive off -S(µ), it
must have (n+k+l) 0's in (g,b]. The only way this can happen is if
P(x) is also the trivial polynomial in (x-g)n-k'...,(x-g)2n. So again µ
is inadmissible.
Case 3, that S(µ) has n+l points in (E,b]. This is covered by
arguments parallel to those of case 2.
5. Characterization of Admissible Designs, One Knot
From Theorems 5 and 6 we see that the only designs not yet classified
are those whose index is l+k or n 2+1 . These will be handled in this
section, by independent arguments.
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Definition 7. Let J = {fl(x)l ... ^f r(x)} where each f i (x) is a
continuous function on [a,b]. Let a < t  < ... < t r< b, t = (tl)...,t^)T,
and let f (x) = (fl(x),... ,fr(x))T. Then ,P is called a Tchebycheff system
or T-system if for all such t, det M(f,t) has a constant strictly positive
or strictly negative sign. AP is called a Weak Tchebycheff system or WT-
system if the functions of of are linearly independent and if for all such
T, det M (FT) is either always non -negative or always non-positive.
Lemma 11. The system of functions {l,x, ... ,xs , (x-^)+ ^,...,(x-F)+^,
0 < L < s, is a WT -system on [a,b].
Proof: From relation (3) of Lemma 8 we observe
det MT(FT) = D(s,t,x) det Ml det M2
and thus that det M(FIT) has a constant sign, since D (s,t,x) 2:0.
The next lemma gives the existence of a measure µ' which we will later
show dominates µ in the cases considered.
Lemma 12.
(1) Let n+k be even and I(µ) = n+k . Then if S(µ) C (a,b), there
is a µ' with S(µ') ^ S(µ) such that if gl (x)=(l,x,...,x2n-l, (x-- +-k,...,
x- 2n-1 T and — x = 1 x
	
x2n-1
'( X-0
-
n-k
	 x- 2n-1 T then
jg,(x) d(µ'-µ) = 0, i=1,2.
(2) Let n+k be odd and I (µ) = n+2+ 1 . Then if S(µ) C (a,b),
there is a µ' with S (µ') ^ S(µ) such that if 91(x)-(l,x,...'x2n-1^
(g)n-k-l ^ ..,( g +n-1 T	 2	 x	 x2n-1 (x- g)n-k-1 ... (x-g) -1 )Tx-	 x- )	 }	 and g (x)=(1, ,•• ,	 ,	 ,	 ,	 ,
then fg,(x) d(µ'-µ) = 0, i=1,2.
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Proof: We proceed along the lines of the proof in Karlin and Studden
(1966b, pp. 138-9). Let n+k be even, I(µ) = 2 k , and S(µ) c (a,b).
Let u x ,...,u3n+ k x) be respectively 1 x 	
2n-^	 n-k^..	 2n-1.( )	 (	 P	 Y	 , ,...,x1	 (x-E)+	 (x- E)
By Lemma 11,{ui (x)) is a WT-syst*_m on [a,b]. Le-c vi (t,6)=fb G6(x,t)ui(x)dx,
8-e
i=1,...,3n+k, where G (x,t) = 1 exp[- 1/2(x--t )2]. Then for fixed 6 > 0
6
it is known that {vi ^t,6)) is a T-system and that v i (t,6)
	
ui (t) u:i-
formly on [a,b] as 6 4 0. Let c i= ju,(x)dp(x) and c i (6) = fvi(t,6)dµ(t),
i=1,...,3n+k. Then c 1 (6) ci . Since [vi (t,d)) is a T-system, Theorem
2.1 and Corollary 3.1 of Karlin and Studden (1966b, Chap. 2) tell us there
is a measure µ 6 with positive mass precisely at a,b and n^ 2-2 points
of (a,b) such that ci (6) = fv,(t,6)d4— 6 (t), i=1,...,3n+k. Let µ' be a
weak limit of (µ 6) with mass on precisely < n2k-2 points of (a,b). Then
µ since µ has mass on Irk points of (a,b). Also
ci= fui (x)d4 =fu,(x)d4-. By Lemma 10, S(µ') ^ S(µ). It is easy to see that
fg—,(x)d(µI-4) = 0 implies fg-2(x)d(µI-4) = 0.
The proof for the second part of the lemma is essentially the same and
omitted.
Because polynomial spline functions are not infinitely differentiable
it is necessary to make a special definition for the multiplicity of a 0.
Definition 8. Let P(x) be a polynomial in the functions l,x,...,xr,
where r > 1 and 0 < l < r. Assume P(x) is not
identically 0 oil any interval and that
P(0)(F)=P(1)(§+)=P(1)(g_)= ... =P(k)(t+)=P(k)(^_)--0 and P(k +l )(^_)+P(k+1)(E+)•
(1) If P(k+l) (x) is bounded away from 0 in some neighborhood of
g and doesn ' t change sign at §, we say P(x) has a 0 of order k+l at E.
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(2) If P(k+l) (x) changes sign at g, we say P (x) has a 0 of order
k+2 at ^.
(3) If p(k+1)(g+)=0 or P(k+1)(g-)^ and if P(k+1) (x) does not
change sign at E, we say P(x) has a 0 of order k+3 at E. Multipli-
city of a 0 at points other than g is defined as usual.
Lemma 1	 Let P(x) be a polynomial in the functions 1,x,..
	 r
(x-E)+-^,...,(x-g)++1, r > 1 and 0 < I < r, which is not identically 0
in any interval. Then
(1) P(x) can have at most ( r+,9+2) 0's.
(2) If P(x) has an even order 0 at a point, then P(x) does not
change sign at that point.
Proof: We start the proof of part (1) by showing the result true for
all r and = r-1. P(x) restricted to [g, p) is a regular polynomial
P+(x) and P(x) restricted to (--,g] is the regular polynomial P_(x).
If there are no 0's at g, the-result is evident because P_(x) can have at
most (r) 0's and P+(x) at most r+l for a total of 2r+1 = r+(r-1)+2. If
there is a 0 of order h > 1 at g, one can observe that the polynomials
P+(x) and P_(x) can not have more than a total of (r+(r-1)+2-h) 0's in
(g,m) and (-^,E), for a total maximum possible number of r+(r-1)+2. Let
us assume the first part of the lemma true for all r and =r-1,...,r-^+1,
l< j < r. We show it true for t=r-J. Assume P(x) has more than (2r-J+2)
0's. Then by Rolles Theorem P' (x) has more than (2r-j+1) 0's. This follows
since Definition 8 tells us P(x) has a 0 of order i at g if and only if
P'(x) has a 0 of order i-1 at Z. But that P'(x) has more than (2r-3+1)
0's contradicts the induction hypothesis since P'(x) is a polynomial in
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r-1^ (x-E)(r-1)-(r-j)'...^(x-E+)r and can have at most
(r-1)+(r-j)+2 = (2r-j+l) 0's.
For part (2) we observe from Definition 8 that if P(x) has an even
order 0 at E and h is the first integer such that P (h+l) (E
- ) and
P(h+l)(E+) are not both 0, then h is even if and only it P(h+l)(x)
changes sign at g. Noting that the Taylor Formula expression for P(x) is
P(h+l)(x )(x-g)h+1
P(x) =	 n+1 '	 , where x1 is between E and x, we see that
P(x) does not change sign at E if the order of the 0 at E is even.
If P(x) has an even order 0 at a point other than E it is well known
that P(x) does not change sign at the point.
The next lemma exhibits the existence of certain polynomials instrumen-
tal in showing which designs are inadmissible.
Lemma 14.
(1) Let n+k be even, I(µ) = 2 k and S(µ) c (a,b). Then there is
a P+(x) in 1,x, ... ,x2n-l,(x-E)+-k,...,(x-E)+n such that the coefficient
of (X-02n > 0, P+ (X) = 0 on 5(µ), P+ (X) 2:0  on [a,b], and P+(x) > 0
on the points of [E,b] not in S(µ). There is a P_(x) in 1,x,...,x2n-1I
(x-E)n-k,...,(x-E)2n such that the coefficient of (x-E) 2n > 0, P-(x)=0
on S(µ), P- (x) 2:0  on [a,b], and P_(x) > 0 on the points of [a,E] not
in S(µ).
(2) Let n+k be odd, I(µ) = n+2+1 and S(µ) c (a,b). Then there
is a P+(x) in 1,x,...,x2n-1,(x-g)+-k-l,...,(x-g)+n such that the coeffi-
cient of (X-§) 2n > 0, P+(x) = 0 on S(µ), P+(x) > 0 on [a,b], and
P+(x) > 0 on the points of [E,b] nct in S(µ). There is a P_(x) in
1,x,...,x2n-1'(x-E)n-k-l,...,(x-E)2n such that the coefficient of
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(X-C 2n > 0, P_(x) - 0 on S(µ), P_(x) > 0 on [a,b], and P_(x) > 0 on
the points of [a,E] not in S(µ).
Proof: We merely establish the existence of P +(x) for the first part.
The existence of the other polynomials follows from similar arguments.
Case 1, that there are n points of S(µ) in (a,Q . Let
F(X) _ (1,x,...,x2n-1,(x_§)n-k,...,(x_g)+n-1)T and let rl,...,r n+k be the
2
points of S(µ) ordered from left to right. Let t1=t2 rl,...,t3n+k-1 =
tan +k- r 11+k	 By Lemma 8, M(f,t) is non-singular. Thus there is an a
2
such that
MT(f t} a = (0	 0 (r	 _§)2n (	 _ 0 2n-1^	 ^	 - g) 2n
	
2n+1	 ,-2n r2n+1	 r n+k
	
2	 2	 2
-2n(r	 _^)2n-1)T.3n+k
2
Let MT(f,t) be the matrix consisting of the last n+k columns of MT(f,t).
It can be seen that the first 2n rows of MT(FT) are 0 and that the
lower right (n+k)x(n+k) submatrix is non-singular. Thus a has its first
2n components 0. Then P +(x) = (3,f(x))+(x-9)+n is a non-trivial polynomial
in (x-§)+-k,...,(x-9)+n with (n+k) 0's in (§,b). Since P +(x) can't have
any other 0 1 8 in	 since P+
 (x) t	 as x -" m, and since P+(x) = 0
for x <, it is clear that P+(x) satisfies the conditions of the
lemma.
Case 2, that there are fewer than n points of S(µ) in (a,g]. Again
M(FI T) is non-singular. If a is the solution to
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M`(f,t)- = (-(r -g)2n,-2n(r -^)2n-1,...,-(r 	 ,)2n,-2n(r	 §)2n-1)T^1 +	 1 +	 n+k +	 n+k +
2	 2
P+(x) _ (f(x),cx) + (x-§) 2n is the polynomial we seek. We note that if
P
+
 (x) were identically 0cn [a,Q, it would be a polynomial in (x-F)+-k ,...,
(X-§) 2n having more than (n+k) 0's on (F„ b) and thus trivial there too.
So P+(x) is non-trivial on [a,F] and on [E,b]. From Lemma 13, with
r = 2n-1 and i = n+k-1, we get P +(x) can have at most (3n+k) 0's. But
P+(x) is defined so that it has a double 0 at each of the 
2+k points
of S(µ). Since P+(x) 	 as x	 and since, also by Lemma 13, P+(x)
can't change sign, P+(x) > 0 for all x and satisfies the conditions of
the lemma.
The next theorem classifies some of the spectra of indices 
n2k 
and
n+k+l as inadmissible.
2
Theorem
(1) If n+k is even, a measure µ of index 2 I!+-k— is inadmissible if
S(µ) doesn't include a and b.
(2) If n+k is odd, a measure µ of index n+k+12	 is inadmissible
if S(µ) doesn't include a and b.
(Note that the indices in parts (1) and (2) are integers, so that either
both or none of a and b are in S(µ).)
Proof :
(1) Consider the µ` from Lemma 12, part (1). Consider the P+(x)
and P_(x) from Lemma 14, part (1) and write
P+ (x ) = (x-V2n + P+(x)
P_(x) = (x-g) 2n + P_(x)
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where P+(x) is a polynomial in the functions l,x, ... ,x2n- 1Y(x- g)n-k,...,
(X_g)2n-1. The measure µ' satisfies J P+(x)dµ' = JP+ (x)clp. We notice
fp+(X)dµ=O., JP+(x)dlA' > 0 and fP+ (x)dp l > 0 if S(µ') has a point in
[g,b] not in S(u), and that JP_ (x)dA I > 0 and JP_ (x)d4i I > 0 if S(µ')
has a point in [a,g] not in S(µ). Thus f(x-§) 2n d(p'-4) >0, f(x- g)2nd(µ'-4)>0
and at least one inequality is strict. By Theorem 3', µ' > P-
(2) Here we use the µ' of Lemma 12, part (2) to dominate µ. We show
u' > u as we did in part (1), using P+(x) and P_(x) from Lemma 14, part
Corollary. If n+k is even, a measure of index > n+2+1 is inadmis-
sible.
Proof: This follows because the spectrum of such a measure is the super-
spectrum of a measure of index n2k whose spectrum is contained in (a,b).
The only remaining unclassified designs are those of indices n+k2
and n+2+1 that are not covered in the above theorem or corollary. The
next theorem shows them admissible.
Theorem 8.
(1) If n+k is even, a measure µ of index n2k is admissible if
S(µ) contains a and b.
(2) If n+k is odd, a measure p of index n+2+1 is admissible if
S(µ) contains a and b.
Proof :
(1) Case 1, that there are not n points of S(µ) in either (a,g]
or [g,b). Ass-ume u is inadmissible. By Lemma 3, there is an admissible
W 2!p.  By Theorem 7, S(u') can have at most n2k - 1 points in (a,b).
29
Thus there must be two consecutive points of S(µ), say r  and r,+1, with
no points of S(µ') between them. By Lemma 9, wherever r  and r1+1 may
be, there is a non-trivial polynomial P(x) in l,x,...,x2n-l,(x-g)*-k,...,
(x-g)+2n-1 with single 0's at r
A
 and r1+1 double 0's at the other points
of S(µ) in (a,b), singl,: 0's at a and b, and no other 0's in [a,b]. We
can take P(x) to be negative between r4 and r,+l
 and non-negative else-
where on [a,b ]. By Lemma 10, S(µ') 4 S(µ). Thus all points of S(µ') will
lie in regions where P(x) 2:0  and some will lie where P(x) > 0. This con-
tradicts the condition necessary, by Theorem 3, for µ' > g, that
fP(x) d(µ'-µ) = 0 since fP(x) dµ = 0 and fP(x) dµ' > 0. So µ is ad-
missible.
Case 2, that there are n points of S(µ) in (a,g]. Then the points
of S(µ) to the right of g are b and n+2-2 points of (g,b). Assume
•	 µ' > g. First we show that g' must agree with p on (g,b]. Notice that
there is a polynomial P(x) in the functions (x-g)n-k,...,( x-g)2n-1 with
a single 0 at b, a double 0 at each point of S(µ) in (g,b) and no
other 0's in (g,b]. Since fP(x) d(4 1 -p)
 = 0 there is no point p in
(g,b] that is in S(µ') and not in S(µ). Arguing as we did in the proof
of Theorem 5,we get g' = µ on (g,b] and also, since p is admissible
with respect to the regular polynomial regression vector on [a,g], that
µ' = µ on [a,g]. Thus there is no µ' > p.
Case 3, that there are n points of S(µ) in [g,b) follows from
symmetric arguments.
(2) Case 1, that S(µ) does not have n points in (a,g] or in
[g,b). Assume an admissible g' dominates p. Then µ' can have at most
n+2
-1 points in (a lb). Let rl,&..,r 
n+k-1 be the points of S(µ) in
2
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(a,b). We now show that S(µ') must have a point in each of the open inter-
n+k-
vals ( ri ) ri+l ), i = 1...,	 2 For assume not; assume that there is nc
point of S(µ') in (ri ,ri+1 ). Then by Lemma 9 there is a polynomial P(x)
in the components of g(x) 2, 	 with
single 0's at a,b,ri ,ri+1, double 0's at the other points of S(µ) in,(a,b',,
and no other 0's. Then as in the first case of part 1, fP(x) d(µ'-µ) + 0
and µ' µ. We can thus assume that either (a,r1 ) or (r n+k-1 ,b) does
2
not contain a point of S(µ'). Without loss of generality we assume there
is no point of S(µ') in (a,rl ). Let t = (tl,...,t3n+k)T where t l= a,
t2= rl, t3= t4= r2'...,t3n+k= b. Let h(t) _ ((t1-, ) +n,(t2' ) +n,(t3-V+ n
2n(t'g)2n-1,...,(t	 -g)2n^ 2n(t	 _g)2n-1, ( t	g)2n)T. By Lemma4 + 	 3n+k-2 	
S, M(g,t) is non-singular. Let a be the solution of MT(g,t)Q^-h(t}.
Let P(x) = (x-g)+n+(g(x),a). Then P(x) has a 0 at each of the ti and
can't have any other 0's, by Lemma 13. Also P(x) < 0 for all points of
S(µ'), P(x) < 0 for some points of S(µ'), and P(x) = 0 on S(µ). Thus
we get f(X-§) 2n d(µ'-µ) < 0. So µ is admissible, because this last in-
equality contradicts µ' 2:p,  by Theorem 3.
Case 2, that S(µ) has n points in (a,g] and thus b and n+k-12
points of S(µ) in (g,b]. Assume µ' > µ. Theorem 1.1 of Karlin and
Studden (1966b, Chap. 3) tells us that if g(x) _ ((x-E)+-k,...,(x_f)2n-1)T,
then subject to fg(x) d(V-P) = 0, J(X-V) 2n dv is uniquely maximized for v
on (g,b] by v = µ and thus, by Theorem 3, that µ' = µ on (C,b]. We
proceed as before from this point, case 3 following from symmetric arguments.
Corollary. If n+k is odd, a measure of index < n+k is admissible.
Proof: We merely note that the siectrum of such a measure is the sub-
spectrum of an admissible spectrum of index n+2+1.
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From T1,eorems 7 and 8 we get that if n+k is even, then designs of in-
dex < n2 —+k are admissible, that designs of index n2k are admissible if
and only if they contain a and b, and than designs of index > n2k are
inadmissible. We get that if n+k is odd, then designs of index < n+k+l2
are admissible, that designs of index n+k+l are admissible if and only if
they contain a and b, and that designs of index > n+k+l are inadmissible.2
We put these facts together in the final theore.:r of the chapter.
Theorem 9. Relative to f(x) _ ( l,x,...)xn,(x-§)+-k,...,(x-g)+)T
(or f(x) _ (1, x,...,xn,(x- §)n-1'...,(x-§)n)T) µ is admissible if and only
if
(1) S(µ) has no more than n-1 points in either (a,g) or (g,b) and
(2) S(µ) has fewer than n + n2k points in (a)b).
CHAPTER II
TIM CAPE Or MORE THAN ONE KNOT
1. Necessary► and Sufficient Moment Conditions
Now we are concerned with the case of h knots, i.e., the case where
the regression vector f(x) _ (l,x,...),xn, (x-§1 )
+-k ' " ''(x-^1)+,••.,
(x-9,h)+ k,...,(x-^h)B)T, n > 1, 0 < k < n-1, h > 	 We start by giving a
generalization of Theorem 3, giving necessary and sufficient conditions for
admissibility. The following lemma is a generalization of Lemma 7 1 which
was used in the proof of Theorem 3.
Lemma 15. Let M be a square matrix of the form
Al A2 .... AI
A2 A2 .... At
Al A^ .... A^
Then M > 0 if and only if 0 # Al > ... > AI > 0.
Proof: We need only notice that
(xl,...,xI) M (xl, ... )xA)T= 	 (Ai-Ai+l)(xl+...+xi)2
ial
where A^+1 0. Then for x2= x3=... =x
It 
= 0,(Al-A2 )x2 > 0 for all
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Y1
 Al >A2 . For x3= x4= ... =x1= 0, (A1-A2 )x1 +( A2-A3 }(xl+x2 ) 2> 0 for all
xl and x2 4a Al > A2
 >:A 
3*  
Proceeding in this way we arrive at
X M x > 0 for all x a Al > A2 > ...>:A, > A,+l= 0. Noting that M
non-negative definite and A l = 0 M = 0, we are done.
Theorem 10. Let f(x) _ (l,x,...,xn, (x- Cl)n-k,...,(x-E1)+'
(x_Eh)n-
k,...,(x-Eh )+)T' where a < El < ... < Eh < b and 0 < k < n-l.
Letx = 1 x ^, x2n-1 x- n-k 	 (x_ 2n-1	 x_ )n-k8( )	 ( , )•	 )	 ,\	 gl )	 7•	 )\	 E1 )	 ,...,(	 gh + )...,
(x-
§h)+n-1)T. Then µ' 2: µ with respect to f(x) if and only if
(1) jg(x) d(µ'-µ} = 0 f
(x_t
and
(2)0 
^ ('x2n d(µL	 >	 l) +n d(µ '-µ) > ... > j (x-^h)+n d(µi	 > 0.
Proof: The proof is essentially like that of Theorem 3 and so we only
sketch it. LeTMma 7 is used to show (1) holds if M = M(µ')-M(µ) > 0. Lemma
15 shows that given (1), M > 0 if and only if (2) holds.
2. Subadmissibility
In Section 4 of Chapter I we showed that if µ is inadmissible on
either [a,E] or [g ,b] with respect to the regular polynomial regression
vector f(x) _ (l,x,...,xn)T then µ is inadmissible with respect to the
spline regression vector f(x) = (1,x,...,xn,(x-t )+-k,...,(x-E)+)T. In ef-
fect we shc ,.-ed that a design inadmissible with respect to 0 knots was in-
admissible with respect to 1. knot. Now we will show that a design inad-
missible with rP^p,ct to k knots is inadmissible with respect to k+1
knots. First we give some definitions.
Definition
-
g.  Let Eo= a and Eh+1 = b. By an interval of length L,
•	 0 < L < h, we mz,a.n one of the intervals
34
Note that an interval of length I is characterized by the fact that it
has A knots in its interior.
Definition 10. Let go= a and gh+l= b. A measure µ that is admis-
sible on all intervals of length k < h, say ([Ei sEi + +l^), relative to0	 0 '^
the regression vectors f(x) = (l,x,...,xn, (x-Ei +1)n-k,...,(x-Ei +l)n,...,
a	 o
{ x-Ei	)n-k,...,(x-Ei +^)n)T respectively, is said to be subadmissible (h).
0	 0
Theorem 11. Let µ be admissible for h knots. Then µ is subad-
missible (h).
Proof: Assume that µ is not subadmissible. Then for some io and
some A < h, µ is inadmissible on [EiosEio+^+1] relative to f(x) =
{ ls xs- •• s xns{x- Ei +1)}-k,...,( x- Ei +l)+,...,(x
-Ei +^)+-k,...,(x-Ei +,C ) + )T.0	 0	 0	 0
Thus there is a µ on [Fi sEi +,Q+1] such that µ 2: 4 on [ Ei Ai +L+11
o ^	 0 0
or Such that
(1) f	 go(x) d(µ"-µ) = 0
	 and
[Eios Eio+1+1]
(2) 0 J	 x 2 d(µ-µ)(X-Ei +1)+n d{µ'µ)
	[Eiofgio+'t	 [EiosEio+'+1]	 o
	
> ... >	 (x-E	 )2n d(µ-µ) _> 0s
o o
i.2+
[EisEi+1+1]	
o
where- 1 x ... x2n-1 (x-	 n-k	 (x-E	 )2n-1	 {x-E	
)n-k
go{ ) - ( s s	 s	 s	 Eio+1)+ ,.. ,	 io+1 +io
+Z)+n-1)T- Let 
µ' be defined as µ on	 i ,F i + +1 ][E	 and µ
0	 0 0
35
Then if g(x) is as in Theorem 10, conditions (1) and
0 0
(2) just above imply
(3) J	 g(x) d(µ''µ) = 0 	 and[a,b]
[a'b] x2n d(µ^-µ) > ... > f Ca'b] (x-^h)+nf
W1 4ich, by Theorem 10, implies µ' > P.
3. Some Particular Results
Without too much new theory we are able to classify some subadmissible
designs as admissible. Roughly speaking, if a subadmissible design doesn't
have too many points in (g h,b3 or [a,E,) it will be admissible. Let
f(x)= (1,x,...Ixn,(x-gl)+-k,...,(x-gl)+,...,(x-Fh)n-k,...,(x-gh)+)T 	 and
let µ be subadmissib=e (h), which means, in particular, that µ is admiss-
ible on [a,E.]. Let S(µ) have r points in (F h,b) and s points at
b (s = 0 or 1). Let V(µ) a 2r+s and let g+(x) =((x-Eh)+ k,...,(x-gh)2n-1)T,
Notice that by Theorem 10, if µ' > µ then yrg+(x) d(µ'-µ) = 0. Assume
U' > u. Now if V(µ) < n+k it follows from Theorem 2.1 of Karlin and
Studden (1966b, p. 42) that	 µ' agrees with	 µ on	 (Er ,b]. This theorem
says that if	 V(µ) is smaller than the number of functions in a Tchebycheff
system whose integrals are to be fixed, then there is no other measure µ'
that fixes the integrals at the same values. If V(µ) = n+k and n+k is
odd (i.e., b e S(µ)), then by Theorem 1.1 of Karlin and Studden (1966b, p. 80)
if ^g+(x) d(µ' -µ)
 = 0, f(x-gh)+n d(µ'-µ} G 0 unless µ' = µ on (gh,b].
Since the negativity of the last integral contradicts µ' > µ (by Theorem 10)
we get µ' = µ on (g h,b]. Thus in the two cases: V(µ) < n+k and V(µ) = n+k
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when n+k is odd, we get u = u' on (9h b]. But since u is admissible
on [a,Eh] we must also have µ = u' on [a., 9h] Thus p' 2!4  is impossible.
We state these results as a theorem, including also the similar case when S(µ)
has a small enough number of points in [a,Ei).
Theorem 12. Let u be subadmissible (h). Let S(µ) have r + points
in(gh,b) and s+
 points at b (s+ 0 or 1); let S(u) have r - points
in (a,gl ) and	 points at a (s - = 0 or 1). Let V+(u) = r++ s + and
let V- (u) = r_+ s - . Let V(u) = min(V+(u),V-(u)). Then if V(u) < n+k
or if n+k is odd and V(u) = n+k, p is admissible.
Exarmle 1. Let k be as large as we permit, i.e., k = n-1. We let
go = a and gh+i= b and show that a design is admissible if and only if it
has fewer than n points in each of the intervals ( gi , gi+i ), i = 0,...,h.
We observe from Chapter I that this result is true in both the case of 0
knots and the case of one knot. So we assume it is true for h-1 knots
and show it true for h knots. Let u be a design with fewer than n
points in each open interval. Then by the induction hypothesis it is sub-
admissible (h). By the theorem it is admissible since n+k is odd. If
u has n or more points in an interval it is clearly not subadmissible
(h) and thus not admissible. So we are done.
Notice that when k = n-1 a polynomial in the components of the re-
gression vector is a regular nth degree polynomial on each [gi,Ei+1] and
needs only be continuous at the knots.
In the case when n=1, the above result tells us that µ is admissible
if and only if S(u) c (a,gi,...,gh,b).
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Example 2. Let n = 3, k = 0, h = 2. Then a design is subadmissible
(2) if and only if it has fewer than 3 points in (a,gl ) ' (91'2 ) ' (C2 'b)
and fewer than 5 points in (a,g2) and (fl,b). It follows from the theorem
that a design that is subadmissible (2) and has a single point in (92,b)
(in (a,gl )) and a single point at b (at a) is admissible. The only de-
signs still undetermined in this case are among those that are subadmissible
(2) and have two points in both (a,§ l ) and (t2,b).
Example 3. n = 4, k = 0, h = 2. Here the subadmissible (2) designs
are those with fewer than 4 points in (a,
^l ) ' (91'g2)' (§2 'b ) and fewer
than 6 points in (a, E2) and (gl,b). Notice that any subadmissible (2)
design with only one point in (a, y or (g 2,b) is admissible. The de-
signs undetermined are among those subadmissible (2) designs with more than
1 point in both (a,gl ) and (§2,b).
4. The Case of a Second Differentiable Regression Function
In this section we assume that k = n-2 (n > 2) and classify many de-
signs for h knots. In other words, we work under the assumption that the
regression polynomial has at least a continuous first derivative at the knots.
The techniques of this section will be generalizations of techniques used
mainly in Section 5 of Chapter I. First we generalize Lemma 8 which was a
handy tool throughout most of Chapter I.
Lemma 16. Let a < t  :S 	 < is+hj+h+l^ b where there are no more
than (s+l-f,) is at a point §i and where no more than (s+l) is coincide
anywhere. Then if f(x) _ (1, x,... )xsx-91) s 1I..•,(x-E1)+' " ' ' (x gh ) +-I ' " ''
(x - gh)+)T, 0 < A < 5-1, M(FT) is non-singular if and only if
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(1) tr(.1+1) < §r and
(2) 9r < is +2+(r-1)(;x+1)' r = 1,...,h.
Proof: This result follows from the Karlin and Ziegler result mentioned
before Lemma 8 in essentially the same way Lemma 8 followed.
We now define a concept which, after an induction later on, will be
shown related to subadmissibility (h). We define this concept of "permis-
sibility" for the case when n+k is even, but in this section use it only
when k = n-2.
Definition 12. Let n+k be even. A design µ is said to be permis-
sible (h) if S(µ) has at most (n+ 
2 
(n+k)-1) points in the interior of
each interval of length 1, for 0 < I < h. Otherwise µ is said to be non-
permissible (h).
Next comes a lemma that generalizes Lemma 14 and leads to the determina-
tion of a large class of inadmissible designs.
Lemma 17. Let n > 2 and k = n-2. Let µ be a permissible (h) de-
sign with precisely n+ 21 	 points in S(µ), all in (a )b). Then there
exists a set of polynomials {P i (x )h 	where Pi (x) is a polynomial in
the components of g(x) = (1,x,...,x2n -l,(x-gl)+-k,...,(x-^l)+n-1
(x g
h ) +-
k ' " ' ' (x Eh)+n
-1)T and fi (x), where
fo ( x ) = x2n- (x-^ 2n,
fi (x) = (x-gi )+n - (x-9i+l)+n, i = 1,...,h-1,	 and
fh(x) = (x-Eh)+n,
such that
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(1) The coefficient of f i (x) = 1	 and
(2) Pi (x) = 0 on S(µ), P i (x) > 0	 everywhere,
and Pi (x) > 0 on the points of [i,^i+1] not in S(µ).
Proof: It will be observed that a permissible (h) design µ with S(µ)
having precisely n+ 2 (n+k) points, all in (a,b), must have (n-1) points
in (a,§l ) and (§2 ,b), one point at each of the h knots, and (n-2) points
in each (gi,§i+1)' for i = 1,...,h-1.
For i = 0 or h the result follows immediately as in the proof of
Lemma 14, case 1. Ph(x) will be 0 on [a,gh] and Po(x) will be 0 on
[^l,b]. For i = 1,...,h-1, the technique is essentially the same. We show
there is a non-negative, non-trivial polynomial in (x-Vii)+,...,(x-Fi)+n-1,
(x-9i+l)2'" ''(x-^i+l)2n-1' and fi (x) with double 0's at the points of
S(tL) in [ti,fi+l] that is 0 on the complement of [^^i+1]' Using Lemma 8
as was done in Lemma 14, it is not too hard to see that there is a polynomial
P(x) in l , x,...,x2n-1^(x_^ )2 	 (x-^
	 )2n-and x2n (`-	 )2n that hasf+1+'" 	 i+l+
double 0's at the points of S(µ) in [^i,^i+1] and is identically 0 to
the right of Ei+l • P(x) has no other 0's on [^i,^i+1] and P(x) >O
there if the coefficient of x2n-(x-gi+1)+n is 1. If we let
P(x),	 x > Ei
Pi(x)
0,	 x <
then Pi (x) satisfies the conditions of the lemma.
Next we generalize Lemmas 10 and 12.
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Lemma 18. Let	 (x) = 1 x	 x2n-1 x- n-k	 x- )2n-1
(x'§h ) +-k ' "''(x'gh)+n-1)T' let n+k be even, and let µ be permissible (h).
If	 J'g(x)  d(p I -µ) = 0 and S(µ' ) C: S(µ), then µL = µ.
Proof: The proof of this follows from lemma 16 in the same way the
proof of Lemma. 10 followed from Lemma 8.
Lemma 12. Let n+k be even and let S(µ) have precisely n+ 2 (n+k)
points, all in (a,b). Then if g(x) = (l,x,...,x2n-1,(x_§1) 
-k+
(x-§1)+n-1' " ' ' (x 
§h)+-k,...,(x-
.^h)+n-1)T, there is a µ' such that
jg`(x) d(µL	 = 0 and S(µ')	 S(µ).
Proof: The proof of this is essentially the same as the proof of Lemma
12, using the fact that the component functions of g(x) constitute a WT-
system and using Lemma 18 where Lemma 12 used Lemma 10.
We are now in a position to give a generalization of Theorem 7) showing
certain designs besides those not subadmissible (h) are inadmissible.
Theorem 13. Let n > 2 and k = n-2. Then a design µ such that
S(u) has precisely n + 2 (n+k) = n+h(n.-1) points, all in (a,b), is inad-
missible.
Proof: We show this result by induction. First note that it is true in
the polynomial case (0 knots) and also in the case of 1 knot. So assume it
is true for 1,...,h-1 knots. If this be the case, a non-permissible (h)
design is not subadmissible (h) and so we need only consider permissible (h)
designs. Let g(x ) _ (1,x,.. . ^x2n-1^(x-gl)+'k,...,(x-^l)
+n-1 +-k,...,
(x-gh ) 2n-1 )T . Consider the µ' of Lemma 19 and the polynomials {Pi(x)}h
of Lemma 17. Then fP,(x) d(µ'- µ) =ff,(x) d(µ'- µ) > 0, and ff,(x) d(µ'-µ) > 0
for some i. Also fg(x) d(µ '-µ) = 0. The conditions for Theorem 10 are
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satisfied and thus µ' > V.
Corollary 1. If µ is non-permissible (h), then µ is not subadmis-
sible (h).
Corollary 2. If S(µ) has n+h(n-1) or more points in (a lb), then µ
is inadmissible.
Using Theorem 12 we see that the admissible designs must lie in the
class of designs that are permissible (h). In addition we can say that an
admissible design can have at most (J+1)(n-1) points in any interval of
length 1, for k < h. We are able to classify many designs with these pro-
perties as admissible.
Theorem 14. Let n > 2, k = n-2, and µ be a permissible (h) design
with points of S(µ) at a, b and at precisely (h+l)(n-1) points of (a,b),
none of which is a knot § i , i = 1,...,h. Then µ is admissible.
Proof: Note that the condition of permissibility (h) and the fact that
S(µ) misses the knots imply that S(µ) has precisely n-1 points in each
open interval, ( Ei , Ei+l ), i = 0,...,h. Assume g' > µ, where µ' is permis-
sible (h). Also assume the result is true for fewer than h knots. Thus
without loss of generality we can assume µ' + µ on (g h,b], for then µ'
would have to dominate µ on [a,E h], which by the induction hypothesis is
impossible. Let g+(x) = ((x-gh)+' "''(x-9h)+n-1)T. It follows from Theorem
1.1 of Karlin and Studden (1966b, p.80) that µ' can't have all of its mass
points in (^h,b] concentrated in the subinterval [Pl,b], where 01 is
the first mass point of µ in (%,b],  because of all measures v on
[ 131,b] such that fg—,(x) d(v-4) = 0, µ uniquely maximizes f(x- fh ) +n dv.
It follows from Theorem 2.1 of Karlin and Studden (1966b, p.42) that µ'
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must have at least n-1 points in (g h,b) and, since p' is permissible,
it follows that p' must have precisely n-1 points in(; h.b). Lemma 3.1
of Karlin and Studden (1966b, p.47) tells us that the mass points of µ and
ts' are interwoven, or in particular that there is no mass point of µ' be-
tween the last point of S(µ) in (gh,b) and b. Define the vector
t (t1, * " t2n+2h(
n-l))T 
as follows: Let tl t2= a, t3= t k= the first
point of S(µ) in (a,b),..., (2 t i 's for each point of S(µ) in (a,b) up
to and including the next to last one), t2n+2h(n-1)-1 the last point of Sil)
in (a,b), and t2n+2h(n-1)= b. Then
t2n-2
	 < gl'	 g1 < t2n+1'
ton-4	 < g2'	 g2 < t2n+l+(2n-2)'
and
t2h(n-1) < gh,	 gh < t2n+l+(h-1)(2n-2) .
2n-1	 n-k	 2n-1	 n-kLet g(x) = (l,x,...,x	
,(x-gl)+ ,...,(x-gl)+	 ,...,(x-Eh)+ ,...,
(x-gh)+n-1)T. Then by Lemma 16, M(g,t) is non-singular. Let 3 be the so-
lution to T
	
(g,t) Cx = (0,1,0,...,0)
	
and let P(x) _ (g,(x),(^). Then
P(x) has a single 0 at a, b, and the last point of S(µ) in (a,b) and
P I (a) = 1. We now show P(z) is not 0 anywhere else on [a,bj. Assume
P(x) has another 0 point at t o. Let t be the vector with components
to, t2,t3).*.,t2n.-2h(n-1) arranged in monotone non-decreasing order. Then
wherever to
 is, M(g,T) is still non-singular. Since the solution to
M
ThT
(g,t) — = 0 is a = 0, we See that only the trivial polynomial can have a
0 at all the components of t. So P(x) has the property that it is 0 on
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S(µ), positive off S(µ) in the interval [a,On _1 ], where Pn_1 is the last
mass point of µ in (9h,b), and negative on (0n_1) b). Thus all points of
S(µ') lie where P(x) 2:0 and some lie where P(x) > 0. But if p' > g
it is necessary that JP(x) d(µ'-µ) = 0. Since SP(x) dµ' > 0 and fP(x) dµ= 0,
we have our contradiction and p is admissible.
We now know that designs with more than (h+l)(n-1) points in (a,U) as
well as non-permissible (h) designs are inadmissible. We k_ow that designs
that are permissible (h) and have (h+l)(n-1) or fewer points in (a,b) and
miss the knots are admissible. If we could show that any permissible (h) de-
sign with (h+l)(n-1) or fewer points in (a,b) is admissible, we would
have the following theorem- "Let n > 2, k = n-2. Then a design µ is ad-
missible if and only if p is permissible (h) (or equivalently subadmissible
(h)) and S(µ) has (h+l)(n-1) or fewer points in (a,b). 11 Unfortunately,
even though we suspect it is true, we cannot prove it. Instead we sum up the
results of this section so far with
Theorem 15. Let n > 2 1 k = n-2.
(1) Then if a design µ has (h+l)(n-1)+1 or more points of S(µ)
in (a,b) it is inadmissible. Consistent with this, if p is not permis-
sible (h), µ is not subadmdssible (h).
(2) If µ is permissible (h) and has (h+l)(n-1) or fewer points of
S(µ) in (a,b), none of them at a knot, then µ is admissible.
Notice that the class of admissible designs is contained in the class of
permissible (h) designs with (h-1)(n-1) or fewer points in (a,b).
Example 4. Let n = 2, k = 0, h = 2. Then we find all admissible de-
signs by showing that any permissible (2) design p with a,b and 3 points
of (a,b) in S(µ) is admissible. If p is such a design with no points
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in (a)ti ) or (y b), Theorem 12 tells us µ is admissible. So we can re-
strict consideration to those µ with a point in both (a,F1 ) and (E2)b).
If the third point of S(µ) in (a )b) is in (91
,92 ), Theorem 15 tells us
u is admissible. So we need only consider the case when the third interior
point of S(µ) is at one of the knots, say g1 to be specific:. Assume
µ' > µ. Let a be the mass point of µ in (a) F,1 ) and P be the mess
point of µ in (§,,b). By Lemma 9 1 there is a polynomial. P(x) in
c
(x-F1)*,(x- 1)+,{x-^2)+,(x-f2)+ that is 0 on [a,E 1 ] and at the points of
S(µ) in	 1b] and > 0 off S(µ) in [^ 1 ,bl (see proof of Lemma 17)-
If µ' > u, S(µ') would have to have a point in Q 2,b) to the left of
(see proof of Theorem 14). Thus JP(x) dµ' > 0 and fP(x) dµ = 0. This
contradicts u' > µ. The case where 
E2 a S(u) is similar. Thus when
n = 2, k = 0, h = 2 we can say "A design µ is admissible if and only if
it is permissible (2) and has fewer than 4 points in (a,b). it
Example 5. n = 2, k = 0, h = 3- Here arguments similar to those in
Example 4 give us that if µ is permissible (3) and has 4 points in (a,b),
then µ is admissible-except in the case where the points of S(µ) lie in
(a,g1 ) and (g3,b) and at g1 and g3 . In this latter case we don't know
if p is admissible or inadmissible.
5. Discussion and Conjecture
In this Eection we review some of the results we have, consider where
generalizations breakdown, and offer a conjecture for the general solution
to the problem.
First we reconsider the case where n > 2, k = n-2. It was mentioned
that a permissible (h) design with (h+l)(n-1) points in (a,b) is admissible
---A
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if none of these points lie on knots. Notice that any permissible (h) de-
sign with (h+l)(n-1) points in (a,b) and some points at knots is the weak
limit of a sequence of these admissible designs. It seems heuristically true
that if one has a sequence of ''unbeatable''  designs, then the limit should
be "unbeatable-"  Unfortunate4 the analysis is not evident. In all the
examples we have done no weak limits of admissible designs were known to be
ina6missibie. So we offer
Conjecture I. Let n > 2 and k = n-2. Then a design is admissible
if and only if it is permissible (h) and has fewer than (h+l)(n-l)+1 points
in (a,b).
In the case where n > 2 and k = n-2 we were able to show, for each
permissible (h) design µ with precisely n+ n+^ h points in S(µ), all
in (a,b), the existence of a set of polynomials {Pi(x)jh 	 in l,x,...,
x2n-1 (
x'^ )n-k ^. (x-^ 
)2n-1	 (x-^h ) +n-k ..' {x-^h ) +
2n-1 and f.(x)1 +	 ,,'	 '	 1 +	 ...,	 ''	 i
where
I o(x) = x2n-(x-§1)+n,
fi (x ) = (x-9 ) +n - (x-ti+1)+n,
and
fh(x) = (x-§h)+n
with the properties
(1) Pi (x) = 0 on S(µ) and Pi (x) j 0 on the points of [Ei'gi+lj
not in S(µ),
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(2) the coefficient of fi(x) is 1,
(3) Pi (x)> 0 or Pi (x) < 0, and
(4) Pi (x) > 0.	 (see Lemma 17)
In the case when n+k is even we are able to use Lemma 16 (as Lemma 8 was
used to prove Lemma 14) and a generalization of Lemma 13 to get the existence
of a set of polynomials for which we can presently verify all but property
(4). If property (4) is true, analysis similar to that in Theorem 13 could
be used to show
Conjectures 2. Let n+k be even. Then a design with n+h n+k points
in (a,b) is inadmissible.
If Conjecture 1 and 2 are true, I suspect that the next conjecture is
also true.
Conjecturer-3. Let n+k be even. Then a design is admissible if and
only if it is permissible (h) and has fewer than n+h ( n+k ) points in (a,b).
Notice that Conjecture 3 includes Conjectures 1 and 2
We are now left with the problem of saying something about the case when
n+k is odd, having little but Theorems S and 12 and Example 1 to drgw from.
We notice in Theorem 12 that it is slightly "easier" for a design to be ad-
missible when n+k is odd than when n+k is even, because the spectrum can
have relatively more points in the end subintervals. Keeping this in mina,
r.	 we make our final conjecture, which includes all the =-±;:ers.
Conjecture 4. A design, is admissible if and only if it is subadmissible
(h) and bas fewer than n+ hn+k2	 points in (a,b), unless it is subadmis-
sible (h) and has n+2-1 or fewer points in either (a,g l) or (9h,b). In
this case it is admissible.
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Note that for this latter case to apply n+k must be odd and h > 2.
Recall Example 2, where n = 3, k = 0, h = 2, and where a design with 6
points in (a,b) could be admissible. We suspect that some permissible (2)
designs with 6 points in (a,b) are inadmissible, in particular those that
have 0 mass at all the knots.
6. A Related Problem
In this section we disc-ass a generalization of the problem we've been
considering. We have been trying to classify designs when the regression
vector is f(x) 
_ ( 1,x,...,xn, (x-^l)+-k,...,(x-E1)+, ... ,(x - gh)+-k,...,
(x-Eh)+)T. Two of the basic results we've used readily generalize ffor the
_	
n	
n-k1	
n	
n kh
case where f(x) = (l,x,...,x , (x-E 1 )+
	,-..,(x-E1)+' " 
' ' (x-Eh ) + 	 ,...,
(x-Eh)+)T, i.e., the case where the regression function is n-k.- 1 times dif-
ferentiable at the knot Vi i . We state the results now.
Theorem 16. Let f x be as above. Let	 x	 1 x	 x2n-1
(x-E1)n-kl,...,(x-^1)+n-1'...,(x-§h)+-kh,...1(X-§h)+n-I)T. Then µ' > µ
with respect to f(x) if and only if
(1) f'g-(x) d(µ`-µ) = 0
	 and
(2) 0 +	
x2n 
d(Fi '-µ) > f(x-^1 ) +n d(µ'-µ) > ... > J(X-§h)+n d( µ'-µ) > 0-
_	 s_11
Lemma 20. Let f(x) _ (l,x,...,x s ,(x-;1)+ 	 ,...,(x-^1)+ ,...,
(x-§h)+-^h,...,(x-^h)+ T	). Let	 _ £ ^i . Let t = (t;,...,ts^l+f,+h)T
i =1
where no more than (s -Li +1) t values are Ei , where no more than (8+1) t
values coincide. Then M(f',t) is non-singular if and only if
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t11+1 < §l ,	 t(s+2) > fl
t 2	 < g2 ,	 and	 t(S4-2) +('g1+1)> E2,
E Ui¢1)
i=1
t h	 < §h:'	 t	 h-1	 > §h.
E (1 +1)	 (s+2)+ E (2.+1)
i=1 1	 i=1 1
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