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ITERATED RAMSEY BOUNDS FOR THE
HALES-JEWETT NUMBERS
MOHAMMAD GOLSHANI AND SAHARON SHELAH
Abstract. Consider the Hales-Jewett theorem. The k-dimensional
version of it tells us that the combinatorial space UM,Λ = {η |
η : M → Λ} has, under suitable assumptions, monochromatic
k-dimensional subspaces, where by a k-dimensional subspace we
mean there exist a partition 〈N0, N1, · · · , Nk〉 of M such that
N1, · · · , Nk 6= ∅ (but we allow N0 to be empty) and some ρ0 :
N0 → Λ, such that the subspace consists of those ρ ∈ UM,Λ such
that for 0 < l < k + 1, ρ ↾ Nl is constant and ρ ↾ N0 = ρ0.
It seems natural to think it is better to have each Nl, 0 < l <
k + 1 a singleton. However it is then impossible to always find
monochromatic k-dimensional subspaces (for example color η by 0
if |η−1{α}| is an even number and by 1 otherwise). But modulo re-
stricting the sign of each |η−1{α}|, we prove the parallel theorem–
whose proof is not related to the Hales-Jewett theorem. We then
connect the two numbers by showing that the Hales-Jewett num-
bers are not too much above the present ones. This gives an alter-
native proof that the Hales-Jewett numbers belong to the class E5
of the Grzegorczyk hierarchy.
1. introduction
In [4], Graham, Rothschild and Spencer compile a list of six major
theorems in Ramsey theory, one of them being the Hales-Jewett theo-
rem. 1 The original proof of the Hales-Jewett theorem [5], proceeded
by double induction and hence did not give any primitive recursive
bounds. In [8], Shelah presented a completely new proof of the Hales-
Jewett theorem using simple induction, and using it, he showed that
the Hales-Jewett numbers belong to the class E5 of the Grzegorczyk
hierarchy.
The first author’s research has been supported by a grant from IPM (No.
98030417). He thanks Shahram Mohsenipour for many helpful discussions. The
second author’s research has been partially supported by the European Research
Council grant 338821. This is publication 1182 of second author.
1See Section 2 for undefined notions.
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Consider the k-dimensional Hales-Jewett theorem. Roughly speak-
ing, it says that given a positive integer k, a finite set Λ of alpha-
bets and a finite set C of colors, we can find m such that if we color
Um,Λ = {η | η : m → Λ} into C colors, then there are pairwise dis-
joint non-empty subsets N1, · · · , Nk of m and ρ0 : N0 → Λ, where
N0 = m \
⋃
0<l<k+1Nl, such that the coloring is constant on
{η | η ↾ N0 = ρ0 and ∀0 < l < k + 1, η ↾ Nl is constant }.
In this paper we prove some related partition theorems and obtain
upper bounds for them. Suppose k,Λ and C are as above and E is one
of the equivalence relations EN or ≡α, for α ∈ Λ, given in Section 3.
Then we show that there exists an integer m such that if we color Um,Λ
into C colors, then there are N ⊆ m of size k, a one-to-one function
f : N → M and a function ρ : m \ range(f) → Λ such that for all
η1, η2 ∈ UN,Λ, if η1Eη2, then (η1 ◦ f
−1) ∪ ρ and (η2 ◦ f
−1) ∪ ρ take the
same color. Furthermore if E is ≡α, then we may take f to be the
identity function and ρ to be the constant function α. When E is ≡α,
we are able to show that the least such m belongs to class E4 of the
Grzegorczyk hierarchy, while when E is EN , then we show that the
least such m belongs to the class E5.
We then compare our results with those of the Hales-Jewett numbers
and show that they are close to each other. As an application we obtain
an alternative proof that the Hales-Jewett numbers belong to the class
E5 of the Grzegorczyk hierarchy.
The paper is organized as follows. In Section 2, we present some
definitions and known results that will be used for the rest of the paper.
Then is Section 3 we prove our new partition theorems. Finally in
Section 4, we connect our results to the Hales-Jewett numbers and
using them obtain an alternative proof for the Hales-Jewett theorem.
2. Some preliminaries
This section is devoted to some preliminary results that will be used
for the rest of the paper. Let us start by fixing some notation that will
be used through the paper.
Notation 2.1. (1) i, j, k, l, m, n denote natural numbers.
(2) Λ denotes a finite non-empty set of alphabets, whose elements
are usually denoted by α, β, · · · .
(3) C denotes a finite non-empty set; the set of colors.
(4) Given a natural number n, we identify it by n = {l | l < n}.
(5) M,N, · · · denote finite non-empty linear orders.
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(6) If (M,≤M) is a linear order and r > 0, then [M ]
r denotes
the set of all r-element subsets {u0, · · · , ur−1} of M such that
u0 <M · · · <M ur−1. Also, [M ]
<l =
⋃
0<r<l[M ]
r.
(7) UM,Λ = {η | η : M → Λ}.
2.1. The Grzegorczyk hierarchy. For each n ∈ N, define the func-
tion En by
E0(x, y) = x+ y,
E1(x) = x
2 + 2,
En+2(0) = 2,
and
En+2(x+ 1) = En+1(En+2(x)).
Observe that each En is primitive recursive . Let E
0 be the class of
functions, whose initial functions are the zero function, the successor
function, and the projection functions and is closed under composition
and limited recursion (that is, if g, h, j ∈ E0 and f is defined by prim-
itive recursion from g and h, has the same arity as j and is pointwise
bounded by j, then f belongs to E0 as well). The class En is defined
similarly except that the function En is added to the list of initial func-
tions. En is called the n-th Grzegorczyk class. We refer to [1, Apendix
A] and [7] for more details on the Grzegorczyk hierarchy.
2.2. Van der Waerden numbers. Given natural numbers m, r, the
Van der Waerden number W (r,m) is defined to be the least n such that
for any coloring d : n→ r, there exists a d-monochromatic arithmetic
progression of length m. By a celebrated theorem of Van der Waerden,
such an n always exists. Van der Waerden’s original proof was based
on double induction on r and m and hence it did not give any primitive
recursive bounds on W (r,m). In [8], Shelah showed that W (r,m) is
primitive recursive and indeed, W (r,m) ∈ E5. The result of Shelah was
later improved by Gowers [3], who proved the following.
Lemma 2.2. (Gowers [3])
W (r,m) ≤ 22
r2
2m+9
,
in particular, W (r,m) ∈ E3.
In this paper, we will work with the following generalization of Van
der Waerden numbers.
Definition 2.3. Let WC(h,m) be the minimal n such that if d : Uh,n →
C is a C-coloring of Uh,n, then we can find d > 0 and a sequence
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〈me | e < h〉 of natural numbers such that for each e < h, me+d·m < n
and d is constant on
{〈me + d · ie | e < h〉 | i0 < m, · · · , ih−1 < m}.
Remark 2.4. W (r,m) = WC(1, m), where |C| = r.
2.3. The Hales-Jewett numbers. The Hales-Jewett theorem is con-
sidered as one of the fundamental results in Ramsey theory. In the
words of [4], “the Hales-Jewett theorem strips van der Waerden’s theo-
rem of its unessential elements and reveals the heart of Ramsey theory.
It provides a focal point from which many results can be derived and
acts as a cornerstone for much of the more advanced work”.
In order to state the theorem, we need some definitions. Recall that
UM,Λ = {η | η : M → Λ}.
The notions of line and m-dimensional subspace play an important role
in the Hales-Jewett theorem.
Definition 2.5. A set L ⊆ UM,Λ is a line of UM,Λ, if there exist M0 ⊆
M and ρ :M \M0 → Λ such that for every η ∈ L
(1) η ↾M \M0 = ρ.
(2) η ↾M0 is constant.
Definition 2.6. A set S ⊆ UM,Λ is a convex m-dimensional subspace
of UM,Λ, if there are pairwise disjoint subsets Ml, l < m, of M , a map
ρ :M \
⋃
l<mMl → Λ and a function f :
⋃
l<mMl → m such that:
(1) For all l0 < l1 < m,Ml0 <M Ml1 (which means for all j0 ∈Ml0
and j1 ∈Ml1 , j0 <M j1).
(2) For every l < m and j ∈ Ml, f(j) = l.
(3) For every ν ∈ UM,Λ, ν ∈ S iff
(a) ν ↾M \
⋃
l<mMl = ρ.
(b) ∃̺ ∈ Um,Λ ∀a ∈
⋃
l<mMl,
ν(a) = ̺(f(a)).
It is evident that a line of UM,Λ is just a convex 1-dimensional sub-
space of UM,Λ.
Definition 2.7. Let HJC(m,Λ) be the minimal k such that for any
linear order M of size k and any C-coloring d : UM,Λ → C, there exists
a d-monochromatic convex m-dimensional subspace of UM,Λ.
By Hales-Jewett [5], HJC(m,Λ) is finite. It is worth to note that in
the statement of the Hales-Jewett theorem, the convexity requirement
is not needed, but the proofs of it usually give convex subspaces (cf.
the proof of Theorem 4.1).
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The original proof by Hales and Jewett was not primitive recursive.
In [8], Shelah showed that the functions HJC(m,Λ) is primitive recur-
sive, and indeed HJC(m,Λ) ∈ E
5.
We will need the following lemma, which shows that the numbers
HJC(m,Λ) can be bounded by HJC(1,Λ).
Lemma 2.8. ([1, Page 26]) HJC(m,Λ) ≤ m ·HJC(1,
mΛ).
2.4. Ramsey numbers. Ramsey’s theorem [6] says that if m, l > 0
and C is a finite set of colorings, then there exists a natural number
n such that if d : [n]l → C is a C-coloring of [n]l, then there exists
A ∈ [n]m which is homogeneous for d, i.e., d ↾ [A]l is constant. Let
R(m, l, C) be the least such n. The next lemma shows that R(m, l, c)
is primitive recursive.
Lemma 2.9. (Erdo˝s and Rado [2]) R(m, l, c) ∈ E4.
In this paper, we consider the following version of Ramsey numbers
as well.
Definition 2.10. For m, l > 0, and a finite set C of colorings, let
RAM(m,< l, C) be the least n such that for any C-coloring f : [n]<l →
C, there exists B ∈ [n]m such that for each 0 < k < l, f ↾ [B]k is
constant. Let also RAM(< l, C) = RAM(l, < l, C).
Lemma 2.11. ([1, Fact 2.20.]) RAM(< l + 1, C) ≤ R(2l, l,lC); in
particular, RAM(< l, C) ∈ E4.
Proof. We give a proof for completeness. Let n = R(2l, l,lC), and let
f : [n]<l+1 → C. Define a coloring d : [n]l →lC by
d(u) = 〈f(u ↾ k) | k < l + 1〉,
where u ↾ k consists of the first k elements of u. Let A ∈ [n]2l be such
that d ↾ [A]l is constant. Let B consists of the first l + 1 elements of
A. Then one can easily check that, for each 0 < k < l + 1, f ↾ [B]k is
constant. The result follows. 
3. Some new partition theorems
In this section we introduce some new partition relations and find
primitive recursive bounds for them. These partition relations are then
used in the next section to obtain an alternative proof of the Hales-
Jewett theorem. We refer to [9, Section 8], [10, Section 8] and [11] for
some related results.
LetM be a finite linear order and let π ∈ Sym(M), where Sym(M) is
the set of permutations of M . Then π induces πˆ ∈ Sym(UM,Λ), defined
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by πˆ(ρ) = ρ ◦ π. Furthermore, if H is a subgroup of Sym(M), then H
induces an equivalence relation EH,M on UM,Λ defined by
ρ1EH,Mρ2 ⇐⇒ ∃π ∈ H, ρ2 = ρ1 ◦ π.
When H = Sym(M), we simply write EM for EH,M .
Definition 3.1. Let H be a subgroup of Sym(M).
(1) A C-coloring d : UM,Λ → C is called H-invariant if for all ν1, ν2
in UM,Λ, if ν1EH,Mν2, then d(ν1) = d(ν2).
(2) Suppose N ⊆ M . Then ParC,H(M,Λ, N) is the statement: if
d : UM,Λ → C is a C-coloring of UM,Λ, then there exists a one-
to-one function f : N →M and a function ̺ : M \ range(f)→
Λ such that for all η1, η2 ∈ UN,Λ,
η1EH,Nη2 =⇒ d((η1 ◦ f
−1) ∪ ̺) = d((η2 ◦ f
−1) ∪ ̺).
When H = Sym(M), we remove H and write ParC(M,Λ, N)
for ParC,H(M,Λ, N).
(3) f 13Λ,H(m,C) is the minimal k such that ParC,H(M,Λ, N) holds
for any linear order M of size k and some N ⊆ M of size m.
We write f 13Λ (m,C) for f
13
Λ,Sym(M)(m,C).
Given α ∈ Λ, u ⊆M and β¯ ∈|u|Λ, we define ηα,β¯,u ∈ UM,Λ, by
ηα,β¯,u(a) =
{
α if a ∈M \ u,
β¯(l) if a is the l-th element of u.
The next lemma shows that every η ∈ UM,Λ is of the above form.
Lemma 3.2. Suppose α ∈ Λ and η ∈ UM,Λ. Then there are u ⊆ M
and β¯ ∈|u|Λ such that
(1) η = ηα,β¯,u,
(2) For all l < |u|, β¯(l) 6= α.
Proof. Let u = {a ∈ M | η(a) 6= α}. Let also {a0, · · · , a|u|−1} be an
increasing enumeration of u, and define β¯ : |u| → Λ by β¯(l) = η(al).
Then u and β¯ are as required. 
When writing some η ∈ UM,Λ as η = ηα,β¯,u, we always assume that it
also satisfies β¯(l) 6= α, for l < |u|, in particular, u = {a ∈ M | η(a) 6=
α}.
Definition 3.3. Suppose α ∈ Λ.
(1) Let η1 = ηα,β¯1,u1 and η2 = ηα,β¯2,u2. We say η1 and η2 are α-
isomorphic, denoted η1 ≡α η2, if there exists an order preserving
bijection h : u1 → u2 such that h(a) = b implies η1(a) = η2(b).
ITERATED RAMSEY BOUNDS FOR THE HALES-JEWETT NUMBERS 7
(2) Suppose N ⊆ M and α ∈ Λ. Then ParC,α(M,Λ, N) is the
statement: if d : UM,Λ → C is a C-coloring of UM,Λ, then for
η1, η2 ∈ UN,Λ,
η1 ≡α η2 =⇒ d(η1 ∪ ̺) = d(η2 ∪ ̺),
where ̺ : M \N → Λ is the constant function α.
(3) f 13Λ,α(m,C) is the minimal k such that ParC,α(M,Λ, N) holds
for any linear order M of size k and some N ⊆ M of size m.
The next theorem gives an upper bound for f 13Λ,α(m,C) in terms of
Ramsey numbers.
Theorem 3.4. Let α ∈ Λ. Then f 13Λ,α(m,C) ≤ RAM(< m,m·|C|
(|Λ|m)).
In particular f 13Λ,α(m,C) ∈ E
4.
Proof. Let n = RAM(< m,m · |C|(|Λ|
m)) and let d : Un,Λ → C be a
C-coloring of Un,Λ. Define f on [n]
<m by
f(u) = {(β¯, i) ∈ |u|Λ× C | d(ηα,β¯,u) = i}.
We can identify f(u) by a function f(u) : U|u|,Λ → C, which is defined,
for each β¯ ∈|u|Λ, by
f(u)(β¯) = i ⇐⇒ d(ηα,β¯,u) = i.
It follows that range(f) ⊆
⋃
k<m UUk,Λ,C , and hence
| range(f)| ≤
∑
k<m
|C|(|Λ|
k) ≤ m · |C|(|Λ|
m).
Let N ∈ [n]m be such that, for each 0 < l < m, f ↾ [N ]l is constant.
Let also ̺ : n \ N → Λ be the constant function α. We show that if
η1, η2 : N → Λ and η1 ≡α η2, then d(η1 ∪ ̺) = d(η2 ∪ ̺).
Let u1, u2 ⊆ N , β¯1 : |u1| → Λ and β¯2 : |u2| → Λ be such that
η1 ∪ ̺ = ηα,β¯1,u1 and η2 ∪ ̺ = ηα,β¯2,u2 . Let also h : u1 → u2 witness
η1 ≡α η2. Note that |u1| = |u2|.
Claim 3.5. β¯1 = β¯2.
Proof. Let {a10, · · · , a
1
|u1|−1
} and {a20, · · · , a
2
|u2|−1
} be the increasing enu-
merations of u1 and u2 respectively. For l < |u1|, we have
β¯1(l) = η1(a
1
l ) = η2(h(a
1
l )) = η2(a
2
l ) = β¯2(l),
as required. 
Thus |u1| = |u2| and β¯1 = β¯2. But then f(u1) = f(u2), in particular,
(β¯1,d(ηα,β¯1,u1)) ∈ f(u2), which means
d(η1 ∪ ̺) = d(ηα,β¯1,u1) = d(ηα,β¯2,u2) = d(η2 ∪ ̺).
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The theorem follows. 
The next theorem show that f 13Λ (m,C) is primitive recursive as well.
Theorem 3.6. If |Λ| = k, then f 13Λ (m,C) ≤ mk, where mk is defined
by recursion as m0 = m and for l < k
ml+1 = RAM(< ml, |C|
(|Λ|ml)).
In particular f 13Λ (m,C) ∈ E
5
Proof. Let {α0, · · · , αk−1} enumerate Λ. Suppose c : Umk ,Λ → C is a
C-coloring of Umk ,Λ. Set M = mk. By downward induction on l ≤ k we
choose a pair (Nl, ρl) such that:
(a)l Nl ∈ [M ]
ml .
(b)l ρl : M \Nl → Λ.
(c)l If i ∈ [l, h) and η1, η2 : Nl → Λ are αi-isomorphism, then c(η1 ∪
ρl) = c(η2 ∪ ρl).
For l = k, let Nk = M and let ρk be the empty function. It is evident
that clauses (a)k and (b)k hold and clause (c)k is vacuous as [h, h) = ∅.
Now suppose that the pair (Nl+1, ρl+1) has been chosen. Let cl :
UNl+1,Λ → C be defined by cl(η) = c(η ∪ ρl+1).
By Lemma 3.4, ml+1 = RAM(< ml, |C|
(|Λ|ml)) ≥ f 13Λ,αl(ml, C), and
hence we can find a set N ∈ [Nl+1]
ml such that for η1, η2 ∈ UN,Λ,
η1 ≡αl η2 =⇒ cl(η1 ∪ τl) = cl(η2 ∪ τl),
where τl : Nl+1 \N → Λ is the constant function αl.
Set Nl = N and define ρl : M \Nl → Λ by
ρl(a) =
{
ρl+1(a) if a ∈M \Nl+1,
αl if a ∈ Nl+1 \Nl.
Let us show that the pair (Nl, ρl) satisfies clauses (a)l, (b)l and (c)l.
The first two clauses are clear from the construction, so let i ∈ [l, h)
and suppose η1, η2 : Nl → Λ are αi-isomorphism. For j = 1, 2, set
η˜j = ηj ∪ (ρl ↾ Ni \Nl). Then η˜1, η˜2 ∈ UNi,Λ and are αi-isomorphic, and
hence ci(η˜1 ∪ τi) = ci(η˜2 ∪ τi), where τi : Nl+1 \N → Λ is the constant
function αi. It then follows that
c(η1 ∪ ρl) = ci(η˜i ∪ τi) = ci(η˜2 ∪ τi) = c(η2 ∪ ρl).
We now show that ParC(M,Λ, N0) holds as witnessed by the identity
function id : N0 → M and ρ0 : M \ N0 → Λ. Thus suppose that
η1, η2 ∈ UN0,Λ and η2EN0η1.We have to show that c(η1∪ρ0) = c(η2∪ρ0).
Let π ∈ Sym(N0) be such that η1 = η2 ◦ π.
Claim 3.7. There exists a unique ν ∈ UN0,Λ such that
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(1) For every α ∈ Λ,
|ν−1{α}| = |η−11 {α}| = |η
−1
2 {α}|,
(2) If a <M b are from N0, ν(a) = αi and ν(b) = αj, then i ≤ j,
Proof. We define ν0, · · · , νk as follows:
(a) ν0 = η1.
(b) νl ∈ UN0,Λ and for α ∈ Λ, |ν
−1
l {α}| = |ν
−1
0 {α}|.
(c) If νl is defined, then
(α) {a ∈ N0 | νl(a) ∈ {α0, · · · , αl−1} is an initial segment of
N0,
(β) If a <N0 b, νl(a) = αi, νl(b) = αj and i, j < l, then i ≤ j.
(d) If νl is defined and l < k − 1, then νl+1 will satisfy (c)(α) and
(c)(β) and ρl is the unique <N0-increasing function from
{a ∈ N0 | νl(a) ∈ {αl+1, · · · , αk−1}}
onto
{a ∈ N0 | νl+1(a) ∈ {αl+1, · · · , αk−1}}.
It is easy to carry the induction. Finally ν = νk is as required, which
is easily seen to be unique as well. 
Note that for each l < k, and by the choice of the pair (Nl, ρl),
c(νl ∪ ρ0) = c(νl+1 ∪ ρ0),
and hence
c(η1 ∪ ρ0) = c(ν0 ∪ ρ0) = c(ν1 ∪ ρ0) = · · · = c(νk ∪ ρ0) = c(ν ∪ ρ0).
By symmetry c(η2 ∪ ρ0) = c(ν ∪ ρ0) and hence
c(η1 ∪ ρ0) = c(ν ∪ ρ0) = c(η2 ∪ ρ0).
The theorem follows. 
4. Iterated Ramsey bounds for HJC(m,Λ)
In this section we relate the results of the previous section to the
Hales-Jewett theorem. The main technical result of this section is the
following theorem which gives an upper bound for the Hales-Jewett
numbers using the function f 13Λ .
Theorem 4.1. HJC(n,Λ) ≤ f
13
Λ (|Λ| ·WC(n, |Λ|), C).
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Proof. Let n1 = WC(n, |Λ|), n2 = |Λ| ·n1 and n3 = f
13
Λ (n2, C). We have
to show that HJC(n,Λ) ≤ n3. We may assume that |Λ| > 1.
So assume c : Un3,Λ → C is a C-coloring of Un3,Λ. By the choice
of n3, we can find N ∈ [n3]
n2 and ρ∗ : n3 \ N → Λ such that for any
ρ1, ρ2 : N → Λ, if ρ1ENρ2 then c(ρ∗ ∪ ρ1) = c(ρ∗ ∪ ρ2).
Let {α0, · · · , αh}, where h > 0, enumerate Λ with no repetitions.
Let c1 : Uh+1,n1 → C be defined by c1(η) = x iff
(4.1) ∀ρ ∈ UN,Λ(
∧
e<h
|ρ−1{αe}| = η(e) =⇒ c(ρ∗ ∪ ρ) = x).
Claim 4.2. For each η ∈ Uh+1,n1, there exists at least one ρ ∈ UN,Λ
satisfying
∧
e<h |ρ
−1{αe}| = η(e).
Proof. Let 〈Ae | e < h + 1〉 be a partition of N such that for each
e < h, |Ae| = η(e). This is possible since,
∑
e<h η(e) ≤ h · (n1 − 1) <
n2 = |N |. Define ρ : N → h by
ρ(m) = αe ⇐⇒ m ∈ Ae.
Then ρ is as required. 
Claim 4.3. Suppose ρ0, ρ1 ∈ UN,Λ, and for each i < 2 and each
e < h, |ρ−1i {αe}| = η(e). Then c(ρ1 ∪ ρ∗) = c(ρ2 ∪ ρ∗).
Proof. Let ρ1, ρ2 ∈ UN,Λ be as above. Then one can easily show that
ρ1ENρ2, and hence c(ρ∗ ∪ ρ1) = c(ρ∗ ∪ ρ2). 
The above two claims show that c1 is well-defined. By the choice of
n1, we can find some d > 0 and a sequence 〈me | e < h〉 of natural
numbers, such that for each e < h, me + d · n < n1, and c1 is constant
on
H = {〈me + d · ie | e < h〉 | i0 < n, · · · , ih−1 < n}.
Let x ∈ C be this constant value. Let {Ne,0 | e < h} ∪ {Ni,1 | i < n}
be a collection of pairwise disjoint subsets of N such that each Ne,0 has
size me, each Ni,1 has size d and such that for all i < j < n,Ni,1 < Nj,1.
Define F : Un,Λ → Un3,Λ by
F (v)(m) =


ρ∗(m) if m /∈ N,
αe if m ∈ Ne,0,
v(i) if m ∈ Ni,1,
αh otherwise.
Let S = F ′′[Un,Λ]. Then S is a convex n-dimensional subspace of Un3,Λ,
as witnesses by
• The sets Ni,1, i < n.
• The function ρ : n3 \
⋃
i<nNi,1 → Λ, which is defined by
ITERATED RAMSEY BOUNDS FOR THE HALES-JEWETT NUMBERS 11
ρ(m) =


ρ∗(m) if m /∈ N,
αe if m ∈ Ne,0,
αh otherwise.
• The function f :
⋃
i<nNi,1 → n, which is defined by
f(m) = i ⇐⇒ m ∈ Ni,1.
Claim 4.4. For each v ∈ Un,Λ, c(F (v)) = x.
Proof. Let F (v) = ρ∗ ∪ ρ1, where ρ1 : N → Λ. Define η : h+ 1→ n1 in
such a way that ∧
e<h
η(e) = |ρ−11 {αe}|.
One can easily show, using the definition of F , that there exists a
sequence 〈ie | e < h〉 of natural numbers such that η ↾ h = 〈me+ d · ie |
e < h〉. It then follows that c1(η) = x, and hence c(F (v)) = x, as
required. 
The theorem follows. 
We are now ready to relate the results of the paper to the Hales-
Jewett numbers.
Theorem 4.5. HJC(m,Λ) ≤ mk, where k = |Λ| and the sequence
〈ml : l ≤ k〉 is defined by recursion as m0 = |Λ| ·WC(m, |Λ|), and for
l < k, ml+1 = RAM(< ml, |C|
(|Λ|ml)).
Proof. By Theorems 3.6 and 4.1. 
Thus we have a new proof of the following result of Shelah [8].
Theorem 4.6. HJC(m,Λ) ∈ E
5.
Proof. First let m = 1. Then by Lemmas 2.2, 2.11, and Theorem
4.5 we have HJC(1,Λ) ∈ E
5. It then follows from Lemma 2.8 that
HJC(m,Λ) ∈ E
5 holds for all m ≥ 1. 
References
[1] Pandelis Dodos; Vassilis Kanellopoulos; Ramsey theory for product spaces,
Mathematical Surveys and Monographs, vol. 212, American Mathematical So-
ciety, Providence, RI, 2016.
[2] P. Erdo˝s; R. Rado; Combinatorial theorems on classifications of subsets of a
given set, Proc. London Math. Soc. 2 (1952), 417–439.
[3] Gowers, Timothy; A new proof of Szemerdi’s theorem. Geom. Funct. Anal. 11
(3): 465–588.
[4] R.L. Graham; B.L. Rothschild; J.H. Spencer; Ramsey Theory, Second ed.,
John Wiley and Sons, New York, 1990.
12 M. GOLSHANI AND S. SHELAH
[5] Hales, Alfred W.; Jewett, Robert I.; Regularity and positional games. Trans.
Amer. Math. Soc. 106 (1963) no. 2, 222-229.
[6] Ramsey, F. P; On a problem of formal logic, Proceedings of the London Math-
ematical Society, 30 (1930) 264–286.
[7] Rose, H. E. Subrecursion: functions and hierarchies. Oxford Logic Guides, 9.
The Clarendon Press, Oxford University Press, New York, 1984. xiii+191 pp.
[8] Shelah, Saharon; Primitive recursive bounds for van der Waerden numbers. J.
Amer. Math. Soc. 1 (1988), no. 3, 683–697.
[9] Shelah, Saharon; On what I do not understand (and have something to say).
I. Saharon Shelah’s anniversary issue. Fund. Math. 166 (2000), no. 1–2, 1–82.
[10] Shelah, Saharon; On what I do not understand (and have something to say),
model theory. Math. Japon. 51 (2000), no. 2, 329-377.
[11] Shelah, Saharon; A partition theorem. Sci. Math. Jpn. 56 (2002), no. 2, 413–
438.
Mohammad Golshani, School of Mathematics, Institute for Research
in Fundamental Sciences (IPM), P.O. Box: 19395–5746, Tehran, Iran.
E-mail address : golshani.m@gmail.com
Saharon Shelah, Einstein Institute of Mathematics, The Hebrew
University of Jerusalem, Jerusalem, 91904, Israel, and Department of
Mathematics, Rutgers University, New Brunswick, NJ 08854, USA.
E-mail address : shelah@math.huji.ac.il
