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a b s t r a c t
Perturbation bounds of subspaces, such as eigen-spaces, singular subspaces, and canonical
subspaces, have been extensively studied in the literature. In this paper, we study
perturbations of some constrained subspaces of 1 × 2, 2 × 1, and 2 × 2 block matrices,
in which only one of the sub-matrices can be changed. Such problems rise from the
least squares–total least squares problem, the constrained least squares problem, and the
constrained total least squares problem.
© 2009 Published by Elsevier B.V.
1. Introduction
In this paper we use the following conventional notation.
Cm×n denotes the set of all m × nmatrices, and Cm×nr is the subset of Cm×n, such that any matrix A ∈ Cm×nr has rank r .
Un is the set of n× n unitary matrices.
For anymatrixA ∈ Cm×n, rank(A),R(A),AH andAĎ are the rank, the range, the conjugate transpose and theMoore–Penrose
pseudo-inverse of A, respectively. ‖ · ‖ is the Euclidian vector norm, or the corresponding subordinate matrix norm, ‖ · ‖F is
the Frobenius matrix norm.
For a matrix A ∈ Cm×n, denote
P⊥A = I − AAĎ, P⊥AH = I − AĎA.
In the literature, there have been many articles studying perturbations of subspaces, such as eigen-spaces, singular
subspaces, and canonical subspaces, see, e.g., in [5,1,10,11,18–21,13–15,6,7,12,23,26].
In some generalized least squares problems, such as the least squares–total least squares problem (LS–TLS) [4,16,17,9,
24], the equality constrained least squares problem (LSE) [3,22], and the constrained total least squares problem (CTLS) [2,
23], the situation becomes more complicated.
The idea of the LS–TLS problem [4,16,17,9,24] is as follows. For a given 1 × 2 block matrix G1 = (A, B) and an integer r
with rank(A) ≤ r ≤ rank(G1), find a matrix B replacing B in G1, such that rank(A, B) = r and
‖(A, B)− (A, B)‖F = min
rank(A,˜B)=r
‖(A, B)− (A, B˜)‖F ,
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which is equivalent to that, for the integer p2 = r − rank(A), find a matrix B replacing B, such that rank(P⊥A B) = p2 and
‖P⊥A B− P⊥A B‖F = min
rank(P⊥A B˜)=p2
‖P⊥A B− P⊥A B˜‖F . (1.1)
Therefore, to obtain the matrix B, we need to use the singular value decomposition (SVD) of the matrix P⊥A B, only retain p2
largest singular values and set all other small singular values zero to obtain P⊥A B. To analyze the perturbation bounds of the
LS–TLS problem, we need to study the perturbation bounds of the matrix P⊥A B, and the column and row subspaces of P
⊥
A B
which we call the constrained subspaces related to the matrix G1. For detailed derivation of the LS–TLS problem, we refer
to [4,16,9].






integer p3, find a matrix C replacing C in G2, such that rank(CP⊥AH ) = p3 and




‖CP⊥AH − C˜P⊥AH‖F . (1.2)
Therefore, to obtain the matrix C , we need to use the SVD of CP⊥AH , only retain p3 largest singular values and set all other
small singular values zero to obtain CP⊥AH . To analyze the perturbation bounds of the rank deficient LSE problem, we need to
study the perturbation bounds of thematrix CP⊥AH , and the column and row subspaces of CP
⊥
AH which we call the constrained
subspaces related to the matrix G2. For detailed derivation of the rank deficient LSE problem, we refer to [22].





and an integer p, find a
matrix D replacing D in G3, such that rank(P⊥N SAP
⊥
MH ) = p and
‖P⊥N SAP⊥MH − P⊥N SAP⊥MH‖F = min
rank(P⊥N S˜AP⊥MH )=p
‖P⊥N SAP⊥MH − P⊥N S˜AP⊥MH‖F , (1.3)
where
M = P⊥A B, N = CP⊥AH , P⊥N = I − NNĎ, P⊥MH = I −MĎM,
SA = D− CAĎB, SA = D− CAĎB, S˜A = D˜− CAĎB.
Therefore, to obtain the matrix D, we need to use the SVD of P⊥N SAP
⊥
MH , only retain p largest singular values and set all other
small singular values zero to obtain P⊥N SAP
⊥
MH . To analyze the perturbation bounds of the CTLS problem, we need to study the
perturbation bounds of the matrix P⊥N SAP
⊥




MH which we call the constrained
subspaces related to the matrix G3. For detailed derivation of the CTLS problem, we refer to [2,23].
Perturbation estimates for the above generalized LS problems have been discussed, but to our knowledge, in the literature
there has been no article discussing perturbations for the constrained subspaces of the above mentioned problems.
In this paperwewill study the perturbations for the constrained subspaces. The paper is arranged as follows. In Section 2,
we provide some preliminary results which are needed for our analysis; Section 3, we derive the perturbation bounds of
constrained subspaces for 1 × 2 and 2 × 1 block matrices; in Section 4, we derive the perturbation bounds of constrained
subspaces for an 2× 2 block matrix; finally in Section 5, we conclude the paper with some remarks.
2. Preliminaries
In this section we mention the following results which are needed for our further discussion.
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where 0C and 0S are zero matrices with appropriate sizes,
C = diag(c1, c2, . . . , cl), 1 > c1 > c2 > · · · > cl > 0,
S = diag(s1, s2, . . . , sl), 0 < s1 6 s2 6 · · · 6 sl < 1,
and C, S satisfy
C2 + S2 = Il.
By applying the CSD in Lemma 2.1, one can easily have the following assertions [11,20,25].
Lemma 2.2. Suppose that A, Â ∈ Cm×n.
(1) If rank(A) = rank(̂A), then PAP⊥̂A and P⊥A P̂A have the same singular values, thus
‖PAP⊥̂A ‖ = ‖P⊥A P̂A‖. (2.4)
(2) If ‖PA − P̂A‖ < 1, then rank(A) = rank(̂A), and
‖PA − P̂A‖ = ‖PAP⊥̂A ‖ = ‖P⊥A P̂A‖. (2.5)
(3) If rank(A) > rank(̂A), then
‖PAP⊥̂A ‖ > ‖P⊥A P̂A‖. (2.6)
3. Perturbation analysis for the constrained subspaces of 1× 2 and 2× 1 block matrices
Consider the perturbation between constrained subspaces of the 1× 2 block matrices
G1 = (A, B), Ĝ1 = (̂A, B̂), (3.1)
where A, Â = A + 1A ∈ Cm×n1p1 , B, B̂ = B + 1B ∈ Cm×n2 . We first take the SVD of A, then take the SVD of M = P⊥A B. For a
chosen integer p2 ≤ rank(M)we obtain the decomposition of G1 as
G1 = U1
(A11 0 B11 B12
0 0 B21 0






where U1 ∈ Um, V1 ∈ Un1 , V2 ∈ Un2 , A11 = diag(σ1(A), σ2(A), . . . , σp1(A)), with σ1(A) > σ2(A) > · · · > σp1(A) the nonzero
singular values of A, B21 = diag(σ1(M), . . . , σp2(M)), B32 = diag(σp2+1(M), . . . , σl(M)), with σ1(M) > · · · > σp2(M) >
σp2+1(M) > · · · > σl(M) (l = min{m− p1, n2}) the singular values ofM .
Similarly, we have
Ĝ1 = Û1
Â11 0 B̂11 B̂120 0 B̂21 0





where Û1, V̂1, V̂2 are unitarymatrices, Â11 = diag(σ1(̂A), σ2(̂A), . . . , σp1 (̂A)), withσ1(̂A) > σ2(̂A) > · · · > σp1 (̂A) the nonzero
singular values of Â, B̂21 = diag(σ1(M̂), . . . , σp2(M̂)), B̂32 = diag(σp2+1(M̂), . . . , σl(M̂)), with σ1(M̂) > · · · > σl(M̂) the
singular values of M̂ .
For i = 1, 2, partition U1, Û1 and Vi V̂i as follows,
U1 = (U11,U12,U13), V1 = (V11, V12), V2 = (V21, V22),
Û1 = (Û11, Û12, Û13), V̂1 = (V̂11, V̂12), V̂2 = (V̂21, V̂22).
p1, p2,m p1, n1, p2, n2
(3.4)
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wherem = m− p1 − p2, n1 = n1 − p1, and n2 = n2 − p2. Then
A = U11A11VH11, M = (U12,U13)diag(B21, B32)VH2 ,
M̂ = (Û12, Û13)diag(̂B21, B̂32)V̂H2 ,
and
B = AAĎB+ U12B21VH21, B̂ = Â̂AĎ̂B+ Û12̂B21V̂H21,
P⊥A B = U12B21VH21, P⊥̂A B̂ = Û12̂B21V̂H21.
(3.5)
In order to derive the perturbation bounds for the constrained subspaces, ‖U12UH12 − Û12ÛH12‖ and ‖V21VH21 − V̂21V̂H21‖, we
first need to derive the perturbation bounds of the subspaces for the matrix A, as mentioned below.
Lemma 3.1. Suppose that the matrices G1 = (A, B), Ĝ1 = (̂A, B̂) ∈ Cm×(n1+n2) are defined in (3.1) with rank(A) = rank(̂A) =
p1, the decompositions of G1, Ĝ1 are in (3.2)–(3.3). Then



















Proof. From (3.2)–(3.3), the SVD of A and Â have the following forms,
A = U1diag(A11, 0, 0)VH1 = U11A11VH11,
Â = Û1diag(̂A11, 0, 0)V̂H1 = Û11̂A11V̂H11,
so dist(R(A), R(̂A)) = ‖U11UH11 − Û11ÛH11‖. Therefore,
dist(R(A), R(̂A)) = ‖UH1 (U11UH11 − Û11ÛH11)Û1‖
=
∥∥∥∥∥∥
 0 UH11Û12 UH11Û13−UH12Û11 0 0
−UH13Û11 0 0
∥∥∥∥∥∥
= max {‖UH11(Û12, Û13)‖, ‖(U12,U13)H Û11‖}
= ‖UH11(Û12, Û13)‖ = ‖(U12,U13)H Û11‖. (3.7)
From the identities
1A = Â− A = Û11̂A11V̂H11 − U11A11VH11,
(Û12, Û13)H1AV11 = −(Û12, Û13)HU11A11,
(U12,U13)H1AV̂11 = (U12,U13)H Û11̂A11,
we observe that
(Û12, Û13)HU11 = −(Û12, Û13)H1AV11A−111 ,
(U12,U13)H Û11 = (U12,U13)H1AV̂11̂A−111 .
(3.8)
From the above equalities, we obtain the first estimate in (3.6). The second inequality in (3.6) can be derived similarly. 
We now derive perturbation bounds for the constrained subspaces of the matrix P⊥A B defined in (3.5).
Theorem 3.2. Under the conditions of Lemma 3.1, if furthermore, for a chosen integer p2 ≤ rank(M), σp2(M) − σp2+1(M) >
2‖1M‖ (1M = M̂ − M), then for the matrices B and B̂ defined in (3.5), rank(P⊥A B) = rank(P⊥̂A B̂) = p2, and we have the
following estimates,




















































Proof. By the perturbation analysis of the singular values,
σp2(M̂)− σp2+1(M) > σp2(M)− σp2+1(M)− ‖1M‖ > 0,
σp2(M)− σp2+1(M̂) > σp2(M)− σp2+1(M)− ‖1M‖ > 0,
σp2(M̂)− σp2+1(M̂) > σp2(M)− σp2+1(M)− 2‖1M‖ > 0.
Therefore, both B21 and B̂21 are nonsingular, rank(P⊥A B) = rank(P⊥̂A B̂) = p2. Notice that
‖U12UH12 − Û12ÛH12‖ = ‖UH1 (U12UH12 − Û12ÛH12)Û1‖,
therefore, by applying Lemma 2.2 we observe that
‖U12UH12 − Û12ÛH12‖ =
∥∥∥∥∥∥





= ‖(U11,U13)H Û12‖ = ‖UH12(Û11, Û13)‖. (3.11)
Also,
‖V21VH21 − V̂21V̂H21‖ = ‖VH21V̂22‖ = ‖VH22V̂21‖. (3.12)




, ‖UH1i Û11‖ 6
‖UH1i1AV̂11‖
σp1 (̂A)
, i = 2, 3. (3.13)
From the identity1B = B̂− B and (3.2)–(3.5),
B = U11B11VH21 + U12B21VH21 + U11B12VH22 + U13B32VH22,
B̂ = Û11̂B11V̂H21 + Û12̂B21V̂H21 + Û11̂B12V̂H22 + Û13̂B32V̂H22,
we observe that
UH131BV̂21 = UH13Û11̂B11 + UH13Û12̂B21 − B32VH22V̂21,
ÛH121BV22 = B̂21V̂H21V22 − ÛH12U11B12 − ÛH12U13B32.
Combining the above equalities and (3.8), we obtain
UH13Û12̂B21 = UH131BV̂21 − UH131AV̂11̂A−111 B̂11 + B32VH22V̂21,
B̂21V̂H21V22 = ÛH121BV22 − ÛH121AV11A−111 B12 + ÛH12U13B32.
Therefore, we observe that
σp2(M̂)‖UH13Û12‖ ≤ η1 + σp2+1(M)‖VH22V̂21‖,
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From the inequalities derived in (3.11)–(3.13) and (3.15)–(3.16), we obtain the desired estimates of the theorem. 
Remark 3.1. From (3.9)–(3.10) we observe that, the perturbation bounds for the constrained subspaces of the matrix P⊥A B
are more complicated than those for the matrix A. Also, these bounds are realistic in the sense that, one can find a example
that the true perturbations are close to these perturbation bounds.
The following corollary is the direct conclusion of Theorem 3.2.
Corollary 3.3. Under the notation and the conditions of Theorem 3.2, if furthermore, rank(M̂) = rank(M) = p2, then























Proof. We only need to set σp2+1(M) = σp2+1(M̂) = 0 in (3.9). 
Remark 3.2. When considering the LS–TLS problem, we suppose Â is the perturbation of A. If rank(̂A) 6= rank(A), then small
perturbation in A can cause very large errors of the LS–TLS solutions. Sowe need to enforce the condition rank(̂A) = rank(A).
The perturbation bounds derived in Theorem3.2 and Corollary 3.3 can be applied to estimate the perturbations in the LS–TLS
problem and the CTLS problem.












where A, Â = A+1A ∈ Cm1×np1 , C, Ĉ = C +1C ∈ Cm2×n, N = C(I − AĎA), N̂ = Ĉ(I − ÂĎ̂A). Then similar to the analysis for










 VH1 , (3.19)
where U1,U2, V1 are unitary matrices, A11 = diag(σ1(A), σ2(A), . . . , σp1(A)), with σ1(A) > σ2(A) > · · · > σp1(A) the
nonzero singular values of A, C12 = diag(σ1(N), . . . , σp3(N)), C23 = diag(σp3+1(N), . . . , σl(N)), with σ1(N) > · · · > σl(N)










 V̂H1 , (3.20)
M. Wei, J. Zhang / Journal of Computational and Applied Mathematics 226 (2009) 155–165 161
where Û1, Û2, V̂1 are unitary matrices, Â11 = diag(σ1(̂A), σ2(̂A), . . . , σp1 (̂A)), with σ1(̂A) > σ2(̂A) > · · · > σp1 (̂A) the
nonzero singular values of Â, Ĉ12 = diag(σ1(N̂), . . . , σp3(N̂)), Ĉ23 = diag(σp3+1(N̂), . . . , σl(N̂)), with σ1(N̂) > · · · > σl(N̂)
the singular values of N̂ . For i = 1, partition Ui, Ûi and V1 V̂1 as follows,
U1 = (U11,U12), U2 = (U21,U22), V1 = (V11, V12, V13),
Û1 = (Û11, Û12), Û2 = (Û21, Û22), V̂1 = (V̂11, V̂12, V̂13),
p1,m1 p3,m2 p1, p3,m
(3.21)
wherem1 = m1 − p1,m2 = m2 − p3, andm = m− p1 − p3.
Then
rank(G2) = rank(A)+ rank(N), rank(̂G2) = rank(̂A)+ rank(N̂),
A = U11A11VH11, N = U2diag(C12, C23)(V12, V13)H ,
N̂ = Û2diag(̂C12, Ĉ23)(V̂12, V̂13)H ,
and
C = CAĎA+ U21C12VH12, Ĉ = Ĉ ÂĎ̂A+ Û21Ĉ12V̂H12,
CP⊥AH = U21C12VH12, ĈP⊥̂AH = Û21Ĉ12V̂H12.
(3.22)
Notice that GH2 and Ĝ
H
2 are 1 × 2 block matrices. Therefore, by using exactly the same procedure, we have the following
results.
Theorem 3.4. Suppose that the matrices G2, Ĝ2 are defined in (3.18), the decompositions of G1, Ĝ1 are in (3.19)–(3.21). Suppose
that rank(A) = rank(̂A) = p1, and a chosen integer p3 satisfying p3 ≤ rank(N). If σp3(N)−σp3+1(N) > 2‖1N‖ (1N = N̂−N),
then rank(CP⊥AH ) = rank(̂CP⊥̂AH ) = p3, and we have the following estimates,



















































Furthermore, when rank(N̂) = rank(N) = p3, then























Remark 3.3. For the rank deficient LSE problem, we suppose that Â is the perturbation of A. If rank(̂A) 6= rank(A), even
when the perturbations are very small, the perturbation of the LSE solution will be very large [22,25]. Therefore, we need to
enforce the condition rank(̂A) = rank(A).
4. Perturbation analysis for the constrained subspaces of 2× 2 block matrix
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in which only the sub-matrix D can be changed. let
M = P⊥A B, N = CP⊥AH , (4.2)
and suppose that
p1 = rank(A), p2 = rank(M) and p3 = rank(N). (4.3)











A11 0 0 B11 B12
0 0 0 B21 0
0 0 0 0 0
C11 C12 0 D11 D12









A11 = diag(σ1(A), σ2(A), . . . , σp1(A)),
B21 = diag(σ1(M), σ2(M), . . . , σp2(M)),
C12 = diag(σ1(N), σ2(N), . . . , σp3(N)),
and
σ1(A) > σ2(A) > · · · > σp1(A) > 0,
σ1(M) > σ2(M) > · · · > σp2(M) > 0,
σ1(N) > σ2(N) > · · · > σp3(N) > 0,
are respectively the nonzero singular values of A,M and N . Partition Ui, Vi as follows for i = 1, 2:
U1 = (U11,U12,U13), U2 = (U21,U22),
p1, p2,m1 p3,m2
V1 = (V11, V12, V13), V2 = (V21, V22),
p1, p3, n1 p2, n2
(4.5)
wherem1 = m1 − p1 − p2,m2 = m2 − p3, n1 = n1 − p1 − p3, n2 = n2 − p2. Then from (4.3)–(4.5), one has that [23]
A = U11A11VH11, P⊥A = I − U11UH11, PN(AH ) = I − V11VH11,
M = P⊥A B = U12B21VH21, I −MĎM = I − V21VH21 = V22VH22, (4.6)
N = CPN(AH ) = U21C12VH22, I − NNĎ = I − U21UH21 = U22UH22.
So one carries out from (4.3)–(4.6) that
B(I −MĎM) = U11B12VH22, (I − NNĎ)C = U22C21VH11. (4.7)
Let Ĝ3 = G3 + 1G3 be the perturbed version of G3, with Â = A + 1A, B̂ = B + 1B, Ĉ = C + 1C, D̂ = D + 1D. We now
enforce the conditions
p1 = rank(̂A), p2 = rank(M̂) and p3 = rank(N̂). (4.8)











Â11 0 0 B̂11 B̂12
0 0 0 B̂21 0
0 0 0 0 0
Ĉ11 Ĉ12 0 D̂11 D̂12









Â11 = diag(σ1(̂A), σ2(̂A), . . . , σp1 (̂A)),
B̂21 = diag(σ1(M̂), σ2(M̂), . . . , σp2(M̂)),
Ĉ12 = diag(σ1(N̂), σ2(N̂), . . . , σp3(N̂)),
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and
σ1(̂A) > σ2(̂A) > · · · > σp1 (̂A) > 0,
σ1(M̂) > σ2(M̂) > · · · > σp2(M̂) > 0,
σ1(N̂) > σ2(N̂) > · · · > σp3(N̂) > 0,
are respectively the nonzero singular values of Â, M̂ and N̂ . For i = 1, 2, partition Ûi, V̂i as follows,
Û1 = (Û11, Û12, Û13), Û2 = (Û21, Û22)
p1, p2,m1 p3,m2
V̂1 = (V̂11, V̂12, V̂13), V̂2 = (V̂21, V̂22).
p1, p3, n1 p2, n2
(4.10)
Then from (4.8)–(4.10), one has that
Â = Û11̂A11V̂H11, P⊥̂A = I − Û11ÛH11, P⊥̂AH = I − V̂11V̂H11,
M̂ = P⊥̂A B̂ = Û12̂B21V̂H21, I − M̂ĎM̂ = I − V̂21V̂H21 = V̂22V̂H22, (4.11)
N̂ = ĈP⊥̂AH = Û21Ĉ12V̂H22, I − N̂N̂Ď = I − Û21ÛH21 = Û22ÛH22.
Therefore,
B̂(I − M̂ĎM̂) = Û11̂B12V̂H22, (I − N̂N̂Ď)̂C = Û22Ĉ21V̂H11. (4.12)
Theorem 4.1. Let G3 and Ĝ3 and their decompositions be in (4.4) and (4.8), respectively, with Â = A + 1A, B̂ = B + 1B,
Ĉ = C +1C, D̂ = D+1D. Let
D1 = (I − NNĎ)(D− CAĎB)(I −MĎM),
D̂1 = (I − N̂N̂+)(̂D− Ĉ Â+B̂)(I − M̂+M̂). (4.13)
If
rank(A) = rank(̂A), rank(M) = rank(M̂),
rank(N) = rank(N̂), (4.14)
then
‖D1 − D̂1‖ 6 ‖ÛH221DV22‖ + ‖ÛH22Ĉ ÂĎ1BV22‖ + ‖ÛH22Ĉ ÂĎ1AAĎBV22‖ + ‖ÛH221CAĎBV22‖





















η1, η2 are defined in Theorem 3.2, and η3, η4 are defined in Theorem 3.4.
Proof. From the formulations of D1 and D̂1 in (4.13),
‖D1 − D̂1‖ ≤ ‖(I − N̂N̂Ď)
(
1D− Ĉ ÂĎ1B− Ĉ (̂AĎ − AĎ)B−1CAĎB) (I −MĎM)‖
+‖(I − N̂N̂Ď)(̂D− Ĉ ÂĎ̂B)(MĎM − M̂ĎM̂)‖ + ‖(NNĎ − N̂N̂Ď)(D− CAĎB)(I −MĎM)‖. (4.17)
Notice that [19]
ÂĎ − AĎ = −ÂĎ1AAĎ + ÂĎ(I − AAĎ)− (I − ÂĎ̂A)AĎ,
so
(I − N̂N̂Ď)̂C (̂AĎ − AĎ)B(I −MĎM) = −(I − N̂N̂Ď)̂CÂĎ1AAĎB(I −MĎM),
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because (I − AAĎ)B = M and Ĉ(I − ÂĎ̂A) = N̂ . Notice that
I −MĎM = I − V21VH21 = V22VH22, I − NNĎ = I − U21UH21 = U22UH22
I − M̂ĎM̂ = I − V̂21V̂H21 = V̂22V̂H22, I − N̂N̂Ď = I − Û21ÛH21 = Û22ÛH22.
Therefore, in (4.17) by applying Corollary 3.3 and Theorem 3.4, we obtain the desired estimates of the theorem. 
Remark 4.1. Obviously, the estimates derived in Theorem 4.1 is sharper than that in Theorem 3.1 of [23]. In Remark 3.2 of
[23] Wei mentioned that Demmel in formula (∗), p. 206 of [2] just considered the simplest case that both G3 and Ĝ3 can be











this caseMĎM = M̂ĎM̂ and NNĎ = N̂N̂Ď, and the estimate in Theorem 3.1 of [23] reduces to that obtained in p. 206 of [2]. In
Example 3.1 of [23] it is obvious that the estimates in [2] is not valid in general case.
Theorem 4.2. Under the notation and conditions in Theorem 4.1, furthermore, suppose that the SVD of D1 and D̂1 are respectively
D1 = (Z1, Z2)diag(T1, T2)(W1,W2)H ,
D̂1 = (̂Z1, Ẑ2)diag(̂T1, T̂2)(Ŵ1, Ŵ2)H ,
(4.18)
where l1 = min{m2 − p3, n2 − p2}, Z, Ẑ,W , Ŵ are unitary matrices, Z1, Ẑ1,W1, Ŵ1 are respectively the first p columns of
Z, Ẑ,W , Ŵ ,
T1 = diag(σ1(D1), . . . , σp(D1)), T2 = diag(σp+1(D1), . . . , σl1(D1)),
T̂1 = diag(σ1(̂D1), . . . , σp(̂D1)), T2 = diag(σp+1(̂D1), . . . , σl1 (̂D1)),
σ1(D1) > · · · > σp(D1) > σp+1(D1) > · · · > σl1(D1)
σ1(̂D1) > · · · > σp(̂D1) > σp+1(̂D1) > · · · > σl1 (̂D1)
are the singular values of D1 and D̂1, respectively. If σp(D1)− σp+1(D1) > 2‖1D1‖, then




















η(1) = max {‖̂ZH1 1D1W2‖, ‖ZH2 1D1Ŵ1‖} ,
η(2) = max {‖ZH1 1D1Ŵ2‖, ‖̂ZH2 1D1W1‖} . (4.20)
Proof. From the perturbation analysis of the singular values, with the conditions of the theorem, we have σp(D1) −
σp+1(̂D1) > 0 and σp(̂D1)− σp+1(D1) > 0. Furthermore, from the formulas in (4.18),
ZH2 1D1Ŵ1 = ZH2 Ẑ1T̂1 − T2WH2 Ŵ1,

























so ‖ZH2 Ẑ1‖ ≤ η1σp (̂D1)−σp+1(D1) . In a similar manner, we also have ‖̂Z
H
2 Z1‖ ≤ η2σp(D1)−σp+1 (̂D1) . Notice that from Lemma 2.2,
‖ZH2 Ẑ1‖ = ‖̂ZH2 Z1‖, we then obtain the first inequality in (4.19). The second one in (4.19) can be derived similarly. 
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5. Concluding remarks
In this paper, we have deduced the perturbation bounds of some constrained subspaces that relate to the matrices G1, G2
and G3. In a separate paper, we will study the perturbation analysis of the LS–TLS, LSE, and CTLS problems using the bounds
obtained in this paper.
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