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Wireless Networks
Future wireless networks will enable people on the move to communicate with anyone, anywhere,
at any time, using a range of multimedia services. The exponential growth of cellular telephone and
paging systems coupled with the proliferation of laptop and palmtop computers indicate a bright
future for such networks, both as stand-alone systems and as part of the larger networking infras-
tructure.
This chapter describes wireless networks. Section 1.1 provides an introduction to these networks,
including their history and prospects, and the technical challenges of design and operation posed
by the underlying wireless channel. Section 1.2 presents the main characteristics of the wireless
channel and their impact on the link and network layer design. Link layer design techniques that
overcome wireless channel impairments to deliver high data rates with low distortion are described
in Section 1.3.
The wireless channel is a limited resource that is shared among many users. Section 1.4is devoted
to channel access protocols. Section 1.5 outlines design issues for wireless networks, including net-
work architecture, user location and routing protocols, network reliability and QOS,internetworking
between wireless and wired networks, and security.
Current wireless network technology is described in Section 1.6 including cellular and cord-
less telephones, wireless LANs and wide-area data services, paging systems, and global satellite
systems. Section 1.7 gives an overview of emerging systems and standards for future wireless net-
works. Section 1.8 contains a summary and a discussion of future trends.
1.1 Introduction
Wireless communications is the fastest growing segment of the communications industry.. Cellular
phones, cordless phones, and paging services have experienced exponential growth over the last
decade, and this growth continues unabated worldwide. Wireless communications has become a
critical business tool and part of everyday life in most developed countries. Wireless communica-
tion systems are replacing antiquated wireline systems in many developing countries. Will future
wireless networks live up to their promise of multimedia communications anywhere and any time?
In this introduction we review the history of wireless networks. We then discuss the wireless vi-
sion in more detail, including the technical challenges that must be overcome to make this vision a
reality.
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1.1.1 History of Wireless Networks
The ﬁrst wireless networks were developed in the pre-industrial age. These systems transmitted
information over line-of-sight distances (later extended by telescopes) using smoke signals, torch
signaling, ﬂashing mirrors, signal ﬂares, and semaphore ﬂags. An elaborate set of signal combi-
nations was developed to convey complex messages with these rudimentary signals. Observation
stations were built on hilltops and along roads to relay these messages over large distances. These
early communication networks were replaced ﬁrst by the telegraph network (invented by Samuel
Morse in 1838) and later by the telephone. In 1895, twenty years after the telephone was invented,
Marconi demonstrated the ﬁrst radio transmission from the Isle of Wight to a tugboat 18 miles away,
and radio communications was born. Radio technology advanced rapidly to enable transmissions
over larger distances with better quality, less power, and smaller, cheaper devices, thereby enabling
public and private radio communications, television, and wireless networking.
Early radio systems transmitted analog signals. Today most radio systems transmit digital signals
composed of binary bits, where the bits are obtained directly from a data signal or by digitizing an
analog voice or music signal. A digital radio can transmit a continuous bit stream or it can group
the bits into packets. The latter type of radio is called a packet radio and is characterized by bursty
transmissions: the radio is idle except when it transmits a packet. The ﬁrst packet radio network,
ALOHANET, was developed at the University of Hawaii in 1971. This network enabled computer
sites at seven campuses spread out over four islands to communicate with a central computer on
Oahu via radio transmission. The network architecture used a star topology with the central com-
puter at its hub. Any two computers could establish a bi-directional communications link between
them by going through the central hub.
ALOHANET incorporated the ﬁrst set of protocols for channel access and routing in packet
radio systems, and principles underlying these protocols are still in use today. Activity in packet
radio. promoted by DARPA, peaked in the mid 1980’s, but the resulting networks fell far short of
expectations in terms of speed and performance. Packet radio networks today are mostly used by
commercial providers of wide-area wireless data services. These services, ﬁrst introduced in the
early 1990’s, enable wireless data access (including email, ﬁle transfer, and web browsing) at fairly
low speeds, on the order of 20 Kbps. The market for these data services has not grown signiﬁcantly.
In the 1970’s Ethernet technology steered companies away from radio-based networking. Ether-
net’s 10 Mbps data rate far exceeded anything available using radio. In 1985 the Federal Communi-
cations Commission (FCC) enabled the commercial development of wireless LANs by authorizing
the public use of the Industrial, Scientiﬁc, and Medical (ISM) frequency bands for wireless LAN
products. The ISM band was very attractive to wireless LAN vendors since they did not need to ob-
tain an FCC license to operate in this band. However, the wireless LAN systems could not interfere
with the primary ISM band users, which forced them to use a low power proﬁle and an inefﬁcient
signaling scheme. Moreover, the interference from primary users within this frequency band was
quite high. As a result these initial LAN systems had very poor performance in terms of data rates
and coverage.
The poor performance, coupled with concerns about security, lack of standardization, and high
cost (the ﬁrst network adaptors listed for $1,400 as compared to a few hundred dollars for a wired
Ethernet card) resulted in weak sales for the initial wireless LAN systems. The current generation
of wireless LANs, based on the IEEE 802.11 standard, has better performance, although the data
rates are still low (on the order of 2 Mbps) and the coverage area is still small (around 500 feet).1.1. INTRODUCTION 3
Ethernets today offer data rates of 100 Mbps, and the performance gap between wired and wireless
LANs is likely to increase over time without additional spectrum allocation. Thus, it is not clear if
wireless LANs will be competitive except where users sacriﬁce performance for mobility or when
a wired infrastructure is not available.
By far the most successful application of wireless networking has been the cellular telephone sys-
tem. Cellular telephones have approximately 200 million subscribers worldwide, and their growth
continues at an exponential pace. The convergence of radio and telephony began in 1915, when
wireless voice transmission between New York and San Francisco was ﬁrst established. In 1946
public mobile telephone service was introduced in 25 cities across the United States. These initial
systems used a central transmitter to cover an entire metropolitan area. This inefﬁcient use of the
radio spectrum coupled with the state of radio technology at that time severely limited the system
capacity: thirty years after the introduction of mobile telephone service the New York system could
only support 543 users. A solution to this capacity problem emerged during the 50’s and 60’s when
researchers at AT&T Bell Laboratories developed the cellular concept.
Cellular systems exploit the fact that the power of a transmitted signal falls off with distance, so
the same frequency channel can be allocated to users at spatially-separate locations with minimal
interference. A cellular system divides a geographical area into adjacent, non-overlapping “cells.”
Cells assigned the same channel set are spaced apart so that interference between them is small.
Each cell has a centralized transmitter and receiver (called a base station) that communicates with
the mobile units in that cell, both for control purposes and as a call relay. All base stations have
high-bandwidth connections to a mobile telephone switching ofﬁce (MTSO), which is itself con-
nected to the public-switched telephone network (PSTN). The handoff of mobile units crossing cell
boundaries is typically handled by the MTSO,although in current systems some of this functionality
is handled by the base stations and/or mobile units.
The original cellular system design was ﬁnalized in the late 1960’s and deployed in the early 80’s.
The large and unexpected growth led to the development of digital cellular technology to increase
capacity and improve performance.
The current generation of cellular systems are all digital. In addition to voice communication
these systems provide email, voice mail, and paging services. Unfortunately, the great market
potential for cellular phones led to a proliferation of digital cellular standards. Today there are
three different digital cellular phone standards in the U.S. alone, and other standards in Europe and
Japan, none of which are compatible. The incompatible standards makes roaming throughout the
U.S. using one digital cellular phone impossible. Most cellular phones today are dual-mode: they
incorporate one of the digital standards along with the old analog standard which provides coverage
throughout the U.S.
Radio paging systems is another example of a successful wireless data network, with 50 million
subscribers in the U.S. Their popularity is starting to wane with the widespread penetration and
competitive cost of cellular telephone systems. Paging systems allow coverage over very wide areas
by simultaneously broadcasting the pager message at high power from multiple base stations or
satellites. Early radio paging systems were analog 1 bit messages signaling a user that someone was
trying to reach him or her. These systems required callback over the regular telephone system to
obtain the phone number of the paging party.
Paging systems now allow a short digital message, including a phone number and brief text, to be
sent to the pagee as well. In paging systems most of the complexity is built into the transmitters, so
that pager receivers are small, lightweight, and have a long battery life. The network protocols are4 CHAPTER 1. WIRELESS NETWORKS
also very simple since broadcasting a message over all base stations requires no routing or handoff.
The spectral inefﬁciency of these simultaneous broadcasts is compensated by limiting each message
to be very short. Paging systems continue to evolve to expand their capabilities beyond very low-rate
one-way communication. Current systems are attempting to implement two-way, “answer-back”
capability. This requires a major change in pager design, since it must now transmit signals in
addition to receiving them, and the transmission distances can be quite large.
Commercial satellite communication systems form another major component of the wireless
communications infrastructure. They provide broadcast services over very wide areas, and help
ﬁll the coverage gap between high-density user locations. Satellite mobile communication systems
follow the same basic principle as cellular systems, except that the cell base stations are now satel-
lites orbiting the earth. Satellite systems are typically characterized by the height of the satellite
orbit, low-earth orbit (LEOs), medium-earth orbit (MEO), or geosynchronous orbit (GEO).
The idea of using geosynchronous satellites for communications was ﬁrst suggested by the sci-
ence ﬁction writer Arthur C. Clarke in 1945. However, the ﬁrst deployed satellites, the Soviet
Union’s Sputnik in 1957 and the Nasa-Bell Laboratories Echo-1 in 1960, were not geosynchronous
due to the difﬁculty of lifting a satellite into such a high orbit. The ﬁrst GEO satellite was launched
by Hughes and Nasa in 1963 and from then until very recently GEOs dominated both commercial
and government satellite systems. The current trend is to use lower orbits so that lightweight hand-
held devices can communicate with the satellite. Services provided by satellite systems include
voice, paging, and messaging services, all at fairly low data rates.
1.1.2 Wireless Data Vision
Wireless communication providing high-speed high-quality information exchange between portable
devices located anywhere in the world is the vision for the next century. People will operate a virtual
ofﬁce anywhere in the world using a small handheld device—with seamless telephone, modem, fax,
and computer communications. Wireless LANs will connect together palmtop, laptop, and desktop
computers anywhere within an ofﬁce building or campus, as well as from the corner cafe. In the
home these LANs will enable intelligent home appliances to interact with each other and with the
Internet. Video teleconferencing will take place between buildings that are blocks or continents
apart, and these conferences may include travelers. Wireless video will be used to create remote
classrooms, remote training facilities, and remote hospitals anywhere in the world.
Wireless communications may be classiﬁed in terms of applications, systems, or coverage re-
gions, as indicated in Figure 1.1. The applications include voice, Internet access, web browsing,
paging and short messaging, subscriber information services, ﬁle transfer, and video teleconferenc-
ing. Systems include cellular telephone systems, wireless LANs, wide-area wireless data systems,
and satellite systems. Coverage regions include in-building, campus, city, regional, and global.
Wireless applications have different requirements, as we saw in Chapter ??. Voice systems have
low data rate requirements (around 20 Kbps) and can tolerate a high bit error rate (BER) of 10−3),
but the total delay must be less than 100 msec. Data systems may require higher data rates (1-100
Mbps) and very small BER, but do not have a ﬁxed delay requirement. Real-time video systems
have high data rate requirements coupled with the same delay constraints as voice systems, while
paging and short messaging have very low data rate requirements and no delay constraints.
These diverse requirements make it difﬁcult to build a single wireless system that can satisfy them
all. As we have seen IP and ATM can support diverse requirements on wired networks, with data1.1. INTRODUCTION 5
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Figure 1.1: Wireless applications, systems, and coverage regions.
rates on the order of Gbps and BERs on the order of 10−12. But this is not possible on wireless
networks, which have much lower data rates and higher BERs. Therefore wireless systems will
continue to be fragmented, with different protocols tailored to support different requirements. .
It is uncertain if there will be a large demand for all wireless applications. Companies are invest-
ing heavily to build multimedia wireless systems, yet the only highly proﬁtable wireless application
so far is voice. Despite optimistic predictions, the market for these products remains relatively small
with sluggish growth. To examine the future of wireless data, it is useful to see the growth of various
communication services over the last ﬁve years, as shown in Figure 1.2. The exponential growth
of cellular and paging subscribers is exceeded only by the demand for Internet access. The number
of laptop and palmtop computers is also growing steadily. These trends indicate that people want
to communicate while on the move. They also want to take their computers wherever they go. It
is therefore reasonable to assume that people want the same data communications capabilities on
the move as they enjoy in their home or ofﬁce. Yet the number of wireless data subscribers remains
relatively ﬂat, most likely because of the high cost and poor performance of today’s systems.
Figure 1.3 displays the large and growing performance gap between wired and wireless networks.
Thus, the most formidable obstacle to the growth of wireless data systems is their performance.
Many technical challenges must be overcome to improve wireless network performance so that
users will accept this performance in exchange for mobility.
1.1.3 Technical Challenges
Technical problems must be solved across all levels of the system design to realize the wireless
vision. At the hardware level the terminal must have multiple modes of operation to support the6 CHAPTER 1. WIRELESS NETWORKS
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different applications and different media. Desktop computers process voice, image, text, and video
data, but breakthroughs in circuit design are required to implement multimode operation in a small,
lightweight, handheld device. Since most people don’t want to carry a heavy battery, the signal
processing and communications hardware of the portable terminal must consume very little power,
which will impact higher levels of the system design.
Many signal processing techniques for efﬁcient spectral utilization and networking demand much
processing power, precluding the use of low power devices. Hardware advances for low power
circuits with high processing ability will relieve some of these limitations. However, placing the
processing burden on ﬁxed location sites with large power resources will as in the past continue to
dominate wireless system designs. But the associated bottlenecks and single points-of-failure are
undesirable. The ﬁnite bandwidth and random variations of the communication channel will also
require robust compression schemes that degrade gracefully with the channel.
The wireless channel is an unpredictable and difﬁcult communications medium. The scarce radio
spectrum isregulated. In the U.S.spectrum is allocated by the FCC,in Europe the equivalent body is
the European Telecommunications Standards Institute (ETSI), and globally spectrum is controlled
by the International Telecommunications Union (ITU). A regional or global system operating in a
given frequency band must obey the regulatory restrictions.
Spectrum has become expensive, especially in the U.S., since the FCC began auctioning spectral
allocations. In the recent spectral auctions at 2 GHz, companies spent over nine billion dollars
for licenses. The spectrum obtained through these auctions must be used extremely efﬁciently to
get a reasonable return on its investment, and it must also be reused over and over in the same
geographical area, thus requiring cellular system designs with high capacity and good performance.
At frequencies around several Gigahertz wireless radio components with reasonable size, power
consumption, and cost are available. However, the spectrum in this frequency range is extremely
crowded. Technological breakthroughs that enable higher frequency systems with the same cost
and performance would greatly reduce the spectrum shortage, although path loss at these higher
frequencies increases, thereby limiting range.
As a signal propagates through a wireless channel, it experiences random ﬂuctuations in time if
the transmitter or receiver is moving, due to changing reﬂections and attenuation. This makes it
difﬁcult to design reliable systems with guaranteed performance. Security is also more difﬁcult to
implement in wireless systems, since the airwaves are susceptible to snooping from anyone with an
RF antenna. Analog cellular systems have no security, and you can easily listen in on conversations
by scanning the analog cellular frequency band. To support applications like electronic commerce
and credit card transactions, the wireless network must be secure against such listeners.
Wireless networking presents another set of problems. The network must locate a user amongst
millions of globally-distributed mobile terminals. It must then route a call to that user moving at
speeds of up to 100 mph. The ﬁnite resources of the network must be allocated in a fair and efﬁcient
manner relative to changing user demands and locations. Different problems are posed by the need
for protocols to interface between wireless and wired networks with vastly different performance
capabilities.
Perhaps the most signiﬁcant technical challenge in wireless network design is an overhaul of
the design process itself. Wired networks are mostly designed according to the layers of the OSI
model: each layer is designed independently from the other layers with mechanisms to interface
between layers. This greatly simpliﬁes network design, although it leads to some inefﬁciency and
performance loss. The situation is very different in a wireless network. Wireless link performance,8 CHAPTER 1. WIRELESS NETWORKS
Figure 1.4: A wireless propagation situation: the received signal has a direct-path component which
is attenuated or blocked, and reﬂected components.
user connectivity and network topology changes over time. To achieve good performance wireless
networks must adapt to these changes, requiring an integrated and adaptive protocol stack across all
layers, from the link layer to the application layer.
1.2 The Wireless Channel
The wireless radio channel is a difﬁcult medium, susceptible to noise, interference, blockage, and
multipath, and these channel impediments change over time due to user movement. These charac-
teristics impose fundamental limits on the range, data rate, and reliability of communication over
wireless links. These limits are determined by several factors, most signiﬁcantly the propagation
environment and the user mobility. For example, the radio channel for an indoor user at walking
speeds typically supports higher data rates with better reliability than the channel of an outdoor user
surrounded by tall buildings and moving at rapid speeds.
Wireless systems use the atmosphere as their transmission medium. Radio signals are sent across
this medium by inducing a current of sufﬁcient amplitude into an antenna whose dimensions are
approximately the same as the wavelength of the generated signal. (The signal wavelength  = c=f,
where f is the signal’s carrier frequency and c is the speed of light.) We focus on radio waves in
the UHF and SHF frequency bands, which occupy the 0.3–3GHz and 3–30GHz portions of the
spectrum, respectively. Most terrestrial mobile systems use the UHF band, while satellite systems
typically operate in the SHF band. At these frequencies the earth’s curvature and the ionosphere do
not affect signal propagation.
Figure 1.4 depicts a typical situation. The transmitted signal has adirect-path component between
the transmitter and receiver which is attenuated or obstructed. Other components of the transmitted
signal, refered to as multipath components, are reﬂected, scattered, or diffracted by surrounding
objects, and arrive at the receiver shifted in amplitude, phase, and time relative to the direct-path
signal. The received signal may also experience interference from other users in the same frequency
band. Based on this model the wireless radio channel has four main characteristics: path loss,
shadowing, multipath, and interference.
Path loss determines how the average received signal power decreases with the distance between
the transmitter and receiver. Shadowing characterizes the signal attenuation due toobstructions from1.2. THE WIRELESS CHANNEL 9
buildings or other objects. Multipath fading is caused by constructive and destructive combining of
the multipath signal components, which causes random ﬂuctuations in the received signal amplitude
(ﬂat-fading) as well as self-interference (intersymbol interference or frequency-selective fading).
Interference characterizes the effects of other users operating in the same frequency band either in
the same or another system.
1.2.1 Path loss
Path loss is the ratio of received power to the transmitted power for a given propagation path, and
is a function of propagation distance. Free-space is the simplest propagation model for path loss.
In this model there is a direct-path signal component between the transmitter and receiver, with
no attenuating objects or multipath reﬂections. If PR is the received signal power and PT is the
transmitted power, then in free space propagation,
PR /
G  PT
f2  d;
where f is the carrier frequency, d is the propagation distance, G is the power gain from the transmit
and receive antennas, and  =2 .
Radio waves in most wireless systems propagate through environments more complex than free
space, where they are reﬂected, scattered, and diffracted by walls, terrain, buildings, and other ob-
jects. Thefull details ofpropagation incomplex environments canbe obtained by solving Maxwell’s
equations with boundary conditions that express the physical characteristics of the obstructing ob-
jects. Since these calculations are difﬁcult, and many times the necessary parameters are not avail-
able, approximations have been developed to characterize path loss. Frequently the simple expo-
nential model for path loss above is used. In free space propagation  =2 , whereas in typical
propagation environments  ranges between two and four.
For any path loss model the received signal-to-noise ratio is SNR=PR=N where N is the noise
power. (Noise is usually modeled as Gaussian and white with constant power spectral density, N.)
The BER of a wireless channel is a function oﬁts SNR. The SNR required to meet a given BER
target depends on the data rate of the channel, the communication techniques used, and the channel
characteristics. Since path loss reduces SNR it limits either the data rate or the signal range of a
given communication system. Moreover, since the path loss exponent determines how quickly the
signal power falls off with respect to distance, wireless channels with small path loss exponents will
typically have larger coverage areas than those with large path loss exponents. Note that the path
loss is inversely proportional to the square of the signal frequency so, for example, increasing the
signal frequency by a factor of 10 reduces the received power and corresponding SNR by a factor
of 100.
1.2.2 Shadow Fading
The transmission path between a transmitter and receiver is often blocked by hills or buildings out-
doors and by furniture or walls indoors. Random signal variations due to these obstructing objects
is called shadow fading. Measurements in many environments indicate that the power, measured
in decibels (dB), of a received signal subject to shadow fading follows a Gaussian (normal) dis-
tribution, with the mean determined by path loss and the standard deviation ranging from four to10 CHAPTER 1. WIRELESS NETWORKS
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Figure 1.5: Signal fading over time and distance.
twelve dB, depending on the environment. The random value of the shadow fading changes, or
decorrelates as the mobile moves past or around the obstruction.
Based on path loss alone the received signal power at a ﬁxed distance from the transmitter should
be constant. However, shadow fading causes the received signal power at equal distances from
the transmitter to be different, since some locations have more severe shadow fading than others.
Thus, to ensure that the received SNR requirements are met at a given distance from the transmitter,
the transmit power must be increased to compensate for severe shadow fading at some locations.
This power increase imposes additional burdens on the transmitter battery and causes additional
interference to other users in the same frequency band.
1.2.3 Multipath Flat-fading and Intersymbol Interference
Multipath causes two signiﬁcant channel impairments: ﬂat-fading and intersymbol interference.
Flat-fading describes the rapid ﬂuctuations of the received signal power over short time periods or
over short distances. Such fading is caused by the interference between different multipath signal
components that arrive at the receiver at different times and hence are subject to constructive and
destructive interference. This constructive and destructive interference generates a standing wave
pattern of the received signal power relative to distance or, for a moving receiver, relative to time.
Figure 1.5 shows a plot of the fading exhibited by the received signal power in dB as a function
of time or distance. The destructive interference can cause the received signal power to fall more
than 30 dB (three orders of magnitude) below its average value. A channel is said to be in a deep
fade whenever its received signal power falls below that required to meet the link performance
speciﬁcations. Since communication links are designed with an extra power margin (link margin)
of 10-20 dB to compensate for fading and other channel impairments, a channel is in a deep fade
if its received power falls 10-20 dB below its average received power. Figure 1.5 shows that ﬂat-
fading channels often experience deep fades. In addition, the signal power changes drastically
over distances of approximately half a signal wavelength. At a signal frequency of 900 MHz, this
corresponds to ever 0.3 m or every millisecond for terminals moving at 30 mph.
The variation in the received signal envelope of a ﬂat-fading signal typically follows a Rayleigh
distribution if the signal path between the transmitter and receiver is obstructed and a Ricean distri-
bution if this signal path is not obstructed.
The combination of path loss, shadowing, and ﬂat-fading is shown in Figure 1.6. The power fall-
off with distance due to path loss is fairly slow, while the signal variation due to shadowing changes1.2. THE WIRELESS CHANNEL 11
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Figure 1.6: Received signal power with path loss, shadow fading and ﬂat-fading.
more quickly, and the variation due to ﬂat-fading is very fast. Flat-fading has two main implications
for wireless link design.
First, in ﬂat-fading the received signal power falls well below its average value. This causes a
large increase in BER, which can be reduced by increasing the transmitted power of the signal.
However, it is very wasteful of power to compensate for ﬂat-fading in this manner, since deep
fades occur rarely and over very short time periods. So most systems do not increase their transmit
power sufﬁciently to remove deep signal fades. For typical user speeds and data rates these fades
affect many bits, causing long strings of bit errors called error bursts. Error bursts are difﬁcult
to correct using error-correction codes which typically correct only a few simultaneous bit errors.
Other methods to compensate for error bursts due to ﬂat-fading are discussed in Section 1.3.3.
The other main impairment introduced by multipath is inter-symbol interference (ISI). ISI be-
comes a signiﬁcant problem when the maximum difference in the path delays of the different multi-
path components, called the multipath delay spread, exceeds a signiﬁcant fraction of a bit time. The
result is self-interference, since a multipath reﬂection carrying a given bit transmission will arrive
at the receiver simultaneously with a different (delayed) multipath reﬂection carrying a previous
bit transmission. In the frequency domain this self-interference corresponds to a non-ﬂat frequency
spectrum, so signal components at different frequencies are multiplied by different complex scale
factors, thereby distorting the transmitted signal. For this reason ISI is also referred to as frequency-
selective fading.
A channel exhibits frequency-selective fading if its coherence bandwidth, deﬁned as the inverse
of the channel’s multipath delay spread, is less than the bandwidth of the transmitted signal. ISI
causes a high BER that cannot be reduced by increasing the signal power, since that also increases
the power of the self-interference. Thus, without compensation ISI forces a reduction in data rate
so that the delay spread associated with the multipath components is less than one bit time. This
imposes a stringent limit on data rates, on the order of 100 Kbps for outdoor environments and 1
Mbps for indoor environments. Thus, some form of ISI compensation is needed to achieve high
data rates. These compensation techniques are discussed in Section 1.3.4.
1.2.4 Doppler Frequency Shift
Relative motion between the transmitter and receiver causes a shift in the frequency of the trans-
mitted signal called the Doppler shift. The Doppler shift, fD,i sg i v e nb yfD = v=,w h e r ev is
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signal. Since the mobile velocity varies with time, so does the Doppler shift. This variable Doppler
shift introduces an FM modulation into the signal, causing the signal bandwidth to increase by
roughly fD. For a transmit frequency of 900 MHz and a user speed of 60 mph, the Doppler shift is
about 80 Hz. Since typical signal bandwidths are on the order of tens of kilohertz or more, band-
width spreading due to Doppler is not a signiﬁcant problem in most applications. However, Doppler
does cause the signal to decorrelate over a time period roughly equal to 1=fD. For differential sig-
nal detection the Doppler imposes a lower bound on the channel BER that cannot be reduced by
increasing the signal power. More details on the impact of channel Doppler for differential detection
are provided in Section 1.3.1.
1.2.5 Interference
Wireless communication channels experience interference from various sources. The main source
of interference in cellular systems is frequency reuse, where frequencies are reused at spatially-
separated locations to increase spectral efﬁciency. Interference from frequency reuse can be reduced
by multiuser detection, directional antennas, and dynamic channel allocation, all of which increase
system complexity.
Other sources of interference in wireless systems include adjacent channel interference, caused
by signals in adjacent channels with signal components outside their allocated frequency range,
and narrowband interference, caused by users in other systems operating in the same frequency
band. Adjacent channel interference can be mostly removed by introducing guard bands between
channels, but this is wasteful of bandwidth. Narrowband interference can be removed through notch
ﬁlters or spread spectrum techniques. Notch ﬁlters are simple devices but they require knowledge
of the exact location of the narrowband interference. Spread spectrum is very effective at removing
narrowband interference, but it requires signiﬁcant spreading of the signal bandwidth as well as
an increase in system complexity. For these reasons spread spectrum in not typically used just to
remove narrowband interference. Because spread spectrum allows multiple users to share the same
bandwidth, it is used for multiple access.
1.2.6 Infrared versus Radio
In infrared communication the frequency of the transmitted signal is much higher than typical ra-
dio frequencies, around 100 GHz. Because the received signal power is inversely proportional to
the square of the signal frequency, infrared transmission over large distances requires a very high
transmit power or highly directional antennas. There are two main forms of infrared transmission:
directive and nondirective. In directive transmission the transmit antenna is pointed directly at the
receiver, whereas in nondirective transmission the signal is transmitted uniformly in all directions.
Since directive transmission concentrates all its power in one direction, it achieves much higher data
rates than nondirective transmission. However, these systems are severely degraded by obstructing
objects and the corresponding shadow fading, which is difﬁcult to avoid in most indoor environ-
ments with mobile users. Non-directed links have limited range due to path loss, typically in the
tens of meters.
Infrared transmission enjoys a number of advantages over radio, most signiﬁcantly the fact that
spectrum in this frequency range is unregulated. Thus, infrared systems need not obtain an FCC
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radiation will not penetrate walls and other opaque materials, so an infrared signal is conﬁned to the
room in which it originates. This makes infrared more secure against eavesdropping and it allows
neighboring rooms to use the same infrared links without interference. These signals are not subject
to ﬂat-fading since variations in the received signal power are integrated out by the detector.
ISI is a major problem for high-speed infrared systems, as it is for radio systems. Thus, high-
speed infrared systems must use some form of ISI mitigation, typically equalization. Infrared sys-
tems are also signiﬁcantly degraded by ambient light, which radiates at roughly the same frequency,
causing substantial noise. In summary, infrared systems are unlikely to be used for low-cost out-
door systems due to limited range. They have some advantages over radio systems in indoor en-
vironments, but must overcome the ambient light and range limitations to be successful in these
applications. Due to these problems radio is still the dominant technology for both indoor and
outdoor systems.
1.2.7 Capacity Limits of Wireless Channels
In 1949 Claude Shannon determined the capacity limits of communication channels with additive
white Gaussian noise. For a channel without shadowing, fading, or ISI, Shannon proved that the
maximum possible data rate on a given channel of bandwidth B is
R = B log2(1 + SNR) bps;
where SNR is the received signal-to-noise power ratio. The Shannon capacity is a theoretical limit
that cannot be achieved in practice, but as link level design techniques improve, data rates for this
additive white noise channel approach this theoretical bound.
TheShannon capacity for manywireless channels ofinterest is unknown, and depends not only on
the channel but also on whether the transmitter and/or the receiver can track the channel variations.
For cases where the capacity is known, there is typically a large gap between actual performance
and the capacity.
For example, one digital cellular standard has a 30 KHz bandwidth and a received SNR of ap-
proximately 20 dB (or more) after attenuation from shadow fading. The Shannon capacity of this
channel with Rayleigh fading, assuming that the channel variation can be tracked, is on the order of
200 Kbps. However, cellular systems only achieve data rates on the order of 20 Kbps per channel.
While some of this performance gap is due to channel impairments that are not incorporated into
the theoretical model, most of the gap is due to the relatively inefﬁcient signaling methods used
on today’s wireless channels. In wired channels, where technology is quite mature and the chan-
nel characteristics fairly benign, the data rates achieved in practice are quite close to the Shannon
bound. For example, telephone loops have a capacity limit of between 30 and 60 Kbps, depending
on the line quality, and modem rates today are close to this limit.
The simple formula given above for Shannon capacity is applicable to static channels with white
Gaussian noise. Shannon capacity is also known for static channels with non-white noise and inter-
symbol interference. However, determining the capacity limits of time-varying wireless channels
with shadowing, multipath fading, and intersymbol interference is quite challenging, and depends
on the channel characteristics, the channel rate of change, and the ability to track the channel varia-
tions.
A relatively simple lower bound for the capacity of any channel is the Shannon capacity under
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communication links are designed to have acceptable performance even under the worst-case condi-
tions. But worst-case system design and capacity evaluation can be overly pessimistic. For channels
with severe multipath the channel capacity under worst-case fading conditions can be equal or close
to zero. Fading compensation techniques can be used on these channels to increase both their Shan-
non capacity and their achievable data rates in practice. Some of these compensation techniques are
discussed in the next section.
1.3 Link Level Design
The goal of link level design is to provide high data rates with low delays and BERs while using
minimum bandwidth and transmit power. The link layer design must perform well in radio environ-
ments with fading, shadowing, multipath, and interference. Hardware constraints, such as imperfect
timing and nonlinear ampliﬁers, must also be taken into consideration. Low-power implementations
are needed, particularly for the mobile units, which have limited battery power. In addition, low-cost
implementations for both transmitter and receiver are clearly desirable. Many of these properties
are mutually exclusive, and induce tradeoffs in the choice of link level design techniques.
1.3.1 Modulation Techniques
Digital modulation is the process of encoding a digital information signal into the amplitude, phase,
or frequency of the transmitted signal. The encoding process affects the bandwidth of the transmit-
ted signal and its robustness to channel impairments. In general, a modulation technique encodes
several bits into one symbol, and the rate of symbol transmission determines the bandwidth of the
transmitted signal. Since the signal bandwidth is determined by the symbol rate, having a large
number of bits per symbol generally yields a higher data rate for a given signal bandwidth. How-
ever, the larger the number of bits per symbol, the greater the required received SNR for a given
target BER.
Digital modulation techniques may be linear or nonlinear. In linear modulation the amplitude
and/or phase of the transmitted signal varies linearly with the digital modulating signal, whereas the
transmitted signal amplitude is constant for nonlinear techniques.
Linear modulation techniques, including all forms of quadrature-amplitude modulation (QAM)
and phase-shift-keying (PSK), use less bandwidth than nonlinear techniques, including various
forms of frequency-shift-keying (FSK and MSK). Since linear techniques encode information into
the amplitude and phase of linear modulation, this type of modulation is more susceptible to am-
plitude and phase ﬂuctuations caused by multipath ﬂat-fading. In addition, the ampliﬁers used for
linear modulation must be linear, and these ampliﬁers are more expensive and less efﬁcient than
nonlinear ampliﬁers. Thus, the bandwidth efﬁciency of linear modulation is generally obtained at
the expense of hardware cost, power, and higher BERs in fading. Linear modulation techniques are
used in most wireless LAN products, whereas nonlinear techniques are used in most cellular and
wide-area wireless data systems.
Linear modulation techniques can be detected coherently or differentially. Coherent detection
requires the receiver to obtain a coherent phase reference for the transmitted signal. This is difﬁcult
to do in a rapidly fading environment, and also increases the complexity of the receiver. Differential
detection uses the previously detected symbol as a phase reference for the current symbol. Because
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coherent detection for the same BER. Moreover, if the channel is changing rapidly then differential
detection is not very accurate, since the channel phase may change considerably over one symbol
time. Asaresult rapidly changing channels withdifferential detection have anirreducible error ﬂoor,
i.e. the BER of the channel has a lower bound (error ﬂoor) that cannot be reduced by increasing
the received SNR. This error ﬂoor increases as the rate of channel variation (the channel Doppler)
increases and decreases as the data rate increases (since a higher data rate corresponds to a shorter
bit time, so the channel phase has less time to decorrelate between bits). For high-speed wireless
data (above 1 Mbps), the error ﬂoor is quite low at user speeds below 60 mph, but at lower data rates
the error ﬂoor becomes signiﬁcant, thereby preventing the use of differential detection.
1.3.2 Channel Coding and Link Layer Retransmission
Channel coding adds redundant bits to the transmitted bit stream, which are used by the receiver to
correct errors introduced by the channel. This allows for a reduction in transmit power to achieve
a given target BER and also prevents packet retransmissions if all the bit errors in a packet can
be corrected. Conventional forward error correction (FEC) codes use block or convolutional code
designs to produce the redundant bits for FEC: the error correction capabilities of these code de-
signs are obtained at the expense of increased signal bandwidth or a lower data rate. Trellis codes,
invented in the early 1980’s, use a joint design of the channel code and the modulation to provide
FEC without bandwidth expansion or rate reduction.
The latest advance in coding technology is the family of Turbo codes, invented in 1993. Turbo
codes, which achieve within a fraction of a dB of the Shannon capacity on certain channels, are
complex code designs that combine an encoded version of the original bit stream with an encoded
version of one or more permutations of this original bit stream. The optimal decoder for the result-
ing code is very complex, but Turbo codes use an iterative technique to approximate the optimal de-
coder with reasonable complexity. While Turbo codes exhibit dramatically improved performance
over previous coding techniques, and can be used with either binary or multilevel modulation, they
generally have high complexity and large delays, which makes them unsuitable for many wireless
applications.
Another way to compensate for the channel errors prevalent in wireless systems is to implement
link layer retransmission using the Automatic Repeat Request or ARQ protocol. In ARQ data is
collected into packets and each packet is encoded with a checksum. The receiver uses the checksum
to determine if one or more bits in the packet were received in error. If an error is detected, the
receiver requests a retransmission of the entire packet. Link layer retransmission is wasteful, since
each retransmission requires additional power and bandwidth and also interferes with other users.
In addition, packet retransmissions can cause data to be delivered to the receiver out of order as
well as triggering duplicate acknowledgments or end-to-end retransmissions at the transport layer,
further burdening the network. While ARQ has disadvantages, in applications that require error-free
packet delivery at the link layer FEC is not sufﬁcient, so ARQ is the only alternative.
1.3.3 Flat-Fading Countermeasures
The random variation in received signal power resulting from multipath ﬂat-fading causes a very
large increase in the average BER on the link. For example, in order to maintain an average BER of
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if ﬂat-fading is present. (This calculation assumes BPSK modulation. Higher level modulations
requires an even larger transmit power increase.) This required increase in power is even larger at
the much lower BERs required for data transmission. Thus, countermeasure to combat the effects of
ﬂat-fading can signiﬁcantly reduce the transmit power required on the link to achieve a target BER.
The most common ﬂat-fading countermeasures are diversity, coding and interleaving, and adaptive
modulation.
In diversity, several separate, independently fading signal paths are established between the trans-
mitter and receiver, and the received signals obtained from each of these paths are combined. Be-
cause there is a low probability of independent fading paths experiencing deep fades simultaneously,
the signal obtained by combining several such fading paths is unlikely to experience large power
variations, especially with four or more diversity paths. Independent fading paths can be achieved
by separating the signal in time, frequency, space, or polarization.
Time and frequency diversity are inefﬁcient, since information is duplicated. Polarization di-
versity is of limited effectiveness because only two independent fading paths (corresponding to
horizontal and vertical polarization) can be created, and the transmission power is usually divided
between these two paths. That leaves space diversity as the most efﬁcient diversity technique. In
space diversity independent fading paths are obtained using an antenna array, where each antenna
element receives an independent fading path. In order to obtain independent fading paths the an-
tenna elements must be spaced at least one half signal wavelength apart, which may be difﬁcult
on small handheld devices, especially in the lower frequency bands (f<1 GHz or, equivalently,
>: 3 m.).
Another technique to combat ﬂat-fading effects is coding and interleaving. In general, ﬂat-fading
causes bit errors to occur in bursts corresponding to the times when the channel is in a deep fade.
Low-complexity channel codes can correct at most a few simultaneous bit errors, and the code
performance deteriorates rapidly when errors occur in large bursts. The basic idea of coding and
interleaving is to spread burst errors over many codewords. Speciﬁcally, in the interleaving pro-
cess adjacent bits in a single codeword are separated by bits from other codewords and then these
scrambled bits are transmitted over the channel. Since channel errors occur in bursts, the scram-
bling prevents adjacent bits in the same codeword from being affected by the same error burst. At
the receiver the bits are deinterleaved (descrambled) back to their original order and then passed to
the decoder. If the interleaving process spreads out the burst errors, and burst errors do not occur
too frequently, then the codewords passed to the decoder will have at most one bit error, and these
errors are easily corrected with most FEC channel codes.
The cost of coding and interleaving (increased delay and complexity) may be large if the fading
rate relative to the data rate is slow, which is typically the case for high-speed data. For example, at
a channel Doppler of 10 Hz and a data rate of 10 Mbps, an error burst will last around 300,000 bits.
In this case the interleaver must be large enough to handle at least that much data and the application
must be able to tolerate an interleaver delay of at least 30 msec.
When the channel can be estimated and this estimate sent back to the transmitter, the transmission
scheme can be adapted relative to the channel conditions. In particular, the data rate, power, and
coding scheme can be adapted relative to the channel fading to maximize the average data rate or to
minimize the average transmit power or BER. This adaptation allows the channel to be used more
efﬁciently, since the transmission parameters are optimized to take advantage of favorable channel
conditions. Several practical constraints determine when adaptive techniques should be used.
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be fed back to the transmitter before the channel changes signiﬁcantly then adaptive techniques
will perform poorly. Adaptive techniques also increase the complexity of both the transmitter and
the receiver to account for the channel estimation and the adaptive transmission. Finally, a feedback
path is required to relay the channel estimate back to the transmitter, which occupies a small amount
of additional bandwidth on the return channel.
1.3.4 Intersymbol Interference Countermeasures
Techniques to combat ISI fall into two categories: signal processing and antenna solutions. Signal
processing techniques, including equalization, multicarrier modulation, and spread spectrum, can
either compensate for ISI at the receiver or make the transmitted signal less sensitive to ISI. Antenna
solutions, including directive beams and smart antennas, change the propagation environment so
that the delay between multipath components, and the corresponding ISIresulting from these delays,
is reduced.
The goal of equalization is to cancel the ISI or, equivalently, to invert the effects of the channel.
Channel inversion can be achieved by passing the received signal through a linear equalizing ﬁlter
with a frequency response that is the inverse of the channel frequency response. This method of
channel inversion is called zero forcing, since the ISI is forced to zero. In linear zero-forcing equal-
ization the noise is also passed through the inverse channel ﬁlter, and the noise is ampliﬁed over
frequencies where the channel has low gain. This noise enhancement can signiﬁcantly degrade the
received SNR of systems with zero-forcing equalization.
A better linear equalization technique uses an equalizing ﬁlter that minimize the average mean
square error between the equalizer output and the transmitted bit stream. This type of linear equal-
izer is called a minimum mean square error equalizer. Both types of linear equalizers can be imple-
mented in relatively simple hardware.
Although linear equalizers work well on some channels, their performance can be quite poor on
channels with a long delay spread or with large variations in the channel frequency response. For
these channels the non-linear decision-feedback equalizer (DFE) tends to work much better than
the linear techniques. A DFE determines the ISI from previously-detected symbols and subtracts it
from the incoming symbols. The DFE does not suffer from noise enhancement because it estimates
the channel rather than inverting it. On most ISI channels the DFE has a much lower BER than a
linear equalizer with a slightly higher complexity.
Other forms of equalization include maximum-likelihood sequence estimation and Turbo equal-
ization, both of which usually outperform the DFE, but also have signiﬁcantly higher complexity.
All equalizer techniques require an accurate channel estimate, which is usually obtained by send-
ing a training sequence over the channel. The equalizer must also track variations in the channel
by periodic retraining and by adjusting the ﬁlter coefﬁcients during data transmission based on the
equalizer outputs. For this reason equalizers do not work well on channels changing so rapidly that
an accurate channel estimate cannot be maintained without signiﬁcant training overhead.
Multicarrier modulation is another technique to mitigate ISI. In multicarrier modulation the trans-
mission bandwidth is divided into narrow subchannels, and the information bits are divided into an
equal number of parallel streams. Each stream is used to modulate one of the subchannels, which
are transmitted in parallel. Ideally the subchannel bandwidths are less than the coherence bandwidth
of the channel, so that the fading on each subchannel is ﬂat, not frequency-selective, thereby elimi-
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lapping) subchannels, but the spectral efﬁciency of multicarrier modulation can be increased by
overlapping the subchannels. This is called orthogonal frequency division multiplexing (OFDM).
A big advantage of OFDM is that it can be efﬁciently implemented using the fast Fourier trans-
form at both the transmitter and the receiver. Since the entire bandwidth of an OFDM signal ex-
periences frequency-selective fading, some of the OFDM subchannels will have weak SNRs. The
performance over the weak subchannels can be improved by coding across subchannels, frequency
equalization, or adaptive loading (transmitting at a higher data rate on the subchannels with high
SNRs). The advantage of multicarrier modulation over equalization is that frequency equalization
requires less training than time equalization. However, ﬂat-fading, frequency offset, and timing
mismatch impair the orthogonality of the multicarrier subchannels, resulting in self-interference
that can signiﬁcantly degrade performance.
Spread spectrum is a technique that spreads the transmit signal over a wide signal bandwidth in
order to reduce the effects of ﬂat-fading, ISI, and narrowband interference. In spread spectrum the
information signal is modulated by a wideband pseudo-noise (PN) signal, resulting in a much larger
transmit signal bandwidth than in the original signal. Spread spectrum ﬁrst achieved widespread
use in military applications due to its ability to a hide a signal below the noise by spreading out
its power over a wide bandwidth, its resistance to narrowband jamming, and its inherent ability to
reduce multipath ﬂat-fading and ISI. However, these advantages come with a signiﬁcant complexity
increase, especially in the receiver.
There are two common forms of spread spectrum: direct sequence, in which the data sequence is
multiplied by the PN sequence, and frequency hopping, in which the narrowband signal is “hopped”
over different carrier frequencies based on the PN sequence. Both techniques result in a transmit
signal bandwidth that is much larger than the original signal bandwidth, hence the name spread
spectrum.
Spread spectrum demodulation occurs in two stages: ﬁrst the received signal is despread by
removing the PN sequence modulation, then the original information signal is demodulated to get
the information bits. In direct sequence despreading is accomplished by multiplying the received
signal with an exact copy of the PN sequence, perfectly synchronized in time. The synchronization
process entails a great deal of receiver complexity, and can be degraded by interference, fading, and
noise. Frequency-hopped signals are despread by synchronizing the carrier frequency at the receiver
to the hopping pattern of the PN sequence.
After despreading the data signal is demodulated at baseband in the conventional way. In the
despreading process narrowband interference and delayed multipath signal components are mod-
ulated by the PN sequence, thereby spreading their signal power over the wide bandwidth of the
PN sequence. The narrowband ﬁlter in the baseband demodulator then removes most of this power,
which yields the narrowband interference and multipath rejection properties of spread spectrum. A
RAKEreceiver can also be used to coherently combine all multipath components, thereby providing
improved performance through receiver diversity.
Antenna design can also reduce the effects of ﬂat-fading and ISI. The most common wireless
antenna is an omnidirectional antenna, where the power gain in all angular directions is the same.
Directional antennas attenuate signals in all but a narrow angular range, and in this range signals
are greatly magniﬁed. Multipath signal components typically come from large range of angular
directions. Thus, by using directional antennas at the transmitter and/or the receiver, the power in
most of the multipath components can be greatly reduced, thereby eliminating most ﬂat-fading and
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ISI reduction directly translates into increased data rates. For example, data rates exceeding 600
Mbps have been obtained experimentally in an indoor environment with directional antennas at
both the transmitter and the receiver. Directional antennas can also greatly reduce interference from
other users in a cellular system if these users are located outside the antenna’s angular range of high
power gain. However, directional antennas must be carefully positioned to point towards the user
of interest, and this direction changes as users move around. This is a key motivation behind the
development of steerable antennas, also called smart or adaptive antennas. These antennas change
the shape and direction of their transmission beams to accommodate changes in mobile position. A
steerable transmitting antenna works by controlling the phases of the signals at each of its elements,
which changes the angular locations of the antenna beams (angles with large gain) and nulls (angles
with small gain). Using feedback control, an antenna beam can be steered to follow the movement
of a mobile, greatly reducing ﬂat-fading, and interference from other users. Smart antennas can also
provide diversity gain.
1.4 Channel Access
Due to the scarcity of wireless spectrum, efﬁcient techniques to share bandwidth among many
heterogeneous users are needed. Applications requiring continuous transmission (e.g. voice and
video) generally allocate dedicated channels for the duration of the call. Sharing bandwidth through
dedicated channel allocation is called multiple access. In contrast to voice or video, transmission
of data tends to occur in bursts. Bandwidth sharing for users with bursty transmissions generally
use some form of random channel allocation which does not guarantee channel access. Bandwidth
sharing using random channel allocation is called random access.
Whether to use multiple access or random access, and which technique to use within each access
type, will depend on the trafﬁc characteristics of the system, the state of current access technology,
and compatibility with other systems. This choice is further complicated when frequencies are
reused to increase spectral efﬁciency, as in cellular system designs. We now describe the different
multiple access and random access techniques along with their corresponding tradeoffs.
1.4.1 Multiple Access
Multiple access techniques assign dedicated channels to multiple users through bandwidth division.
Methods to divide the spectrum include frequency-division (FDMA), time-division (TDMA), code-
division (CDMA), and combinations of these methods. In FDMA the total system bandwidth is
divided into orthogonal channels nonoverlapping in frequency that are allocated to the different
users. In TDMA time is divided into nonoverlapping time slots that are allocated to different users.
In CDMA time and bandwidth are used simultaneously by different users, modulated by orthogonal
or semi-orthogonal spreading codes. With orthogonal spreading codes the receiver can separate
out the signal of interest from the other CDMA users with no residual interference between users.
However, only a ﬁnite number of orthogonal spreading codes exist for any given signal bandwidth.
With semi-orthogonal spreading codes the receiver cannot completely separate out signals from
different users, so that after receiver processing there is some residual interference between users.
However, there is no hard limit on how many semi-orthogonal codes exist within a given signal
bandwidth. This property, known as soft capacity, has advantages and disadvantages in the overall
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used to generate the semi-orthogonal CDMA signals. As discussed in Section 1.3.4, direct sequence
spread spectrum has inherent beneﬁts of multipath mitigation and narrowband interference rejection
that are not inherent to either FDMA or TDMA, at a cost of somewhat increased complexity in the
transmitter and receiver.
FDMA is the least complex of these multiple access techniques. TDMA is somewhat more com-
plex, since it requires timing synchronization among all users. In addition, the orthogonality of
the users in TDMA is signiﬁcantly degraded by ISI, since a signal transmitted in one timeslot will
interfere with subsequent timeslots due to the multipath delay spread. Semi-orthogonal CDMA is
the most complex of the multiple access schemes due to the inherent complexity of spread spectrum
in general and the additional complexity of separating out different semi-orthogonal CDMA users.
Semi-orthogonal CDMA also requires stringent power control to prevent the near-far problem.
The near-far problem arises from the non-orthogonality of the spreading codes, so that every user
causes interference to all other users. Due to the power falloff with distance described in Sec-
tion 1.2.1, the received signal power of a mobile unit located close to a receiver (or base station) is
typically much larger than the received signal power of a mobile unit farther away. Thus, the inter-
ference power of this “near” mobile unit can be large in comparison with the received signal power
of the “far” mobile unit. As a result the mobile units located far from the receiver typically ex-
perience high interference from other users and correspondingly poor performance. Power control
mitigates the near-far problem by equalizing the received power (and the corresponding interference
power) of all mobile units regardless of their distance from the receiver. However, this equalized
power is difﬁcult to maintain in a ﬂat-fading environment, and is one of the major design challenges
of semi-orthogonal CDMA.
Another interesting tradeoff in these multiple access methods is hard versus soft system capac-
ity. TDMA and FDMA place a hard limit on the number of users sharing a given bandwidth, since
the channel is divided into orthogonal time or frequency slots, each of which can only support one
user. Orthogonal CDMA also has this hard limit. By contrast, semi-orthogonal CDMA has the
advantage of soft capacity: there is no absolute limit on the number of users. However, since the
semi-orthogonal codes interfere with each other, the performance of all users degrades as the num-
ber of users in the system increases—if the number of users is too large then no user will have
acceptable performance. Interference from other CDMA users can be reduced using a range of so-
phisticated techniques including smart antennas, interference cancellation, and multiuser detection.
These techniques signiﬁcantly increase the complexity of the system and can sometimes exhibit
poor performance in practice.
The competing multiple access methods in the U.S. for cellular and PCS services are mixed
FDMA/TDMA with three time slots per frequency channel (IS-54), semi-orthogonal CDMA (IS-
95), and a combination of TDMA and slow frequency hopping (GSM). The debate among cellular
and personal communication standards committees and equipment providers overwhich approach to
use has led to numerous analytical studies claiming superiority of one technique over the other under
different channel assumptions and operating scenarios. A deﬁnitive analysis of the performance
of these different multiple access techniques in all real operating environments is not possible.
Thus there is no common agreement as to which access technique is superior for any given system,
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1.4.2 Random Access
In most wireless data networks only a small, unpredictable, and changing subset of all the users
in the network has data to send at any given time. For these systems it is inefﬁcient to assign
each user a dedicated channel. When dedicated channel access is not provided and access to the
channel is not guaranteed, a random access protocol is required. Random access protocols are
based on packetized data transmissions and typically fall in two categories: ALOHA techniques
and reservation or demand-assignment protocols.
In pure ALOHA a transmitter will send data packets over the channel whenever data is available.
This leads to a large number of data collisions at the receiver. A collision occurs when two or more
packets are received simultaneously at the receiver and therefore none of the packets can be decoded
correctly. Packets that collide must be resent at a later time. The throughput of an ALOHA channel,
deﬁned as the rate at which packets are correctly received, is low due to the high probability of
collisions. In fact, under standard modeling assumptions the maximum throughput in an ALOHA
channel is 18 percent of the channel data rate (the rate that a single user could achieve if it was not
sharing the channel).
Fewer collisions occur if time is divided into separate slots and packet transmissions are con-
ﬁned to these predetermined slots, since there is no partial overlap of packets. This modiﬁcation
of pure ALOHA is called slotted ALOHA. Although slotted ALOHA roughly doubles the maxi-
mum throughput relative to pure ALOHA, this throughput is still insufﬁcient to support bandwidth-
sharing among more than a handful of high-speed users. The number of collisions in ALOHA can
be reduced by the capture effect, which is similar to the near-far effect described above for spread
spectrum systems. Speciﬁcally, due to the power falloff with distance of the transmitted signal, a
packet transmitted from a mobile that is far from the receiver typically causes just a small amount of
interference to a packet transmitted from a closer location, so that despite a collision between these
packets the latter packet can be “captured”, i.e. received without error. Spread spectrum can also
be combined with ALOHA to reduce collisions, since when packets modulated with PN spreading
sequences collide, they can be separated out by a spread spectrum receiver. As spread spectrum
random access receivers must be able to demodulate the PN spreading sequences for a large number
of users, these receivers typically have very high complexity.
ALOHA with carrier sensing is often used in wired networks (e.g. the Ethernet) to avoid packet
collisions. In carrier sensing a transmitter senses the channel before transmission to determine if
the channel is busy. If so then the transmission is delayed until the channel is free. Carrier sensing
is often combined with collision detection, where the channel is monitored during packet trans-
mission. If another user accesses the channel during this transmission, thereby causing a collision,
then by detecting this collision the transmitter can resend the packet without waiting for a negative
acknowledgement or timeout.
Carrier sensing and collision detection require a transmitting user to detect packet transmissions
from other users toits intended receiver. Thisdetection is often impossible inawireless environment
due to path loss. Suppose two transmitting users are on opposite sides of a receiver, so that the
distance between each user and the receiver is half the distance between the two users. In this case,
although the receiver may correctly decode a packet transmitted from either user in the absence
of a collision, each user cannot detect a transmitted packet from the other user since the users are
so far apart. Collision detection is also impaired by shadow fading, since the users may have an
object obstructing the signal path between them. The difﬁculty of detecting collisions in a wireless22 CHAPTER 1. WIRELESS NETWORKS
environment is called the “hidden terminal problem” since, due to path loss and shadow fading, the
signals from other users in the system may be hidden.
Sincecarrier sensing andcollision detection are notveryeffective inwireless channels, the current
generation of wireless LANs use collision avoidance. In collision avoidance the receiver notiﬁes
all nearby transmitters when it is receiving a packet by broadcasting a “busy tone.” Transmitters
with packets to send wait until some random time after the busy tone terminates to begin sending
their packets. The random backoff prevents all users with packets to send from simultaneously
transmitting as soon as the busy tone terminates. Collision avoidance signiﬁcantly increases the
throughput of ALOHA, and is currently part of several wireless LAN standards. However, the
efﬁcacy of collision avoidance can be degraded by the effects of path loss, shadowing, and multipath
fading on the busy tone.
Reservation protocols assign channels to users on demand through a dedicated reservation chan-
nel. The channel assignment is done by a central base station or by a common algorithm running
in each terminal. In such a system the total channel bandwidth is divided into data channels and
reservation channels, where typically the reservation channels only occupy a small fraction of the
total bandwidth. A user with data to transmit sends a short packet containing a channel request over
the reservation channel. If this packet is correctly received and a data channel is available, a data
channel is reserved for the user’s data transmission and this channel assignment is conveyed back to
the user. Demand-based assignment can be a very efﬁcient means of random access since channels
are only assigned when they are needed, as long as the required overhead trafﬁc to assign channels
is a small percentage of the message to be transmitted.
Several problems can arise. The setup delay and overhead associated with the channel reserva-
tion request and assignment procedure may be excessive for networks with a considerable amount
of short messaging. Second, for heavily-loaded systems the reservation channel may become con-
gested with reservation requests, shifting the multiple access problem from the data channel to the
reservation channel. For networks serving a wide variety of data users where a considerable amount
of the network trafﬁc consists of small messages, reservation-based random access may not be the
best choice of random access protocol.
Packet-Reservation Multiple Access (PRMA) is a relatively new random access technique that
combines the advantages of reservation protocols and ALOHA. In PRMA time is slotted and the
time slots are organized into frames with N timeslots per frame. Active terminals with packets to
transmit contend for free time slots in each frame. Once a packet is successfully transmitted in a
time slot, the time slot is reserved for that user in each subsequent frame, as long as the user has
packets to transmit. When the user stops transmitting packets in the reserved slot the reservation is
forfeited, and the user must again contend for free time slots in subsequent packet transmissions.
PRMA is well-suited to multimedia trafﬁc with a mix of voice (or continuous stream) trafﬁc and
data. Once the continuous stream trafﬁc has been successfully transmitted it maintains a dedicated
channel for the duration of its transmission, while data trafﬁc only uses the channel as long as it
is needed. PRMA requires little central control and no reservation overhead, so it is superior to
reservation-based protocols when there is a mix of voice and data trafﬁc.
All random access protocols require packet acknowledgements to guarantee successful recep-
tion of packets. If a packet is not acknowledged within some predetermined time window then
the packet is retransmitted. Since packet acknowledgements are also sent over a wireless chan-
nel, they are frequently delayed, lost, or corrupted due to channel impairments. This can result
in unnecessary packet retransmission, which is inefﬁcient, and packet duplication, which must be1.5. NETWORK DESIGN 23
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Figure 1.7: Architectures for wireless networks.
handled by the network layer protocol. Wireless networks can improve the likelihood of timely and
uncorrupted packet acknowledgments by using more powerful link layer techniques to send these
acknowledgements. However, this requires that the link layer differentiate between different types
of data transmissions, which adds to the link layer complexity.
1.4.3 Spectral Etiquette
Channel access allows multiple users in the same system to share a given bandwidth allocation.
However, in some cases multiple systems will share the same bandwidth without any coordination,
and this requires interoperability of their different access techniques and communication designs.
Thisco-existence can beaccomplished through etiquette rules, whichare aminimum set ofrules that
allow multiple systems to share the available bandwidth fairly. These techniques offer an alternative
to standardization methods that require agreement on channel access and system design before
systems can be built and deployed. WINForum, an association of companies developing wireless
products, has deﬁned a set of etiquette rules for the unlicensed 2 GHz PCS bands that has been
adopted by the FCC. The same set of rules are being considered for the 60 GHz spectrum allocation.
The key elements of these etiquette rules are: (1) listen before transmitting, to ensure that the
transmitter is the only user of the spectrum while minimizing the possibility of interfering with
other spectrum users; (2) limit transmission time in order to make it possible for other users to make
use of the spectrum in a fair manner; and (3) limit transmitter power, so as not to interfere with users
in nearby spectrum or reusing the same frequency spectrum some distance away.
1.5 Network Design
We ﬁrst describe different network architectures and their relative tradeoffs and associated dis-
tributed and centralized network control strategies. Next we consider protocols for mobility man-
agement, including the location of mobile users, user authentication, and call routing. Network
reliability and quality-of-service guarantees for wireless networks are also discussed. Some pitfalls
of wired and wireless network interoperability using universal networking protocols like TCP/IP
and ATM networks will be outlined, followed by a brief discussion of security.
1.5.1 Architecture
The three main types of network architectures are a star (central hub) topology, an ad-hoc or peer-
to-peer structure, and a hierarchical or tree structure. These are illustrated in Figure 1.7.24 CHAPTER 1. WIRELESS NETWORKS
Hierarchical network architectures are usually only used for wireless networks spanning a range
of coverage regions, as was shown in Figure 1.1. In this ﬁgure the lowest level of the hierarchy
consists of indoor systems with small coverage areas, the next level of the hierarchy consists of
cellular systems covering a city, followed by systems with regional and then global coverage. Since
the coverage regions deﬁne a natural hierarchy of the overall network, a hierarchical network archi-
tecture along with protocols for routing and identifying user locations are well-suited to this type of
system.
In a peer-to-peer architecture the nodes self-conﬁgure into an integrated network using distributed
control, and the connection between any two nodes in the network consists of one or more peer-to-
peer communication links. In a star architecture communication ﬂows from network nodes to a
central hub over one set of channels, and from the hub to the nodes over a separate set of channels.
The choice of a peer-to-peer or a star network architecture depends on many factors. Peer-to-peer
architectures require no existing infrastructure, are easily reconﬁgurable, and have no single points
of failure.
Peer-to-peer architectures can use multiple hops for the end-to-end link, which has the advantage
of extending the network range, and the disadvantage that if one of the hops fails, the entire end-
to-end link is lost. This disadvantage is mitigated by the fact that each node may have connections
to many other nodes, so there may be multiple ways to form an end-to-end connection with any
other user. These advantages make peer-to-peer architectures the architecture of choice in military
systems.
Since star architectures have only one hop between a network node and the central hub, they tend
to be more predictable and reliable, however if that connection is weak then there is no alternative
connection. A big advantage of star architectures is that they can use centralized control functions
at the hub for channel estimation, access, routing, and resource allocation. This centralized con-
trol usually results in a more efﬁcient and reliable network, and for this reason many commercial
wireless networks use the star architecture. Common examples of wireless systems with peer-to-
peer architectures include packet radio networks and some wireless LANs. The star architecture is
employed in cellular and paging systems.
1.5.2 Mobility Management
Mobility management consists of two related functions: location management and call routing.
Location management is the process of identifying the physical location of user so that calls directed
to that user can be routed to that location. Location management is also responsible for verifying
the authenticity of users accessing the network. Routing consists of setting up a route through the
network overwhich data directed to aparticular user issent, and dynamically reconﬁguring the route
as the user location changes. In cellular systems location management and routing is coordinated by
the base stations or the central mobile telephone switching ofﬁce (MTSO), whereas on the Internet
these functions are handled by the Mobile Internetworking Routing Protocol (Mobile IP).
The location management and routing protocols in mobile IP and in cellular systems are some-
what different, but they both use local and remote data bases for user tracking, authentication, and
call routing. In cellular systems location management and call routing are handled by the MTSO
in each city. An MTSO is connected to all base stations in its city via high-speed communication
links. The MTSO in each city maintains a home location database for local users and a visitor lo-
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public-switched telephone network to the MTSO in that mobile’s home city. When a mobile unit in
the home city turns the handset on, that signal is relayed by the local base station to the MTSO. The
MTSO authenticates the ID number of the mobile and then registers that user in its home location
database. After registration, any calls addressed to that user are sent to him by the MTSO via one
of its base stations.
If a mobile is roaming in a different city then by turning the handset on the mobile registers with
the MTSO in the visiting city. Speciﬁcally, the mobile’s signal is picked up by a local base station
in the visiting city, which relays the signal to the visiting city’s MTSO. The visiting city’s MTSO
then sends a message to the MTSO in the mobile’s home city requesting user authentication and
call forwarding for that user. The MTSO in the mobile’s home city authenticates the mobile’s ID
number, adds the location of the visiting city’s MTSO to its home location database entry for the
visiting mobile, and sends a conﬁrmation message to the visiting city’s MTSO. The visiting mobile
is then registered in the visitor location database of the visiting city’s MTSO. After this process
is complete, when a call for a visiting mobile arrives at that mobile’s home city, the home city
MTSO sets up a circuit-switched connection with the visiting city’s MTSO along which the call is
routed. This method of call routing is somewhat inefﬁcient, since a call must travel from its origin
to the home city’s MTSO and then be rerouted to the visiting city. The MTSO also coordinates
handoffs between base stations by detecting when a mobile signal is becoming weak at its current
base station and ﬁnding the neighboring base station with the best connection to that mobile. This
handoff process will be discussed in more detail in Section 1.6.1.
Location management and routing on the Internet is handled by the Mobile IP protocol, described
in Chapter ??. The protocol does not support real-time handoff of a mobile between different
networks: it is designed mainly for stationary users that occasionally move their computer from one
network to another.
1.5.3 Network Reliability
An end-to-end connection in a wireless network is composed of one or more wireless and wired
links, with at least one wireless link. These different links have widely varying data rates, BERs,
and delays. Moreover, user mobility causes one or more of these links to change over time. These
characteristics make it difﬁcult to insure reliability of the end-to-end network connection. Protocols
like TCP that are designed for wired networks do not work well in wireless networks. These pro-
tocols assume that packet losses are caused by congestion, and they react by throttling the source.
On wireless networks most packets losses are due to poor link quality and intermittent connectiv-
ity. Using the congestion control mechanisms of TCP to correct for these problems can cause large
and variable end-to-end delays and low network throughput. In addition, wireless channels have
low data rates and high BERs, and the random characteristics of these channels make it difﬁcult to
guarantee or even predict end-to-end data rates, delay statistics, or packet loss probabilities.
Performance metrics such as data rates, end-to-end latency, and likelihood of packet loss are usu-
ally referred to as a connection’s Quality of Service (QoS). The QoS requirements for a connection
are based on the kind of data being transported over that connection. For example, voice has a high
tolerance to packet loss but a low tolerance for delay, whereas data has the opposite requirements.
The inherent impairments and random variations of the wireless channel make it difﬁcult to pro-
vide anything other than best effort service in wireless networks. This difﬁculty is the main chal-
lenge in supporting high-speed real-time applications like video teleconferencing over these net-26 CHAPTER 1. WIRELESS NETWORKS
works. One possible approach to compensate for the lack of QOS guarantees is to adapt at the
application layer to the variable QOS offered by the network, as described in more detail in Sec-
tion 1.5.6.
1.5.4 Internetworking
In order to connect wired and wireless networks together they must share a common networking
protocol such as as TCP/IP and ATM. As we have seen TCP has problems operating over wireless
links, mainly due to its use of congestion control in response to packet delays.
However, wireless links can experience large and variable delays, sporadic error bursts, and in-
termittent connectivity due to handoffs. Large and variable link delays cause large oscillations in
the TCP sending rate, resulting in large and variable end-to-end delays. Error bursts can result in
unnecessary retransmissions by TCP, since these errors are usually corrected at the link layer, and
also cause signiﬁcant throughput degradation, since ﬂow is reduced in response to every error burst.
The effect of intermittent connectivity on TCP is similar to that of error bursts, resulting in unneces-
sary retransmissions and throughput reduction. Various modiﬁcations to TCP have been proposed
to address this issue, but none has emerged as a clear solution.
ATM provides QoS guarantees, which are required for some applications. But it is not clear that
the QoS guarantees of ATM can be achieved in a wireless network.
1.5.5 Security
Wireless communication systems are inherently less private than wireline systems because the wire-
less link can be intercepted without any physical tap, and this interception cannot be detected by the
transmitter or the receiver. This lack of link security also makes wireless networks more subject to
usage fraud and activity monitoring than their wireline counterparts. Opportunities for fraudulent
attacks will increase as services like wireless banking and commerce become available. Thus, secu-
rity technology is an important challenge. Security issues can be broken down into three categories:
network security, radio link security, and hardware security.
Network security includes countermeasures to fraudulent access and monitoring of network ac-
tivity, and end-to- end encryption. Radio link security entails preventing interception of the radio
signal, ensuring privacy of user location information and, for military applications, anti-jam and low
probability of interception and detection capabilities. Hardware security should prevent fraudulent
use of the mobile terminal in the event of theft or loss, and user databases should also be secure
against unauthorized access.
1.5.6 A New Paradigm for Wireless Network Design
Network design using the layered OSI architecture has worked well for wired networks, especially
as the communication links evolved to provide gigabit-per-second data rates and BERs of 10−12.
Wireless channels typically have much lower data rates (tens or hundreds of Kbps for typical chan-
nels with high user mobility), higher BERs (10−2-10−6), and exhibit sporadic error bursts and in-
termittent connectivity. These performance characteristics also vary over time, as does the network
topology and user trafﬁc. Consequently, good end-to-end wireless network performance will not be
possible without a truly optimized, integrated, and adaptive network design.1.5. NETWORK DESIGN 27
In order to optimize network performance each level in the protocol stack should adapt to wireless
link variations in an appropriate manner, taking into account the adaptive strategies at the other
layers. Therefore, an integrated adaptive design across all levels of the protocol stack is needed to
best exploit interdependencies between protocol layers.
This integrated approach to adaptive protocol design entails two related questions: what perfor-
mance metrics should be measured at each layer of the protocol stack, and what adaptive strategies
should be developed for each layer of the protocol stack to best respond to variations in these lo-
cal performance metrics. Network design based on the OSI model considers these two questions
in isolation for each layer. But the best answer to both questions at a particular layer depends on
how and to what the network adapts at other layers of the protocol stack. In other words, the best
overall network design requires that these questions be addressed at all layers of the protocol stack
simultaneously.
The integrated adaptive protocol design should still be based on a hierarchical approach, since
network variations take place on different time scales. Variations in link SNR (i.e. BER and con-
nectivity) can be very fast, on the order of microseconds for vehicle-based users. Network topology
changes more slowly, on the order of seconds, while variations of user trafﬁc may change over tens
to hundreds of seconds (although this may change as networks support more applications with short
messaging). The different time scales of the network variations suggest a hierarchical approach for
protocol design, since the rate at which a protocol can adapt to overall network changes is, to a large
extent, determined by its location in the protocol stack.
For example, suppose the link connectivity (link SNR) in the wireless link of an end-to-end
network connection is weak. By the time this connectivity information is relayed to a higher level
of the protocol stack (i.e. the network layer for rerouting or the application layer for reduced-rate
compression), the link SNR may change. Therefore, it makes sense for each protocol layer to adapt
to variations that are local to that layer. If this local adaptation is insufﬁcient to compensate for
the local performance degradation then the performance metrics at the next layer of the protocol
stack will degrade as a result. Adaptation at this next layer may then correct or at least mitigate the
problem that could not be ﬁxed through local adaptation.
Consider the weak link situation. Link connectivity can be measured quite accurately and quickly
at the link level. The link protocol can therefore respond to weak connectivity by increasing its
transmit power or its error correction coding. This will correct for variations in connectivity due,
for example, to multipath ﬂat-fading. However, if the weak link is caused by something difﬁcult to
correct at thelink layer, e.g. the mobile unit isinside atunnel, then it isbetter for ahigher layer of the
network protocol stack to respond, for instance, by delaying packet transmissions until the mobile
leaves the tunnel. However, real-time applications may not be able to tolerate an increase in packet
delay, in which case the application can adapt by reducing its rate of packet transmission. This may
entail using alowerrate compression scheme orsending only priority data (e.g. thevoice component
of a video stream or the low resolution components of an image). It is this integrated approach
to adaptive networking—how each layer of the protocol stack should respond to local variations
given adaptation at higher layers—that should be considered as a new paradigm in wireless network
design.28 CHAPTER 1. WIRELESS NETWORKS
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Figure 1.8: Cellular systems with frequency reuse.
1.6 Wireless Networks Today
In this section we give a brief overview of wireless networks in operation today, including cel-
lular systems, cordless phones, wireless LANs, wide area wireless data systems, paging systems,
and satellite systems. These systems are mainly differentiated by their application (voice or data),
support for user mobility, and coverage areas.
1.6.1 Cellular Telephone Systems
Cellular telephone systems, also referred to as Personal Communication Systems (PCS), are ex-
tremely popular and lucrative worldwide: these systems have sparked much of the optimism about
the future of wireless networks. Cellular telephone systems are designed to provide two-way voice
communication at vehicle speeds with regional or national coverage. Cellular systems were initially
designed for mobile terminals inside vehicles with antennas mounted on the vehicle roof. Today
these systems have evolved to support lightweight handheld mobile terminals operating inside and
outside buildings at both pedestrian and vehicle speeds.
The basic feature of the cellular system is frequency reuse, which exploits path loss to reuse
the same frequency spectrum at spatially-separated locations. Speciﬁcally, the coverage area of a
cellular system is divided into nonoverlapping cells where some set of channels is assigned to each
cell. This same channel set is used in another cell some distance away, as shown in Figure 1.8,
where the shaded cells use the same channel set.
Operation within a cell is controlled by a centralized base station, as described in more detail be-1.6. WIRELESS NETWORKS TODAY 29
low. The interference caused by users in different cells operating on the same channel set is called
intercell interference. The spatial separation of cells that reuse the same channel set, the reuse dis-
tance, should be as small as possible to maximize the spectral efﬁciency obtained by frequency
reuse. However, as the reuse distance decreases, intercell interference increases, due to the smaller
propagation distance between interfering cells. Since intercell interference must remain below a
given threshold for acceptable system performance, reuse distance cannot be reduced below some
minimum value. In practice it is quite difﬁcult to determine this minimum value since both the trans-
mitting and interfering signals experience random power variations due to path loss, shadowing, and
multipath.
In order to determine the best reuse distance and base station placement, an accurate characteriza-
tion of signal propagation within the cells is needed. This characterization is usually obtained using
detailed analytical models, sophisticated computer-aided modeling, or empirical measurements.
Initial cellular system designs were mainly driven by the high cost of base stations, about one
million dollars each. For this reason early cellular systems used a relatively small number of cells
to cover an entire city or region. The cell base stations were placed on tall buildings or mountains
and transmitted at very high power with cell coverage areas of several square miles. These large
cells are called macrocells. Signals propagated out from base stations uniformly in all directions,
so a mobile moving in a circle around the base station would have approximately constant received
power. This circular contour of constant power yields a hexagonal cell shape for the system, since
a hexagon is the closest shape to a circle that can cover a given area with multiple nonoverlapping
cells.
Cellular telephone systems are now evolving to smaller cells with base stations close to street
level or inside buildings transmitting at much lower power. These smaller cells are called microcells
or picocells, depending on their size. This evolution is driven by two factors: the need for higher
capacity in areas with high user density and the reduced size and cost of a base station. A cell of
any size can support roughly the same number of users if the system is scaled accordingly. Thus,
for a given coverage area a system with many microcells has a higher number of users per unit area
than a system with just a few macrocells. Small cells also have better propagation conditions since
the lower base stations have reduced shadowing and multipath.
In addition, less power is required at the mobile terminals in microcellular systems, since the
terminals are closer to the base stations. However, the evolution to smaller cells has complicated
network design. Mobiles traverse a small cell more quickly than a large cell, and therefore handoffs
must be processed more quickly. Location management also becomes more complicated, since there
are more cells within a given city where a mobile may be located. It is also harder to develop general
propagation models for small cells, since signal propagation in these cells is highly dependent on
base station placement and the geometry of the surrounding reﬂectors. In particular, a hexagonal
cell shape is not a good approximation to signal propagation in microcells. Microcellular systems
are often designed using square or triangular cell shapes, but these shapes have a large margin of
error in their approximation to microcell signal propagation.
All base stations in a city are connected via a high-speed link to a mobile telephone switching
ofﬁce (MTSO). The MTSO acts as a central controller for the network, allocating channels within
each cell, coordinating handoffs between cells when a mobile traverses a cell boundary, and routing
calls to and from mobile users in conjunction with the public switched telephone network (PSTN).
A new user located in a given cell requests a channel by sending a call request to the cell’s base
station over a separate control channel. The request is relayed to the MTSO, which accepts the call30 CHAPTER 1. WIRELESS NETWORKS
request if a channel is available in that cell. If no channel is available, the call request is rejected.
A call handoff is initiated when the base station or the mobile in a given cell detects that the
received signal power for that call is approaching a minimum threshold. In this case the base station
informs the MTSO that the mobile requires a handoff, and the MTSO then queries surrounding base
stations to determine if one of these stations can detect that mobile’s signal. The MTSO coordinates
a handoff between the original base station and the new base station. If no channel is available in
the cell with the new base station, the handoff fails and the call is terminated. False handoffs may
also be initiated if a mobile is in a deep fade, causing its received signal power to drop below the
minimum threshold even though it may be nowhere near a cell boundary.
Cellular telephone systems have moved from analog to digital technology. Digital technology
has many advantages. The components are cheaper, faster, smaller, and require less power. Voice
quality is improved due to error correction coding. Digital systems also have higher capacity than
analog systems since they are not limited to FDMA multiple access, and they can take advantage of
advanced compression techniques and voice activity factors. In addition, encryption techniques can
be used to secure digital signals against eavesdropping.
All cellular systems being deployed today are digital, and these systems provide voice mail,
paging, and email services in addition to voice. Due to their lower cost and higher efﬁciency,
service providers have used aggressive pricing tactics to encourage user migration from analog to
digital systems. Since they are relatively new, digital systems do not always work as well as the
old analog ones. Users experience poor voice quality, frequent call dropping, short battery life,
and spotty coverage in certain areas. System performance will certainly improve as the technology
and networks mature. However, it is unlikely that cellular phones will provide the same quality as
wireline service any time soon. The great popularity of cellular systems indicates that users are
willing to tolerate inferior voice communications in exchange for mobility.
Digital cellular systems can use any of the multiple access techniques described above to divide
up the signal bandwidth in a given cell. In the U.S. the standards activities surrounding the current
generation of digital cellular systems provoked a raging debate on multiple access for these systems,
resulting in several incompatible standards. In particular, there are two standards in the 900 MHz
(cellular) frequency band: IS-54, which uses a combination of TDMAand FDMA,and IS-95, which
uses semi-orthogonal CDMA. The spectrum for digital cellular in the 2 GHz (PCS) frequency band
wasauctioned off, soservice providers could use anexisting standard ordevelop proprietary systems
for their purchased spectrum.
The end result has been three different digital cellular standards for this frequency band: IS-
136 (which is basically the same as IS-54 at a higher frequency), IS-95, and the European digital
cellular standard GSM, which uses a combination of TDMA and slow frequency-hopping. The
digital cellular standard in Japan in similar to IS-54 and IS-136 but in a different frequency band,
and the GSM system in Europe is at a different frequency than the GSM systems in the U.S. This
proliferation of incompatible standards makes it impossible to roam between systems nationwide or
globally without using multiple phones (and phone numbers).
Efﬁcient cellular system designs are interference-limited, i.e. the interference dominates the noise
ﬂoor since otherwise more users could be added to the system. As a result, any technique to reduce
interference in cellular systems leads directly to an increase in system capacity and performance.
Some methods for interference reduction in use today or proposed for future systems include cell
sectorization, directional and smart antennas, multiuser detection, and dynamic channel and re-
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1.6.2 Cordless Phones
Cordless telephones ﬁrst appeared in the late 1970’s and have become very popular. Almost half of
the phones in U.S. homes today are cordless. Cordless phones originally provided a low-cost low-
mobility wireless link replacing the cord connecting a telephone base unit and its handset. Initial
cordless phones had poor voice quality and were quickly discarded by users. The ﬁrst cordless
systems allowed only one phone handset to connect to each base unit, and coverage was limited to
a few rooms of a house or ofﬁce. This is still the main purpose of cordless telephones in the U.S.
today, although they now use digital technology. In Europe and the Far East digital cordless phone
systems have evolved to provide coverage over much wider areas, both in and away from home, and
are similar in many ways to today’s cellular telephone systems.
Digital cordless phone systems in the U.S. today consist of a wireless handset connected to a sin-
gle base unit which in turn is connected to the telephone network. These cordless phones impose no
added complexity on the network, since the cordless base unit acts like a wireline telephone for net-
working purposes. The movement of cordless handsets is extremely limited: it must remain within
range of its base unit. There is no coordination with other cordless phone systems, so a high density
of these systems in a small area, such as an apartment building, can result in signiﬁcant interference
between systems. For this reason cordless phones today have multiple voice channels and scan be-
tween these channels to ﬁnd the one with minimal interference. Spread spectrum cordless phones
have also been introduced to reduce interference from other systems and narrowband interference.
In Europe and the Far East the second generation of digital cordless phones (CT-2, for cordless
telephone, second generation) have an extended range of use beyond a single residence or ofﬁce.
Within a home these systems operate as conventional cordless phones. To extend the range beyond
the home base stations, also called phone-points or telepoints, are mounted in places where people
congregate, like shopping malls, busy streets, train stations, and airports. Cordless phones registered
with the telepoint provider can place calls whenever they are in range of a telepoint. Calls cannot
be received from the telepoint since the network has no routing support for mobile users, although
some newer CT-2 handsets have built-in pagers to compensate for this deﬁciency. These systems
also do not handoff calls so a user must remain within range of the telepoint for the duration of a
call.
Telepoint service was introduced twice in the United Kingdom and failed both times, but these
systems grew rapidly in Hong Kong and Singapore through the mid 1990’s. This rapid growth de-
teriorated quickly after the ﬁrst few years, as cellular phone operators cut prices to compete with
telepoint service. The main complaint about telepoint service was the incomplete radio coverage
and lack of handoff. Since cellular systems avoid these problems, as long as prices were compet-
itive there was little reason for people to use telepoint services. Most of these services have now
disappeared.
Another evolution of the cordless telephone designed primarily for ofﬁce buildings is the Eu-
ropean DECT system. DECT provides local mobility support for users in an in-building private
branch exchange (PBX). DECT base units are mounted throughout a building, and each base station
is attached through a controller to the PBX of the building. Handsets communicate to the nearest
base station in the building, and calls are handed off as a user walks between base stations. DECT
can also ring handsets from the closest base station. The DECT standard also supports telepoint
services, although this application has not received much attention, probably due to the failure of
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yet spread to other countries.
The most recent advance in cordless telephone system design is the Personal Handyphone System
(PHS) in Japan. The PHS system is quite similar to a cellular system, with widespread base station
deployment supporting handoff and call routing between base stations. With these capabilities PHS
does not suffer from the main limitations of the CT-2 system. Initially PHS systems enjoyed one
of the fastest growth rates ever for a new technology. In 1997, two years after its introduction,
PHS subscribers peaked at about 7 million users, and has declined slightly since then due mainly
to sharp price-cutting by cellular providers. The main difference between a PHS system and a
cellular system is that PHS cannot support call handoff at vehicle speeds. This deﬁciency is mainly
due to the dynamic channel allocation procedure used in PHS. Dynamic channel allocation greatly
increases the number of handsets that can be serviced by a single base station, thereby lowering the
system cost, but it also complicates the handoff procedure. It is too soon to tell if PHS systems will
go the same route as CT-2. However, it is clear from the recent history of cordless phone systems
that to extend the range of these systems beyond the home requires either the same functionality as
cellular systems or a signiﬁcantly reduced cost.
1.6.3 Wireless LANs
Wireless LANs provide high-speed data within a small region such as a campus or small building,
as users move from place to place. Wireless devices that access these LANs are typically stationary
or moving at pedestrian speeds. Nearly all wireless LANs in the United States use one of the ISM
frequency bands. The appeal of these frequency bands, located at 900 MHz, 2.4 GHz, and 5.8 GHz,
is that an FCC license is not required to operate in these bands. However, this advantage is a double-
edged sword, since many other systems operate in these bands for the same reason, causing a great
deal of interference between systems. The FCC mitigates this interference problem by setting a
stringent limit on the power per unit bandwidth for ISM-band systems. To satisfy this requirement
wireless LANs use either direct sequence or frequency hopping spread spectrum so that their total
power is spread over a wide bandwidth. Wireless LANs can have either a star architecture, with
wireless access points or hubs placed throughout the coverage region, or a peer-to-peer architecture,
where the wireless terminals self-conﬁgure into a network.
Dozens of wireless LAN companies and products appeared the early 1990’s to meet the estimated
demand for high-speed wireless data. These ﬁrst wireless LANs were based on proprietary and
incompatible protocols, although most operated in the 900 MHz ISM band using direct sequence
spread spectrum with data rates on the order of 1-2 Mbps. Both star and peer-to-peer architectures
were used. The lack of standardization for these products led to high development costs, low-
volume production, and small markets for each individual product. Of these original products only
a handful remain, including Proxim’s RangeLAN, Lucent’s WaveLAN, and Windata’s FreePort.
Only one of the ﬁrst generation wireless LANs, Motorola’s Altair, operated outside the 900 MHz
ISM band. This system, operating in the licensed 18 GHz band, had data rates on the order of
6 Mbps. However, performance of Altair was hampered by the high cost of components and the
increased path loss at 18 GHz. As a result Altair was recently discontinued.
The 900 MHz ISM band is not available in most parts of the world, so the new generation of
wireless LANs operate in the 2.4 GHz ISM band, which is available worldwide. A wireless LAN
standard for this frequency band, the IEEE 802.11 standard, was recently completed to avoid some
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hopped spread spectrum with data rates of 1.6 Mbps and a range of approximately 500 ft. The
network architecture can be either star or peer-to-peer. Many companies have developed products
based on the 802.11 standard, and these products are constantly evolving to provide higher data
rates and better coverage. Cabletron’s Freelink is the only existing wireless LAN in the 5.8 GHz
range: this system has slightly higher data rates and slightly lower range than the 802.11 systems.
Because data rates are low and coverage is limited, the market for all wireless LANs has remained
relatively ﬂat (around $200 million, far below the billion dollar market of today’s cellular systems.)
Optimism remains high that the wireless LAN market is poised to take off, although this prediction
has been made every year since the inception of wireless LANs yet the market has so far failed to
materialize.
1.6.4 Wide Area Wireless Data Services
Wide area wireless data services in the U.S. provide low rate wireless data to high-mobility users
over a very large coverage area. The initial two service providers for wireless data were the ARDIS
network run by Motorola and RAM Mobile Data, which uses Ericcson’s Mobitex technology.
ARDIS and RAM Mobile Data provide service to most metropolitan areas within the U.S. In these
systems a large geographical region is serviced by a few base stations mounted on towers, rooftops,
or mountains and transmitting at high power. In ARDIS the base stations are connected to network
controllers attached to a backbone network, whereas in RAM Mobile Data the base stations are at
the bottom of a hierarchical network architecture. Both systems use a form of the ALOHA protocol
for random access with collision reduction through either a busy tone transmission or carrier sens-
ing. Initial data rates for these systems were low, 4.8 Kbps for ARDIS and 8 Kbps for RAM, but
these rates have since both increased to 19.2 Kbps.
Another provider is Metricom, with systems operating in the San Francisco Bay Area, Seattle,
and Washington D.C. The Metricom architecture is similar to that of microcell systems: a large
network of small inexpensive base stations with small coverage areas are mounted close to street
level. The increased efﬁciency of microcells allows for higher data rates in Metricom, 76 Kbps, than
in the other wide-area wireless data systems. Metricom uses frequency hopped spread spectrum in
the 900 MHz ISM band, with power control to minimize interference and improve battery life.
The cellular digital packet data (CDPD) system is a wide area wireless data service overlayed
on the analog cellular telephone network. CDPD shares the FDMA voice channels of the analog
systems, since many of these channels are idle due to the growth of digital cellular. The CDPD
service provides packet data transmission at rates of 19.2 Kbps, and is available throughout the U.S.
These services have failed to attract as many subscribers as initially predicted, possibly because
of their low data rates and high price. The services do not seem essential: voice communication on
the move seems essential to many, but people apparently prefer to wait until they have access to a
phone line or wired network for data exchange. This may change with the proliferation of laptop
and palmtop computers and the insatiable demand for constant Internet access and email exchange.
1.6.5 Paging Systems
Paging systems provide very low rate one-way data services to highly mobile users over a very
wide coverage area. Paging systems currently serve 56 million customers in the United States.
However, the popularity of paging systems is declining as cellular systems become cheaper and34 CHAPTER 1. WIRELESS NETWORKS
more ubiquitous. In order to remain competitive paging companies have slashed prices, and few are
currently proﬁtable. To reverse their declining fortunes, a consortium of paging service providers
have recently teamed up with Microsoft and Compaq to incorporate paging functionality and Inter-
net access into palmtop computers.
Paging systems broadcast a short paging message simultaneously from many tall base stations or
satellites transmitting at very high power (hundreds of watts to kilowatts). Systems with terrestrial
transmitters are typically localized to a particular geographic area, such as a city or metropolitan
region, while geosynchronous satellite transmitters provide national or international coverage. In
both types of systems no location management or routing functions are needed, since the paging
message is broadcast over the entire coverage area. The high complexity and power of the paging
transmitters allows low-complexity, low-power, pocket paging receivers withalong usage timefrom
small and lightweight batteries. In addition, the high transmit power allows paging signals to easily
penetrate building walls. Paging service also costs less than cellular service, both for the initial
device and for the monthly usage charge, although this price advantage has declined considerably in
recent years. The low cost, small and lightweight handsets, long battery life, and ability of paging
devices to work almost anywhere indoors or outdoors are the main reasons for their appeal.
Some paging services today offer rudimentary (1 bit) answer-back capabilities from the handheld
paging device. But the requirement for two-way communication destroys the asymmetrical link
advantage so well exploited in paging system design. A paging handset with answer-back capability
requires a modulator and transmitter with sufﬁcient power to reach the distant base station. These
requirements signiﬁcantly increase the size and weight and reduce the usage time of the handheld
pager. This is especially true for paging systems with satellite base stations, unless terrestrial relays
are used.
1.6.6 Satellite Networks
Satellite systems provide voice, data, and broadcast services withwidespread, often global, coverage
to high-mobility users as well as to ﬁxed sites. They have the same basic architecture as cellular
systems, except that the base stations are satellites orbiting the earth. Satellites are characterized
by their orbit distance from the earth: low-earth orbit (LEOs) at 500-2000 Kms, medium-earth
orbit (MEO) at 10,000 Kms, and geosynchronous orbit (GEO) at 35,800 Kms. A geosynchronous
satellite has a large coverage area that is stationary over time, since the earth and satellite orbits
are synchronous. Satellites with lower orbits have smaller coverage areas, and these coverage areas
change over time so that satellite handoff is needed for stationary users or ﬁxed point service.
Since geosynchronous satellites have such large coverage areas just a handful of satellites are
needed for global coverage. However, geosynchronous systems have several disadvantages for
two-way communication. It takes a great deal of power to reach these satellites, so handsets are
typically large and bulky. The large round-trip propagation delay is quite noticeable in two-way
voice communication. Recall that high-capacity cellular systems require small cell sizes. Since
geosynchronous satellites have very large cells, these systems have small capacity, high cost, and
low data rates, less than 10 Kbps. The main geosynchronous systems in operation today are the
global Inmarsat system, MSAT in North America, Mobilesat in Australia, and EMS and LLM in
Europe.
The trend in current satellite systems is to use the lower LEO orbits so that lightweight handheld
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The best known of these new LEO systems are Globalstar, Iridium, and Teledesic. Both Globalstar
and Iridium provide voice and data services to globally-roaming mobile users at data rates under
10 Kbps. Teledesic uses 288 satellites to provide global coverage to ﬁxed-point users at data rates
up to 2 Mbps. The cell size for each satellite in a LEO system is much larger than terrestrial cells,
with the corresponding decrease in capacity associated with large cells. The cost to build, launch,
and maintain these satellites is much higher than that of terrestrial base stations, so these new LEO
systems are unlikely to be cost-competitive with terrestrial cellular and wireless data services. LEO
systems can complement terrestrial systems in low-population areas, and may appeal to travelers
desiring just one handset and phone number for global roaming.
1.6.7 Other Wireless Systems and Applications
Many other commercial systems use wireless technology. Remote sensor networks that collect
data from unattended sensors and transmit the data back to a central processing location are used
for indoor (equipment monitoring, climate control) and outdoor (earthquake sensing, remote data
collection) applications. Satellite systems that provide vehicle tracking and dispatching (OMNI-
TRACs) are commercially successful. Satellite navigation systems (the Global Positioning System
or GPS) are very widely used. A new wireless system for Digital Audio Broadcasting (DAB) has
recently been introduced in Europe.
1.7 Future Systems and Standards
We describe some of the wireless systems and standards that will emerge over the next few years.
The range of activity indicates that today’s systems do not yet meet the expected demand for wire-
less, and that the capabilities and technologies for future wireless systems will continue to evolve
and develop. The interest and activity in wireless networking is so intense that it is impossible to
predict what systems will emerge more than a year or two into the future.
1.7.1 Wireless LANs
There are two major activities in future wireless LAN development: HIPERLAN Type 1 and Wire-
less ATM.HIPERLAN(for high performance radio LAN),being developed in Europe, is a family of
wireless LAN standards tailored to different kinds of users. The four members of the HIPERLAN
family are classiﬁed as Types 1-4. HIPERLAN Type 1 is similar in terms of protocol support to
the IEEE 802.11 wireless LAN standard, while HIPERLAN Types 2 and 3 support Wireless ATM.
HIPERLAN Type 1 operates in the 5 GHz frequency band with data rates of 23 Mbps at a range of
150 feet. The network architecture is peer-to-peer, and the channel access mechanism uses a varia-
tion of ALOHA with prioritization based on the lifetime of packets. HIPERLAN Type 1 promises
an order of magnitude data rate improvement over today’s technology, making it competitive with
100 Mbps wired Ethernets.
Wireless ATM is a standard to extend ATM capabilities to wireless local access as well as wire-
less broadband services, a signiﬁcant challenge given the difﬁcultly of supporting ATM’s QoS guar-
antees over a wireless medium. Work on the standard is ongoing and involves, among others, the
Wireless ATM working group of the ATM Forum and the Broadband Radio Access Networks group
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Type 2 standard. Development of HIPERLAN standards for Types 2 and 3 has not yet started. The
wireless ATM standard has two components: the radio access technology and enhancements to the
existing ATM protocol for support of mobile terminals. There are different technologies and proto-
cols currently under consideration for both components. The success of wireless ATM depends on
the deployment of end-to-end ATM.
The FCC recently set aside 300 MHz of unlicensed spectrum around 5 GHz called the National
Information Infrastructure (NII) frequency band. This allocation frees up a large unlicensed spec-
trum for wireless LAN applications with data rates up to several tens of megabits per second. The
NII band is divided into three 100 MHz blocks with different power restrictions (and corresponding
coverage areas) in each block. The middle block is designated for campus-area wireless LANs and
is compatible with the 5 GHz HIPERLAN spectral allocation in Europe so that products developed
in both places can be used interchangeably. The lower block is restricted to indoor use and the
higher block is designated for community networks. In all three blocks the FCC has imposed mini-
mal technical restrictions to provide maximum ﬂexibility in system design. There is much activity
to develop standards and products for these frequency bands, but no consensus has yet emerged on
the best choice of system design.
1.7.2 Ad-Hoc Wireless Networks
An ad-hoc wireless network is a collection of wireless mobile hosts forming a temporary network
without the aid of any established infrastructure or centralized control. Ad-hoc wireless networks
were traditionally of interest to the military. Throughout the 70s and 80s DARPA funded much
work in the design of ad-hoc packet radio networks, however the performance of these networks
was somewhat disappointing.
Ad-hoc wireless networking is experiencing a resurgence of interest due to new applications and
improved technology. These networks are now being considered for many commercial applications,
including in-home networking, wireless LANs, nomadic computing, and short-term networking for
disaster relief, public events, and temporary ofﬁces. Both the IEEE 802.11 and HIPERLAN Type
1 wireless LAN standards support ad-hoc wireless networking within a small area, and wider area
networks are currently under development.
Ad-hoc networks require a peer-to-peer architecture, and the topology of the network depends on
the location of the different users, which changes over time. In addition, since the propagation range
of a given mobile is limited, the mobile may need to to enlist the aid of other mobiles in forwarding
a packet to its ﬁnal destination. Thus the end-to-end connection between any two mobile hosts
may consist of multiple wireless hops. It is a signiﬁcant technical challenge to provide reliable
high-speed end-to-end communications in ad-hoc wireless networks given their dynamic network
topology, decentralized control, and multihop connections.
Current research in ad-hoc wireless network design is focused on distributed routing. Every
mobile host in a wireless ad-hoc network must operate as a router in order to maintain connec-
tivity information and forward packets from other mobiles. Routing protocols designed for wired
networks are not appropriate for this task, since they either lack the ability to quickly reﬂect the
changing topology, or may require excessive overhead. Proposed approaches to distributed rout-
ing that quickly adapt to changing network topology without excessive overhead include dynamic
source and associativity-based routing. Other protocols that address some of the difﬁculties in sup-
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power control, and resource allocation through radio clustering.
1.7.3 IMT-2000
International Mobile Telecommunications 2000 (IMT-2000) is a worldwide standard sponsored by
the ITU. In 1992 the ITU set aside 230 MHz of global spectrum in the 2 GHz frequency band
to provide wireless access to the global telecommunications infrastructure through both satellite
and land-based systems. The initial goal of this spectral allocation was to facilitate a move from
the worldwide collection of different second-generation wireless systems, each with its own set of
standards, services, coverage areas, and spectral allocations, to a worldwide standard serving ﬁxed
and mobile users in both public and private networks.
IMT-2000 is designed to support a wide range of services including voice, high-rate and variable-
rate data, and multimedia in both indoor and outdoor environments. Afamily of radio protocols suit-
able for a range of environments and applications is being developed to support these requirements.
The goal for the protocol family is to maximize commonality within the family while maintaining
ﬂexibility to adapt to the different environments and applications.
The IMT-2000 standard speciﬁes data rates of 2 Mbps for local coverage and 384 Kbps for wide-
area coverage, and these rates can be variable depending on link and network conditions. It also
supports both continuous stream and packet data. The requirement for packet data support is the
main differentiator between IMT-2000 and digital cellular systems. IMT-2000 does not require
backward compatibility with current wireless systems, so the design of the radio access and net-
working protocols can incorporate new technologies and innovations.
A majority of the proposals for the IMT-2000 radio transmission technology submitted from
Asia, Europe, and North America, are based on wideband CDMA technology. and it appears that
some form of this technology will be adopted as the radio access standard. Advantages of wideband
CDMAinclude itscapacity and coverage gain from frequency diversity, its ease of use in packet data
transfer, its ﬂexibility for different services, its asynchronous operation, and its built-in support for
adaptive antenna arrays, multiuser detection, hierarchical cell structures, and transmitter diversity.
Standardization of the IMT-2000 networking protocol is still several years away.
1.7.4 High Speed Digital Cellular
All digital cellular standards are undergoing enhancements to support high rate packet data trans-
mission. The goal is to support the IMT-2000 data rate speciﬁcation of 384 Kbps over wide areas. In
the near term, GSM systems will provide data rates of up to 100 Kbps by aggregating all timeslots
together for a single user. The enhancement to support 384 Kbps, called Enhanced Data Services
for GSM Evolution (EDGE), increases the data rate further by using a high-level modulation format
combined with FEC coding. This modulation is more sensitive to fading effects, and EDGE uses
adaptive modulation and coding to mitigate this problem. Speciﬁcally, EDGE deﬁnes six different
modulation and coding combinations, each optimized to a different value of received SNR. The
received SNR is measured at the receiver and fed back to the transmitter, and the best modulation
and coding combination for this SNR value is used.
The IS-54 and IS-136 systems currently provide data rates of 40-60 Kbps by aggregating time
slots and using high-level modulation. These TDMA standards will support 384 Kbps by migrating
to the GSM EDGE standard. This new TDMA standard is referred to as IS-136HS (high-speed).38 CHAPTER 1. WIRELESS NETWORKS
The IS-95 systems will support higher data rates by evolving to the wideband CDMA standard in
IMT-2000, however it is not yet clear if that standard will be backward compatible with the IS-95
systems.
1.7.5 Fixed Wireless Access
Fixed wireless access provides wireless communications between a ﬁxed access point and multiple
terminals. These systems were initially proposed to support interactive video service to the home,
but the application emphasis has now shifted to providing high speed data access (tens of Mbps) for
homes and businesses. In theU.S.twofrequency bands have been set aside for these systems: part of
the28 GHzspectrum isallocated forlocal distribution systems (local multipoint distribution systems
or LMDS) and a band in the 2 GHz spectrum is allocated for metropolitan distribution systems
(multichannel multipoint distribution services or MMDS). LMDS represents a quick means for new
service providers to enter the already stiff competition among wireless and wireline broadband
service providers. MMDS is a television and telecommunication delivery system with transmission
ranges of30-50 km. MMDShas thecapability todeliver over onehundred digital video TVchannels
along with telephony and access to emerging interactive services such as the Internet. MMDS will
mainly compete with existing cable and satellite systems.
1.7.6 HomeRF and Bluetooth
HomeRF is an RF standard in the 2 GHz frequency band for wireless home networking. The stan-
dard was initiated by Intel, HP, Microsoft, Compaq, and IBM to enable communications and Inter-
net connectivity among different electronic devices in and around the home, including PCs, laptops,
smart pads, and intelligent home appliances. The data rate for HomeRF is speciﬁed as 2 Mbps, with
simultaneous support for voice and data, at a range of 50 meters. The HomeRF standard is expected
to be ﬁnalized sometime in 1999, with products incorporating the standard introduced sometime in
the year 2000.
Bluetooth is a cable-replacement RF technology for short range connections (less than 10 me-
ters) between wireless devices. Its main application is to connect digital cellular phones, laptop and
palmtop computers, portable printers and projectors, network access points, and other portable de-
vices without the need to carry or connect cables. The Bluetooth standard was initiated by Ericsson,
IBM, Intel, Nokia, and Toshiba, and has since been adopted by over 200 telecommunications and
computer companies. Products compatible with Bluetooth should appear in late 1999. The system
operates in the 2.4 GHz frequency band with data rates of 700 Kbps for data and up to three voice
connections at 64 Kbps.
1.8 Summary
A desire for mobility coupled with the demand for voice, Internet, and multimedia services indicates
a bright future for wireless networks. Digital cellular and paging systems have enjoyed enormous
growth, but current products and services for wireless data have not lived up to expectations. This
is due mainly to their high cost and poor performance. New standards and systems are emerging
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voice, data, and multimedia services for ﬁxed and mobile users both indoors and out, in cities, rural
areas, and remote regions.
There are many technical challenges to overcome in building high-performance wireless net-
works. The wireless channel is a difﬁcult communications medium. Sophisticated techniques exist
to compensate for many of the channel impairments, but these can entail signiﬁcant cost and com-
plexity. The spectrum must also be used extremely efﬁciently through advanced link layer, access,
and cellular system design. Networking protocols to support roaming users and end-to-end QoS
guarantees also pose a signiﬁcant technical challenge. The limited size and battery life of mobile
terminals impose signiﬁcant complexity constraints, so complexity must be distributed throughout
the network to compensate for this limitation. Finally, the unpredictable nature of the wireless
channel requires adaptation across all levels of the wireless network design: the link layer, network
layer, transport layer, and application layer. This requires interaction between these layers, which
violates the traditional network design paradigm of designing each layer in the OSI model inde-
pendently from the others. While this paradigm has worked well on wired networks, especially
as wired technology has evolved to the high performance of today’s networks, high-performance
wireless networks will not possible without signiﬁcant technical breakthroughs at all levels of the
system design as well as an integrated and adaptable design for the overall network.
1.9 Notes
The wireless channel has been characterized in many books and articles over the last 30 years:
[R96,P92]and the references therein describe thebasic models forboth indoor and outdoor systems.
A tutorial on wireless infrared communication systems can be found in [KB97].
Techniques for reducing interference from frequency reuse are presented in [V98, Wi98, KN96].
For discussions on trellis and turbo codes see [U82, BGT93, HW99, RW98]. Equalization tech-
niques are presented in [BP79, F72, DJB95]. Orthogonal frequency-divsion multiplexing (OFDM)
is discussed in [C85, Bi90].
Recent work on the capacity of wireless channels is summarized in [GC97, BPS98]. Link level
design for wireless channels is treated in many textbooks [Pr95, R96, St96]. Spread spectrum for
both ISI mitigation and multiple access is described in [D94, V95].
The ALOHA protocol is reviewed in [Ab96, BG92]. An informative survey of routing is [RS96].
Performance of TCP over wireless links is discussed in [BPSK97]. Early work in packet radio is
reviewed in [LNT87]. For routing in ad-hoc networks see [ABB96, JM96]
A special issue of the IEEE Personal Communications Magazine is devoted to smart antennas
and their use in wireless systems [PC98]. Several textbooks provide additional details on multiple
and random access for wireless networks [R96, St96, PL95, BG92]. Wireless network design is still
an active area of research, and there is no deﬁnitive reference for this ﬁeld.
The cellular concept is explained in [M79]. More details on the cellular phone systems and wide
area wireless data services can be found in [PL95]. Emerging satellite systems are described in
[AS96]. Future systems and standards are continually evolving: the best source of information in
this area is the standards bodies and companies building the systems [ALM98].
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1. Consider a path loss model
PR
PT
=

d0
d
−
;
where PR is the received signal power, PT is the transmitted signal power, d0 = 100 meters
is a propagation constant, d is the propagation distance, and  is the path loss exponent. If
PT = 100 milliwatts and PR =1milliwatt is required for acceptable performance, what is
the maximum transmission range of our system for a path loss exponent  =2 ?B y h o w
much would the transmission range decrease if the path loss exponent was  =4 ?
2. Shadow fading often follows a log-normal distribution, which means that the dB value of the
received power 10log10(PR) follows a Gaussian distribution. Suppose the received signal
power follows this log-normal distribution. Assume the average value of 10log10(PR=N)
equals 10 dB and its variance equals 4 dB, where N is assumed to be constant. What is the
probability that the received SNR is less than 5 dB.
3. Consider a channel with a multipath delay spread of 10 microseconds. Suppose a voice
signal with a signal bandwidth of 30 KHz is transmitted over this channel. Will the channel
exhibit ﬂat or frequency-selective fading? How about for a data signal with a 1 MHz signal
bandwidth?
4. The BER of binary phase-shift-keying with differential detection in white Gaussian noise (i.e.
no fading, shadowing, or ISI) is :5e−γ,w h e r eγ is the average received SNR. If there is also
Rayleigh fading then the BER becomes [2(1+γ)]−1. Consider a data system with a required
BERof 10−6. What average SNRis required to achieve this target BERboth with and without
Rayleigh fading?
5. The error ﬂoor due to channel Doppler for binary phase-shift-keying with differential detec-
tion is :5(fDTb)2,w h e r efD is the channel Doppler and Tb is the bit time (the inverse of the
data rate). For fD =8 0Hz and a data rate of 20 Kbps what is the error ﬂoor? How about for
fD =8 0Hz and a data rate of 1 Mbps? Why does the error ﬂoor decrease as the data rate
increases?
6. How many independent diversity paths can be obtained using an antenna array mounted on a
laptop of length .1 meter, assuming a carrier frequency of 5 GHz?
7. Consider a wireless system with total bandwidth of 3 MHz. How many users can share this
channel using FDMA, where each user is assigned a 30 KHz channel? Suppose instead we
use semi-orthgonal CDMA for multiple access. If each user has a received signal power of P
and the interference power caused by that user to other users is :01P, for a required signal-
to-interference power ratio of 10 how many users can be accommodated in this system?
8. Radio signals travel at the speed of light, equal to 3  108 meters per second. What is the
maximum orbit distance of a satellite such that the round trip propagation delay of a signal
does not exceed the 100 microsecond delay constraint of voice systems. Based on this cal-
culation determine which of the three satellite orbit distances, GEO, LEO, and MEO, can
support voice services.1.10. PROBLEMS 41
9. The IEEE 802.11 wireless LAN standard supports both star and peer-to-peer architectures.
Describe a wireless LAN application that is well-suited to each type of architecture.
10. Discuss the differences between ad-hoc wireless networks and cellular networks in terms of
network architecture and mobility management. What are the advantages and disadvantages
of each network design? What applications are best suited to each type of network?
11. Spectrum for new wireless systems is being allocated by the FCC at higher frequencies (e.g.
5 GHz and 28 GHz) than in existing systems. What are the advantages and disadvantages of
building systems at these higher frequencies?42 CHAPTER 1. WIRELESS NETWORKSBibliography
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