Simulation of copper electrodeposition on an initially flat surface by a classic two-step electron transfer sequence accompanied by surface diffusion was carried out by a three-dimensional ͑3-D͒ kinetic Monte Carlo model linked to a 1-D ͑continuum͒ finite difference model. The evolution of deposit roughness was simulated numerically and compared, through use of scaling parameters, with experimental data obtained by atomic force microscopy from deposits formed under constant potential in aqueous solutions of 0.5 M Cu 2 SO 4 and 1.0 M H 2 SO 4 . The model was used to carry out parametric investigations on the effect of adsorption, surface diffusion, and lattice incorporation, all of which were found to exert an influence on the evolution of surface roughness. Electrochemical metal deposition involves phenomena that are important at the same time over at widely different time and length scales. For example, the macroscopic current and potential field distribution over a plated part depends upon heterogeneous and homogeneous reactions that occur among various species that move by migration in a potential field, diffusion in concentration fields, and convection in hydrodynamic flow patterns.
Electrochemical metal deposition involves phenomena that are important at the same time over at widely different time and length scales. For example, the macroscopic current and potential field distribution over a plated part depends upon heterogeneous and homogeneous reactions that occur among various species that move by migration in a potential field, diffusion in concentration fields, and convection in hydrodynamic flow patterns. 1 At the same time, critically important phenomena are associated with nucleation and growth events that occur at the atomic-to-nanoscale at and near the active surface. 2 Indeed, for more demanding small-scale applications such as in the microelectronics field, [3] [4] [5] control over molecular aspects of growth morphology is critically important for technological success.
In general, macroscopic engineering models of electrochemical systems do not attempt to describe the rich near-surface chemistry, detailed reaction mechanisms, or intricate molecular traffic patterns that occur in the course of metal ion reduction and lattice formation. 6, 7 Accurate description of such events requires noncontinuum methods that can simulate behavior at length scales where the continuum equations of macroscopic engineering models are not valid. At the same time, there have been truly significant advances in experimental techniques that are leading to improved fundamental scientific understanding of molecular mechanisms involved in the electrodeposition process. 8, 9 It is important to integrate new molecular knowledge into engineering methods for predicting behavior, as well as design, optimization, and process control. Improved simulation procedures are therefore needed to bridge multiple length scales that are simultaneously important at molecular and macroscopic levels. In the present work, we report on a noncontinuum Monte Carlo model linked to a continuum model to investigate a relatively simple hypotheses of mechanism. The numerical simulation was used to test the hypothesis by comparing experimental roughness evolution data on initially flat surfaces with simulations of deposit growth.
There are several hypotheses of the molecular events that occur when a metal ion moves from a bulk aqueous solution to a surface where it undergoes electrochemical reaction to become incorporated in a metal deposit. For example, a number of investigators have presented experimental studies supporting the importance of surface diffusion in the deposition process [10] [11] [12] [13] [14] [15] while others [16] [17] [18] [19] favor a mechanism where the metal ion adsorbs and incorporates at the kink sites directly from solution. It has also been suggested 20 that surface diffusion plays a factor only at very low overpotentials. The testing of such hypotheses is difficult when critical parameters are not easily directly measured, such as the surface diffusion coefficient, so that indirect inferences from experimental outcomes are required.
A variety of simulations based on Monte Carlo methods have been developed to investigate the evolution of lattice formation at the atomic level. 21, 22 These simulate crystal growth on the time scale associated with surface diffusion and adsorption, [23] [24] [25] [26] and have been used in electrodeposition and dissolution to study adsorption, [27] [28] [29] [30] [31] morphology evolution in two-dimensional, ͑2-D͒ 32-40 and 3-D, 41, 42 and 2-D texture formation. 43, 44 In general, these works have focused on individual steps of overall reaction mechanisms, rather than on overall mechanisms that consist of a variety of steps and pathways.
There are several indirect experimental methods that are used to test hypotheses of molecular behavior at and near surfaces, of which three found use in this work. Atomic force microscopy ͑AFM͒ is used to obtain images of surface roughness that can be qualitatively compared to simulations. 37, 45, 46 The variation of current with time during constant potential electrolysis is used to identify growth mechanisms based on continuum models 47 as well as noncontinuum models provided that they involve only elements that do not depend on potential. In addition, scaling analysis of the time-and lateraldistance-dependence of the interfacial width, defined as the rootmean-square ͑rms͒ of the surface height and obtained experimentally from AFM, images of deposit roughness, provides a quantitative method to evaluate morphology evolution at a surface. 48, 49 In the present two-part work, we investigated reaction mechanisms that are based on adsorption, followed by a two-stage electron transfer sequence that is accompanied by surface diffusion. 50 In this paper Part I, we describe a noncontinuum Monte Carlo simulation of the mechanism that is linked to a continuum model that describes the bulk region. The linked codes were used to predict specific outcomes in pristine experiments, to establish values of the parameters, and to carry out parametric studies. In Part II, we extend the model to include the effect of a simple additive species, and also to use the model to predict shape evolution in additional geometries associated with filling of submicrometer trenches. A more detailed description can be found elsewhere.
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Experimental
To obtain a baseline for calibrating and validating the model, copper electrodeposition experiments were performed. Solutions of 0.5 M Cu 2 SO 4 and 1.0 M H 2 SO 4 were prepared from copper͑II͒ sulfate pentrahydrate ͑Aldrich, 99.999%͒, double distilled sulfuric acid ͑Aldrich͒, and Millipore-Q purified water ͑18.0 M⍀ cm͒. The working electrode was a Cu͑111͒ single crystal disk ͑1 cm diam, Monocrystals Co.͒ mechanically polished with cloth covered wheels containing 1 and 0.3 m alumina ͑Buehler͒. The counter and reference electrodes were a Pt wire and a Cu wire, respectively. The electrochemical cell consisted of a recrystallization dish where the stationary working electrode was pulled above the solution surface by about 0.3 cm to form a hanging meniscus. 52, 53 Experiments were carried out at constant potential ͑Solartron 1286͒. After electrolysis, AFM images of the electrodeposited metal were obtained ͑Digital Instruments Nanoscope E AFM, 120 m scanning head, with Si 3 N 4 tips on 200 m triangular wide leg cantilevers with a force constant of 0.12 N/m͒. Experiments were conducted ex situ to the AFM because there was not enough volume in the AFM fluid cell for the duration of the experiments used here ͑up to 4 ϫ 10 3 s͒, and because the AFM fluid cell configuration was not designed for a uniform current distribution.
The experimental cell was tested to see how well it conformed to a linear 1-D diffusion cell that was the configuration used in the continuum model. Experiments at high potential for which the surface concentration was nearly zero gave a time dependence for the current of t Ϫ0.51 over 100 s which may be compared with the value of t Ϫ0.50 for linear diffusion showing that the experimental cell provided nearly linear diffusion. We discuss below the effect of migration, which may have contributed to the difference in slope.
To remove warping caused by the piezoelectric, AFM images were flattened with use of an order of 3 in the x and y directions. Flattened images were analyzed in order to determine how the interface width, defined as the rms of the surface height, scaled in both length and in time. 49 Scaling analysis of the interface width is typically used in connection with the self-affine scaling laws so the experimental results can be compared to continuum equations of growth. In the present investigation, experimentally measured scaling results were compared directly with simulated results, so that self-affinity was not a requirement for use of the scaling analysis method.
Reaction Mechanism for Cu Electrodeposition
A schematic representation of the reaction mechanism of copper electrodeposition used by the Monte Carlo model in this paper is shown in Fig. 1 . The basic hypothesis was that Cu 2ϩ ions diffuse to the reactive surface where they react by a two-step electron transfer process. The first step involves adsorption of Cu ϩ onto the surface
The cuprous adions move by surface diffusion to a second location where they react to become incorporated into the crystal lattice
The parameters used in the base case calculations were obtained as follows. The bulk diffusion coefficient was taken from the work of Bortels et al. 54 Remaining parameters were estimated by taking values from the literature as a starting point ͑although the experimental conditions were often different from those used in the present work͒ and then adjusting them further to fit three types of experimental data: AFM images, scaling data that consisted of interface width-time curves obtained from AFM data, and current vs. time experimental data.
The initial values used for estimating the Cu 2ϩ adsorption rate were based on published values for Cu deposition. [54] [55] [56] For the first electron transfer, a transfer coefficient for a reversible system of 0.5 was used. An initial estimate of the Cu ϩ surface diffusion coefficient was taken the work of Rynders. 13 The rate of Cu ϩ incorporation was assumed to be 1000 times faster than Cu 2ϩ adsorption. 57, 58 The ease of incorporation of an atom at various types of surface sites was assumed to follow the hierarchy of kink Ͼ step Ͼ flat surface. To simulate more rapid incorporation at kink sites, a lower transfer coefficient was chosen with each additional Cu neighbor thereby raising the value of the transfer coefficient. The energy barriers for surface diffusion were initially estimated to be 1 kT (4 ϫ 10 Ϫ21 J) with the value for step movement to be higher. The parameters obtained for the base case by this procedure are given in Table I . The purpose of establishing a set of values for a base case was to produce a simulation result that resembled three types of pristine experiments. Additional calculations were then carried out with controlled variation of parameters in order to determine the impact on predicted deposition properties.
Method of Solution
The numerical model consisted of a noncontinuum Monte Carlo simulation linked to a continuum model. The linkage consisted of having the Monte Carlo simulator provide a concentration at the interface between the kinetic and continuum regimes for use by the continuum model. The continuum model, in turn, was used to provide a flux at the interface to the Monte Carlo simulator.
Monte Carlo simulation.-The Monte Carlo portion of the integrated model consisted of a 3-D kinetic algorithm that simulated the surface region including a portion of the solution near the surface. The simulation space was represented by a cubic lattice having periodic boundary conditions on the lateral x and y faces, an impenetrable surface on the bottom z face, and an interface to the continuum model on the top z face. The initial position of the surface was located on the bottom face of the simulation space. The simulation was developed in a general manner so that the initial surface can be of any geometry. In the present work, a flat surface is considered in Part I, and a trench is considered in Part II. The cubic lattice of the simulation space was represented internally by a 3-D matrix of integers whose value determined the identify of the material at that location.
Species in the simulation space were represented by blocks in the cubic lattice, referred to in the following paragraphs as particles, an approach that has been used in other applications where mesoscale blocks are used to approximate molecular characteristics. 59, 60 These include applications such as use of ͑atomic scale͒ Morse potentials to characterize sticking coefficients of blocks during Cu physical vapor deposit, 61 and use of atomic reaction particles in conjunction with direct simulation Monte Carlo for reactive gas dynamics. 62 As indicated in Fig. 1 , particles can represent species in solution, adsorbed species and solid species. In the present example, these correspond to Cu 2ϩ in solution, Cu ϩ adsorbed on the surface and Cu as a solid, respectively. In the present work, the actions a particle may perform included adsorption, desorption, diffusion in the solution phase, diffusion along the surface, reaction with or without charge transfer, lattice incorporation, and dissolution.
Bulk diffusion was modeled by a random walk mechanism where the particle was allowed to move a distance of one block in a random direction. The actual mean free path between collisions is typically less than one lattice spacing. With bulk diffusion, the particle is capable of moving to one of its six nearest neighbors. The frequency of the random walk is found from
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All symbols used in equations are defined in the List of Symbols. Surface diffusion was modeled by a random walk mechanism that took account of the nature of the surface. The frequency of the random walk was taken as
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The value of the energy barrier was made to be dependent on the local environment of the diffusion path by taking consideration of the factors involved in the energy barrier. These energy barriers included such events as ͑i͒ the separation of one block from another on the surface such as occurs during surface diffusion of one of them ͑the ''broken face energy barrier''͒, ͑ii͒ the joining of two blocks when one makes contact with another ͑the ''new face energy barrier''͒, and ͑iii͒ the movement along a surface and/or movement between vertical levels such as when cuprous ions adsorb on top of an exposed block and then move down onto the surface to diffuse elsewhere ͑the ''step energy barrier''͒. These energy barriers may be positive or negative, depending on whether the surrounding features serve to inhibit or accelerate the processes. The reaction mechanism allowed a particle to change from one particle type to another type with or without charge transfer, and was used in the present work to simulate adsorption as well as surface reaction involving lattice incorporation. The frequency of a reaction was found from combination of Arrhenius and Tafel-style kinetics 26 f ϭ
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The reaction can also be conditional on whether the particle is on a surface and/or a conductor. The neighbors of the reacting particle can also affect the reaction kinetics by raising or lowering the energy barrier of the reaction. By definition, Monte Carlo simulations involve random numbers to determine when and if a particle will make a certain move. Each move for each species has a certain probability associated with it, depending on the time step. There are two time steps that are tracked in the Monte Carlo model. One is the time step over which the continuum code is called for updated flux information; this value is explicitly defined by the user. The second is the Monte Carlo time step, which is not explicitly specified by the used and is computed in the code. Because the Monte Carlo time step must be sufficiently small to capture the full dynamics of the system, the time step is selected to follow the action of the fastest species. To compute the time step, possible frequencies for the actions of each species are computed, and the inverse of each summed frequency is computed. The Monte Carlo time step is chosen to be the smallest inverse summed frequency as shown in Eq. 6 and 7
where f i is the frequency, j is the number of species simulated, k is the number of actions for species j, t MC j is the Monte Carlo time step for species j, and t MC is the Monte Carlo time step selected as the minimum of all t MC j . In Eq. 6, it can be seen that the Monte Carlo time step is a strong function of the fastest moving species and can thus be approximated as the inverse of the largest frequency in the system. In this work, a typical Monte Carlo time step was 2.8 ϫ 10 Ϫ6 seconds for a potentiostatic trench filling simulation with a block size of 100 nm, which corresponds to 3.6 ϫ 10 8 time steps during the simulations.
Once the Monte Carlo time step was computed, then the probability array was constructed for each possible move by each species
where j is the probability array for species j that contains a vector of probability bands. If all of the elements of j are summed, then the value of the summation will be less than 1 for all species except the fastest reacting species in the system. If the summation is less than 1, then there is a nonzero probability of rejecting moves in the code for all species except the fastest reacting species in the system. In Eq. 8, each f i t MC defined a ''probability band'' or bounds on an action. To determine what move a particle is going to make during a certain time step, the probability band ͑which is between 0 and 1͒ was compared with a random number ͑between 0 and 1͒ and if the random number was greater than the probability band, then the particle ''does nothing'' during that time step. We did not track the number of times a particle does nothing in this investigation. At each time step, all the particles that could perform actions were checked to see if they performed an action, the data matrix was updated after each action, and when all the particles attempted to perform an action the clock was incremented and the processes was repeated.
Random numbers were obtained from a long period (Ͼ2 ϫ 10 18 ) random number generator of L'Ecuyer, with Bays-Durham shuffle. 64, 65 Each process requiring a random number used a separate generator with different seed number. The random number generator was used for its long period and speed of computation.
Continuum model.-An elementary 1-D continuum model was used to simulate diffusion in the bulk solution at a distance from the surface. Although more complex codes could have been chosen for this first level implementation, diffusion alone was selected because the Monte Carlo simulation did not include migration and, moreover, a 1-D code was selected because multidimensional effects in the bulk region were not of interest in the present work. The 1-D continuum model consisted of an explicit finite difference solution to the diffusion equation
The boundary conditions consisted of a ''surface'' concentration at the interface to the Monte Carlo simulator that was set at each time increment (C zϭ0 ϭ C MC ), and a constant concentration boundary condition in the bulk (C End ϭ C Bulk ).
Computations.- Figure 2 illustrates how information flowed between continuum and noncontinuum models, as well as the sequence by which the foregoing steps were carried out for each particle associated with the Monte Carlo calculations. The code was written in Fortran90 and was run on an SGI Origin 2000. Although the code was parallelized, all of the simulations presented in this work were performed on a single processor as the speedup was less than linear with the number of processors due to gather/scatter operations. In the Monte Carlo simulation, the initial surface geometry consisted of a flat surface that was 100 ϫ 100 blocks in size; individual block size was 100 nm. The spacing of the z nodes in the continuum code was irregular, starting with small increments near the Monte Carlo interface and increasing toward the bulk solution. Forty nodes were used with the first five nodes being spaced 600 nm apart and with each additional node being 20% larger than the last node. The exchange of information between noncontinuum and continuum codes took place at time intervals of constant size because of stability constraints on the explicit finite difference continuum model although this was not a rate limiting consideration. A typical trench filling simulation had a time step of 2.78 ϫ 10 Ϫ6 s and required 3.6 ϫ 10 8 time steps. A typical simulation took four days to run on a 195 MHz R10000 processor and occupied less than 10 Mb of memory.
From limited experience with this model and other related work, the effect of system size ͑i.e., 10 ϫ 10 m vs. 5 ϫ 5 m͒ for the same particle size was that the smaller system took less computational effort, the effect was nonlinear, and other changes in the program could have a comparable effect on simulation time as a fourfold change of electrode area. The effect of particle size for a fixed system size was found not to have an effect on the computed scaling parameters that characterized the rms surface height distribution. The effect of increasing the number of particles for a fixed system size was found to increase the time required for simulation in a nonlinear manner. Our experience suggested that the code should port well to other systems.
Simulations of Copper Deposition
Cu electrodeposition onto a flat surface was simulated numerically by using the integrated model. The results presented below were compared with experimental data consisting of images of surface morphology, variation of the interface width with respect to time, and current/time curves. In addition, several key parameters were varied, and the computed results were compared with each other as well as with experimental data.
A comparison between computed and experimental data for the current/time response of the base case for various overpotentials is shown in Fig. 3 . ͑The noise in the Monte Carlo calculations is a result of using random number to compute a statistical solution, and could be reduced by using a larger sample size for the computations.͒ For time greater than about 50 s, the experimental data for 50 and 150 mV compared well with the computed results. Data for 300 mV show that the experimental current was up to 18% higher than calculated values. We attribute this deviation to migration effects that are more important at higher potentials where transport processes tend to influence behavior. Although migration effects were not considered at either continuum or noncontinuum level, their ef- fect may be estimated 66 to fall between 10% ͑for the case of complete dissociation of bisulfate ions͒ and 30% ͑the case of no dissociation of bisulfate ions͒. At times less than 50 s the current/time curves deviated from the experimental results, probably due to nucleation effects which were ignored in the model. For the remaining discussion, emphasis will therefore be placed on data obtained at 50 and 150 mV and for times greater than 50 s since these corresponded to the situation where growth ͑not nucleation͒ occurred under surface reaction kinetic control.
Images of the simulated and experimental AFM surfaces, respectively, for deposition lasting 500 s at 150 mV are shown in Fig. 4a and b. Similar images for deposition lasting 1000 s are in Fig. 4c and d. In all figures, the image area is 10 ϫ 10 m and the z scale is the same scale as the x and y scales. The number of points in the simulation images is 100 ϫ 100 and in the experimental AFM images is 256 ϫ 256. Because the simulated images have about 6.6 times fewer points than the AFM images, the simulated images typically have a coarse grainy look by comparison with the experimental data. From a comparison of Fig. 4a with 4b , and Fig. 4c with 4d , an assessment of the goodness of fit may be made with respect to the nature and size of surface structures. Several types of improvements can be made to facilitate comparison between experiment and simulation. These would include methods to reduce simulation noise which is typically present in roughness simulations that have small numbers of data points, such as occurs in computing interface width at small length scales. In addition, improved methods to select ͑fit͒ values of parameters could be used. The present work, however, is adequate to look for trends as well as effects of the key parameters. For example, in the AFM image at 1000 s there is a large surface structure that is not seen on the simulated surface. Also, a trend can be seen in both the experiments and simulations of smaller surface structures growing into larger structures.
The calculated results for scaling of the interface width with respect to time for the base case at 150 mV along with experimental results are shown in Fig. 5 . Each point represents a different experiment. For any particular time throughout the range investigated, the standard deviation of the experimental data was less than 5% of the average value at that time. Below 800 s, the two experimental data sets exhibited the slope ␤ ϭ 0.19 which was identical to slope of the simulated results over the same time scale. In the same region, the spatial scaling exponent for experimental and computed results were ␣ ϭ 0.97 Ϯ 0.02 and ␣ ϭ 0.88 Ϯ 0.07, respectively. These values may be compared with theoretical results based on continuum models of surface diffusion which give the values of ␣ ϭ 1 and ␤ ϭ 0.25. At around 800 s, the experimental data shown in Fig. 5 exhibited a roughening transition. From auxiliary estimates based on the Cottrell equation, it was found that the system entered diffusion-limited behavior at about 1000 s. It is not unreasonable to suggest that scaling behavior changed as a consequence. In fitting parameters of the Monte Carlo code, we used only data below 800 s since we wished to obtain values under conditions for which there were negligible concentration gradients in the bulk solution. The simulation results did not exhibit a roughening transition when extended up to about 2500 s.
We note that while the importance of surface diffusion control above Ϫ100 mV has been questioned, 20 the results in Fig. 5 indicate that such a hypothesis may be supported for the first 500 s of electrolysis at a potential of Ϫ150 mV. Fig. 6 . Images of simulated surface roughness for two different diffusion rates after 1000 s of deposition can be seen in Fig. 6a and b ; a third image in the sequence was given previously in Fig. 4c . By comparison of these three images it may be recognized that the surface becomes smoother as the surface diffusion rate increased, a reasonable result because more rapid diffusion allows more chances for the Cu ϩ to find a site with more neighbors to incorporate into the crystal lattice. Surfaces simulated with zero and low values of surface diffusion rate were found to produce simulated deposit structures with a large number of micro voids.
The scaling of the interface width respect to time is shown in Fig. 6c . It can be seen that the surface becomes smoother with an increase in surface diffusion rate. It can also be seen that the surface roughness evolution for the value of D s ϭ 2.0 ϫ 10 6 nm 2 /s is quite similar to behavior simulated with a zero value of surface diffusion (D s ϭ 0.0).
The effect of the surface diffusion rate on current/time curves is shown in Fig. 6d . All of the curves are seen to have a starting point of about Ϫ0.006 A/cm 2 . It can be seen that decreasing the diffusion rate produced increased currents. From Fig. 6 it was seen that a lower diffusion rate led to rougher surfaces that had a higher surface area. The increase in surface area could account for the higher currents. The initial current was presumably not affected by the surface diffusion rate because the surface had not grown enough to a great enough extent to influence surface area.
Effect of diffusion over step energy barrier for Cu
ϩ .-The step energy barrier is associated with the energy required for movement between vertical levels on the surface. The value chosen for Cu ϩ in the base case was E s ϭ Ϫ1.5 ϫ 10 Ϫ20 J. Additional calculations were carried out over the range of Ϫ1.0 ϫ 10 Ϫ20 to Ϫ3.0 ϫ 10 Ϫ20 J plus the limiting values of 0 and infinity ͑represented by the value Ϫ999J in Fig. 7͒ . Two example images for different step energy barriers after 1000 s are shown in Fig. 7a and b. A third example corresponding to the base case is shown in Fig. 4c . These images show that an increase in step energy barrier ͑to more negative values͒ was accompanied by roughening of the surface, a result that is reasonable since the Cu ϩ that adsorbs on a bump is restricted in being able to move into a valley by the difficulty of diffusing down steps. Note from these images that the step energy barrier has a strong influence on the surface morphology, controlling the growth of nearly flat to very rough surfaces.
The scaling of interface width with respect of time can be seen in Fig. 7c . Simulated results show that an increase in step energy barrier caused the surface to become rougher. The simulated scaling results for E s ϭ 0 are very close to those for E s ϭ Ϫ1.0 ϫ 10 Ϫ20 ; moreover, there is only a small difference between the results for E s ϭ Ϫ3.0 ϫ 10 Ϫ20 and infinity. That is, the simulated results are highly sensitive to the step energy barrier only over a narrow range of values. Additional results are also available elsewhere 51 that indicated that the spatial scaling exponent decreases with step energy barrier while the temporal increases with step energy barrier.
The effect of step energy barrier on current/time curves is shown in Fig. 7d . An increase in step energy barrier corresponds to increased currents which we attribute to the fact that a rougher surface with higher surface area produces a higher current. As was the case with the image and scaling results, the effect of E s was confined to a narrow window between Ϫ1.0 ϫ 10 Ϫ20 J and Ϫ3.0 ϫ 10 Ϫ20 .
Effect of broken face energy barrier Cu
ϩ .-The broken face energy barrier is associated with the energy required for the separation of two blocks on the surface during surface diffusion of one of them. The value chosen for Cu ϩ in the base case was E b ϭ Ϫ5.0 ϫ 10 Ϫ22 J. Additional calculations were carried out over the range from Ϫ1.0 ϫ 10 Ϫ22 J to Ϫ1.0 ϫ 10 Ϫ19 J plus the limiting values of 0 and infinity ͑represented by the value Ϫ999J in Fig. 8͒ . A value of infinity prevents any surface diffusion involving a broken face including step movement over and away from a step. Two surfaces for different broken face energy barriers of E b ϭ 0 and E b ϭ 4 are shown in Fig. 8 after 1000 s of deposition. A third image corresponding to the base case with E b ϭ Ϫ5 ϫ 10 Ϫ22 J is in Fig. 4a . The surface becomes rougher at the large scale and smoother in the small scale as the broken face energy barrier was increased ͑to more negative values͒. Since diffusion over a step involves a broken face, Figure 7 . Effect of step energy barrier ͑a͒ 10 ϫ 10 m images of simulated surface for E s ϭ 0 after 1000 s, ͑b͒ 10 ϫ 10 m images of simulated surface for E s ϭ Ϫ999 J after 1000 s, ͑c͒ scaling of the interface width, and ͑d͒ current/time curves. we suggest that roughness will increase for the same reason as for an increased step energy barrier. These images show that the broken face energy barrier has strong influence on the surface morphology, controlling the growth from surfaces with little roughness to very rough surfaces. The surface roughness with no broken face energy barrier ͑Fig. 8a͒ is seen to be rougher than the simulations with no step energy barrier ͑Fig. 7a͒; we explain this observation by noting that the no broken face energy barrier simulation still has a step energy barrier.
The simulated variation of the interface width with respect to time is shown in Fig. 8c . The trend is that the surface gets rougher with an increase in broken face energy barrier ͑more negative values͒. The value of this parameter affects simulated results only in the region between E b ϭ Ϫ1.0 ϫ 10 Ϫ22 J and E b ϭ Ϫ1.0 ϫ 10 Ϫ19 J. Additional results available elsewhere 51 indicate that the spatial scaling exponent increases with broken face energy barrier, a trend that is opposite to that of the step energy barrier. We attribute this trend to the fact that small-length-scale roughness decreases with increasing energy barrier.
The effect of the broken face energy barrier on the current/time characteristics, shown in Fig. 8d , are important only for the larger, most negative, values in the range investigated. We interpret this finding to mean that small scale roughness can have a significant impact on the current/time relationship. As the broken face energy barrier was increased, there was at first a smoothing of the smalllength-scale features, a trend that was reversed at larger values of the energy barrier because the energy barrier impedes movement of a step and thus causes an increase in small-scale roughening. Simulation results for various values of new face energy barriers are available elsewhere, 51 and are only summarized here. It was found that the surface became smoother as the new face energy barrier was increased, a reasonable trend since the new face energy barrier facilitates particle movement into sites having more neighbors. It was found that the value of the new face energy barrier can have a strong smoothing effect on the surface within the range of 1.0 ϫ 10 Ϫ22 J to 3.0 ϫ 10 Ϫ21 J. The scaling of the interface width with respect to time was found to increase slightly with the new face energy barrier ͑except for the limiting case of an infinite energy barrier͒, probably because of the smoothing effects.
Effect of reaction rate of Cu incorporation.-The value chosen for the reaction rate of incorporation of Cu according to Eq. 7 for the base case was R 2 ϭ 2.0 ϫ 10 4 nm/s. Additional calculations were carried out over the range from 2.0 ϫ 10 2 to 2.0 ϫ 10 5 nm/s. Images for these calculations are available elsewhere. 51 It was found that the surface was smoothest for low values of R 2 and became rougher as the reaction rate increased. The spatial scaling exponent ͑␣͒ was found to decrease with increasing reaction rate of incorporation while the temporal scaling exponent ͑␤͒ increased. These trends are consistent with the fact that the surface became rougher as the reaction rate was increased. The effect of an increase in the reaction rate of Cu incorporation on the current/time curves was to produce a higher current, in part owing to the more rapid kinetics and in part to the roughening of the surface.
Effect of adsorption barrier at steps.-Some investigators have concluded that Cu 2ϩ does not adsorb at kink sites but, rather, adsorbs on a plateau. 50 This aspect of the reaction mechanism was simulated by adding an energy barrier of adsorption for every additional solid surface that the Cu 2ϩ particle contacted. Thus for example a Cu 2ϩ particle that contacted two or three solid surfaces ͑a step or kink, respectively͒ would have a lower probability of reaction than a particle that contacted only one surface ͑on a plateau͒. The adsorption energy barrier for each additional face was chosen to be Ϫ2.0 ϫ 10 Ϫ20 J or Ϫ4.9 kT, a value that was large enough to prevent 99.2% of the adsorption at a step and 99.99% at a kink site.
A simulated surface with a step adsorption barrier after 1000 s of deposition is shown in Fig. 9a . By comparison with Fig. 4c , it is seen that the surface is considerably rougher than the base case simulations, for which there was no adsorption barrier for contact with edges and kinks. The rougher surfaces are expected when the Cu 2ϩ is restricted from adsorbing in sites with many neighbors since it would otherwise tend to smooth the surface. The scaling of inter- face width with respect to time shown in Fig. 9b shows that including the step adsorption barrier makes the surface rougher. In addition, these results are the only ones found in the parameter range investigated in the present paper where the slope of the time dependence of the interface width was not constant. The simulation with a step adsorption energy barrier produced a spatial scaling exponent of ␣ ϭ 0.87 Ϯ 0.04 which was similar to the base case result of ␣ ϭ 0.88 Ϯ 0.07. The effect of an adsorption barrier at steps on the current/time curve, shown in Fig. 9c , is to reduce the current, probably owing to the reduction in available surface area for adsorption owing to the greatly reduced number of available adsorption sites.
Conclusions
An integrated simulation of the evolution of surfaces during copper electrodeposition has been developed with use of a 3-D kinetic ͑noncontinuum͒ Monte Carlo model linked to a 1-D ͑continuum͒ finite difference model. The Monte Carlo part of the model addressed a reaction mechanism on and near the surface, while the 1-D part of the model addressed the diffusion of species in the bulk solution. The integrated model is capable of describing a number of mechanistic features at the solid/solution interface including adsorption, desorption, lattice incorporation, lattice dissolution, bulk diffusion, and surface diffusion. The model enables parametric investigations of the influence of fundamental physical properties, such as energy barriers, on the deposition processes as well as to compare the simulation results with experimental results.
A reaction mechanism that has been previously reported and widely investigated for the electrodeposition of Cu was used in the present work. The parameters associated with the Cu mechanism were selected to fit long term currents transients as well as evolution of interface width during roughening. The model was found to be able to simulate a number of trends associated with the electrodeposition process, as well as produce morphologies that resembled those seen experimentally.
Modifying the rate of Cu ϩ surface diffusion rate had a significant effect on surface roughness evolution. Low rates of surface diffusion were found to produce rough surfaces with higher rates producing smooth surfaces. At no or very low surface diffusion rates the deposit formed micro voids. The energy barrier for Cu ϩ surface diffusion over a step has a significant effect on the surface morphology. High energy barriers produce rough surfaces with low energy barriers producing smooth surfaces. Unlike the rough surfaces produced from a low surface diffusion rate, the rough surface caused from a high step energy barrier did not have a large number of micro voids. The broken face energy barrier for Cu ϩ surface diffusion had a significant effect on the surface morphology. High energy barriers produce rough surfaces with low energy barriers producing smoother surfaces. Higher values for the energy barrier produced rougher surfaces very similar to those produced from the step energy barrier. The new face energy barrier for Cu ϩ surface diffusion had a smoothing effect on the deposits. Higher values of the energy barrier produce smoother surfaces. Very high values are seen to have a small roughening effect by eliminating the preference to diffuse down a step compared to up a step. The addition of a step adsorption barrier was seen to produce rougher surfaces. From the scaling analysis the step adsorption barrier produced a nonlinear result similar to the experiment.
Simulations based on the proposed copper deposition reaction mechanism did not show the trend toward smoother surfaces at higher deposition rates, reported in experimental studies. Also not captured by the model were the nonlinear scaling results of the experiments at longer times when the system became controlled by bulk diffusion limitations. The approach and techniques used here show promise for the task of proposing and testing various reaction mechanisms as well as more complex deposition systems of technological interest. In Part II of this series, the effect of additive species will be considered, and the model will be extended to simulate shape evolution during deposition in small trenches. 
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