Data computation and traffic is the key step to rapid analysis and intelligent transportation application based on remote sensing data. To tackle the low computing efficiency and high storage cost in the analysis of remote sensing and improve the computational performance quickly, this paper proposed a new processing method of remote sensing data based on k-nearest neighbors (KNN) sampling with nonevenly division. In the method, we first sort and preprocess the original dataset in terms of any size of one-dimension and segment the sample dataset by non-evenly division. Then the samples with the range of boundary width are reserved, and a new local unsampled mapping table is reconstructed. Next, we traverse the subset and compute the distance matrix by Euclidean distance and the local density with descending order, and further determine whether the sample belongs to boundary sample in accordance with distance matrix and local density. We then construct the sampling dataset and combine again and achieve the processing result via adding the entire unsampled mapping table to the sample dataset. Finally, the current study is tested and verified by the simulation data and true traffic jam prediction case. Our experiments present that the proposed method not only can record precisely the correspondence relations between samples and unsampled data by the KNN sampling with non-evenly division and ensure the accuracy of clustering results, but also significantly reduce the data traffic and effectively improve the memory utilization. The result reveals that the proposed method can potentially contribute to the data analysis of remote sensing data and prediction of traffic jam with large scale and high real-time performance.
I. INTRODUCTION
As continuous progress of earth observation technology in space, the spatial data acquisition to the human beings is also increasing. The remote sensing data has become the principal sources in the field of earth observation, environment monitoring and smart city [1] , [2] . Especially in the intelligent transportation, the big data from remote sensing The associate editor coordinating the review of this manuscript and approving it for publication was Sabah Mohammed . and ground-based monitoring instrument rapidly increases [3] , [4] . The traditional data collection of remote sensing, management, analysis and application methods has changed since the advent of high-performance computer and various types of intelligence algorithms [5] , [6] . With the enhancement of satellite sensor in imaging, its sensor resolution (i.e., spectral, spatial and temporal resolution) are greatly improved, and remote sensing data obtained also show the characteristics of very large datasets with geometric multiple growth [7] - [11] . Meanwhile, the data calculation is characterized by complexity, intensity and timeless [12] - [14] . In contrast, the single processing method, e.g., support vector machine (SVM), convolutional neural networks (CNN) and clustering computation, cannot achieve good effects in actual applications [15] - [18] . It increases the difficulty of collecting of remote sensing, management and analysis to some extent, and gradually becomes the bottleneck to restrict the vigorous development of remote sensing.
Division of data is the key to data management of remote sensing, rapid analysis and application. At present, the focus of division of remote sensing is mainly on the parallel computing, algorithm design and message delivery, and so on [19] - [23] and are rarely involved in the specific strategy of data division and methods. To tackle the relies too heavily on the data inputs in the classification, Halabisky et al. [24] presented an identification method of wetland with a time series of remote sensing images by a random forest model, and the new method has been tested in true remote sensing images. In view of the different types of remote sensing data and computing algorithms, Ma and Li [25] proposed the four data division strategy and then test and verify the summary by the parallel computing. Aiming at the expensive in terms of both time and costs in the supervised classification for hyperspectral data, Ahmad et al. [26] proposed a new strategy selection of labels based on multiclass active learning (MAL) techniques. To address the problems, i.e., inputs less and the information don't consider the relation among the different features and types, Li et al. [27] proposed a multiscale deeplevel fusion network (MMFN) method in the classification of remote sensing data, subsequently the effectiveness of proposed method is tested by four types of remote sensing data. By comparing and summarizing the achievements at present, on the one hand, traditional data management of remote sensing and classification mainly take accuracy as the primary referenced standard [28] - [31] and pay relatively little attention to computational efficiency. Moreover, large data traffic is generated in the data management and classification of remote sensing [32] - [36] . On the other hand, the earth object's information in remote sensing image is randomly distributed and does not strictly follow the certain mathematical distribution model [37] - [40] . So, the conventional method of data division is not always applicable, and it is not optimal to the calculation efficiency [41] , [42] . Therefore, in practical applications it needs to construct the appropriate division methods, reduce the data traffic and improve the speed of data-transfer and computation and the efficiency of data processing.
Clustering means that the samples with large similarity in data are gathered into a category in terms of similarity criterion and express as a local area in feature space [43] , [44] . It can discover and mine the arbitrary shape class clusters in remote sensing data and has great potential for classification of remote sensing data [45] - [47] . To improve the computational complexity of most existing algorithms proposed in the field of deep learning and sparse representation of remote sensing data, Zhao et al. [48] provided a new improved spectral clustering method and an effective solution for the approximation techniques for mass classification of remote sensing image. Hu and Qin [49] presented an improved density-based sampling clustering method. However, the sampling process in this method is bound with density-based spatial clustering of applications with noise (DBSCAN), and the portability is poor. Nguyen et al. [50] presented a novel unsupervised clustering algorithm in accordance with the accurate characterization and landcover evolution, and then tested by the segmentation of true dense terrestrial laser scanning remote sensing data. Zhou et al. [51] presented a clustering method with random sampling, and the results were uncertain because of the random algorithm in the process of sampling. Hill et al. [52] proposed a double-sampling extension for the current data analysis, and the result shows the proposed method can substantially increase estimation accuracy in the actual application. Aiming at the retrieval of large video, Liao and Liu [53] gave a clustering method with sample-based hierarchical adaptive k-means (SHAKM) in view of multilevel random sampling strategy, it improves significantly the retrieval performance of large video database. In the traditional densitybased clustering methods, it usually has limited storage space and low computational efficiency subjected to the time and space complexity [54] - [61] . Thus, the analysis of remote sensing data is not ideal. In summary, previous researches mainly emphasis on different points in the data process and few researches focus on the data distribution strategy from the data management and storage, and none of these researches take consideration the relationship between data division and performance of classification.
Based on the above challenges, this paper proposed a new processing method of remote sensing data based on k-nearest neighbors (KNN) sampling with non-evenly division. In detail, firstly, we sort and preprocess the original dataset in terms of any size of one-dimension. Then we divide the preprocessed samples by the boundary width and Euclidean distance and reconstruct the local non-sampling mapping relation. Secondly, we calculate the local density of the samples and arrange in descending order, then sample the divided data and combine again. Thirdly, we test and verify the proposed method in the experiment by the simulation data and traffic jam prediction. The aims of this paper are:
(1) To propose non-evenly division by KNN sampling for preprocessed sample data;
(2) To calculate the local density of the samples and combine data fragment; and
(3) To test and verify the proposed method by the simulation data and traffic jam prediction in the experiment.
The rest of the paper is constructed as follows: Part 2 describes the related work of the remote sensing processing contains sampling, clustering and non-evenly division. Part 3 presents the detailed process of the proposed processing method based on KNN sampling with non-evenly division. Parts 4 and 5 devote the simulation experiments and the prediction of traffic jam. Finally, our conclusions of the whole paper are summarized in Part 6.
II. BASIC THEORY AND RELATED WORK A. SAMPLING AND CLUSTERING
In this part, we introduce the sampling and clustering and data non-evenly division. Assuming that a n-dimensional dataset S = {xi|xi ∈ R 2 } (i = 1, 2, . . . , n) and parameter K , the Euclidean distance between xi and xj is expressed as
(xi r − xj r ) 2 , the local density of xi is ρi and computation can be determined as follow:
where KNN xi is the first K samples nearest xi in dataset S. For the any xi ∈ S, if xi belongs to the category C, then for the any xj ∈ KNNx i (j = 1, 2, . . . , n), xj belongs to the category C, too. For a sample dataset, the first K surrounding samples closest to it is the same category with the sample itself. KNN is to classify nusampled data in terms of KNN's consistency. For the given dataset S, the detailed sampling and clustering includes the following steps:
(1) to sample from dataset S and obtain the sample subset
(2) to cluster the subset S .
(3) and to classify the all samples in nusampled subset S − S .
In general, the range of K value increases with the rises of the data size. The key of KNN sampling method contains the selection of K value and feature, and the definition of distance. Therefore, the computational efficiency and accuracy are the main indexes to evaluate the performance of sampling and clustering in actual application.
B. DATA NON-EVENLY DIVISION
In the above process of sampling, for dataset S, it still needs to calculate the distance matrix firstly, consuming time and computational overhead before the density computation of each sample. To analyze and classify the large-scale dataset quickly and efficiently, we propose a non-evenly division strategy with divide first and combine fragment later in this paper.
In the non-evenly division strategy, to ensure each fragment contains only all the samples in a subspace of the space where the dataset is located, the original dataset is sorted according to the size of any one-dimension in the space, and then the sorted dataset is non-evenly divided by the number P of the given data fragments. For the samples of boundary part in the subspace, the density calculation also depends on the samples of the adjacent space of the subspace. So, the boundary width parameter θ , can be a fixed distance width and a specific size of dataset, is introduced into the non-evenly division, and then the boundary is preserved by a given θ for each data fragment.
The memory and computational overhead in data nonevenly division can be determined as follows:
where O is the memory and computational overhead, N is the size of the original dataset. Since there is no mutual communication and limitation on the number of the data fragment, it can tackle the scalability of classification method based on KNN sampling with non-evenly division. Let supposed that the processing time of the unit image before data division is T m , the amount of image is D, and the amount of image after preprocessing is D a . In nonevenly division and data sampling, the factors affecting the total consuming time include the amount of original image and preprocessed image, algorithm complexity, and network transmission rate, etc. in a certain computing environment, when the network transmission rate and computing nodes are given, the smaller the amount of image data and the less the algorithm complexity, the less the total consuming time of the method. The speedup of the sampling with non-evenly division can be determined as follows:
where S P is the speedup of the sampling with non-evenly division, T s is the algorithm complexity, v is the network transmission rate, n is the number of data fragment by nonevenly division. When the network transmission rate and algorithm complexity are fixed, the speedup of data sampling with non-evenly division is mainly determined by the number of data fragment. The smaller of the number of the data fragment, the better the speedup of the whole algorithm. On the contrary, excessive amounts of data fragment will affect the speedup of the whole algorithm. Therefore, the suitable number of the data fragment is the key to determine the performance of the whole algorithm.
III. METHODS
In view of the data computation and traffic, low computing efficiency and high storage cost, we have proposed a new clustering method based on KNN sampling with nonevenly division to simply the computation by the smaller samples that can accurately record the mapping relation. Next, we detail the presented method in this work. For the given dataset S = {xi|xi ∈ R 2 } (i = 1, 2, . . . , n), the number of the data fragment is P, the sampling coefficient is K , the boundary width of data is θ , the detailed classification method can be described as follows:
(1) Preprocess the original dataset S, all the data are sorted by the size of anyone-dimension in the space, and then we get the sorted sample dataset L.
(2) Segment the sample dataset L by non-evenly division to sample subset L i , i = 1, 2, · · · p.
(3) Reserve the boundary of sample subset L i , and to copy the sample within the range of boundary width θ from L to L i , and then mark them as the boundary samples.
(4) Reconstruct a new local unsampled mapping table for the each sampling subset L i , M i = {x p −x q |x p ∈ (S −S ), x q ∈ S , p = 1, 2, · · · , N − N }, x p − x q is the deleted portion of the KNN sample. x If so, the sample x q j will be deleted from subset L i . y If not, then traverse the KNN q j , all non-boundary samples x p with density less than x q j are deleted from subset L i , and add the mapping x p − x q to the M i .
(10) Construct the sampling dataset S , traverse successively L i , i = 1, 2, · · · , p, and add all the samples in subset L i and combine to S .
(11) Construct the unsampled mapping table M , traverse successively M i , i = 1, 2, · · · , p, and add all the mappings in M i to M .
Due to the unsampled mapping table M can record accurately the correspondence KNN relations between each unsampled data and samples in the sampling set, so it is only achieved cluster result of the dataset S in actual computation by clustering the smaller ones S first, and then classify S −S in terms of mapping table.
IV. SIMULATION EXPERIMENT
In this part, we use the direct clustering method to compare and analyze with the proposed method from the three aspects. The simulation environment is constructed in terms of the proposed method and the contrast indexes, and then all tests are complemented on the platform with Inter (R) Core (TM) i7-8700 CPU @ 3.20 GHz, 8GB DDR3 memory, Windows 10-x64 platforms, and MATLAB 7.10 software.
A. EFFICIENCY AND ACCURACY
In the experiment, the proposed method is tested by the the manual test datasets with 6 groups. The comparison with the direct clustering method is shown in Table 1 .
As can be observed from Table 1 , for all 6 groups test dataset, in general, it reveals that the consuming time of both direct clustering method and the proposed method rises with the increasing of dataset size. For the increase amplitude of consuming time, the direct clustering method increases significantly faster than the proposed method in this paper. In addition, from the single size of dataset, the consuming time of the proposed method is less than that of the direct clustering method, and with the increase of dataset size, the advantage of consuming time becomes more and more obvious. It indicates that, compared with the direct clustering method, the proposed method based on KNN sampling with non-evenly division has higher computational efficiency, especially when it has a more obvious computational advantages with the increasing of size of dataset.
To verify the accuracy of clustering results by the proposed classification method based on KNN sampling with nonevenly division, in this part, taking the dataset N =10000 as an example, we discuss the relationship between the given size of dataset and the clustering results under the different K values (i.e., K = 7, 8, 9, 10) . Meanwhile, we also discuss the relationship between the given K value and the clustering result under the different dataset (i.e., N = 4000, 6000, 8000, 15000). And the comparison of above two methods is plotted in Fig. 1 and Fig. 2 .
As shown clearly in Fig. 1 , the change of K value has very significant impact on the clustering result in the case of given size of dataset. And as the K value increase, the clustering effect becomes better and better. Compared with the direct clustering method, the proposed method based on KNN sampling with non-evenly division can not only divide effectively the clustering, but also has better clustering result under the same condition. As shown clearly in Fig. 2 , the change of N of dataset size has very significant impact on the clustering result in the case of given K value. And as the number of dataset increase, the clustering effect becomes better and better. Similarly, the proposed method can get the better clustering result under the same condition compared to the direct clustering method. Therefore, we can adjust the clustering result by changing the K value and the size of dataset N to reduce the data traffic and further improve the efficiency of clustering computation.
To test the reliability of the proposed method in this paper, similarly, taking the above manual test datasets with 6 groups as an example, we compare the accuracy of clustering result by the two methods. The result is show in Table 2 .
As can be observed from Table 2 , in general, the accuracy of the proposed method is higher than that of the traditional direct clustering method. It reconfirms the accuracy and reliability of the classification method based on KNN sampling with non-evenly division to some extent. 
B. PARAMETER AND SAMPLING EFFICIENCY
Next, in the paper, we verify and analyze the relationship between consuming time and K value, number of data fragment P, and size of dataset N in the proposed method and direct clustering method. And the result is plotted in Fig. 3 . As shown clearly in Fig. 3 , for the above two methods, different parameters have different effects on the sampling performance of the proposed method.
(1) When the dataset size is constant, the consuming time of clustering computation decreases with the increase of K value (as shown in Fig. 3a) ; as the increase of the number of data fragment P, the consuming time first decrease to the optimal value, and then gradually begins to increase (as shown in Fig. 3b ); for the different size of dataset, as the size of dataset increases, the consuming time rises slowly at first, and then increases rapidly after growing to a certain extent (as shown in Fig. 3c ).
(2) Compared with the direct clustering method, the proposed classification method based on KNN sampling with non-evenly division has high sampling efficiency in regard of the parameters K value, number of data fragment, size of dataset and consuming time in general. It also indicates that, in the actual application, we should choose the suitable parameters according to the specific environment.
C. DATA TRAFFIC AND MEMORY UTILIZATION
The comparison of data traffic between the direct clustering method and the proposed method in this paper is plotted in Fig. 4 . As shown clearly in Fig. 4 , with the increase of dataset size, the data traffic also increases rapidly. Compared with the direct clustering method, the increase amplitude of proposed method based on KNN sampling with non-evenly division in this paper is significantly small. It means that with the same size of the dataset, the proposed method can reduce obviously the data traffic and improve the computation efficiency.
The comparison of memory utilization between the direct clustering method and the proposed method in this paper is plotted in Fig. 5 . As shown clearly in Fig. 5 , the memory utilization of the proposed method based on KNN sampling with non-evenly division in this paper is higher than that of direct clustering method. As the number of dataset size increase, the memory utilization of both above methods increase slowly. And the memory utilization of the proposed method increases faster the traditional direct clustering method. Therefore, the proposed method based on KNN sampling with non-evenly division in this paper has a high memory utilization, which can effectively save the memory consumption and improve the efficiency of sampling computation.
V. PREDICTION OF TRAFFIC JAM A. DATA SOURCE AND PROCESSING
In this paper, taking the traffic data of the MS ID 1221173 highway located in Orange county, California in PeMS database as the data source, we text and verify the proposed method in the prediction of traffic jam. The data is acquired in January 7-28, 2019, and the data sampling granularity is five minutes, contains total 8063 sampling points.
Firstly, the proposed method is used to process the collected data. And then the whole sampling data is processed by the clustering.
Next, by the selecting the training sample and test sample, it is necessary to normalize the different sample data to reduce the computation time. The normalization processing is determined as follows:
where y min and y max is the minimum and maximum value of training sample, respectively. Subsequently, the traffic flow and average speed were calculated in the next moment by membership function. And the rank of traffic jam rank was further predicted in the experiment.
B. RESULTS AND DISCUSSIONS
As illustrated in above Parts, the clustering result is plotted in Fig. 6 . As can be clearly seen from Fig. 6 , the speed is higher, the corresponding traffic flow is less, otherwise, the speed is lower, and the traffic is relatively large. In general, the traffic flow has a negative correlation with the speed. In addition, there are some noises in the clustering result. According to the analysis, it is mainly caused by some special circumstances, e.g., weather conditions, work cycle and human factors, etc. Figure 7 clearly presents the prediction of traffic flow and speed and the true value via each interval five minutes. As can be clearly seen from Fig. 7 , the prediction value is basically consistent with the true value in traffic flow and speed. To some extent, it achieves a good result in the prediction of traffic flow and speed.
In addition, to exact and test directly the prediction result of traffic jam, the three indexes are introduced and used to evaluate the prediction result, such as mean absolute percent error (MAPE), mean square error (MSE) and R-Squared (R 2 ). And the comparison of three indexes is shown in Table 3 .
As can be observed from The comparison of traffic jam between the true ranks of the prediction rank is shown in Fig. 8 .
As can be seen from Fig. 8 , the rank change of traffic jam is basically consistent with the actual situations. In general, the rank of traffic jam rises sharply during the early peak traffic, and even roadblocks conditions. The rank of traffic jam significantly eases with the early peak traffic passes. Meanwhile, there is another high rank of traffic jam in evening peak traffic, and only less than that of the early peak traffic.
VI. CONCLUSION AND FUTURE WORK
Data computation and traffic are the difficulty task of remote sensing data in the intelligent transportation, and the efficient division is the key step of data management and analysis computation. In this paper, we investigated the processing method based on KNN sampling with non-evenly division. The results showed that the proposed method in this paper can accurately record the correspondence relations between samples and unsampled data by KNN sampling with nonevenly division, reduces significantly the data traffic and improves the computation efficiency to some extent.
The main contributions and conclusions of this study are as follows:
(1) We discuss the relationship between samples and unsampled data in the massive remote sensing data. Via preprocessing of the sorting of the original dataset, it achieves the division of data and combination by the local non-sampling mapping and density sorting and reduces the data traffic and computational complexity and promotes the prediction efficiency of true traffic jam.
(2) We explore the relationship between parameters and clustering performance. In this study, we compare and analyze the relationship between parameters and performance in terms of algorithm efficiency and accuracy, parameter and sampling efficiency, data traffic and memory utilization. Especially the highlights are given to the relationship between consuming time and K value, number of data fragment and size of dataset. It has a good reference and expansibility in the following study of intelligent transportation.
(3) We test the true prediction of traffic jam in this study. By taking the traffic data of the MS ID 1221173 highway in PeMS database as the data source, we use the proposed method to process and predict the rank of traffic jam by traffic flow and speed and further evaluate the performance of and accuracy of traffic jam prediction.
This study illustrate that the proposed processed method based on KNN sampling with non-evenly division can greatly reduce the data traffic by the KNN sampling with nonevenly division and improves the sampling and clustering efficiency of remote sensing data and traffic jam prediction, and has been characterized by high memory utilization and good robustness. However, the calculation and selection of K value and fragment number in this study have some obvious problems in the proposed method, and it will be our focus in the following-up study. MING-SHU LAI is currently pursuing the degree in network engineering from the College of Computer Science and Technology, Southwest Minzu University, where she joined, in 2016. Her research interests include network security and network engineering. Her experience is mainly focused in penetration testing, including the various security vulnerabilities of website, and so on. VOLUME 7, 2019 
