ABSTRACT. A category cotripleable over Sets may be a topos, or may fail to be a topos in at least two distinct ways. One class of examples involves the category of M-sets and "strong" homomorphisms.
EXAMPLES. Simple examples of cotripleable toposes include the category of Msets and ordinary homomorphisms for any monoid M, the example at the top of p. 333 of [4] , and the category of multigraphs (with loops) described in Theorem 1 of [3] . Others include:
1. The category of Z2-sets which are also multigraphs, under the compatibility conditions that edges can only connect points interchanged by the Z<i action.
2. The category of directed multigraphs, with homomorphisms that preserve both incidence and the orientation of the edges. As in all such examples, the underlying set includes both the vertices and the edges.
3. The generalization of multigraphs to higher dimensions. In two dimensions, any two coterminous edges (possibly identical) may be joined by one or more 2-cells, and homomorphisms preserve dimension and incidence. Here, G(2) has two vertices, six edges, and eighteen 2-cells; T has one element of each dimension and can be seen embedded in the left-hand side of fi, which looks like Figure 1 . All this works similarly for the r-dimensional analogue, in which G(n) has n + n(n+ (!J)) + n(n + (I))2 +-h n(n + (^))r elements.
4. The category of r-colored multigraphs, where the vertices are colored in r colors and any two vertices joined by an edge must be colored differently. For r = 2 one has the category of bipartite multigraphs. The homomorphisms are to preserve both incidence and color. For example, if r = 3, G(2) has six vertices, two of each color, and 24 edges; T is a triangle, and can be seen in the left-hand side of fi, which looks like Figure 2 . In general G(n) has rn + fyn3 elements.
Counterexamples.
1. An example which violates condition (2) of the introduction alone is given by the category of multigraphs without loops described on p. 33 of [3] . For example, there is a homomorphism 
When is S (M) cotripleable?
The first answer we can give to this question is, "not always." Let N be the additive monoid of the nonnegative integers, so an N-set is just a set A with a map /: A -> A. Then we have:
LEMMA. S{N) is not cotripleable.
PROOF. We show that the terminal object T does not exist. Supposing it does, let S be the set of all the connected components of T which end in a single fixed point. One can now joint all of the components in S to a new common fixed point, redefining / so as to take the previous fixed points to the new one. As the components were nonisomorphic and strongly irreducible, so must the new structure be irreducible. One can then repeat the entire process, but with an arbitrary subset of 8 in place of S. This yields a collection of |P(fl)| nonisomorphic irreducible components, a contradiction. □ Note that this result implies that S(N) has arbitrarily large irreducible objects (having no proper strong homomorphic images), a fact we shall use shortly.
We will call a monoid M left ordered if its principal left ideals are totally ordered by inclusion. That is, M is left ordered iff, for any x, y in M, there is z in M such that either x -zy or y = zx. In terms of the multiplication table of M, this means that either x occurs in the y column or y occurs in the x column, so the condition is easily checked for small M. Then we have the following result; the preceding lemma shows that it cannot be extended without alteration to infinite monoids.
THEOREM. For a finite monoid M, the following conditions are equivalent:
1. S(M) is cotripleable; 2. S(M) has a terminal object; 3. M is left ordered.
PROOF. 1 =► 2: Trivial, since T = G(l). Oe-CP^-CX-O corresponds an M-set containing the configuration:
Such M-sets can be obtained from a disjoint union of copies of M by way of an appropriate congruence relation; the conditions on x and y guarantee that no undesirable identifications will be made by this congruence. One sees inductively that these M-sets are irreducible, so S(M) has no terminal object.
etc. Figure 3 3 =>■ 1: We describe the construction of a cosolution set for each set A. Suppose B is an M-set, with a set map B-»j4.
Without loss of generality, we may suppose B is connected. Since M is left ordered, its .¿-classes [2, p. 47] are also ordered by the size of the left ideals they generate. Say these classes are Lq, L\, ..., Ln, where LiM C LjM for i < j. Since M is left ordered, it also follows that M is transitive on J3n = LqB (so |ßo| < |M|) and on each component of B\ -L^B-Bq. Considering first those components into which M sends no other points of B, we identify any two which map into A the same way. Next one moves back to £?2 = L2B -L1B, and again considers only components of Bi isolated from higher levels. Those which L\ sends into So are treated as above. But if Li sends any component of B2 into a component of B\, we can only identify if both components (say K and L\K) map into A the same way as do the other two (say K' and L\K'). In this way one works successively up one level higher and then back down, until Bn is treated and the process stops. The cardinality of the resulting structure depends only on M and A. D REMARKS. 1. The last part of the proof also applies to infinite monoids that have only a finite number of .¿-classes, but then G(A) need no longer be finite for finite A.
2. The pattern of the "balayage" process described in the last part of the proof is best followed by working out an example or two. Consider for instance the construction of the maximal component of T in the case where M is a total order under the multiplication xy -x A y (see Figure 3) .
3. The structures that appear as G(A) are in general neither small nor simple; for example, when M is a five-element total order, T has about 4 x 10627 elements.
