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Abstract: The present study relates a four-stage information-processing model of inductive reasoning to four brain 
regions. We assume that there is a fusiform gyrus region-of-interest (ROI) where a stimulus is visually recognized, a 
DLPFC ROI where an underlying rule is identified, a caudate ROI where a rule is applied, and a motor ROI where hand 
movements are programmed during inductive reasoning process. Then, an fMRI experiment was performed to articulate 
the roles of these four regions. The present study is a 2 (task: rule induction vs. rule application) 2 (period length: 
simple vs. complex) 2 (priming effect: prime vs. target) design. As predicted, both the fusiform gyrus ROI and the 
motor ROI showed no effects of task, period length, and priming effect, and respectively reflected encoding of stimuli and 
button-pressing response. The DLPFC ROI responded to task and period length, and was confirmed to play a crucial 
role in rule identification. The caudate showed no effect of task and responded to period length and priming effect, and 
was verified to be responsible for rule application. The exploratory analysis also demonstrated our assumptions. Thus, 
the main stream of information-processing in inductive reasoning process can be described by using the four ROIs.  
Keywords: Dorsolateral Prefrontal Cortex (DLPFC), Functional MRI, Inductive Reasoning, Number Series 
Completion.
INTRODUCTION 
Inductive reasoning, defined as the process of 
inferring a general rule from specific instances, 
underlies many cognitive activities including concept 
formation, problem solving, learning, scientific 
discovery [1]. Considered to be at the core of human 
intelligence [2], inductive reasoning is used not only to 
acquire new knowledge but also to make the acquired 
knowledge more readily applicable in new contexts [3]. 
Although this topic has been extensively studied in 
logic and psychology [4-5], its neural mechanism is 
less investigated and understood [6-9]. 
NUMBER SERIES COMPLETION: A TYPICAL 
INDUCTIVE REASONING TASK 
Number series completion is a typical inductive 
reasoning task. For example, given a number series {2, 
4, 6, 8, 10}, a general rule (X (i+1) = X (i) + 2) which 
defines the relations among the constituent elements 
has to be identified and subsequently applied to 
continue the series. As it is better to balance the 
background knowledge across participants, the number 
series completion task has been widely used in 
psychological studies. For example, Wason et al. 
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(1968) design “2-4-6” tasks to study the testing of 
hypotheses [10]. Simon and his colleagues [11-13] 
have used number series completion tasks (or similar 
tasks, such as alphabet series completion tasks and 
function-finding tasks) in their studies of scientific 
discovery and problem solving.  
Studies indicate that four basic cognitive 
components are involved in solving number series 
completion problems [14-16]. The first component is 
the encoding of number series. The second 
component, identification, contains three sub-
components: (i) Relations detection, requires scan of 
the series and generation of a hypothesis about the 
relation among adjacent elements. Relations between 
elements are determined by the type of arithmetic 
operation (e.g., addition/subtraction, multiplication/- 
division, etc.) and the magnitude of the operation 
involved. (ii) Discovery of periodicity, involves detection 
of period boundary and structure. Simple series have a 
period length of 1 (such as {1, 3, 5, 7, 9}, period 
length=1, rule: +2), while complex series have longer 
period lengths (such as {2, 4, 3, 5, 4}, period length=2, 
rule: +2,-1). (iii) Completion of the pattern description, 
involves identification of the relations between the 
elements composing a cycle, and then formulation a 
rule accounts for the sequence both between and 
within periods. The third component, extrapolation, 
consists of three sub-components: (i) Detection of 
answer position; (ii) Isolation of part of the rule; and (iii) 
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Application of this part of the rule in computing the 
answer. The period length is critical in determining the 
processing requirements to solve a number series. The 
simple task (period length=1) is solved through fewer 
processing stages, and the stages of discovery of 
periodicity, detection of answer position and isolation of 
part of the rule do not apply to the simple task. Finally, 
the fourth component, answer production, is followed.  
In their serial behavioral and neuropsychological 
studies, Delazer and his colleagues have validated the 
steady priming effect on number series completion 
tasks [14, 17-18]. The priming effect means that 
exposure to a piece of information such as a 
word/object/concept (prime) facilitates its subsequent 
processing (target) [19]. The priming effect on number 
series completion tasks opens a new window to 
explore the neural mechanism of human inductive 
reasoning. 
STATE-OF-THE-ART OF THE NEURAL 
CORRELATES OF NUMERICAL INDUCTIVE 
REASONING 
Several brain imaging studies have investigated the 
neural correlates of inductive reasoning by using 
normal subjects [7-8, 20-24] and patients [25]. These 
studies concern the neural correlates of priming effect 
[24], or the cognitive components of simple number 
series completion tasks [21], or the strategy effects 
[20], and or complexity effect [22-23], among which the 
important role of the (dorsal/lateral) prefrontal cortex 
(PFC) in inductive reasoning during rule identification 
was mainly discussed. In the present study, we 
assume that there is induction-based network 
responsible for inductive reasoning including a fusiform 
gyrus region-of-interest (ROI) where a stimulus is 
visually recognized, a DLPFC ROI where an underlying 
rule is identified, a caudate ROI where a rule is applied, 
and a motor ROI where hand movements are 
programmed. However, the relationship of this 
inductive reasoning-based network to an information-
processing model remains unclear. 
THE FOUR-STAGE INFORMATION-PROCESSING 
MODEL OF INDUCTIVE REASONING PROCESS 
Inductive reasoning process can be partitioned into 
four stages: encoding, rule identification, rule 
application, and response. We called it the four-stage 
information-processing model of inductive reasoning 
process as shown in Figure 1. When we encounter 
some instances in the real world, we will firstly encode 
them, and then try to identify the underlying common 
rule, and then validate the rule by applying them to the 
new instance, finally the answer can be produced. It is 
noted that the four-stage model is always not 
sequential but a dynamic and cyclic hypothesis 
formation and validation process, in which the identified 
regulation will be revised when the negative instance is 
met. As abovementioned, the cognitive components of 
the number series completion task have shown an 
example of this model.  
 
Figure 1: The four-stage information-processing model of 
inductive reasoning process. 
The four-stage information-processing model is 
consistent with the other cognitive models of human 
inductive reasoning, including Sternberg’s cognitive 
components approach [26-27] and Klauer's training 
model of inductive reasoning [28-29]. Both Sternberg’s 
and Klauer’s model suggest that the identical four 
cognitive components are common for various 
inductive reasoning tasks including numerical, verbal, 
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and figural tasks, although their model is constructed 
for different goals. Additionally, ACT-R (Adaptive 
control of Thought - Rational) [30-32], a unified 
information-processing theory for simulating and 
understanding human cognition, can also be used to 
characterize inductive reasoning process. There are a 
set of modules involved in ACT-R, including identifying 
objects in the visual field, retrieving information from 
declarative memory, keeping track of current goals and 
intentions, controlling the hands and reporting vocally. 
Thus, the four-stage information-processing model is 
also congruent with the ACT-R model. However, the 
four-stage information-processing model just 
characterizes the inductive reasoning process 
psychologically. In this article, we will further relate 
each process of the four-stage model to corresponding 
brain areas based on fMRI data.  
THE CURRENT STUDY 
The present study primarily aimed to test the 
associations of these four brain regions to specific 
information-processing components. Our hypotheses 
relate these four brain areas to the four-stage 
information-processing model of inductive reasoning 
process: the fusiform gyrus ROI may visually encode 
elements from the screen; the DLPFC ROI may play a 
critical role in rule identification; the caudate ROI may 
be responsible for rule application; and the motor ROI 
may program hand movements to respond. The 
second focus of present study was to assess the 
degree to which the recruitment of these four brain 
areas was left lateralized, especially for the DLPFC 
ROI. Previous studies of inductive reasoning which 
reported the left lateralization of the DLPFC adopted 
sentential tasks [6]. This research would use the 
numerical task, i.e., number series completion, which 
might not have the same degree of the left 
lateralization. We would examine each pair of 
symmetrical ROIs distributed bilaterally.  
Except the rest task, the fundamental design of the 
experiment was a 2  2  2 design with task (rule 
induction vs. rule application), period length (simple vs. 
complex), and priming effect (prime vs. target). We 
have the following predictions:  
1. The visual ROI would show no effect of 
lateralization, task, period length and priming effect.  
2. The DLPFC ROI would be left lateralized, and 
show a stronger effect of task and period length.  
3. The caudate ROI would show no effect of 
lateralization, and show an effect of period length and 
priming effect. The caudate ROI would show no effect 
of task.  
4. The motor ROI would show no effect of 
lateralization, task, period length and priming effect.  
MATERIALS AND METHODS 
Subjects 
13 paid healthy students (7 male and 6 female, 
aged 24.6±2.2, right-handed, normal or corrected-to-
normal vision) participated in the experiment. Written 
informed consent was obtained from each participant 
and this study was approved by the Ethics committee 
of Xuanwu Hospital, Capital Medical University.  
Tasks 
The experiment adopted a 2 2  2 design as 
shown in Table 1. Additionally, the rest task (i.e., {0, 0, 
0, 0, 0}) was also designed as the lowest baseline for 
all the other experimental tasks. All numbers including 
answers ranged in 0-99, and only addition and 
subtraction were employed in the present study. Each 
number contained in the target task was different from 
every number in the prime task. The answer of the 
target task was different from that of the prime task. For 
Table 1: Illustration of the Nine Conditions of Experiment, in which the Four Italic Items Represent the Rules for 
Application Task 
 Prime Target 
Simple  4,6,8,10,12  41,43,45,47,49 
Induction 
Complex  14,15,18,19,22  22,23,26,27,30 
Simple (+3) 17,20,23,26,29 (+3)  32,35,38,41,44 
Application 
Complex (-1,+2) 28,27,29,28,30 (-1,+2)  53,52,54,53,55 
Rest 0,0,0,0,0 
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example, the prime and the target had different 
perceptual features (e.g., {31, 33, 35, 37, 39} vs. {12, 
14, 16, 18, 20}), and required different arithmetic 
computations (prime: 39 + 2, target: 20 + 2) and 
different answers (prime: 41, target: 22). Then, totally 
200 tasks (20 tasks for each kind of task, and other 20 
interferential tasks) were designed.  
The period length was used to define simple (L=1, 
e.g., {1,3,5,7,9} with rule: +2) and complex (L=2, e.g., 
{1,3,6,8,11} with rule: +2,+3) number series tasks. For 
simple tasks, the rule magnitudes were set to 3, 4, 6, 7, 
8, 9, 12, and 13 (0, 1, 2, 5, 10, 11, 14, 15, 16, 17, 18, 
and 19 were not used, which was a trade-off between 
the number of tasks and the experimental time). For 
complex tasks (e.g., rule ±a,±b), we had 0 < a < 10 and 
0 < b < 10. 
Stimuli Presentation 
Number series were presented on the computer 
screen in white digits in 36 size font against a black 
background as shown in Figure 2. Stimuli were 
preceded by a cue of task type for 1.5 s, and followed 
by a 0.5 s fixation “+” for attention. Then a number 
series was shown for 13 s. Participants were instructed 
to press button as quickly as possible after attaining the 
value followed, and move to the next trial if the stimuli 
advanced before they could respond. After button-
pressing response, participants should orally report the 
answer within 3 s. Finally a fixation of “+” was 
presented for 6 s as ISI (Inter-Stimulus Interval). The 
subjects were instructed to respond as accurately and 
quickly as possible and to move to the next trial if the 
stimuli advanced before they could respond. 
 
Figure 2: The 24 s structure of an fMRI trial in the present 
study. 
 
The filler between the prime task and the target task 
was 1. Different kinds of tasks or tasks with different 
rules acted as fillers for each other. The cues for task 
types were “Identifying a rule”, “Applying a rule 
(±a,±b)”, and “Rest”, respectively. All tasks were evenly 
and pseudo-randomly distributed in four sessions. 
Button-pressing responses were balanced among 
participants.  
fMRI Data Acquisition 
Scanning was performed on Siemens Magnetom 
Trio Tim 3.0 T system using a standard whole-head 
coil. Functional data were acquired using a gradient 
echo planar pulse sequence (TR = 2 s, TE = 31 ms, 30 
axial slices, 3.753.754.0 mm3 voxels, 0.8 mm inter-
slice gap, 90° flip angle, 6464 matrix size in 240240 
mm
2
 field of view). The imaging sequence was 
optimized for detection of the BOLD effect including 
local shimming and 10 s of scanning prior to data 
collection to allow the MR signal to reach equilibrium. 
To minimize head motion, bi-temporal pressure pads 
were employed. The scanner was synchronized with 
the presentation of every trial. 
Data Processing of fMRI 
fMRI data were analyzed using SPM5 (Wellcome 
Institute of Neurology at University College London, 
UK. http://www.fil.ion. ucl.ac.uk/spm). The first two 
images were discarded to allow for T1 equilibration 
effects. The remaining fMRI images were first corrected 
for within-scan acquisition time differences between 
slices and then realigned to the first volume to correct 
for inter-scan head motion (the head movements were 
< 2 mm and < 2° in all cases). The realigned functional 
volumes were spatially normalized to the Montreal 
Neurological Institute (MNI) space and re-sampled to 3-
mm isotropic voxels. The fMRI data were then 
smoothed with an 8 mm FWHM isotropic Gaussian 
kernel.  
Pre-Defined ROIs  
Based on previous studies four regions-of-interest 
(ROIs) were defined. Each region was 12 mm wide, 12 
mm long, and 12 mm deep (64 voxels per ROI) and 
was centered at the regions identified in [32-33] and 
[21]. To explore the laterality of these effects we also 
looked at pre-defined ROIs in the right hemisphere 
obtained by just switching the sign of the x coordinate. 
Thus, our pre-specified ROIs are (as shown in Figure 
3): 
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Table 2: Areas of Activation. X, Y, and Z are MNI coordinates. For each contrast, the bracket followed showed the 
uncorrected voxel-level intensity threshold of p and the minimum cluster size of contiguous voxels with 
which the activations were reported: i vs rest (p = 0.0001, cluster > 20); i vs a (p = 0.001, cluster > 20); si vs sa 
(p = 0.001, cluster > 20); ci vs ca (p = 0.001, cluster > 20); sip vs sit (p = 0.01, cluster > 20); cip vs cit (p = 0.01, 
cluster > 20); ci vs si (p = 0.005, cluster > 20); ca vs sa (p = 0.005, cluster > 20); i, induction; a, application; si, 
simple induction; sa, simple application; ci, complex induction; ca, complex application 
Location (Brodmann Area) X Y Z T 
Induction vs. Rest 
Left inferior frontal gyrus (BA 9) -42 9 30 17.224 
Left middle frontal gyrus (BA 11) -21 45 -12 5.784 
Left medial frontal gyrus (BA 6) -3 -30 57 6.428 
Right inferior frontal gyrus (BA 47) 27 30 -9 9.089 
Left medial frontal gyrus (BA 32) -9 12 48 8.224 
Right cingulated gyrus (BA 32) 3 15 39 7.393 
Left anterior cingulated (BA 25) -3 21 0 5.718 
Left inferior occipital gyrus (BA 17) -15 -93 -18 9.747 
Left precuneus (BA 31) -27 -78 18 10.556 
Right inferior occipital gyrus (BA 18) 33 -90 -18 12.641 
Right middle occipital gyrus (BA 18) 33 -87 0 9.418 
Right superior occipital gyrus (BA 39) 33 -72 27 7.016 
Left fusiform gyrus (BA 19) -36 -81 -18 9.879 
 -42 -66 -18 9.704 
Left inferior parietal lobule (BA 40) -45 -45 45 7.162 
Right inferior parietal lobule (BA 40) 39 -45 48 5.613 
Left caudate head -9 15 6 7.166 
 -18 27 6 5.591 
Right caudate head 15 18 -3 7.726 
Left insula (BA 13) -30 24 0 6.69 
Right insula (BA 13) 30 27 0 7.689 
Induction vs. Application 
Left orbital gyrus (BA 11) -6 45 -21 4.841 
Right rectal gyrus (BA 11) 6 39 -21 5.515 
Right medial frontal gyrus (BA 11) 6 39 -12 4.966 
Simple Induction vs. Simple Application 
Left medial frontal gyrus (BA 11) -3 42 -15 4.201 
Right medial frontal gyrus (BA 11) 6 36 -18 5.147 
 3 48 -18 4.737 
Complex Induction vs. Complex Application 
Left medial frontal gyrus (BA 10) -9 51 9 6.092 
 -15 39 -12 4.951 
Left medial frontal gyrus (BA 11) -3 51 -18 5.545 
 -3 42 -15 4.262 
Left inferior frontal gyrus (BA 11) -24 36 -18 4.647 
Right middle frontal gyrus (BA 46) 51 24 27 5.655 
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Table 2: Continued. 
Location (Brodmann Area) X Y Z T 
 45 21 21 5.153 
Right inferior frontal gyrus (BA 44) 57 18 15 4.712 
Left middle occipital gyrus (BA 18) -21 -99 0 5.296 
Left cuneus (BA 17) -15 -99 -9 5.152 
Left inferior occipital gyrus (BA 17) -15 -90 -12 4.486 
Simple Induction Prime vs. Simple Induction Target 
Left middle frontal gyrus (BA 11) -39 51 -9 2.702 
Left middle frontal gyrus (BA 46) -54 27 27 2.506 
 -54 33 18 2.225 
Right middle frontal gyrus (BA 46) 51 27 27 2.746 
Left inferior frontal gyrus (BA 44) -51 15 21 2.103 
Right angular gyrus (BA 39) 51 -72 27 3.591 
 60 -60 24 2.236 
Left inferior parietal lobule (BA 40) -51 -48 51 3.003 
Complex Induction Prime vs. Complex Induction Target 
Right medial frontal gyrus (BA 9) 12 45 27 2.706 
Right superior frontal gyrus (BA 8) 15 48 42 2.682 
Complex Induction vs. Simple Induction 
Right middle frontal gyrus (BA 46) 57 24 30 5.35 
Right inferior frontal gyrus (BA 44) 54 15 12 4.227 
Right middle frontal gyrus (BA 9) 51 18 39 4.215 
Right middle frontal gyrus (BA 10) 39 60 -9 5.012 
Left inferior parietal lobule (BA 40) -45 -45 57 3.968 
 -45 -45 48 3.321 
Left postcentral gyrus (BA 40) -45 -36 51 3.611 
Right inferior parietal lobule (BA 40) 39 -54 48 5.461 
 42 -45 42 4.837 
Right superior parietal lobule (BA 7) 33 -63 45 3.245 
Right precuneus (BA 7) 12 -72 42 4.824 
Right thalamus 21 -27 0 4.845 
 12 -18 9 3.405 
Right putamen 27 -21 3 3.198 
Left lingual gyrus (BA 17) -12 -96 -9 5.061 
Complex Application vs. Simple Application 
Left superior parietal lobule (BA 7) -21 -63 60 4.126 
Left precuneus (BA 7) -9 -63 57 3.916 
 -18 -63 45 2.924 
Right superior parietal lobule (BA 7) 27 -72 51 4.13 
 
1. Fusiform Gyrus: centered at (Talairach 
coordinates: x = 42, y = -60, z = -8). This area 
includes parts of Brodmann Area 37. 
2. Dorsolateral Prefrontal Cortex (DLPFC): centered 
at (Talairach coordinates: x = 48, y = 33, z = 18). 
This area locates in Brodmann Area 46. 
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 3. Caudate: centered at (Talairach coordinates: x = 
15, y = 9, z = 2). This area locates at the head of the 
caudate nucleus, part of the basal ganglia. 
4. Motor: centered at (Talairach coordinates: x = 
37, y = -25, z = 47). This area covers Brodmann 
Area 3 and 4 at the central sulcus. 
The first ROI of the fusiform gyrus locates at the 
ventral pathway of visual processing. This region may 
play a critical role in perceptual recognition. The 
second ROI of DLPFC may be central to inductive 
reasoning and reflect relation integration. The third ROI 
locates at the head of the caudate may be associated 
with action selection (where "action" extends to 
cognitive as well as physical actions) and represent the 
firing of productions that unpack the logic involved in 
solving the number series completion task. The fourth 
ROI includes parts of both the motor and the sensory 
cortex may be responsible for programming and 
execution of hand movements.  
Additionally, we also perform exploratory analysis. 
The hemodynamic response to the presentation of the 
number series was modeled with the canonical 
hemodynamic response function and its time derivative 
employed in SPM5. No scaling was implemented for 
global effects. The resulting time series across each 
voxel were high-pass filtered with a cut-off of 128 s to 
remove section-specific low frequency drifts in the 
BOLD signal. An auto-regression AR (1) was used to 
exclude the variance explained by the previous scan. 
The contrast images for each subject were then used in 
a random effects analysis to determine what regions 
were the most consistently activated across subjects 
using a one-sample t test. The activations reported 
survived an uncorrected voxel-level intensity threshold 
of p < 0.005 with a minimum cluster size of 10 
contiguous voxels. 
RESULTS 
Behavioral Performance 
Figure 4 shows the behavioral data during fMRI 
experiment. A three-factor ANOVA (task: rule induction 
vs. rule application; period length: simple vs. complex; 
priming effect: prime vs. target) was used in the 
statistical analysis of the reaction time and percent of 
correctness. Failure to answer a prime determined the 
elimination of the corresponding target and vice-versa. 
For the reaction time, the main effect of task [F (1, 12) 
= 481.228, p < 0.005] and period length [F (1, 12) = 
21.858, p < 0.005] were significant while the other 
effects were not significant. For accuracy, the main 
effect of task [F (1, 12) = 51.858, p < 0.005] was 
significant and the other effects were not significant. 
Rest was evidently different from the other tasks both 
for the reaction time and correctness. All participants 
gained high scores and then there existed a ceiling 
effect. Thus, correctness was not considered. The 
results of the reaction time were congruent with 
expectations. The longer reaction time of rule induction 
than rule application can be explained by the 
component of rule identification existed in rule induction 
while not in rule application. The similar reason can be 
applied to the main effect of period length. We do not 
 
Figure 3: An illustration of the locations of the four brain regions associated with the four-stage information-processing model. 
The Talairach coordinates are for the left side. All of these regions are cubes about 4 voxels long, 4 voxels wide, and 4 voxels 
high.  
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find the significant priming effect from the reaction time, 
different from the studies of [17-18].  
The Fusiform Gyrus Region 
Figure 5 reports the effects of task, period length, 
and priming effect on the BOLD response both in the 
left and right fusiform gyrus regions. These curves take 
as baseline the average of Scans 1 and 2 (before the 
response begins to rise) and Scan 11 and 12 (by which 
time it has returned to baseline). Each point is defined 
as the percent rise above this baseline. We performed 
an analysis based on the maximum value of the peak 
during Scans 3-10 rose above the baseline. There was 
no difference between the left and the right 
hemisphere. There were also no effects of task, period 
length, and priming effect. These facts confirm the 
predictions about this region. The BOLD response in 
this region seems to reflect visual encoding of number 
series presented, which is consistent with [34].  
The DLPFC Region 
Figure 6 shows the results for the DLPFC region. It 
is observed that there has a strongly left lateralization 
for the DLPFC ROI. The intensity of BOLD response in 
the right DLPFC is about half of that in the left DLPFC. 
This effect is consistent with previous studies [6,8,35-
37]. There is a tendency of priming effect for rule 
induction not for rule application 
We have predicted that there would have a stronger 
effect of task and period length. Statistical analysis 
demonstrates that the main effects of task [F (1, 12) = 
13.671; p < 0.005] and period length [F (1, 12) = 
29.259; p < 0.005] were significant. The left DLPFC is 
thought to play a central role in rule identification, which 
is included in induction while not in application. [32] 
relate a lateral inferior prefrontal region (Talairach 
coordinates x 40, y = 21, z = 21; parts of BA 45 and 
46 around inferior frontal sulcus) to controlled retrieval 
from declarative memory. In fact, the core of rule 
identification stage is comparison [28-29], while the 
retrieval of arithmetic knowledge may be concomitant. 
The retrieval load for simple induction tasks (e.g., 
identifying a rule: {12, 16, 20, 24, 28}) and complex 
induction tasks (e.g., identifying a rule: {13, 11, 17, 15, 
21}) is identical. Thus, if this area is related to 
 
Figure 4: Behavioral data during fMRI experiment, including reaction time (A, C) and accuracy (B, D). ip = induction prime; it = 
induction target; ap = application prime; at = application target; si = simple induction; ci = complex induction; sa = simple 
application; ca = complex application; i = induction; a = application; rest = rest. 
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controlled retrieval, there should be no main effects of 
period length for the induction task. The stronger effect 
of period length can be explained by the greater 
demand for comparison in complex induction tasks 
than simple induction tasks. We also find the evident 
interaction effect between task and period length [F (1, 
12) = 6.700; p < 0.05]. Pair-wise comparison showed 
that the effect of period length for the induction task 
(complex induction vs. simple induction, for short, ci vs. 
si) was more significant that of the application task 
(complex application vs. simple application, for short, 
ca vs. sa), which may further suggest the recruitment of 
the left DLPFC in inductive reasoning.  
 
Figure 5: The BOLD responses for the left fusiform gyrus (A,C,E) and right fusiform gyrus (B,D,F). This figure represents the 
effect between task and period length; C and D represent the effect between task and priming effect; E and F represent the 
effect of task. 
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The Caudate Region 
Figure 7 displays the average response of the 
caudate region. The postulations for the caudate 
nucleus reflect rule application, consistent with ACT-R 
in which this area is considered to reflect procedural 
activities. There is no significantly difference between 
the left and right caudate, which may indicate that 
bilateral caudate are both involved in using the rule to 
attain an answer. There is also no difference among 
rest, induction and application, while we observe that 
the rest task rise to peak firstly, and then the 
application task, and finally the induction task. The fact 
that three kinds of tasks have the identical signal 
 
Figure 6: The BOLD responses for the left DLPFC (A,C,E) and right DLPFC (B,D,F). A and B represent the effect between task 
and period length; C and D represent the effect between task and priming effect; E and F represent the effect of task. 
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intensity of BOLD response can be explained by our 
experimental tasks. The performances of induction, 
application and rest tasks all contain a kind of “if-then” 
production rule as instructed. However, the rest task 
has the lowest task load and can be responded 
immediately, and the application task can be executed 
based on given rule, while the induction task should be 
first inferred of its underlying rule and then the rule can 
be used. These facts may cause the different latency of 
the BOLD responses to rise to their peak for the rest, 
application and induction task.  
Statistical analysis showed the effect of period 
length [F (1, 12) = 5.290; p < 0.05] and priming effect [F 
(1, 12) = 13.744; p < 0.05] for the left caudate and the 
effect of priming effect [F (1, 12) = 4.217; p = 0.062] for 
the right caudate. The effect of period length in this 
study may be due to the reason that the activity of the 
 
Figure 7: The BOLD responses for the left caudate (A,C,E) and right caudate (B,D,F). A and B represent the effect between 
task and period length; C and D represent the effect between task and priming effect; E and F represent the effect of task. 
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caudate is associated with the amount of information 
productions are relying [38]. The experimental design 
in this study allowed us to exclude the facilitation of 
perceptual processes, arithmetic fact retrieval, and 
verbal output as sources of potential facilitation in 
answering targets. Thus, the fact that the prime task 
has the same rule with the corresponding target task 
can account for the lower BOLD response in the target 
task than the prime task.  
The Motor Region 
Figure 8 gives the average response of the left and 
right motor regions. This area showed no effect of 
 
Figure 8: The BOLD responses for the left motor region (A,C,E) and right motor region (B,D,F). These two figures represent the 
effect between task and period length; C and D represent the effect between task and priming effect; E and F represent the 
effect of task. 
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lateralization, task, period length and priming effect. 
For each kind of task, participants should press button 
to respond, and button-pressing responses were 
balanced between participants. What is surprise to us 
is the significant BOLD response of the rest task, and a 
slight higher for the application task, as compared to 
the induction task. In combination with participants’ 
reports after scanning, we inferred that these facts may 
have relation to different mental sets when facing 
experimental tasks with different (cognitive) difficulties. 
Many participants reported that they always had a 
sense of “relaxation” when meeting relatively easy 
tasks, and often overexert themselves when pressing 
the button. However, we have been performing the 
corresponding experiment to further observe this area.  
Exploratory Imaging Analysis 
Exploratory analysis as shown in Figure S1 was 
conducted to examine whether our confirmatory 
analysis missed any important brain regions. Table 2 
summarizes the regions shown to have significant 
effects. Examining the comparison of induction vs. rest 
(i vs. rest) revealed that induction was associated with 
activation in the left DLPFC (BA 9), left anterior 
prefrontal cortex (BA 11), left medial frontal gyrus (BA 
6), right inferior frontal gyrus (BA 47), bilateral cingulate 
gyrus (BA 32, 25), bilateral occipital gyrus (BA 17, 18), 
left fusiform gyrus (BA 19), bilateral inferior parietal 
lobule (BA 40), bilateral caudate head, and bilateral 
insula (BA 13). Induction vs. application (i vs. a) mainly 
activated bilateral anterior prefrontal cortex (BA 11). 
The comparison of simple induction vs. simple 
application (si vs. sa) mainly indicated the activation of 
bilateral anterior prefrontal gyrus (BA 11). The 
comparison of complex induction vs. complex 
application (ci vs. ca) activated left anterior prefrontal 
gyrus (BA 10, 11), right middle frontal gyrus (BA 46), 
right inferior frontal gyrus (BA 44), left occipital cortex 
(BA 17, 18). Compared with simple tasks, complex task 
also recruited right prefrontal grus and left occipital 
cortex.  
The comparison of simple induction prime vs. 
simple induction target (sip vs. sit) showed the 
activation in left anterior prefrontal cortex (BA 11), 
bilateral DLPFC (BA 46), left inferior frontal gyrus (BA 
44), right angular gyrus (BA 39) and left inferior parietal 
lobule (BA 40). The comparison of complex induction 
prime vs. complex induction target (cip vs. cit) activated 
right prefrontal gyrus (BA 8, 9). Compared with 
facilitation in simple induction task, complex induction 
task activated more areas in right prefrontal gyrus.  
The comparison of complex induction vs. simple 
induction (ci vs. si) recruited the regions including right 
DLPFC (BA 9, 46), right inferior frontal gyrus (BA 44), 
right anterior prefrontal cortex (BA 10), bilateral inferior 
parietal lobule (BA 40), right superior parietal lobule 
(BA 7), right thalamus, right putamen, and left lingual 
gyrus (BA 17). While the comparison of complex 
application vs. simple application (ca vs. sa) mainly 
activated the areas in bilateral superior parietal lobule 
(BA 7).  
These facts have demonstrated our predictions of 
the four ROIs (fusiform gyrus, DLPFC, caudate; while 
motor area is subtracted). Besides the predefined 
regions, the exploratory analysis also found some other 
areas for induction. These are bilateral anterior 
cingulate gyrus (ACC), bilateral anterior prefrontal 
cortex (APFC), bilateral occipital gyrus, bilateral inferior 
parietal lobule (IPL), bilateral insula. ACC has been 
related to cognitive control [39-40], and this area has 
been included in some information-processing models 
such as ACT-R [32]. The bilateral occipital gyrus may 
be activated during the encoding period and 
presumably reflects visual examination of the stimulus 
trying to solve the problem [34]. The bilateral IPL in this 
study may be linked to number processing including 
calculation and comparison, as has been widely 
studied [41-42]. The insula in this study may participate 
in processes relevant to working memory, which is 
consistent with the inference that the insula is sensitive 
to working memory load [43-44]. Bilateral APFC in this 
study (as shown in Figure S2) has also been reported 
to be associated with evaluation of self-generated 
information [35,45] and rule induction [46]. For the left 
APFC in this study, statistical analysis showed that the 
main effect of task [F (1, 12) = 21.581; p < 0.01] was 
significant, and the interaction effect between task and 
period length [F (1, 12) = 8.798; p < 0.05] was also 
significant. Pair-wise comparison showed that the 
effect of period length was only applied to the induction 
task. For the right APFC, all the effects were not 
significant. Thus, these evidences may imply the role of 
the left APFC in inductive reasoning. 
Based on components analysis, a region would be 
more responsible for rule identification if it survives in ci 
vs. si than ca vs. sa, and a region would be more 
responsible for rule application if it survives in ca vs. sa 
than ci vs. si. Thus, directly comparing ci vs. si with ca 
vs. sa would be helpful to identify the different roles of 
different regions. Compared with ca vs. sa, ci vs. si 
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mainly activated DLPFC, APFC, and IPL. DLPFC 
region has been examined in ROI analysis, and APFC 
has been reported in previous sections. The BOLD 
response of the IPL region is shown in Figure S3 (A, 
B). Statistical analysis showed that the main effect of 
period length for the left IPL (F (1, 12) = 11.058, p < 
0.01) was significant, while the interaction effect of task 
and period length was significant for both the left IPL (F 
(1, 12) = 11.077, p < 0.01) and the right IPL (F (1, 12) = 
9.597, p < 0.01). Pair-wise comparison showed that the 
effect of period length for the induction task was much 
stronger than the application task for both the left and 
right IPL. This suggests the recruitment of the IPL in 
rule identification. While ca vs. sa, as contrast to ci vs. 
si, mainly activated superior parietal lobule (SPL). The 
BOLD response of the SPL region is shown in Figure 
S3 (C, D). Statistical analysis showed that the main 
effect of period length was significant for both the left 
SPL (F (1, 12) = 9.750, p < 0.01) and the right SPL (F 
(1, 12) = 9.505, p < 0.01), while the interaction effect of 
task and period length was neither significant. We 
observed that the BOLD signal of the application task 
was comparable with that of the induction task, and the 
effect of period length was also similar for the both 
tasks. This implies the more important role of the SPL 
in rule application.  
Together, the exploratory analysis has validated our 
hypothesis of the functional roles of the four ROIs. The 
exploratory analysis also suggests that rule 
identification is also associated with the left APFC and 
the bilateral IPL except the left DLPFC, and rule 
application is related to the bilateral SPL except the 
caudate region. However, the goal of this article is try 
to grasp the main stream of information-processing 
during inductive reasoning process and would not tend 
to construct a unified model including all related 
regions, thus, only the four regions were concerned in 
this article and the other areas would be discussed in 
future.  
DISCUSSION 
The basic logic in this research is that we can map 
various components of an information-processing 
model of inductive reasoning onto various brain 
regions. According to different functional role of each 
component, we can postulate their effects of factors in 
experimental design, thus, we can verify the hypothesis 
by checking the BOLD response in each region. The 
basic assumption is that the BOLD response in a 
particular area reflects only a single postulated 
cognitive function. As a general assertion this seems 
an improbable assumption, but it might be true in 
specific tasks [31,47]. The main goal of this article is to 
grasp the main stream of information-processing in 
inductive reasoning process, thus, it is proper to hold 
this assumption. The stronger BOLD responses in 
these ROIs reinforce our beliefs on this. For example, 
The DLPFC ROI has the maximum BOLD response 
among all of ROIs and other regions found in the 
exploratory analysis.  
As an empirical summary, this research is largely 
consistent with existing associations, in the literature, of 
the fusiform gyrus with visual encoding, the DLPFC 
with rule identification, the caudate with rule 
application, and the region of the motor with manual 
button-pressing. Each of these associations deserves a 
little comment. First, the fusiform gyrus region locates 
in the ventral stream of the visual pathway, and 
associates with object recognition. This article links this 
area to visual encoding of stimuli is also consistent with 
[34,48].  
Second, our DLPFC focus was found in the left BA 
46, which was inferred to be crucial to rule 
identification. As has been expected, the priming effect 
in this region does not reach a significant level. Many 
literatures have suggested the dual-processing 
mechanism of reasoning [49], i.e., controlled 
processing and automatic processing. As we know, the 
priming effect is induced by the automatic processing. 
We argued that the left DLPFC identified in this study 
may contribute to both controlled and automatic 
operations. Additionally, we note that there are other 
regions which may also participate in rule identification, 
such as APFC and insula found in the exploratory 
analysis, although the left DLPFC may play a central 
role.  
Third, we should comment on the association of rule 
application component with the activation of caudate. 
The BOLD response in the caudate ROI and 
exploratory analysis both verified our inference. This is 
also congruent with the involvement of the caudate in 
conditional association learning [50], rule-based 
category learning [51], and rule switching[52]. At last, 
the manual response has been linked to the activity of 
the region which includes parts of both the motor and 
the sensory cortex, along the central sulcus. This has 
been detailed discussed in previous studies [34]. 
CONCLUSION 
To our knowledge, this is the first time to relate the 
information-processing model of inductive reasoning 
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process to its neural substrates, which is helpful for us 
to in-depth understand the information-processing 
mechanism of inductive reasoning process in human 
brain. The current study links each module to the 
corresponding region, and verifies these associations 
by using fMRI data. It is noted that the associations 
between the four-stage information-processing model 
of inductive reasoning process and the four ROIs 
should be judged not as absolutely correct or wrong but 
rather as more or less fruitful, although one needs to 
remain mindful of the potential insufficiencies.  
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