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Abstract
This thesis deals with the adaptation of the forward link of DVB-S2/RCS systems to mobile 
satellite systems providing services to nomadic vehicular satellite receiving terminals such as fast 
trains and maritime vessels. The work undertaken focuses on the adaptation of ACM and SNR 
estimation to mobile satellite environments.
Error-based SNR estimation is revisited and extended to enable accurate SNR estimation in 
mobile satellite channels. The proposed algorithm employs un-coded DVB-S2 pilot symbols and 
provides improved estimation accuracy and stability in the presence of Rice fading, rain 
attenuation and short term shadowing events from the estimation process. The use of accurate 
Rice factor estimates as input to the SNR estimator is noted as a key requirement and, although 
Rice factor estimation in itself is outside the context of this thesis, references of candidate 
solutions are provided in the penultimate chapter.
Adaptive Threshold Adjustment is employed to mitigate the need for fixed predefined switching 
thresholds in ACM. The proposed ATA algorithm builds on existing approaches and provides 
improved threshold stability, convergence time and overall performance through the use of 
conditional adjustment.
Performance comparisons for both of the above algorithms are provided against algorithms found 
in the literature. The SNR estimator is shown to outperform a moment based estimator by up to 
one order of magnitude in terms of estimation MSB, depending on the Rice factor and average 
signal SNR. The proposed ATA algorithm is shown to improve throughput as compared to 
continuous threshold adjustment by up to 1.8% in static fading conditions depending on the 
average received Es/N0. In the presence of rain attenuation this throughput improvement rises to a 
maximum of 2.5% for a specific MCS, and 1.24% on average throughput. Finally, system level 
analyses indicate that the system throughput improvements achieved through the use of ACM in 
mobile satellite environments can be comparable to those already demonstrated in fixed satellite 
environments.
Key words: Adaptive Coding and Modulation, Adaptive Threshold Adjustment, SNR Estimation, 
DVB-S2, Railway Satellite, Maritime Satellite, Vehicular Satellite.
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Chapter 1
1 Introduction
1.1 Evolution of Mobile Satellite Communications
The notion of satellite-enabled communications was first expressed in 1945 by Arthur C. Clarke 
in the British radio magazine “Wireless World”. Despite the lack of the necessary technology at 
the time, Clarke suggested that a radio relay satellite in an equatorial orbit would remain 
stationary over a point on the earth’s surface and enable long-distance radio links [1]. In 1957, the 
first Russian satellite, “Sputnik I”, was launched and demonstrated the validity of Clarke’s claims 
[2]. The first geostationary satellite, “Early Bird” (a.k.a. Intelsat I), was launched by Intelsat 
(International Telecommunications Satellite Organization) in 1965 and began to provide 
telephone services across the Atlantic Ocean [2]. Since those early stages, satellite 
communications have advanced significantly, to form today a pivotal part of global 
communication networks.
In addition to fixed satellite services, mobile satellite services have also been of interest from a 
relatively early stage in the evolution of satellite communication systems, and have existed ever 
since the 80s [3]. One of the main advantages of satellite communication systems over their 
terrestrial counterparts is their ability to provide global coverage, thus enabling communications 
in remote regions were terrestrial infrastructure is underdeveloped or non-existent. The first land 
mobile satellite service to become commercially available in Europe was Eutelsat’s 
EUTELTRACS service. This is a land mobile satellite (LMS) service that allows the transmission 
and reception of short messages by vehicle terminals, via a geostationary (GEO) satellite, 
operating at Ku band [3]. Another service offered by EUTELSAT is EMSAT, which is a voice, 
data and fax service at L-band.
By far the most well-known and widespread mobile satellite services however, are those offered 
by INMARSAT [4] whose various services and terminals for mobile and personal 
communications are widely used today. In 1982 INMARSAT started providing commercial 
service with its INMARSAT-A system, which allowed for voice, data and facsimile 
communications to transportable, portable and maritime terminals. In 1993 INMARSAT-B was 
launched. This was a digital version of the INMARSAT-A voice and data service. Another 
service by INMARSAT, INMARSAT-C, was developed for provision of low rate data and two
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way store-and-forward messaging. Terminals compatible with the INMARSAT-C service were 
vehicular, maritime and transportable briefcase-sized versions. In 1992 the satellite telephony 
became a reality when the INMARSAT-M service was launched. INMARSAT-M supported 
telephony, facsimile and data services at respective rates of 4.8kbps, 2.4kbps and 1.2-2.4kbps. 
Following that, and with the launch of the INMARSAT-3 line of satellites, the MINI-M terminals 
were launched. MINI-M terminals were smaller and more portable than the INMARSAT-M 
versions due to the powerful spot beams of the INMARSAT-3 line of satellites. In addition to the 
land mobile and maritime satellite services, early INMARSAT services also included aeronautical 
satellite services. The MINI-M AERO, the aeronautical equivalent of MINI-M and the AERO-C, 
which are the aeronautical equivalents of the MINI-M and INMARSAT-C services, as well as the 
AERO-H and AERO-I are all such examples. Towards the end of 1999, INMARSAT also 
launched GAN (Global Access Network), which provided ISDN and IP services over satellite to 
portable terminals [3]. BGAN [5], which is an improved version of GAN, is one of Inmarsat’s 
systems that is of particular interest due to its multimedia nature. In particular, BGAN supports 
applications such as packet switched data at 492kbps, streaming IP at 32 to 256kbps and circuit 
switched ISDN. Based on BGAN, Inmarsat has also launched two new services. These are the 
SwiftBroadband and FleetBroadband services that provide broadband connectivity to aircraft and 
maritime vessels respectively. Other services currently offered by Inmarsat are the Swift 64 
service for aircraft and the Fleet 77/55/33 services for maritime vessels. These services offer 
applications such as voice, email, data, internet, intranet, videoconferencing among others. 
Finally, at the time of print Inmarsat is preparing for the launch of its next generation of 
spacecraft, the 1-5, which will enable the roll out of the Inmarsat Global Xpress service. Global 
Xpress services are planned to be launched in 2013 with full service coverage by 2014 and will 
offer up to 50Mbps and 5Mbps in the forward and return directions respectively to compact user 
terminals, at Ka band.
Apart from INMARSAT’S successful efforts, other ventures have taken place in the area of 
mobile satellite communications. IRIDIUM is a particularly well known example [3] [6][7]. 
IRIDIUM is personal satellite communications system that began providing commercial services 
in 1998. The system’s space segment consists of 66 satellites in low earth orbit (LEO), that 
provide 24-hour global coverage. Due to the limited coverage afforded by the LEO orbit, 
IRIDIUM satellites were designed to be capable of inter-satellite links (ISL) to enable routing of 
information between distant parts of the globe that a single satellite cannot cover. The services 
supported by IRIDIUM are full duplex voice, data and facsimile at 2.4kbps. IRIDIUM filed for 
bankruptcy in 1999 as a combined result of the system’s high initial cost and the fact that the 
expected market never materialised. In fact, the rapid adoption of terrestrial mobile 
communications around the world at that time created fierce competition. In 2000 IRIDIUM
2
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Satellite LLC announced the acquisition of the IRIDIUM network and has been providing 
commercial services since early 2001 [3].
Another non-geostationary (nGEO) satellite communications system designed for mobile and 
personal communications is GLOBALSTAR [8] [9]. As with IRIDIUM, GLOBALSTAR, which 
got its FCC license in 1996, employs a LEO space segment. The first launch took place in 1998 
and the last satellites were put into orbit in 2000. Apart from the type of orbit GLOBALSTAR’S 
space segment has no more similarities to that of the IRIDIUM constellation. The 
GLOBALSTAR satellites are transparent and only serve to amplify and frequency convert signals 
received from the ground before retransmitting them. This means that satellites need to be in 
constant view of a gateway which has led to more than 100 gateways being used by 
GLOBALSTAR around the world [3].
New ICO is another example of a non GEO mobile satellite communication system [3] [10]. New 
ICO began life as ICO Global Communications in 1995 as a spin-off company from INMARSAT. 
This was the result of a project undertaken by INMARSAT to define its strategy for future mobile 
satellite communications, which identified the medium earth orbit (MEO) as being the optimum 
orbit solution for a handheld mobile satellite system. In 1999 ICO Global Communications filed 
for bankruptcy and in 2000 New ICO emerged. Of the ten MEO satellites that the ICO system 
was originally designed to comprise, only one is currently in orbit.
Another example indicative of the industry’s interest in promoting MSS was Connexion By 
Boeing (CBB). CBB was a broadband satellite communications system for commercial aircraft 
that supported voice, data and live TV streaming. The service was launched in May 2004, and was 
expanded to include the maritime market in 2005. However, after the events of the 11th of 
September, US-based airlines could not justify the cost of the system which resulted in reduced 
sales and CBB stopping commercial services on the 31st of December 2006. Despite seizing 
commercial services, CBB continues to be operational under the name of Boeing Broadband 
Satcom Network (BBSN) and provides services to the US government [11] [12].
Despite the apparent failure of satellite communications to get a foot hold in the area of mobile 
communications, some success stories also exist in addition to that of INMARSAT. One such 
case is 21 Net which is a currently operational system that illustrates the potential of satellite 
communication systems as an enabling technology for mobile broadband services. 21 NET is a 
system that provides broadband connectivity to trains over satellite. Connectivity is provided over 
bi-directional Ku-band satellite links, as well as terrestrial gap fillers to ensure link availability at 
locations where the line of sight to the satellite is blocked such as tunnels [13].
Apart from the above, the industry’s interest in mobile satellite systems and services is stressed in 
recent licensing of S-band spectrum for MSS. In particular in August 2008 the EU announced that
3
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60MHz of S-band spectrum would be allocated for MSS, following a similar action in the US, 
which lead to the licensing of spectrum to ICO, Terrestar [14] and Mobile Satellite Ventures 
which was later taken over and formed part of LightSquared [15]. In the US these three systems 
were planned to provide mobile TV services to vehicles over GEO satellites and gap filler 
networks known as Auxiliary Terrestrial Components (ATC). A similar trend was followed in the 
EU with two proposed systems: Solaris [16], which is a joint venture between Eutelsat and SES 
Astra, and EuropaSat [17], a joint venture between Inmarsat and Thales Alenia Space. Neither of 
the projects however resulted in a noteworthy service. The W2A satellite that hosts the Solaris 
payload was successfully launched on the 3rd of April 2009 however an anomaly resulting in 
significant payload non-compliance has led to Solaris offering only a reduced service. Europasat 
on the other hand has been put on hold since late 2009.
In addition to the industrial activity, the research industry has also dedicated effort in the mobile 
satellite communications area, and especially in the investigation of the potential for broadband 
communications via satellite. Relevant examples are the FP5 projects FIFTH and NATACHA as 
well as the FP6 projects MOWGLY and ANASTASIA, all of which have dealt with the topic of 
broadband satellite communications to vehicular terminals. The main objectives of FIFTH 
[18] [19] were the definition and design of a Broadband Satellite Network Prototype, and the 
characterisation of the radio channel and telecommunication link in the railway satellite 
environment. The end to end the FIFTH system design is presented in [19]. NATACHA (which 
stands for network architecture and technologies for airborne communication of internet high 
bandwidth application) aimed at design a system for real time broadband internet connections to 
aircraft. Similar to NATACHA, ANASTASIA (Airborne New and Advanced Satellite techniques 
and Technologies in A System Integrated Approach) focuses on satellite communications to 
aircraft. However, contrary to NATACHA which envisaged the provision of multimedia as well 
as avionics applications over satellite-based IP connections, ANASTASIA focuses on avionics 
applications only.
MOWGLY is of particular interest with respect to this thesis, as part of the work performed for 
this PhD has been undertaken under this project. The objective of MOWGLY (Mobile Wideband 
Global Link sYstem) was the design of a broadband satellite communication system for provision 
of multimedia services to nomadic terminals such as fast trains, commercial aircraft and maritime 
vessels, at Ku band. As such, an end to end system investigation took place during the course of 
the project, part of which focused on the physical layer aspects of the system. From a physical 
layer point of view, which is the focus of our work, the objectives were to identify the effects of 
mobility on DVB-S2/RCS, which where the chosen physical layer standards for the forward and 
return links respectively, and provide enhancements to the standards that would enable their 
adaptation for use by mobile terminals. The top level system architecture as well as a more
4
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detailed outline of the physical layer aspects of the envisaged MOWGLY system are presented in 
Chapter 2 of this thesis, as part of the background material related to the work performed for this 
PhD.
1.2 Link Impairments and Fading Mitigation Techniques
As with all communication systems, satellite communication links are subject to a variety of 
propagation impairments that degrade the quality of the signal as it travels between the transmitter 
and the receiver. The specific propagation effects that a signal experiences, as well as their 
intensity, the environmental surroundings in the receiver’s vicinity, as well as the receiving 
antenna characteristics.
For fixed satellite terminals the dominant propagation impairment is atmospheric attenuation. The 
overall atmospheric attenuation is comprised of tropospheric and ionospheric effects. Ionospheric 
effects are only significant at lower frequency bands and can be considered negligible at Ku band 
[20]. On the contrary, tropospheric effects are important for links at frequencies above 10GHz. 
The most critical tropospheric effect as far as satellite communication systems operating at the Ku 
band are concerned is rain attenuation, because of its potential to cause tens of dB’s of attenuation 
in the received signal power, albeit for small time durations [21].
In addition to atmospheric effects, mobile satellite links are also subject to channel impairments 
that are more hostile than the AWGN channel that characterises fixed satellite communications. In 
this case the received signal comprises three components, the line of sight (LOS) component, the 
specular component and the diffuse component. The LOS component is the direct signal arriving 
from the satellite that experiences no obstructions along its propagation path. The diffuse 
component consists of portions of the signal reflected from the environmental surroundings of the 
receiver, while the specular component is the result of reflections from the ground near the 
receiver. The specular and diffuse components form the multipath portion of the overall channel 
response. The characteristics and variations of each of these signal components depend on the 
composition of the receiver’s environmental surroundings [22]. In addition, as the mobile terminal 
travels along its route one or more of these components may exhibit variations, the frequency and 
extent of which also depends on the surrounding environment and speed of motion. The receiving 
antenna also affects the characteristics and relative severity of these components. The amount of 
multipath signal components received as well as the probability of receiving a specular reflection 
component are both inverse functions of the antenna directivity and the elevation angle to the 
satellite. Therefore, as the antenna directivity increases, the relative contribution of the multipath 
components to the overall received signal diminishes.
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Apart from the multipath effects, mobile satellite communication links are also subject to 
shadowing and blocking effects. Shadowing occurs when obstacles such as trees and buildings 
block the direct LOS to the satellite, which results in the LOS component being lost. On the other 
hand blocking is experienced in areas where virtually no signal reception is possible, such as 
tunnels. As with multipath effects, the distribution of shadowing and blocking effects is also 
dependent on the environmental surroundings and receiver characteristics of the terminal.
The environmental dependency of the propagation characteristics discussed above has led to the 
distinction between different communication channels. In the context of this thesis the maritime 
satellite and land mobile satellite channels serve a first level of distinction. As will be described in 
Chapter 2, each of these channels exhibits different characteristics, and a different effect is the 
dominant link quality impairment in each case. Further to this, the land mobile satellite (LMS) 
channel behaviour changes depending on the environment surrounding the mobile terminal. More 
specifically, the LMS channel encompasses three distinct propagation environments. These are 
the urban, suburban and rural (or open) environments. These three environments differ from each 
other in terms of both the fast fading and the shadowing/blocking distributions exhibited. As the 
density of buildings and other clutter in the vicinity of the mobile terminal increases, so do the 
intensity of the fast fading and the probability of shadowing and/or blocking. Therefore, the extent 
to which a specific propagation environment is hostile to a satellite communication link increases 
with the building density in that environment.
In order to ensure acceptable link availability and quality of service (QoS), the design of satellite 
communication systems needs to address the effects of the aforementioned propagation effects. 
As with all other systems, forward error correction (FEC) is used in order to increase the 
robustness of satellite communication systems to noise and interference. FEC is also useful in 
mitigating the effects of fast fading on satellite signals, as is interleaving which results in 
dispersing error bursts and thereby negating the time correlation in the channel response. In 
addition to FEC and interleaving, link dimensioning has also been used traditionally in the design 
process of satellite communication systems with a view to ensuring link closure under worse case 
conditions. In contrast to FEC and interleaving, link dimensioning aims at mitigating effects of a 
wider dynamic range such as that exhibited by rain attenuation. The concept is that link 
parameters, such as the transmit power and transmitted rate, are dimensioned in a way that 
ensures a predefined error rate is met for a certain percentage of time. This targeted link 
availability (expressed in percentage of time) dictates the maximum fading depth that the link 
should be able to tolerate, and thereby drives the dimensioning process.
Although effective at ensuring link closure at worst case conditions, large link margins and 
constant FEC are also inefficient. This is due to their inability to adapt to changes in the 
propagation conditions, which leads to links being over-dimensioned when the propagation
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conditions are more favourable, which is the case for the majority of time. Consequently, adaptive 
fade mitigation techniques (FMTs) have been developed in an effort to enable link closure during 
hostile propagation conditions without sacrificing link efficiency during more favourable periods. 
Power Control (PC), Adaptive Waveform Techniques, Diversity and Layer 2 techniques are all 
FMTs that can be employed to improve link performance in the presence of fading. Adaptive 
waveform techniques comprise rate adaptation (RA), adaptive coding (AC), adaptive modulation 
(AM) and the combination of the last two, adaptive coding and modulation (ACM) [23]. The 
concept of power control is to adapt the transmit power of the link in an effort to counter act 
variations in the fading depth in real time. Diversity may have a temporal or spatial nature. In the 
first case data is transmitted by a single source but repeated at different time instances thereby 
reducing the chance that all received versions of the same data will experience a deep fade. 
Spatial diversity achieves the same goal by employing more than one receiving antennae. Finally, 
adaptive waveform techniques enable a real time trade-off to take place between link efficiency 
(and/or throughput) and link error rate performance. Rate adaptation adapts the transmitted data 
rate to the time varying propagation conditions. When fading becomes more severe, the data rate 
is reduced, thereby resulting in a higher energy per transmitted bit, which acts towards 
maintaining constant error performance. When the propagation conditions improve the inverse 
operation takes place. Adaptive modulation adapts the modulation order to the propagation 
conditions, making use of higher order modulation schemes during favourable conditions and 
more robust lower order schemes during severe fading conditions. Adaptive coding operates in a 
similar manner but it is the coding rate that is adapted to the propagation conditions, as opposed to 
the modulation order or the transmitted rate. Finally, adaptive coding and modulation is the 
combination of the last two techniques. For a given group of available modulation and coding 
schemes (ModCods or MCS’s), ACM has a larger dynamic range than adaptive coding or 
adaptive modulation separately, while the adaptation granularity within each modulation scheme 
is dictated by the granularity of the available coding schemes. All of the aforementioned FMT’s 
rely on accurate link quality or channel state estimates for their operation.
The effect that the above FMT’s have on system design is that they negate the need for use of 
large margins in the link dimensioning process, especially in the case of point-to-point links. 
Consequently, satellite communication systems that employ one or more of these techniques are 
significantly more efficient than those that do not. In addition, adaptive waveform FMT’s also 
increase the spectral efficiency of the system during periods of favourable propagation conditions, 
which results in increased system throughput and capacity.
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1.3 Thesis Motivation
All of the FMT’s mentioned in the previous section aim at ensuring that the link error rate does 
not exceed a threshold value. This is achieved by adapting the physical layer configuration to the 
propagation conditions. The physical layer adaptation performed by power control, adaptive 
coding, adaptive modulation and ACM is based on accurate signal quality or channel state 
estimates. These estimates are generated at the receiver and are associated to link error rate values 
so as to enable appropriate physical layer adaptation. The association of the estimates generated 
by the receiver with error rate values usually takes the form of predefined look-up tables that 
either list a range of estimate and error rate value pairs, or a set of threshold link quality values 
that indicate when the FMT should adapt the physical layer.
In this thesis we focus on the adaptation of the physical layer of the DVB-S2 standard to vehicular 
mobile satellite communications. In particular, we investigate the fade mitigation technique 
employed by DVB-S2, namely ACM, as well as the SNR estimation on which ACM relies. ACM 
is employed in DVB-S2 In an effort to increase capacity and improve the efficiency of the 
physical layer over that of its predecessor, DVB-S. Therefore, in DVB-S2 the physical layer 
adaptation takes the form of a real time selection of the modulation and coding scheme (MCS), 
performed on a frame by frame basis. In order to select the most efficient MCS that can guarantee 
a predefined error rate performance, ACM relies on SNR estimates generated at the receiver, 
which are compared against a table of threshold SNR values. Each of the threshold SNR values 
corresponds to the minimum SNR under which each of the available MCS’s can guarantee the 
error rate performance requirement of the system. The chosen MCS is then signalled back to the 
gateway over the return channel and the MCS update takes effect on the next physical layer 
frame.
The motivation for the work presented in this thesis stems from the fact that DVB-S2 was 
originally conceived for fixed satellite communications and, consequently, both the SNR 
estimation and ACM subsystem have been chosen based on that assumption. There are however a 
number of fundamental differences between the propagation effects experienced by fixed and 
vehicular mobile satellite communication systems that can affect the performance of SNR 
estimation and ACM. Multipath fading, shadowing and blocking are all effects experienced by 
mobile satellite links but not their fixed counterparts. This leads to two important side effects. 
Firstly, SNR estimation algorithms designed for AWGN channels are rendered either suboptimal 
or completely incompatible, thereby resulting in significant deterioration in the SNR estimation 
performance and accuracy. Secondly, the threshold SNR values defined in the DVB-S2 standard 
[24] [25] are no longer applicable, as they have been derived under the assumption of AWGN
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fading. Use of these SNR thresholds would therefore result in suboptimal ACM performance and 
therefore adversely affect the system’s capacity, throughput and availability.
Further to the mobility-induced propagation effects, vehicular mobile satellite systems also differ 
from their fixed counterparts in that the distribution of the fading process experienced by their 
links may not be stationary. In particular, the large scale mobility of vehicular satellite terminals, 
such as fast trains, means that they are likely to travel between geographic areas associated with 
widely different classification with respect to their associated fading distribution. For land mobile 
satellite terminals such as trains, moving between urban, suburban and rural environments will 
result in significantly different fading distributions. These non-stationary fading distributions 
further intensify the need for a flexible SNR estimation technique that can provide accurate 
estimates of the mean SNR, irrespective of the underlying fading characteristics. Moreover, as 
was the case with AWGN-derived SNR thresholds not being applicable when multipath fading is 
present, the mean SNR thresholds derived for one fading distribution will not be applicable when 
that distribution changes. As a result, the efficiency and practicality of basing ACM operation on 
pre-determined fixed threshold SNR tables is reduced.
Another difference between fixed and vehicular mobile satellite systems is the variety in antenna 
characteristics of the receiving terminals associated with the latter. To clarify, there is a wide 
range of vehicular terminals to which a satellite system may be required to provide services, each 
associated with different constraints and requirements with respect to the on-board 
communication equipment. Being an external piece of equipment, the terminal antennae are 
expected to be subject to widely varying size constraints depending on the vehicle type. This will 
unavoidably lead to widely different antenna performances, and by extension receiver 
performances, between different terminals of the same system. Therefore, the mean SNR to error 
rate relationship will be different from one vehicular terminal type to another, thereby further 
reducing the efficiency of employing fixed threshold SNR tables.
From the above we identify two aspects of the DVB-S2 design that are worth of investigation 
with a view to adapting the air interface to mobile satellite communications. Firstly, the SNR 
estimation algorithm should be adapted for operation in the presence of non-stationary multipath 
fading channels, so as to allow the accurate link quality estimation in time varying mobile satellite 
environments. Furthermore, adapting the ACM algorithm to dynamically adjust the employed 
switching thresholds to changing channel statistics and/or modem performances is also required in 
order to enable the use of DVB-S2 by vehicular satellite systems that comprise inhomogeneous 
transceiver equipment.
9
Chapter 1. Introduction
1.4 Thesis Contributions
The aim of this PhD has been the adaptation of the DVB-S2 ACM algorithm to mobile satellite 
communications. To that end, and due to the fact that ACM relies on accurate SNR estimates for 
its operation, the SNR estimation algorithm employed by DVB-S2 would also require adaptation.
We first investigate SNR estimation in the context of mobile satellite communications. Given the 
high round trip delay associated with geostationary satellite systems we deduce that effective 
dynamic mitigation of fast fading is not possible and therefore focus on long term propagation 
effects. Consequently, the objective of the algorithm proposed in this thesis is accurate estimation 
of the long term average SNR irrespective of the underlying fast fading process. The algorithm is 
intended to achieve performance comparable with existing techniques, while maintaining reduced 
computational complexity. The resulting algorithm estimates the received SNR using the error 
rate of the pilot bits contained in the physical layer frames of DVB-S2. The algorithm used for 
calculation of the SNR from the pilot BER is initially based on the error curve for AWGN, and is 
then extended for Rice fading under the assumption that the Rice factor is known.
Further to the above, the SNR estimation algorithm is also adapted so as to be able to both detect 
and exclude from the SNR calculation process periods of shadowing or blocking. This is in line 
with the objective of the algorithm to track the long term average SNR as opposed to the 
instantaneous link SNR. Because shadowing and blocking are effects particularly relevant to the 
railway satellite environment, we focus upon the periodic shadowing caused by power arches 
above railways. This periodic shadowing effect results in fluctuation in the instantaneous SNR 
and can potentially cause a negative bias in the estimated long term SNR. Shadowing and 
blocking detection is implemented based on the rate of variation of the measured pilot error rate 
and the affected portions of the received signal are excluded from the SNR estimation process. 
The developed method is shown to effectively identify the shadowed portions of the signal and 
after their exclusion, the long term average SNR is estimated correctly.
The adaptation of the DVB-S2 ACM algorithm for operation in vehicular satellite environments 
focuses on the switching threshold definition aspect of the algorithm. Given the dependency of the 
optimal switching threshold values on the fading distribution it is argued that the use of a fixed set 
of switching thresholds is not ideal for terminals that may experience non stationary fading 
conditions. As a result, adaptive threshold adjustment (ATA) is revisited in this thesis and 
proposed as is proposed as a suitable solution. A review of existing ATA techniques is performed 
and identifies instability during stationary fading periods and slow convergence in the event of 
improving propagation conditions as key drawbacks. Consequently, an ATA algorithm is 
developed that attempts to rectify these problems. To that end, the adaptation step size is 
decoupled from the target PER, which results in small step sizes and, by extension, long
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convergence times when the fading statistics change. The ATA stability is addressed through the 
definition of conditional ATA deactivation logic that ensures switching threshold adjustments are 
only performed when necessary.
In summary, the contributions of this thesis are the following.
• An extension to pilot-assisted BER based SNR estimation that renders the approach 
suitable for both Rice multipath and AWGN fading and results in accurate average SNR 
estimation and tracking.
• An extension to adaptive threshold adjustment algorithm that results in improved stability 
over both steady state periods and periods where the average SNR falls outside the 
dynamic range of the ACM ModCod pool, as well as and reduced threshold convergence 
time.
• A methodology for identification of shadowing events that allows their exclusion from 
both SNR estimation and Adaptive Threshold Adjustment and the improvement of long 
term mean SNR estimation accuracy and switching threshold stability.
The work presented in this thesis has been published in part in the following conference papers
1. Skoutaridis, P; Kasparis, C; Evans, B.G.: “Simulation of DVB-S2/RCS Performance in a 
Vehicular Satellite Environment”, 24th AIAA International Communications Satellite 
Systems Conference, June 2006.
2. Skoutaridis, P.; Evans, B.G.: “Error Based SNR Estimation in the Railway Satellite 
Communication Environment”, IEEE Vehicular Technology Conference -  Spring, 2008, 
pp. 994-998
1.5 Thesis Outline
The remainder of the thesis is organised as follows. Chapter 2 contains a system description as 
well as an overview of existing SNR estimation techniques and adaptive coding and modulation. 
The system description is subdivided into a presentation of the top level system architecture, an 
overview of the DVB-S2 system and a summary of the propagation effects that mobile satellite 
communication systems experience.
In Chapter 3 we present the proposed SNR estimation algorithm and analyse its performance in 
both AWGN and Rice fading, both with and without the presence of rain attenuation. The 
algorithm performance is also compared to that of existing techniques.
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Chapter 4 is dedicated to ACM, and more specifically to the adaptive threshold adjustment 
algorithm. The proposed ATA algorithm is described and the link performance of DVB-S2 
resulting from its use is analysed through link level simulations. The proposed algorithm’s 
performance is evaluated in different propagation environments with and without the presence of 
rain attenuation. The performance of the proposed algorithm is compared against that achievable 
by an existing algorithm.
Chapter 5 presents a system level analysis of the performance achieved with the use of the 
proposed SNR estimation and ACM algorithms. A combination of system level simulations and 
post processing is employed so as to analyse the system throughput and availability, which are 
used as the system performance metrics. The chapter includes a brief discussion of the impact of 
system dimensioning on the throughput and availability performance, as well as demonstrating the 
performance improvement achieved over a system that does not employ ACM.
Chapter 6 summarizes the key conclusions that can be reached from this thesis and presents an 
outline of additional work that could be undertaken so as to further characterise and refine the 
performance of the algorithms proposed herein.
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Chapter 2
2 Background and State of the Art
2.1 System Description
2.1.1 Top Level System Architecture
As mentioned in the introduction, part of the work presented in this thesis, and especially the early 
parts o f it, was undertaken within the frame of the FP6 project MOWGLY. Consequently, 
assumptions and choices made during this work were done so in the context of MOWGLY. The 
top level system architecture is one such feature. This is illustrated in the following figure.
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R em ote GMSS
In te rn e t
Interconnection 
Backbone ^
Internet
Complementary 
terrestrial link
Figure 2-1 Top Level Architecture
At a first stage, the system can be divided into three major segments; the ground infrastructure 
segment, the space segment and the terminal segment that consists o f the aircraft, trains and
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maritime vessels. The ground segment is comprised by one or more gateways whose role is to 
provide the basic ground infrastructure required to handle broadband access services, as well as 
the Network Operations Centre and the Service Centre. The latter two will be integrated in a 
single site that will be the core of the entire network.
The space segment enables communication of each of the hubs, located within the gateways, with 
a large number of vehicles. It is comprised of a geostationary constellation made up from 
transparent, bent-pipe satellites that act as reflectors of information from the ground segment to 
the mobile terminals. The forward link, which is based on the DVB-S2 standard, provides 
connectivity from the hubs to the Satellite Terminals. DVB-RCS, provides the return link 
connectivity.
The mobile terminal segment is comprised of the system vehicles, namely aircrafts, high speed 
trains and maritime vessels. Each of these vehicles is equipped with a satellite terminal on-board 
that provides subscriber access to the network. Each satellite terminal can be viewed as on-board 
a collective mobile terminal and is comprised o f the antenna and antenna control unit, a modem, 
an on-board gateway and an on-board network. It is assumed that individual users do not access 
the mobile satellite network directly, but interface with an on-board LAN instead. This is 
illustrated graphically in Figure 2-2, for the case of an aeronautical satellite terminal.
(DVB-S2)
Ka/Ku Band (DVB-RCS)
A ircraft
ILüü LfD  
ModemSteering and
GatewayAvionic
Internet / '  
Corporate 
Networks,
On-
Board
Network
Figure 2-2 Aeronautical Satellite Terminal
In this thesis, we focus on the aggregate link between the Gateway and the on-board modem. This 
link is assumed to contain the aggregated traffic of all individual users on-board the vehicular 
terminal. We therefore neglect the traffic distribution and routing process taking place after the 
on-board modem and only deal with what can be viewed as a high data rate DVB-S2 link between
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the Gateway and a mobile terminal. The data rate itself is assumed to be of the order of 20Msps, 
which is deemed as a value sufficient to satisfy the capacity requirements of several concurrent 
multimedia sessions on each vehicular terminal.
2.1.2 Physical Layer Description
The System under investigation is based on the DVB-S2 standard, and as such, its physical layer 
description follows the DVB-S2 specification [24]. DVB-S2 is characterized by certain key 
enhancing features relative to DVB-S, which facilitate big capacity gains as well as increased data 
format flexibility. These include the use of concatenated LDPC and BCH coding resulting in 
bigger coding gains, higher spectral efficiency through the use of QPSK, 8PSK and 16/32APSK, 
and improved system capacity through the use of Adaptive Coding and Modulation (ACM).
The DVB-S2 standard [24] contains a detailed definition of the transmitter architecture and the 
definition of the various functional blocks and sub-systems. Further information is available in the 
user guidelines document [25], which provides a more detailed description of the attributes and 
the implementation of the various sub-systems. The user guidelines document also provides 
recommendations for receiving sub-systems and some guidelines about the DVB-S2 usage in 
mobile environments.
Figure 2-3 illustrates the functional block diagram of the DVB-S2 system. It is observed that six 
main functional blocks compose the system. The role and functionality of each block are 
described below.
It is noted that given the topic of the thesis, the blocks of the DVB-S2 system that are of particular 
interest are the FEC encoding. Signal Mapping, Physical Layer Framing and finally, Signal 
Shaping and Quadrature Modulation blocks.
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Figure 2-3 DVB-S2 Functional Block Diagram
2.1.2.1 FEC Encoding
FEC is provided by the concatenation of BCH and LDPC coding. The data and code word lengths 
are defined in the standard (Tables 5a and 5b in [24]) for all 11 code rate modes and the two 
FECFRAME lengths, which are supported. In particular code rates of: 1/4, 1/3, 2/5, 3/5, 2/3, 3/4, 
4/5, 5/6, 8/9 and 9/10 are available and normal FECFRAME length (of 64800 bits) or shortened 
FECFRAME length (of 16200 bits) can be used.
The BCH code is a secondary (outer) code that provides a “cheap insurance against error floors 
from the LDPC code at high C/I” . The generator polynomials of the BCH code are provided in 
tables 6a and 6b in [24]. No interleaver separates the BCH code from the inner LDPC code.
LDPC is a high performance FEC coding technique that provides quasi-error-free (AWON) link 
performance at 0.6-1.2dB from the Shannon Limit. It is characterized by very long code block 
lengths (64800 bits for normal frame -  16200 bits for the short frame in DVB-S2) and decoding 
involves simple operations (additions, comparisons and table look-up). Typical decoding 
algorithms are: Sum-Product Algorithm (SPA), Belief Propagation Algorithm (BPA), and 
Message Passing Algorithm (MPA). Reduced complexity versions typically introduce a penalty of 
0.5dB. Decoding is highly and flexibly parallelisable (allows trade-offs between throughput and 
complexity).
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The final module in the FEC encoding block is the Bit interleaver, which is only applied with 
8PSK, 16QAM and 32APSK. Data is written serially in the interleaver column-wise and read out 
row-wise.
2.1.2.2 Signal Mapping
Four Signal Constellations are available: QPSK, 8PSK, 16APSK, 32APSK. QPSK and 8PSK are 
virtually constant envelope and suitable for non-linear satellite transponders driven near 
saturation. They are thus proposed mainly for broadcast applications. 16 APSK and 32 APSK 
require a predistortion system to cope with non-linearities. Input to the block is the (possibly 
interleaved) bit sequence FECFRAME (64800/16200 bits) and the output is a symbol sequence 
XFECFRAME (length dependent on constellation used).
Figure 2-4 provides the four available constellations and the corresponding bit mappings.
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Figure 2-4 DVB-S2 Constellations
2.1.2.3 Physical Layer Framing
In this block the following functions take place:
• The XFECFRAME (CompleX FECFRAME) is divided into integer number (S) o f slots 
of length M=90 symbols each. The value of S depends on the length of XFECFRAME
17
Chapter 2. Background and State o f the Art
(signal mapping, normal/short frames). Table 11 in [24] provides the values of S for the 
different cases.
• For every S slots, 1 extra slot is inserted which is the Physical Layer Header 
(PLHEADER). The PLHEADER is IT/2 BPSK modulated. The PLHEADER consists of 
26 symbols for Start of Frame (SOF) identification. The rest of the 64 symbols consist the 
codeword of a non-systematic binary code (of length 64) with dmin=32. The 7 encoded 
bits define the MODCOD (5 bits) and the FECFRAME length (2 bits).
• For every 16 slots, a Pilot Block can be optionally inserted composed of P=36 symbols.
• Scrambling is applied to each PLFRAME, excluding the PLHEADER, for energy 
dispersal. The configuration of the scrambling code generator is detailed in Figure 15 of 
[20].
• If no XFECFRAME is ready to be processed, then a Dummy PLFRAME is generated 
automatically.
XFECFRAME
,  | S slots
L 90 symbols J I
Slot-1 | Slot-2 i Slot-S
1 slot (x2fe?SK)
SlüMôlo t- .. .PLHEADER
For modes 
requiring pilot-:PLSCOD ESOF
PLFRAME before PL Scrambling 90(S+1)+P mi{<S-l)T6} (P=36 pilots)
Figure 2-5 PL Frame Format
2.1.2.4 Baseband Shaping and Physical Layer Modulation
After randomization signals are Square Root Raised Cosine filtered. Roll-off values: ci—0.35, 
0.25, and 0.2 depending on service requirements. Quadrature modulation follows by multiplying 
the in-phase and quadrature filtered samples by sin(2itft) and eos(2rtft). The two orthogonal 
signals are added to obtain the modulated signal.
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2.2 Channel and Propagation Effects
Generally, propagation and mobility induced effects that can have an impact on the physical layer 
performance can be put into two broad categories. These are fading effects, which impact the 
instantaneous received signal strength and frequency and timing drifts due to Doppler effects and 
terminal mobility. Throughout the work presented in this thesis ideal frequency and time 
synchronisation has been assumed, with Doppler induced frequency and timing drifts neglected. 
This decision was made so as to limit the link performance impairing phenomena to those directly 
related to SNR estimation and adaptive coding and modulation, therefore allowing for a more 
accurate evaluation of their performance.
Fading effects encompass the following impairment categories:
• Fast fading due to multipath propagation. The severity of these effects primarily depends 
on the morphology of the scattering environment and also on the directivity of the 
antenna terminals.
• Medium term shadowing effects: e.g. due to trees or the wings of the airplane during 
manoeuvring.
• Long-term blocking effects, due to large scale obstacles such as buildings in urban 
environments and tunnels in the rail environment.
• Weather and atmospheric fading, which apply generally to satellite systems.
This thesis focuses on satellite communications to two categories of receiving terminals namely, 
fast trains, and maritime vessels. The modelled system therefore encompasses he two 
corresponding communication environments; the railway satellite environment and the maritime 
satellite environment. These are described in sections 2.2.1 and 2.2.2. In addition, atmospheric 
attenuation, and more specifically rain attenuation, is also taken into account in this thesis. 
Atmospheric attenuation is discussed in section 2.2.3.
2.2.1 Maritime Satellite Environment
An early work on the characterization of the multipath fading in the maritime satellite 
environment is found in [26]. The presented results are based on two field tests carried out in 
1979 and one in 1983. The channel measurements were carried out in the L-band and involved a 
range of different antennas; with different gains, beam-widths, with and without the use of 
stabilization. Of the two used in the tests, the antenna specification matching the MOWGLY 
assumptions best is a stabilized helix reflector of 10° beam-width and a gain of 23dBi. The key 
experimental findings are summarized below.
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The received signal envelope follows a Rice distribution with a K-factor which varies primarily
depending on the elevation angle. The minimum recorded K-factor is approximately 8dB at 2° and 
rises sharply to 14dB at about 5° elevation. The fitted curve predicts a 20dB K-factor at 10°.
• For antennas with wide beam-widths the K-factor rises slowly with increasing elevation 
angle.
• The influence of the sea state on the K-factor is insignificant compared to the influence of 
the elevation.
• There was no indication of specular reflections and all multipath components were 
characterized as diffused.
In MOWGLY the K-factor in the Rice fading is expected to take larger values primarily because 
the 3-dB beam-width of the antenna is much smaller (around l°-20). Given the lack of any channel 
measurements under the assumptions of interest, some values of the K-factor can be assumed 
based on the results available in [26]. Figure 5 of [26] summarises the measured K-factor at L- 
band for a range of receiving antenna sizes, and by extension 3dB beam widths. At 10° elevation 
angle the K-factor measured for a Standard A antenna is shown to be 20dB. The two-sided 3dB 
beam width of the Standard A antenna is shown in Table I of [26] to be 10°. Comparing this beam 
width with the 3dB beam width of the Ku band MOWGLY terminals it is straightforward to 
deduce that a reduced number of multipath components will be received by the terminal, thereby 
leading to an increase in the K-factor experienced by mobile terminals. A rough indication of the 
increase in K-factor resulting from the narrower beam width can be derived as follows. Assuming 
that the multipath components are uniformly distributed in their angle of arrival, then the ratio of 
the multipath components received by an antenna with a beam width of 10° to the number of 
multipath components received by an antenna with a beam width of 2° is equal to the ratio of the 
3dB beam width values. The Rice factor is the ratio of the power in the LOS signal component, 
divided by the power in the multipath component, expressed in dB as:
Where in equation (2.1) P  signifies the LOS power and m signifies the multipath signal power. 
Defining the multipath signal power for a 10° beam width receiving antenna as m10 and the 
received multipath power for a 2° beam width antenna as m2, we derive that:
Ignoring any changes to the LOS received power resulting from the narrower antenna beam width 
and substituting (2.2) into (2.1) we get:
(2.1)
(2.2)
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K 2 = 10-log10 -  K x -1 0  • log10 (0.2) (2.3)^0.2-mj
Using K-factor value of 20dB from [26] and solving (2.3) results in a value of 27dB.
With regards to shadowing and blocking events, in the maritime environment these can only be 
expected as a result of the vessel’s structure. Shadowing effects as a result of the ship’s structure 
were investigated briefly in [26], but with wide-beam antennas and at L band. Measurements in 
the particular experiment showed that shadowing results in signal attenuation in the order of 8dB.
Although results directly relevant to the MOWGLY system are not available, it is clear that 
shadowing and blocking effects due to the ship’s structure will be catastrophic for the link’s 
performance, since the signal attenuation will be strong and will remain so for as long as the 
satellite is ‘hidden’ by the ship’s structure.
However, it is only reasonable to assume that maritime vessels equipped for satellite 
communications will have the relevant antenna installed at a point where shadowing and blocking 
from the ship’s own structure is unlikely, if not impossible. It is therefore our conclusion that 
shadowing and blocking in the maritime satellite environment is not an issue that requires 
significant attention.
2.2.2 Railway Satellite Environment
The railway satellite environment is significantly more prone to shadowing and blocking effects 
than the maritime satellite environment. Trees located on the sides of the railway result in 
shadowing, whereas buildings and tunnels can completely block the incoming signal. 
Consequently, shadowing and blocking plays a significant role in the railway satellite 
environment and thereby should be taken into account.
The railroad channel at the Ku band has been characterized within the FIFTH project [18]. The 
basic assumptions made within the FIFTH railroad experiments are in strong agreement with the 
assumptions made in MOWGLY, and by extension in this thesis, and therefore the channel 
modelling employed in FIFTH is directly applicable here. Based on previously undertaken work 
[27] and [28], the railway satellite channel is treated as a 3-state model in [29], whose three states 
correspond to: a) LOS, b) shadowed (due to trees) and c) blocked (e.g. due to tunnels, buildings). 
This process can be modelled by a 3-state Markov Chain, with the appropriate state transition 
probabilities.
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In the LOS state, the channel exhibits Rice fading with a typical K-factor of 17dB while in the 
shadowed state, the received signal’s envelope follows a Suzuki distribution. A Suzuki pdf is 
obtained as a special case of the Rice-lognormal density, when the K-factor is set to zero. The 
parameters of the log-normal distribution and the probabilities associated to the three states in 
different environments are provided in Table 2-1. In Table 2-1 c is the Rice factor during the LOS 
state, while p and a are the mean and standard deviation of the lognormal distribution that 
describes the slow variation of the received power during the shadowed state.
Environment LOS Shadowed Blocked P a c
Highway 90% 7% 3% -8 dB 1.5 dB 17 dB
Rural 78% 16% 6% -7 dB 2 dB 17 dB
Suburban 80% 17% 3% -7 dB 2 dB 18 dB
Urban 60% 10% 30% -7 dB 2 dB 17 dB
Table 2-1: Parameters of the railroad channel model [10]
Finally, no model for the envelope’s statistics is provided in [29] for the blocked state, because 
the attenuation was too big to allow accurate measurements. In this state it can be assumed that 
the signal power is effectively ~  ^ dB . Table 2-2 summarizes the characteristics of the three 
states modelling the overall rail environment.
State Description Characteristics
LOS Line of Sight (Directive 
Antenna)
Rice distribution, 
K=17dB(typical)
Non-
LOS
Shadowing Shadowing (example : due to 
single trees)
Small scale fading: Rice 
Large scale fading: 
Lognormal
Blockage Blockages (example :due to 
buildings, bridges and tunnel)
No signal received, or 
signal below noise floor
Table 2-2: Summary of railroad channel state characteristics
In addition to the common fading mechanisms (multipath fading, shadowing and blockage), the 
received signal in the railroad environment also undergoes nearly space-periodic fading due to 
shadowing caused by various obstacles, like electric trellis bridges or posts with brackets.
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Figure 2-6 Measured and analytically calculated signal attenuation due to power-line posts
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Figure 2-7 Normalized received signal power in the railroad satellite environment (figure provided by
TGS)
The deterministic signal fading which takes place has been modelled by knife-edge diffraction in 
[29] and an overall composite satellite-train channel model was also proposed in which the 
deterministic fading is superimposed to the random fading component. Figure 2-6 compares the 
attenuation process measured and simulated using knife-edge diffraction.
Figure 2-7 illustrates the normalized received signal power in the railroad environment as a 
function of time (figure provided by Triagnosis within WP3500 of MOWGLY). The LOS, and 
shadowed states, as well as the effect of the trellis can be clearly identified.
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2.2.3 Atmospheric Attenuation
Signals propagating through the atmosphere are subject to a variety of processes that may result in 
attenuation of the received power and/or variation of the signal’s characteristics (such as 
depolarization). Recommendation ITU-R P.618 [21] presents a summary of these processes as 
well as methodologies for the estimation of their effects. These processes can be sub-divided at a 
first stage into ionospheric and tropospheric effects. In this study, ionospheric effects are 
neglected as according to [21] they are of minor importance at frequencies above 10 GHz.
Tropospheric effects become significant at frequencies starting from 10GHz. Signal attenuation 
and corruption in the troposphere may stem from atmospheric gases, precipitation and clouds, as 
well as atmospheric scintillation.
According to [21] cloud attenuation is not significant at frequencies below 30GHz, while its 
effects are included in the rain attenuation calculations anyway. Gaseous attenuation is also 
quoted as being of minor importance in relation to rain attenuation. Finally, although tropospheric 
scintillation becomes potentially important at frequencies above 10GHz, its potential for signal 
fading is not comparable to that of rain attenuation. Therefore, out of the three effects listed 
above, attenuation due to precipitation, and in particular rain attenuation, is the most significant 
due to its the potential to cause deep fades that can result in link failure, albeit for small 
percentages of time.
Terminals in both the maritime satellite and railway satellite environments are subject to rain 
attenuation. Reference [20] outlines the atmospheric effects that should be taken into account for 
maritime satellite systems, and refers readers to [21] with regards to rain attenuation calculations. 
Reference [21] is also directly applicable for the railway satellite environment.
In general, rain attenuation is a function of the slant path length and the rain intensity. Rain 
intensity itself depends on the geographic location, thereby rendering rain attenuation a 
geographically-dependent process. Rain intensity follows a lognormal distribution, which results 
in lognormally distributed rain attenuation.
Rain attenuation modelling has received significant attention in the literature. In this thesis we use 
two approaches for rain attenuation modelling. Rain attenuation time series measured a Ku band 
at the BT laboratories [ref] Using the OLYMPUS satellite [30] are used in Chapters 3 and 5 for 
evaluation of the system performance in realistic fading conditions. In addition, in order to 
demonstrate the proposed algorithms’ performance in particularly aggressive fading, the 
methodology presented in [31] has also been employed to produce synthetic rain attenuation time 
series used in Chapters 3 and 4 for performance analysis of the proposed SNR estimation and 
Adaptive Threshold Adjustment Algorithms. In all analyses involving rain attenuation the antenna
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noise temperature increase resulting from rain events has not been taken into account due to lack 
of information about the terminal noise figure.
2.3 Link Quality Estimation
Link quality estimation is required in order to enable mitigation of fading effects as well as 
correct demodulation of he received signal. When used as a means of facilitating the use of fade 
mitigation techniques, the output of any link quality estimation technique needs to be directly 
related to the error rate performance of the received information. In this way, corrective action can 
be taken by the FMT when the error rate rises above a pre-defined threshold. Given this 
requirement, the error rate of the link itself could be chosen as a link quality metric as it is a clear 
indicator of the integrity of the received information. In addition to the error rate, the signal-to- 
noise ratio of the received signal is also a suitable link quality indicator, as it is also closely 
related to the link error rate.
Both error rate estimation and SNR estimation have received significant attention and a wealth of 
resources is available on both topics in the literature. The following subsections outline previous 
work related to these two techniques as it can be found in the literature.
2.3.1 Signal to Noise Ratio Estimation
As with any estimation techmque, SNR estimation may be performed using either the information 
bearing signal, resulting in what is known as blind or in-service estimators, or training sequences 
known to the receiver, resulting in data-aided estimators. In general, data-aided estimators that 
rely on known training sequences exhibit better performance than their in-service counterparts. 
Therefore, when dealing with systems that employ transmission of known sequences for other 
purposes, such as synchronization or equalization, it is wise to employ data-aided estimators. 
Given that the DVB-S2 frame structure is defined to contain periodic pilot sequences, we focus 
our attention to data-aided SNR estimation techniques from this point onward.
In addition to the classification of estimators with respect to the use, or not, of training sequences, 
estimators may also be distinguished from one another based on the particular estimation 
techmque that is employed. Pauluzzi and Beaulieu in [32] present a detailed review of a number 
of SNR estimation techniques suitable for digital communication systems in the AWGN channel, 
based on the literature that had been published on the topic up until the time of publication of the 
paper (Oct. 2000). In particular, the estimation techniques reviewed in [32] are.
• Maximum Likelihood (ML) Estimator.
• Squared Signal-to-Noise Variance (SNV) Estimator.
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• Split Symbol Moments (SSME) Estimator.
• Second-and-Fourth Order Moments (M2M 4)  Estimator.
• Signal-to-Variation Ratio (SVR) Estimator.
The theory behind and methodology of these five SNR estimation techniques is presented in detail 
in [32] and the performance of the estimators is compared using the mean square error (MSB) of 
the estimators as a performance metric. As the results of this performance comparison show the 
ML and SNV estimators to outperform all others, it is only reasonable to limit our discussion of 
the topic to these two estimators.
Maximum likelihood estimation for SNR was first proposed in 1966 by R.B Kerr in [33], 
followed by the contribution of R.M. Gagliardi and C.M. Thomas in [34]. The ML estimator is 
derived by using samples of the received complex signal and finding their joint probability 
density function. This pdf is then expressed as a function of the noise and signal power (resulting 
in what is known as the likelihood function), and taking partial derivatives, which leads to a set of 
equations. When maximised, these equations lead to the maximum likelihood estimates of the two 
quantities. The ratio of these quantities is then the maximum likelihood estimate of the received 
SNR. The detailed derivation of the ML estimator is out of the scope of this document and is 
therefore omitted. The reader is however directed to references [32], [33] and [34] for further 
details. The resulting expression for the ML SNR estimator in complex AWGN is given by.
In the expression above, Nss is the number of samples per received symbol, K=NsymNss is the total 
number of samples (Nsym being the number of sampled symbols) while rk and mk are the k-th 
samples of the received signal and the known pilot sequence respectively. Clearly, in the case that 
over-sampling is not used, Nss is set to 1 and K  is equal to Nsym.
The SNV estimator was first presented in [35] by C.E. Gilchriest. In its original form, this is an 
in-service estimator for BPSK signals in AWGN noise, based on the sampled output of the 
receiver’s matched filter. The first absolute moment and the second moment of the samples are 
used for the derivation of the SNR. As with the ML estimator, the SNV estimator may also be 
used in data-aided mode simply by using a training sequence in the place of the information 
bearing samples. The mathematical expression of the SNV estimator is.
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It is clear from equations (2.4) and (2.5) that the SNV estimator is closely related to the ML 
estimator. In fact, as is also mentioned in [32], the SNV estimator is a special case of the ML 
estimator that operates on a single sample per symbol. Ideally, that sample is the optimally 
sampled output of the matched filter.
Both the SNV and the ML estimator are shown in [32] to exhibit performance very close to the 
Crammer Rao bound (CRB) in AWGN conditions. In fact, in their data-aided forms these 
estimators outperform all competing techniques by such an extent that Pauluzzi and Beaulieu go 
so far as to suggest that attempts to find better estimators are invalidated.
Despite the good performance of the above estimators, they still cannot be considered optimal for 
use in mobile communication systems. This is because of their inherent assumption of sample 
independence. In mobile communication systems, the received signal is corrupted by fast fading 
in addition to the additive noise. Assuming a line-of-sight component is present and ignoring any 
large scale effects, the resulting channel follows the Rice distribution, which means that channel 
samples are correlated. The extent of this correlation between channel samples is dependent upon 
the sampling rate and the Doppler frequency (or equivalently the coherence time) of the channel. 
Clearly, this renders the estimators of equations (2.4) and (2.5) sub-optimal. SNR estimation in 
multipath fading conditions has received interest and several attempts have been made for the 
development of a suitable estimator (see references [36] to [41]), however most of the proposed 
estimators suffer from serious drawbacks. In particular, the estimators proposed in [36], [37] and 
[38] assume perfect knowledge of the noise power, which is usually not the case in practical 
communication systems. In addition, the techniques proposed in references [39] and [40] assume 
that the fading samples contained in the received signal are independent, which is not the case in 
reality. In [41] however, Y. Chen and N.C. Beaulieu have proposed a moment-based technique for 
joint estimation of the Rice factor, and the local average SNR in a Ricean fading channel. The 
advantages of this estimator over those presented in [36] to [40] is that it is designed to operate on 
noisy correlated samples and that no knowledge of the noise power is assumed. The estimator can 
take both data-aided and non-data-aided forms, but we focus our attention here to the data-aided 
implementation of the technique. The technique involves the moment-based estimation of the 
average channel power, denoted as P2, and the channel variance a2, using which the local mean 
SNR and Rice factor can be calculated as.
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The estimates of P2, a2 and p2 in equations (2.6) and (2.7) are obtained using the following 
expressions:
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The estimates of the moments pi and p2 in equations (2.8) and (2.7) respectively are the sample 
averages of the equalized signal and the square of the equalized signal, respectively. It should also 
be noted that the estimation of the channel variance requires knowledge of the maximum Doppler 
frequency.
The estimator performance is shown in [41] to be good for a range of Rice factor and SNR values, 
however one limitation is identified. In particular, the estimator performance is expected to 
deteriorate if the received signal is subject to shadowing effects, as these have not been taken into 
account in the design of the estimator.
2.3.2 Link Error Rate Estimation
The most basic and obvious quality metric for a communication links is the error rate of the 
received data. Depending on how the transmitted data is structured, useful error rate metrics may 
exist at the level of bits, symbols, words, packets and/or frames. In the case of DVB-S2, bit, 
symbol, packet and frame error rates can all be defined. The area of error rate monitoring has 
received attention ever since the 1970’s with related work having been published as recently as 
2006.
As mentioned in [42], error rate monitoring may be performed using a variety of methods, such 
as:
• Using test sequences (e.g. pilot sequences)
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• Using signal parameters (e.g. eye pattern, the timing jitter or the phase variation of the 
signal)
• Using the pattern violation methodising parity checks or spectrum shaping codes)
• Using pseudo-errors.
Out of the error monitoring techniques outlined in the above list, error monitoring using test 
sequences is the most accurate, while error monitoring using pseudo-errors has the advantage of 
reduced sample size requirements, thereby making it faster.
Training sequence based error monitoring is the most accurate technique simply because 
knowledge of the transmitted sequences at the receiver facilitates direct comparison with the 
received data. Therefore, errors can be detected with absolute certainty, e lim inating the possibility 
of incorrect detection. Nonetheless, this methodology of error rate monitoring suffers from the 
drawback that a large sample size is required for accurate estimation when the actual error 
probability is low. As a result, the estimation delay associated with this methodology is high, and 
consequently the technique has not received significant attention in the literature. One example of 
this type of error rate monitoring is found in [43] by C.A. Rohde. The technique presented by 
Rohde in this contribution relies on the use of sync words and assumes independently distributed 
errors and constant error probability over the sample length. The estimator finds, by direct 
comparison with the transmitted sequences, the number of correctly received sync words, and 
from that derives the bit error probability for the link
On the other hand, pseudo-error based error rate monitoring has been developed precisely to cut 
down the required sample size for accurate error rate estimation and monitoring. Examples of 
error rate monitoring techniques based on pseudo-error calculation are found in references [44] to 
[47]. In [44], a pseudo-error value is first created using the phase of the received signal. A region
P <\a\< tt-  P , where a is the signal phase and /? is a predefined threshold, is defined within
which the signal is assumed to be correctly received. If the signal phase is outside that region then 
erroneous reception is assumed and the pseudo-error counter is incremented. However, the 
accuracy of the calculated pseudo-error rate and the and true error rate values is dependent on the 
source of the link impairment and therefore a single relating function is not valid for all situations. 
The author then proceeds with the discussion of various methods for mapping the pseudo-error 
probability to true error probability. As this is out of the context of this document, the reader is 
referred to [44] for further details.
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Another alternative, is the calculation of a pseudo-error metric using histograms of the received 
signal envelope. This is originally discussed in [45] by L. Ding et.al. The same technique is then 
found once again and improved upon in [46].
A. Wilde and U.-C. Fiebig proposed an alternative technique in [47], which does not require 
monitoring the phase of the received signal. In particular, after the decoding step, the received 
data is re-encoded and compared to a buffered version of the same sequence before the decoding 
step. Any differences are regarded a pseudo-error and increment the pseudo-error counter. The
resulting pseudo-error rate, denoted in as the channel error rate P ^2a , then needs to be translated
into true error rate. Recognising that the true error rate after decoding is strongly dependent upon 
channel conditions, the authors then take into account the error burst statistics in the mapping 
step.
2.4 Adaptive Coding and Modulation
Increasing demand for high speed wireless communications has inevitably resulted in 
considerable research interest in improving the spectral efficiency and error performance of 
communication links. The need for higher spectral efficiencies, coupled with the time variant 
nature of wireless communication channels has led to adaptive transmission techniques gradually 
becoming the norm form modem communication systems.
Adaptive coding and modulation (ACM), also referred to as adaptive coded modulation, is one 
example of adaptive transmission. The core concept of ACM is to dynamically adjust the 
modulation and coding scheme (MCS) used to the channel conditions, thereby maximizing the 
link spectral efficiency under a given error rate requirement. Research interest in ACM has been 
significant in recent years as a consequence of the need for link efficiency maximization.
In [48], a variable-power variable-rate method is proposed for adaptive MQAM and its 
performance is investigated. The authors of that contribution demonstrate that the proposed 
variable-rate variable-power method reduces the average SNR requirements for a given average 
throughput and BER performance as compared to the SNR requirements of non-adaptive 
transmission schemes as well as variable-power fixed-rate schemes. This gain in SNR 
requirements is quantified in [48] to be in the order of 5-1 OdB relative to variable-power fixed- 
rate schemes and as high as 20dB relative to non-adaptive transmission schemes. In addition, the 
effects of time delay on the adaptive modulation performance are characterized in [48] and it is 
shown that the extent to which delay affects the performance is reduced for increasing system 
BER threshold requirements. Crucially, it is shown that adaptive modulation systems may only 
provide acceptable performance when the delay is kept bellow a threshold value, which depends
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on the system’s BER requirements. Extending the work of [48], Alouini and Goldsmith 
investigate in [49] the spectral efficiency and BER performance of constant-power variable-rate 
MQAM in Nakagami mobile fading channels and compare the spectral efficiency of both adaptive 
continuous rate (ACR) and adaptive discrete rate (ADR) MQAM with the Shannon capacity lim it 
under specific BER and power constraints. The ACR and ADR MQAM schemes are shown to 
suffer an SNR penalty of 5dB and 6.2dB respectively, relative to the SNR requirement given by 
the Shannon formula, under the constraint of a maximum BER of 10"3. In [50], the method of [48] 
is extended to include coding. Coset codes, of which trellis and lattice codes are special cases, are 
used and adaptive coded modulation is investigated and shown to provide a 3dB performance 
improvement compared to un-coded adaptive modulation. The authors of [51] present an adaptive 
trellis coded MPSK scheme for use in Rayleigh fading and indicate a 3-20dB performance 
improvement compared to fixed-rate trellis-coded schemes. The design of a robust adaptive coded 
modulation scheme that takes into account the performance deterioration caused by adaptation 
delay is presented in [52]. In [53] the performance of adaptive coded modulation when turbo 
codes substitute trellis coding is presented. The results in that contribution indicate a 3dB 
performance improvement over adaptive trellis-coded modulation. Adaptive turbo-coded 
modulation is also the topic of [54]. Under the assumption of perfect channel in form ation being 
present at both the transmitter and receiver, adaptive turbo-coded modulation in flat Rayleigh 
fading is shown in this paper to exhibit a throughput versus average SNR performance that comes 
within 3dB of the Shannon capacity curve. This is for a target BER of 10"6. In [55] optimum 
design of adaptive un-coded MQAM assisted by channel prediction for fiat Rayleigh fading 
channels is investigated. The design takes into account a known channel prediction error variance 
and is based on the assumption of known second order fading statistics. The contribution shows 
that attempting to improve performance by adding power adaptation to an adaptive modulation 
system yields minimal gain, which diminishes as the SNR prediction error increases. Adaptive 
turbo coded modulation for 3G systems is investigated in [56]. In this paper the authors propose 
the modelling of the received SNR using a Markov model. Using this model, the choice of the 
appropriate modulation and coding scheme is based on the statistical maximization of the 
throughput. It is shown that this method outperforms memory-less threshold based decision 
making approaches.
Improving on the support of variable coding of the DVB-S standard, the DVB-S2 standard [24] 
now supports ACM in an effort to further increase system capacity and availability. In DVB-S2 
the ACM subsystem performs link adaptation based on estimates of the received SNR. The 
modulation and coding scheme (MCS) choice is performed by comparing the estimated SNR to a 
set of threshold SNR values, associated with the pool of available MCS’s. The receiver signals the 
estimated channel state/link quality and requested MCS back to the base station via a return
31
Chapter 2. Background and State o f the Art
channel (DVB-RCS for example) in order for the link adaptation to take place. In addition to the 
channel state information, other parameters may be used as link quality metrics. Examples are the 
packet error rate detected by the CRC-8 and the channel error rate derived from the errors 
corrected by the LDPC code. Upon reception of link quality and MODCOD request signalling, 
the Gateway will adapt the format of the data transmitted to the terminal on a frame by frame 
basis. In addition to [24], the implementation guidelines of DVB-S2 [25] also provide a functional 
description of the DVB-S2 ACM subsystem and an evaluation of system capacity with ACM in 
use. Moreover, annex E of [25] presents a proposed methodology for the physical layer 
adaptation.
ACM related work that is more focused towards satellite communication systems can be found in 
[57] to [64] and the references therein. In [57], the power savings and throughput increase 
achievable when power control and rate adaptation respectively are employed in satellite 
communication systems subject to log-normally distributed rain attenuation in the Ka band are 
investigated. In a scenario of constrained bandwidth it is shown that adaptive modulation can 
improve average throughput in the same propagation conditions. It is shown that, if the rain 
attenuation distribution parameters are known, the estimation error can be evaluated and lead to a 
suitable margin value. When taken into account in adaptation of transmit power/rate/modulation, 
this margin ensures that the system resources are utilized efficiently while any outage probability 
requirement is met.
The combined use of power control and rate adaptation through variation of the modulation and 
coding schemes used was shown in [58] to significantly improve the data rate achievable by 
satellite communication systems operating in Ka band, whose links are subjected to rain 
attenuation and atmospheric scintillation. Signal attenuation was shown to be predictable within 
0.5dB or IdB of its true value for a Is or 3s prediction time respectively, when the two fading 
processes are modelled by a first or second order auto-regressive model. In order to improve 
system efficiency, the range of possible received SNR values was split into regions, to each of 
which a specific modulation and coding scheme (MCS) was assigned. Within each of the regions 
adaptive power control is assumed to take place, making the received power distribution Gaussian 
thereby leading to a system operation point that maximises power efficiency.
Both the SNR estimation and the MCS selection algorithm contained in the ACM subsystem 
description of the DVB-S2 standard and implementation guides can be found in [59]. Focussing 
on the ACM implementation part of the document, and in particular on the MCS switching 
algorithm, the authors present an algorithm that uses a pair of shifted thresholds for each of the 
available MCS’s. The rationale behind shifting the thresholds is similar to that discussed in [57], 
in that it results in a reduction of the erroneous MCS switches caused by SNR estimation errors.
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On the other hand, use of a hysteresis loop limits the frequency of MCS switching, thereby 
reducing the effect of SNR fluctuation around its mean value.
In [60], a methodology is proposed for designing and optimizing the performance of ACM 
schemes for unicast broadband satellite systems. The ACM subsystem optimization is performed 
with respect to the overall capacity maximization, while ensuring adherence to area of coverage 
and outage probability constraints. Supporting the theoretical analysis presented in this paper, a 
study case for a Ka band bent pipe satellite network is included and shows that considerable 
capacity gains are achievable when ACM is used.
A method for combating the effects or the round trip delay associated with satellite 
communication systems, and by extension its effects on the performance of ACM, is presented in 
[61]. Basically the algorithm presented in this paper adds or subtracts a margin from the estimated 
SNR, based on the SNR slope, thus attempting to predict the SNR at the actual time of MCS 
selection. The methodology is shown to have the potential for improving ACM performance, at 
minimal cost in terms of computational complexity and memory requirements.
In [62] an analysis of the performance of DVB-S2 when using ACM is presented and compared to 
the performance of DVB-S2 when constant modulation and coding is used. One of the interesting 
conclusions of this document is that the improvement in system capacity/throughput achieved by 
the use of ACM increases as the availability requirements of the system become more stringent. 
This is a consequence of the higher fixed margins that need to be employed, in order to adhere to 
more stringent availability requirements. It was also illustrated that the number of MCS’s used 
may be reduced with minimal impact on the system throughput and availability, provided that the 
choice of supported MCS’s is optimal given the expected propagation conditions.
Reference [63] presents a discussion upon the applicability of fade mitigation techniques to DVB- 
S2, in mobile scenarios. Although not concentrating on ACM specifically, this document is of 
interest as it looks at the aeronautical satellite, maritime satellite and railway satellite scenarios 
and analyses the effect that mobility has on the control loops of FMT’s. It is shown that the 
required values for margins, such as those employed in [57] and [60], increase as the velocity of 
the receiving terminals increases, as a result of the greater variation of the attenuation process 
within a fixed time frame. Shadowing and signal blocking that can occur in the railway satellite 
environment is also found to increase the error in FMT control loops, and these effects need to be 
taken into account when designing the FMT sub-system. The FMT control loop margin required 
as a result of mobility in the railway satellite environment is further studied in more depth in [63] 
and [64].
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2.5 Summary
The content presented in the preceding section of Chapter 2 has demonstrated that there is a clear 
tendency for satellite communication systems to be increasingly involved in the provision of 
services to mobile and nomadic terminals. Given also the increasing demand for feature rich 
multimedia content provision as well as IP-based communications over satellite, DVB-S2 is a 
prime candidate for the facilitation of this trend.
However DVB-S2, and in particular its SNR estimation and ACM algorithms have been designed 
for AWGN conditions and are therefore not optimal for operation in mobile satellite environments 
in their present form. The challenge in this case is therefore to adapt the SNR estimation and 
ACM operation of DVB-S2 to mobile satellite environments.
Because the majority of the SNR estimation approaches discussed in section 2.3 are either 
designed for AWGN conditions or require a priori knowledge of the fading channel statistics, 
which is not always feasible in practice especially for systems whose receivers may move 
between different environments and therefore encounter a large variety of fading channel 
statistics, the development of an efficient and accurate SNR estimation method for use in DVB-S2 
has been deemed necessary.
In addition, the use of static switching thresholds by the DVB-S2 implementation of ACM implies 
that the ACM performance will be suboptimal in any propagation conditions other than ACM. 
DVB-S2 ACM is therefore identified as another aspect of the DVB-S2 system whose suitability 
for vehicular satellite environments should be improved. In order to reduce the dependency of 
DVB-S2 on prior knowledge of the performance of the available ModCods in varying propagation 
environments, we propose adaptive threshold adjustment as a means of ensuring that the 
appropriate switching thresholds are always employed.
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Chapter 3
3 SNR Estimation
Satellite communication systems exhibit certain characteristics that distinguish them from other 
wireless communication systems. One of these characteristics is the large round trip propagation 
delay. For systems with a geostationary space segment, the round trip delay is in the range of 
500ms. It is therefore obvious that mitigation of fast fading is not possible for satellite 
communication systems and consequently only slow fading processes need be tracked. This fact 
relaxes somewhat the requirements for estimation delay in any parameter estimation employed by 
such systems. Another characteristic of satellite communication systems such as the one 
investigated here is the high transmission rate. Links to nomadic terminals such as trains and 
maritime vessels contain data for multiple users, and therefore their total capacity is the aggregate 
of the capacity requirements of all active users.
The DVB-S2 framing structure defines the use of pilot symbols, which are periodically 
interleaved with the user data. As explained in section 2.1.2, a pilot slot consisting of 36 pilot 
symbols is inserted every 16 data slots. These pilot symbols provide the means for data-aided 
parameter estimation to the physical layer of DVB-S2.
The signal to noise ratio (SNR) of the received signal is the most suitable link quality metric upon 
which fade mitigation techniques such as adaptive coding and modulation may be based, provided 
that the received SNR can be correlated to the resulting error rate performance. The current state 
of the art in SNR estimation has been briefly discussed in section 2.3. In [32], the ML and SNV 
algorithms, which are closely related to each other, have been shown to provide the best 
performance under the assumptions of AWGN channel and the existence of a known training 
sequence. A common characteristic of all the aforementioned estimators is the relatively high 
computational complexity that they entail. In addition, both of these algorithms are optimal for 
given propagation characteristics. The ML and SNV algorithms discussed in [32] and 
mathematically described by equations (2.4) and (2.5) respectively are suboptimal in the presence 
of multipath fading as they cannot distinguish between multipath fading effects and variation in 
the local average SNR. This fact has been the motivation for an adaptation of the ML estimator 
for slowly fading Rice channels presented in [40] as well as the moment based joint Rice factor 
and SNR estimator published by the same authors in [41]. At the time that this work was
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undertaken, in multipath fading conditions, the joint SNR and Rice factor estimator presented in 
[41] is the most promising in terms of performance.
In this chapter a novel SNR estimation algorithm is presented that was developed with the 
following objectives. Firstly, the algorithm is intended to have lower computational complexity 
than existing alternatives. Secondly, the algorithm should be adaptable to changing channel fading 
distributions and thus maintain its estimation performance in various satellite communication 
environments. Thirdly, given the inability of satellite communication systems to mitigate fast 
fading effects due to the large round trip delay, the estimator is only intended to track slow fading 
processes resulting from atmospheric attenuation, satellite antenna gain variation and free space 
loss variation, it is designed to estimate the long term average SNR as opposed to shorter term 
values. As discussed in detail in section 3.4, this results in a requirement for the SNR estimation 
algorithm to be able identify shadowing and blocking events and exclude them from the 
calculation of the average SNR value. .The estimator relies on the existence of pilot sequences 
interleaved with the user data, as is the case in DVB-S2.
The chapter is organized as follows. Section 3.1 contains a description of the estimation 
technique, the resulting estimator simulation model and the method and results of validation of 
that model. In section 3.2 the estimation performance in AWGN is presented and compared to the 
performance of the SNV algorithm. The performance of the estimator in the presence of multipath 
fading is discussed in section 3.3 and compared to the performance of the moment based 
estimator of [41]. In that section the effects of multipath fading on the estimation accuracy are 
identified and a methodology for their mitigation is presented, along with updated estimation 
performance results. In section 3.4 we propose a methodology for preserving estimation 
performance in the presence of periodic shadowing, as found in the railway satellite environment. 
This method is also applicable for performance preservation in non-periodic shadowing and 
blocking channels. In section 3.5 we present the performance of the estimator in the presence rain 
attenuation, as this is the dominant atmospheric attenuation source in the Ku frequency band. 
Finally, section 3.6 contains an overview of the chapter and the conclusions that can be drawn 
from the results presented herein.
3.1 Estimation Methodology and Model Description
3.1.1 Algorithm Description
The SNR estimation method proposed here is a two-step technique. The first step is the estimation 
of the link error rate, from which the link SNR is derived as a second step of the process. Error 
rate estimation is performed in a data-aided manner, using the pilot symbols included in the DVB-
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S2 physical layer frames as a training sequence. As per the system description, the work presented 
here assumes a DVB-S2 physical layer with a transmit rate of 20Msps with QPSK modulation.
In AWGN conditions, assuming coherent binary or quaternary phase shift keying modulation, the 
error rate is given by [65], where p is the energy per bit over noise spectral density, Et/No'.
BER = ^ e r f c i jp )  (3 .1)
In equation 3.1, erfcQ is the complementary err or function and p is the link signal to noise ratio. 
The complementary error function is expressed as:
e r fc ( x ) = 7 ; i y d t (3.2)
Estimation of the un-coded BER is done by comparison of the I and Q branches of the known 
transmitted pilot sequence with the received pilot sequence, after hard decisions are made on the 
incoming pilot sequence. Any differences are considered as a bit error and increment an error 
counter which is then divided by the number of observations to yield the BER estimate. The 
process can be expressed mathematically as:
WN
BÊR = L  [(% (m) © dp (m))+ (r? (m) ® dq{m )\ (3.3)
ZiVp W
In equation 3.3 r and d denote the received and (known) transmitted pilots respectively, while the 
subscripts i and q denote the in-phase and quadrature components of the pilot sequences. Np is the 
number of pilot symbols per DVB-S2 frame and W is the number of frames over which estimation 
is performed. At the end of the observation period, the errors are summed, and the result of the 
summation is the total number of errors observed. Let the observation length be N, and the 
number of errors observed be n. The probability of observing n errors in N  symbols is given by 
[65]:
(3.4)
w=0 \ n j
P X = N P ‘ (3.5)
° 1 = N P , < \ - P ' )  (36)
In the context of training-sequence based error rate monitoring, px is the mean number of errors 
observed within a fixed sample size and pe is the error probability. The number of observed bit
errors is therefore a binomially distributed random variable. Let us define another random
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variable Y=X/N, denoting the estimated bit error rate, derived from the number of observed errors 
and the total number of observed bits. The mean and variance of this random variable are:
p  x
M* = N  = P‘
(Tv —
N
P e d - P e )
N
(3 7)
(3 8)
After estimation of the link BER, the received signal to noise ratio is calculated by inversion of 
the monotonie equation 3.1, which results in:
= \erfcinv(2BÊR j]2 (3.9)
In equation 3.9 the term erfcinv designates the inverse complementary error function. For real 
time SNR estimation during link activity, this step can be performed either by means of an on­
board processor that performs the calculation of equation 3.9 or by means of a look-up table. 
Obviously, in the latter case, the range and accuracy of the resulting SNR estimate depends on the 
range and granularity of the look-up table.
3.1.2 Simulation Model and Validation
The BER estimation process described so far has been implemented in a link-level DVB-S2 
simulator written in MATLAB. The block diagram of the simulation model developed in 
MATLAB is shown in Figure 3-1.
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Figure 3-1 SNR Estimator Simulator Block Diagram
In order to validate the estimator model, a number of simulations were run and the BER estimator 
variance and mean were stored. The simulations have been performed for a range of Es/N0 values, 
and the length of each simulation was 10,000 frames, or approximately 17 seconds. The 
theoretical and mean estimated BER versus SNR is presented in Figure 3-2, while the theoretical 
and estimation-based BER variance versus the SNR range is shown in Figure 3-3.
It is clear that the simulated estimator mean and variance follow closely the theoretical values. 
The slight deviation of the estimated variance values with respect to the theoretical variance can
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be attributed to the relatively small length o f the simulation (10000 frames). It is therefore 
concluded that the BER estimator model operates correctly.
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Figure 3-2 Theoretical and Estimated BER
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Figure 3-3 Theoretical and Estimated BER Variance
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After estimation of the link BER, the next step is derivation of the link SNR. Equation 3.9 is used 
for that purpose. In the MATLAB simulation model this equation is directly applied to the 
estimated BER values in order to calculate the link SNR. Note that equation 3.9 gives the received 
Eh/No value. If instead the goal is to calculate the received Es/N0 then the result of equation 3.9 
needs to be multiplied by a factor of m=log2 (M) where M  is the index of the M-PSK modulation 
format used. In the case of QPSK {M=4), the energy per symbol-to-noise ratio is acquired by 
calculating the energy per bit-to-noise ratio by a factor of two. Figure 3-4 shows the estimated 
Es/N0 versus actual Es/N(} as provided by the SNR estimation simulations.
LU
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Figure 3-4 Estimated versus Actual SNR
As can be seen in Figure 3-4, the estimated value of Es/N0 follows the actual value very closely. 
Apart from how close the mean of the estimates is to the actual value, the estimation variance is 
also an important measure of performance for the estimator. According to Celandroni et al in [66], 
the variance o f an SNR estimator based on error rate measurements is given by:
crSNR = crBER
dpe (SNR) . -2 (3.10)
In equation 3.10 the term cr2BER is the variance o f the error rate estimator and the fraction 
dpe(SNR)/dSNR represents the rate of change in the BER for a given change in the actual SNR. 
The value of this ratio depends not only on the actual SNR but also on the slope of the change in 
error rate for a given change in SNR. Given the estimator performance has so far been illustrated
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for range o f Es/N0 values between IdB and KMB, the above ratio has been calculated for the same 
range o f mean SNR values, with the factor dSNR set to 0.5dB.
Given the non-linearity of the error rate curve, equation 3.10 can be used to produce two variance 
curves, one for a positive SNR slope and one for a negative SNR slope. Figure 3-5 shows the 
simulated estimator variance, as well as the two limiting variance curves obtained using equation 
3.10 and setting the dSNR factor to 0.5dB.
0.012
0.01  -
0.008
g  0.006 - 
>
0.004 -
0.002  -
*— U p p e r V a ria n c e  L im it 
û— L o w e r V a ria n c e  L im it 
S im u la te d  V a ria n c e
5 6 7
E s/N 0 (dB )
Figure 3-5 Theoretical and Estimated SNR Variance
As can be clearly seen in Figure 3-5 the variance of the modelled estimator lays approximately at 
the centre between the two limiting curves produced analytically, validating the simulator 
operation. It should be noted that the distance between the curves increases with actual SNR as a 
result o f defining dSNR in dB scale.
Given the results presented in Figure 3-2 through to Figure 3-5 it is deduced that the SNR 
estimator model is correct and exhibits performance that is in line with what would be expected in 
theory. This comment stands for both of the estimation steps taken by the model, namely the BER 
estimation and the consequent SNR estimation.
Having described and validated the operation of the SNR estimator proposed in this thesis, the 
following sections of this chapter are dedicated to the presentation and discussion o f the 
estimator’s performance in a range of propagation conditions, all of which are related to the 
communication environments encountered in satellite links to nomadic terminals.
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3.2 Estimator Performance in AWGN
In this section we present the performance of the SNR estimator in AWGN channel conditions. 
As before, the physical layer structure is that of DVB-S2, under the assumption of QPSK 
modulation. Under that assumption, according to table 11 of [24] each physical layer frame 
contains 22 pilot slots of 36 pilot symbols each, interleaved with the user data. In addition to these 
pilot slots, there are 57 pilot symbols in the frame header, resulting in a total of 849 pilot symbols 
per frame. In the simulations SNR estimates are averaged over 100 physical layer frames giving a 
grand total of 84900 pilot symbols per estimate. The averaging operation is performed in an order 
to reduce the estimator variance and enable correct estimation at high values of SNR (where 
errors are less frequent). The estimator performance has been evaluated for an EJNq range of IdB 
to lOdB. Note that from this point onward, any reference to link SNR refers to the energy per 
symbol to noise density ratio Es/N0, as opposed to the energy per bit to noise density ratio.
Given that in the relevant literature the ML estimator, and by extension the SNV estimator, has 
been shown to be the best performing algorithm, the MSB and variance of the ML estimator is 
also presented here and used as a performance benchmark. The implementation of the ML 
estimator used here is the single sample per symbol version, which is in effect identical to the 
SNV estimator as discussed in section 2.3.1.
The most appropriate means of evaluating the estimator performance are the achieved Mean 
Square Error (MSE) and the estimation variance. The MSB and variance of the estimators are 
defined as:
In the above equations, p  and p  are the actual SNR and the estimated SNR respectively. In 
AWGN conditions, the bias of both the ML and the BER based estimators is zero, as the mean 
estimated value is equal to the actual SNR. Therefore, setting the bias to zero in equation 3.13 the 
MSB is shown to be equal to the variance of the estimator. The normalized estimation variance of
MSEp = E \ p - p f \  
Var. = E [p2] - ( E \ p f
(3.11)
(3.12)
Expanding equation 3.11 and after some algebraic manipulation we arrive at:
(3.13)
Where the bias of the estimator is defined as:
Bias;, = E[p -  p \ (3.14)
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both the ML and the BER-based estimators is shown in Figure 3-6. Note that normalization is 
achieved by division of the estimation variance by the square of the actual SNR.
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Figure 3-6 ML and BER-Based SNR Estimation Variance
It is obvious from the above figure that the ML estimator outperforms the BER-based estimator 
by approximately one order of magnitude. The performance degradation of the BER-based 
estimator with increasing SNR is caused by the fact that as the signal SNR is increased, the bit 
error probability is reduced which in terms means that the probability o f observing errors within a 
fixed sampling interval is reduced. As a result, as the mean SNR increases, so does the variation 
in the number of errors observed within a set of fixed length observation intervals, resulting in a 
higher estimation variance.
The increasing estimator variance at increasing SNR values can be addressed through an 
adjustment of the estimator’s sampling window. The estimator could be adapted so that as the 
estimated SNR increases the sampling length is adjusted to maintain a certain estimation error 
variance. In fact, Celandroni et al outline a methodology in [66] for calculating the number of 
samples required to achieve a specific estimation variance under the assumption that the SNR 
estimates are Gaussian distributed. This methodology could be used to derive the number of 
required samples per estimate that would ensure that the estimation variance does not exceed a 
specified threshold at the highest SNR that the estimator is expected to estimate. However, as with 
any estimation technique, the tracking capability of the estimator an inverse function o f the
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estimation sample length. Therefore the chosen sample length should be such that ensures the 
estimator is capable of tracking changes in the average SNR sufficiently fast.
Despite the fact that the ML estimator outperforms the BER-based estimator by a significant 
amount, the performance of the latter is by no means unacceptable. As shown in Figure 3-6, the
maximum value o f the normalized variance at an actual SNR of lOdB is approximately 2 • 10” , 
resulting in an absolute variance value of 0.02. The plot of the estimated SNR time series, which 
is illustrated in Figure 3-7, shows that all of the estimated SNR values are within 0.5dB of the 
actual SNR value.
Another factor influencing the choice of estimator is the computational complexity of the 
technique employed. The BER-based estimator is mathematically described by equations 3.3 and 
3.9 of the previous section. The maximum likelihood algorithm is mathematically described by 
equation 2.2. It is obvious that the computational complexity of equation. 2.2 is much higher than 
the combined computational complexity of equations 3.3 and 3.9. If a look-up table is used in the 
stead of equation 3.9, the difference in computational complexity between the two techniques is 
further increased.
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Figure 3-7 Estimated SNR Time Series, Actual SNR=10dB
The AWGN-based performance analysis presented in the preceding parts of this section indicates 
that the proposed BER-based SNR estimator is capable of achieving acceptable estimation 
performance in AWGN conditions, and can therefore be considered as a feasible solution for SNR
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estimation in DVB-S2. Nonetheless, the proposed estimator’s reliance on error rate measurements 
in order to derive the link SNR does impact its performance in AWGN when the signal SNR is 
high, due to the dependence of the estimator variance on the link SNR, when the estimation 
sample length is kept constant.
Having analysed the performance of the proposed estimator in AWGN conditions, the question 
that arises is how the estimator performs in propagation conditions more likely to be encountered 
in mobile satellite communication systems. This is discussed in the remainder of this chapter with 
performance in LOS multipath conditions discussed in the following section, and performance in 
shadowing and atmospheric attenuation following after that.
3.3 Estimator Performance in Rice Multipath Fading
The performance of SNR estimators in the presence of multipath fading is different to that 
observed in AWGN conditions due to the difference in the nature of the signal corrupting process. 
For the majority of link activity time, mobile satellite communication systems operate under line- 
of-sight (LOS) conditions, resulting in a small scale multipath process that follows the Rice 
distribution. Therefore, this section is dedicated to the investigation of the proposed estimator’s 
performance in Rice fading conditions.
The received signal at time t, corrupted by multipath fading and AWGN is given by:
r(t) = A{t)s(t)  + n{t) (3.15)
where A(t) and n(t) are the Rice distributed channel response and the white Gaussian noise at time 
t, and s(t) is the transmitted signal at time t. After reception the pilot symbols interleaved with the 
received data are used in order to estimate the channel response and the resulting channel 
estimates are used to equalize the channel phase. Under the assumption of ideal channel phase 
estimation and equalization the resulting received sequence is described by:
%  ( 0  =  M W K O  +  n'{t) (3 16)
The effect of this type of channel equalization is the removal of the channel-induced phase
rotation of the received sequence, leaving only the channel envelope effects.
The error probability of the received signal in equation 3.16 for a given mean SNR is the average 
over the distribution of the SNR about its mean. This is expressed mathematically by equation 
3.17.
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BER Rice = ] \ e r f c ( j7 ^
- ( z ' + o ' )
2(JnV
L
/  A az
V ° " o  y
dz (3.17)
Clearly, the error probability for a given mean SNR when the received signal is corrupted by Rice 
fading is higher than that obtained for the same mean SNR in AWGN conditions. Consequently, 
equation 3.9 is not suitable for SNR estimation in Rice multipath fading, as the increased BER 
caused by the channel would result in SNR estimates that exhibit a negative bias. The problem is 
illustrated in graphical form in figures 3.8, which shows the theoretical BER in Rice fading, for a 
range of Rice factor values, and compares it with the BER achieved over the same SNR range in 
AWGN conditions.
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Figure 3-8 AWGN and Rice BER Comparison
In addition to the differences in BER shown in Figure 3-8, Figure 3-9 illustrates the estimation 
MSE, squared bias and variance achieved when equation 3-9 is used to produce SNR estimates in 
the presence of Rice fading with K=17dB. In order to produce Figure 3-9 the estimated SNR has 
been obtained through use of the erfcinv function in Matlab, and has been subsequently used to 
calculate the estimation MSE, bias and variance. Figure 3-9 makes it obvious that although the 
estimation variance is kept to relatively low values, the estimation bias is high. The estimation 
mean square error is the sum of the estimation variance and the squared bias. Therefore, the high 
estimation bias results in high overall estimation MSE, when equation 3.9 is used to produce SNR 
estimates in the presence of Rice fading.
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In order to improve the estimation performance in Rice fading, a closed form solution to equation 
3.17 is ideally required. However, equation 3.17 can only be solved numerically, which is not a 
practical solution for a real-time estimator. An alternative is to model the bias produced by 
equation 3.9 when used in Rice fading conditions and compensate it after the first estimation step.
T&—  E s tim a tio n  M S E
8 *  E s tim a tio n  B ia s 2 
■’ * — E s tim a tio n  V a r ia n c e
0.9
0.7
0.5
m
0.3
0.2
0»
E s/N 0 (dB)
Figure 3-9 Estimation MSE, Squared Bias and Variance in Rice Fading
The estimation bias in Rice fading needs to be characterized, before it can be compensated. As 
can be seen in equation 3.17, the un-coded BER in Rice fading is a function of the mean SNR, the 
channel mean power a2 and the channel variance o 0. Given that the Rice factor is defined as 
K=a~/2o~, we can say that the BER is a function of the mean SNR and the Rice factor. It is 
therefore reasonable to expect that the estimation bias will also be a function o f these two 
parameters. If the estimation bias is examined for a single Rice factor value, it becomes a function 
of the mean SNR only. In order to model the estimation bias over an SNR range for a given Rice 
factor, the theoretical BER as well as the resulting SNR estimates stemming from equation 3.9 
need to be calculated. Subtracting the results of equation 3.9 from the true mean SNR then yields 
the bias curve over the selected SNR range. A model for the bias curve over the selected SNR 
range can then be acquired by means o f curve fitting. It has been found that, for a given Rice 
factor, the variation o f estimation bias over a range of SNR values can be accurately modelled by 
a third order polynomial, such as the one shown in equation 3.18. Using this polynomial, the 
expected SNR estimation bias may be calculated.
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biasp = p 0p* + P iP2 + P 2 P + P 3 (3.18)
The values of the polynomial’s parameters depend on the Rice factor. Consequently, is the SNR 
estimator is expected to operate over a range of different Rice factors, the dependence of the 
estimation bias on the Rice factor should also be modelled. This can be achieved by viewing the 
four polynomial parameters, p 0 to p3, as functions of the Rice factor. As such, assuming 
knowledge of the Rice factor, their values may be accurately calculated if the correct function is 
used. Identification of the appropriate functions for calculating the polynomial parameter values 
as a function of the Rice factor is once again achieved by curve fitting, in accordance with the 
following steps:
1. Bias vs. actual SNR curves are generated for a range of Rice factors.
2. An accurate fit is found for the variation of each of the four polynomial parameters over 
the modelled Rice factor range.
3. The above step results in four fitting functions which are stored for use when a change in 
Rice factor is detected.
The process described in the three steps above was performed for a Rice factor range between 
5dB and 27dB, in steps of 2dB. The polynomial parameter values were then fitted to a number of 
functions until the best fit was found. It was found that the variation of p 0 over the specified range 
of Rice factor values was best fitted by a 4th order polynomial, whereas the variation of the 
remaining three parameters was best fitted by double exponential functions. The forms of these 
functions is presented in equations 3.19 and 3.20, while the parameter values related to each of the 
three original polynomial parameters are presented in table 3-1.
Using equations 3.19 and 3.20 with the values shown in table 3-1, the parameters of the bias 
prediction polynomial may be calculated for any Rice factor value between 5dB and 27dB at 
arbitrary granularity, and equation 3.18 is fully defined.
Pq (K ) — z mK  + z02K  + Zq^ K + z 0iK  + z05 (3.19)
Pi(K ) = z n Qxp(zi2K )+ z i3 exp(zi4K ) (3.20)
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Table 3-1 Values of Fitting Parameters
z n Z,2 Z ,'3 Z /4 z ts
1 = 1 -2.12-10"8 1.185-10"6 -1.509-10"5 -1.40M 0"4 2.752-10"3
i = 2 -2.532 — 0.2566 -2.641 -0.2807
i = 3 3.151 -0.1859 -3.82 -0.1932
i = 4 -3.94 -0.2099 4.266 -20.2147
An indication of the goodness of fit achieved with the estimation of each of the parameters (po,Pi, 
p2 and ps) is provided in Table 3-2 in the form of the RMS and normalised RMS errors achieved. 
The normalised RMS error is defined here as the RMS error divided by the range of observed 
(estimated) values.
Table 3-2 Bias fitting polynomial parameter goodness of fit
Parameter Po Pi P2 P3
RMSE
3.1139 10-s 3.9943-10"4 0.0015 0.0010erm = ^ X - x ) ~ \
nRMSE
/  \ max min /
0.0170 0.0077 0.0073 0.0129
Figure 3-10 to Figure 3-13 show the variation of po to p 2 over a range of Rice factor values as 
calculated in step (I) of the fitting process, and compare them to their respective fitting functions, 
acquired in step (II) of the fitting process.
It is noted that the fitting equation parameters z,v have been calculated over a Rice factor range 
between 5dB and 28dB and, as a result, the validity of the approach is only strictly valid over this 
range of Rice factor values. In addition, in Figure 3-10 the fitted values of p 0 begin to oscillate for 
Rice factor values greater than 22dB. This is a consequence of the use of a fourth order 
polynomial to derive the parameter values at different Rice factors. This fitting function, with the 
parameter values listed in Table 3-1, will only produce acceptable results for Rice factors up to 
but not exceeding 28dB, and should not be used outside that range. It is also worth noting
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however that SNR the estimation bias that can be expected for Rice factors exceeding 28dB is 
very low and can normally be ignored.
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Figure 3-10 Bias Polynomial Parameter p0 Fitting
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Figure 3-11 Bias Polynomial Parameter p, Fitting
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Figure 3-14 illustrates a comparison of the theoretical SNR estimation bias with the estimation 
Bias values calculated using the fitting equation (3.18). This comparison is performed over a 
mean SNR range of IdB to lOdB, for Rice factor values of 5dB to 20dB in steps o f 5dB. A final
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goodness of fit indication for equation (3.18) is provided in Table 3-3, where the RMSE error of 
the estimated bias is provided.
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Figure 3-14 Analytical and Fitted Estimation Bias: Curves -  Analytical Values, Circle Points -  Fitted
Values
Table 3-3 Bias Estimation Goodness of Fit
SNR (dB) 1 2 3 4 5
0.0025 0.0012 0.0031 0.0035 0.0026
SNR (dB) 6 7 8 9 10
0.0051 0.0108 0.0183 0.0303 0.0638
Having derived a model of the estimation bias as a function of both the mean SNR and the Rice 
factor, the next step is to solve equation 3.18 for the actual mean SNR. Denoting p  as the true
mean SNR and p  as the biased estimate, the latter can be expressed as:
p  = p  + = p  + + P 2 ( ^ ) P  + P 3 ( ^ )  (3.21)
In order to calculate and compensate the estimation bias, equation 3.21 needs to be solved for p. 
Algebraic manipulation of equation 3.21 yields.
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Po ( K ) P 3 +  Pi ( K ) P 2 +  \ p 2 (K ) + Ï\P + \P3 (K ) -  P ]  =  0 (3.22)
Assuming that that the product p 0p3 is sufficiently small the first term in equation 3.22 may be
neglected with minimal accuracy penalty, leaving us with a quadratic equation whose solution is 
given by:
In equation 3.23 >3 is the original SNR estimate and p  is the SNR estimate after bias 
compensation. However, since it cannot be guaranteed that the first term in equation 3.22 will 
always be sufficiently small to allow for it to be disregarded; a more accurate solution to the 3rd 
order polynomial should be sought after.
After significant algebraic manipulation, which is omitted here for the sake of brevity, the 
solution to the cubic function of equation 3.22 is given by:
Where the operator |*| stands for absolute and the parameters in equation 3.24 are given by
equation 3.25. The term u of equation 3.24 will have a total of six possible solutions, as there are 
the two operations to the inner square root and three possible solutions to the cubic root. 
Nonetheless, it was found through simulations that in practice, only two out of the six possible 
solutions need to be considered for our purpose. In particular, only the subtraction operation on 
the inner square root is considered, and the primary solution to the cubic root is ignored. This 
leaves us with two solutions to u given in the two parts of equation 3.26.
Consequently, equation 3.24 results in two possible SNR estimates. It has been found, once again 
through simulations, that U; results in correct and accurate SNR estimates for the majority of the 
Rice factor values simulated. In every case, the incorrect estimates exhibited significant deviation 
from both the actual SNR and the original biased SNR estimates. As a matter of fact the 
magnitude of the deviation is such that it allows for identification of the erroneous post-bias- 
compensation estimates with ease. This leads to a simple and efficient method for choosing 
between the two available SNR estimates after the two solutions to equation 3.24 have been 
calculated.
P  =
k  W  + 1]± V k (K ) + 1]2 - 4 p , ( K ) \ p , ( K ) - p \  
2\p2(K)  + l]
(3.23)
3w 3
(3.24)
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In order to further illustrate the performance of the proposed estimator, Figure 3-15 compares the 
estimation MSE before and after bias compensation is applied. The results presented cover a 
range of Rice factor values between 5dB and 23dB in steps of 6dB. The reduction in estimation 
MSE achieved when the proposed bias compensation technique is employed is obvious in the 
figure. Additionally, it is clear that the difference between the pre- and post-compensation MSE is 
reduced for increasing Rice factor, as should be expected (sine the channel induced estimation 
bias is inversely related to the channel Rice factor). Additionally, it can be seen in Figure 3-15 
that the worst case MSE value is obtained for a Rice factor of 5dB and Es/N0 of lOdB and is of the 
order of 0.5. This leads to a normalized MSE value of 0.05. We can therefore deduce that the 
estimator exhibits good accuracy even for low Rice factor values.
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Figure 3-15 Pre- (dashed lines) and post- (solid lines) bias compensation SNR Estimation MSE
In order to put the proposed estimator’s performance in Rice fading into context, it is compared to 
the performance of the joint, moment-based SNR and Rice factor estimator presented in [41] [41], 
and described by equations 2.3 to 2.7. The performance comparison is performed using the SNR 
estimation MSE achieved by the two estimators over a range of Rice factor and mean SNR values. 
The mean square error of the SNR estimates produced by the proposed, and the moment based 
estimators are shown in Figure 3-16. In order to ensure a fair comparison between the two 
estimators, the proposed estimator performance has not been produced assuming perfect 
knowledge of the Rice factor. Instead, the Rice factor estimates produced by the estimator in [41] 
have been used. It is clear from Figure 3-16 that the proposed estimator outperforms the joint Rice 
factor-SNR estimator o f [41] for the majority of simulation points.
In fact, for Rice factors up to 13dB, the proposed estimator outperforms the joint estimator o f [41] 
over the entire SNR simulation range. Figure 3-16 also reveals that the performance advantage o f 
the proposed estimator over the estimator o f [41] decreases with increasing Rice factor and/or 
mean SNR. The decrease in performance difference with increasing mean SNR is related to the 
dependence of the proposed estimator’s increasing variance with increasing mean SNR. As 
discussed in section 3.1.2, the estimator’s variance increases with increasing SNR if the sample 
size is kept constant, which affects the overall MSE performance. It is therefore clear that the 
sample size of the proposed estimator should either be chosen to ensure a given estimation 
variance for the highest SNR value at which a system is to operate, or, could be changed in real
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time to ensure constant estimation variance depending on the SNR conditions. The latter solution 
would however increase the estimator’s complexity.
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Figure 3-16 Proposed (solid lines) and Joint (dashed lines) Estimator MSE
In addition, the performance of the proposed estimator in this set of simulations is also dependent 
on the Rice factor, as a result of employing the Rice factor estimator of [41], instead of assuming 
perfect Rice factor knowledge. In particular, the Rice factor estimator of [41] exhibits increasing 
bias and variance with increasing Rice factor values, which leads to imperfect bias compensation 
by the proposed estimator. The combination of these two effects is most pronounced at a mean 
SNR of lOdB for the Rice factor values of 21dB and 25dB, where the proposed estimator’s MSE 
is clearly higher than that of the joint moment-based estimator.
3.4 Identification and Mitigation of Periodic Shadowing Effects
As mentioned in section 2.2.2, one of the propagation effects associated with the railway satellite 
environment is periodic shadowing, which is caused by power arches located along the rail lines. 
The frequency of occurrence and duration of these shadowing effects depend on the dimensions 
of the power arches and the distance between them, as well as the speed of the train terminal. In
[29] the power arches are quoted to be spaced approximately 50m apart, and are mentioned to 
have a width o f 40cm. These distance and width dimension values result in a 600ms shadowing 
period and a 6ms shadowing duration for each event, assuming a train speed of 300km/h.
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The depth of the power arch induced fading events is approximately 1 OdB below the local mean 
SNR. Consequently, in the forward link direction, data received during a shadowing event can be 
expected to be received in error. In addition, any data transmitted in the return link direction will 
also be erroneous when received by the gateway. Given the high frequency of occurrence and the 
low duration of the periodic shadowing, closed loop mitigation techniques are not a viable 
solution. A more suitable course of action would be to ensure that the throughput is maximized 
over periods of time that the signal is not shadowed. This task requires an accurate estimate o f the 
mean SNR of the link during the non-shadowed periods. However, periodic shadowing may also 
result in a negative bias in the SNR estimates, depending on the period and duration of the 
shadowing events, as well as the observation length of the SNR estimator.
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Figure 3-17 Estimated SNR in the Presence of Periodic Shadowing
Under the assumptions of a 6ms shadowing duration and a 20Msps transmit symbol rate with 
QPSK modulation, each shadowing event can directly affect the SNR estimate produced for up to 
4 DVB-S2 frames. In addition, given that the SNR estimator proposed in this thesis employs a 
sliding window averaging filter of length 100 frames, it becomes apparent that each shadowing 
event may affect the SNR estimates produced for up to 104 DVB-S2 frames. Therefore, use of 
these estimates in the decision process of any FMT will result in sub-optimal performance. In the 
case of ACM in particular, the resulting mod-cod scheme selection will be based on an 
underestimated mean SNR value, resulting in the selection o f a more robust scheme than required, 
and the consequent efficiency and throughput loss. The effect of the periodic shadowing on the
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SNR estimates is illustrated in Figure 3-17, which shows the SNR estimates obtained for a mean 
SNR of lOdB and a Rice factor of 17dB, with the bias compensation algorithm described in the 
previous section turned on.
A noteworthy feature of the SNR estimates depicted in Figure 3-17 is the abrupt nature of the 
reduction in the estimated SNR as a result of the shadowing events. This feature is caused by the 
fact that the shadowing event causes the measured frame-based uncoded BER to increase by more 
than one order of magnitude, for the duration of the event. More specifically, the average uncoded 
BER in the absence of shadowing at an SNR of lOdB is in the order of 0.0013, while in the 
presence of shadowing it rises to a value over 0.2. This results in the average uncoded BER rising 
to values as high as 0.0075 once all four shadowed frames enter the BER averaging buffer, which 
in turn causes the average SNR estimates to reduce in value by over 2dB. Due to the additive 
effect of every new shadowed sample entering the BER averaging buffer this process is quite 
rapid, and manifests itself as seen in Figure 3-17. As an example, the table below shows the 
instantaneous un-coded BER estimate, 100-frame average un-coded BER estimate and resulting 
average SNR estimate (without bias compensation) just before and during the first few framers of 
a shadowing event affecting four frames.
Table 3-4 Effect of Shadowing Events on BER and SNR estimates
Frame Index Frame-Based
UcBER
100-Frame Average 
UcBER
100-Frame E{SNR}
0 0.0015 0.0013 9.57
1 0.0094 0.00139 9.52
2 0.113 0.00263 8.91
3 0.209 0.00488 8.25
4 0.207 0.00708 7.79
5 0.042 0.00745 7.72
In order to ensure maximization of the throughput during the non-shadowed portions of the signal, 
the estimator should track only the mean received SNR and disregards the periodic shadowing. 
For this to be achieved, shadowing events need to be detected by the estimator and neglecting 
during the SNR estimation process.
Shadowing event detection can be achieved through monitoring of link BER, and in particular of 
the BER level and rate of variation. Slow processes such as rain attenuation and path loss
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variation due to terminal motion only cause limited variation in the link BER over a short time 
span. In contrast, the shadowing process investigated here causes rapid fluctuations in the 
received SNR, thereby resulting in significant changes in the link BER. Let us define a BER 
variation measure as per equation (3.27).
A B E R  =
E { B E R } j_l - B E R ,
(3.27)
In (3.27) EfBERji.j is the averaged un-coded BER estimate for frame “i - l”, calculated by 
averaging the single frame estimates obtained for each of the frames i- l00 to i-l. BERi is the
single-frame un-coded BER estimate for frame “i ” and the operator |*| designates the absolute
value operation.
The threshold value is used as follows. After the reception of each physical layer frame, the 
single-frame BER is calculated according to the methodology described in section 3.3, using the 
pilot symbols contained in that frame. The BER variation A BER is then calculated using equation
(3.27), and compared to a pre-defined threshold value. If the value of ABER exceeds that 
threshold then the single frame estimate of frame “i ” is discarded. The average BER and SNR 
estimates for frame i are kept fixed to the values previously obtained for frame i-l. If the value of 
ABER does not exceed the threshold then this single frame BER estimate is used along with the 
previous 99 estimates to produce a new averaged BER estimate and consequently, a new averaged 
SNR estimate. Equations (3.9) and (3.24) are then used to calculate the mean SNR estimate for 
that frame.
The effect of employing this BER variation threshold and implementing the sample exclusion 
from the SNR estimation process when that threshold is exceeded can be clearly seen in Figure 
3-18. This figure shows the estimated SNR produced with and without use of the shadowing 
detection/exclusion method described above. The threshold value chosen in this simulation for the 
ABER parameter is 1. It is obvious that the mean SNR is followed closely and that the periodic 
shadowing is completely neglected when the detection/exclusion technique is employed. To 
further illustrate the effect of employing the proposed shadowing detection and exclusion 
technique, Figure 3-19 shows the MSE of the estimator (with respect to the mean SNR) for a 
range of mean SNR values.
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Figure 3-18 Estimated SNR with and without the inclusion of Shadowing Detection/Exclusion
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Figure 3-19 Estimation MSE with and without Shadowing Detection/Exclusion
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3.5 Estimation Performance in Rain Attenuation
In addition to the fast fading and periodic shadowing analysed in the previous sections, earth- 
space links are also subject to atmospheric attenuation. As discussed in section 2.2.3, the most 
important atmospheric attenuation mechanism at Ku band is rain attenuation. Rain attenuation is a 
generally slowly varying process that can potentially cause deep fades in the received power for 
short time spans, and smaller fades for prolonged durations. It is therefore important for any 
satellite communication system that employs some form of fade mitigation to be able to estimate 
accurately the link quality during rain events.
The performance of the proposed SNR estimator in the presence of rain attenuation has once 
again been evaluated by means of simulations, using the simulation model presented in section 
3.2. The simulated scenario is as follows. The clear sky Es/N0 was set to lOdB. Rain attenuation, 
Ricean fading and periodic shadowing are then applied to the signal so as to emulate the LOS 
conditions of the railway satellite channel realistically. The physical layer parameters are those 
defined in the previous sections. Apart from the proposed estimator, the performance of the 
moment based estimator of Chen and Beaulieu [41] is also presented as a measure of comparison. 
We reiterate here that the proposed estimator requires knowledge of the Rice factor in order to 
produce unbiased estimates of the local average SNR. In order to ensure a fair comparison in 
terms of the SNR estimation performance, the proposed estimator uses the Rice factor estimates 
produced by the moment based estimator.
Results for two separate rain attenuation time series are presented in this section. In the first 
simulation a synthetic rain model has been used to produce the rain attenuation time series. This is 
the synthetic rain model described in [31].The rain fading depth generated by this model is higher 
than the rain fade depths typically encountered in Ku band. This time series has nonetheless been 
used as an extreme scenario to demonstrate the performance of the proposed estimator even under 
conditions that are worse than what can typically be expected at Ku band.
The second rain attenuation time series has been obtained from measurements performed at BT 
laboratories using the Olympus satellite [30]. This time rain attenuation series has been measured 
at Ku band and is therefore used here as a more realistic case for the evaluation of the proposed 
estimator’s performance in rain.
It is noted that in both cases presented here the antenna noise increase resulting from rain has not 
been taken into account, and only the effects of the rain fading itself have been considered. This 
has been done due to lack of information regarding the terminal’s noise figure, which would be 
required in order to calculate the G/T degradation resulting from the increased antenna noise 
temperature.
61
Chapter 3. SNR Estimation
3.5.1 Estimator Performance in Synthetic Rain Attenuation
In contrast to the scenarios presented in sections 3.2 to 3.4, when rain attenuation is taken into 
account the average received SNR is not constant in time which in turn means that the SNR 
estimator performance will vary over the duration of a rain event. This is illustrated in Figure 
3-20, which contains the normalised estimation MSE and the mean received SNR over a 
simulation run.
The first point that should be noted from Figure 3-20 is that the proposed estimator’s normalised 
MSE is lower than that of the moment based estimator for the majority of the simulation run, 
which is in agreement with the performance results presented in section 3.3. Another point of 
interest is the region over which the normalised MSE is maximised. In the case of the proposed 
estimator, this region coincides with the regions where the received SNR slope is at its maximum. 
This indicates that the increased normalised MSE of the proposed estimator is the result of the 
sample averaging over 100 samples, which reduces somewhat the estimator’s ability to track steep 
fading slopes. By contrast, the normalised MSE of the moment based estimator is highest when 
the received SNR is at its minimum value, despite the small fading slope over that region. In fact, 
this normalised MSE peak is caused by the bias suffered by the moment based estimator at low 
SNR values. The difference in the performance of the two estimators in the deep fade region of 
the simulation is more clearly visible in Figure 3-21.
The points noted in the previous paragraph can also be validated by observation of the estimated 
SNR time series of the two estimators over the simulation, and comparison with the actual mean 
received SNR. This is plotted in Figure 3-22. The bias of the moment based estimator at low SNR 
is obvious, as is the slight delay that both estimators exhibit in tracking the fading process when 
the fading slope is steep.
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3.5.2 Estimator Performance in Measured Rain Attenuation
The rain attenuation time series that was measured at BT laboratories using the Olympus satellite 
is shown in Figure 3-23. That figure shows rain attenuation measurements taken at 12GHz, 
20GHz and 30GHz. In this section we have used the series measured at 12GHz.
In order to reduce the duration of the simulation only part of the rain attenuation time series has 
been used to demonstrate the proposed estimator’s performance. More specifically, the fade event 
measured between 435 second and 530 second has been used in the simulations presented below. 
This subset of measurement samples has been chosen as it includes the deepest recorded fade 
event from the above series, with a peak fade depth of approximately 6.1dB, as well as steep 
increasing and decreasing fade slopes, expected to test the proposed estimator’s ability to track the 
fading process. The resulting rain attenuation time series is shown in Figure 3-24. As with the 
simulations presented in section 3.5.1 the clear sky Es/Nq was set at lOdB with Rice fading and 
periodic shadowing also applied to the link.
The mean received Es/N0, and the estimated values produced by the proposed estimator and the 
moment based estimator of [41] are illustrated in Figure 3-25. Because the sampling period in
[30] was 0.5 seconds, linear interpolation has been used to produce rain attenuation values for all 
simulated frames. The effect of this is visible in the mean received Es/N0 curve shown in Figure
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3-24 and Figure 3-25, where some plateaus are visible in areas where two or more measure rain 
fade samples had the same value.
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Figure 3-23 Measured Rain Attenuation Time Series at BT Laboratories
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Figure 3-24 Rain Attenuation Time Series
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As can be seen in Figure 3-25, both estimators are capable of tracking the average Es/N0 variations 
resulting from the rain attenuation suffered by the signal. Also, because the fade depth is not as 
deep as that simulated in the previous section, the moment based estimator does not enter the 
region where it exhibits a positive estimation bias as that previously shown in Figure 3-22.
As in the previous section, the performance of the proposed estimator is analysed here in terms of 
the normalised MSE, and compared with that of the moment based estimator of [41]. The 
normalised MSE of the two estimators is depicted in Figure 3-26. Both estimators exhibit a low 
normalised MSE, with the proposed estimator performing somewhat better since overall the 
normalised MSE of the proposed estimator is lower in Figure 3-26 than the normalised MSE of 
the moment based estimator. This can be verified by obtaining the averages of the normalised 
MSE plotted for the two estimators in Figure 3-26, which results in average nMSE values of
nM SEmomentbased = 1 . 1 - 1 0 '  for the moment based estimator and nMSEproposed = 1 .9 M 0 ~ 4 for
the proposed estimator. Therefore the average normalised MSE performance of the proposed 
estimator over the duration o f the simulated rain fading event is one order of magnitude better 
than that of the moment based estimator.
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 Mean Received SNR
Fram e Index x 10
Figure 3-25 Actual and Estimated Mean Received SNR -  Measured Rain Attenuation
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3.6 Summary
Knowledge o f the received SNR is useful for a range of physical layer processes, one of which is 
adaptive coding and modulation. In the DVB-S2 standard and implementation guidelines [24] [25] 
SNR is proposed as the link quality metric upon which the ACM subsystem should rely for MCS 
selection. However, the SNR estimation algorithm described in the DVB-S2 standard has been 
designed for AWGN channels and is therefore not suited to mobile satellite links. Given the above 
and taking into account the objective of this thesis to adapt DVB-S2 ACM to mobile satellite 
environments, the need for the definition of an SNR estimator suitable for use in mobile satellite 
environments emerged, giving rise to the motivation for the work described in this chapter. In 
response, a simple, computationally non-demanding SNR estimator has been defined for use by 
mobile satellite systems employed the DVB-S2 air interface. The key advantages o f the SNR 
estimator defined in the preceding sections of this chapter are the good estimation performance 
achieved in mobile satellite propagation conditions, coupled with the flexibility to adapt and 
maintain estimation performance with changing channel statistics.
The proposed SNR estimator has been shown to fulfil its objectives in terms of both estimation 
performance and flexibility in the investigated propagation channel. In section 3.2 the estimator’s 
performance in AWGN conditions, relevant to static terminals, was discussed, and compared 
against that of the ML SNR estimator. The proposed estimator’s performance was shown to be
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acceptable, but still inferior to that of the ML estimator. The most important observation from 
section 3.2 is the fact that the proposed estimator’s variance increases with increasing signal SNR. 
Although this effect may at first seem counterintuitive, it is caused by the reduction in the error 
content of the received signal which necessitates the increase in the estimation sampling length in 
order to maintain a constant estimation variance.
The proposed estimator’s performance in mobile satellite propagation conditions was discussed in 
sections 3.3 to 3.5. In section 3.3 the proposed estimator is shown to exhibit good estimation 
performance in Rice fading, in fact surpassing the performance achieved by the moment-based 
joint Rice factor-SNR estimator of [41] over a range of Rice factors. In section 3.4 the SNR 
estimator is adapted to identify and exclude from the estimation process portions of the received 
signal affected by deep shadowing and blocking events, thus enabling better tracking of the long 
term average SNR level in line with the original requirement. Finally, in section 3.5 the 
performance of the proposed estimator in the presence of rain attenuation in addition to Rice 
fading is presented and once again compared against the performance of the moment-based 
estimator of [41]. The proposed estimator is shown to track the fading process better, with the 
difference in performance being most evident in the deep fade regions of the signal.
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Chapter 4
4 Adaptive Coding and Modulation
4.1 Introduction and Motivation
Adaptive Coding and Modulation (ACM) is a fading mitigation technique that adapts physical 
layer configuration to varying propagation conditions thus providing improved throughput in clear 
sky conditions and link closure during less favourable propagation conditions. ACM is of 
particular interest in this thesis because it is employed by the DVB-S2 air interface, as described 
in the relevant standards documents [24] [25].
The objective of ACM is to guarantee that a predefined error rate criterion is met, through 
selection of robust configurations during adverse propagation conditions and efficient 
configurations during favourable propagation conditions. As a result, ACM removes the need for 
the use of link margins thereby improving the system efficiency as well as the link availability 
and throughput. In order to adapt the link configuration to the varying channel response the ACM 
subsystem relies on knowledge of both the channel conditions and the correspondence between 
received signal quality and achieved error rate performance.
In DVB-S2 the metric used to describe the channel quality is the received SNR. Given the average 
or instantaneous SNR estimate produced by the relevant system component the receiver identifies 
the most efficient modulation and coding scheme (MCS) that will satisfy the error rate criterion, 
out of a pool of available schemes. MCS selection is performed based on the comparison of the 
estimated received SNR value with a set of threshold SNR values, each of which corresponds to 
one of the available MCS options. In the case of DVB-S2 these threshold SNR values are defined 
in [25] and have been derived for quasi-error free performance in AWGN conditions. Once the 
SNR estimation and MCS selection are complete, the estimated SNR and selected MCS are 
signalled back to the transmitter over a return channel (DVB-RCS). The transmitter then adapts 
the physical layer configuration on the next transmitted frame.
One important characteristic of the DVB-S2 ACM algorithm is that it relies on fixed, predefined 
switching thresholds for the MCS selection. For reference, the Es/N0 thresholds defined in [24] for 
the ModCods used in this thesis with a target PER of 10"7 in AWGN are tabulated in Table 4-1. It 
is noted that in this work we have only used a subset of the available DVB-S2 ModCods in order
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to simplify the implementation of the Matlab simulator used to undertake the performance 
analyses discussed in the following sections. We do not, however, believe that this retracts from 
the validity of these analyses. Since these thresholds have been derived with specific assumptions 
in mind, they are only optimal while those assumptions are satisfied in practice. More specifically, 
the switching thresholds listed in [24] are only optimal while the channel fading is AWGN, the 
receiving terminal positions are fixed and the receiver performance is identical to that assumed 
during the threshold definition campaign. However, once the scope of the system is expanded 
beyond the provision of services to fixed receiving terminals operating in AWGN, these switching 
threshold values no longer apply and are likely to compromise both the link performance and the 
resulting resource utilisation efficiency. Especially in the case of vehicular satellite receivers, the 
premises of AWGN channel conditions and identical performance of all receivers are no longer 
valid. This is a result of the fast multipath fading to which vehicular satellite signals are subjected, 
as well as the possibility that different receivers will be employed by different types of vehicles, 
leading to different receiver performances. In such a scenario the ability to adapt the switching 
thresholds themselves becomes very attractive. Therein lays the primary motivation for the work 
presented in the remainder of this chapter.
Table 4-1 DVB-S2 Ideal Es/N0 Thresholds for QEF Performance [24]
Mode Ideal Es/No for FECFRAME 
length =64800 (dB)
QPSK 1/4 -2.35
QPSK 2/5 -0.3
QPSK 3/5 2.23
QPSK 3/4 4.68
QPSK 8/9 6.2
Switching threshold optimisation may be performed either offline (see [67] to [71]) or in real time 
during system operation (see [72] to [76]). Offline threshold optimisation still results in switching 
thresholds that are constant during system operation and therefore does not address the relevant 
drawbacks mentioned above. By contrast, real time adjustment of the ACM switching thresholds, 
which will be referred to from this point onward as Adaptive Threshold Adjustment (ATA), can 
ensure that MCS selection is performed using switching thresholds that are correct irrespective of 
variations in the channel conditions or receiver performance. In addition, ATA mitigates the need 
for prior knowledge of receiver performance and fading statistics, since the ATA algorithm can be
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expected to converge to the optimal switching threshold values irrespective of the initial values at 
system start up. The majority of the existing ATA approaches presented in [72] to [76] have been 
designed with land mobile communication systems in mind. As such, the thresholds are adapted at 
a relatively high rate and no effort is made to ensure threshold stability that during periods of 
steady state propagation conditions as an erroneous or suboptimal threshold adjustment is quickly 
corrected after reception of the next physical frame. This approach however is not suitable for 
mobile satellite communication systems due to the higher return trip delay which means that a 
single erroneous or suboptimal threshold adjustment will affect a large number of frames and 
drive the threshold adjustment algorithm into an oscillation between switching thresholds that are 
at times far below and at times far above their optimal values. Both the switching threshold 
oscillation and the divergence from optimal switching threshold values during stead state 
conditions that is caused by continuous and frequent threshold adjustment are illustrated in section
4.3.1 where the performance of the ATA approach proposed in this thesis is compared against the 
performance of a continuous ATA algorithm published in [74].
The remainder of this chapter is organised as follows. Section 4.2 presents the description of the 
proposed adaptive threshold adjustment algorithm, as well as the system within which the 
algorithm performance is subsequently evaluated. In section 4.3 the performance of the algorithm 
in Rice fading, which is typical of the maritime satellite channel, is presented and compared 
against the performance of the ATA algorithm found in [74], while section 4.4 extends the Rice 
channel analysis with the inclusion of rain attenuation. Section 4.5 describes how the algorithm 
can be extended for use in land mobile satellite environments, and by extension the railway 
satellite environment, and presents the resulting algorithm performance. The chapter contents and 
results are summarized in section 4.7.
4.2 Proposed Algorithm and System Model
4.2.1 Proposed Algorithm
The need to define a threshold adjustment algorithm suitable for use by DVB-S2 systems 
providing services to vehicular satellite terminals is addressed in this section. More specifically, 
new threshold adjustment algorithm is proposed that, although largely based on the same concept 
as existing algorithms, encompasses a host of adaptations and changes so as to improve its 
suitability and applicability to vehicular satellite communication systems. The motivation for the 
work presented herein lays in the suboptimal behaviour and performance exhibited by existing 
adaptive threshold adjustment algorithms, as a consequence of specific design characteristics. The
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major differences between the algorithm proposed here and the algorithms found in the literature 
are the following:
1. The threshold adjustment steps are independent of the target error rate.
2. Use of the average error rate performance (e.g. E{PER}) as opposed to the instantaneous 
frame- or TTI-based error rate performance drives the threshold adjustment process.
3. Down-adjustment of thresholds is conditional and only takes place if the channel 
conditions exhibit a tendency for improvement, in addition to the average PER being 
lower than the target value.
4. Conditional deactivation of the threshold adjustment operation is introduced so as to 
avoid unnecessary adjustment operations that could degrade the link performance or 
throughput.
One of the drawbacks of the previously reviewed algorithms is the slow rate of threshold 
adaptation in improving fading conditions (threshold down-adjustment). This is a consequence of 
the adjustment step determination method and the resulting small size of the down-adjustment 
step. Indeed, when the down-adjustment step is a function of the target error rate requirement, as 
is the case with the algorithms found in the literature, the down-adjustment step becomes very 
small. As an example, if a target packet error rate of PERT = 0.01 is selected, and the up- 
adjustment step is set to Aup=0.2 dB (as is in the aforementioned references), the resulting down- 
adjustment value becomes AdoWn = 0.0019 dB. Clearly, such a down-adjustment step would result 
in a significantly increased convergence time in the event that the channel conditions improve. In 
addition, the premise upon which this adjustment step definition method is based is flawed since 
in practice the equilibrium condition (i.e. PER = PERT) is rarely met. It is therefore proposed here 
that the size of the up- and down-adjustment steps is independent of the target error rate 
performance.
The use of the average PER as the driving parameter for the threshold adjustment algorithm (as 
opposed to an instantaneous error rate estimate) is proposed here because it provides a better 
indication of the long term link performance and is therefore better suited to systems with a large 
round trip delay. In addition, a long term average of the PER is also more suitable for evaluating 
the link quality during low error rate periods, where error events are infrequent thereby resulting 
in the majority of the instantaneous samples containing no error events.
Conditional down-adjustment of the switching threshold values is proposed in an effort to reduce 
or avoid altogether the occurrence of erroneous down-adjustment operations, which could lead to 
the use of an MCS that is not sufficiently robust, thereby degrading the link throughput and 
increasing the experienced PER. To that end the tendency of the channel conditions to improve or
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deteriorate is used as an additional criterion for allowing down-adjustment of the switching 
thresholds. It is suggested here that the trend of the un-coded BER (which in chapter 3 is used as 
the basis for SNR estimation) is a parameter representative of the tendency for the channel 
conditions to improve or deteriorate. This trend is derived from the difference between a long 
term and a short term average of the un-coded BER, as described in equation (4.1), where the 
averages Es and Ei are the short term and long term averages respectively.
&{e} = sign{Es {£ £ < „  } -  E, {£ £ < „  })
/I </2
In equation (4.1) A{e} is the un-coded BER trend. When the short term average becomes smaller 
than the long term average, A{e} becomes negative indicating the tendency for the un-coded BER 
to decrease. Conversely, when the short term average is larger than the long term average, A{e} 
becomes positive indicating a tendency for the un-coded BER to increase. The trend of the un- 
coded BER can therefore be used to infer the tendency of the propagation conditions to improve 
or deteriorate, and can therefore be used as an additional criterion for the execution of threshold 
adjustments. Intrinsically, it is expected that threshold down-adjustment and up-adjustment should 
only be allowed when the propagation conditions are improving or deteriorating respectively. It is 
therefore proposed that, while the threshold adjustment algorithm is active, down-adjustment is 
only performed iîA{e} is negative.
Finally, in an effort to minimise the occasions when threshold adjustment is performed 
unnecessarily it is proposed that the threshold adjustment algorithm is completely deactivated 
when a steady-state has been reached. The algorithm then remains deactivated until such time as 
the estimates used to identify the steady state are out of date, the PER increases again, or the 
ACM algorithm changes the link configuration to a different MCS. More specifically, the 
threshold adjustment algorithm is deactivated when one of the following conditions is satisfied.
1. If the most robust MCS (MCSi) is in use and the packet error rate is higher than the target 
performance. Clearly, if the most robust MCS available is already in use any further 
adjustment of the switching thresholds will have no effect on the link error rate 
performance, and is therefore unnecessary. On the other hand, allowing up-adjustment of 
thresholds to continue can result in excessively high thresholds in the case of prolonged 
fading events, which will delay the convergence of thresholds to their correct values when 
propagation conditions improve again.
2. If the most efficient MCS (MCSm) is in use and the packet error rate is lower than the 
target value. This is the inverse of the situation described above. Threshold adjustment is 
disabled in this case as it would have no effect on the link performance and would delay
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convergence of thresholds when the propagation conditions deteriorate. This condition 
therefore ensures that unnecessary down-adjustment operations are avoided.
3. If E{PER,,,}<PERt and E{PERm+i}>PERT are satisfied. This condition ensures that 
unnecessary adjustment operations are avoided during periods when the channel response 
is such that, although the target error rate performance is exceeded (i.e. the achieved PER 
is lower than the target PER), the MCS in use is the most robust configuration that can 
satisfy the error rate requirement. The likelihood of occurrence of such conditions 
depends mainly on the distance between the thresholds of adjacent M CS’s and the 
propagation conditions. In the specific case of line-of-sight communications characterised 
by Rice distributed fading with a high Rice factor, the likelihood of this condition being 
satisfied is relatively high. If threshold adjustment were to be allowed during such periods 
the result would be consecutive up- and down-adjustment of the switching thresholds, 
which would in turn result in the ACM algorithm oscillating between MCSm and MCSm+1.
Threshold adjustment should take place prior to any ACM operations so as to ensure that MCS 
selection is based on the latest switching threshold values. The resulting functional block diagram 
of the system is shown in Figure 4-1. The operation o f the algorithm is graphically illustrated in 
the flow diagram of Figure 4-2.
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Figure 4-2 Threshold adjustment algorithm flow diagram
In Figure 4-2 m is the index of the employed MCS, M is  the number of available modulation and 
coding schemes, n is the time or sample index and eT designates the target error rate performance 
of the link in terms of the packet error rate. S.F. and S.S. stand for shadowing flag and steady state 
respectively. The system operation is described in the following paragraphs.
Following the demodulation and decoding of each physical frame a frame-based estimate o f the 
packet error rate is produced based on the output o f the CRC checks. An average PER estimate is 
then derived by averaging the latest N  frame-based PER estimates by means o f a sliding window 
averaging filter. The algorithm’s operation relies on the use of separate average PER estimates for 
each of the available MCSs. Therefore a PER buffer of dimensions NxM  (where M is the number 
o f available MCSs) is employed to store frame-based PER estimates, upon which the averaging 
operation is performed. After reception of each physical frame all the elements of this buffer are 
shifted by one position and the oldest entries are discarded to make room for the latest estimates.
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The entry corresponding to the currently employed MCS is updated with the latest frame based 
PER estimate while the remaining entries are assigned a value equal to the threshold PER rate 
used by the threshold adjustment algorithm.
Once the frame-based and average PER estimates have been obtained, a check is made for the 
value of the deactivation conditions. If any of the deactivation conditions is true then the threshold 
adjustment operation is deactivated for that frame. If all deactivation conditions are false then 
switching threshold adjustment is performed. The threshold adjustment algorithm increases or 
decreases all switching thresholds by the same value, the adjustment step, depending on the 
achieved link error rate performance in comparison to the target error rate performance.
Following the adjustment of switching thresholds, physical layer adaptation is performed as 
described by the DVB-S2 standard. Therefore, estimates of the received SNR are compared with 
the switching thresholds of the available MCS schemes and MCS selection is performed based on 
that comparison. More specifically, the ACM subsystem selects the most efficient MCS whose 
switching threshold is lower than or equal to the received SNR estimate.
4.2.2 System Model
Evaluation of the proposed threshold adjustment algorithm and its performance in the context of 
vehicular satellite receivers is performed by means of physical layer link level simulations. These 
are facilitated by means of the MATLAB simulator discussed in chapter 3, after augmentation 
with the threshold adjustment and MCS components, as well as inclusion of further channel 
modelling capabilities. The system model depicted in Figure 4-1 is also applicable as the 
functional block diagram of the simulator.
The pool of MCSs available for selection by the ACM component is limited to a subset of the 
complete MCS collection defined by the DVB-S2 standard. More specifically, only QPSK 
modulation is considered while the modelled coding rates are 1/4, 2/5, 3/5, 3/4 and 8/9. The target 
PER (packet error rate) has been set to 0.02. Based on the power requirements of the modelled 
physical layer configuration sets, simulations have been performed for Es/N0 values ranging 
between -2dB and 8dB, which cover the energy per symbol over noise spectral density 
requirements of the modelled MCS schemes. Both signal synchronization and feedback signalling 
over the return link are assumed perfect, while the round trip delay is not taken into account.
It is noted that round trip delay can degrade the performance of closed loop fade mitigation 
techniques since it reduces the correlation between the channel state at the time of estimation and 
the channel state at the time when the adapted link layer signal is first received by the terminal. As 
such, although round trip delay is not taken into account in the analyses that follow in this chapter, 
it is in section 6.2 identified as one of the key future work items. The effects of round trip delay
76
Chapter 4. Adaptive Coding and Modulation
on the performance of ACM have been discussed in the literature in [61] as well as [63] and [64]. 
In [61] it is proposed that the performance degradation suffer by ACM as a result of the round trip 
delay can be compensated simply by the addition of a hysteresis loop which will ensure that a 
positive margin is added to the ModCod SNR thresholds during deteriorating propagation 
conditions, while a negative margin is added to the thresholds during improving propagation 
conditions. In [63] a more thorough analysis is performed in order to evaluate the extent to which 
terminal mobility can increase the impact of the round trip delay on the performance of ACM. In 
that reference, excess threshold margins of 0.5dB and 2.4dB are suggested for maritime satellite 
and railway satellite terminals respectively. In both cases it is emphasized that the excess margin 
required so as to avoid any ACM performance degradation is dependent upon the speed of the 
terminal. An alternative to excess threshold margins would be to employ fading prediction models 
in the MCS selection process, thereby moderating the impact of both the round trip delay and 
terminal mobility.
The algorithm performance is evaluated in terms of the mean achieved throughput and mean 
packet error rate. The performance of the proposed threshold adjustment algorithm is compared to 
the performance of the algorithm in [74] so as to illustrate the improvement attainable through 
tailoring of the algorithm to the vehicular satellite environment.
4.3 Performance in Rice Fading
This series of simulations is performed so as to evaluate the operation and performance of the 
threshold adjustment algorithm in propagation conditions that are representative of a railway 
satellite communication link operating in LOS state. The key objectives of this simulation 
campaign are two. The first is to demonstrate the correct MCS selection as a result of the 
threshold adjustment algorithm defining appropriate steady-state switching threshold values. The 
second is to illustrate the stability of the algorithm, and by extension the stability of switching 
thresholds, in near stationary propagation conditions. Correct switching threshold value definition 
and stability of adjusted thresholds are selected as the key evaluation parameters since their 
combined effect is a reduction in unnecessary threshold adjustment operations, and an increased 
link throughput.
In each simulation, the mean SNR, expressed in terms of the energy per symbol to noise ratio 
(E s/N q), is kept constant to a value in the range of -2dB to 8dB (in IdB steps). As with the 
simulations discussed in chapter 3, the symbol rate and carrier frequency are assumed to be 
20Msps and 12GHz respectively. Unless otherwise stated, the initial switching threshold values 
are those listed in [24], which are valid for QEF performance in AWGN.
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The key configuration parameters of the simulation scenarios discussed herein are summarized in 
Table 4-2.
Parameter Value
Target PER 0.02
PER Averaging Length 100 frames
Simulated Es/No Range (dB) -2 to 8
Fading Type Rice Fading
Rice Factor (dB) 15
Carrier Frequency (GHz) 12
Transmitted Symbol Rate 
(Msps)
20
Coding Rates 1/4, 2/5, 3/5, 3/4, 8/9
Modulation Schemes QPSK
Table 4-2 Summary of Simulation Parameters
A summary of the results of the Rice channel simulations is presented in Table 4-3. The table 
contains the actual and estimated average Es/N0, the indices of the optimal and employed steady 
state MCS as well as the average PER and throughput (in Mbps) measured throughout the 
simulation. The MCS threshold values listed in the fourth column of Table 4-3 show the Es/N0 
threshold for each MCS under the constraints of a maximum PER of 0.02 and Rice fading with 
K=17dB. These threshold values were obtained through link level simulations.
As illustrated by the results listed in Table 4-3 the threshold adjustment algorithm converges to 
switching threshold values that result in the ACM component selecting the optimal MCS. This is 
evident by comparison of the ideal switching threshold values provided for the steady state MCS 
with the true mean SNR. It is noted that optimal MCS selection is achieved despite the negative 
bias of the SNR estimates. This is particularly important in specific cases where the SNR 
estimation bias results in estimated values that are (erroneously) lower than the switching 
threshold of the optimal MCS. The results presented for E^N0 are a relevant example as the 
estimated SNR value is 6.6dB, which is lower than the ideal switching threshold for MCS5 given 
by T5 = 6.8dB. If threshold adjustment had not been employed in this case then the ACM selection 
process would have been based on a comparison between the erroneous SNR estimate and the 
ideal threshold, thereby erroneously identifying MCS4 as the optimal choice. This would have
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resulted in an efficiency loss equal to 0.27bps or 5.5Mbps when the transmitted symbol rate is 
20Msps.
Actual 
Es/No (dB)
Estimated 
Eg/No (dB)
Ideal
MCS
MCS
Threshold for 
PER=0.02 (dB)
Steady
State
MCS (n)
E{PER} E {Throughput} 
(Mbps)
8 7.5769 5 6.8 5 0 35.5556
7 6.6223 5 6.8 5 0.0029 35.4512
6 5.6973 4 4.5 4 0.0005 29.9850
5 4.7363 4 4.5 4 0.0005 29.9850
4 3.7841 3 2.6 3 0.0015 23.97
3 2.8089 3 2.6 3 0.0005 23.9880
2 1.8420 2 0.4 2 0.0005 15.9920
1 0.8613 2 0.4 2 0.0013 15.9785
0 -0.1179 1 -2.5 1 6.25e-4 10.014
-1 -1.11 1 -2.5 1 0.011 9.9910
-2 -2.1087 1 -2.5 1 0.0029 9.98
Table 4-3 Simulation result summary
The inclusion of adaptive threshold adjustment therefore introduces a level of tolerance to 
erroneous SNR estimation to the overall system operation and performance. In order to further 
demonstrate the resilience that the system performance exhibits to biased SNR estimates, 
additional simulations were performed during which a constant bias was introduced to the SNR 
estimates. Both positive and negative bias values were investigated. Simulations were performed 
for a true average SNR value of 4dB, meaning that the MCS scheme that should ideally be used is 
MCS3. The resulting system behaviour is graphically illustrated in Figure 4-3 and Figure 4-4 for a 
negatively and a positively bias SNR estimator respectively. Each of the figures comprises three 
subplots. The top subplot depicts the estimated SNR and the two closest switching thresholds, the 
middle subplot shows the mean PER experienced by the link (averaged over 100 frames) while 
the bottom subplot is the index of the employed MCS.
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As illustrated in Figure 4-3 and Figure 4-4, after an initial threshold adjustment period the 
switching threshold values are adjusted so that MCS3, which is the actual optimal MCS given the 
true mean SNR of 4dB, is selected by the ACM subsystem. The duration of the adjustment period 
is 15 frames and 16 frames in the negative bias and positive bias cases respectively. Given the 
threshold adjustment illustrated in the plots of Figure 4-3 and Figure 4-4, the resilience afforded 
to the ACM subsystem through the inclusion of the threshold adjustment algorithm becomes 
apparent. In practical terms this resilience to biased SNR estimates implies the introduction of 
threshold adjustment makes the link performance, both in terms of physical layer adaptation and
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the achieved error rate, independent of any errors in the signal quality estimates. It can therefore 
be deduced that when threshold adjustment is employed, the link performance will not be affected 
by poorly designed or calibrated or malfunctioning SNR estimator subcomponents, provided that 
the error in the resulting SNR estimates takes the form of a constant or slowly varying bias term.
Another interesting characteristic of the proposed threshold adjustment algorithm and the 
resulting link performance that can be derived from the contents of Table 4-3 is the fact that the 
mean link PER is significantly lower than the predefined error rate threshold of 0.02, in every 
simulated case. This is the effect of the conditional deactivation of the threshold adjustment 
algorithm, as described in the previous subsection, which takes place when a steady state has been 
reached and persists while the propagation conditions remain stationary. The reason behind the 
observed PER values is explained in more detail as follows. Because none of the simulated Es/N0 
values coincide with any of the ideal switching threshold values associated with the modelled 
modulation and coding schemes, the mean SNR in each of the simulated cases resides between 
two ideal thresholds (F, and Fj+i) such that the resulting error rate performance will be given by 
PERi<PERT<PERi+i. Given that the threshold adjustment algorithm is designed to ensure that the 
predefined error rate performance requirement is not exceeded, the steady state switching 
threshold values are such that MCSi is selected by the ACM component, thereby resulting in an 
observed packet error rate that is lower than PERT. The conditional deactivation of the threshold 
adjustment algorithm then takes place, thereby ensuring that the switching thresholds are not 
adjusted further unless there is a change in the channel conditions, which in turn means that MCSi 
is used for the rest of the simulation and the mean PER observed during the length of the 
simulation is lower than the predetermined threshold value.
The above paragraph highlights an important aspect in the operation of the threshold adjustment 
algorithm proposed herein, and the resulting link performance. More specifically, the algorithm 
design is such that it guarantees that the error rate threshold will not be exceeded, as opposed to 
guaranteeing that it will be met. This means that the actual error rate experienced by the link 
depends on the average SNR, or more precisely, on the difference between the mean SNR 
received and the value of the ideal switching threshold of the currently employed MCS. The link 
error rate is an inverse function of the difference between these two SNR values. As a result it can 
be expected that during link operation the error rate performance will not be matched to the 
predetermined error rate requirement. Instead it will vary between a maximum value equal to the 
predetermined error rate threshold and a minimum value that depends on the distance AE between 
the switching thresholds of adjacent ModCod schemes (where Ar=ri+I-r^ .  Clearly, as the value 
of AE increases, so will the range of PER values that may be observed during link operation.
81
Chapter 4. Adaptive Coding and Modulation
4.3.1 Comparison with Continuous Threshold Adjustment Approach
In order to demonstrate the advantages of the algorithm proposed in this thesis as compared to the 
algorithm proposed in [74], a performance comparison is presented here. The performance of the 
two algorithms is compared on the basis of two parameters: the average throughput achieved by 
each of the two algorithms and the stability and steady state values of the switching thresholds.
The algorithm of [74] is designed to perform threshold adjustment continuously. As a result, this 
algorithm behaves differently depending on whether the mean SNR of the link lays within the 
boundaries of the ideal MCS switching threshold values, or outside them.
When the average received SNR y is situated between two ideal MCS thresholds, and /j+i, the 
algorithm of [74] causes the switching thresholds to fluctuate such that continuous switching 
between MCS; and MCSj+i takes place. This process results in an average link PER performance 
that approaches the predefined error rate threshold, but it also results in a lower average link 
throughput as compared with the average throughput values achieved with the threshold 
adaptation algorithm proposed in this thesis and listed in Table 4-3. It is noted that in addition to 
the potential reduction in link throughput, fluctuation of the switching threshold values and the 
subsequent frequent switching requests between adjacent MCS schemes will also increase the 
traffic load on the return link as a result of the frequent transmission of physical layer adaptation 
requests by the receiver. An example of the fluctuation in both the switching threshold values and 
the employed MCS is illustrated in Figure 4-5, for an average link SNR of 4dB. The fluctuation of 
the switching threshold value and the resulting frequent changes of the employed MCS are clearly 
visible in the figure.
Figure 4-6 illustrates the behaviour of the proposed threshold adjustment algorithm in identical 
conditions as those simulated to produce the results of Figure 4-5. The lack of fluctuation in the 
switching threshold of MCS4 is apparent and it is therefore easy to deduce that the frequency of 
MCS adaptation and the return link traffic load will be significantly lower when the algorithm 
proposed in this thesis is employed than what can be expected with the algorithm of [74].
When the average channel SNR y resides outside the boundaries of the MCS ideal switching 
thresholds the behaviour of the algorithm in [74] changes dramatically. More specifically, when 
y< Fj or y> r M the switching thresholds are continuously increased or decreased respectively, 
which leads to significant deviations of the switching thresholds from their ideal values. This is a 
consequence of the continuous threshold adjustment performed by the algorithm of [74]. This 
effect is demonstrated in the two plots of Figure 4-7 for the cases y< r} and y> rM. The top plot of 
Figure 4-7 depicts the threshold adjustment performed when the mean Es/N0 is set to -3dB, while 
the bottom plot shows the threshold adjustment when the mean SNR is 8dB.
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Figure 4-8 Proposed algorithm threshold adjustment at Es/N0 = 8dB
As is clearly visible in the plots of Figure 4-8, the threshold adjustment algorithm of [74] is highly 
unstable in the event that the mean SNR falls outside the range covered by the ideal switching
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thresholds of the MCS pool available to the system. Although the link throughput is not affected 
by this algorithm instability for the duration of the low SNR or high SNR events, the link 
performance will be affected when the propagation conditions change and the average SNR 
reverts to a value within the boundaries of the ideal switching thresholds. In that case, the 
deviation of the adjusted thresholds from their ideal values means that the threshold adjustment 
algorithm will take longer to converge to the ideal solution, which will certainly affect the link 
throughput. In order to demonstrate that this drawback is not present in the adjustment algorithm 
proposed in this thesis, the switching threshold of MCS5 with an average received SNR of 8dB is 
presented in Figure 4-8. The figure depicts the estimated mean Es/N0 and the switching thresholds
of m c s 5, r 5.
Proposed Algorithm Algorithm in [74]
Actual Eg/No E{Per} E {Throughput} E{PER} E {Throughput} 
(Mbps)
8 0 35.5556 0 35.55
7 0.0029 35.4512 0.0029 35.45
6 0.0005 29.9850 0.0190 29.44
5 0.0005 29.9850 0.0170 29.49
4 0.0015 23.97 0.0194 23.65
3 0.0005 23.9880 0.0170 23.59
2 0.0005 15.9920 0.0193 15.8
1 0.0013 15.9785 0.0151 15.75
0 6.25e-4 10.014 0.0058 10.26
-1 0.011 9.9910 0.0130 9.9
-2 0.0029 9.98 0.004 9.96
Table 4-4 PER and throughput comparison between proposed algorithm and [74]
The final performance comparison between the threshold adjustment algorithm proposed here and 
that described in [74] is presented in Table 4-4 where the average ling PER and throughput 
achieved with each of the two algorithms are presented. In the simulation cases where the average 
SNR is outside the bounds of the ideal switching thresholds no difference is observed between the 
performance of the two algorithms, due to the fact that threshold adjustment cannot influence the 
link performance. This is not however true for the rest of the simulations. In fact, the results listed
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in Table 4-4 clearly demonstrate that the threshold adjustment algorithm proposed here 
outperforms the algorithm described in [74] in terms of the average link throughput achieved. In 
addition, the PER values listed in the table confirm the earlier comment that the continuous 
fluctuation of the switching threshold values and the resulting switching between adjacent MCS, 
as experience with the algorithm of [74], will lead to the average link PER to approach the 
predefined error rate requirement.
4.4 Performance in Rice Fading with Rain Attenuation
Having demonstrated the good operation and performance of the algorithm in LOS fast fading 
conditions, in this section we proceed to investigate its operation and performance in the presence 
of rain attenuation, in addition to the fast fading element of the channel response. As with the 
previous section the analysis has been performed by means of link level simulations. The 
simulations performed for this section have been identical to those performed for the previous 
section, with the exception of the additional rain attenuation element of the channel response. In 
every simulation the transmitted Es/N0 was kept constant, while the received Es/N0 varied as a 
result of the time varying rain attenuation.
The rain attenuation has been modelled in the same way as discussed in section 3.5, and follows 
the methodology presented in section 2.2.3. As with the simulations discussed in section 3.5, the 
rain attenuation was derived offline through independent simulations, and parts of the stored time 
series were used for the link level simulations discussed in this section.
In order to illustrate the operation and performance of the proposed algorithm in the presence of 
rain attenuation, this section focuses on one specific applicable simulation trial and the results 
thereof are presented and discussed. In this trial the transmitted EJN0 was kept constant, while the 
received Es/N0 was scaled by the rain attenuation time series. The resulting actual and estimated 
received Es/N0 time series are illustrated in Figure 4-9.The range of received Es/N0 values spans 
between 5.7dB and -4.7dB, over a period of approximately 8000 DVB-S2 frames.
Given that the fast fading modelling is identical to that used in the previous section it is 
straightforward to deduce that the ideal switching threshold values quoted in the previous section 
are also applicable here.
The operation of the system during the simulation is illustrated in Figure 4-10, where the received 
Es/N0, the selected MCS and the mean PER are plotted for the duration of the simulation. The top 
plot of Figure 4-10 also includes the ideal switching thresholds for the five available MCS’s as 
reference.
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Figure 4-9 Actual and Estimated Mean Received Es/N0
Observation o f the plots of Figure 4-10 reveals that the average PER of the link is kept low for the 
duration of the simulation, with the exception of a region around the middle of the plots where the 
received Es/N 0  is lower than the ideal threshold o f MCSi (the most robust MCS available). As a 
result, the mean PER increases during that part of the simulation reaching an average value of 0.2, 
which, given the 50-frame averaging window means that all packets received during that part are 
erroneous.
Figure 4-11 illustrates the received SNR, the threshold adaptation process and the mean PER 
during the simulation run. As shown in this figure, threshold adjustment takes place only twice 
during the simulation, with both occurrences coinciding with packet error events which led to the 
up-adjustment of thresholds.
Figure 4-12 depicts the MCS selected during the simulation, along with the theoretically ideal 
MCS at each simulation step. The solid blue line illustrates the ideal MCS selection, derived by 
comparison of the received Es/N 0  with the ideal switching thresholds, while the dashed red line 
illustrates the MCS used during the simulation as a result o f the operation o f the threshold 
adjustment algorithm and the ACM subsystem. In general, a good agreement is observed between 
the link adaptation performed during the simulations and the ideal MCS choices. The only major
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portion of the simulation over which the ideal and simulated MCS selection disagree is located 
around the middle of the simulated time (or frames), and is the result of a deep fade caused by the 
rain attenuation. In addition to this, a delay in switching from MCSi to MCS2 is observed around 
frame 5400, which is the result of the threshold adaptation algorithm having increased the 
thresholds by more than necessary. More specifically, switching to MCS2 was delayed by 26 
frames as a result of the switching threshold for MCS2 having been set to 0.5dB by the adjustment 
algorithm, as opposed to its ideal value of 0.4dB.
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Figure 4-11 Threshold adaptation process during the simulation
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Figure 4-12 Ideal and simulated MCS selection
Table 4-5 presents a more comprehensive comparison between the ideal and simulated link 
adaptation processes by comparing the percentage of time over which each MCS was, and should 
have been used. As illustrated in Table 4-5, there are small deviations between the percentage of
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simulated time over which each MCS would have been used if ideal switching thresholds were 
employed, and the percentage of simulated time over which each MCS was actually used. MCSi, 
MCS2, and MCS4 are shown to have been used for slightly larger portions of time than would 
ideally be required. On the other hand, the opposite stands for MCS3 which is used for 
approximately 0.7% of the time less than is ideally required. This difference is visible in the plot 
of Figure 4-12, were the switch from MCSi to MCS2 is shown to take place later than its ideal 
time of occurrence. Based on these figures, the probability of erroneous MCS selection is 
calculated to be Pe=0.189. The probability of selecting a more efficient MCS than can 
theoretically be supported, which is the result of the switching delays visible in the first two 
switching events of Figure 4-12, is found to be Pej ligh=0.0088. The probability of selecting a more 
robust MCS than necessary was found to be Pej ow=0.0101, and it is primarily the result of the 
delayed switch from MCSi to MCS2 observed in the latter half of the simulation.
Table 4-5 also lists the average throughput achieved by each of the employed physical layer 
configurations during the simulation in its last column, which is a function of the packet errors 
experienced by the link during the simulation. The third column lists the maximum throughput 
achievable by each of the MCS’s in the absence of erroneous packets for comparison. Comparison 
of the two columns shows that the average throughput achieved by each of the employed MCS’s 
is very close to the theoretical maximum. The reduced average throughput of MCS2 and MCS4 
compared to the maximum achievable is due to packet errors (with an average packet error rate 
during the simulation of e2=0.0009 and e4=0.0035, averaging out over the simulation length to 
eT=0.001), while MCS5 was not used during the simulation resulting in an average throughput of 
zero for that MCS.
MCS
Index
Percentage 
of time used, 
Ideal
Percentage 
of time used, 
simulated
Probability
of
Erroneous
Selection
Max
throughput
(Mbps)
Mean
Simulated
Throughput
(Mbps)
5 0.012% 0 1 35.55 0
4 6.93% 6.94% 0.0037 30 29.89
3 12.15% 11.47% 0 24 24
2 36.87% 37.16% 0.0175 16 15.98
1 13.99% 14.6% 0.0823 10 10
Table 4-5 Simulation output summary
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It should be noted that during the derivation of the values listed in Table 4-5, the region of the 
simulation over which the received EJNq was lower than the ideal threshold for MCS, has been 
excluded.
For comparison, the behaviour and performance of the algorithm proposed by Lee et al. in [74] is 
also presented here. Figure 4-13 illustrates the threshold values during the simulation, as those 
were adjusted by the algorithm in [74]. It is clear that the relatively long deep fade event that the 
links experiences during the middle part of the simulation causes the algorithm to increase the 
switching thresholds significantly more than necessary, resulting in the extreme deviation from 
the ideal values seen in the figure.
The large increase of the switching threshold values displayed in Figure 4-13 is the combined 
result o f the single-frame PER estimates used to drive the threshold adjustment process and the 
fact that threshold adjustment takes place continuously irrespective of the state of the underlying 
propagation response. Furthermore, as seen in Figure 4-13 the down adjustment of the switching 
threshold values that takes place once the mean PER reduces below the threshold value of 0.02 is 
very slow. This is the effect of the small down adjustment step size of the algorithm (which 
according to the contents of [74] has a magnitude of 0.0041 dB for a threshold PER of 0.02 and an 
up-adjustment step size of 0.2dB).
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Figure 4-13 Threshold adjustment process of algorithm in [74]
In addition to the extreme deviation o f the adjusted switching thresholds from their ideal values, 
the bottom plot of Figure 4-13 also illustrates a higher average PER than that experienced when
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the algorithm proposed in this thesis is used. The reason behind this increased PER is the 
erroneous MCS selection, which is the effect of improper threshold adjustment. This is clearly 
visible in Figure 4-14 which shows a comparison between the ideal MCS selection and the actual 
MCS selection for the duration of the simulation. As seen in this plot, during the first half o f the 
simulation the threshold adjustment algorithm causes frequent MCS switching, with the link 
oscillating between adjacent M CS’s, thereby affecting both the PER and the throughput o f the 
link. In the second half of the simulation, and more specifically after the deep fade event has 
passed, the extreme deviation of the adjusted switching threshold values causes the continued use 
of MCSi despite the fact that the received Es/N0 is such that MCS2 could be supported without 
exceeding the predefined PER threshold o f 0.02. Similarly to the performance analysis presented 
earlier in the section for the threshold adjustment algorithm proposed in this thesis, table y 
elaborates on the behaviour and performance of the algorithm in [74], so as to enable a more 
detailed comparison with the proposed algorithm.
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Table 4-6 Simulation output summary for the algorithm in [74]
MCS
Index
Percentage 
of time used, 
Ideal
Percentage 
of time used, 
simulated
Probability
of
Erroneous
Selection
Max
throughput
(Mbps)
Mean
Simulated
Throughput
(Mbps)
5 0.024% 0% 1 35.55 0
4 9.67% 6.53% 0.3267 30 29.1567
3 10.06% 12.49% 0.0724 24 23.7560
2 5.06% 36.87% 0.048 16 15.9015
1 45.38% 13.79% 0.712 10 10
Observation of the values listed in Table 4-6 shows the extent of the effect of the excessive 
threshold adjustment on the MCS selection process and performance. MCSi is the most obvious 
example which is used over 45.3% of the simulation duration while ideally it should only have 
been used for approximately 13.8%. Given that the ideal values quoted in this table exclude the 
deep fade region during which none of the available MCS schemes would be able to satisfy the 
PER requirement, it is straightforward to deduce that the excessive use of MCSi results in reduced 
link throughput compared to what would be supported by the propagation conditions. Similarly to 
MCSi, MCS4 is also used for a longer portion of the simulation than its ideal use ratio. However, 
the difference in this case is that the excess us of MCS4 takes place over parts of the simulation 
where the received EJNq is such that use of MCS3 is required in order to meet the PER threshold 
requirement. Consequently, use of MCS4 in those parts of the simulation results in increased 
instantaneous PER as becomes evident from the comparison of the mean PER for MCS4 listed in 
Table 4-5 and Table 4-6. Finally, the excess use of MCSi and MCS4 comes at the expense of the 
percentage of time over which MCS2 and MCS3 are used. In the instances where MCSi is used 
instead of the ideal selection of MCS2 the result is a reduction in the link throughput (compared to 
the throughput ideally achievable), while the instances where MCS4 is employed instead of the 
ideal selection of MCS3 the effect is an increase in the link PER.
As a final comparison between the performance of the proposed threshold adjustment algorithm 
and the algorithm presented in [74], Table 4-7 lists the average PER experienced by the link while 
using each of the available MCS options. Clearly, the proposed algorithm results in the lower link
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PER in each case. Also, of particular interest is the mean PER exhibited by the algorithm in [74] 
while using MCS4, as it is in excess of the PER threshold of 0.02.
Table 4-7 Comparison of average PER per MCS
MCS
Index
Average PER per MCS
Proposed
Algorithm
Algorithm in 
[74]
5 0 0
4 0.0009 0.0062
3 0 0.0102
2 0.0035 0.0281
1 1 1
4.5 Performance in the LMS Channel
The analysis presented thus far has concentrated on the operation and performance of the 
threshold adjustment algorithm under the assumption that the receiving terminal is in line of sight 
of the satellite. However continuous LOS communication is not a valid assumption for land 
mobile terminals. Land-based mobile satellite receivers operate under a variety of propagation 
conditions which are jointly characterised and modelled by the land mobile satellite (LMS) 
channel. Given this, the operation and performance of the threshold adjustment algorithm is 
presented under LMS propagation conditions in this section.
The LMS channel comprises two fading processes, a slow, large scale process and a fast, small 
scale process. The slow fading process describes the variation of the mean signal power as a result 
of the nature, density and distribution of clutter in the immediate vicinity of the receiving 
terminal, which may cause shadowing and blocking events. The LMS channel models this process 
by means of three states, LOS, Shadowed and Blocked, which describe the mean received power. 
If the probability of transition between states is known then a Hidden Markov Model can be used 
to generate a time series of states for the purpose of simulation analysis. The small scale fast 
fading process describes the variation in the received signal envelope that results from multipath 
propagation. During each of the large scale states the fast fading process is described by stationary 
stochastic models. The statistical distribution of the fast fading process depends on the individual 
state. In general, fast fading while in the LOS state is modelled by a Rice process with a Rice 
factor that depends on the environment and receiver characteristics, while in the moderate
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shadowing and deep shadowing/blocking states the multipath fading is modelled as a Suzuki 
process. The Suzuki process is a combination of the Lognormal and Rayleigh processes.
Given the characteristics of the LMS channel it can be deduced that the system operation will be 
affected in several ways. Firstly, the average PER estimation process will be affected on every 
occasion of a state transition. It is noted here that the average PER estimation will produce 
inaccurate results as long as frame-based PER values resulting from two different states exist in 
the buffer. This may result in erroneous threshold adjustment operations thereby affecting the link 
performance.
Furthermore, given that each of the propagation states is characterised by a different small scale 
fading distribution it is reasonable to expect that a different set of switching thresholds would be 
optimal for each of the states. As a result, the adaptive threshold adjustment algorithm would be 
required to adjust the switching threshold values after every state transition. Given that changes 
between states take place abruptly, the delay in the convergence of the switching thresholds 
resulting from the averaging process becomes a liability.
In addition to the above, the efficiency and applicability of both adaptive threshold adjustment 
and ACM are affected by the large round trip delay associated with geostationary satellite 
communications. In the case of a GEO satellite system, the minimum delay between the 
generation of a link adaptation request by a satellite receiver and the reception of the first adapted 
frame is in the order of 0.5 seconds. For a railway satellite receiver travelling at 300 km/h, this 
translates into a distance of 42 metres. According to figures 6, 7 and 8 of [77], the upper bound of 
the probability of a shadowing event exceeding 40 metres in length is in the order of 2%. This is 
also in agreement with the Average Fade Durations illustrated in figures 5 and 6 of [78], where 
the average fade duration is shown to never exceed 0.5 seconds in both the urban and rural 
environments at Ku band. It is therefore clear that closed loop mitigation techniques such as ACM 
will be unable to counteract shadowing events within the event’s duration. Consequently, any link 
adaptation requests made by the receiver in response to shadowing events will lead to a delayed 
adoption of a more robust MCS, which in turn will reduce the link throughput during the 
subsequent open channel state.
Taking the above into account, it is proposed that no attempt should be made by the receiver to 
mitigate shadowing events but instead, the link configuration should be selected based only on the 
conditions prevalent during the open channel states. This would lead to maximisation of the link 
throughput during LOS conditions while accepting that frames received during shadowed states 
would have a high error content and would most likely be unrecoverable.
In order for ACM and adaptive threshold adjustment to be disabled during shadowing and 
blocking events, the receiver will require a means of identifying shadowing events or state
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transitions and the operation of the SNR estimation, adaptive threshold adjustment and ACM 
subsystems will need to change in response to detected events.
Detection of shadowing events was previously visited in section 3.4 of this thesis. Shadowing 
event detection was employed in that section in order to enable the SNR estimator of the receiver 
to detect and exclude shadowed portions of the received signal from the SNR estimation process, 
thereby ensuring that the resulting SNR estimates would be representative of the received signal 
envelope in LOS conditions. In section 3.4, detection of shadowing events was achieved through 
monitoring the rate of variation in the received un-coded BER. To this end the parameter ABER, 
which is defined in equation (3.27) as the absolute normalised difference between the average un­
coded BER and the frame-based un-coded BER estimate was defined. A shadowing event was 
assumed to take place when the value oîABER exceeded a certain threshold value.
The same methodology is used here for detection of shadowing events and the subsequent 
adaptation of the ATA algorithm to the LMS channel. Repeating equation (3.27) of section 3.4, 
the mathematical definition of ABER is presented here for easier.
ABER = E{BER]m -  BER,
E{BER}„
(4.2)
In equation (4.2) E{BER}j_] is the average un-coded BER estimate obtained for the received frame 
i-1 and BERj is the frame-based un-coded BER estimate obtained over frame i only, while | | is
the absolute value operator. When ABER exceeds a certain threshold value a shadowing/blocking 
event is detected and a shadowing flag is activated. The activation of the shadowing flag triggers a 
change in the operation of both the SNR estimation and the adaptive threshold adjustment 
algorithms. In section 3.4, activation of the shadowing flag triggered the SNR estimation 
algorithm to discard the un-coded BER estimates obtained over shadowed frames and instead 
keep the mean un-coded BER constant at the last value obtained during open state conditions. 
Given this methodology the value ABER will remain higher than the threshold value for the 
duration of the shadowing event and as a result, the production of SNR estimates based on 
shadowed or blocked frames is avoided.
This shadowing flag can be used to trigger a change in the operation of the ATA algorithm in a 
similar manner. Assuming the correct detection of shadowing events two steps are taken so as to 
ensure that switching thresholds are optimised for the open state portions of the link activity and 
are not affected by any shadowing or blocking events. These are the following:
• A further algorithm deactivation condition is introduced that prohibits the ATA algorithm 
from adjusting the switching thresholds while ABER exceeds the predefined threshold 
value. Since ABER remains higher than the threshold value for the duration of a
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shadowing event, threshold adjustment will also be deactivated for the duration of the 
event. Therefore, the values of the switching thresholds will remain constant at their 
previous values, which have been reached during open state propagation conditions.
• Threshold adjustment relies on PER buffers whose contents are used to derive the average 
PER experienced by the link. In order to ensure that any threshold adjustment operations 
that take place after the channel returns to an open state are not affected by the increased 
PER of the previous shadowing state, PER estimation is also stopped for the duration of 
the fading event. Instead, in a manner similar to the methodology of section 3.4 the 
average PER estimate is kept constant and equal to the last value obtained during LOS 
propagation, for the duration of shadowing events.
The two changes in the behaviour of the ATA algorithm described above are sufficient to ensure 
that the switching thresholds are only adapted in response to changes in the statistics of the LOS 
state propagation conditions and ignore any shadowing or blocking events. Consequently, and in 
conjunction with the similar behaviour of the SNR estimator, ACM operations will only rely on 
SNR estimates and switching threshold values suitable for LOS conditions, thus maximising the 
link throughput during such conditions. Figure 4-15 illustrates graphically the operation of the 
receiver when a shadowing event is detected through the increase of ABER above its threshold 
value. The dashed parts of the block diagram of Figure 4-15 show the operations that take place 
during shadowing events, while the solid blocks are the operations that take place normally, and 
correspond to the diagram of Figure 4-2.
True False
ABER>Jh
PÊR,„ = E{PERl_Um 
m = 1 . . . M
Threshold
Adjustment
Estimate 
SNR PER
ACM
Estimate 
UcBER, ABER
Figure 4-15 Adaptation of ATA for the LMS channel
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In order to allow evaluation of the proposed algorithm performance in the LMS channel, an LMS 
channel model has been introduced to the Matlab link level simulator. This model comprises two 
components; the channel state generator and the small scale fading generator. The channel state 
generator is implemented as per the methodology presented in [77], resulting in a two state model 
(open and shadowed states) that alternates between the open and shadowed states and makes no 
distinction between moderate and deep shadowing. In order for the resulting large scale channel 
statistics to be in agreement with measurements, the duration of each state is calculated using a 
lognormal distribution for the shadowed state and an exponential distribution for the LOS state 
using the parameter values provided in [77].
During open states the small scale fading is modelled as a Rice process with a Rice factor of 
15dB, as per all the simulation previously referenced in this thesis. Finally during shadowed states 
the small scale fading is modelled as a Suzuki process. It is noted here that with the exception of 
the fade in the mean signal power, the exact behaviour and distribution of the small scale fading 
during shadowed states is inconsequential for the threshold adjustment solution proposed here.
Figure 4-16 shows a typical example of the behaviour of the threshold adjustment algorithm in the 
presence of shadowing, which has been generated using the simulation model described above 
with shadowing detection kept deactivated. A LOS Es/N0 value of 4dB, has been assumed during 
this simulation, with a terminal velocity of 300km/h and a LOS Rice factor of 15dB.
As evident from the switching thresholds illustrated in Figure 4-16 the threshold adjustment 
algorithm increases the switching threshold values in response to shadowing events due to the 
increased PER resulting from the shadowing. This effect is so pronounced that the resulting 
switching threshold values are several dB’s higher than their ideal values during the open states of 
the simulation. Consequently, the ACM algorithm is eventually forced to select the most robust 
MCS scheme even during LOS conditions, as illustrated in the bottom plot of Figure 4-16.
Clearly, the erroneous adjustment of thresholds and the resulting ACM operation will cause a 
reduction in the link throughput compared to the throughput achievable if no threshold adjustment 
is performed during shadowing events. This is demonstrated in Figure 4-17 which depicts the 
results acquired when the above simulation is repeated with shadowing detection activated. From 
the plots of Figure 4-17 it is evident that the activation of shadowing event detection has allowed 
the SNR estimator to track the LOS SNR correctly, as well as causing the threshold adjustment 
algorithm to refrain from excessive adjustment of the switching thresholds during shadowing 
events. As a result the physical layer configuration of the link is adjusted according to the 
conditions prevalent during LOS states and therefore the link throughput during these states is 
maximised, as shown in the bottom plot of Figure 4-17.
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Figure 4-16 Threshold Adjustment in the presence of shadowing
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Figure 4-17 Threshold Adjustment with shadowing detection
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Figure 4-18 Shadowing Detection and ATA State.
The operation of the proposed shadowing detection method, as well as the resulting operation of 
the threshold adjustment and SNR estimation algorithms are discussed in more detail hereafter. 
The three plots of Figure 4-18 illustrate the time series of the channel state, the value o f the 
shadowing flag and the state of the threshold adjustment algorithm. These plots clearly indicate 
that, with the exception of a single erroneous activation of the ATA algorithm, shadowing events 
are correctly detected in all cases and the threshold adjustment algorithm is deactivated for their 
duration.
Figure 4-19 illustrates the actual and adapted un-coded BER measurements upon which the SNR 
estimation process is based, along with the state of the shadowing flag. The middle plot of Figure 
4-19 illustrates the frame-based un-coded BER estimates while the bottom plot of the figure 
shows the averaged estimates that are subsequently used for derivation of the estimated E/N,,. The 
deactivation of the estimation process during shadowing events is obvious in the middle plot, 
where the adapted UcBER estimates remain constant while the value of the shadowing flag is 
equal to 1. This naturally results in a smoother mean UcBER curve that in turn ensures that the 
estimated Es/N0 will follow the LOS value of the mean received SNR more closely, despite the 
shadowing events.
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Figure 4-19 UcBER Estimation with and without Shadowing Detection.
In order to further validate the suitability of the proposed adaptations to the threshold adjustment 
algorithm for operation in the LMS channel, further simulations have been performed for a range 
of Es/N„ values between -2dB and 8dB, similarly to the simulation campaign performed for sub­
section 4.3. The results of these simulations are summarized in tabular form in the following 
table.
As is clear from Table 4-8 the steady state MCS selected in each of the simulations is in 
agreement with the ideal MCS under LOS conditions. In addition, comparison of the average 
achieved throughput that is listed in the last column of Table 4-8 with the values listed in Table
4-3 for the results obtained in a stationary Rice channel shows that they are in close agreement. It 
is therefore safe to deduce that the objective of optimising the link for the LOS portion of the 
propagation channel has been met. It is noted that the vast majority of the packet errors 
contributing towards the average PER values quoted in Table 4-8 occur at the start of the 
simulations, during an initial threshold adjustment phase that causes the link to briefly fluctuate 
between the ideal MCS and an adjacent MCS.
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Table 4-8 Simulation results in LMS with shadowing detection
LOS
Es/No
(dB)
Ideal
MCS
Simulated 
Steady State 
MCS
E{PER}
(excl.
shadowing)
E{PER}
(Overall)
E {Throughput}
(Mbps) (excl. 
shadowing)
E {Throughput}
(Mbps)
(Overall)
8 5 5 0 0.3370 35.5556 23.5733
7 5 5 0.0043 0.2985 35.4041 24.9422
6 4 4 0.0014 0.2965 29.9574 21.1050
5 4 4 0.00089 0.4415 29.9732 16.7550
4 3 3 0.0014 0.2965 23.9702 16.8870
3 3 3 0.0016 0.0915 23.9604 21.8040
2 2 2 0.0016 0.0810 15.9739 14.7040
1 2 2 0.0031 0.2334 15.9506 12.2660
0 1 1 0.0023 0.2453 10.0463 7.6
-1 1 1 0.0022 0.2227 9.9846 7.78
-2 1 1 0.0018 0.1490 9.98 8.51
4.6 Summary
This chapter has focused on the adaptation of DVB-S2 ACM to mobile satellite environments. 
The use of fixed predefined switching thresholds in DVB-S2, which have been defined under an 
AWGN channel assumption, was identified as the main constricting factor with regards to the 
performance of DVB-S2 ACM in mobile environments. The introduction of adaptive threshold 
adjustment was therefore proposed and a suitable ATA algorithm was defined and presented. This 
algorithm differs from ATA algorithms in terms of design and behaviour in the following ways.
• Adjustment steps are independent of the target PER, thus decoupling their 
convergence time from the target error rate performance.
103
Chapter 4. Adaptive Coding and Modulation
• Threshold adjustment is conditional and is no longer continuous, thus improving 
the stability of thresholds, reducing the amount of unnecessary adjustment and 
avoiding the subsequent continuous oscillation between adjacent ModCods that is 
exhibited by other algorithms.
• Similarly to the SNR estimation algorithm of Chapter 3, the ATA algorithm 
defined in this chapter detects deep shadowing and blocking events and excludes 
the affected portions of the received signal from the threshold adjustment process 
so as to track the average link performance variation.
In sections 4.3 and 4.4 the proposed ATA algorithm was shown to have good performance in Rice 
fading channels with Rice factor typical of the maritime satellite environment. When compared 
with the algorithm defined in [74] the ATA algorithm proposed in this thesis was shown to 
perform better in terms of both stability and the resulting ACM performance, which in turn 
resulting in better link throughput. In section 4.5 the algorithm was shown to be able to 
successfully detect and exclude from use portions of the signal that had experienced deep 
shadowing or blocking, and therefore succeeded in adapting the thresholds in response to the 
average channel quality. The consequence of that was that the ACM subsystem selects ModCods 
that are optimal for the LOS portions of the signal, thereby maximising the link throughput 
achieved while the terminal has visibility of the satellite.
Throughout this chapter round trip delay has been ignored. In practical systems, round trip delay 
can degrade the performance of both stand-alone ACM and adaptive threshold adjustment. One 
approach towards moderating the effects of round trip delay on the performance of stand-alone 
ACM implementations such as the one found in DVB-S2 is proposed in [61], where the use of 
margins on the switching thresholds is proposed. Another possible solution is the use of short­
term prediction whose results can be employed to adjust the ACM decisions. For the ATA 
assisted ACM approach proposed in this thesis another requirement would be the introduction of a 
new threshold adjustment deactivation condition that would prohibit the adjustment of threshold 
values between the time a new MCS has been requested by the terminal and the time that it is 
actually received. This would ensure that threshold adjustments do not erroneously take place 
before the received link configuration has been updated and the terminal can use the resulting 
PER estimates as a measure of its performance in the current propagation conditions.
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Chapter 5
5 System Level Analysis
5.1 Introduction
This chapter presents the performance achieved at system level when the SNR estimation and 
ATA assisted ACM algorithms proposed in this thesis are employed. The performance criteria 
employed are the spatiotemporal averages of the system throughput and availability.
The system performance analysis has been performed using a purpose built system level 
simulator, developed in C++. Using this tool the overall link C/No of several simultaneously 
active mobile satellite terminals is calculated and stored. The C/N0 results are then post processed 
in Matlab so as to derive the individual link and average system throughput and availability. The 
derivation of throughput and availability from a given set of previously produced C/N0 
observations allows for a faster and simplified comparison between the performance of DVB-S2 
when the algorithms proposed in this thesis or the standard algorithms are used for SNR 
estimation and ACM.
The remainder of the chapter is organised as follows. The system level simulator, along with the 
simulation scenarios, and the post processing methodology for derivation of the system 
throughput and availability are described in section 5.2. Section 5.3 presents the system 
performance analysis. The system throughput and availability performance is first presented and 
discussed in section 5.3.1, followed by a discussion of the impact of system dimensioning on 
system performance which is presented in section 5.3.2. In section 5.3.3 we compare the system 
performance with that achievable in the absence of ACM. Finally, section 5.4 summarises the 
chapter and presents a list of conclusions.
5.2 Simulation Model, Scenario and Post Processing
5.2.1 Simulation Model
Figure 5-1 illustrates the functional block diagram of the C++ system level simulator, along with 
the key data flow connections between the various simulator functional blocks. As shown in the
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functional block diagram the simulator tool comprises the Ground Station, Constellation, 
Propagation, Link Budget Engine and I/O & Simulation Manager blocks. The functional blocks 
shown in Figure 5-1 also correspond to the main C++ classes of the simulator code.
Output FilesInput
Parameters
Propagation
Link Budget 
EngineGround Stations
Constellation
I/O & Simulation 
Manager
------------------  Data Flow at Start up and Completion
 ..............  Data Flow during simulation
Figure 5-1 System Level Simulator Functional Block Diagram
The I/O & Simulation Manager is primarily responsible for managing the tool’s input and output 
processes as well as directing the simulation process depending on user input at the simulation 
setup stage. It is noted that the system level simulation tool can be used in two modes termed here 
dynamic and static. In the dynamic mode the simulator explicitly models both terminal movement 
within the satellite coverage footprint as well as ACM operation. By contrast, in static mode 
terminals are fixed to a specific location, defined at the simulation setup stage, and ACM 
operation is not modelled. Although the static mode reduces the realism of the simulation it is 
more suitable to modelling of large numbers of terminals over long simulated periods as a result 
of the reduced computational load as compared to the dynamic mode. It is noted that although 
terminal movement is not explicitly modelled in the static simulation mode, fast fading is still 
modelled in the Propagation block thus including the effects of terminal movement in the system 
performance analysis. The desired simulation mode is selected during the setup stage at the start 
o f each simulation by the user.
The Constellation block is responsible for characterisation and modelling of the satellite 
constellation, as well as the constituent satellites. Constellations are hard coded into the simulator 
and cannot be defined as user input at the start of simulations. In its current version the simulator 
only allows the modelling of geostationary satellite constellations comprising transparent bent
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pipe satellites. Each constellation is defined in terms of the number of satellites it comprises and 
their orbital locations. Satellites are in turn defined in terms of their transponder characteristics 
and their coverage footprint.
The Ground Station block is responsible for both gateway and mobile ground stations (mobile 
terminals). During simulation one object is created for each of the simulated gateways and mobile 
terminals that characterises each modelled station in terms of its key attributes. This block allows 
the modelling of four station types: aircraft, maritime vessels, trains, and gateway stations. The 
key attributes of each station vary depending on the station type. The mobile terminal definition 
process during the setup stage differs depending on the simulation mode. In dynamic mode the 
terminal route is defined manually in terms of the start and destination locations as well as the 
terminal speed while in static mode a single, fixed location is defined for each terminal. In 
addition, in static mode terminal location definition can be either manual, with the user defining 
the position of each terminal explicitly, or automatic with the user defining the number and types 
of terminals and the tool automatically distributing the modelled terminals within the satellite 
footprint.
The propagation block manages the definition and modelling of propagation characteristics to 
which signals are subjected. Fast fading, shadowing and blocking and atmospheric attenuation are 
all modelled by this block. A separate Propagation object is generated during simulation for each 
of the modelled stations and relies on information from the corresponding Ground Station object 
in order to generate propagation response samples that correctly model the propagation 
environment of the said ground station. For example, the Propagation object created for a train 
mobile station calculates the fast fading and atmospheric fading responses based on the 
corresponding terminal’s location, speed and frequency of operation, which it receives as input 
from the ground station block.
The Link Budget Engine performs all the link budget calculations for each of the modelled mobile 
terminals at each simulation step. As with the Ground Station and Propagation blocks, a separate 
instantiation of the Link Budget Engine block is created at simulation start up for each of the 
modelled mobile terminals. The Link Budget Engine also provides the ability to model inter and 
intra-system (in the event that a spot beam coverage is modelled) interference. Although this 
thesis focuses on the forward link performance, both forward and return link modelling is possible 
with the simulation tool.
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5.2.2 Post Processing Methodology
The output of the system level simulations is converted to throughput and availability results by 
means of post processing performed in Matlab. The results produced are the spatiotemporal 
averages of the throughput and availability for each terminal type, as well as for the system as a 
whole.
The post processing function makes use of both system level and link level simulation results. 
These are the received C/N0 and channel state series output by the system level simulator for each 
of the terminals, and the link level performance (average throughput and PER against Es/N0 for the 
maritime and railway satellite environments) results presented in Chapter 4. The post-processing 
function performs the following operations:
• The C/No series corresponding to each simulated terminal is converted to Es/N0 and 
discritized at levels equal to those for which link level performance results have 
previously been obtained. These levels cover the range between -2dB and 8dB in IdB 
steps.
• Rain attenuation is applied to the Es/N0 series to enable analysis of the system level 
performance in the presence of rain events. On this occasion the objective is to 
demonstrate the system behaviour and achieved performance during a rain event and 
therefore the number of Es/N0 samples used is equal to the length of the employed rain 
attenuation event. As in sections 3 and 4, the antenna noise temperature increase resulting 
from rain events is not taken into account.
• The channel state samples corresponding to each of the simulated terminals are used to 
identify the channel state at each Es/N0 sample, and a deep fade is applied to those 
samples that are found to be subject to the shadowing/blocking state. This is only relevant 
for railway satellite terminals. The applied fade value is selected so as to ensure that the 
resulting Es/N0 value is lower than the ideal threshold of the most robust employed MCS 
(QPSK 1/4 in this case). It is noted that this fading application ensures that the subsequent 
availability and throughput calculations account for the shadowing/blocking events that 
the simulated terminals experience.
• The PDF of the received Es/N0 is calculated for each of the simulated terminals. This PDF 
forms the basis for all further calculations.
• The average throughput for each of the terminals is calculated in a two-step process. 
Initially, the terminal’s Es/N0 PDF (as calculated above) and the corresponding link level 
throughput performance results are used to derive the throughput PDF. The average
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throughput of each terminal over the duration of the simulation is then calculated as a 
weighted average of the throughput PDF.
• The average availability for each terminal is calculated as the percentage of samples 
during which the received Es/N0 is above the minimum MCS Es/N0 threshold value of - 
2.5dB.
• The spatiotemporal Throughput PDF and availability PDF are calculated using the 
average throughput and availability values calculated for each terminal. A separate 
spatiotemporal PDF is produced for each of the two terminal categories (maritime and 
railway satellite) and for the system as a whole.
The above post processing methodology allows the extraction of the required system level 
performance parameters without the need to explicitly model link level operations in the system 
level simulator. In addition, provided that appropriate link level performance results have been 
acquired offline, this post processing methodology allows the direct comparison of system level 
performance for different SNR estimation and/or ACM algorithms under the exact same system 
level simulation conditions, and without the need to repeat system level simulations.
5.2.3 Simulation Scenario
The simulation results discussed in this chapter have been obtained using the system level 
simulator tool in static simulation mode. This means that the simulated terminal’s positions are 
kept constant during the course of the simulation and explicit modelling of fast fading processes 
does not take place. Instead, only slow fading processes are modelled. Channel state transitions 
are also modelled for railway satellite terminals. At each simulation step, a C/N0 and channel state 
sample are produced and stored in an output file.
The modelled satellite system comprises a single satellite in geostationary orbit, located at 36° 
west. A single beam footprint at a downlink frequency of 12GHz is assumed. The beam is 
circular, centred at 47.5° North by 5° East with a diameter of 50° on the Earth’s surface The signal 
is assumed to be a 20Msps DVB-S2 carrier with a 0.35 roll off factor resulting in a carrier 
occupied bandwidth of 27MHz, with a maximum carrier EIRP of 54dBW.
Two terminal types are simulated, namely maritime and railway satellite terminals. A total of 180 
terminals are simulated, with 72 being maritime satellite and 108 being railway satellite terminals. 
Automatic terminal positioning was used at the simulation set up stage which means that the 
simulated terminals are distributed in the coverage area along concentric circles around the beam 
boresight. No effort was made to ensure that railway satellite terminals are positioned over land
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mass and maritime satellite terminals are positioned over sea areas. In addition, the relative 
distribution of maritime satellite and railway satellite terminals between the three concentric 
circles is not the same. The G/T values of the receiving terminals are set to 14.4dB/K for both 
maritime satellite terminals and railway satellite terminals. These values are hard coded into the 
simulation tool and were obtained from the MOWGLY project.
In order to demonstrate the performance of the system in the presence of rain attenuation, a rain 
attenuation time series of 1200 second duration measured at Ku band at BT laboratories using the 
OLYMPUS satellite is applied at the post processing stage to the C/N0 series produced by the 
system level simulator. This attenuation time series is depicted below in Figure 5-2. The analysis 
presented hereafter is performed only for the duration of the rain event and no clear sky 
conditions are included in the sample size.
R a i n  A t t e n u a t i o n  T i m e  S e r i e s
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Figure 5-2 Rain attenuation time series used in system level analysis
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5.3 System Performance Analysis
5.3.1 Throughput and Availability Baseline Performance
The system performance is discussed here in terms of the system throughput and availability. 
These are derived from the system level simulations as per the methodology described in the 
previous sections. Figure 5-3 and Figure 5-4 illustrate the distribution of the received Es/N0 for the 
two terminal categories in the absence of rain attenuation, Figure 5-5 and Figure 5-6 illustrate the 
received Es/N0 distribution when the aforementioned rain attenuation series is applied at the post 
processing stage. The average throughput and availability for each terminal category as well as for 
the system as a whole are tabulated in Table 5-1.
The effects of the adopted terminal positioning approach are visible in Figure 5-3 for maritime 
satellite terminals where the Es/N0 samples are clustered at three values. As expected, the railway 
satellite terminal Es/N0 PDF shown in Figure 5-4 exhibits the same trend but also captures the 
effect of the periodic shadowing caused by railway arches in the form of the approximately 14.4% 
of Eg/No samples with a value below -2.5dB. The difference in the distribution of terminals of 
different categories among the three concentric circles also manifests itself in the Es/N0 PDF 
figures below where the maritime satellite terminals have a lower probability for Es/N0 of 8dB and 
7dB than the railway satellite terminals.
The effects of the applied rain attenuation series on the Es/N0 distribution for the two terminal 
categories are clearly visible in the PDFs of Figure 5-5 and Figure 5-6. In both cases the recorded 
Eg/No samples are much more spread with reduced probability of occurrence for the higher Es/No 
values and increased probability of occurrence for the lower values.
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Maritime Terminal E s/N0 PDF
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Figure 5-3 Maritime terminals Es/N0 PDF -  Clear Sky
Railway Terminal Es/N0 PDF
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Figure 5-4 Railway terminals Es/N0 PDF -C lear Sky
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Maritime Terminal E s/INC PDF
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Figure 5-5 Maritime terminals Es/N0 PDF -  Rain
Railway Terminal Es/N c PDF
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Figure 5-6 Railway terminals Es/N0 PDF -  Rain
The overall effect of the applied rain attenuation on the throughput and availability of the 
modelled terminals is easier to discern from the values of Table 5-1. In the case o f maritime 
satellite terminals the peak rain attenuation value of 8dB is not sufficient to cause link outage and 
therefore the average link availability is not affected. Despite this, the average maritime satellite 
throughput is affected, as the terminals are forced to switch to more robust modcods in order to
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compensate for the rain fading. The net result is a reduction in the average throughput of 
approximately 3.3Mbps for the maritime satellite terminals. Similarly, the railway satellite 
terminals do not suffer an availability reduction as a result of the applied rain attenuation but do 
exhibit a reduced average throughput caused by the use of more robust modcods in order to 
maintain link closure during the deep fade regions. It is noted that the reduction of the average 
throughput achieved by railway satellite terminals when rain attenuation is introduced is not as 
severe as that experienced by maritime satellite terminals due to the presence of periodic 
shadowing.
Table 5-1 Simulated average throughput and availability
Average Throughput (Mbps) Average Availability (% of samples)
No Rain With Rain No Rain With Rain
Maritime Satellite 33.69 30.31 100 100
Railway Satellite 29.59 27.45 85.59 85.59
System 31.63 28.59 91.36 91.36
The employed MCS distribution in clear sky and rain attenuated conditions is plotted in Figure
5-7 and Figure 5-8 for maritime satellite terminals, while Figure 5-9 and Figure 5-10 show the 
MCS distribution for railway satellite terminals. Figure 5-7 illustrates that the maritime satellite 
terminal clear sky Es/N0 distribution is such that only MCS4 and MCS5 need to be used in order 
to close the link, depending on the terminal location. In fact, it is only the terminals located on the 
outer concentric circle that resort to the use of MCS4 in order to close the link. The same effect is 
visible in the clear sky MCS distribution for railway satellite terminals depicted in Figure 5-9 but 
once again, the effect of the periodic shadowing is evident with the 14.4% probability of link loss, 
signified in the figure by the MCSO events. As with the Es/N0 distribution, when rain attenuation 
is applied, the MCS distribution of both maritime satellite and railway satellite terminals extends 
to the more robust, lower order modcods in order to close the link. The resulting spatio-temporal 
average throughput distributions for maritime satellite terminals are depicted in Figure 5-11 and 
Figure 5-12 for the former and Figure 5-13 and Figure 5-14 for the latter terminal type.
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5.3.2 Impact of System Dimensioning
The availability and throughput results presented in the previous section are directly dependent on 
the link dimensioning, and especially the clear sky Es/N0 that the system has been designed to 
provide. In a system that employs ACM, the clear sky margin for which the link is dimensioned 
affects the percentage of time for which each of the available ModCod schemes will be used. To 
illustrate this, the table below summarizes the maximum rain fade depths experienced for 
different percentages of time in the range 95% to 99% during this specific rain event. It is stressed 
here that the maximum attenuation values and time percentages tabulated below are not 
representative of the long term statistics in Ku band, but reflect only the specific rain attenuation 
event used to produce the simulation results discussed in this thesis.
Table 5-2 Subset of rain fade CDF
Time % 95 96 97 98 99 99.9
Max. Rain 
Fade (dB)
6.7 6.9 7.1 7.3 7.5 7.7
Upon definition of the target link availability of a system, the corresponding maximum rain fade 
value for that percentage of time is effectively the clear sky margin that needs to be applied to the 
Eg/No requirement of the most robust ModCod employed by the system in order to guarantee that 
the availability requirement is met., in order for the system terminals to be able to employ that 
ModCod for the corresponding amount of time, during the modelled rain fade event. For example, 
in order for a terminal to be able to close the link for 95% of the time using QPSK 8/9, whose 
Eg/No requirement in Rice fading with K=30dB and a PER target of 0.02 is 6.8dB, the required 
clear sky Es/N0 would be 13.5dB, increasing to 14.3dB for a target availability of 99% and 14.5dB 
for availability of 99.9%.
In the results presented in the previous section the system dimensioning corresponds to a clear sky 
Eg/No of approximately 6.1dB at the furthest terminal locations. As clear sky Eg/No is reduced, the 
likelihood of a switch to a more robust ModCod in response to fading increases. In addition, if the 
maximum fading depth exceeds the dynamic range of the available ModCod pool, a large 
reduction in the clear sky margin may also affect the system availability. These two effects are 
illustrated in Table 5-3 where the average throughput and availability of maritime satellite and 
railway satellite terminals is summarized when the clear sky Es/N0 is reduced by 2dB and 4dB.
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Table 5-3 Average throughput and availability with reduced clear sky Es/N0
2dB Eg/No Reduction 4dB Eg/No Reduction
Throughput
(Mbps)
Availability 
(% of samples)
Throughput
(Mbps)
Availability 
(% of samples)
Maritime
Satellite
26.7 98.15 21.56 91.19
Railway Satellite 25.07 84.69 21.27 81.2
The throughput and availability of both the maritime satellite and railway satellite terminals are 
shown to be affected by the reduction in the clear sky Es/N0. The average throughput achieved by 
all simulated maritime satellite terminals is reduced by 3.61Mbps and 8.75Mbps when the clear 
sky Eg/No is reduced by 2dB and 4dB respectively. The railway satellite average overall 
throughput is reduced by 2.38Mbps and 6.18Mbps for a 2dB and a 4dB reduction in the clear sky 
Eg/No respectively.
The cause of this observed reduction in availability and throughput can be analysed in more detail 
using the probability distributions of the ModCod’s. Figure 5-15 and Figure 5-16 illustrate the 
probability distribution of the employed MCS for the two modelled values of clear sky Eg/No 
reduction for maritime satellite terminals, while Figure 5-17 and Figure 5-18 present the 
employed modcod distributions for railway satellite terminals.
All the MCS distribution plos demonstrate how the probability of use of more robust modcods 
increases by both terminal categories as the clear sky Es/N0 is reduced. In addition, both of the 
reductions in the clear sky Eg/No impact the achieved link availability as they increase the 
probability of the received Eg/No falling below the threshold on QPSK %, thereby increasing the 
probability of link loss signified in figures 5-15 to 5-17 by MCSO.
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5.3.3 Comparison of Performance with Constant Modulation and Coding
When ACM is not available, systems are dimensioned so as to satisfy a joint availability and 
throughput requirement, based on the worse case conditions. In such a case the result of the link 
dimensioning is the definition of a link margin that will guarantee link closure at the edge of 
coverage, for a percentage of time equal to the system availability requirement.
By contrast, in satellite communication systems that employ ACM the availability and throughput 
requirements are decoupled. In commercial systems the typical approach is for the link to be 
dimensioned so that the availability requirement can be met with the most robust ModCod 
available, while the quoted data rate, or throughput, value is that achieved in clear sky conditions 
using the most efficient ModCod. The result is an improvement in both the system throughput 
without a penalty in either the system availability or the clear sky margin employed, due to the 
more efficient use of the satellite resources.
To illustrate this, we revisit the analysis presented in the previous two sections and compare the 
throughput and availability results presented there with the throughput and availability that would 
have been achieved by a Constant Coding and Modulation (CCM) system during the specific rain 
event used in this chapter. This comparison is performed in Table 5-4 to Table 5-9. We recall 
from sections 5.3.1 and 5.3.2 that the system performance in the presence of a specific rain event 
has been evaluated for three different scenarios, a baseline scenario and two cases where the clear 
sky Eg/No has been reduced by -2dB and -4dB respectively. These scenarios result in minimum 
clear sky Es/Nq values of 6.1dB, 4.1dB and 2.1dB at the terminal locations furthest out from the 
centre of beam. Table 5-4 to Table 5-6 summarise the maritime satellite terminal performance in 
each of the scenarios mentioned above while Table 5-7 to Table 5-9 present the same results for 
the railway satellite terminals.
The information presented in each of the following tables is as follows. The availability 
achievable by each of the available Modcods individually is listed in the first column. The second 
column presents the average throughput that could be achieved when each of the ModCods is 
employed on its own. This is calculated for each ModCod based on the ModCod’s theoretical 
throughput and its average availability as listed in the first column. The third column of each table 
presents the difference in availability achieved with the most robust ModCod available, which in 
this case is QPSK 1/4, and the availability achieved when each of the considered ModCods is 
employed on its own. This provides a measure of the availability penalty that a CCM system 
would endure if it was designed to use any ModCod other than QPSK 1/4. The fourth and final 
column of each table presents the difference between the average throughput achieved by each
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ModCod when used in CCM mode, with the ACM throughput performance previously presented 
in Table 5-1 for the baseline scenario and Table 5-3 for the two reduced Es/N0 scenarios.
Table 5-4 ACM - CCM Performance Comparison -  Baseline Case -  Maritime Satellite Terminals
Edge Terminal Clear Sky Es/N0 = 6.1dB (Baseline Scenario)
Individual MCS 
Availability (%)
Individual 
MCS Average 
Thrpt (Mbps)
Delta Availability 
from QPSK 1/4
(%)
Delta Throughput 
from ACM analysis
(Mbps)
QPSK 1/4 100.0 <10 0 20.31
QPSK 2/5 95.13 < 15.22 4.87% 15.09
QPSK 3/5 87.72 <21.05 12.28% 9.25
QPSK 3/4 81.68 <24.5 18.32% 5.8
QPSK 8/9 48.44 < 17.22 51.56% 13.09
Table 5-5 ACM - CCM Performance Comparison -  -2dB Bias -  Maritime Satellite Terminals
Edge Terminal Clear Sky Es/N0 = 4.1B
Individual MCS 
Availability (%)
Individual 
MCS Average 
Thrpt (Mbps)
Delta Availability 
from QPSK 1/4
(%)
Delta Throughput 
from ACM analysis
(Mbps)
QPSK 1/4 98.15 <9.81 0 16.89
QPSK 2/5 87.73 < 14.04 10.42% 12.66
QPSK 3/5 81.69 <19.61 16.46% 7.1
QPSK 3/4 48.45 < 14.54 49.7% 12.17
QPSK 8/9 39.57 < 14.07 58.58% 12.64
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Table 5-6 ACM - CCM Performance Comparison -  -4dB Bias -  Maritime Satellite Terminals
Edge Terminal Clear Sky Es/N0 = 2.1dB (Baseline Scenario)
Individual MCS 
Availability (%)
Individual 
MCS Average 
Thrpt (Mbps)
Delta Availability 
from QPSK 1/4
(%)
Delta Throughput 
from ACM analysis
(Mbps)
QPSK 1/4 91.18 <9.12 0 12.44
QPSK 2/5 81.68 < 13.07 9.5% 8.49
QPSK 3/5 48.44 <11.63 42.74% 9.93
QPSK 3/4 39.56 <11.87 51.62% 9.69
QPSK 8/9 23.48 <8.35 67.7% 13.21
Table 5-7 ACM - CCM Performance Comparison -  Baseline Case -  Railway Satellite Terminals
Edge Terminal Clear Sky Es/N0 = 6.1dB (Baseline Scenario)
Individual MCS 
Availability (%)
Individual 
MCS Average 
Thrpt (Mbps)
Delta Availability 
from QPSK 1/4
(%)
Delta Throughput 
from ACM analysis
(Mbps)
QPSK
1/4
85.6 <8.56 0 18.89
QPSK 2/5 83.17 <13.31 2.43% 14.14
QPSK 3/5 79.48 < 19.08 6.12% 8.37
QPSK 3/4 75.03 <22.51 10.57% 4.94
QPSK 8/9 53.99 <19.19 31.61% 8.26
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Table 5-8 ACM - CCM Performance Comparison -  -2dB Bias -  Railway Satellite Terminals
Edge Terminal Clear Sky Es/N0 = 4.1dB (Baseline Scenario)
Individual MCS 
Availability (%)
Individual 
MCS Average 
Thrpt (Mbps)
Delta Availability 
from QPSK 1/4
(%)
Delta Throughput 
from ACM analysis
(Mbps)
QPSK 1/4 84.69 <8.47 0 16.6
QPSK 2/5 79.47 < 12.72 5.22% 12.35
QPSK 3/5 75.02 <18.0 9.67% 7.05
QPSK 3/4 53.98 <16.19 30.71% 8.87
QPSK 8/9 45.19 < 16.07 39.5% 9.0
Table 5-9 ACM - CCM Performance Comparison -  -4dB Bias -  Railway Satellite Terminals
Edge Terminal Clear Sky Es/N0 = 2.1dB (Baseline Scenario)
Individual MCS 
Availability (%)
Individual 
MCS Average 
Thrpt (Mbps)
Delta Availability 
from QPSK 1/4
(%)
Delta Throughput 
from ACM analysis
(Mbps)
QPSK 1/4 81.2 <8.12 0 13.15
QPSK 2/5 75.02 <12.0 6.18 9.27
QPSK 3/5 53.98 < 12.96 27.22 8.31
QPSK 3/4 45.19 < 13.56 36.01 7.71
QPSK 8/9 26.82 <9.53 54.38 11.74
The QPSK % availability values listed in the first column of Table 5-4 to Table 5-9 are, as 
expected, equal to the corresponding ACM availability results in Table 5-1 and Table 5-3. The 
advantage of ACM over CCM however is illustrated in the last column of each table where the 
difference between the average throughput achieved in each of the two modes of operation. Even 
if it is assumed that a CCM system will accept a significantly reduced availability, as compared to 
that achievable with QPSK %, in order to maximise peak throughput, the throughput advantage of 
ACM over CCM is significant. For maritime satellite terminals, this advantage ranges between
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5.8Mbps and 8.49Mbps while in the case of railway satellite terminals this advantage ranges 
between 4.94Mbps and 7.91Mbps, depending on the clear sky Es/N0 scenario. If the CCM system 
is restricted to the use of QPSK % in order to maximise availability, which is the approach that a 
system design would realistically follow, then the ACM throughput advantage increases to 
between 12.44Mbps and 20.31Mbps for maritime satellite terminals and between 13.15Mbps and 
18.89Mbps for railway satellite terminals, again depending on the clear sky Es/N0 configuration.
Another observation that can be made from the throughput difference results presented in Table 
5-4 to Table 5-9 is that the throughput increase achievable with ACM relative to CCM increases 
with increasing clear sky Es/N0, as a result of the reduced probability that links will need to drop 
to more efficient ModCods in order to compensate for fading events. The throughput increase 
afforded to systems by the use of ACM becomes even more pronounced when the available 
ModCod pool is selected such that terminals distributed along different gain, and therefore clear 
sky Eg/No, contours make use of the most efficient ModCod possible with a very limited power 
margin, during clear sky conditions, and rely on the operation of ACM and the switching to 
increasingly robust ModCods during fading events in order to preserve link connectivity and meet 
the overall link availability requirement. As an example of this, the average system throughput 
would be significantly higher if 8PSK ModCods had been included in the simulation, as the clear 
sky Eg/No margin of terminals closer to the centre of the beam was such that this higher order 
modulation could have been used for parts of the simulated scenarios thereby further increasing 
the average achieved throughput for both terminal categories.
5.4 Comments on Rice Factor Estimation
The work presented so far in this thesis has focused on the link SNR estimation and the adaptive 
threshold adjustment performance of DVB-S2 for vehicular satellite applications. A key 
requirement of the SNR estimator proposed here is the availability of fairly accurate estimates of 
the Rice factor. However, Rice factor estimation has not been discussed thus far, as it is has been 
viewed as a process independent of the SNR estimation and adaptive threshold adjustment.
In Chapter 3 results have been presented both under the assumption of perfect Rice factor 
knowledge, as well as assuming that the Rice factor estimator of [41] is employed. The latter 
approach was taken in order to ensure a fair comparison between the SNR estimator proposed 
here and the joint SNR and Rice factor estimator of [41]. At the time when this work was 
undertaken, the joint estimator of [41] was the most promising found in literature in terms of 
performance in both Rice factor and SNR estimation.
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In practice, for the proposed SNR estimation methodology to be useable in a system, a source of 
accurate estimates of the Rice factor would be required to enable the bias compensation process 
described in section 3.3. Apart from the Rice factor estimation approach presented in [41], 
alternative techniques can be found in [79] to [82]. Similarly to [41], the Rice factor estimator in
[79] is moment based but assumes a near constant LOS component over the measurement period, 
which could prove problematic in the case of vehicular satellite terminals travelling at high speed. 
One of the key features of the estimator in [79] however is that it does not distinguish between 
AWGN noise and channel variance, thereby making the estimator susceptible to errors in the 
presence of noise.
In [80] the authors propose the use of moment based Rice factor estimators based on the I/Q 
components of the received signal as opposed to the signal envelope and show that this type of 
estimator can produce superior accuracy as compared to envelope based estimators. However, as 
mentioned in [80], moment based estimators that make use of the I/Q components of the received 
signal require knowledge of the direct component’s angle of arrival with respect to the direction 
of motion, as well as the Doppler shift, making them computationally expensive. It is however 
noted that for vehicular terminals the generation of inertial information that provides the vehicle’s 
direction of motion and can therefore be used to derive the signal angle of arrival and the Doppler 
shift is a distinct possibility.
In [81] the authors propose another moment based Rice factor estimator that relies on the I/Q 
components of the received signal that is more efficient than that of [80], as well as presenting a 
reduced complexity method for the estimation of co0, which makes the implementation of the 
estimator in an operational system more practical. This estimator is also shown to perform better 
than the Rice factor estimator of [41] as it does not include the intrinsic assumption of 
isotropically distributed multipath components. However, the authors do highlight that the 
estimator performance is quite sensitive to errors in the estimated too with that sensitivity 
increasing with increasing K factor values and sampling lengths. Finally, the authors draw 
attention to the fact that at low SNR values the estimator is biased and underestimates the Rice 
factor, but this is a feature common to all aforementioned Rice factor estimators.
An alternative estimator that is more robust than those discussed so far to shadowing is that 
presented in [82]. This is an envelope based estimator that makes use of a composite received 
signal envelope model which takes into account the effects of both multipath fading and 
shadowing in the form of a Nakagami distribution. This results in reduced bias and therefore 
improved estimation accuracy in the presence of shadowing at the expense of the requirement that 
the Nakagami m parameter is known or estimated. Low pass filtering with a cut off frequency that 
depends on the terminal velocity is suggested in order to estimate the Nakagami m parameter.
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In terms of a selection of a Rice factor estimation for the practical implementation of the SNR 
estimator proposed in this thesis, the estimators of [81] and [82] stand out as the most suitable 
ones. Both estimators come at an increased complexity as compared to the Rice factor estimator 
of [41] but can be reasonably expected to result in improved performance across a wider range of 
propagation conditions. Although the estimation performance of the estimator [81] is said to 
suffer bias at low SNR’s, in terms of bias compensation for the proposed SNR estimator this will 
have a small impact as the proposed SNR estimator’s bias is lowest at low SNR values, therefore 
the bias compensation process, which would be based on underestimated Rice factor values, 
would have a small impact on the overall SNR estimation performance.
5.5 Summary
This chapter has discussed the system level performance of a DVB-S2 system providing services 
to maritime satellite and railway satellite terminals, when the SNR estimation and ATA 
algorithms defined in Chapters 3 and 4 respectively are used. The objective of the chapter is to 
give an overview of the achievable system level performance in terms of the average throughput 
and availability, as well as provide insight into the impact of the system dimensioning approach 
on these performance metrics.
The system performance analysis was performed using a combination of system level simulations 
and post processing of the results thereof, with input from the link level performance results 
previously produced for and discussed in Chapter 4. An overview of the system level simulator 
tool developed in order to perform the analysis for this chapter is provided in section 5.2.1, while 
the scenario that outlines the system characteristics and assumptions under which the performance 
analysis has been undertaken was discussed in section 5.2.2. The methodology and link level 
performance input for the post processing stage was discussed in section 5.2.3. In section 5.3.1 the 
baseline throughput and availability performance of the system are presented and discussed, while 
in section 5.3.2 the impact of variations in the clear sky link dimensioning of the system is 
analysed. Finally, section 5.3.3 demonstrates the improvement in throughput achieved with the 
inclusion of the proposed SNR estimation and ATA-assisted ACM algorithms, over a system that 
employs a constant coding and modulation physical layer.
The baseline performance analysis presented in section 5.3.1 clearly shows that the frequent 
shadowing and blocking effects that railway satellite terminals experience have a significant 
impact on their performance and noticeably reduce both the availability and average throughput as 
compared to what is observed in the maritime satellite environment. This is clearly evident at in 
the baseline configuration results were, despite the fact that the links are dimensioned such that
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link closure can be achieved even during the deepest fading regions of the modelled rain event the 
railway satellite terminals suffer link loss for an average of approximately 14.4% of time even in 
the absence of rain.
The maritime satellite terminals in terms of average throughput was shown to be consistently 
much better than that of the railway satellite terminals, which was expected as the former are not 
subjected to the same periodic shadowing that the latter experienced. However, the impact of both 
rain attenuation and lower clear sky Es/N0 on the achieved average throughput was shown to be 
more pronounced in the case of maritime satellite terminals than in the case of the railway satellite 
terminals. This is because the periodic shadowing present in the railway satellite environment 
results in packet loss (or a link loss probability) that cannot be avoided irrespective of the link 
dimensioning or the rain attenuation depth. Therefore part of the effect of a reduced clear sky 
Es/N0 and the introduction of rain attenuation was masked.
Finally, in section 5.3.3 the comparison of the throughput and availability performance between a 
system employing the proposed SNR estimation and ATA algorithms and a system employing 
constant coding and modulation gives a clear indication of the performance improvement 
achieved with the former. In that section, the difference in average throughput achieved by the 
two systems is clearly shown to depend on the clear sky Es/N0 for which the link is dimensioned 
with the advantage of ACM increasing with increasing Es/N0 values.
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Chapter 6
6 Conclusions and Further Work
6.1 Conclusions
The introduction of the DVB-S2 standard has brought with it significant improvements over its 
DVB-S predecessor in terms of both performance and flexibility. Among these improvements are 
the use of more powerful coding techniques and higher order modulation schemes, which are 
jointly exploited by the adaptive coding and modulation subsystem of DVB-S2. Ultimately, the 
effect of these features on the DVB-S2 air interface is a significant increase in the achievable 
throughput for a given transponder bandwidth and EIRP. The high capacity and throughput 
provided by DVB-S2 compared to CCM systems quickly lead to the question whether DVB-S2 
could be used with mobile satellite terminals. However, as with DVB-S, DVB-S2 was designed 
with fixed satellite terminals in mind, meaning that the ACM subsystem of DVB-S2, which is 
mainly responsible for the improvements in throughput, is optimised for AWGN conditions.
This thesis has focused on the adaptation of the forward link operation of DVB-S2/RCS systems 
for operation in mobile satellite, and more specifically vehicular satellite, environments. Because 
the design of ACM is based on the fundamental assumptions of fixed terminals subject to AWGN 
channel conditions, it was decided that the effort to adapt DVB-S2 to mobile satellite 
environments would focus on the design of the ACM subsystem. Since the operation of the ACM 
subsystem relies on the availability of accurate link quality estimates, it cannot be investigated in 
isolation of the DVB-S2 SNR estimation algorithm. As with ACM, the SNR estimator of DVB-S2 
was designed with AWGN in mind, rendering it suboptimal for use in mobile satellite 
environments. Consequently the definition of an SNR estimator suitable for use in varied mobile 
satellite propagation conditions was also addressed. The railway satellite and maritime satellite 
environments were used as reference throughout the work presented in this thesis.
The definition of an SNR estimator for mobile satellite environments was dealt with in Chapter 3 
of the thesis. The key requirement placed upon the estimator was the ability to produce accurate 
SNR estimates in the presence of multipath fading effects encountered in mobile satellite 
channels. Furthermore, the assumption that a DVB-S2 based system providing services to mobile 
satellite terminals would seek to serve a variety of terminal categories, each of which operates in a
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different mobile satellite environment, as is the case with railway satellite and maritime satellite 
terminals, lead to the requirement that the proposed SNR estimator should be flexible enough to 
adapt to different fading channel statistics. Finally, the large round trip delay associated with 
geostationary satellite systems, and the resulting impact on the ability of closed loop fade 
mitigation techniques to efficiently counteract propagation effects of small duration, lead to the 
requirement that the proposed estimator should track the long term average link SNR and 
minimise the impact of brief propagation events, such as shadowing and blocking, on the 
produced estimates.
Based on the above requirements, estimation of the link SNR based on the error rate of the un­
coded pilot bits within the DVB-S2 frames was proposed. The resulting SNR estimator, which 
was termed the UcBER estimator, was shown to exhibit good estimation performance in terms of 
both estimation accuracy and its ability to track the slow variations in the channel. Through the 
introduction of an adaptive bias compensation element in the proposed estimator’s code, the 
estimation performance was shown to be maintained over a wide range of Rice factor values 
during LOS propagation conditions. Thus the proposed SNR estimator was shown to be capable 
to effectively and accurately estimate the link SNR in a variety of mobile satellite environments 
such as the railway satellite channel and the maritime satellite channel with a range of sea 
roughness and elevation angle conditions. The requirement to minimise the impact of short term 
propagation effects, which cannot be effectively mitigated due to the large round trip delay, was 
shown to have been satisfied in section 3.4. There, the proposed UcBER estimator was adapted to 
detect such events, through the rate of change of the monitored pilot sequence error rate, and 
exclude them from the SNR estimation process, thus successfully maintaining tracking of the long 
term average SNR even in the presence of frequent shadowing and blocking.
The performance of the proposed SNR estimator was also compared in Chapter 3 with the 
performance of SNR estimators found in the literature. In Section 3.2 the estimator’s performance 
in AWGN conditions was compared against the performance of the optimal AWGN estimator, the 
Maximum Likelihood estimator. The proposed estimator’s performance was shown to be 
acceptable, but inferior to that of the ML estimator. In addition, the analysis presented in that 
section showed that when the proposed estimator’s sampling length is kept constant it exhibits an 
estimation variance that increases with increasing values of the average SNR. This effect is 
caused by the reduced probability of bit errors being detected within a fixed-length sample as the 
link SNR increases and can only be mitigated through an increase in the estimation sample length. 
In section 3.3 the proposed estimator’s performance in the presence of multipath fading was 
discussed and compared with the performance achieved by the moment based joint Rice factor 
and SNR estimator of [41], while in section 3.5 the analysis was expanded to include rain
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attenuation. In both cases the UcBER estimator was shown to achieve better performance, with 
the difference in performance being more pronounced at lower average SNR values.
The adaptation of the ACM subsystem was discussed in Chapter 4. The key objectives driving 
this activity were the same as the objectives that directed the definition of the UcBER SNR 
estimator. More specifically, any adaptations performed to the DVB-S2 ACM subsystem should 
seek to adapt the physical layer configuration to the average link quality and should also introduce 
the flexibility required for the ACM subsystem to exhibit similar throughput performance in a 
variety of mobile satellite environments. By extension, the resulting ACM subsystem would also 
encompass the flexibility to adapt to different modem performances, thus allowing for the 
provision of service to inhomogeneous terminals by a single system. In addition to the above, 
adaptations to the DVB-S2 ACM subsystem should be as modular as possible so as to minimise 
the impact on the standard itself and allow their introduction only in systems that would require 
the additional functionality and flexibility.
As the most prominent drawback of the standard DVB-S2 ACM algorithm when it comes to its 
operation in mobile fading channels is the use of switching thresholds based on the performance 
of DVB-S2 modems in AWGN, the definition of switching thresholds suitable for mobile satellite 
environments was an obvious step towards the desired ACM adaptation. However, no single set 
of switching thresholds would be optimal given the requirement for the ACM subsystem to be 
able to operate with similar efficiency and performance in a variety of mobile satellite 
environments. As a result, the introduction of adaptive threshold adjustment was identified as the 
best direction of approach for the adaptation of DVB-S2 ACM to mobile satellite environments.
Based on the above, the proposed ATA algorithm was initially described in section 4.2 and then 
expanded to include detection and of short term deep shadowing and blocking events and ensure 
that they do not affect the threshold values in section 4.5. The ATA discussed therein is based on 
the same threshold adjustment principle as the majority of algorithms found in the literature in 
that adjustment of the switching threshold values is driven by the packet error rate performance of 
the link. However, specific enhancements were introduced so as to improve the algorithm 
performance and stability. The first difference between the proposed algorithm and those found in 
the literature is that the link PER estimate used to drive the threshold adjustment process is no 
longer based on a single frame but is a longer term average, thus being in line with the 
requirement for physical layer adaptation to track the long term average SNR variations as 
opposed to short term effects. In addition, in order to improve the stability of both the algorithm 
and the resulting switching thresholds, the proposed algorithm was designed to perform threshold 
adjustment on a conditional basis, with the conditions designed to minimise unnecessary 
adjustment operations during steady state propagation conditions. These adjustment deactivation
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conditions ensured that the proposed algorithm does not adjust the switching thresholds 
continuously, as is the case with the majority of algorithms found in the literature. Although in 
theory continuous threshold adjustment leads to approximating the target PER threshold better, 
that approach leads to the physical layer oscillating between two adjacent ModCods which is an 
undesirable effect as it significantly increases signalling as well as having a negative impact on 
the link throughput. The effect of these design features on the performance of the proposed 
threshold adjustment algorithm, and by extension of the ACM operation, was highlighted in 
sections 4.3 and 4.4 were the algorithm’s performance is presented and compared with that of the 
ATA algorithm defined in [74], with the proposed algorithm shown to improve the link 
throughput. Particularly section 4.4, where the performance of the two algorithms is compared in 
the presence of both multipath fading and rain attenuation, the effect of the improved stability of 
the proposed algorithm is most visible. What is shown in that section is that when the fading 
dynamics exceed the dynamic range of the available modulation and coding schemes, continuous 
unconditional adjustment of the switching thresholds leads to significant divergence from their 
ideal values during prolonged deep fading events. This in turn prolongs the convergence process 
once the propagation conditions improve and significantly reduces the overall average throughput 
achieved by the link.
A further enhancement introduced to the proposed ATA algorithm was the decoupling of the 
adjustment step size from the target error rate performance value, or in this case the threshold 
PER value, in order to address the slow convergence time exhibited by ATA algorithms such as 
that of [74]. In the proposed algorithm the threshold adjustment step size is set independently, and 
for the purposes of performance evaluation in this thesis it was heuiistically set to 0.2dB. By 
comparison, if the up adjustment step in the algorithm of [74] was set to 0.2dB, the down- 
adjustment step became 0.004dB for a target PER value of 0.02. Clearly, the result of this is a 
much slower convergence of the switching thresholds when the propagation conditions improve, 
leading to a delay in the adaptation of the physical layer to the ideal MCS. This is once again most 
visible in section 4.4, where the ATA algorithm of [74] is shown to be unable to converge back to 
the correct switching threshold values after significantly over-adjusting them during a deep rain 
fade event.
The final enhancement of the proposed ATA algorithm is discussed in section 4.5 where the 
conditional deactivation of both the PER monitoring and the threshold adjustment operation is 
introduced, so as to ensure that the algorithm does not erroneously adjust the switching threshold 
values in response to short term deep shadowing and blocking events. In a manner similar to the 
methodology used in section 3.4, the ATA algorithm is shown in this section to successfully 
detect shadowing and blocking events and refrain from adjusting the switching thresholds in 
response to them. That means that the proposed ATA algorithm tracks the error rate performance
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of the link during the LOS portions of the signal only, and therefore the resulting switching 
thresholds values ensure use of the most efficient Modod supported during the LOS portions of 
the received signal. Consequently, the ACM subsystem adapts the physical layer configuration in 
a manner that maximises the throughput achieved during LOS conditions, instead of sacrificing 
LOS throughput in an effort to attempt to close the link during deep fading events whose duration 
is too small to be efficiently mitigated by the closed loop process.
Finally, Chapter 5 presents an overview of the system level performance that can be expected 
when the SNR estimator and ATA-enhanced ACM subsystem proposed in this thesis are 
employed. The system performance is analysed in terms of the average throughput and 
availability over a single satellite beam achieved by a number of simultaneously operating 
maritime satellite and railway satellite terminals. The performance results were produced through 
a combination of system level simulations and data post-processing as described in sections 5.2.1 
and 5.2.2, while the specific simulation scenario and system set up assumptions were presented in 
section 5.2.3. The baseline performance is first discussed in section 5.3.1 before proceeding to 
analyse the impact of system dimensioning on the throughput and availability of a system that 
employs ACM. In addition, a comparison of the ACM performance with that of a CCM system is 
provided in section 5.3.3. There, the introduction of ACM is shown to have made a significant 
impact on both the system throughput while maintaining availability. The difference in throughput 
performance between an ACM and a CCM system is shown to depend on the clear sky link Es/N0, 
with the ACM advantage over CCM increasing with increasing clear sky Es/N0.
6.2 Further Work
The results presented in Chapters 3 and 4 show that both the UcBER SNR estimator and the ATA 
algorithm proposed in this thesis have the potential to improve the physical layer performance in 
the presence of propagation conditions encountered by mobile satellite terminals, therefore 
allowing the use of the DVB-S2 air interface in mobile satellite environments. However, certain 
aspects of the operation and behaviour of the proposed SNR estimation and ATA algorithms 
could be refined and improved upon in order to further improve the physical layer performance or 
expand the range of propagation conditions within which the proposed algorithms, and by 
extension DVB-S2 could be improved.
In addition, the performance analysis of the proposed algorithms has been performed based on a 
set of assumptions, some of which may not always be representative of the realistic system 
operation conditions. Although these assumptions were made in order to simplify and ease the 
performance analysis process, further investigation is required in order to fully characterise the
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operation and performance of the proposed SNR estimator and ATA algorithm in actual system 
operation conditions.
Given the above, future work items have been identified that could expand the scope of this thesis 
and by extension provide not only provide a better understanding of the algorithms proposed 
herein, but also potentially improve upon them. These are discussed below.
The performance of the UcBER SNR estimator defined and discussed in Chapter 3 has been 
characterised for Es/N0 values up to KMB. Given that the DVB-S2 Es/N0 requirement range of the 
DVB-S2 modulation and coding pool extends to 16.05dB (for quasi-error-free performance with 
32APSK and 9/10 coding rate), the proposed estimator’s performance evaluation campaign 
should be expanded to encompass that range. This is simply an extension to the simulation-based 
performance evaluation campaign described in Chapter 3 and can be addressed by performing 
additional simulations.
Also related to the performance of the SNR estimator, is the estimation variance exhibited by the 
estimator and the fact that it increases with increasing average link SNR when the sampling length 
is kept constant. This is clearly an undesirable feature as it means that the accuracy and stability 
of the estimates produced by the proposed estimator deteriorates with improving channel 
conditions and increasing link power. Although increasing the sampling length of the UcBER 
estimator could solve this problem, it would also adversely affect the estimator’s tracking 
capability. The sampling length should therefore not be increased excessively at all times, nor 
does it need to be increased for low average SNR values. On possible solution to maintaining a 
constant SNR estimation variance throughout the range of Es/N0 values associated with the DVB- 
S2 pool of modulation and coding schemes without unnecessarily sacrificing the estimator’s 
tracking capability or computational complexity would be for the sampling length to be adaptively 
adjusted based on the average SNR or, equivalently, on the observed variance of the SNR 
estimates.
As with the UcBER estimator, the proposed ATA algorithm could also benefit from additional 
characterisation as well as augmentation of its performance. With regards to performance 
characterisation, it is noted that all work presented in the preceding parts of this thesis has ignored 
the round trip delay associated with geostationary satellite communication systems. Given that 
this round trip delay is in the order of 500ms, it is clear that it will definitely affect the behaviour 
of the ATA and ACM algorithms, and could potentially have an impact on their performance. The 
fact that the ATA algorithm proposed in this thesis includes conditional deactivation mechanisms 
for the threshold adjustment operation will certainly reduce the impact of the round trip delay on 
the ATA algorithm ’s, and by extension the ACM algorithm’s, performance, however this premise
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is not sufficient in itself to negate the need for performance characterisation in the presence of the 
round trip delay.
In addition to the better characterisation of the proposed ATA algorithm’s performance, it is noted 
that certain improvements could be made to the algorithm itself so as to enhance its operation and 
performance. One such example is the adaptive adjustment of the PER averaging window, used to 
derive the average link PER performance, so as to enable more accurate tracking of the link 
performance, and by extension more accurate adjustment of the thresholds. More specifically, the 
size of the PER averaging window could be adaptively adjusted as an inverse function of the 
threshold PER value.
Finally, an aspect of the design and operation of both the proposed SNR estimator and ATA 
algorithms that could be improved upon is the use of the BER threshold for identification of deep 
shadowing and blocking events in the received signal, and more specifically its value. As defined 
in equations (3.27) and (4.2), the ABER parameter used for the identification of deep shadowing 
and blocking events is the normalised ratio of the difference between the instantaneous frame 
BER and the average BER observed over a number of frames. Clearly this value depends on the 
average link BER, which in turn is a function of the average SNR. Therefore, the ideal ABER for 
detection of deep shadowing and blocking events can also be viewed as a function of the average 
BER of the link, which means that no single value is optimal for use throughout the dynamic 
range of the DVB-S2 ModCod pool. Nonetheless, since the UcBER estimator measures the pilot 
sequence BER in order to derive the link SNR, it could also measure and track the standard 
deviation of the measured BER g Be r -  With that information available, the value of the ABER 
threshold could be defined as a multiple or a more general function of g Be r -
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Appendix A: Proof of Implementation of Joint Moment 
Based K and SNR Estimator
In section 3.3 the performance of the proposed BER based SNR estimator was compared against 
the SNR estimation performance of a joint moment based Rice factor and SNR estimator 
presented in [41]. In this appendix we prove that our implementation of this estimator in Matlab is 
correct by replicating four scenarios for which SNR estimation performance results were provided 
in [41], and we compare the estimation performance results, in terms of SNR estimation RM SE, 
obtained through Matlab simulations with those presented in [41] for the aforementioned 
scenarios.
The scenarios used to provide proof of the estimator’s implementation are presented in part D of 
section V in [41] , with the results summarised in text on page 646 and also presented graphically 
in figures 6 and 7 of [41] . The simulator performance is evaluated for a local average SNR 
ranging from OdB to 15dB in IdB steps. The terminal speed is set to 100km/h and the carrier 
frequency is set to 2GHz, with a symbol rate of 25kbps. The estimation performance is analysed 
for two Rice factors, K=5 and K=2.5, and two sample length values, namely N=1024 and N=128, 
resulting in four simulation cases and the sample lag L is set to 1. The RM SE performance for 
each of the simulated local average SNR values is calculated from 10,000 estimates. The resulting 
SNR estimation RM SE performance is summarised in Figure A-l and Table 6-1.
I
o
Figure A -l Joint Moment Based Estimator RMSE
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Table 6-1 Comparison of moment based estimator SNR RMSE performance as implemented with
published RMSE performance results
N K Minimum
RMSE
Maximum
RMSE
Average
RMSE
Reference
Average
RMSE
1024 5 0.3274 0.3988 0.3449 0.3
1024 2.5 0.3980 0.4617 0.4134 0.4
128 5 1.5997 1.816 1.6548 1.5
128 2.5 2.0299 2.3329 2.1092 2
Comparison of Figure A-l with figures 6 and 7 of [41] one can easily observe that the general 
shape of the SNR estimation RMSE of our implementation follows closely that of the published 
results. Although it is hard to discern the actual RMSE value in figures 6 and 7 of [41], the 
authors of that publication mention the average RMSE observed across the whole range of 
simulated local average SNR on page 646 of that publication. The values quoted there are listed in 
the last column of Table 6-1. Comparison of these values with the average value of the RMSE 
observed in our simulations shows that there is very little deviation between the two sets of 
analysis.
Given the above, we conclude that our implementation of the joint Rice factor and SNR moment 
based estimator published in [41] is correct, and therefore the performance comparison presented 
in section 3.3 of the Thesis is valid.
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