1 Abstract-Long Term Evolution (LTE) and beyond networks offer high bitrates with low latencies which makes them the best choice to handle the growing demand on multicast mobile services such as video streaming, and news broadcasting. In Conventional Multicast Scheme (CMS), the gain of multicast is exploited by transmitting data to all users simultaneously using the rate of Worst Channel Gain (WCG), which wastes network resources. In this paper, to better balance the tradeoff between the multicast gain and multiuser diversity, we propose a mechanism to select a threshold to split users into two subgroups and exploits the Opportunistic Multicast Scheme (OMS) to transmit the data. Simulation results show that the proposed mechanism improves the multicast performance in terms of increased throughput, decreased delay and Packet Loss Ratio (PLR) compared to existing mechanisms from the literature.
I. INTRODUCTION
Long Term Evolution (LTE) network was introduced by the Third-Generation Partnership Project (3GPP) and considered as the latest step towards the 4 th generation of radio technologies [1] . LTE offers a high throughput with low latency which makes it the best choice for Multimedia Service. LTE network exploits the benefits of Orthogonal Frequency Division Multiple Access (OFDMA), in which the transmitted data is multiplexed in frequency and time domains [1] . To face the rapid growth of demand on multicast services such as Internet video streaming, video conferencing, news broadcast, and weather forecasts, Evolved Multimedia Broadcast Multicast Service (E-MBMS) as part of the 3GPP LTE standards was proposed to deal with multicast services [2] . Thus, E-MBMS is considered as the best choice when a number of subscribers request the same data at the same time [3] , [4] .
In unicast mode, each user sends its Channel Quality Indicator (CQI) feed-back to its base station which is called Evolved NodeB (eNodeB), in turn the eNodeB dynamically adjusts for that user the modulation type and code rate; combined together called the modulation and coding scheme (MCS). This improves the network resource utilization and increase the spectral efficiency (SE). On the other hand, EManuscript received 4 November, 2017; accepted 2 June, 2018.
MBMS users listen to the same channel with different channel conditions. Therefore, the selected MCS level should satisfy all users and if the MCS level was selected according to the users who are suffering bad channel conditions (such as using worst channel gain (WCG), the channel will be more robust against error and failure, but, users with good channel conditions will sacrifice their opportunity to receive the data with high bit rates which, in turn, reduces the radio spectrum efficiency of such Conventional Multicast Schemes (CMS) [5] , [6] . In other words, transmitting the data to a multicast group (MG) using the rate of WCG will increase the fairness between users at the expense of system throughput. Therefore, the performance of the multicast network is bounded by the user in worst channel condition who acts as a bottleneck phenomenon [7] . In [8] , Zhang et al. proposed a mechanism to overcome the worst user bottleneck by using a Signal Interference and Noise Ratio (SINR) threshold to sacrifice the users who are expensive to cover. Users with G-factor less than the threshold will be excluded from link adaptation and packet scheduling. The G-factor (called static SINR) is obtained by considering shadowing and large-scale attenuation without fast fading. In fact, there are several mechanisms which have been proposed such as Average, Median, and maximum throughput (MT). However, by using these mechanisms, some users may fail to decode the transmitted data. In order to solve this problem, an opportunistic multicast schema (OMS) was proposed [9] . In OMS, the Median rate is used to serve the portion of users with rate equal or greater that the Median rate. In the second Transmission Time Interval (TTI), the eNodeB will retransmit the same data to remaining users who could not receive the data in the first transmission using their Median rate. The eNodeB will continue retransmission of the same data until all users receive the data. Indeed, OMS was proposed to utilize the multiuser diversity while maintaining the multicast gain as much as possible. Thus, the portion of users should be selected carefully. Let α denotes the portion of users that can be served in each Transmission Time Interval (TTI). Thus in the Median mechanism, α = 0.5.
In fact, splitting the multicast users to many subsets (or portions) will increase the multiuser diversity while degrading the multicast gain and vice versa. However, selecting the same number of users in each subset will not be the best configuration in all TTIs. To overcome this, in [10] , [11] , a dynamic OMS (D-OMS) with different portions (dynamic α) was proposed. In each TTI, the D-OMS mechanism selects a portion of users that can increase the multicast throughput compared to the Median mechanism. However, the authors did not evaluate the D-OMS in term of delay. It is obvious that more subsets will increase the delay, especially when there is a scarcity in the available bandwidth.
Obviously, obtaining the best portions configuration, which leads to maximizing the multicast group throughput, is an NP-Hard problem. Moreover, the problem complexity increases exponentially as the number of available Radio Bearers (RBs) and groups of user increases. Thus, full research algorithm can be used to find the optimal configuration between all possible solutions, but it is not suitable to be used in real systems.
However, in multicast mode, due to the heterogeneity of users, allocating radio resources and adapting transmission rate will be the most challenging issues. The MCS level selected will directly impact the throughput and the SE in a multicast transmission mode [12] , [13] . After all, no single MCS level can satisfy all users.
Moreover, many works on EMBMS over LTE are recently being carried out such as works in [14] - [19] to show state of the art of researches in the multicast over LTE networks.
In this work, a novel MCS selection mechanism to select a threshold that can be used with the OMS strategy to enhance the multicast performance is proposed. The proposed mechanism extends the work in [20] , which takes the users dispersion into account by using the Standard Deviation (StD) of users' MCS to obtain a threshold. Thus, the selected threshold will be used to split users into two subsets, users with high channel gain (users whose MCSs are larger than or equal to the threshold) will form the first subset, whereas users with the worst channel gain (users whose MCS are less than the threshold) will form the other subset. The performance of the proposed mechanism is compared with other existing mechanisms without or with the added opportunity for repeated multicast retransmissions to their respective abnormal groups.
The rest of this paper is organized as follows: Section II, provides a brief introduction of AMC in E-MBMS. A background about well-known mechanisms is presented in Section III. Then, the proposed mechanisms for selecting the MCS are presented in Section IV. Simulation results are in Section V. Finally, conclusions and future work are presented in Section VI.
II.ADAPTIVE MODULATION AND CODING
Adaptive Modulation and Coding (AMC) is a key technique to adapt the data rates over the connection links in LTE networks in order to maximize system throughput and SE [21] - [24] . In AMC, the user's channel condition is reported back to the eNodeB packet scheduler which in turn chooses the most proper MSC level to this user. Each user measures the SINR for its channel, maps it to a corresponding CQI value, and sends it, periodic or aperiodic, to its eNodeB. The eNodeB will in turn use the CQI report to adjust the modulation type and code rate (MSC level) for that user. The modulation types used in the transmissions can range from the more robust QPSK, to 16QAM, and to the highest throughput 64QAM. Each modulation type can also be coded at different rates. LTE define 15 MCS levels (represented in even numbers 0, 2, 4 … 28 in Table I ) each corresponds to one CQI level. A user close to the eNodeB who is in favourable channel conditions will report high CQI level (equal or close to 15) which entitles him to receive the data at a corresponding high MCS level (using a high rate 64QAM). On the other end, a cell edge user encountering worst channel conditions will report a low CQI (close to 1) which entitles him to receive the data using a corresponding low MCS level of low rate, but more robust, QPSK. Hence, link quality is preserved without the need for more power This situation in the cell is depicted in Fig. 1 [25] , [26] . In Point to Point (PtP) transmission mode, AMC can be easily and efficiently implemented as the proper MCS level for any user can be selected based on user's CQI feedback report. On the contrary, in Point to Multi-Point (PtM) mode, such as multicast services, a group of users, suffering different channel conditions, listen to the same multicast channel. This entitles that eNodeB should adopt a proper MCS level which suits all of them in terms of throughput and robustness [27] , [28] . The selected MCS level will directly impact the multicast throughput which makes this selection very important to improve SE in OFDMA-based multicast systems [29] .
III. THE WELL KNOWN MULTICAST MCS SELECTION MECHANISMS

A. Worst Channel Gain Condition
The easiest way to select an MCS level in PtM is to select the MCS level according to the worst case user among E-MBMS users group. In the Worst Channel Gain mechanism (WCG), the lowest MCS of all users is selected. This mechanism causes a degradation in the system performance in term of SE and throughput since the WCG does not take into account the users' distribution. The users who are in good channel conditions sacrifice their opportunity to receive the data with high bit rate (using high MCS level). On the other hand, this mechanism provides the E-MBMS service with high robustness, suppresses errors, and ensures fairness, on the account of the SE [27] - [31] .
In order to understand the effectiveness of the selected MCS level on multicast performance, simulation experiments were conducted. In the experiment, 15 scenarios with different MCSs (0, 2, 4 ... 28) were performed and each MCS scenario was repeated 10 times using a set of 10 random seeds. In each scenario, the MCS selected at the beginning of the simulation is kept the same until its end. For more precision and fairness, the same random seed set of values have been used with each MCS experiment repetitions. Moreover, 60 UEs are joining a multicast session and receiving the same video trace file. Other simulation parameters are listed in Table II . To plot the Fairness Index (FI), Packet Loss Ratio (PLR), and the throughput, they must be in the same range. Therefore, throughput and delay were normalized before they were plotted. Whereas, FI and PLR are a ratio, so they were plotted directly without normalization. Furthermore, the FI, PLR, normalized delay, and normalized goodput for each scenario were plotted together as shown in Fig. 2 . It seems that the FI remains at maximum value until the selected MCS equals 8, then it starts to drop and continue dropping until it reaches a minimum value when the MCS equals to 28. This is because when the MCS level is less or equal to 8, all UEs can receive the data, but when the MCS becomes larger than 8, few UEs cannot receive the transmitted data, and the number of these UEs increases as the MCS level increases which results in decreasing FI. On the other hand, the goodput is minimum when the MCS equals zero because many packets exceed the maximum allowed delay which causes dropping the packets at the MAC layer. The throughput increases as the MCS level increases until it reaches the maximum throughput value when the MCS equal 12. Then, it starts decreasing because many users cannot decode the data. The PLR is opposite the throughput. However, the throughput reaches the maximum value after the FI starts to decrease and the PLR starts to increase (FI = 0.84, PLR = 0.36).
The delay has inverse relationship with the MCS level. Thus, delay decreases as MCS level increases. Unfortunately, the optimal FI, optimal PLR and optimal throughput are not obtained at the same MCS level. Obviously, the optimal FI occurred when the MCS is less or equal to 8. The lowest PLR was obtained only when the MCS level equals 8, whereas, the maximum throughput was obtained when the MCS level equals 12. Thus, a trade-off has to be made between throughput, FI, PLR, and delay which depends on the selected MCS. For instance, if the maximum throughput were used, it will select the MCS with level 12; in spite of the degradation of both the FI and PLR.
After plotting the performance of all MCSs in one graph, it is easy to evaluate the performance of any MCS selection mechanism. Thus, a mechanism must conduct with the same scenario, then plotting the obtained results on the same figure (Fig. 2) . For instance, to evaluate the performance of existing WCG mechanism, the same scenario was performed using WCG mechanism instead of using a fixed MCS as in previous scenarios. In order to compare the performance of the fixed and WCG, all results were plotted in the same graph. As can be seen from the figure, the WCG mechanism was plotted as star symbol. 
B. Average MCS Mechanism
In this mechanism, users frequently send their CQI feedback to their eNodeB(s) which then maps the CQI to the corresponding MCS level. The eNodeB calculates the Average MCS level using (1) [21] ,
where MCSi is the MCS level for user i, and N is number of users who successfully sent CQI feedback. The standard deviation of the users' MCS value is defined in (2)
This mechanism increases the throughput on account of decreasing FI. However, Average mechanism cannot guarantee the QoS for all users, especially cell edge users. Consequently, those users with low MCS level will suffer high bit error rate.
C. Median or Standard OMS
This mechanism calculate the MCS as follows. Let MCS1 ≤ MCS2 ≤ …≤ MCSN represent the n descending ordered MCSs of multicast users in group g. Let 50% 2 N    be the portion of users going to be served. Thus, the sender will select the rate based on the users with order
D.Maximum Throughput Mechanism
In this mechanism, eNodeBselects the MCS level which results in maximum group throughput. To do this, the mechanism will calculate the group throughput depending on each user's MCS. The MCS that results in maximum throughput will be selected without taking into account other users with MCS less than the selected MCS. However, transmitting the data at the rate of the selected MCS will result in high PLR [30] . In spite of the PLR, Maximum Throughput (MT) mechanism does not provide the highest throughput in all cases. For example, if there were free RBs still available after eNodeB transmitted a packet with the rate ri, it will be better to utilize them by reducing the selected rate. Hence, more users can receive the data, which, in turn, increases the MG throughput. As a result, MT really provides the maximum throughput, compared to other mechanisms, when network resources are limited [11] .
Let ri be the rate associated with MCSi. LTE networks offer 15 MCS levels, thus there are 15 different rates can be used to transmit data. Let ADRi be the aggregate data rate of multicast group g, which obtained when data transmitted with MCSi, and assume there are Ni users who can receive the data with ri, hence,
IV. THE PROPOSED MCS SELECTION MECHANISM
The WCG mechanism provides optimal FI between users, however, it degrades the throughput, PLR, and delay. As can be noted from Fig. 2 , there is a chance to improve the E-MBMS performance by selecting another MCS level bigger than the one selected by WCG. In such case; where few users located at the cell edge while the remaining users located close to the eNodeB, selecting the MCS corresponding to the WCG, as proposed in previous works such as [27] , [30] , [31] , wastes the bandwidth and degrades the E-MBMS performance. In a previous work [20] , the authors proposed a mechanism that efficiently selects the MCS level using WCG data based on extreme value theory. The mechanism is proposed to mitigate the limitation of WCG mechanism by using the Standard Deviation (StD) of the users' MCS values to exclude cell edge users (called abnormal users) that are expensive to be covered during the multicast service. However, in this work, instead of excluding those abnormal users, the OMS is combined with their MCS mechanism to serve them. Therefore, the threshold Tlow will be used to split the multicast group into two subsets, normal and abnormal subsets, which are denoted by MCSNG, and MCSAG respectively:
Thus, in each transmission, the eNodeB will transmit the data with a rate corresponding to the WCG of the activated subset. eNodeB starts by transmitting the data to the normal subset (using the rate of worst users in this group, which is the lower threshold). then, in the second transmission, eNodeB will transmit the same data to the abnormal group, using the rate of worst users in this group. More transmissions may be needed to make sure that all users receive the data. Having done grouping the users into normal and abnormal groups, this work introduces the use of OMS mechanism to provide broadcast services to the users in the abnormal group. This idea improves the fairness level and at the same time maintains the throughput and decreases the Packet Loss Ratio (PLR) as well as the delay. This is attributed to that users with good channel conditions in the normal group will not be affected by the lowest rate of cell edge users
V.EXPERIMENTS SET UP, RESULTS AND DISCUSSION
A. Experimental Set Up
The experiments are conducted on a computer with the following specifications:
Processor: Genuine Intel(R) CPU U2700 @ 1.30 GHz, single core. RAM: 3 GBytes. Operating System: Fedora 18. Software: LTE simulator (called as LTE-Sim) was used to evaluate the proposed mechanism after extreme modifications and extension for its functions and classes in order to support multicast over LTE network. LTE-Sim is an open source framework simulator developed by Piro and Capozzi [32] .
In order to evaluate the performance of the M-WCG mechanism, two simulation experiments were conducted: the first experiment was performed to compare the proposed M-WCG performance with the conventional WCG, MT, Average, Median and D-OMS mechanisms with OMS enabled, and with OMS disabled. In the OMS enabled mode for Average and Medin, the users are also subdivided into normal and abnormal groups using Algorithm 1 above after modifying threshold calculation. Hence, the first transmission is done using the lowest rate determined by the corresponding Average, and Median respectively, while the rate of second transmission is determined by the absolute WCG of the abnormal group, like in our proposed M-WCG.
The second experiment was conducted with different max video delay values. Moreover, in each experiment, two different video trace rates are used, low video rate (LVR), and high video rate (HVR), which are indicated as Case 1, and Case 2 respectively. The LVR rate is around 440 kbps whereas the HVR rate is around 3.6 Mbps. In each case, the M-WCG performance was evaluated and the two scenarios; disabled OMS and enabled OMS, were compared, as listed in Table II. In the disabled OMS mode, the data is transmitted only one time which is corresponding to the CMS transmission mode. Moreover, the M-WCG performance is compared with other mechanisms, such as the WCG, the Average (AVG), the Median (Standard OMS), MT, and D-OMS, in terms of throughput, BLER, Delay, and FI. The main simulation parameters, as defined in [33] , are listed in Table  III . 
B. Experimental Verification
Since we extended the LTE-Sim with multicast module, it is necessary to verify the simulation model. For this purpose, small experiments are conducted to measure the fitness of the simulation model. According to Sargent [34] , three approaches are commonly used to verify the proposed model: Animation; Trace files; and debugging the simulation step by step.
We choose the Trace files approach. The simulation model is verified during the coding stage by verifying the simulation output traces through shell script to check if any of the experiments have been intercepted before the given time. Also we verify through testing the simulation model using a data file with known output. Then we run the simulation model and compare the simulation output with the known output. The verification processes are mainly focused to ensure that the LTE-Sim with E-MBMS functions (such as the scheduling events, random number generator, and random variate generators) together with the conceptual model have been programmed and implemented correctly.
Since the LTE-Sim will be extended to support the E-MBMS network, the E-MBMS framework will be verified before the implementation of the proposed mechanisms. The NetBeans (open source software) has been used as an Integrated Development Environment (IDE) for the LTESim to reduce the effect of verification processes, and to make the simulation easier and quicker for extension, debugging, and tracing.
For model fitness testing, we executed five MCS mechanisms (M-WCG, Average, MT, OMS, and D-OMS). For each mechanism we used 5 different delay times and repeated 20 to 100 times. Overall, we conducted 1250 experiment to test the simulation model. We calculate the moving average until achieving 95 % confidence interval. An example of the results is shown in Fig. 3 . 
C. Experiment 1
In this experiment, a pure multicast and single cell with 100 users involved to evaluate the proposed M-WCG performance at two different traffic rates: low rate and high rate. a) Case 1: Low Video Traffic Rate: Two scenarios with LVR are performed. First scenario was performed to evaluate and compare the M-WCG mechanism performance with enabled OMS scenario, whereas, the second scenario was performed to compare with disabled OMS (known as CMS). The results of both scenarios were plotted together on one graph as shown in Fig. 4(a)-Fig. 4(d) . Notice that in these figures, WCG and MT are only tested in CMS (disabled OMS) while D-OMS is only tested in OMS enabled mode. As shown in Fig. 4(a) , the throughput of M-WCG mechanism (with disabled OMS) outperforms the throughput of the other mechanisms, even the MT mechanism. The MT mechanism throughput is supposed to be the best among other mechanisms' throughputs. Actually, the MT mechanism performance is degraded because it selects the MCS level that expects to maximize the throughput; therefore, several users fail to decode the received data which causes in high Block Error (BLER) rate and leave some free RBs. Indeed, this will not degrade the MT throughput if there is always data needed to be transmitted (e.g. in HVR as in the next case). As a result, it is better to utilize the available RBs as possible by selecting a suitable MCS level which can transmit a packet before it expires. Although, WCG mechanism utilizes almost all available RBs, its throughput degrades. The reason behind this is the selected lower MCS level (lower transmission rate) take more time to transmit a packet which causes in long packet queue at the MAC layer. Some packets expires and gets dropped before it is being transmitted. Moreover, the extreme lowest MCS level which is selected by WCG forces other users with high channel gain to scarify there opportunities to receive the data at higher bit rates. This, together with the high packet drop rate at MAC layer causes in WCG performance degradation, especially, in terms of throughput, delay, and PLR. However, the drawback of WCG can be avoided by using M-WCG mechanism which sacrifices those users with extreme lowest MCS levels.
In the second scenario with enabled OMS, as shown in Fig. 4(a) the proposed M-WCG throughput outperforms other mechanisms throughput performance. Actually, the D-OMS mechanism performance degrades rather than to be the best because many RBs are used to retransmit the data to users who failed to receive the data in the first transmission. Additionally, the D-OMS mechanism is impractical to be used in real system. The throughput of M-WCG is not much affected by enabled OMS scenario. The difference is around 0.62 %. Thus, M-WCG is suitable to be used in both CMS and OMS. However, it is worth to notice that throughputs of all mechanisms with enabled OMS is decreased when comparing with their throughputs with disabled OMS (except the Average mechanism). This is because, in OMS mode, many RBs are used to retransmit the same data to small portion of users who could not receive the data in the first transmission. In contrast, in disabled OMS, these RBs are used to transmit new data which improves the multicast throughput. Figure 4(b) shows the delay of various mechanisms. The highest delay occurs with the D-OMS, whereas the smallest delay occurs with M-WCG. The M-WCG provides the lowest delay in OMS case and moderate delay in CMS case. However, the OMS increases the delay in all mechanisms compared to CMS. The reason behind this is that in the OMS case, more time is needed to retransmit the data. The OMS delay increases as the number of retransmission increases.
BLER is one of the important metrics which is used to quantify the performance of MCS selection mechanisms. BLER is a measure of the percentage of the packets which are received with error. As shown in Fig. 4 (c) the mechanisms with OMS does not present any BLER. This is because OMS transmits all packets received with BLER several times until all users receive all of the packets. Since, OMS uses the WCG of scheduled user's portion to transmit the packets, users will receive them free of errors. As shown in Fig. 5(a) , in CMS mode, MT, Average, and Median mechanisms outperforms the M-WCG mechanism in term of throughput; on the account of increasing their BLER. In contrary, in OMS mode, the M-WCG mechanism outperforms other mechanisms in terms of throughput, delay, and FI. Figure 5(b) shows the delay of the various mechanisms.
Each mechanism was evaluated with and without enabling the OMS. The highest delay occurs with the conventional WCG mechanism. The smallest delay occurs with the Average mechanism in CMS mode, and with M-WCG in OMS mode. This is because the Average mechanism transmits the data at high rates, which, in turn, reduces the packet waiting time in the MAC layer queue. Moreover, M-WCG mechanism in OMS mode, provides the minimum delay among the mechanisms. As shown in Fig.  5(c) , the highest BLER was obtained from the Average mechanism with value about 30.8 %. Also Median and MT provides high BLER with values 16.85 %, 25.1 % respectively. Nevertheless, these mechanisms provide high MG throughputs as they deliver the data at high rates to a portion of the users who enjoy good channel conditions. On other side, the remaining users who suffer bad channel conditions cannot decode the data reliably, hence, high BLER will occur.
In conclusion, M-WCG outperforms the Median and the Average mechanisms in term of BLER. As shown in Fig.  5(d) , all mechanisms with OMS provide optimal FI. This is due to the retransmission procedure which ensures that the transmitted packet is received by all users. Consequently, all multicast users will receive the same data during the session. Hence, all the mechanisms will have a 100 % fairness with OMS, which improves over the situation in their corresponding CMS modes. 
D.Experiment 2
Multimedia applications such as video and VOIP applications are sensitive to packet delay and loss. Thus, transmitted packet must be received before its delay exceeds the preset target delay. If a user receives the packet with delay bigger than the target delay, it will drop the packet. Therefore, to save the bandwidth, eNodeB always checks the packets delay at the MAC queue and drops each packet that exceeds the target delay. Consequently, packet loss is affected by the target delay. Indeed, the packet delay is one of the most scheduling challenging issues especially in realtime application. If the scheduler is able to deliver the video packets before they expire, packet loss will be reduced. As a result, high quality video will be reconstructed in real time at the receiver side. As mentioned in [35] , for end users quality satisfaction, the video and audio maximum target delay must be less than 300 ms. Furthermore, for interactive video applications the target delay is 200 ms.
In this experiment, the proposed M-WCG is compared with other mechanisms using target video delay in the range of 10 ms-200 ms, hence, performance is evaluated at short and long target delay values.
(a) (b) Fig. 6 . Average throughput when low video rate is used in a scenario with: a) disabled OMS; b) enabled OMS. The following paragraphs discuss Experiment 2 results: a) Case 1: Low Video Rate: In this experiment, we compared the proposed mechanism with other mechanisms. Two scenarios were performed with and without enabled OMS. The results of this case are plotted in Fig. 6 and Fig.  7 . In general, as shown in Fig. 6 , the throughput of all mechanisms increases as the target delay increases either in CMS or in OMS scenarios. In contrary, the PLR decreases as the target delay increases as shown in Fig. 7 . However, in CMS scenario, it can be noted that throughput and PLR of Average, Median, and MT did not change after the target delay exceeds 60 milliseconds. This phenomena is because the mechanisms use high transmission rates, which ensures that all packets are transmitted early before they get expired and dropped. On the other side, the WCG and M-WCG still utilize the increase in the target delay to transmit more packets, which in turn, increases the throughput. Finally, at 200 ms delay, the WCG mechanism, with its low transmission rate, have a chance to transmit all the packets on time. As a result, WCG and M-WCG mechanisms provide almost the same throughput and PLR when target delay value approaches the 200 ms value as shown in Fig. 6-Fig. 7 . However, most multimedia applications, such as online video conversation (live streaming), and internet gaming, require lower delay targets. Thus, WCG is not suitable for these applications. In addition, WCG mechanism causes network overhead by splitting each video frame to many small packets each with many headers overhead. In addition, at the receiver side, longer time will be needed to reconstruct the video frame from the received small packets, thus, some packets may expire during the constructing processes. However, in OMS and CMS scenarios, it is worth to notice that the proposed mechanism outperforms other mechanisms in terms of throughput and PLR. b) Case 2: High Video Rate: The simulation parameters and setting are same as in the previous case except that we used here a high video traffic. In this case, with heavy load traffic, most RBs will be assigned for the first transmission, thus, it is difficult to find free RBs for the OMS retransmission (or, for those mechanisms, which use low rates to send a packet over several TTIs). As can be seen in Fig. 8 , the throughputs of all mechanisms (in both cases, with and without enabled OMS) are significantly increased as target delay is increased till the delay reaches 40 ms. However, with target delay larger than 40 ms, throughputs of WCG and M-WCG do not change, whereas, a very small throughput increase occurs with other mechanisms. In fact, the BLER is not affected by changing the target delay, thus, most packets losses happen at the radio link control layer (RLC) and MAC layer (expired packets are dropped before they are scheduled). Consequently, throughput is affected by the packets loss, as can be noted by comparing the throughput and PLR as in Fig. 8 and Fig. 9 . Actually, the selected HVR is bigger than to be transmitted over LTE network with 3 MHtz bandwidth even with high coding rate. The arrived packets at the MAC queue are much more than the transmitted packets. That is why all mechanisms provide high PLR. To reduce the PLR, the transmitted video rate should be adapted according to the receiver rate by using cross layer with scalable video coding (SVC) [36] technique, which is not implemented in this paper and is left for future work.
However, in OMS scenario, the proposed M-WCG still outperforms the throughput of the Average and Median mechanisms. In addition, its throughput and PLR follow the D-OMS mechanism, which makes the proposed mechanisms the best to be used in HVR with opportunistic multicast networks.
VI. CONCLUSIONS
This paper has presented the M-WCG mechanism, which is proposed to enhance multicast video services in LTE and beyond networks. The proposed mechanism was designed to take multicast users dispersion into account to increase the utilization of multiuser diversity and multicast gain. In the M-WCG, a threshold is used to split the multicast users into two subsets according to users' channel conditions. Then, the multiuser diversity is exploited by using the OMS technique. Thus, in each TTI, data is transmitted to the subset with high channel gain. The M-WCG has been evaluated and compared with other existing mechanisms using different video rates and different target delays. The results showed the proposed M-WCG outperforms other mechanisms in terms of throughput and delay. For example, the throughput of M-WCG is 6.2 % better than D-OMS with the Median mechanism, and it reduces the delay up to 33.7 % and 17.9 % in low and high video rates respectively. Moreover, in OMS mode, sender continues transmitting the data until all users received it. Therefore, the fairness between all users are almost equal and near to optimal value. This work contributes towards the improvement of radio resource allocation in multicast, which is important and challenging issues in providing the best multicast service over the LTE wireless networks. As for future work, we will consider the use of the M-WCG with multicast multirate to split users into two or more subgroups with scalable video coding.
