Abstract-Support vector machines (SVMs) have shown strong generalization ability in a number of application areas, including protein structure prediction. However, the poor comprehensibility hinders the success of the SVM for protein structure prediction. The explanation of how a decision made is important for accepting the machine learning technology, especially for applications such as bioinformatics. The reasonable interpretation is not only useful to guide the "wet experiments," but also the extracted rules are helpful to integrate computational intelligence with symbolic AI systems for advanced deduction. On the other hand, a decision tree has good comprehensibility. In this paper, a novel approach to rule generation for protein secondary structure prediction by integrating merits of both the SVM and decision tree is presented. This approach combines the SVM with decision tree into a new algorithm called SVM_DT, which proceeds in three steps. This algorithm first trains an SVM. Then, a new training set is generated through careful selection from the output of the SVM. Finally, the obtained training set is used to train a decision tree learning system and to extract the corresponding rule sets. The results of the experiments of protein secondary structure prediction on RS126 data set show that the comprehensibility of SVM_DT is much better than that of the SVM. Moreover, the generalization ability of SVM_DT is better than that of C4.5 decision trees and is similar to that of the SVM. Hence, SVM_DT can be used not only for prediction, but also for guiding biological experiments.
has been successfully applied to a wide variety of application domains [6] including bioinformatics [18] . It has been used for pattern recognition problems in bioinformatics such as protein remote homology detection, microarray gene expression analysis, recognition of translation start sites, protein structure prediction, functional classification of promoter regions, prediction of protein-protein interactions, and peptide identification from mass spectrometry data.
The SVM has shown significantly better performance than most traditional machine learning approaches such as neural networks (NNs) in many applications. However, SVMs are still black box models. They do not produce comprehensible models that account for the predictions they make. For the past few decades, many studies have focused on the accuracy of the prediction of protein structure using machine learning technologies such as NNs or SVMs and have achieved good results [3] , [4] , [10] , [12] , [25] . In spite of this, these methods do not explain the process of how a learning result was reached and why a decision was being made. It is important to be able to explain how a decision is made for the acceptance of the machine learning technology, especially for applications such as bioinformatics, since the reasons for a decision is a useful guide for the "wet experiments," and the extracted rules can also be used later as a basis for advanced approaches to deducing biological features. Some researchers have started to address the issue of improving the comprehensibility of the SVM. Rule extraction from technology IPOs in the U.S. stock market [17] and learning-based rule extraction from the SVM technique [1] are two examples of pedagogical methods. These two approaches have various shortcomings as discussed in [7] . There is also research on using the decision tree to produce rules for bioinformatics such as automatic rule generation for protein annotation with the C4.5 [19] , [20] and data mining algorithm applied on SWISS-PROT [13] . These algorithms usually have low prediction accuracy. On the other hand, a comparative study of SVMs and decision tree to predict the effects of single nucleotide polymorphisms on protein function [14] has shown that the generalization capability of the SVM is clearly a great advantage and decision trees have significant advantages of producing interpretable rules. Therefore, it is better to generate rules by integrating merits of both SVMs and decision tree.
In this paper, we describe our rule-extraction scheme for interpreting prediction of protein secondary structures based on the SVM and decision tree. The results of the experiments for protein secondary structure prediction on the RS126 data set [21] show that the comprehensibility of SVM_DT is better 1536-1241/$20.00 © 2006 IEEE than that of the SVM. Moreover, the generalization ability of SVM_DT is better than that of C4.5 decision trees. The explanation of the rules is very useful for guiding biological experiments. These rules with biological meaning not only indicate what kind of a prediction is made but also how it is made. They can also be used to guide the "wet experiments" because when we want to get certain structure, we can try to satisfy the sequence condition to create the situation. At the same time, because we use the SVM as a preprocess of decision tree to select strong instances to generate rules, the accuracy of SVM_DT is not much lower than that of the SVM due to the limited learning ability of the decision tree.
This paper is organized as follows. Section II describes SVM_DT and provides the brief introduction of the SVM and C4.5 decision tree. Section III presents an experimental setup for protein secondary structure prediction on RS126 data sets. Section IV presents and analyzes the experimental results. Finally Section V summarizes the main contribution of this paper and discusses some issues of SVM_DT that should be further investigated.
II. METHODS
In this section, we provide the brief introduction of the SVM and C4.5 decision tree. Then, we propose the SVM_DT algorithm and explain its advantages.
A. SVMs
The SVM algorithm [23] is a classification algorithm that provides state-of-the-art performance in a wide variety of application domains, including bioinformatics. There are two main reasons for using the SVM in bioinformatics [18] . First, many biological problems involve high-dimensional, noisy data. The SVM is known to behave well with these data compared to other statistical or machine learning methods. Second, in contrast to most machine learning methods, kernel methods like the SVM can easily handle nonvector inputs, such as variable length sequences or graphs.
The basic idea of applying the SVM for solving classification problems can be stated briefly as follows. First, it transforms the input space to a higher dimension feature space through a nonlinear mapping function. Second, it constructs the separating hyperplane with maximum distance from the closest points of the training set [2] . Suppose a binary classification task with the training data set , , , and let the decision function be sign This optimal hyperplane can be determined as follows:
Minimize
Subject to This is a classic nonlinear optimization problem with inequality constrains. By introducing Lagrange multipliers to solve this problem of convex optimization and by making appropriate substitutions, we arrive at the optimization problem Maximize Subject to (1) The hyperplane decision function can thus be written as sign (2) In cases where the decision function is not a linear function of the data, the SVM first maps the input space to another Euclidean space using a map which we will call H Note that in (1) never appears isolated but always in the form of inner product . This implies that there is no need to evaluate the nonlinear mapping as long as we know the inner product in H for any given . Therefore, it is possible to carry out all the necessary operations in the input space by using (3) Now the decision function is formulated as sign (4) Notice that in (2) and (4) there is a Lagrange multiplier for every training point. There are the points that have a nonzero . Those points for which are called support vectors (SV) and lie on the hyperplanes. The support vectors are the critical elements of the training set.
B. Decision Tree
Decision tree learning [16] is a means for approximating discrete-valued target functions, in which the learned function is represented by a decision tree. Learned trees can also be re-represented as sets of if-then rules to improve human readability. Suppose, in a set of records, each record has the same structure, consisting of a number of attribute/value pairs. One of these attributes represents the category of the record. The problem is to determine a decision tree that, on the basis of answers to question about the noncategory attributes, predicts correctly the value of the category attribute. In the decision tree, each node corresponds to a noncategorical attribute and each arc to a possible value of that attribute. A leaf of the tree specifies the expected value of the categorical attribute for the records described by the path from the root to that leaf. There are many decision tree algorithms. The results of [15] show the C4.5 tree-induction algorithm provides good classification accuracy.
C4.5 uses the gain ratio criterion, which is based on information theory and produces suboptimal trees heuristically [20] . At first, a C4.5 decision tree is built using the training set. Second, pruning of the decision tree is done by replacing a whole subtree by a leaf node. If a decision rule establishes that the expected error rate in the subtree is greater than in the single leaf, the replacement takes place. Third, decision trees can sometimes be quite difficult to understand. Thus, the rule sets that consist of simple if-then rules are derived from a decision tree: write a rule for each path in the decision tree from the root to a leaf. In that rule, the leaf-hand side is easily built from the label of the nodes and the labels of the arcs.
Rules are ordered by class and subordered by confidence, and a default rule is created for dealing with instances that are not covered by any of the generated rules. The default rule has no antecedent, and its consequence is the class that contains the most training instances not covered by any rule. Each of the rule sets produced are then evaluated on the original training data and on the test data.
C. Combined SVM and Decision Tree
The motivation of combining the SVM and decision tree is to combine the strong generalization ability of the SVM and the strong comprehensibility of rule induction. Specifically, our new algorithm SVM_DT employs the SVM as a preprocess of decision tree and consists of three major steps. First, this algorithm trains an SVM. Then a new training set can be generated by selecting from the result of the SVM. This new data set for training decision tree will be better than the original data set due to using the advantage of the SVM. Finally, this new training set is used to train a decision tree learning system and to extract the corresponding rule sets. The rules produced by combining the SVM and decision tree are then annotated based on encoding schemes and verified in the test data set according to the biological meaning. From this we can get the rules' accuracy.
Suppose we are given a training data set , where is the feature vector and is the expected class label or target of the th training instance. At first, SVMs are trained using -fold cross validation. That is, for data set , we divided it into subsets with similar sizes ( ) and similar distribution of classes. We perform the tests for the runs, each with a different subset as the test set (Te_svm) and with the union of the other N-1 subsets as the training set (Tr_svm). Then, from each test set (Te_svm), based on the result of prediction, we select cases that are correctly predicted by the SVM into new data set (S_svm,). Finally, we use the original test data Te_svm as test data set (Te_svm_dt) and the union of the other -1 subsets S_svm as the training set (Tr_svm_dt) to train a decision tree and induce the rule sets. In summary, the pseudocode of our SVM_DT algorithm is shown in Fig. 1 .
Since the SVM usually has strong generalization ability and we select the new data set from the correct result of the SVM as our inputs to DT, we believe that some bad ingredients of , such as the noise, may be reduced by the process of SVMs, and some weak cases may be sieved by SVMs. It is indicated that the new data set S_svm is better than the original training data set for rule induction based on our experiment results as shown later. This is the reason why we use the SVM as a preprocess of decision tree.
III. EXPERIMENTAL SETUP
Two major tasks were performed in the process of evaluating the method of SVM_DT when applied to the prediction of protein secondary structure. The SVM_DT method was used to generate the rule sets for explaining how secondary structure can be classified, and it was applied to test data sets to evaluate the performance of the algorithm. We used RS126 [21] as a data set, which was proposed by Rost and Sander. Based on their definition, it is a nonhomologous set. This set was used in many researches on protein secondary structure prediction such as the experiments by Hua [10] or by Kim [12] .
The protein secondary structure prediction can be analyzed as a typical classification problem where the class (secondary structure) of a given instance is predicted based on its sequence features. The goal of secondary structure prediction is to classify a pattern of adjacent residues as helix (H), sheet (E) or coil (C, the remaining part) based on the idea that the segments of consecutive residues prefer certain secondary structure. In this study, first we combined orthogonal matrix and BLOSUM62 matrix [8] as encoding schemes [9] . The orthogonal encoding scheme is the simplest profile, which assigns a unique binary vector to each residue, such as (1, 0, 0 ), (0, 1, 0 ), (0, 0, 1 ), and so on. The BLOSUM62 matrix is a measure of difference between two distantly related proteins. Namely, the values in the BLOSUM62 matrix mean "log-odds" scores for the possibility that a given amino acid pair will interchange with each other and it contains the general evolutionary information among the protein families. This BLOSUM62 matrix was applied as an encoding scheme by converting its data range to [0, 1]. In the encoding schemes, the information about the local interactions among neighboring residues can be embedded as a feature value, because the feature values of each amino acid residue in a window mean the weight of each residue in a pattern. Therefore, the optimal window length 13 was adopted by testing different window lengths from 5 to 19. We construct three one-versus-one binary classifiers (H H, E E, and C C). Second, to train the SVM, we selected the kernel function based on the previous studies [10] , [12] , and the parameter of the kernel function and the regularization parameter C were optimized based on tests [9] . With the data set, we ran sevenfold cross validation in the experiments. That is, we divided the data set into seven subsets with similar sizes and similar distribution of classes. Then we performed the tests for the seven runs, each with a different subset as the test set and with the union of the other six subsets as the training set. In this experiment, we used SVM [11] software. In each run, we fed the training data into SVM to get the model and used test data as validation.
Third, compare the prediction result from the SVM to the original data set, and to see if they were consistent, we selected the instance into a new data set, which was used later for building rules. We repeat the process until seven sets of new data have been finished. Then, by combining six of them as a training data and by taking original test data as test data to train decision tree of C4.5 and C4.5 rules, we get seven group rule sets. For comparison, we also applied the original train data and test data directly into C4.5 and C4.5 rules.
IV. EXPERIMENTAL RESULTS
The accuracy of the binary classifier by three methods is shown in Tables I-III. From Tables I-III, we can see that the accuracy of binary classifiers by the SVM SVM is better than that of binary classifier by the decision tree (C4.5), but the accuracy of binary classifier by SVM_DT is better than that of binary classifier by the decision tree. We believe that this is a benefit from the generalization ability of the SVM. For further exploration of the performance of SVM_DT, we compared number rules with different confidence values of the DT method and the SVM_DT method for prediction of protein secondary structure. The results are shown in Figs. 2-7 . The average number of rules produced by DT and SVM_DT are shown in Table IV. From Table IV , we can see SVM_DT generated more rules than DT. In addition, Figs. 2-7 show that the average number of rules produced by SVM_DT is much more than that produced by DT under the same confidence values. This means that SVM_DT not only generates more rules but also generates rules with better quality for prediction. This observation supports our claim that the training data set processed by the SVM is better than the original training data set for rule induction. The reason is that the SVM reveals the classification by looking at the critical cases and by selecting the correct output results from the SVM; SVM_DT can get the data set that has less noise. Although the accuracy of the binary classifiers by SVM_DT is not better than that of the binary classifier by the SVM, we have gotten the rule sets. Thus, finally, based on the encoding schemes, we decoded the rules and obtained a group of logical rules which have biological meaning. And then we checked them in the original sequence data according to the logical rules to verify the accuracy of them. Some of the results are shown in Tables V-VIII This indicates that if two amino acids before the target are T and followed by one of {C, I, L, M, F, Y, V}, and at the same time, if the one following the target is V, the secondary structure of the target is E. It has an 88.9% prediction accuracy, which was obtained through verification of the original data according to the explanation derived from the rule. There are some examples shown in the fourth row: in the protein 1FDL, the length of this protein is 218, and on position 22 we can see that two of the amino acids before position 22 are T and C and at the same time the amino acid of the following position 22 is C, so no matter what the amino acid of position 22 is, the secondary structure of this amino acid is E with an 88.9% accuracy. In Table VI, rule  273 is similar to rule 253 in Table V , except that it indicates that the secondary structure of the target E is only determined by the downstream amino acid sequence of the corresponding amino acid and has no relationship with the upstream sequence. In the Table VII and Table VIII . In Table VII , rule 456 indicates that if the two amino acids proceeded by the target are D and any other amino acid, the one following the target is F or Y, which means that the secondary structure of the target is not E with an 83.2% accuracy. In Table VIII , rule 471 indicates that if the sixth amino acid after the target is A, the secondary structure of the target is not E with 82.4% accuracy. These rules with biological meaning are very useful in the "wet experiments" because when we want to get a certain structure we can try to satisfy the sequence conditions to create the situation. From the tables, we also find that the accuracy for the predictions is usually lower than the confidence of the rule, because the test data base is checked in calculating prediction accuracy, while the confidence of the rule is computed using the train data base. However, they are usually very consistent and proportional in values. A rule with a high rule confidence often produces high prediction accuracy, while a rule with low confidence usually generates low prediction accuracy.
We also found that the generated rules have strong biological meaning. For example, in Rule 253 (Table V) , the first position is the weakly hydrophilic amino acid threonine (T), followed by a hydrophobic amino acid, then by any amino acid and finally by another hydrophobic amino acid valine (V). If this forms a sheet (E), then the two hydrophobic amino acids (C, I, L, M, F, Y, or V) and the V will point in the same direction (possibly into the core of the protein), and the hydrophilic amino acid threonine (T) could then point into the solvent.
Similarly, Rule 273 (Table VI) can also be explained biologically. The amino acid in position two is the hydrophobic amino acid valine (V) and position four is one of the hydrophobic amino acids (C, I, L, or V) followed by a glycine (G) in position five. If this forms a sheet (E), then the two hydrophobic amino acids point in the same direction (possibly into the core of the protein), thus stabilizing a sheet.
V. CONCLUSION
In this paper, we have described a new rule-extraction scheme for prediction of protein secondary structures. Experiments presented in this paper show that although the accuracy of SVM_DT is similar to that of the SVM, it is better than that of the decision tree. We found that the accuracy for the predictions and the confidence of the rule are usually very consistent and proportional in values. We also found that the generated rules have strong biological meaning and can be interpreted. We believe that this is the first time that rule sets are extracted that show how the predictions for protein secondary structures are made, and it is an important step toward understanding protein structure prediction using machine learning methods.
Three problems remain to be solved and will be subjects of our future research. First, the algorithm produces a large amount of rules. In the experiment shown in Table IV , the average size of each rule set is about 100. Therefore, an intelligent criterion for selecting the more trustworthy rules has to be made and evaluated. If some of the rules are applicable for classifying a case and the classes of applicable rules predictions are different, we can resolve the implicit conflict by voting based on totaling up the confidence. This is a decision fusion problem. Which decision fusion method should be used still needs to be researched in the future.
Second, we fed the SVM with the training data that was encoded by combined orthogonal matrix and BLOSUM62 matrix. When we generated the rules produced by SVM_DT, we needed to decode them so that we could get the rules with biological meaning. In addition, more importantly, the most commonly used amino acid encoding method has a flaw that leads to large computational cost and recognition bias [24] . To avoid this problem, one of the methods used was to replace kernel functions of SVMs with amino acid similarity measurement matrices [24] . How to use it and which matrix is suitable as a kernel function for protein secondary structure prediction is our further work.
Third, we derived rule sets by SVM_DT. It will be important to study how to make use of the extracted rules to integrate computational intelligence with symbolic AI systems for advanced deduction to generate new rules. 
