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We analyze the convergence of expected utility under the approximation of
the Black-Scholes model by binomial models. In a recent paper by D. Kreps
and W. Schachermayer a surprising and somewhat counter-intuitive exam-
ple was given: such a convergence may, in general, fail to hold true. This
counterexample is based on a binomial model where the i.i.d. logarithmic
one-step increments have strictly positive third moments. This is the case,
when the up-tick of the log-price is larger than the down-tick.
In the paper by D. Kreps and W. Schachermayer it was left as an open
question how things behave in the case when the down-tick is larger than the
up-tick and — most importantly — in the case of the symmetric binomial
model where the up-tick equals the down-tick. Is there a general positive
result of convergence of expected utility in this setting?
In the present note we provide a positive answer to this question. It is
based on some rather fine estimates of the convergence arising in the Central
Limit Theorem.
1 Introduction and Main Result
We adopt the setting of the paper [KS20] which in turn is based on David Kreps’ mono-
graph [Kre19]. We assume that the reader is familiar with [KS20] and use the notation
and definitions of this paper.
In [KS20, Section 9] a counterexample is presented which shows that for the positively
skewed, asymmetric binomial model the following fact holds true: the approximation
of the Black-Scholes model by this binomial model does not yield convergence of the
corresponding portfolio optimization problems if one does not impose extra conditions
on the utility function such as the condition of reasonable asymptotic elasticity. In the
∗Walter Schachermayer acknowledges support from the Austrian Science Fund (FWF) under
grant P28861 and by the Vienna Science and Technology Fund (WWTF) through project MA16–021.
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present note we show the reassuring fact that for the symmetric binomial model we have
a positive result without imposing extra conditions on the utility function U(·).
We consider a general utility function U : R+ → R satisfying Assumption (3.1)
of [KS20], i.e., being strictly increasing, strictly concave, smooth, and satisfying the
Inada conditions limx→0 U ′(x) =∞ and limx→∞U ′(x) = 0. As in [KS20] and [KS99] we
denote by V : R+ → R the conjugate function of U , i.e., V (y) = supx>0 {U(x)− xy}.
For arbitrary p ∈ (0, 1) we consider and i.i.d. sequence (αn)∞n=1 of Bernoulli variables
with
P [αn = 0] = 1− p, P [αn = 1] = p, (1)
where p ∈ (0, 1). Denote by ζn the corresponding standardized variables
ζn =
αn − p√
p(1− p) , (2)
so that E[ζn] = 0 and Var[ζn] = 1. Denote by ξn,k the scaled partial sums
ξn,k =
1√
n
k∑
j=1
ζj (3)
and set
zn,k =
k − np√
np(1− p) , fn,k =
(
n
k
)
pk(1− p)n−k, k = 0, . . . , n. (4)
Then fn,k = P [ξn,n = zn,k].
If we set S(n)(k/n) = eξn,k and extend S(n) by interpolation to continuous-time pro-
cesses as in [KS20], then (S(n)(t))0≤t≤1 approximates the Black-Scholes-Merton (BSM)
model. The latter is defined by
S(t) = exp (ω(t)) , 0 ≤ t ≤ 1, (5)
where (ω(t))0≤t≤1 is a standard Brownian motion.
In fact, for the present purposes, we only need the random variable ω(1) under the
standard normal measure P as well as under the normalized binomial measure, i.e., the
law of ξn,n, denoted by Pn.
To wit, the distribution of the random variable ω(1) under Pn equals the distribution
of ξn,n =
ζ1+...+ζn
n
1
2
, where (ζi)
n
i=1 are independent copies of ζ and, as in [KS20], we denote
by u(x), respectively by un(x), the supremal expected utility which an agent can achieve
in the BSM economy, respectively in the n-th discrete-time economy, if her initial wealth
is x.
As in [KS20] we define the value functions u(x) and un(x) as
u(x) = sup {EP [U(X)] : EP∗[X] ≤ x} (6)
and
un(x) = sup
{
EPn [U(Xn)] : EP∗n [Xn] ≤ x
}
, (7)
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where P∗ and P∗n are the unique equivalent martingale measures pertaining to the Black-
Scholes model and its n-th approximation, respectively.
When p ∈ (0, 1/2) we have E[ζ3n] > 0 and things go astray, as demonstrated by the
counterexample in Section 9 of [KS20]. Therefore we focus on the other case, when
p ∈ [1/2, 1).
Here is our main result.
Theorem 1. If U and ζ are as above with p ∈ [1/2, 1), we have
u(x) = lim
n→∞un(x), x > 0. (8)
The theorem will follow from the subsequent more technical version of (8).
Proposition 1. Denote by v(y), respectively vn(y), the value functions conjugate to
u(x), respectively un(x), as in [KS20]. We then have
lim sup
n→∞
vn(y) ≤ v(y), y > 0. (9)
Proof of Theorem 1 admitting Proposition 1. We deduce from [KS20, Proposition 2] and
standard results on conjugate functions that the reverse inequality to (9) does hold true,
i.e.,
lim inf
n→∞ vn(y) ≥ v(y), y > 0. (10)
Admitting Proposition 1, formulas (9) and (10) imply the equality
lim
n→∞ vn(y) = v(y), y > 0. (11)
Using once again standard results on conjugate functions (compare [KS20]) we obtain (8)
from (11).
A key ingredient for the proof of Proposition 1 are estimates for the tails of the
standardized binomial distributions in terms of the standard Gaussian tails.
Let ξ be a standard normal random variable and denote its density by φ(x) = 1√
2pi
e−
x2
2 .
Set
Fn(x) = P [ξn,n ≤ x], Φ(x) = P [ξ≤x] (12)
and
F¯n(x) = 1− Fn(x) = P [ξn,n > x], Φ¯(x) = 1− Φ(x) = P [ξ > x]. (13)
Proposition 2. Suppose p ∈ [1/2, 1), then there is C > 0 such that, for n ≥ 1, we have
fn,k ≤ C · 2√
n
φ(zn,k−1), 0 ≤ k ≤ ⌈np⌉ , (14)
fn,k ≤ C · 2√
n
φ(zn,k+1), ⌊np⌋ ≤ k ≤ n. (15)
Furthermore
Fn(x) ≤ CΦ(x), x ≤ 0 (16)
and
F¯n(x) ≤ CΦ¯(x), x ≥ 0. (17)
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Remark 1. The terms 2√
n
φ(zn,k±1) in (14) and (15) are a lower bound for the area
under the density ϕ(x) between zn,k−1 and zn,k on the left and zn,k and zn,k+1 on the
right tail, respectively.
We prove Proposition 1 and Proposition 2 first for the symmetric case p = 1/2 in
Section 2, as this case allows for several simplifications and the main arguments are more
transparent. We then provide the slightly more technical details for the asymmetric case
p ∈ (1/2, 1) in Section 3.
2 The symmetric case
Proof of Proposition 1 (symmetric case) admitting Proposition 2. As in [KS20, Section 3]
we write
v(y) = EP [V (yZ)], y > 0, (18)
and
vn(y) = EPn [V (yZn)], y > 0, (19)
where V (y) = sup{U(x)− xy : x > 0} is the conjugate function of U .
The random variables Z and Zn are the densities of the (unique) equivalent martingale
measures P∗ and P∗n with respect to P and Pn, respectively, i.e., Z = dP
∗
dP and Zn =
dP∗n
dPn .
They are of the form
Z = exp
(
−ω(1)
2
− 1
8
)
(20)
and
Zn = exp (−anω(1)− bn) . (21)
In the symmetric case the calculations from [KS20, Section 6] simplify, and we have that
an =
1
2
, bn = n log cosh
(
1
2
√
n
)
. (22)
It follows that bn increases to 1/8 as n→∞.
Fix y > 0 such that v(y) <∞, otherwise (9) is certainly true. Denote by H : R → R
the function
H(x) = V
(
y exp
(
−x
2
− 1
8
))
, x ∈ R, (23)
and by Hn : R→ R the function
Hn(x) = V
(
y exp
(
−x
2
− bn
))
, x ∈ R. (24)
Clearly, these functions are increasing on R. Note, however, that they are not necessarily
concave. We know that
v(y) = EP [H(ω(1))] =
∫
R
H(x)φ(x)dx <∞ (25)
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while
vn(y) = EPn [Hn(ω(1))] =
n∑
k=0
Hn(zn,k)fn,k, (26)
where φ(x) is the standard normal density and fn,k are the binomial probabilities as in
Section 1.
As Hn(x) ≤ H(x) for all x ∈ R, in order to show (9), it will suffice to show
lim sup
n→∞
EPn [H(ω(1))] ≤ EP [H(ω(1))]. (27)
In order to show (27) the crucial estimate is the uniform integrability of the ran-
dom variables H(ω(1)) under Pn. More precisely, we need the following estimates (28)
and (29). For ε > 0 there is M > 0 such that
EPn
[
H(ω(1))1{H(ω(1))>M}
]
=
n∑
k=0
H(zn,k)1{H(zn,k)>M}fn,k < ε, (28)
and
EPn
[|H(ω(1))|1{H(ω(1))<−M}] = n∑
k=0
|H(zn,k)|1{H(zn,k)<−M}fn,k < ε, (29)
uniformly in n ∈ N. Formulas (28) and (29) correspond to the formulas [KS20, (8.12)
and (8.14)].
First we consider M > H(1)+. If H(zn,k) > M , then n/2 < k ≤ n and we are in
a position to invoke formula (15) of Theorem 2, which gives an estimate on the right
tail of the binomial distribution as compared to the normal one. More precisely, there
is a universal constant C > 0 such that, for every n ∈ N and n/2 < k ≤ n and all
x ∈ (zn,k, zn,k+1)
fn,k ≤ C · 2√
n
φ(x), 0 ≤ H(zn,k) ≤ H(x). (30)
Thus
n∑
k=0
H(zn,k)I{H(zn,k)>M}fn,k ≤ C
∫ +∞
−∞
H(x)I{H(x)>M}φ(x)dx. (31)
It follows from (25) that the right-hand side of (31) can be made smaller than ε for
sufficiently large M .
A similar estimate applies for the left tail. We consider now M > H(−1)−. If
H(zn,k) < −M then 0 ≤ k < n/2 and we invoke formula (14) of Theorem 2. We get
now for every n ∈ N and 0 ≤ k < n/2 and all x ∈ (zn,k−1, zn,k)
fn,k ≤ C · 2√
n
φ(x), H(x) ≤ H(zn,k) ≤ 0. (32)
Thus
n∑
k=0
|H(zn,k)|I{H(zn,k)<−M}fn,k ≤ C
∫ +∞
−∞
|H(x)|I{H(x)<−M}φ(x)dx. (33)
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Again, it follows from (25) that the right-hand side of (33) can be made smaller than ε
for sufficiently large M .
Using the well-known weak convergence of Pn to P and the uniform integrability
conditions we can deduce (26), see [vdV98, Thm 2.20, p.17].
Finally we consider the case y = y0, where y0 = inf{y > 0 : v(y) < ∞}, for the case
y0 > 0. Either v(y0) = ∞ in which case (9) holds trivially. Or v(y0) < ∞, in which
case v is right continuous at y0, see [KS99]; we therefore may repeat the above argument
with y = y0.
This finishes the proof of Proposition 1.
Proof of Proposition 2 (symmetric case). Let us start with (15). It is enough to prove
that there is n0 > 0 such that (15) holds for n ≥ n0, since φ is strictly positive and
there are only finitely many remaining cases that can be incorporated in the value of the
constant C.
Let us consider first the extreme case k = n. In this case (15) follows since pn,n = 2
−n,
which decays faster than n−1/2φ(zn,n+1) ≈ e−n2 for n → ∞, as log 2 > 1/2. Here we
used the convention zn,n+1 =
√
n+2/
√
n, although zn,n+1 is not a possible value for Yn.
Passing to the other extreme case, we deduce from the central limit theorem, that for
k = ⌊n/2⌋ we have
√
nfn,k
2φ(zn,k+1)
→ 1 as n→∞.
For the remaining cases, i.e., ⌊n/2⌋ < k ≤ n− 1, we take logarithms and show that
log
( √
nfn,k
2φ(zn,k+1)
)
(34)
is bounded from above. To estimate the numerator in (34) we use a fine version of
Stirling’s Formula as given in [AS92, 6.1.38, p.257], namely
x! =
√
2pixx+
1
2 exp
(
−x+ θ(x)
12x
)
, x > 0, (35)
with 0 < θ(x) < 1 for all x > 0. We also note that limx→∞ θ(x) = 0. We obtain the
estimates
log(n!) ≤ log
√
2pi +
(
n+
1
2
)
log n− n+ 1
12n
(36)
log(k!) ≥ log
√
2pi +
(
k +
1
2
)
log k − k (37)
log((n − k)!) ≥ log
√
2pi +
(
n− k + 1
2
)
log(n− k)− (n− k). (38)
This yields an upper bound for the numerator of (34), as
log fn,k = log(n!)− log(k!) − log((n− k)!) − n log 2. (39)
As regards the denominator of (34), we have
log φ(zn,k+1) = 2 + 2k − 2
n
− 4k
n
− 2k
2
n
− n
2
− log
√
2pi. (40)
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Writing log k = log n + log(k/n) and log(n − k) = log n + log(1 − k/n) and combin-
ing (39), (36), (37), (38), and (40) yields
log
( √
nfn,k
2φ(zn,k+1)
)
≤ gn
(
k
n
)
, (41)
with gn(w) = α(w)n + βn(w), where w ∈ [12 , 1], and
α(w) = −w logw − (1− w) log(1− w)− 2w(1 −w) + 1
2
− log 2 (42)
and
βn(w) = −1
2
logw − 1
2
log(1− w) + 4w − 2 + 25
12n
. (43)
It remains to show that gn(w) is bounded from above uniformly in n ∈ N and w ∈
[1/2, 1 − 1/n].
We have α(12 ) = α
′(12 ) = α
′′(12) = α
′′′(12 ) = 0 and for the forth derivative we have
αiv(w) = −2/(1−w)3 − 2/w3 < 0 for w ∈ (12 , 1), and thus each of the functions α′′′(w),
α′′(w), α′(w), and α(w) is strictly negative and decreasing for w ∈ (12 , 1).
We have βn(1/2) = 25/(12n) and β
′
n(w) = 4−1/(2w)+1/(2(1−w)) > 0 for w ∈ (12 , 1),
thus βn(w) is strictly positive and strictly increasing for w ∈ (12 , 1).
For w ∈ [1/2, 3/4] we have gn(w) ≤ bn(3/4). As limn→∞ βn(3/4) = 1+log(2/
√
3) <∞
it follows that gn(w) is bounded from above for the interval under consideration.
For w ∈ [3/4, 1 − 1/n] we have gn(w) ≤ α(3/4)n + βn(1− 1/n). Now α(3/4) < 0 and
βn(1 − 1/n) ∼ 12 log n as n → ∞. Here the second term on the right hand side of (43)
is the leading term. Finally we use the fact that α(3/4)n grows quicker than 12 log n to
conclude that gn(w) is negative for w ∈ [3/4, 1 − 1/n] and sufficiently large n.
The proof of (14) is completely symmetric with gn(w) for w ∈ [1/2, 1 − 1/n] replaced
by gn(1− w) for w ∈ [1/n, 1/2].
Having proved (14) and (15) we mentioned already in Remark 1 how these two in-
equalties imply (16) and (17).
For the above proof of Proposition 1 the estimates (14) and (15) involving an unspec-
ified constant C > 0 is sufficiently strong. But we we can do better than that. We may
adapt the above argument to yield a constant C = 1+ ε for n sufficiently large. Indeed,
analyzing the above proof of Proposition 2, we see that the above argument also works
when we split the interval (12 , 1) not at w = 3/4, but at a point θ ∈ (1/2, 1), which is
close to 1/2 to obtain a better constant C, for large enough n. The detailed argument
is given in the proof of the following proposition, which sharpens Proposition 2.
Proposition 3. For any C > 1 there is n0(C) > 0 such that equations (14)–(15)
and (16)–(17) hold for n ≥ n0(C).
Proof. We consider ϑ ∈ (12 , 1) and proceed as in the proof of the Proposition 2 above. We
distinguish two cases, w ∈ [12 , ϑ] and w ∈ [ϑ, 1−1/n]. In the first case, when w ∈ [1/2, ϑ],
we have gn(w) ≤ βn(ϑ) and
lim
n→∞βn(ϑ) = −
1
2
log ϑ− 1
2
log(1− ϑ) + 4ϑ− 2− log 2. (44)
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The right hand side is increasing in ϑ and equals zero when ϑ = 1/2. In the second
case, for w ∈ [ϑ, 1 − 1/n] we have gn(w) ≤ α(ϑ)n + βn(1 − 1/n). Again α(ϑ) < 0 and
βn(1 − 1/n) ∼ 12 log n as n → ∞, so that gn(w) is negative for w ∈ [ϑ, 1 − 1/n] and
sufficiently large n.
3 The asymmetric case
Proof of Proposition 1 (asymmetric case) admitting Proposition 1. We fix p ∈ (12 , 1) and
follow the steps from the symmetric case, but now we get instead of (22) the following
coefficients in (21):
an =
√
n
z1,1 − z1,0 log
(
p
1− p
ez1,1/
√
n − 1
1− ez1,0/√n
)
, (45)
and
bn = n log
(
(1− p)e−z1,0an/
√
n + pe−z1,1an/
√
n
)
. (46)
with z1,0 = −
√
p/(1− p) and z1,1 =
√
(1− p)/p. Straightforward asymptotic expan-
sions for n→∞ yield
an =
1
2
− 2p − 1
24
√
p(1− p)n
− 1
2 +O(n−1), (47)
which slightly extends the result that is given in [KS20, Sec.6], and
bn =
1
8
− 1− p+ p
2
576p(1 − p)n
−1 +O(n−2). (48)
Now we fix an arbitrary δ > 0. For p ∈ (1/2, 1) it follows from the asymptotics that
0 < an ≤ 1
2
,
1
8
− δ ≤ bn ≤ 1
8
(49)
for all n sufficiently large. In fact, these inequalities are also true for p = 1/2 as can be
seen from (22).
Instead of (24) we now consider
Hn(x) = V (y exp (−anx− bn)) , x ∈ R. (50)
If we are in the right tail and zn,k ≥ 0 then (49) yields Hn(zn,k) ≤ H(zn,k) and the
uniform inegrability follows just as in the symmetric case.
If we are in the left tail and zn,k ≤ 0 then (49) yields Hn(zn,k) ≥ H˜(zn,k), where
H˜(x) = V (y˜e−x/2−1/8) with y˜ = yeδ. Due to the convexity of V we have v(y˜) > −∞
and the uniform inegrability follows just as in the symmetric case.
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Proof of Proposition 2 (asymmetric case). Following the steps from the symmetric case
we now get
log fn,k = log(n!)− log(k!)− log((n − k)!) + k log p+ (n− k) log(1− p). (51)
and
log φ(zn,k+1) =
1
2
(− log(2)− log(pi)) − (k − np+ 1)
2
2n(1− p)p . (52)
the key inequality (41) becomes
log
(√
np(1− p)fn,k
φ(zn,k+1)
)
≤ gn
(
k
n
)
, (53)
with gn(w) = α(w)n + βn(w), where w ∈ [p, 1], and
α(w) = −w logw − (1− w) log(1− w)
+
w2
2p(1− p) +
(
log
p
1− p −
1
1− p
)
w +
p
2(1− p) + log(1− p) (54)
and
βn(w) = −1
2
log (w(1 − w)) + w
p(1− p) − log 2−
1
1− p +
(
1
12
+
1
2p(1− p)
)
1
n
. (55)
Again we have α(p) = α′(p) = α′′(p) = 0. As regards the third derivative we find
α′′′(w) = 1−2p
(p−1)2p2 < 0 for w ∈ (p, 1), and thus α′′′(w), α′′(w), α′(w), and α(w) again are
strictly negative and decreasing for w ∈ (p, 1).
We have βn(p) =
1
12
(
6
np−np2 +
1
n − 6 log(−4(p − 1)p)
)
and β′n(w) =
1
p−p2 +
1
2−2w −
1
2w > 0 for w ∈ (p, 1), thus βn(w) is strictly positive and strictly increasing for w ∈ (p, 1).
Similarly as in the proof of Proposition 3, fix ϑ ∈ (p, 1). For w ∈ [p, ϑ] we have
gn(w) ≤ βn(ϑ). As limn→∞ βn(ϑ) = −1/2 log(ϑ(1−ϑ))+ hp(1−p)− 11−p−log 2 it follows that
gn(w) is bounded from above for the interval under consideration. For w ∈ [ϑ, 1− 1/n]
we have gn(w) ≤ α(ϑ)n + βn(1 − 1/n). Now α(ϑ) < 0 and βn(1 − 1/n) ∼ 1/2 log n as
n→∞ and thus gn(w) is negative for w ∈ [ϑ, 1− 1/n] and sufficiently large n.
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