A`spot', in which the amplitudes of linear disturbances are growing exponentially in time, is identi"ed in the low wave-number regime of high-Reynolds-number #ow over a surface imperfection. The limiting shape of the spot, which moves downstream with the speed of the #uid at the critical layer, is independent of the initial conditions and is determined by a steepestdescent argument. Comparisons are made between the predictions of the theory and a numerical study of a representative example. Comments, in conclusion, address the relation of this spot to one previously studied in which high oscillatory, but bounded, disturbances are concentrated in the neighbourhood of the bounding caustic.
Introduction
The "rst main motivation for the present work is the following. A recent paper entitled`Transition of free disturbances in in#ectional #ow over an isolated surface roughness' (Savin, Smith and Allen (1)) considered the development of free three-dimensional disturbances to the laminar boundary layer over such a surface imperfection. The paper is based on ideas in Savin (2), Smith (3) . The Reynolds number Re there is assumed to be large and the hump, of non-dimensional height h Re −1/2 for h 1, is of streamwise extent h 3 . If, in the Navier-Stokes equations, x, y, z are non-dimensionalized lengths, with the body given by y = 0, and corresponding non-dimensional velocity components are u, v, w and t is the time, then the basic boundary-layer #ow locally over the hump is u = hU 0 (ȳ), y = Re −1/2 hȳ, (
where U 0 (ȳ) ≈ȳ forȳ 1.
(
1.2)
In addition the assumption is that O Re −1/4 h O Re −1/8 so that the con"guration lies between a full Navier-Stokes regime, the lower limit, and a full triple-deck regime, the upper limit; the latter would also require the presence of a displacement constant in (1.2).
The scalings
3a)
z = Re −1/2 h Z, t = Re −1/2 T = Re −1/4 ht 1 (1.3b) are, if h is set equal to unity and the slower time scale ignored, exactly those of the vortex-wave interaction study of Smith, Brown and Brown (4). If we de"nê
the amplitude of the imposed wave is O hε 7 and that of the induced vortex is O hε 6 . The wave is distinguished by its factor E = e i(α 0 X − T ) (1.5) and the vortex has no X -dependence. In ( given, α 0 and are not arbitrary. This is as in (4) with the addition of a derivative with respect to t 1 in the resulting nonlinear cubic amplitude equation. If, in the above scenario, γ 0 is reduced to O ε 2 , the solution of Rayleigh's equation is now twotiered withȳ = O(1) as before in the lower tier, and in additionȳ = O ε −2 in the upper tier. At leading order the condition on the "nite-part integral
involving the velocity pro"le must be satis"ed. In (1) it is then shown that at second order a nonlinear wave-amplitude equation is obtained, rather than an equation of Rayleigh type to determine γ 0 . For this discussion at lower wavenumbers the appropriate scalings are, instead of (1.3),
As in (4) there is again a buffer layer, now of thickness O Re −1/2 hε , and a critical layer O Re −1/2 hε 4/3 . Since γ 0 is now arbitrary all modes are permitted and there are two possibilities. If the wave amplitude is O hε 14/3 the situation corresponding to that of (2) arises and the dominant interaction is cubic. If, however, the wave amplitude is smaller, in particular O hε 18/3 , a quadratic interaction is forced by the difference modes. In the former case the buffer layer is crucial as it determines the induced vortex #ow, but in the latter it is passive, as the vortex is of smaller order, and the critical layer leads to the resultant equation. In (1) the solutions of both types of nonlinear amplitude equations are discussed, and in particular a "ve-wave solution of the quadratic amplitude equation is explicitly determined. For the "ve waves chosen, the system is closed and numerical solutions indicate oscillations of increasing amplitude, but no "nite time singularity, in contrast with the case that so often occurs in cubic interactions.
The present work capitalizes on the arbitrary wavenumber aspect of (1) and considers the linear version of the amplitude equation therein. Written as an equation for p * , the leading-order pressure perturbation (1, equation (4.7b)) becomes, when the nonlinear terms and the wall-layer contribution are neglected,
, and J 1 , J 2 , J 3 are integrals of the basic #ow U 0 (ȳ) and the correction to it, namelyε 2 U 1 , where
(1.9)
The de"nitions are, for J 1 ,
while J 2 , J 3 haveŪ 1 replaced byÛ 1 and unity, respectively. The whole of the left-hand side of (1.8) is a jump term and corresponds exactly to the appropriate pole contributions at the critical level implied by the integrals J 1,2,3 on the right; the coef"cient ν denotes the contributions from J 2, 3 . A match between the core solutions and that in the far "eld gives A * 1 + to be obtained from
this being (1, equation (4.11)).
In the subsequent sections it is shown that equation (1.8) together with (1.11) can itself generate solutions of interest in that, for large time, a`spot' can develop in which the amplitude grows exponentially. The spot is quite well de"ned in a scaled (x, z)-plane and moves downstream with the wave speed c 0 . In some ways it is reminiscent of the spot discussed by Doorly and Smith (5) , and more recently by Dodia, Bowles and Smith (6) , to which it reduces as the parameter which leads to exponential growth tends to zero, but differs from it in that the region here is closed, and in that the maximum amplitude occurs in the interior and not on the bounding caustic.
The second main motivation for this study, apart from the context of surface imperfections, is related to the broad topic of spots mentioned just above. Turbulent, transitional and similar spots were the theme of the recent papers by Clark et al. (11) , based on computations, experiments and theory. The current theoretical research has particular qualitative links with at least two slightly different areas of application within the topic. One area is on the effects of an adverse pressure gradient on spots in boundary layers. Turbulent spots in a laminar boundary layer were studied experimentally by Seifert and Wygnanski (12) for an adverse pressure gradient, further to the favourable or zero gradients considered in Wygnanski et al. (13) , Katz et al. (14) and Gostelow et al. (15) . The substantial enhancement of the spanwise spreading rate of the spot, under an adverse pressure gradient, is an especially noteworthy feature (for example, see (12, Fig. 7) ) compared with the case of a zero or favourable pressure gradient. The other area of application concerns the onset of relatively high-frequency three-dimensional disturbance components at the "rst-spike stage in deep transition. Transitional disturbances leading to spots in a laminar boundary layer were investigated recently by Breuer et al. (16) , experimentally, following the studies of Henningson et al. (17) , Kachanov (18) and Shaikh and Gaster (10) while related theoretical work is the subject of Hoyle et al. (19) , Smith and Bowles (20) , Smith (21) and subsequent research, partly connected with the condition (1.6). In both of these areas, disturbances of predominantly inviscid form with high typical frequencies and comparatively small amplitudes initially come into play because of the local positive growth rates that are induced. Given some further encouragement provided by comparisons (22) between theory and experiment with negligible pressure-gradient in#uence, the present treatment of exponentially growing disturbances, producing a spot, is broadly equivalent to accommodating the effects of an adverse pressure gradient.
The plan of the paper is as follows. In section 2 the Fourier transform of the linear equation (1.8) is taken and the parameters that lead to interesting phenomena are chosen and discussed. In section 3 a double steepest-descent approach is applied to the solution. In section 4 the`spot' is identi"ed analytically and numerically, and in section 5 the exponential growth of amplitude is illustrated. Brief conclusions follow in section 6.
The linearized initial-value problem
It is convenient to consider the Fourier transform in X * , Z * of (1.8), (1.11) . If the transform parameters are denoted by α, β and the transform of p * by r , then after some rearrangement (1.8) and (1.11) become
where A, B, C, D, F, G are all real constants and properties of the basic #ow. To obtain (2.1) we have written γ = α 2 + β 2 1/2 and have again ignored the wall-layer contribution of (1) as it makes little difference to the subsequent argument. The crucial term in (2.1) is γ in the "nal bracket which arises from the solution of Laplace's equation in the outer deck (see (1)). The other terms, apart from ∂r/∂t * 1 , were present in (4), although there α was determined by Rayleigh's equation whereas here it is a transform variable and not an eigenvalue.
If the origin of x * 1 in (2.1) is chosen so that G = 0, and then the change of coordinates x * * = x * 1 − c 0 t * 1 is made to axes moving with the wavespeed c 0 , (2.1) becomes
The double Fourier transform in (2.3) is now inverted with a view to examining the perturbation at large values of the time t * 1 . We therefore ignore F and the parameter x * * in (2.3), and write (α, β) = t * 1 (a, b) to obtain the inverse of (2.3) as
In (2.4), the space variablesX ,Z are related to the X * , Z * variables of (1.7) and (2.1) by (X * , Z * ) = t * 2 1 (X ,Z ). Also we have assumed that 2A = −c 0 (AC + B D) and have written
and have changed the origin ofX to eliminate the terms in ia in the exponent. Equation (2.4) follows from (2.3) without the assumption relating A to AC + B D as long as these quantities have opposite signs. To obtain (2.4) in such a case it is necessary to rescale a, b,X ,Z and to rede"ne λ, σ and p, all of which are real constants.
In the following we shall assume that σ ≥ 0 to ensure that the integral in (2.4) converges. This is equivalent to the assumption that the basic pro"le U 0 (ȳ) has U 0 (ā 0 ) < 0 with U 0 (ā 0 ) > 0, the physically realistic situation for an in#ectional pro"le. Non-convergence would imply the presence of a singularity and immediate breakdown. In addition, the difference in sign of the two terms multiplied by σ is necessary to ensure the occurrence of the phenomenon that we wish to discuss. When σ = 0 the exponent in (2.4) is exactly that of Doorly and Smith (5; see equation (3.4)). The solution in (5) exhibited a caustic inX > 0, and since the sign of p is related to the sign ofX , we shall assume that p ≥ 0.
In (2.4), f (a, b) is the Fourier transform of the initial condition. If, for example, the initial condition is a delta function in both X * and Z * , then f (a, b) = 1. If it is a Gaussian in both directions then f (a, b) = exp −λ 2/3 a 2 +b 2 . The`spot' phenomenon in which we are interested occurs as long as the power of λ in any exponent of the transform of the initial condition is less than unity, so that the exponent explicitly stated in (2.4) dominates when λ 1. In the numerical discussion of section 5 we shall consider the speci"c example f (a, b) = exp − a 2 + b 2 to ensure, for convenience, rapid convergence of the double integral in (2.4).
The concentration of oscillations of large magnitude
In this section we use the method of steepest descents to show that the exponent . This is the situation discussed by Doorly and Smith (5). It is suf"cient to consider a > 0 in (3.1) since a < 0 is equivalent to taking the complex conjugate of K in the integral (2.4). A double steepest-descent argument is now proposed, "rst in b and then in a. Setting ∂ K /∂b = 0 leads to
where, here and henceforth, it is necessary to choose a 2 + b 2 1/2 to have positive real part. When the value of b from (3.2) is substituted into (3.1) it becomes
where the root that reduces to a whenZ → 0 and a is real and positive is required. The zeros of K 1 (a) = 0 satisfy a quartic after elimination of a surd and the solution is given by
where the branch of the square root that reduces to 1 whenZ = 0 is chosen. Finally, the sign of a in (3.4) must be such that a → 1 2 (σ + i X)/(σ + i p) asZ → 0 to ensure that K 1 (a) = 0 in this limit. The caustic of Doorly and Smith along the linesX = ±2 √ 2Z in the (X ,Z )-plane is obvious from (3.4) in the case σ = 0. However, when σ > 0, which is the situation under consideration here, the argument of the square root will not vanish.
The exponential behaviour of the solution (2.4) is now obtained from K 1 (a) in (3.3) with a given as the root of (3.4) with positive real part. From (3.3) and K 1 (a 1 ) = 0 this leads to
which gives the dominant exponential form of the contribution to (2.4) of the integral over positive a. That of the integral over negative a is the complex conjugate of (3.5). For those values of X ,Z for which re K 1 (a 1 ) > 0 the solution (2.4) is exponentially large for λ 1 and is growing (and oscillating) exponentially in time. For those values ofX ,Z for which re K 1 (a 1 ) < 0, the contribution from this saddle point in the complex a-plane is exponentially small, and the integral in (2.4) decays algebraically with λ. In fact, as shown below, the chief contribution then comes from a = 0 and is O λ −3 except nearZ = σ ,X = 0 where it is O λ −4/3 .
Finally it will be necessary to show the existence of a path of steepest descent through the saddle point a 1 in the complex a-plane in order to justify the deformation of the contour away from the real axis. This is considered in section 5 below, but our immediate concern is to identify the regions of the (X ,Z )-plane in which re K 1 (a 1 ) > 0 where a 1 , with re a 1 > 0, is given by (3.4). This we do in the following section.
The identi"cation of the`spot' in the (X ,Z )-plane
The region of the (X ,Z )-plane in which the solution increases exponentially with λ, the cube of the time, is obtained by calculation of re K 1 (a 1 ) from (3.5) with a 1 obtained from (3.4). For any σ > 0 the variables may be scaled so that σ = 1 and we assume that this has been done. Then K 1 (a 1 )/λ contains the parameter p, and the size and shape of the spot depends on this. For most values of X ,Z the bounds of the spot, that is, the curves on which re K 1 (a 1 ) = 0, must be found numerically with due regard to the sign of the root in (3.4). However, ifZ = 0, the value of a 1 is given following (3.4) as
with the corresponding value of K 1 (a 1 ) from (3.5) as
Then the conditions that re K 1 (a 1 ) > 0, for exponentially large oscillations, together with re a 1 > 0, for an accessible saddle point in the right-hand half-plane for the integral from zero to in"nity, are 1 −X 2 + 2 pX > 0 and pX + 1 > 0 (4.3)
respectively. The "rst of (4.3) implies that
and the second is then automatically satis"ed since p ≥ 0 has been assumed. The inequalities (4.4) give the bounds of the spot on theX -axis. If p = 0 it is symmetric about the originX = 0, and as p → ∞ its upstream limit is at the origin and its downstream limit is at X ≈ 2 p. In addition, it is clear from (3.3) and (3.5) that the spot is symmetric about theX -axis and the maximum value of re K 1 (a 1 ) will occur there. From (4.1) and (4.2) this maximum is easily found to occur atX = p and to have magnitude
The boundary of the spot in the neighbourhood of theZ -axis may also be found. IfZ = 1 − z and |X |, |z| are both small it follows from (3.4) that
Then, from (3.3),
and if we write z + iX = ρe iϕ , 1 + i p = τ e iδ with 0 ≤ δ < 1 2 π since p ≥ 0, then It follows from (4.9) that the boundary of the spot passes through the pointZ = 1,X = 0 at which point its tangent is discontinuous. AsX → 0 + , the angle between the tangent and theZ -axis is . 1a ). If δ = 1 4 π , the tangent at X = 0 is parallel to theX -axis on the downstream (X > 0) side, and makes an angle 1 6 π with thē Z -axis on the upstream side (see Fig. 1b) . Finally, if p → ∞ so that δ = 1 2 π , the trailing edge of the spot is blunt since the angle between the tangent on the upstream side and theZ -axis tends to zero in this limit, but on the downstream side the angle is 2 3 π . In Fig. 1c is shown the spot shape if p = 10 where the angle on the downstream side is 116 • .
In the following section we compare the asymptotic predictions with the numerical evaluation of the double integral for a chosen f (a, b) in (2.4).
Numerical examples and comparisons with the theory
As an illustration we apply the asymptotic theory of the previous example to the integral 
where K 1 (a) is given by (3.3). If re K 1 (a 1 ) > 0, and a steepest-descent path through a 1 of (3.4) exists, then
If re K 1 (a 1 ) < 0 the largest contribution to (5.2) will come from the neighbourhood of a = 0 and is O λ −3 ifZ = 0, except near the spot boundary pointZ = 1,X = 0 where it is O λ −4/3 . If Figures 3 and 4 illustrate the form of the disturbance inside the spot and its decay as the edge is reached. In Fig. 3 are results for p = 0 and λ = 50. For this value of p the spot is symmetric about theX -andZ -axes and its shape is given in Fig. 1a . The ordinate in Fig. 3 Figure 4a shows the highly oscillatory nature of the disturbance in the streamwise direction, and also, as predicted by the analysis, its concentration in the neighbourhood ofX = p,Z = 0 although its magnitude is increasing with λ at all points inside the spot. As Fig. 4b shows, the decay alongX = p has far fewer oscillations and, as for the case p = 0, other cross-sectional pro"les are of intermediate form. Just as, when p = 0 the spot shape has lost its upstream/downstream symmetry, so has the envelope of the disturbance pro"le. Figures 3 and 4 may be calculated either from the numerical integration of (5.1) or from the asymptotic form (5.3) since the results are graphically indistinguishable on these scales.
It remains to demonstrate the existence of a steepest-descent path in the a-plane through the point a 1 of (3.4), (3.5) for the integral (5.2). To do this it is necessary to show that it is possible to draw a path from 0 to re a = ∞ through a 1 without passing through a region with re K 1 (a) > re K 1 (a 1 ). In general, veri"cation must be numerical, but the situation is simply illustrated by the caseZ = 0 for which, from (3.4) and (3.5),
If we write a = ξ + iη then the curves re K 1 (a) = re K 1 (a 1 ) are the straight lines through a 1
The lines divide the a-plane into four parts, in two of which re K 1 (a) > re K 1 (a 1 ), and in two of which re K 1 (a) < re K 1 (a 1 ). It is easy to see that the origin and the point ξ = ∞, η = 0 both lie in opposite sections in which re K 1 (a) < re K 1 (a 1 ) if the lines cut the real axis in two points at which ξ > 0. These values of ξ are Thus for points on theX -axis inside the spot a steepest-descent path is available, the integral is dominated by the factor exp[λK 1 (a 1 )] and is exponentially large. However, outside the spot, where re K 1 (a 1 ) < 0, there is no steepest-descent path, the chief contribution to the integral (5.2) comes from a = 0, and I → 0 algebraically as λ → ∞. This algebraic behaviour is also con"rmed by the numerical integrations of the double integral (5.1).
Final comments
It has been speci"cally assumed in this study that σ ≡ 0 so that the argument of the square root in (3.4) does not vanish, and the caustic of Doorly and Smith (5) at 8 1/2Z = ±X does not occur. ip) and, as is evident in Fig. 2 , the number of oscillations in a "xed range of λ increases. The spot, see (4.4), extends from 0 to 2 p and the angle between its bounding arms in the limit is 1 3 π . This angle is greater than that of the caustic spot whose edge angle is approximately 39 • . Indeed, the caustic spot is expected to occur far downstream of this, as can be seen either by comparing the length scales of the Doorly-Smith spot with those of (1.7), or by noting that if p 1 the term in σ in (3.1) is insigni"cant if |X |, |Z | 1. ForX > 2 p, the amplitude decays algebraically with λ, and a scenario is envisaged in which this spot develops into the one of caustic type.
Referring back to one of the areas of application described in section 1, we observe that the effects of an increasingly adverse pressure gradient on a spot concentration are equivalent to those obtained by reduction of the parameter p, for a given value of σ . Examples of the effects are presented in Figs 1a to c, 2a to c. The trend seen there is one of increasing spanwise spreading of the spot as the adverse parameter increases ( p decreasing). Experimentally, Seifert and Wygnanski (12) "nd various increased angles of spreading in the (x, z)-plane, compared with the cases of zero or favourable pressure gradient, the total spread angle ranging from 28 • to 42 • under their particular experimental adverse-gradient conditions. See also Gostelow et al. (15) who quote angles of 40 • and 58 • under different conditions of adverse-pressure gradient. Tentatively therefore the present theoretical "ndings bear some resemblance, albeit loose as yet, to the above experiments, granted that the experimentally observed spots are turbulent whereas the theory assumes laminar motion and that the spatial scales and characteristic speeds of the theoretical spot are smaller.
