We consider the scattering problem of the local perturbation of an open periodic waveguide in the half plane. Recently in [6], a new radiation condition was introduced in order to solve the unperturbed case. In this paper, under the same radiation condition with [6] (Definition 2.4) and an additional assumption (Assumption 1.1) we show the well-posedness of the perturbed scattering problem.
Introduction
Let k > 0 be the wave number, and let R 2 + := R × (0, ∞) be the upper half plane, and let W := R × (0, h) be the waveguide in R 2 + . We denote by Γ a := R × {a} for a > 0. Let n ∈ L ∞ (R 2 + ) be real value, 2π-periodic with respect to x 1 (that is, n(x 1 + 2π, x 2 ) = n(x 1 , x 2 ) for all x = (x 1 , x 2 ) ∈ R 2 + ), and equal to one for x 2 > h. We assume that there exists a constant n 0 > 0 such that n ≥ n 0 in R 2 + . Let q ∈ L ∞ (R 2 + ) be real value with the compact support in W . We denote by Q := suppq. In this paper, we consider the following scattering problem: For fixed y ∈ R 2 + \ W , determine the scattered field u s ∈ H 1 loc (R 2 + ) such that ∆u s + k 2 (1 + q)nu s = −k 2 qnu i (·, y) in R 2 + , (1.1)
Here, the incident field u i is given by u i (x, y) = G n (x, y), where G n is the Dirichlet Green's function in the upper half plane R 2 + for ∆ + k 2 n, that is, G n (x, y) := G(x, y) +ũ s (x, y), (1.3) where G(x, y) := Φ k (x, y) − Φ k (x, y * ) is the Dirichlet Green's function in R 2 + for ∆ + k 2 , and y * = (y 1 , −y 2 ) is the reflected point of y at R × {0}. Here, Φ k (x, y) is the fundamental solution to Helmholtz equation in R 2 , that is,
0 (k|x − y|), x = y.
(
1.4)
u s is the scattered field of the unperturbed problem by the incident field G(x, y), that is,ũ s vanishes for x 2 = 0 and solves
If we impose a suitable radiation condition introduced by Kirsch and Lechleiter [6] , the unperturbed solutionũ s is uniquely determined. Later, we will explain the exact definition of this radiation condition (see Definition 2.4) . In order to show the well-posedness of the perturbed scattering problem (1.1)-(1.2), we make the following assumption. Assumption 1.1. We assume that k 2 is not the point spectrum of has to vanish for x 2 > 0.
If we assume that q and n satisfy in addition that ∂ 2 (1+ q)n ≥ 0 in W , then v which satisfies (1.6)-(1.7) vanishes, that is, under this assumption all of k 2 is not the point spectrum of 1 (1+q)n ∆. We will prove it in Section 6. Our aim in this paper is to show the following theorem. Roughly speaking, the radiation condition of Definition 2.4 requires that we have a decomposition of the solution u into u (1) which decays in the direction of x 1 , and a finite combination u (2) of propagative modes which does not decay, but it exponentially decays in the direction of x 2 . This paper is organized as follows. In Section 2, we briefly recall a radiation condition introduced in [6] , and show that the solution of (2.1)-(2.2) has an integral representation (2.18) . Under the radiation condition in the sense of Definition 2.4, we show the uniqueness of u (2) and u (1) in Section 3 and 4, respectively. In Section 5, we show the existence of u. In Section 6, we will give an example of n and q with respect to Assumption 1.1.
A radiation condition
In Section 2, we briefly recall a radiation condition introduced in [6] . Let f ∈ L 2 (R 2 + ) have the compact support in W . First, we consider the following problem:
(2.1) is understood in the variational sense, that is,
3)
for all ϕ ∈ H 1 (R 2 + ), with compact support. In such a problem, it is natural to impose the upward propagating radiation condition, that is, u(·, h) ∈ L ∞ (R) and
However, even with this condition we can not expect the uniqueness of this problem. (see Example 2.3 of [6] .) In order to introduce a suitable radiation condition, Kirsch and Lechleiter discussed limiting absorption solution of this problem, that is, the limit of the solution u ǫ of ∆u ǫ + (k + iǫ) 2 nu ǫ = f as ǫ → 0. For the details, we refer to [5, 6] . Let us prepare for the exact definition of the radiation condition. First we recall that the Floquet Bloch transform T per : 5) for (t, α) ∈ (0, 2π) × (−1/2, 1/2). The inverse transform is given by
By taking the Floquet Bloch transform with respect to x 1 in (2.1)-(2.2), we have for
(2.8)
By taking the Floquet Bloch transform with respect to x 1 in (2.4),ũ α satisfies the Rayleigh expansion of the form
where u n (α) := (2π) −1 2π 0 u α (x 1 , h)e −inx 1 dx 1 are the Fourier coefficients of u α (·, h), and k 2 − (n + α) 2 
We denote by C R := (0, 2π) × (0, R) for R ∈ (0, ∞], and H 1 per (C R ) the subspace of the 2π-periodic function in H 1 (C R ). We also denote by
where u n = (2π) −1 2π 0 u(x 1 , R)e −inx 1 dx 1 . The problem (2.7)-(2.9) is equivalent to the following operator equation (see section 3 in [6] ),
where the operator K α :
For several α ∈ (−1/2, 1/2], the uniqueness of this problem fails. We call α exceptional values if the operator I − K α fails to be injective. For the difficulty of treatment of α such that |α + l| = k for some l ∈ Z in periodic scattering problem, we set A k := {α ∈ (−1/2, 1/2] : ∃l ∈ Z s.t. |α + l| = k}, and make the following assumption:
Assumption 2.1. For every α ∈ A k , I − K α has to be injective.
The following properties of exceptional values was shown in [6] . 
φ satisfies the Rayleigh expansion (2.9)
Next, we consider the following eigenvalue problem in X j : Determine d ∈ R and φ ∈ X j such that
for all ψ ∈ X j . We denote by the eigenvalues d l,j and eigenfunction φ l,j of this problem, that is,
14)
for every l = 1, ..., m j and j ∈ J. We normalize the eigenfunction {φ l,j : l = 1, ..., m j } such that
for all l, l ′ . We will assume that the wave number k > 0 is regular in the following sense.
Now we are ready to define the radiation condition.
Definition 2.4. Let Assumptions 2.1 hold, and let k > 0 be regular in the sense of Definition 2.3. We set
Then, u ∈ H 1 loc (R 2 + ) satisfies the radiation condition if u satisfies the upward propagating radiation condition (2.4), and has a decomposition in the form u = u (1) + u (2) where u (1)
∈ H 1 (R × (0, R)) for all R > 0, and
+ ) has the following form
where some a l,j ∈ C, and {d l,j , φ l,j : l = 1, ..., m j } are normalized eigenvalues and eigenfunctions of the problem (2.8).
Remark 2.5. It is obvious that we can replace ψ + by any smooth functions
+ (x 1 ) → 0 as |x 1 | → ∞ (and analogously for ψ − ).
The following was shown in Theorems 2.2, 6.6, and 6.8 of [6] . 
Proof of Lemma 2.7. Let ǫ > 0 be small enough and let u ǫ ∈ H 1 (R 2 + ) be a solution of the problem (2.1)-(2.2) replacing k by k + iǫ, that is, u ǫ satisfies we have
, the first term of the right hand side converges to zero as r → ∞. Therefore, as r → ∞ we have for
We will show that (2.22) converges as ǫ → 0 to
Indeed, by the argument in (3.8) and (3.9) of [2] , G ǫ (x, y) is of the estimation
where above C is independent of ǫ > 0. Then, by Lebesgue dominated convergence theorem we have the second integral in (2.22) converges as ǫ → 0 to one in (2.23). So, we will consider the convergence of the first integral in (2.22). By the beginning of the proof of Theorem 6.6 in [6] , u ǫ can be of the form u ǫ = u
ǫ where u (1) ǫ converges to u (1) in H 1 (W ), and u (2) ǫ is of the form for x ∈ W u (2)
which converges pointwise to u (2) (x). Here, y l,j ∈ C is some constant. From the convergence of u
By the argument of (b) in Lemma 6.1 of [6] we have
which implies that for all
where above C is independent of ǫ > 0. Then, we have that for y ∈ W (n(y) − 1)u
where above C is independent of y and ǫ. Then, right hand side of (2.28) is an integrable function in W with respect to y. Then, by Lebesgue dominated convergence theorem W (n(y) − 1)u
3 Uniqueness of u (2) In Section 3, we will show the uniqueness of u (2) in Theorem 1.2. 
and u satisfies the radiation condition in the sense of Definition 2.4, then
Proof of Lemma 3.1. By the definition of the radiation condition, u is of the form u = u (1) + u (2) where u (1)
where some a l,j ∈ C, and {d l,j , φ l,j : l = 1, ..., m j } are normalized eigenvalues and eigenfunctions of the problem (2.13). Here, by Remark 2.5 the function ψ + is chosen as a smooth function such that ψ + (x 1 ) = 1 for x 1 ≥ η and ψ + (x 1 ) = 0 for x 1 ≤ −η, and ψ − := 1 − ψ + where η > 0 is some positive number.
Later we will choose a appropriate s ∈ (0, 1). Let R > h be large and always fixed, and let N be large enough such that φ(N ) > R. We denote by
By the same argument in Theorem 4.6 of [5] and Lemma 6.3 of [6] , we can show that 5) and the first and second term in the right hand side converge as N → ∞ to
respectively. Therefore, taking an imaginary part in (3.4) yields that
We set
7) and we will show that limsup N→∞ J ± (N ) ≥ 0.
Step2 (limsup N→∞ J ± (N ) ≥ 0): By Cauchy Schwarz inequality we have
In order to estimate u (1) , we will show the following lemma.
Lemma 3.2. u (1) has an integral representation of the form
where σ := ∆u (2) + k 2 nu (2) .
Proof of Lemma 3.2. First, we will consider an integral representation of u (2) . Let N > 0 be large enough. By Green's representation theorem in (−N, N ) × (0, N 1/4 ), we have
By Lemma 3.1 of [2] , the Dirichlet Green's function G(x, y) is of the estimation
By Lemma 2.2 we have that |u (2) (x)|,
≤ ce −δ|x 2 | for all x ∈ R 2 + , and some c, δ > 0. Then, we obtain
(3.12)
Furthermore,
(3.13) Therefore, as N → ∞ in (3.10) we get
By Lemma 2.7, we have (substitute −k 2 qnu for f in (2.18))
Combining (3.14) with (3.15) we have
Therefore, Lemma 3.2 has been shown.
We set u ± (x) := j∈J d l,j ≶0 a l,j φ l,j (x). Then, by simple calculation we can show
17) which implies that suppσ ⊂ (−η, η) × (0, ∞). By Lemma 3.2 we have for
We have to estimate the second term in right hand side. The following lemma was shown in Lemma 4.12 of [1] .
19)
for some ǫ > 0. Then, for every α ∈ [0, Then, by Cauchy Schwarz inequality we have
With (3.18) we have for m ∈ N,
Therefore, by (3.8) we have
Since φ(N ) = N s , if we choose s ∈ (0, 1) such that 3s < the right hand side in (3.24) converges to zero as m → ∞. Therefore, limsup N→∞ J + (N ) ≥ 0. By the same argument of J + , we can show that limsup N→∞ J − (N ) ≥ 0, which yields Step 2.
Next, we discuss the last term in (3.6). By the same argument in Lemma 3.2 that we apply Green's representation theorem in x 2 > h and use the Dirichlet Green's function G h of R 2 x 2 >h (:= R × (h, ∞)) insted of G, u (1) can also be of another integral representation for
where
where χ a is defined by for a > 0, 
Then, by Lemma 6.1 of [4] we have that
Combining (3.6) with (3.28) we have
We observe the last term
(3.32) By Lemma 3.2 we can show |u (1) 
x 1 ∈ R, and by Lemma 2.2 we have |u (2) 
Step3 (limsup N→∞ L(N ) ≥ 0): First, we observe that
By Lemma 2.2 σ has a exponential decay in y 2 . Then, we have for x 1 ∈ R,
and
Since the fundamental solution to Helmholtz equation Φ(x, y) is of the following estimation (see e.g., [2] ) for |x − y| ≥ 1
we can show that for
38) and
(3.39) and
where W N is defined by for N ∈ (0, ∞]
(3.42)
Using (3.35)-(3.41), we continue to estimate (3.34). By Cauchy Schwarz inequality we have
Finally, we will estimate 
By Cauchy Schwarz inequality we have for
Therefore, we obtain
By Cauchy Schwarz inequality we have for |x 1 | < N m ,
Therefore, we obtain By taking limsup N→∞ in (3.29) we have that
By Steps 2 and 3 and choosing 0 < s < 1 24 the right hand side is nonnegative. Therefore, a l,j = 0 for all l, j, which yields u (2) = 0. Theorem 3.1 has been shown, and in next section we will show the uniqueness of u (1) .
4 Uniqueness of u (1) In Section 4, we will show the following lemma.
. By using Lemma 4.1, we have the uniqueness of solution in Theorem 1.2. 
By the assumption (i), the first and second term in the right hands side of (4.1) go to zero as N → ∞. Then, by taking an imaginary part and as N → ∞ in (4.1) we have
By considering the Floquet Bloch transform with respect to x 1 (see the notation of (2.5)), we can show that
Since the upward propagating radiation condition is equivalent to the Rayleigh expansion by the Floquet Bloch transform (see the proof of Theorem 6.8 in [6] ), we can show that
where u n (α) := (2π) −1 2π 0 u α (x 1 , h)e −inx 1 dx 1 . From (4.2)-(4.4) we obtain that 0 = Im
Here, we denote by k = n 0 + r where n 0 ∈ N 0 and r ∈ [−1/2, 1/2). Then by (4.5) we have u n (α) = 0 for |n| < n 0 , a.e. α ∈ (−1/2, 1/2),
By (4.6) we have
By the same argument in (4.8) we have
It is well known that the Floquet Bloch Transform is an isomorphism between H 1 (R 2 + ) and L 2 (−1/2, 1/2) α ; H 1 ((0, 2π) × R) x (e.g., see Theorem 4 in [7] ). Therefore, we obtain from (4.7)-(4.9)
If we can show that
then the right hands side of (4.10) is finite, which yield Lemma 4.1. Finally, we will show (4.11). By the same argument in section 3 of [6] we have
where the operator K α is defined by (2.12) and f α := −(T per k 2 nqu)(·, α). Since the function k 2 nqu has a compact support, f α 2 H 1 (C h ) is bounded with respect to α. By Assumption 2.1 and the operator K α is compact,
Since the exceptional values are finitely many (see Lemma 2.2), (I − K α ) is also invertible if α is close to ±r. Therefore, there exists δ > 0 such that (I − K α ) is invertible for all α ∈ (−δ + r, δ + r) ∪ (−δ − r, δ − r).
The operator (I − K α ) is of the form
By the definition of K α we have for all v, w ∈ H 1 0,per (C h ),
(4.14)
Since
we have for all α ∈ (−δ + r, δ + r) ∪ (−δ − r, δ − r)
(we retake very small δ > 0 if needed.) This implies that there is a constant number C > 0 which is independent of α such that K α − K ±r ≤ C |α ∓ r|. Therefore, by the property of Neumann series, there is a small δ > 0 such that for all α ∈ (−δ + r, δ + r) ∪ (−δ − r, δ − r) By Cauchy-Schwarz, the boundedness of trace operator, and (4.17) we have
where constant number C > 0 is independent of α. Therefore, we have shown (4.11).
Existence
In previous sections we discussed the uniqueness of Theorem 1. Remark that by Theorem 2.6 we can define such a operator S, and S is a compact operator since the restriction to Q of the solution v is in H 1 (Q). We define the multiplication operator M : L 2 (Q) → L 2 (Q) by M h := k 2 nqh. We will show the following lemma.
Lemma 5.1. I L 2 (Q) + SM is invertible.
Proof of Lemma 5.1. By the definition of operators S and M we have SM g = v Q where v is a radiating solution of (5.1)-(5.2) replacing g by k 2 nqg. If we assume that (I L 2 (Q) + SM )g = 0, then g = −v Q , which implies that v satisfies ∆v + k 2 n(1 + q)v = 0 in R 2 + . By the uniqueness we have v = 0 in R 2 + , which implies that I L 2 (Q) + SM is injective. Since the operator SM is compact, by Fredholm theory we conclude that I L 2 (Q) + SM is invertible.
We define u as the solution of
satisfying the radiation condition and u = 0 on Γ 0 . Since
we have that ∆u + k 5) and u is a radiating solution of (1.8)-(1.9). Therefore, Theorem 1.2 has been shown.
6 Example of Assumption 1.1
In Section 6, we will show the following lemma in order to give one of the example of Assumption 1.1. Since v ∈ H 1 (R 2 + ) the first and second term in the right hand side of (1.6) go to zero as N → ∞. Then, by taking an imaginary part in (6.1) and as N → ∞ we have Im 
