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Synchronization of weakly-coupled non-linear oscillators is a ubiquitous phenomenon that has been observed
across the natural sciences. We study the dynamics of optomechanical arrays—networks of mechanically com-
pliant structures that interact with the radiation pressure force—which are driven to self-oscillation. These
systems offer a convenient platform to study synchronization phenomena and have potential technological ap-
plications. We demonstrate that this system supports the existence of long-lived chimera states, where parts of
the array synchronize whilst others do not. Through a combined numerical and analytical analysis we show that
these chimera states can only emerge in the presence of disorder.
Introduction.—The synchronization of weakly-coupled os-
cillators is a common feature of non-linear dynamics that
arises in various disciplines ranging from engineering to neu-
roscience [1]. The paradigmatic Kuramoto model [2] explains
how an ensemble of phase oscillators can exhibit collective
synchronization induced by identical all-to-all coupling, in
spite of differences in their natural frequencies. Aside from re-
alisations in biological systems [3, 4], synchronization of cou-
pled oscillators finds technological application, e.g., in high-
power laser diode arrays having high efficiency and low diver-
gence [5–8].
Kuramoto [9] discovered that the same type of non-linear
interaction can lead to emergent phenomena for phase os-
cillators upon relaxing from a global identical coupling to
a non-local coupling topology. These arrangements can be
used to implement finite state machines [10], for example.
However, they are also known to fail to synchronize com-
pletely, but rather to support coexistence of coherence and
incoherence—later dubbed chimera states [11]—under spe-
cific conditions that are still being investigated. While the
Kuramoto model is known to be analytically reducible with
the Watanabe–Strogatz ansatz [12], further results on general-
ized Kuramoto models with finite degrees of freedom or in the
continuum limit gave insight into the relevant order parame-
ters and their evolution in time [13–16]. Additional analyses
were conducted showing that chimera states are robust to het-
erogeneities in natural frequencies [17–19], coupling topolo-
gies [20, 21], and noise [22]. Theoretical work [23, 24] also
motivated successful experimental observations of such states
in arrays of coupled chemical oscillators [25], spatial light
modulators [26], and metronomes on swings [27].
The study of the dynamics of micro-mechanical systems
has undergone tremendous growth in recent years under the
guise of optomechanics [28]. The prototypical optomechan-
ical system consists of a single mode of the electromagnetic
radiation field, e.g., within a high-finesse optical cavity [29],
interacting with the motion of a harmonic oscillator by means
of the radiation pressure force [30]. The moving element vari-
ously takes the form of one of the end mirrors of a cavity [31],
a semi-transparent membrane inside a cavity [32], one plate
of a capacitor [33], a micro- or nano-particle [34, 35] in a cav-
ity, or the cavity itself in the case of micro-toroids support-
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FIG. 1. A test-bed for investigating chimera-states: (a) Optomechan-
ical micro-toroids are arranged in two identical arrays. Excitation
of optical modes delocalised over each array causes self-sustained,
synchronized mechanical oscillation at large optical powers. A third
optical mode introduces spring-like coupling between both arrays al-
lowing chimeras to emerge in the compound system. (b) Driving
scheme: Each optical mode is driven coherently with a specific de-
tuning. Further detail is given in the text.
ing whispering gallery modes of the radiation field [29]. The
optomechanical interaction has been used to cool the motion
of the mechanical system down to its ground state [33, 36],
generate quantum entanglement between mechanical oscilla-
tors [37, 38], and produce proof-of-concept isolators and di-
rectional amplifiers for microwave radiation [39–41].
Recent work has started exploring the many-body dynamics
of systems of coupled optomechanical networks, including the
possibility of obtaining stronger coupling at the single-photon
level [42, 43] and their use to study synchronization phenom-
ena [44–48]. Such systems may also find technological use;
synchronized optomechanical arrays, for example, could act
as high-power and low-noise on-chip frequency sources [48].
The experimental observation of synchronization in op-
tomechanical arrays [48] raises the question of its robustness
against disorder in the natural frequencies of the mechanical
oscillators, as well as potential interactions of multiple arrays
on one chip. To explore this question we employ a toy model
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2of two identical arrays of optomechanical oscillators subject
to global mechanical coupling within each, as well as with the
other, array. Our theoretical analysis reveals how this disorder
gives rise to chimera states close to the regions of parameter
space where the arrays synchronize. Our work identifies limi-
tations for the large scale integration of optomechanical arrays
on a chip.
Following the introduction of our model, we describe the
results of exhaustive numerical experiments that allow us to
identify the region of parameter space where chimera states
arise in our model. We then analyse the continuum limit to
obtain analytical results, and conclude by discussing the im-
plications of our results for applications of optomechanical
arrays.
Model.—We consider the collective dynamics of two iden-
tical optomechanical arrays, σ = 1, 2, each of which consists
of N mechanical modes coupled to one global laser-driven op-
tical mode of amplitude ασ, which is described by the equa-
tions of motion [44, 45, 48]
m
(
x¨σi + Γx˙
σ
i +Ω
σ2
i x
σ
i
)
= Fσi,opt(t) + ∑
σ′=1,2
Fσσ
′
i,m , and (1a)
α˙σ =
[
i
(
∆− δωopt
)− κ2 ]ασ + κ2αmax. (1b)
Here xσj , Ω
σ
i , m, and Γ denote the displacement, natural fre-
quency, effective mass, and damping rate of the mechanical
modes; the last two are assumed to be identical to simplify the
analysis but we have verified that our numerical results still
hold for small variations of those. We assume that the arrays
contain identical sets of oscillators, i.e.,Ω1i = Ω
2
i =: Ωi such
that the two arrays are indistinguishable; chimera states are
well-defined only in cases where the oscillator populations are
identical. Each optical mode is characterised by its decay rate
κ and its detuning from the driving laser ∆ = ωlaser − ωopt,
which we assume are independent of σ. The optomechan-
ical interaction shifts the resonance frequency by δωopt =
−∑Gxσj as a result of the mechanical displacements, and
imparts a force Fσi,opt = h¯G|ασ|2 on the mechanical modes.
For blue detuning (∆ > 0) and large-enough optical power,
there exists a Hopf bifurcation leading to synchronised self-
oscillation [30, 44, 48].
The focus of this work is the analysis of additional mechan-
ical coupling between the arrays and its effects on their syn-
chronization. The mechanical coupling Fσσ
′
i,m = ∑j k
σσ′
ij (x
σ′
j −
xσi ) is assumed to be global: k
σσ′
ij = (1− δijδσσ′)µ/N, i.e.,
every pair of oscillators is coupled with strength µ/N. Such
global spring-like coupling was shown theoretically [44] and
realized experimentally for two oscillators [45] with an op-
tomechanical coupling driven with a red detuned laser (∆ <
0). Figure 1 illustrates a schematic illustration of a realiza-
tion of this model, i.e., a system of consisting of two arrays of
micro-toroidal optomechanical systems that allows for optical
modes delocalized [48] over either one array or both arrays.
Driving each array with an optical mode delocalized over it
with blue detuning allows the excitation of the mechanical os-
cillators and self-sustained synchronized oscillation at large
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FIG. 2. (Color online) Schematic two dimensional parameter-space
diagram of the synchronization behavior, plotted as a function of the
standard deviation of the natural frequencies, σ (horizontal axis),
and the maximal number of photons |αmax|2 (vertical). Upon in-
creasing the optical input power Pα ∝ |αmax|2 for distinct behaviors
are observed depending on σ, characterizing the disorder: No self-
sustained oscillation (Region A, black); self-sustained, synchronized
oscillation at one frequency (Region B, green); self-sustained, unsy-
chronised oscillation (Region C, blue); self-sustained, synchronized
oscillation always attained at multiple frequencies (Region D, red).
This plot can be seen as a projection of a three-dimensional param-
eter space, with the third axis corresponding to the mechanical cou-
pling strength. In the hatched region, additional global mechanical
coupling of two arrays leads to chimera states.
powers. Driving another optical mode delocalized over both
arrays with red detuning introduces global spring-like cou-
pling adjustable via the input power and the detuning.
The behavior of this system depends sensitively on the mag-
nitude of the disorder in the frequencies of the mechanical el-
ements, and on the input optical power. An overview of this
behavior is depicted in Fig. 2, which is the main numerical
result of this work. For weak disorder on the scale of a me-
chanical linewidth, we find that below a threshold input power
Pα ∝ |αmax|2 there is no self-sustained oscillation (Region A).
Above this threshold, we find synchronized oscillation of all
mechanical oscillators for arbitrarily small additional mechan-
ical spring-like interaction (Region B). The relative phase be-
tween the two arrays in the absence of the spring-like coupling
is arbitrary and depends on the initial condition. In accordance
with the analytical insight, one finds phase synchronization of
the two arrays upon increasing the mechanical interaction.
For large-enough disorder, increasing the optical input
power above the oscillation threshold leads to unsynchronized
self-sustained oscillation of the arrays (Region C). Increasing
the input power even further (Region D), one finds that both
arrays always synchronize seperately to one of the natural fre-
quencies Ωi in absence of interaction of the two arrays. In-
troducing the mechanical interaction between the two arrays
can drive one of the arrays out of the synchronized state while
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FIG. 3. (Color online) Numerical analysis of the behavior of an op-
tomechanical array consisting of four oscillators and light field each
in the absence of (upper row) and two with large mechanical cou-
pling (lower row). The chosen parameters correspond to the white
diamond in Fig. 2. (a) Time evolution of the mechanical oscillators
(solid orange, magenta, green, blue) and light field (dashed black)
(b) Mechanical power spectral densities. In both cases we find syn-
chronization to one frequency; in the case of no mechanical coupling
it is one of the natural frequencies of the oscillators (indicated by the
vertical lines). In the large coupling case both arrays are synchro-
nized in frequency and phase as can be seen by the evolution of the
second array (thick dashed) plotted on top.
the other one is not affected. Since this coexistence of syn-
chronization in one array and lack of sychronization in the
other depends crucially on the mechanical coupling between
the two arrays, and since the two arrays are identical, we can
label these chimera states. Increasing the mechanical inter-
action between the arrays even further will eventually lead to
in-phase or anti-phase synchronization of the two arrays.
Numerical results with small arrays.—Under realistic cir-
cumstances, state-of-the-art optomechanical arrays consist of
at most a few separate oscillators whose natural frequencies
are spread beyond a linewidth (cf. Fig. S-5 in Ref. [48, SI]). To
address the effect of additional mechanical coupling, we con-
ducted numerical investigations of Eqs. (1) using parameters
from Ref. [48]. We consider two identical arrays, each con-
sisting of four oscillators whose natural frequencies are cen-
tered around Ω¯/2pi = 133 MHz, and which have mechanical
quality factor Ω¯/Γ = 1000 and effective mass meff = 70 pg.
The optical modes interact with each array with a coupling
strength G/2pi = 49 MHz/nm and have a decay rate κ = Ω¯.
They are driven by a blue-detuned laser with ∆ = Ω¯. The
mechanical coupling between the arrays is set to be global; we
explore coupling strengths up to |µmax|/mΩ¯2 = 4.1× 10−3.
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FIG. 4. (Color online) Phase reconstruction of the mechanical mo-
tion (orange, magenta, green, blue) for both arrays (white circle in
Fig. 2). The top (bottom) row refers to the first (second) array. In the
absence of mechanical coupling (left), the two arrays synchronize,
indicated by the same slope of all phases, seperately to different nat-
ural frequencies of the constituents. At intermediate mechanical cou-
pling strengths (middle) the oscillators in the second array are syn-
chronized to one frequency while in the first array the phases diverge.
This is a chimera state, where the first array oscillates incoherently
while the second array is synchronized. When mechanical coupling
dominates (right), the two arrays synchronize to one another.
We next turn to examples that illustrate the preceding dis-
cussion. Figure 3 shows the behavior of the coupled arrays
for zero (top) and dominant (bottom) mechanical coupling for
parameters at the white diamond in Fig. 2. Without mechani-
cal coupling, collective oscillation of each array takes place at
one of the natural frequencies, showing the existence of coher-
ence. Due to the large disorder, the phase difference between
pairs of mechanical oscillators will be non-zero. When the
mechanical coupling dominates, collective oscillation of the
arrays take place at an arbitrary frequency with the two arrays
oscillating in phase, in agreement with the analytical results
presented below.
Figure 4 shows the phase reconstruction of the two arrays
for different mechanical coupling strengths for parameters at
the white circle in Fig. 2. The top (bottom) row represents
the first (second) array, and the columns represent zero (left),
intermediate (middle), and dominant (right) mechanical cou-
pling. For zero mechanical coupling, the two arrays synchro-
nize independently of one another to one of the natural fre-
quencies of their oscillators. For large mechanical coupling,
we again find that both arrays synchronize; this time, how-
ever, they both synchronize to the same frequency. However,
at intermediate coupling strengths, we find that the phases of
the first array diverge while the second array remains syn-
chronized. This indicates that there is a stable coexistence
of synchronization in one array and incoherent oscillation in
the other, mediated by the mechanical coupling of the arrays.
4Continuum limit.—In the regime of self-sustained oscilla-
tions the light field can be adiabatically eliminated and the
radiation pressure force Fσopt(t) is then a periodic function
with fundamental frequency Ω¯. Note that we can neglect
the harmonics of the radiation pressure force and approxi-
mate Fσopt(t) ≈ F0 sin(Ω¯t). By averaging over time and
only considering the slow contributions one finds a gener-
alised Kuramoto-like model for the phase evolution [44, 47]
φ˙σi =−Ωi + Ki sin(−Ω¯t+ φ˜σi − φσi )
+∑
σ′
∑
j∈σ′
ξσσ
′
ij
2
cos(φσ
′
j − φσi )
+ ∑
σ′ ,σ′′
∑
k∈σ′′
j∈σ′
{ ξσσ′′ik ξσσ′ij
4Γ
sin(φσ
′′
k + φ
σ′
j − 2φσi )+
ξσσ
′′
ik ξ
σσ′
kj
4Γ
[
sin(2φσ
′′
k − φσ
′
j − φσi )− sin(φσ
′
j − φσi )
]}
,
where we have defined Ki = F0/(2mΩi A˜i) and ξσσ
′
ij =
kσσ
′
ij A˜j/(mΩi A˜i).
With the aim to obtain analytical insight using the
Kuramoto-like model we follow the analysis of Ref. [15].
Thus, we require that the coupling constants Ki can be con-
sidered the same and ξσσ
′
ij to depend only on the array index
σ′. Performing the continuum limit N → ∞ requires the con-
servation of the number of oscillators for consistency. This
results in continuity equations for the probability densities
f σ(Ω, φ, t) = g(Ω) f˜ σ(φ, t) to find oscillators with natural
frequency Ω to have phase φ at time t:
∂ f σ(Ω, φ, t)
∂t
+
∂
∂φ
[
f σ(Ω, φ, t)vσ(Ω, φ, t)
]
= 0. (2)
Following the method of Ref. [15], we assume (i) a Lorentzian
natural frequency distribution g(Ω) = {pi[(Ω − Ω¯)2 +
ε2]}−1, and (ii) that the f˜ σ(θ, t) are periodic in θ:
f˜ σ(θ, t) =
1
2pi
{
1+
[ ∞
∑
n=1
f˜ σn (t) exp(inθ) + c.c.
]}
, (3)
with the Ott–Antonsen property f˜ σn (t) = [aσ(t)]n. This
family of probability distributions contains the limiting cases
of the uniform distribution for f˜ σn (t) = 0, which signifies
no knowledge about the phases, and δ(θ − Ψ) for f˜ σn (t) =
e−inΨ, signifying perfect synchronization of all phases to Ψ.
Conveniently, f˜ σ(θ, t) converges for all aσ(t) = ρσe−iΨσ ∈
C with ρσ ≤ 1 to
f˜ σ(θ, t) =
1
2pi
(1− ρσ)(1+ ρσ)
(1− ρσ)2 + 4ρσ sin2
[ 1
2 (θ −Ψσ)
] . (4)
In absence of mechanical coupling, µ = 0, the phases Ψσ
decouple. The solution to the dynamics is Ψσ = −Ω¯t +
φ¯σ, and the corresponding stable fixed point is ρσ = − 2εΓ +√
1+ ( 2εΓ )
2 εΓ−−→ 1, i.e., perfect synchronization.
When the mechanical coupling µ is much larger than ε and
Γ, we can describe the dynamics of the system in terms of the
phase difference ∆Ψ := Ψ1 − Ψ2. We find the fixed points
(ρ1, ρ2,∆Ψ) = (1, 1, npi) with n ∈ Z, which describes
two cases—either (i) the two arrays synchronize perfectly, or
(ii) each array synchronizes seperately but in antiphase with
the other array. This result generalizes the findings for two
optomechanical oscillators in Ref. [44], extending its applica-
bility to two arrays of oscillators.
If all terms are relevant, analytical insight can be gained by
assuming that array 1, without loss of generality, is synchro-
nized (ρ1 = 1) and stays synchronized (ρ˙1 = 0). We obtain
ρ2 =
√
1− εΓ(2mΩ¯/µ)2
cos(2∆Ψ)
. (5)
Since cos(2∆Ψ) ≤ 1 for the relevant cases (|∆Ψ|  pi/4
mod pi), we find that
√
1− εΓ(2mΩ¯/µ)2 ≤ ρ2 ≤ 1. Im-
portantly, this means that if there is no disorder (ε = 0) there
can be no chimera states (ρ2 = 1). Chimera states require
disorder to exist in this system. Similarly, when the mechan-
ical coupling dominates the disorder (µ2  4εΓ(mΩ¯)2) the
arrays must synchronize in phase or in antiphase.
Conclusions.—Our investigation shows that highly com-
plex nonlinear classical dynamics emerges in disorder
strongly-driven optomechanical arrays. The fascinating pat-
tern formation leading to the coexistence of coherence and
incoherence in two interacting arrays is found to be enforced
by the competition between two synchronization mechanisms.
Since disorder in the natural frequencies of oscillators in re-
alistic setups is of the order of a few linewidths, the physics
we describe is of technological relevance. Our study further
shows that this complex behavior is readily accessible to ex-
periments.
In closing, we note that optics is not the only mechanism
to couple the two arrays mechanically. Such interactions can
also be introduced by strain coupling if the arrays are con-
nected by a substrate, or sound waves if they are in close prox-
imity to one another. Because of their generality, the effects
we describe must be accounted for in systems with multiple
non-linear oscillators in close proximity. If chimera states are
to be avoided, our results imply a limit to the packing den-
sity of such arrays; if chimera states are to be sought, we have
shown that a certain amount of disorder must be present.
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