We propose a quantum algorithm that emulates the action of an unknown unitary transformation on a given input state, using multiple copies of some unknown sample input states of the unitary and their corresponding output states. The algorithm does not assume any prior information about the unitary to be emulated, or the sample input states. To emulate the action of the unknown unitary, the new input state is coupled to the given sample input-output pairs in a coherent fashion. Remarkably, the runtime of the algorithm is logarithmic in D, the dimension of the Hilbert space, and increases polynomially with d, the dimension of the subspace spanned by the sample input states. Furthermore, the sample complexity of the algorithm, i.e. the total number of copies of the sample input-output pairs needed to run the algorithm, is independent of D, and polynomial in d. In contrast, the runtime and the sample complexity of incoherent methods, i.e. methods that use tomography, are both linear in D. The algorithm is blind, in the sense that at the end it does not learn anything about the given samples, or the emulated unitary. This algorithm can be used as a subroutine in other algorithms, such as quantum phase estimation.
I. INTRODUCTION
A universal quantum simulator is a machine that can be programmed to mimic the dynamics of other quantum systems [1] . The time evolution of the simulator obeys the same equations of motion as the evolution of the simulated system. A universal quantum emulator, on the other hand, is a machine that mimics the inputoutput relation of another system, by looking to the output of that system on some sample input states. Unlike a simulator, an emulator does not need to obey the same dynamical equations as of the emulated system.
In this Letter we introduce a quantum algorithm that emulates the action of an unknown unitary transformation on new given input states. The algorithm couples the new input state to multiple copies of some unknown sample input-output pairs, that is copies of some input states of the unitary as well as copies of the corresponding output states. We do not assume any prior information about the unitary to be emulated, or the given sample input states. The algorithm emulates the action of the unitary on any given state in the subspace spanned by the previously given input states, which could be much smaller than the system Hilbert space. Indeed, we are interested in the cases where d, the dimension of this subspace is constant or, at most, polylogarithmic in D, the dimension of the system Hilbert space.
Obviously, having multiple copies of sample inputoutput pairs we can perform measurements on them, and using state tomography find an approximate classical description of these states in a standard basis. This, in turn, yields the classical description of the unknown unitary transformation, which then can be used to simulate its action on the new given states. This approach, however, is highly inefficient and impractical: First of all, state tomography in a large Hilbert space is a hard task and requires lots of copies of the sample states. Second, even if we find an approximate classical description of the unitary transformation, or if we are given its exact description, in general we cannot implement this transformation on a new given state efficiently.
More precisely, the approaches based on tomography run in time Ω(D) and need Ω(D) copies of state, where D is the dimension of the system Hilbert space. In contrast, the runtime of the algorithm proposed in this work is O(log D) and polynomial in d, and its sample complexity, i.e. the total number of copies of the sample input-output pairs that are needed to run the algorithm, is independent of D and polynomial in d. Therefore, our algorithm is not only exponentially faster than the approaches based on tomography, its sample complexity is also dramatically lower.
It is interesting to compare this result with the scenario studied in [2] , where one wants to learn an unknown unitary U by applying it for a finite number of times to some quantum states, so that later, when we do not have access to U , we can reproduce its effect on a new input state. It turns out that the strategy that maximizes the average fidelity, where the average is taken over all states in the Hilbert space, is an incoherent measure-and-rotate strategy, i.e. a method that uses tomography [2] . In contrast to this result, our work shows that under the practical assumption that the action of the unitary should be emulated in a low-dimensional subspace, and not the entire Hilbert space, the coherent methods are much more powerful than the incoherent ones.
This algorithm is blind, in the sense that at the end it does not learn anything about the given samples, or the emulated unitary. Although the algorithm uses a randomized technique, it always generates an output with high fidelity with the desired output state. Therefore, it can be used as a subroutine in larger algorithms, such arXiv:1606.02734v1 [quant-ph] 8 Jun 2016 2 as quantum phase estimation. Another possible application of this algorithm is to use it to cancel the effect of an unknown unitary channel, without doing process tomography and finding the description of the unitary. Furthermore, the algorithm could be useful in the cases where we can prepare the input and the corresponding outputs of a unitary transformation efficiently, but we do not know how to implement the unitary itself.
II. PRELIMINARIES
We first present the algorithm for the special case of pure sample states, and later explain how it can be generalized to the case of mixed states as well.
Let S in = {|φ : k = 1, · · · , K} respectively, and d be the dimension of these subspaces. We assume the set of input samples S in contains sufficient number of different states to uniquely determine the action of U on the subspace H in (up to a global phase). It can be easily shown that having the classical description of the input and output states in S in and S out we can uniquely determine the action of U on any input state |ψ ∈ H in (up to a global phase), if and only if the matrix algebra generated by S in , that is the set of polynomials in the elements of S in , is the full matrix algebra on H in , i.e. contains all operators with supports contained in H in 1 . Therefore, in the following we naturally assume this assumption is satisfied. Furthermore, we assume K the number of different sample input states in S in is poly(d).
To implement the algorithm, we need multiple copies of each sample state in S in and S out . Interestingly, at the end of the algorithm most of these states remain almost unaffected. Indeed, the main use of the given copies of sample states is to simulate controlled-reflections about these states.
Let R in (k) = e be the reflections about the input and output states |φ in k 1 If we know how unitary U transforms elements of S in , then we also know how it transforms any operator in the matrix algebra generated by the elements of S in . Therefore, if S in generates the full matrix algebra on H in , then we know how U transforms any density operator with support contained in H in . On the other hand, if S in does not generate the full matrix algebra on H in , then its commutant contains unitaries that are block-diagonal with respect to H in , and act non-trivially on this subspace. For any such unitary V , unitaries U and U V act exactly in the same way on all the input states in the set S in . Therefore, just having the classical description of states in S in and Sout, we cannot distinguish unitaries U V and U , for any unitary V in the commutant of S in , even though they act differently on states in H in . This proves the claim.
and |φ out k , respectively. In the proposed algorithm we need to implement the controlled-reflections R in a (k) and R out a (k), defined as
where a is the label for the control qubit, and I is the identity operator on the main system. Note that we have suppressed the superscripts in and out in both sides. Using the given copies of the sample states, we can efficiently simulate these controlled-reflections via the density matrix exponentiation technique of [3] . Based on this technique, in the Supplementary Material we present a new simple quantum circuit that uses n copies of an unknown state σ to simulate the unitary e −itσ , or its controlled version |0 0|⊗I+|1 1|⊗e −itσ , for any real t, with error = O((t 2 +1)/n), and in time O(n log(n)×log(D)), where D is the dimension of the Hilbert space (See Appendix C). This circuit only uses single qubit gates and controlled-Fredkin gates, i.e. the controlled-controlled-SWAP gates [4] . In the simplest case where the system is a qubit (D = 2), this circuit is basically simulating the Heisenberg interaction between the system and each given copy of state σ.
Therefore, in the following, where we present the algorithm, we assume all the controlled-reflections {R a (k) : 1 ≤ k ≤ K} can be efficiently implemented.
To simplify the presentation, we use the notation
, where again we have suppressed in and out superscripts in both sides. Here H a denotes the Hadamard gate H acting on qubit a, where H|0 = |+ and H|1 = |− , and |± = (|0 ± |1 )/ √ 2. The algorithm also uses a SWAP gate defined by SWAP|ν |µ = |µ |ν , for any pair of states |µ and |ν .
III. THE ALGORITHM (SPECIAL CASE)
In this section we present and analyze the algorithm for the universal quantum emulator, in the special case where all the sample input-output pairs are pure states. Later, we present several generalizations of this algorithm, including to the case where the given samples contain mixed states. Fig.(1) exhibits the quantum circuit that emulates the action of an unknown unitary transformation U on any given state |ψ in the input subspace H in . For a general input state, which is not restricted to this subspace, this circuit first projects the state to this subspace, and if successful, then applies the unitary U to it.
In this algorithm (k 1 , · · · , k T ) are T integers chosen uniformly at random from integers 1, · · · , K, where T is a constant that determines the precision of emulation, and we choose it to be polynomial in d, and independent of D. Furthermore, state |φ ) is one of the sample input states (and its corresponding output) which is chosen randomly at the beginning of the algorithm, and is fixed during the algorithm. In steps (i) and (iv) of the algorithm we implement, respectively, the unitaries W in ai (k i ) and W out ai † (k i ) on the system and qubit a i , for i = 1, · · · , T . As we explained before, all the conditional reflections R in a (k) and R out a (k) can be efficiently simulated using the given copies of states |φ in k and |φ out k . In step (ii) of the algorithm we perform a qubit measurement in the computational basis {|0 , |1 }. Then, after the measurement with probability 1 − ψ|Π in |ψ we get outcome b = 1, in which case we project the system to a state close to (I − Π in )|ψ / 1 − ψ|Π in |ψ , where Π in is the projector to the subspace H in . On the other hand, with probability ψ|Π in |ψ we get the outcome b = 0, in which case the final state of circuit is close to U Π in |ψ / ψ|Π in |ψ . In this case the algorithm consumes a copy of state |φ out 1
, and returns a copy of state |φ in 1 . Note that, although the algorithm uses random integers (k 1 , · · · , k T ), for sufficiently large T it always transforms the input state |ψ ∈ H in to a state with high fidelity with the desired output state U |ψ .
A. How it works
To simplify the following discussion, we first assume the initial state |ψ is in the input subspace H in , and then we consider the general case.
To understand step (i) of the algorithm, we first focus on the reduced state of the system. From this point of view, during step (i) we are trying to erase the state of system and push it into |φ in 1 , a state which is chosen randomly from the sample input set S in . This erasing is done by repetitive measuring and conditional mixing.
Consider the first round of step (i), where we have randomly chosen integer k 1 in 1, · · · , K, and apply the unitary
(1) to the system and qubit a 1 initially prepared in state |− . The effect of this transformation on the reduced state of system can be interpreted in the following way: we perform a measurement in {P = |φ in 1 φ in 1 |, P ⊥ = I − P } basis, and if the system is found in state |φ in 1 , we leave it unchanged; otherwise, we apply the random reflection R in (k 1 ) to it. Tracing over qubit a 1 , and averaging over the values of k 1 , we find that the overall effect of this transformation on the reduced state of system can be described by the quantum channel W(ρ) = P ρP + D(P ⊥ ρP ⊥ ), where
In step (i) we repeat the above procedure for T times with T different ancillary qubits and random integers. Using the facts that (1) ancillary qubits are initially uncorrelated with each other, and (2) different random integers k 1 , · · · , k T are statistically independent of each other, we find that at the end of step (i) the average reduced state of system is described by state W T (|ψ ψ|). Next, recall the assumption that the input set S in generates the full matrix algebra in H in , an assumption which is crucial for being able to uniquely determine the action of U on H in . Interestingly, this assumption now translates to the fact that channels D But quantum information is conserved during a unitary evolution. This means that all the information about state |ψ should now be encoded in the ancillary qubits a = a 1 · · · a T . Furthermore, since we start with a global pure state, and since at the end of step (i) the reduced state of system is close to a pure state, we find that the joint reduced state of ancillary qubits a should also be close to a pure state, denoted by |Ψ(k) a . Note that in addition to state |ψ , state |Ψ(k) a also depends on the sample set S in , and the random integers k ≡ (k 1 , · · · , k T ). We conclude that at the end of step (i) with high probability the system and ancillary qubits a are in the product state
Next, in step (ii) we basically perform a measurement on the system in {P = |φ
At this point we know that for any initial state |ψ ∈ H in with probability almost one the system should be in state |φ in 1 , in which case the measurement projects the ancillary qubit to state |0 . On the other hand, if we project the qubit to state |1 it means the erasing has not been successful. Finally, assuming |ψ ∈ H in , we find that applying steps (iii) and (iv) maps the system to state U |ψ . This can be seen by multiplying both sides of Eq.(3.2) in unitary U , and using the facts that U |φ , and of its Kraus operators, i.e. the commutants of the reflections
, · · · K} generates the full matrix algebra on H in , it turns out that the only fixed points of D with support contained in H in are multiples of the identity operator on this subspace. In the case of W, definition W(τ ) = P τ P + D(P ⊥ τ P ⊥ ) implies that any fixed point τ of this channel satisfies P ⊥ D(P ⊥ τ P ⊥ )P ⊥ = P ⊥ τ P ⊥ . Since D is trace-preserving, this can hold if and only if P ⊥ τ P ⊥ = 0, or P ⊥ τ P ⊥ is a fixed point of D. The fact that the only fixed points of D with support contained in H in are the multiples of the identity operator on H in , implies that the latter case is impossible. We conclude that the unique fixed point state of W with supports contained in H in is |φ in
(3.3) Eq.(3.3) means that, after step (ii) by preparing the system in the output sample state |φ out 1 , which is given to us, and running all the operations in step (i) backward, with unitaries R in a (k) replaced by R out a (k), we get state U |ψ at the end.
Using the fact that all unitaries W a (k) = R a (k)H a R a (1) act trivially on the subspace orthogonal to H in , it can be easily seen that for a general input |ψ , which is not contained in H in , the algorithm first performs a projective measurement that projects the input state to the subspace H in , or the orthogonal subspace. Then, if the system is found to be in H in , which corresponds to outcome b = 0 in the measurement in step (ii), it applies the unitary U to the component of state in this subspace.
In the Supplementary Material we prove the following quantitative version of the above argument: Suppose we implement the quantum circuit presented in Fig. 1 , using perfect controlled-reflections R a (k). Let E U be the quantum channel that describes the overall effect of the circuit on the system, in the case where we do not postselect based on the outcome of measurement in step (ii), which means we do not care if erasing has been successful or not. Then, for an arbitrary input state ρ, the (Uhlmann) fidelity [5, 6] of E U (ρ) and the desired state U ρU † satisfies
where p erase (ρ) is the probability that we have successfully erased the state of system (and pushed it into state |φ in 1 ), which corresponds to outcome 0 in the measurement (See Appendix A). On the other hand, if we postselect to the cases where the erasing has been successful, then for pure input state ρ, the fidelity between the output of the algorithm and the desired state U ρU † is lower bounded by p erase (ρ).
Interestingly, as we show in the Supplementary Material, Eq.(3.4) holds in a much more general setting: suppose we run the above algorithm with any other choice of unitaries W in a (λ) and W out a (λ) = (U ⊗I a )W in a (λ)(U † ⊗I a ) that couple the system to a qubit a, where λ is a random parameter chosen according to a probability distribution p(λ). Then, Eq.(3.4) still holds for the channel
In the Supplementary Material we use this generalization to extend the algorithm to the case where the samples contain mixed states.
Eq.(3.4) best captures the working principle behind this algorithm, which can be called emulating via coherent erasing. Note that using this equation we can determine for which input states, the emulation works well: if we have the required resources to coherently erase state ρ and bring the system to a pure state which we know how transforms under unitary U , then we can emulate the action of unitary U on ρ.
B. Coordinates of the input state relative to the samples
As we saw before, at the end of step (i) all the information about the input state |ψ is encoded in the ancillary qubits. Finding the explicit form of this encoded version of state clarifies an interesting interpretation of this algorithm: step (i) of the algorithm finds the coordinates of the input state |ψ relative to the frame defined by the input samples |φ
. Then, step (iv) reconstructs the state with exactly the same coordinates relative to the frame defined by the output samples |φ
⊗t ⊗ |0 ⊗(T −t) be the state of qubits a 1 · · · a T , in which a t+1 · · · a T are all in state |0 , and the rest of qubits are in state |1 . Then, at the end of step (i) the joint state of the system and a = a 1 · · · a T is given by
where the (unnormalized) vectors |ψ(t, k) are defined via the recursive relation 6) and |ψ(0, k) = |ψ 3 . The argument in the previous section implies that for initial state |ψ ∈ H in , the typical norm of |ψ(t, k) is exponentially small in t, and hence for sufficiently large T the last term in Eq.(3.5) is negligible. It follows that this expansion indeed describes a general recursive method for specifying any vector |ψ ∈ H in in terms of the scalars { φ in 1 |ψ(t, k) : t = 0, · · · , T − 1}. These scalars only depend on the relation between |ψ and states |φ in k1 , · · · , |φ in k T , i.e. applying the same unitary transformation on |ψ and these states leaves them invariant. We can interpret these scalars as the coordinates of vector |ψ relative to the frame defined by states |φ
. Then, in this language, the step (i) of the algorithm is a circuit for finding the coordinates of the given state |ψ relative to the input frame |φ
. Note that because of the no-cloning theorem [7] , in order to find the coordinates of a quantum state in a reversible fashion and encode it in the ancillary qubits, we need to erase the state of system. Therefore, the step (i) of this algorithm provides an efficient reversible method for finding the coordinates of a given state with respect to a general frame, using multiple copies of states corresponding to that frame 4 . This method can be useful for other applications, where instead of implementing operations on the system directly, we first find the coordinates of state of system with respect to other quantum states, implement an operation on the coordinates, and then transform the state back to the physical space.
C. Runtime and error analysis
It follows from Eq.(3.4) that if we run the circuit in Fig. (1) with ideal controlled-reflections, then for any initial state |ψ ∈ H in , the trace distance between the output of the circuit and the desired state U |ψ is less than or equal to , provided that we choose
where λ D is the eigenvalue of channel D with the second largest magnitude (See Appendix B). Therefore, as one expects from the discussion in the previous section, the runtime is mainly determined by the the mixing time of the random unitary channel D, or equivalently, its spec-
It turns out that in the actual algorithm for the universal quantum emulator, where we need to simulate the controlled-reflections using the given copies of sample states, the dominant source of error is due to the imperfections in these simulations. In the Supplementary Material we show that for initial state |ψ ∈ H in , the transformation |ψ → U |ψ can be implemented with error > 0 in the trace distance, using
total copies of sample states, and in time t tot =Õ(N tot × log D), whereÕ suppresses more slowly-growing terms (See Appendix B 2). Note that the only place where D, the dimension of Hilbert space, shows up in the analysis is in the simulation of the controlled-reflections.
D. Optimality
In contrast with the approaches based on tomography, whose runtime and sample complexity both scales (at least) linearly with D, the runtime t tot of the above algorithm is only logarithmic in D, whilst its sample complexity N tot is independent of D.
In general, the lowest achievable runtime is lower bounded by Ω(log γ D), where γ is a constant of order one depending on the circuit architecture. This is because, in general, the state of each qubit in the desired output state U |ψ depends non-trivially on the state of all other qubits in state |ψ , as well as the state of all qubits in the sample states. This means that the runtime of the algorithm is bounded by the minimum time required for information about one qubit in the system to propagate to all other qubits. Since the quantum circuit is formed from local unitary gates each acting on few qubits, this time grows with log D, the number of qubits. For instance, in the case where qubits are all on a line and interact only with their nearest neighbors, this time is of the order log D.
Furthermore, it can be easily seen that the lowest achievable runtime scales, at least, linearly with d, the dimension of the input subspace. Indeed, just to check if the given state is inside the input subspace spanned by the sample states, one needs to interact with at least d different sample states, which requires time of order d. We conclude that the runtime of the proposed algorithm cannot be improved drastically.
IV. GENERALIZATIONS
As we explained at the end of Sec.(III A), the proposed algorithm for the universal quantum emulator works based on a simple and general principle, namely emulating via coherent erasing. Hence, it turns out that the algorithm can be generalized in several different ways. Some of the possible generalizations are presented in the Supplementary Material (See Appendix D). In particular, 1) We show that the algorithm can be generalized to the case where the sample input-output sets contain mixed states. More precisely, as long as the sample input set, and hence the sample output set, contains (at least) one state close to a pure state, we can still coherently erase the sate of system and push it into this pure state. Then, we can emulate the action of the unknown unitary, using the same approach we used in the original algorithm. The main difference with the original version of algorithm is that, instead of the controlled-reflections, in the case of mixed states we need to implement controlled-translations with respect to the sample states, i.e. the unitaries |0 0| ⊗ I + |1 1| ⊗ e −itσ k , for a random value of t and a sample state σ k .
2) We present a more efficient algorithm which works under certain extra assumptions about the sample input states. Namely, this algorithm assumes the input samples are states in an (unknown) orthonormal basis for the input subspace, plus one or more states in the conjugate basis. The working principle behind this algorithm is again emulating via coherent erasing. In this algorithm the state of system is erased via a coherent measurement in the orthonormal basis followed by another coherent measurement in the conjugate basis.
3) We show the algorithm can be generalized to emulate the controlled version of unitary U , i.e. to implement the unitary |0 0| ⊗ I + |1 1| ⊗ U . This generalization is crucial for some applications such as quantum phase estimation. 4) We show that if the sample input states can only approximately be transformed to the sample output states via a unitary transformation, with an error bounded by δ, then the proposed algorithm emulates this unitary with error poly(d) × δ.
A. Emulating Projective Measurements
We can use the algorithm presented in this paper to emulate projective measurements, using copies of sample states where each sample comes with a (classical) label that specifies the outcome of the measurement for this state.
Suppose in the algorithm presented in Fig.(1) we use the same set of states as both the input and the output samples. In this case, the algorithm basically performs the two-outcome projective measurement that projects the given state to the subspace spanned by the sample states, or its complement. Then, any arbitrary projective measurement can be implemented as a sequence of these two-outcome projective measurements.
This approach, however, only works if the set of sample states in each subspace generates the full matrix algebra in that subspace. But, in general, to specify a projective measurement we only need to specify the subspaces that correspond to different outcomes, and therefore this extra assumption is unjustified in this context. In the Supplementary Material we present a different efficient algorithm for emulating projective measurements, which does not require this extra assumption. This algorithm also uses random controlled-reflections about the given sample states.
V. DISCUSSION
We presented an efficient algorithm for emulating unitary transformations and projective measurements. The algorithm uses a novel randomized technique, and works based on a simple principle, which can be called emulating via coherent erasing.
The important problem of efficient emulation of general quantum channels is left open. It is interesting to see if there are some physically relevant assumptions under which one can efficiently emulate quantum channels.
This could have applications, e.g. in the context of quantum error correction.
Another open question is that whether there exists an efficient method for emulating unitary transformations in the general case where all the given sample states are mixed. In the approach taken in this work it seems crucial that (at least) one of the sample states should be close to a pure state. Of course, one can use the given copies of a mixed state to purify the state, e.g. using the method used in [13] . But these methods seem to have large sample complexity. In this section we present a generalized version of the algorithm discussed in the paper. We also prove Eq.(3.4) for this generalized algorithm.
Preliminaries
Let W in a (λ) be an arbitrary unitary acting on the system and qubit a, where the parameter λ is an element of a set Λ. Let
Consider states |φ in , and
in | be reflection about state |φ in , and
be the controlled-reflection about state |φ in , acting on the system and qubit c.
The generalized algorithm
Here we list the steps of the algorithm. The quantum circuit for this algorithm is presented in Fig.(2) .
(i) Let λ 1 , · · · , λ T be T random elements of set Λ, chosen independently according to the distribution p(λ). Consider T ancillary qubits labeled by a 1 , · · · , a T , all initialized in the state |− . Apply the unitary W in a1 (λ 1 ) on the system and the ancillary qubit a 1 , unitary W in a2 (λ 2 ) on the system and a 2 , and so on, until the last unitary W in a T (λ T ), which is applied to the system and a T .
(ii) Apply the controlled-reflection R c (φ in ) on the system and qubit c, initially prepared in state |− . Then, apply a Hadamard gate to the qubit c and measure it in the computational basis.
(iii) Swap a copy of state |φ out with the state of system, i.e. prepare the system in state |φ out .
(iv) Recall λ 1 , · · · , λ T chosen in step (i) and apply the sequence of unitaries W
on the system and the T ancillary qubits a T · · · a 1 , in the following order: First apply W out a T † (λ T ) to the system and qubit a T , then
to the system and a T −1 , and so on, until the last unitary W out a1 † (λ 1 ) which is applied on the system and qubit a 1 .
Fidelity of emulation (Proof of Eq.(3.4))
Recall the definition of (Uhlmann) Fidelity, between two density operator σ 1 and σ 2 ,
where · 1 is l 1 norm, defined as the sum of the singular values of the operator [5, 6] . In the following we prove Theorem 1 Let E U be the quantum channel that describes the overall effect of of the algorithm presented in Fig.(2) on the state of system, in the case where we do not postselect based on the outcome of measurement in step (ii) (In other words, we do not care if erasing has been successful or not). Then for any input state ρ the Uhlmann fidelity of E U (ρ) and the desired state U ρU † satisfies
where p erase (ρ) is the probability that we have successfully erased the state of system (Corresponding to outcome 0 in the measurement in step(ii)), and
a T state | i remains almost unchanged, i.e. their joint state has fidelity larger than or equal to (n 1)/(n + 1), with their initial state | i ⌦n . Therefore, in section III, where we present the algorithm, we assume all the controlled reflections {R a (k) : 1  k  K} can be implemented e ciently.
To simplify the presentation, we introduce a notation for a combination of these unitaries which is used repeatedly in the following algorithm. For any integer k in 1 · · · K, let W a (k) be the following combination of reflections which act on the system and a control qubit a,
Note that we have suppressed the superscripts in and out in both sides of this equation. Here H a is the Hadamard gate acting on qubit a, and is defined by H|0i = |+i and H|1i = | i, where |±i = (|0i ± |1i)/ p 2. Furthermore, the unitary R algorithm only uses the controlled reflections R a (k), the Hadamard gate and a swap gate.
III. THE ALGORITHM
This algorithm first projects the given unknown state | i to the subspace H in , and if successful, then applies the unitary U to it.
(i) Let k 1 , · · · , k T be T independent random integers chosen uniformly from the integers 1 · · · K, where T is a constant of order poly(d). Consider T ancillary qubits labeled by a 1 , · · · , a T , all initialized in the state | i. Apply the unitary W in a1 (k 1 ) on the system and the ancillary qubit a 1 , unitary W in a2 (k 2 ) on the system and a 2 , and so on, until the last unitary W in aT (k T ), which is applied to the system and a T .
(ii) Apply the controlled-reflection R c (1) on the system and qubit c, initially prepared in state | i. Then, measure qubit c in |±i = (|0i ± |1i)/ p 2 basis and continue the algorithm if the outcome is |+i. Otherwise, terminate the algorithm and return: "out of the input subspace".
(
on the system cillary qubits a T · · · a 1 , in the following ply W out aT † (k T ) to the system and qubit
to the system and a T 1 , the last unitary W out a1 † (k 1 ) which is appli and qubit a 1 .
IV. HOW IT WORKS
To simplify the following discussion, the initial state | i is in the subspace H study the general case.
To explain the step (i) of the algorithm the evolution of the ancillary qubits a 1 · on the reduced state of the system itself of view of the reduced state of system, we are simply trying to erase the state o push it into state | in 1 i, a state which is c from the input set and is fixed during the erasing is done via repetitive measuring mixing.
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Next time we repeat the above procedure ancillary qubit, i.e. a 2 . Note that this a uncorrelated with the previous ancillary thermore, di↵erent random k's in the str also independent of each other. It foll fect of the next round on the reduced s again described by the quantum chann clude that, at the end of step (i) the system is described by
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III. THE ALGORITHM
) which is applied on the system and qubit a 1 .
IV. HOW IT WORKS?
To simplify the following discussion, we first assume the initial state | i is in the subspace H in , and then we study the general case.
To explain the step (i) of the algorithm, we first ignore the evolution of the ancillary qubits a 1 · · · a T , and focus on the reduced state of the system itself. From the point of view of the reduced state of system, during step (i) we are simply trying to erase the state of the system and push it into state | in 1 i, a state which is chosen randomly from the input set and is fixed during the algorithm. The erasing is done via repetitive measuring and conditional mixing.
Consider the first round of step (i), where we have randomly chosen integer k 1 in 1 · · · K, and apply W a1 (k 1 ) = R a1 (k 1 )H a1 R a1 (1) to the system and qubit a 1 initially prepared in state | i. We can interpert this operation in the following way: first we perform a measurement
|} basis, and if the system is found to be in state | in 1 i, we leave it unchanged. Otherwise, if the system is in the orthogonal subspace, we apply the random reflection R in (k 1 ) to the system. Tracing over ancillary qubit a 1 , and using the fact that k 1 is chosen uniformly at random from integers 1 · · · K, we find that the e↵ect of applying unitary W in a1 (k 1 ) = R a1 (k 1 )H a1 R a1 (1) on the reduced state of system can be described by the quantum channel
Next time we repeat the above procedure with a di↵erent ancillary qubit, i.e. a 2 . Note that this ancillary qubit is uncorrelated with the previous ancillary qubit a 1 . Furthermore, di↵erent random k's in the string k 1 · · · k T are also independent of each other. It follows that the effect of the next round on the reduced state of system is again described by the quantum channel W. We conclude that, at the end of step (i) the reduced state of system is described by W T (| ih |). Note that channels D and W never map an initial state inside H in out of this
peatedly in the following algorithm. For any integer k in 1 · · · K, let W a (k) be the following combination of reflections which act on the system and a control qubit a,
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Consider the first round of step (i), where we have randomly chosen integer k 1 in 1 · · · K, and apply W a1 (k 1 ) = R a1 (k 1 )H a1 R a1 (1) to the system and qubit a 1 initially prepared in state | i. We can interpert this operation in the following way: first we perform a measurement in {P = | |} basis, and if the system is found to be in state | in 1 i, we leave it unchanged. Otherwise, if the system is in the orthogonal subspace, we apply the random reflection R in (k 1 ) to the system. Tracing over ancillary qubit a 1 , and using the fact that k 1 is chosen uniformly at random from integers 1 · · · K, we find that the e↵ect of applying unitary W in a1 (k 1 ) = R a1 (k 1 )H a1 R a1 (1) on the reduced state of system can be described by the quantum channel
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be the controlled-reflection with respect to | in i acting on the system and qubit c. Theorem 1 Let E U be the quantum channel that describes the overall effect of of the algorithm presented in Fig.(2) on the state of system, in the case where we do not postselect based on the outcome of measurement in step (ii) (In other words, we do not care if erasing has been successful or not). Then for any input state ⇢ the Uhlmann fidelity of E U (⇢) and the desired state U ⇢U † satisfies
where p 0 is the probability of outcome 0 in the measurement in step(ii), i.e. the probability that we have successfully erased the state of system, and
On the other hand, if we postselect to the case where the erasing has been successful, the above lower bound improves to p p 0 , i.e.
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The generalized quantum circuit for emulating unitary U . .
On the other hand, if we postselect to the cases where the erasing has been successful, then for pure input state ρ the fidelity of the output stateρ post with the desired state U ρU † is lower bounded by
Proof. We prove the theorem for the case of initial pure state ρ = |ψ ψ|. The result for general mixed states follows from the joint concavity of Uhlmann fidelity. Let |Θ(λ) be the joint state of the system and the ancillary qubits a 1 · · · a T at the end of step (i), for a particular choice of random parameters λ = (λ 1 , · · · , λ T ). This state is given by
Then, if we ignore the outcome of the measurement in step (ii), at the end of step (iii) the joint state of system and ancillary qubits a 1 · · · a T , for this particular choice of random parameters λ is given by
where the partial trace is over the main system Hilbert space. Therefore, at the end of the algorithm the average joint state of the system and qubits a 1 · · · a T is given by
where we have averaged over iid random parameters (λ 1 , · · · , λ T ), where each λ i ∈ Λ happens with probability p(λ i ).
Next, we look at
that is the squared of the fidelity of the global output state σ fin with state U |ψ |− ⊗T . Using Eq.(A9) together with the facts that U |φ in = |φ out , and (
, and definition of |Θ(λ) in Eq.(A7), we find that
Next, we note that
where P = |φ in φ in |, P ⊥ = I S − P , and I S and I a are, respectively, the identity operators on the system and the ancillary qubits a 1 · · · a T . Using the fact that Tr S (P ⊥ |Θ(λ) Θ(λ)|P ⊥ ) is a positive operator, we find
where I a is the identity operator on the qubits a 1 · · · a T . Then, using the fact that for any distribution, the variance of a random variable is non-negative, we find that
where p erase (|ψ ψ|) is the probability that at the end of step (i) the reduced state of system is in state |φ in . Finally, we note that the final state of system is obtained from state σ fin , by tracing over the ancillary qubits, i.e. E U (|ψ ψ|) = Tr a (σ glob ) . Then, using the monotonicity of Uhlmann fidelity under partial trace we find
Using the joint concavity of Uhlmann fidelity this proves the bound for arbitrary initial state ρ. Next, using the definition
and the partial trace is over qubit a. Therefore, we conclude that for any initial state ρ it holds that F(
In the above argument, we assumed we ignore the outcome of measurement in step (ii), which means that we do not care if the erasing has been successful or not. Now suppose we postselect to the cases where the erasing has been successful. In this case after the measurement the joint state of the system and ancillary qubits a 1 · · · a T is given by
where the factor 1/p erase (|ψ ψ|) is due to the postselection. Then, using an argument similar to the one we used before, we can show that the the squared of the fidelity of the final joint state of the system and qubits a 1 · · · a T at the end of the algorithm, with state U |ψ ⊗ |− ⊗T is given by Then, using Eq.(A13), we find
This means that if we postselect to the cases where erasing has been successful, then
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Appendix B: Runtime and error analysis
In this section we first study the runtime and the error in the output of the algorithm, assuming we run the quantum circuit in Fig. 1 with ideal controlled-reflections R a (k). Then, we consider the runtime and error in the actual algorithm, where we use the given copies of sample states to simulate the controlled-reflections.
Algorithm with perfect controlled-reflections
Let E U be the quantum channel that describes the overall effect of the circuit in Fig.(1) on the system, in the case where we ignore the outcome of measurement in step (ii), and where we use ideal controlled-reflections in the circuit. Let · 1 be the l 1 -norm, defined as the sum of the singular values of the operator. Then, Theorem 2 Suppose in the quantum circuit presented in Fig.(1) we choose
where λ D is the eigenvalue of channel
k | which has the second largest magnitude. Then, for any input ρ whose support is restricted to the input subspace H in , the output of the circuit satisfies
Proof. We start with Eq.(3.4) proven in Appendix A,
, it can be easily seen that for any state σ whose support is restricted to H in , it holds that
Furthermore, using the fact that under channels W and D any state ρ whose support is restricted to H in is mapped to a state with support restricted to this subspace, we find that
This implies
where to get the third line we have used the fact that the support of W T (ρ) is contained in H in , and to get the last line we have used Eq.(B3).
It turns out that quantum operations D and P 
where to get the first line we use the fact that for any X, P in P in (X) = P in (X), and to get the third line we use the fact that λ T ⊥ is the largest eigenvalue of P
Putting this into Eq.(B5) we find that
Next, we use this bound together with the Fuchs-van de Graaf inequality, to bound the trace distance of E U (ρ) and U ρU † . We find
This means that to achieve error id in trace distance, it is sufficient to have
In the following we prove
This together with the fact that log(1 + x) ≤ x for x > −1, implies
Therefore, using Eq.(B14), we conclude that if we choose T such that
Bound on the maximum eigenvalue of P
To complete the proof, in the following we prove Eq.(B15), which is a bound on λ ⊥ , the largest eigenvalue of P 
14
Note that the Hermiticity of D implies that its eigenvectors form an orthonormal basis, and so
Then, using the fact that the operator Π in / √ d is the only (normalized) eigenvector of D with eigenvalue 1, we find
where λ D is the second largest eigenvalue of D (in magnitude). This implies
Then, using the Cauchy-Shwarz inequality we find
where we have used the fact that Tr(P
This completes the proof of Eq.(B15) and theorem 2.
Total error in the actual algorithm with simulated controlled-reflections
As we showed in the previous section, in the idealized case where we are given perfect controlled-reflections by choosing
we can implement the transformation |ψ → U |ψ on any initial state |ψ ∈ H in with error less than or equal to id in trace distance. But, in the main algorithm we need to simulate the controlled-reflections using the given copies of the sample states.
In the Appendix C we show that using n copies of state |φ we can implement the unitary e iπ|φ φ| , or its controlled version, |0 0|⊗I +|1 1|⊗e iπ|φ φ| , with error O(1/n) in trace distance, and in time O(log D×n log n) =Õ(log D×n), whereÕ suppresses more slowly-growing terms. In other words, to achieve the error of order ref in simulating each controlled-reflection we need time of orderÕ( Given that the circuit requires 4T + 1 controlled-reflection, it follows that we can implement the transformation |ψ → U |ψ , with the total error less than or equal to
in the total time
and using the total number of input-output sample pairs
Choosing id and ref such that T (d, id ) × ref = id = , we find that the transformation |ψ → U |ψ can be implemented with the total error less than or equal to , in the total time
Let S be the SWAP operator acting on a pair of systems A and B. The fact that S 2 is the identity operator implies that any unitary generated by S has the following form
where I is the identity operator on the joint system. To simulate a general unitary in this form we first implement S c , the controlled-SWAP unitary defined by
where c is the label for an ancillary qubit. This unitary can be efficiently implemented, using controlled-SWAP gates for qubits, also known as Fredkin gate [4] . To implement S c in this way, we need to apply O(log(D)) Fredkin gates, where each Fredkin gate is controlled by the ancillary qubit c, and is acting on a qubit in systems A, and its corresponding qubit in system B.
Then, using the controlled-SWAP operator S c , we can easily implement the unitary e iSθ , for any θ: First, we prepare the ancillary qubit in state cos θ|0 + i sin θ|1 and apply the controlled-SWAP S c to the ancillary qubit and the systems A and B in an arbitrary initial state |γ . This yields
Next, we measure the ancillary qubit in {(|0 ± |1 )/ √ 2} basis. Then, with probability 1/2 we project this qubit to state (|0 + |1 )/ √ 2. In this case we have implemented the desired transformation on the systems, i.e. we get state
On the other hand, with probability 1/2 the state of conrtol qubit is projected to (|0 − |1 )/ √ 2, in which case we get state
Therefore, in the latter case instead of the desired unitary e iθS we have implemented the unitary e −iθS . But because these unitaries all commute with each other, we can correct this error: we repeat the above process and this time we try to implement the unitary e i2θS , by preparing the ancilla in state cos 2θ |0 + i sin 2θ |1 , instead of cos θ |0 + i sin θ |1 . Then, again with probability 1/2 we will be successful and implement the overall unitary e i2θS e −iθS = e iθS , as we desired. On the other hand, with probability 1/2 we are unsuccessful in which case we have implemented the overall unitary e −iSθ e −iS2θ = e −iS3θ . In this case we repeat the above process and try to implement the unitary e iS4θ , by preparing the ancillary qubit in state cos 4θ |0 + i sin 4θ |1 .
Repeating this process for r times we achieve the desired unitary with probability 1 − 1/2 r . Since each time we need to apply S c , which takes time of order log D, we find that the total time it takes to implement e iSθ with error is O(log (D) × log(1/ )).
Finally, note that we can use a similar method to implement the unitary
To implement this unitary, it suffices to replace the Fredkin gates in the above algorithm, with controlled-Fredkin gates, i.e. controlled-controlled-SWAP gates each of which acts on the a pair of qubits in systems A and B, and is controlled by the original control qubit and the anicallry qubit that we need to implement the above procedure.
where we have suppressed in and out superscript in both sides. As we discussed in Appendix C, using the given copies of sample states we can efficiently simulate these unitaries. Recall that the input set S in (and hence S out ) contains at least one pure state. Without loss of generality, let ρ = U ρ in 1 U † be the pure state in the sample set S in and its corresponding output state in the set S out , respectively. Then instead of unitaries W a (k) = R a (k)H a R a (1) used in the original algorithm, we use unitaries W a (k, t) = T a (k, t)H a T a (1, π) , where we have suppressed in and out superscripts, and choose k and t uniformly at random from the sets 1, · · · , K and [0, 1], respectively. Then, it can be easily shown that state ρ 
It follows that we can coherently erase the state of system, and therefore, using the same technique we used in the main algorithm, we can emulate the action of unitary U .
Emulating controlled unitaries
In many quantum algorithms, such as quantum phase estimation, one needs to implement the controlled version of a unitary U , i.e. the unitary U c ≡ |0 0| ⊗ I + |1 1| ⊗ U . Can we modify the proposed algorithm to implement the controlled version of U as well?
To answer this question, first note that if the only given resources are multiple copies of states in S in and S out , it is impossible to distinguish between unitaries U and e iθ U , for any phase e iθ . On the other hand, in general the controlled version of U and e iθ U are distinct unitaries, which are not equivalent up to a global phase. This means that even to specify what is the controlled version of U we need extra resources that define and fix this global phase. For instance, we can use multiple copies of the input state |Φ in = (α|0 + β|1 ) ⊗ |φ in , with α = 0 and β = 0 and |φ in ∈ H in , together with copies of its corresponding output |Φ out = U c |Φ in . Therefore, in the following we assume in addition to the multiple copies of states in S in and S out , we are also given multiple copies of states |Φ in and |Φ out . Again, we naturally assume the set S in generates the full matrix algebra on H in . This together with the fact that |φ in ∈ H in implies the set
generates the full matrix algebra on C 2 ⊗ H in , where C 2 denotes the Hilbert space of the controlled qubit. It follows that, given these resources we can now implement the algorithm proposed in the paper to emulate the controlledunitary U c on C 2 ⊗ H in . In other words, if instead of states in the sets S in and S out we choose states from the sets {|0 0|, |1 1} ⊗ S in ∪ {|Φ in Φ in |} and {|0 0|, |1 1} ⊗ S out ∪ {|Φ out Φ out |} respectively, we implement unitary U c .
More efficient algorithm with prior information about samples
The algorithm presented in the paper does not assume any prior information about the sample input states, or the relation between them. On the other hand, as we show in the following, making some assumptions about the sample input states, we can emulate the unknown unitary more efficiently. Note that we do not assume any prior information about any single sample states; the assumption is only about the relation between them. More precisely, the assumption is about the pairwise inner product between the states in the input set.
The main idea behind this version of algorithm is again emulating via coherent erasing. We use the fact that by measuring the system in two conjugate bases, we can completely erase the state of system. Therefore, we assume we are given multiple copies of states in an orthonormal basis for the input subspace, and their corresponding output states. We also assume we are given multiple copies of one (or more) state in the conjugate basis, and their corresponding outputs. Then using these sample states we can simulate coherent measurements in both basis, and coherently erase the state of system.
Let {|θ In the first step of this algorithm we perform a coherent measurement in {|θ 
where we have used the decomposition |ψ = 
where we have used the fact that 
Therefore, after these three steps for any input state |ψ ∈ H in we have
where F a denotes the quantum Fourier transform on the ancillary system. At this point we have completely erased the state of system and transferred all its information to the ancillary system. Now using a method similar to the one used in the main algorithm, we can transform this state to state U |ψ |Γ : We replace |θ 
Note that these unitaries can be efficiently simulated using the same method we used to simulate the unitary V in P . It follows that we can emulate the action of unitary U on the input subspace in time O (d log(D) ).
Approximate transformations
In the above discussions we always assumed there exists a unitary U for which U |φ , for all k = 1, · · · K. Now suppose we only know that these transformations are possible approximately. I.e. there exists a constant δ > 0 and a unitary U such that U |φ in k − |φ out k ≤ δ, for k = 1, · · · , K. Then, it can be easily shown that if we run the proposed algorithm on an input state |ψ ∈ H in , with the given sample input-output pairs, in the output we generate a quantum state whose trace distance from state U |ψ is bounded by O(T × δ) = δ × poly(d). This follows form the fact that, under the above assumption, we can repeat the argument that is used to derive Eq. Note that, for a general input-output sets S in and S out and a general input state |ψ ∈ H in , the lowest achievable error in this transformation is O(d × δ).
