This paper studies the distributed L2-gain control problem for continuous-time large-scale systems under Round-Robin communication protocol. In this protocol, each subcontroller obtains its own subsystem's state information continuously, while communicating with neighbors at discrete-time instants periodically. Distributed controllers are designed such that the closed-loop system is exponentially stable and that the prescribed L2-gain is satisfied. The design condition is obtained based on a time-delay approach and given in terms of linear matrix inequalities. Finally, three numerical examples are presented to illustrate the efficiency of the proposed scheme.
In order to tackle the distributed L 2 -gain control problem for large-scale systems under Round-Robin communication protocol, this paper further develops the time-delay techniques thanks to a skillful partition of the time interval [0, T]. Then, based on matrix manipulations and Lyapunov stability theory, sufficient conditions are established in the form of linear matrix inequalities (LMIs) such that the closed-loop system is exponentially stable with a prescribed L 2 -gain. The distributed controller gains can be obtained by solving a set of LMIs. Two numerical examples show that compared with the results in [17] , our control scheme leads to 50% bandwidth savings with a slight sacrifice of the L 2 -gain performance under different system parameters or different number of subsystems. The last example illustrates that our developed theory is applied to the distributed L 2 -gain control problem for a large-scale system with 100 heterogeneous subsystems.
Notation: The set of positive integers is denoted by N + , the n-dimensional Euclidean space is denoted by R n , and L 2 [0, ∞) denotes the Lebesgue space of R n -valued vector functions defined on the time interval [0, ∞). The notation He{Y } is a matrix defined by He{Y } = Y + Y . We write A > B (A ≥ B) when A − B is positive definite (positive semi-definite). In symmetric block matrices, the symbol "*" is used to represent the symmetric terms. All matrices and vectors are assumed to have compatible dimensions if they are not explicitly specified. The symbol mod(a, b) means the arXiv:2001.01564v1 [eess.SY] 6 Jan 2020 remainder when a is divided by b.
II. PROBLEM FORMULATION
Consider a large-scale system with N subsystems, the dynamics of the ith (i ∈ N := {1, 2, . . . , N }) subsystem is described as
where x i (t) ∈ R ni , u i (t) ∈ R mi , w i (t) ∈ R pi and z i (t) ∈ R qi denote, respectively, the state vector, the control input, the external disturbance and the performance output of the ith subsystem. We assume that w i (t) ∈ L 2 [0, ∞). The matrices A ii , A ij , B i , E i , C i , F i in (1) are known matrices with appropriate dimensions. In addition, the symbol N i := {i 1 , i 2 , ..., i di } ⊆ N means the ordered neighbor set of the ith subsystem, and d i denotes the cardinality of N i . Here, each sub-controller uses local information continuously, but the interaction with neighbors is subject to Round-Robin communication protocol. In order to illustrate Round-Robin communication protocol precisely, we define a shift permutation operator Π on the ordered neighbor set as
Furthermore, the symbol Π k (N i ) denotes the set after using k-times consecutive shift permutations on N i (The superscript k in Π k (N i ) is omitted when k = 1). In this set, we use v k,i j ∈ {1, ..., d i } to denote the index of element j in the permutation set Π k (N i ). To elucidate the notations, we give the following example. 
In this case, one has v 1,4
Round-Robin communication protocol can be described by first applying the operator Π to the neighbor set at each instant t k = k∆ (∆ is a constant sampling period, k = 0, 1, ...), and then selecting the first element from the resulting permutation set Π k (N i ) for updating feedback. Information from the selected neighbor will be used and updated until this neighbor is polled next time. Information from the unselected neighbors remain constant. Therefore, there is a time interval between polling of the same neighbor, which is denoted by τ i as
(3)
Remark 1: For the ith sub-controller, the symbol τ i is considered as a time delay in communication with the same neighbor. Similar ideas can be seen in [16] for the analysis of stability and L 2 -gain for networked control systems, and in [8] for distributed estimation problems.
For t ∈ [t k , t k+1 ), the distributed controller to be designed is of the following form:
where K ii and K ij are controller gains to be designed. Remark 2: Each sub-controller (4) generates its control input by using local information and information from neighbors, which is similar as those in [2] , [18] , [19] . However, unlike these references, only one neighbor is polled at each instant in (4) under Round-Robin communication protocol.
Substituting (4) into (1) leads to the closed-loop system (t ∈ [t k , t k+1 )):
wherē
Our objective is to design the distributed controller (4) such that the following two requirements are satisfied:
(i) The closed-loop system (5) with w i (t) ≡ 0 (i ∈ N) is exponentially stable; (ii) Under zero initial conditions, the closed-loop system (5) has a bounded L 2 -gain, i.e.,
where γ is the prescribed disturbance attenuation level. Throughout this paper, we will make the following assumption without loss of generality.
Assumption 1 ( [20] , [21] ): The matrix B i (i ∈ N) is of full column rank.
For each B i (i ∈ N), there always exists an invertible matrix T i such that
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The corresponding T i generally is not unique. A special T i can be obtained by
where (B i ) ⊥ denotes a basis for the null space of B i . Before proceeding further, it is necessary to present the following three lemmas.
Lemma 1 ( [22] ): For a given matrix R ≥ 0, any differentiable function z(·) in [a, b] → R n and z(a) = 0, the following inequality holds: 
III. DISTRIBUTED NETWORKED CONTROLLER DESIGN
In this section, distributed networked controllers will be designed for achieving stability and the prescribed L 2 -gain of the closed-loop system (5) .
hold for all i ∈ N, where τ j = d j ∆, and
then the closed-loop system (5) is exponentially stable and has L 2 -gain less than γ. Proof 1: By changing the order of summation in the fourth term in (10), we further obtain that
Summing up both sides of (10) from i = 1 to N and noting the equation (12), one has
Then, integrating both sides of (13) from t = 0 to T leads to
Assume that T ∈ [t m , t m+1 ), and m is sufficient large such that the inequality m − ld i − v m,i j + 1 ≥ 0 has positive integer solutions. Let l be the largest positive integer among all solutions. Then, the partition of the interval [0, T ] is illustrated in Fig. 2 . Here, the symbol v m,i j denotes the index of j in the permutation set Π m (N i ). To be more precisely, the time interval [0, T ] is partitioned into the following subintervals:
It follows from the above partition that the first term in the right hand side of (14) can be written as:
Note that under Round-Robin communication protocol, each sub-controller requires its neighbor's state information periodically. Therefore, if the ith sub-controller polls the jth
, the ith sub-controller requires the other neighbor's information at instants, information from the jth sub-controller remain constant. That is, for
Consider the second integrating term in the right hand side of (15) 
Here, the first "=" holds because of (16), the second "=" holds due to (3) . Note that the value of
It follows from the partition of [0, T ] that the interval of
, T ] are less than a period d i ∆. Therefore, the jth (j ∈ N i ) sub-controller can not be polled by the ith sub-controller more than one time over the interval I 1 or I 3 .
During the interval I 1 , information from the jth subcontroller remain the same as the initial information at t = 0. Consider the interval I 3 , information from the jth subcontroller update at t m−v m,i j +1 and remain constant. That is,
We obtain from the similar guideline in (17) 
Substituting (17)
It follows from (14) and (20) that
Consider the first three terms in (21), we obtain that
where ε := min
. From (21) and (22), one has
When
which implies that the closed-loop system (5) is exponentially stable. On the other hand, when w i (t) = 0 (i ∈ N), the inequality (6) is satisfied from (23) under zero initial conditions (V s (0) = 0). Thus, the proof is completed, the closed-loop system (5) is exponentially stable and has L 2 -gain less than γ.
In what follows, sufficient conditions in the form of LMIs will be derived such that (10) is satisfied for all i ∈ N. We begin with the definitions of Y i (i ∈ N), ξ i (t) and δ i (t) which is convenient for the subsequent use in this paper. 
. . . N) is a vector function defined as
It follows from the above definitions that the following relation holds: (9), and partitionΨ i in accordance with the partition of ξ
Now, we are in a position to state the following proposition.
hold for any d i ∈ N + , whereΨ i (i ∈ N) is given by (25) . Proof 2: The proof is divided into two cases. That is,
Here, since e 2αi(s−t) ≥ e −2αiτi for s ∈ [t − τ i , t], then the first "≤" in (27) holds. The first "=" holds because of the partition of the integral interval
The second " ≤ " holds due to Lemma 2, the last " ≤ " holds because of Lemma 3. The second "=" holds due to (24) , and the last "=" holds because of (25).
Case 2: d i = 1, it follows from the similar guideline in
Therefore, the inequality (26) holds for any d i ∈ N + , the proof is completed. Remark 3: The term t t−τi e 2αi(s−t)ẋ i (s)R iẋi (s)ds also appears in [8] , [16] , where Jensen's inequality is used. However, this paper utilize Lemma 2, which is an extension of Jensen's inequality [22] , to deal with the integral term to reduce the conservatism of the result.
Theorem 2: Given positive constants ∆, γ,
i , X i and Z i such that (8) and
hold for all i ∈ N, where
,
the symbolΨ uv i is defined in (25) , in which u, v ∈ {1, 2, 3, 4}. Then, the state feedback sub-controllers (4) with gains
ensure that the closed-loop system (5) is exponentially stable and has L 2 -gain less than γ.
where
Differentiating V i (t) (i ∈ N) with respect to t, we geṫ
It follows from (31) and (32) thaṫ
(33)
Here, the last "≤" holds because of Proposition 1.
On the other hand, from the definition of V i (t) in (31), one has
where x c i (t) is defined after (5) . From the definition of µ j (x j (t), x j (t k−v k,i j +1 )) in (11), one has
where x d i (t) is defined after (5) . We obtain from (5) that
where T i (i ∈ N) is the matrix satisfying (7) . Combining (33)-(36) with (10) leads tȯ
where (29), we can deduce that Θ 11 i < 0, which implies that He{L i T i } > 0. Note the matrix T i is invertible, we obtain that L i is invertible. Then, the invertibility of L i implies that U i is invertible due to the structure of L i . It follows from (7), (30) and the structure of L i ,X i that
Similarly, the following relations also hold for all i ∈ N,
Substituting (38)-(42) intoΘ i leads tō
Here, the last "<" holds because of (29). It follows from (37) and (43) thaṫ
Therefore, the closed-loop system (5) is exponentially stable and has L 2 -gain less than γ according to Theorem 1. Remark 4: Note the equation (36), the addition of the left hand side of (36) into the right hand side of "≤" in (37) does not change the "≤" in (37). However, by applying this technique, we have introduced four auxiliary matrices N) to reduce the conservatism of the results in Theorem 2. Similar techniques also can be seen in [8] , [22] .
Remark 5: Comparing with the literatures [2] , [24] - [26] , Theorem 1 and Theorem 2 can be applied to deal with both homogeneous and heterogeneous systems. For instance, only the homogeneous cases were studied in [2] , and some special heterogeneous cases, such as, "α-heterogeneous systems", "decomposable systems" and multi-agent systems were concerned in [24] , [25] and [26] , respectively.
Remark 6: The minimum value of the L 2 -gain γ is of interest in many applications, it can be obtained by solving the following optimization problem: min γ 2 subject to (8), (29).
(44)
Remark 7: The distributed controller gains can be obtained by solving a set of LMIs of Theorem 2 off-line. This requires some centralized information such as "A ij , P i , Q i , R i " (i ∈ N, j ∈ N i ). Nonetheless, once the controller gains are designed, the implementation is fully distributed. Each sub-controller only requires local information and information from neighbors to form its control input.
It should be noted that for each B i (i ∈ N), there may exist different choices of T i satisfying (7) . The following theorem shows that the feasibility of the conditions of Theorem 2 is independent of the choices of T i .
Theorem 3: If the LMIs conditions (29) of Theorem 2 are feasible for some T i satisfying (7) , then they are feasible for anyT i satisfying (7) .
Proof 4: Since T i andT i satisfy (7) , we obtain that
Denote
it follows from (45) that J 11 i = I and J 21 i = 0. Consider
Similarly, the matricesĤ i (i ∈ N),M i andN i also can be found such that
Note that the matrix T i (i ∈ N) only appears in the cross terms "L i T i , H i T i , M i T i , N i T i " or their transpositions in (29). Therefore, if (29) is feasible for T i satisfying (7), then (29) is feasible for anyT i satisfying (7) .
IV. NUMERICAL EXAMPLES
In this section, the effectiveness of the proposed method are demonstrated by three numerical examples.
Example 2: This example is used to compare our distributed controller (4) with the controller in [17] under different system parameters. Consider a large-scale system in Fig. 3 with N = 10 subsystems. The dynamics of the ith (i ∈ N) subsystem is described by equation (1), where
Here, the symbol a is a parameterised scalar, which will take different values in {−0.4, −0.35, ..., 0.4} for comparison purpose. This large-scale system is a "decomposable system" [17] when the graph Laplacian matrix L is chosen as the "pattern matrix" [17] , where
Now we compare the value γ min achieved by the distributed controller (4) and the controller in [17] . In the optimization problem (44), we choose ∆ = 0.0005, h i = 0.1 and α i = 0.4 (i ∈ N) in the constraint (29). By solving the problem (44) with 20 LMIs restrictions , the comparison result is shown in Fig. 4 .
As Fig. 4 illustrates, the L 2 -gain γ min achieved by the distributed controller (4) increased slightly compared with that by the controller in [17] when a ∈ {−0.4, −0.35, ..., 0.4}. However, the distributed controller (4) leads to about 50% bandwidth savings, because each sub-controller interacts with only one neighbor at each instant under Round-Robin communication protocol. . min
Distributed control in this paper Distributed control [17] Fig. 4 . L 2 -gain with respect to the parameter a.
Example 3:
This example is used to compare our distributed controller (4) with the controller in [17] under different number of subsystems.
Consider a large-scale system in Fig. 3 with N subsystems. The system parameters are given in (46)-(48) with a = 0, the values of α i (i ∈ N), h i and ∆ are chosen the same as those in Example 2. In order to obtain the minimal L 2gain γ min achieved by our controllers, we need to solve the optimization problem (44) with 2N LMIs restrictions. The comparison result is shown in Fig. 5 . From Fig. 5 , it is interesting to observe that the minimal L 2 -gain γ min achieved by the controller (4) changes slightly under different number of subsystems. The reason is that this example considers identical subsystems and interconnections.
The L 2 -gain γ min achieved by the controller (4) is about γ min =2.0311 under different number of subsystems, while the value achieved by the controller in [17] is about γ min =2.0001. The value of γ min achieved by our controllers increases by 1.55%, but Round-Robin communication protocol leads to about 50% bandwidth savings. This example shows that the distributed controllers subject to Round-Robin communication protocol is more attractive when the network bandwidth is limited.
Example 4: This example considers a large-scale system in Fig. 3 with 100 heterogeneous subsystems. The results in [17] are not applicable because this large-scale system is not a "decomposable system". The dynamics of the ith subsystem is described by equation (1), where The compact form of the large-scale system is given by:
where x(t) = [x 1 (t) · · · x 100 (t)] , and u(t), w(t) are defined accordingly, Note that for i = 4m − 1 (m ∈ N + ), some eigenvalues of the matrix A ii locate in the right half of the complex plane. Also, it can be verified that 12.5% eigenvalues of the matrix A are in the right half of the complex plane. That is, the largescale system is open-loop unstable.
Under Round-Robin communication protocol, the suboptimal distributed controller (4) can be designed based on the optimization problem (44). The values of α i (i ∈ N), h i and ∆ are chosen the same as those in Example 2. By solving the optimization problem (44) with 200 LMIs restrictions, we obtained that γ min =3.9255, all sub-controllers K ii , K ij (i ∈ N, j ∈ N i ) can be seen in the Appendix. Set initial conditions as x i (0) = [1 − 2i, 2i] (i ∈ N), the state responses of the closed-loop system are shown in Fig. 6 , which has conformed that the controlled large-scale system is exponentially stable. 
