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Abstract 
This paper describes the TED Corpus Search Engine (TCSE), an online corpus system that searches transcripts and translations 
of over 1,800 TED Talks, allowing users to query surface text forms, lemmas, parts-of-speech, or their combinations. Videos are 
available for the matched text, making the system useful for both linguistic research and language education. Also discussed is 
the system’s theoretical background. The usage-based model of language is widely reflected in TCSE’s structures and features. 
With functionalities that retrieve linguistic exemplars efficiently and provide multimodal contextual data, TCSE is a corpus 
system designed in accordance with an existing theoretical framework. 
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1. Introduction 
In recent years, many attempts have been made to aid linguistic research using large amounts of text data 
compiled in the form of digital corpora (e.g., Davies, 2009; Kilgarriff et al., 2004). As number of published studies 
that utilize corpus data grows, the platforms of corpus search have gradually shifted from those that are locally 
installed on individual computers to web-based ones that are available to a larger audience (McEnery and Hardie, 
2012). However, even many of the corpus systems in the latter category, which are often larger and more 
technologically advanced, do not necessarily provide what researchers and educators of language demand, that is, 
fuller recoverability of the contextual information of matched text. In the practice of language research and 
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education, such needs always arise: What are the details of the preceding discourse? For what discoursal purposes 
was the utterance actually made? How did the speaker sound/look like when he/she delivered the expression? It is 
thus ideal that a corpus system be capable of providing exemplars of expressions with as much contextual 
information as possible. 
 
In this regard, the situation has been rapidly changing for the better. An increasing amount of video and audio 
materials are shared over the Internet, and they often have accompanying transcripts, so that the contents can be 
presented with subtitles or can become searchable later on. Among such useful resources available online, those 
provided by TED (http://ted.com) are especially notable. Thus, an attempt has been made to develop an online 
search system that utilizes the text/audio/visual materials of TED as a corpus. This paper presents the design and 
implementation of this system, the TED Corpus Search Engine (TCSE), which is now available online at 
http://yohasebe.com/tcse.1 Then, the theoretical background of the system is also presented. The concept of the 
usage-based model of language, which is the fundamental tenet of cognitive linguistics, is deeply reflected in the 
structure and functionalities of TCSE. This design philosophy, it will be argued, makes the system not only a useful 
tool for practicing researchers and educators but also an attempt to practically apply theoretical considerations 
carried out in the field for some time. 
2. Using TED Talks as a corpus 
TED stands for “Technology, Entertainment, Design” and it  is the name of conferences held worldwide with the 
slogan “ideas worth spreading.” Video recordings of the talks at TED conferences are available on TED’s website 
with transcriptions and translations created by volunteers. The transcripts of more than 1,900 talks are available, and 
they are (partially) translated into 107 languages. Transcriptions and translations are released to the public after a 
review process completed by volunteers, thus minimizing possible fluctuation of the data quality. 
 
The resources of TED Talks (transcripts, translations, videos, and audio) are accessible on the website for free, 
and they are allowed to be redistributed under the Creative Commons “Attribution - Non Commercial - Non 
Derivative” license. According to this license, the materials are available for non-commercial academic and 
educational purposes as long as they are properly credited and the talks are kept unedited. TCSE is of course 
designed so that it complies with this limitation. 
 
In fact, there already exist projects aiming to use TED Talks as a corpus. The Web Inventory of Transcribed and 
Translated Talks (WIT3), for instance, compiled a dataset of TED Talks for conducting cross-lingual machine 
translation tasks (Cettolo et al., 2012). Also, the TED-LIUM project released a dataset primarily for training acoustic 
models (Rousseau et al., 2014). It consists of 1,495 audio talks and their transcripts accompanied by 159,848 
dictionary entries to show pronunciation. Another TED-as-corpus project is the NAIST-NTT TED Talk Treebank, 
which developed a manually annotated treebank of 10 TED Talks (Neubig et al., 2014). These projects are more 
oriented for natural language processing tasks than for linguistic analyses and accordingly do not provide an 
interface for text search. They are thus quite different in scope from the present project developing TCSE. 
3. Overview of the TED Corpus Search Engine 
3.1. User interface and basic text units 
As of this writing, the transcripts of 1,846 talks have been imported to the TCSE database. In the original data 
provided by TED, each file contains one talk composed of text fragments, or “segments,” which are appropriately 
 
 
1 TCSE is not an official service of TED. Neither is it supported by TED aside from utilizing its data that are open to the public under the 
Creative Commons license. 
176   Yoichiro Hasebe /  Procedia - Social and Behavioral Sciences  198 ( 2015 )  174 – 182 
formatted to be used as subtitles on the video. The timing of each segment appearing on the video is also contained 
in the original data. Thanks to this, TCSE can play the video of the time location corresponding to a given segment. 
As a web application, TCSE accepts search text from the user and lists the segments matching the text as shown in 
Figure 1. The user can play the video or obtain available translations at will, as exemplified in Figure 2. 
 
 
Fig. 1. First 10 out of 27 instances returned by a query with the key term “body language.” 
 
Fig. 2. Video of the segment selected (left) and translations in multiple languages (right). 
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In practice, however, text units larger than segments are often more desirable. Suppose, for instance, the user 
wants to search for instances of the construction “not A but B.” A search by segments only retrieves 982 instances.2 
This is not an exhaustive list of the instances stored in the database, however. Since a segment is very often just a 
fragment of a sentence, it could only contain part of the target string. Thus, TCSE has an option to conduct a search 
by “expanded segments,” which are constructed by concatenating segments so that each of the expanded segments 
contains at least one whole sentence. Since a segment sometimes contains a sentence boundary (represented by a 
period, question mark, etc.), an expanded segment does not necessarily correspond to a single sentence. Still, in most 
cases, a search by expanded segments will retrieve the comprehensive list of matching instances. Thus, a search for 
“not A but B” with this option enabled retrieves 4,216 instances instead of 982. (1) and (2) show a few examples of 
the text returned in these two different search modes. Obviously, the expanded segments in (2) have longer 
intervening text between “not” and “but” than the segments in (1). 
 
(1) a. and we don’t generate a single key, but actually a pair of keys, (Talk ID: 2204) 
 b. I don’t know where, but it’s coming from somewhere, (Talk ID: 2199) 
 c. So we can see now that computers can not only see but they can also read, (Talk ID: 2155) 
 
(2) a. Well, it turns out that microbes are not just important for finding out where we are in terms of our health, 
but they can actually cure disease. (Talk ID: 2201) 
 b. Not only could no one find a causal association between MMR and autism at the population level, but it 
was also found that this article had incorrect claims. (Talk ID: 2185) 
 c. As the virus was spreading geographically, the numbers were increasing and at this time, not only were 
hundreds of people infected and dying of the disease, but as importantly, the front line responders, the 
people who had gone to try and help, the health care workers, the other responders were also sick and 
dying by the dozens. (Talk ID: 2177) 
 
In addition to segmented data, many (not all) TED Talk source files contain information about paragraph 
boundaries. As TED Talks are first and foremost delivered in spoken language, the concept of “paragraph” may not 
be perfectly applicable all the time. Still, since in many cases it is noticeable and useful, transcribers insert paragraph 
markers. Utilizing these, TCSE is capable of showing TED Talks in the paragraph view mode as well as in the 
segment and expanded segment view modes. The differences among these three modes can be seen in Table 1. 
Table 1. Three different units of text. 
 
 
 
 
 
2 “[not] * but” was used as the query string with the advanced search option enabled. 
Unit of text Example (Talk ID: 2180) 
Segment and when we’re looking at an image, we actually use language 
Expanded segment We’re sort of creating images when we’re reading text, / and when we’re 
looking at an image, we actually use language / in order to understand 
what we’re looking at. 
Paragraph  So one of the things I do is when I’m carving through the book, I’m 
thinking about images, but I’m also thinking about text, and I think about 
them in a very similar way, because what’s interesting is that when we’re 
reading text, when we’re reading a book, it puts images in our head, so 
we’re sort of filling that piece.  We’re sort of creating images when 
we’re reading text, and when we’re looking at an image, we actually use 
language in order to understand what we’re looking at.  So there’s sort 
of a yin-yang that happens, sort of a flip flop.  So I’m creating a piece 
that the viewer is completing themselves. 
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Finally, the basic statistics of the transcribed English text stored in TCSE are presented in Table 2. 
Table 2. Basic statistics of the English transcriptions. 
 
 
3.2. Advanced search 
By default, TCSE searches for instances of text that exactly match the given text string. In the advanced search 
mode, however, it accepts query operators like some major online corpus systems. With these operators, one can 
search not only surface forms but also lemmas as well as parts-of-speech. For this to be possible, the data in TCSE 
were processed in advance with a part-of-speech tagger.3 Some examples of search queries involving operators are 
given in Table 3. 
Table 3. Search operators in TCSE’s advanced search mode. 
Target  Example search string Example matching text 
Surface form apple apple (not apples) 
Lemma [apple] 
[know] better 
apple, apples 
know better, knows better, knew better, knowing better 
POS {n} / {v} / {j} / {r} / {i} 
{v} at 
all nouns / all verbs / all adjectives / all adverbs / all pronouns 
look at, looks at, looked at, looking at, stare at, work at 
 note: for further details of POS specification in TCSE, see http://yohasebe.com/tcse. 
Lemma + POS 
(single element) 
[help]{n} 
[help]{v} 
financial help, call people for help 
helped her, helping hand, to help yourself 
 note: no space should be inserted between […] and {…} 
Wildcard not only * but not only that but..., not only am I affected but... 
Logical disjunction [as|so] long as  
give {i|n} a chance 
as long as, so long as 
give him a chance, give peace a chance 
Onset of segment or 
expanded segment 
^ now 
^ so 
Now, as you can imagine 
So think about it. 
 
3.3. Translations 
Currently, TCSE stores translations in 21 languages. These are basically the languages in which translation work 
is the most actively conducted among others. More accurately, they are languages written left-to-right for which 
more than 1,000 talks have been already translated.4 The languages and the numbers of talks available are listed in 
Table 4. 
 
 
3 TCSE uses Enju, a syntactic parser (http://www.nactem.ac.uk/enju/). 
4 At present, TCSE does not support languages written right-to-left such as Arabic and Hebrew. 
Number of talks  1,846 
Number of segments  516,033 
Number of expanded segments 222,608 
Number of element tokens (incl. words and symbols)  4,607,993 
Number of element types (incl. words and symbols) 81,094 
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Table 4. Translation languages and numbers of talks available. 
Language Num. of talks Language Num. of talks Language Num. of talks 
Bulgarian 1,577 Hungarian 1,292 Romanian 1,630 
Chinese, Simplified 1,714 Italian 1,681 Russian 1,761 
Chinese, Traditional 1,643 Japanese 1,616 Serbian 1,165 
Croatian 1,139 Korean 1,702 Spanish 1,673 
Dutch 1,460 Polish 1,498 Turkish 1,505 
French 1,577 Portuguese 1,028 Vietnamese 1,207 
German 1,529 Portuguese, Brazilian 1,601   
 
The main interface has a selector for language choice, and if one is selected, the translation in that language will 
appear next to the original English (expanded) segments. Also, a click on the result text will open a popup window 
in which the original text and all the available translations in multiple languages are presented, as already shown in 
Figure 2. 
4. Theoretical background and implications 
4.1. Usage-based model of language 
TCSE is designed in accordance with the usage-based model of language, which is a theoretical stance widely 
shared among researchers in the field of cognitive linguistics. In this approach, language is viewed not as a set of 
principles and rules combined with the lexicon, but rather as an integrated whole that is comprised of rich memory 
of language experiences plus schematic patterns with various levels of abstraction. One of the theorists, Vyvyan 
Evans, states, “the usage-based thesis holds that the mental grammar of the language user… is formed by the 
abstraction of symbolic units from situated instances of language use: an utterance. (Evans, 2007: 216–217)” 
The importance of the expression “situated” in the latter quotation could not be overemphasized. Children’s 
acquisition of language involves not only encounters with individual linguistic events on the one hand and the signs 
that assumedly represent those particular events on the other; but it also involves the wider situations surrounding 
events including relationships among participants, knowledge about preceding events and discourses, tones and 
intonations of voices heard, physical actions that accompanied the utterances, etc. In later stages of acquisition, 
moreover, using language presupposes pragmatic inferences. For speakers of a language to be capable of 
understanding and using such inferences, accumulating rich memory with situated experiences is indispensable. 
Joan Bybee strongly endorses this view when she writes, “the conventionalization of these pragmatic inferences as 
part of the meaning of an expression is nicely accounted for in a rich-memory representation in which the inferences 
drawn for each exemplar are registered in memory along with the construction used” (Bybee, 2010: 173). 
 
Similar views are recently expressed not only in the literature of cognitive linguistics but also in a wider field 
covering corpus linguistics as well as second language acquisition. It is especially notable that McEnery and Hardie 
(2012) affirmatively quote the following words by Nick Ellis in their introductory book on corpus linguistics: “[T]he 
knowledge underlying fluent use of language is not grammar in the sense of abstract rules or structure but a huge 
collection of memories of previously experienced utterances. These exemplars are linked, with like kinds being 
related in such a way that they resonate as abstract linguistic categories, schema, and prototypes” (Ellis, 2002: 166). 
4.2. Implications for language researchers and educators 
Corpus data are valuable for theoretical research in that they present “real” instances of expressions. They are 
now considered indispensable in qualitative and quantitative research alike. Many corpora, however, especially 
large, balanced corpora such as the BNC, COCA, or ICE-GB, which have been frequently utilized in recent studies, 
do not necessarily present rich contextual information. TCSE could come in handy in this regard, for the instances of 
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expressions retrieved by TCSE are all accompanied by preceding and subsequent discourses and audio/visual 
resources readily available to play. 
 
Besides uses to collect instances of language use for research that are somehow syntactically and/or semantically 
oriented, highly promising as well is the use of TCSE in an attempt to consider the discoursal aspects of certain 
types of expressions.5 For instance, as is discussed in the literature, adverbs such as “again” and “then” have two or 
three different uses, as exemplified in (3) and (4) below (adapted from Langacker, 2008: 485; see also Sweetser, 
1991). 
 
(3) a. I’ve lost my keys again.    [effective] 
 b. Again, you have to be more careful.  [discursive] 
(4) a. He finished his beer; then he asked for scotch. [effective] 
 b. If his alibi stands up, then he’s clearly innocent. [epistemic] 
 c. As I was saying, then, you need to get more rest. [discursive] 
 
The meaning of the effective uses of these adverbs, as in (3a) and (4a), is relatively simple. It exclusively refers 
to the propositional contents of the utterance. The epistemic use, as in (4b), is somehow more complex in that it 
involves possibly subjective judgment by the speaker about the course of the events expressed. The last one, the 
discursive use of the adverbs, as in (3c) and (4c), may not look so different from the other ones. However, it 
necessarily requires the contextual knowledge from the preceding discourse to be appropriately taken into 
consideration. This type of use of adverbs is quite common in everyday language. Nevertheless, it may not be so 
easy to find actual instances of such use, especially those fully situated in context. An advanced search of TCSE 
could lessen the burden of seeking qualified instances. Moreover, all the results from TCSE could also be analyzed 
in relation to rich non-textual data. Let us take up the adverb “again” in the discursive use, for instance. Formulated 
with the expectation that the word of this usage type tends to appear at the onset of an utterance, the query for 
“again” in the segment-initial position and followed by a comma returns 245 hits on TCSE. Though manual filtering 
will be necessary, it is quite probable that this provides a useful set of materials to start a detailed examination. 
 
Being able to easily obtain good exemplars is also beneficial for educators of English as a second language. It 
goes without saying that learning a language is much more than gaining knowledge about the relationship between 
expressions on the one hand and their dictionary definitions on the other. It also involves much non-textual 
information. TCSE’s functionality to play video/audio instantly can help learners easily grasp the non-textual 
aspects of expressions. Moreover, it is beneficial that the preceding context of any utterance obtained from the 
search is fully recoverable, as far as the individual talks are concerned. The learner can read/listen/watch the whole 
talk if it is necessary in order to interpret the utterance in question appropriately. This is especially important, 
considering the aforementioned statement by Bybee that a linguistic expression involves pragmatic inferences as 
part of its meaning. This type of knowledge can only be obtained from exposure to instances of use that are 
accompanied with rich contextual information. This is always accessible at one’s will with TCSE. 
5. Limitations of TCSE 
TCSE has its limitations, as many other corpus systems do. The limitations of TCSE are of twofold, those 
regarding its technical specifications and those that have to do with the nature of TED Talks themselves. Let us start 
with limitations of the former type. Firstly, the part-of-speech tags given to the data in TCSE are not one hundred 
percent correct. Since the tagging is all done computationally, with no manual verification, it is inevitable that some 
expressions, especially very colloquial ones, are given incorrect tags. Secondly, not all translations available on the 
official TED site are imported to TCSE. Currently 1,819 talks have been translated to Japanese, for instance, but 
 
 
5 The author is indebted to Professor Shin’ichiro Ishikawa for his suggestion about application of TCSE to this line of research. 
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TCSE stores only the data from 1,616 of them. This is because TCSE uses the translation files that have the same 
number of segments as the original English transcription file. This is to minimize the possibility of mismatch 
occurring between data in different languages. However, the possibility is not eliminated completely; sometimes 
translators intentionally adjust the construction of their translated text, with the result that the order of the translated 
segments is (partially) reversed or even scrambled. 
 
Further, there are four limitations of TCSE attributed to the nature of the original TED data. First, since the 
regional backgrounds of speakers vary widely, the English used accordingly differs from one talk to another. More 
importantly, many speakers are non-native speakers of English. Since the linguistic backgrounds of the speakers are 
not explicitly provided in the TED source files, the text in many English varieties could be mixed together 
indistinguishably. Second, since the format of TED Talks is somewhat standardized (even if not fully standardized). 
They are all 5- to 20-minute talks that try to convey “ideas worth spreading.” Thus, the data cannot be regarded as 
fully spontaneous spoken language nor authentic written language, but rather form their own category. Whatever 
definition is preferred, the facts discussed above must be kept in mind for making the best of what TCSE can offer. 
6. Conclusion and outlook 
The corpus system presented in this paper, the TED Corpus Search Engine or TCSE, was released as a public 
beta in November 2014 and has been continuously improved since then. Among the improvements were the 
implementation of a better user interface and addition of more translation languages. Further, TCSE regularly 
expands its database by importing newly released TED transcripts and translations. Thus, it can be said that it is an 
example of a linguistic tool designed to fully benefit from collaborative works going on in the web, which may well 
be the next trend of corpus development. 
 
Again, it is worth emphasizing that TCSE is an attempt to design and implement a system that is based on the 
usage-based model of language. This theoretical stance toward language has been widely shared among researchers 
in a wide variety of fields, and thus an increasing amount of corpus-based and corpus-driven research has been done 
lately. The rationale is very simple; by using corpora, one can work on language actually uttered without having to 
rely on invented examples. Now, it seems to make perfect sense to reverse the argument: by using the theoretical 
foundation of the usage-based model of language, new types of corpora and new ways of using corpora can be 
devised. It may not be too far-fetched to expect TCSE to play a role as an experimental platform to further explore 
this line of approach. 
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