Optimum detailing of reinforcement bars for biaxial columns is a non-trivial task and there is no guidance in the codes of practice on this issue. Conventional methods of producing a single design solution and the use of optimization methods to find a single global optimum solution is not what practicing engineers require. This paper introduces an innovative approach to design, which emphasizes the interactive use of evolutionary computing in design and a new approach to visualization of search and solution spaces. This replaces the 'black box' nature of the optimization techniques with an interactive approach in which the designer is in full control of the process. Instead of locating a single solution, clusters of good designs are identified in color which allows the designer to conduct a more focused search in the areas of high performance design solutions. This method enables the designer to view individual solutions in the vicinity of the local peaks in order to learn more about the inter-relationship between design parameters. Interactive visualization tools enable designers to develop a deeper understanding of the search and solution spaces and assist them in evaluating the merits of alternative designs and in their decision making. A by-product of visualization is knowledge discovery which allows the designer to discover novel solutions which would not have been possible by conventional means. This approach could be easily extended to any stage of multidisciplinary design, especially to the conceptual stage of the design process. For example the position of bars within a column is similar to the position of columns in a floor layout optimization problem.
Introduction
The main emphasis of the paper is an interactive use of evolutionary computing in design and a new approach to visualization of search and solution spaces. A biaxial column design problem is chosen to illustrate the method because of the complexity of the design relationships. The paper is in three parts: (1) a new approach to optimal design and detailing of reinforced concrete biaxial columns using Genetic Algorithms (GAs), (2) in the second part bar detailing within the column is reviewed based on industrial feedback and evaluation of the first part by practitioners, (3) the final part introduces an innovative visualization tool which opens up the traditional 'black box' and introduces an interactive approach to the optimization process. All designs generated by the system are made available, allowing the designer to conduct a more focused and purposeful investigation in order to choose a suitable design. The system places more emphasis on the importance of visualization and knowledge discovery aspects of the visualization, which is an added value to the design process and is the main focus of current research. Such a facility has never been available to the designer before.
Problem Description
In biaxial columns the axial load N, the bending moments: M x about the x axis and M y about the y axis can be represented as an equivalent system as shown in Figure 1 . and the width of this interaction plane is influenced by the area of reinforcement steel in the section (i.e. the larger the area of steel, the further away the interaction line from the axial load axis).
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The basic theories for column design in general and the biaxial column in particular were established early in the 1960s' (Mattock 1961) . Due to the complex nature of the inter-relationship between design parameters involved in a biaxial column, there has been considerable interest in developing simplified methods for analysis and design for inclusion in Codes of Practice (Mattock 1961 , Bresler 1961 , Pannell 1963 and Beeby 1978 . These simplifications have been adopted almost universally (CP114 (BSI 1965) , CP110 (BSI 1972) , BS8110 (BSI 1997) and ACI Building Code). According to current practice, the calculation of column reinforcement steel area and checking the capacity of standard uniaxial column sections has been usually carried out using interaction charts provided in codes of practice. Software developers implemented the simplified rules proposed in codes of practice into computer code to automate the design of columns.
Computer programs for the calculation of the biaxial bending capacity of columns, using a 'Black Box' procedural approach, have been available since the early 1960s (Neives 1967) . Ehsani (1986) implemented Mattock's (1961) theories to produce a computer program using BASIC programming language in an IBM PC platform.
Currently there are a number of commercially available design software programs that deal with the design of biaxial columns and some suggest a few standard types of reinforcement bar detailing, but they are very limited in their use.
Earlier codes of practice took a different approach to biaxial column design:
• The designer had to specify a reinforcement bar arrangement for the column. This was usually done by experienced engineers who were using their personal experience and knowledge to minimize the number of iterations to achieve a suitable bar arrangement.
• The capacity of the column with the proposed bar arrangement was then checked to ensure that the column is capable of resisting the design axial load and biaxial bending moments. Normally, the Bresler (1961) rule was used by many codes of practice for checking the column capacity.
• A number of iterations were necessary to achieve an acceptable solution.
Later on, a number of standard bar arrangements for columns with biaxial bending were proposed for detailing reinforcement bars in biaxial columns (Pannell 1963 , Beal & Pannell 1992 .
Obviously pre-selection of bar arrangements within a column section requires specialized knowledge and expertise which is attained from practice. Demands for an alternative approach, which would cover most practical columns led to a simplified approach. This method was initially proposed by Beeby (1978) and later adopted in BS8110 (BSI 1985) . A similar simplified method is proposed by Gouwens (1975) .
The simplified approach given in BS8110, Part 1 (BSI 1997) increases the ultimate design moment about one axis of the column and the column is then designed as a uniaxial column with the applied axial load N and modified increased design moment about the dominant axis.
None of the procedures used guarantee an optimum reinforcement arrangement for the column section.
Sometimes the amount of reinforcement used is grossly over the optimum requirements. One of the reasons Prepublication version of the paper to appear in March (2006) issues of the ASCE Journal of Computing in Civil Engineering ISSN 0887-3801 4 for the excessive use of reinforcement bars is due to an error in detailing. Figure 3 shows a typical example of the stress distribution within a biaxial column section. Any bar close to the line of zero stress will resist very little force than their actual resisting capacity. This results in the section being designed for more capacity than required. The best solution would be to place reinforcement bars as far as possible from the line of zero stress.
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An exact solution for a biaxial column is not easy as it involves:
• Proposing a reinforcement bar arrangement for the column.
• For a given bar arrangement, find the orientation of the line of zero stress which simultaneously satisfies the following optimum conditions:
o The resisting axial load should be equal to the design axial load o The resisting bending moments about both the x-axis (MR x ) and the y-axis (MR y ) should be equal to or greater than, but very close to the design bending moments (M x ) and (M y ) respectively.
The above is a tedious process which involves many cycles of iteration or conducting an exhaustive search to simultaneously satisfy the above conditions. In this process the suitability of the proposed bar arrangements will play an important role. If there are fewer bars in the section than needed, the section will be over stressed and the above conditions will not be satisfied. On the other hand, if there are more bars in the section then needed, the column is unnecessarily designed for more capacity than required. Rafiq (1995) , Rafiq and Southcombe (1998) and Rafiq (2000) used genetic algorithms to find optimum reinforcement bar arrangements for biaxial columns. Their study shows that some saving in the quantity of reinforcement bars is possible by placing the bars in their optimum positions. Figure 4 shows examples of reinforcement bar arrangements for two columns studied by Rafiq and Southcombe (1998) . 
Motivation for using Genetic Algorithms (GAs)
Finding an optimum reinforcement bar arrangement that simultaneously satisfies the axial load and biaxial bending requirements is a non-trivial process. Evolutionary search and optimization techniques such as the Genetic Algorithm (GA) have been successfully used in many civil and structural engineering applications (Balling 1999 , Kwang-Wook, and Grierson 1999 , Rafiq et al 1999 , Rafiq et al 2003 and Sisk et al 1999 , to widely explore the design search space in order to locate regions of high performance designs. The complexity of the interaction between design parameters and the iterative nature of the problem make the GA a very good candidate for implementation.
A brief introduction to Genetic Algorithms
GAs are based on the concept of natural selection and genetics (Holland 1975 , Goldberg 1989 , Davis 1991  they are robust algorithms that can rapidly traverse a complex multidimensional search space to obtain a solution. GAs can rapidly identify discrete regions within a large search space to concentrate searching for an optimum solution.
A major distinction between GAs and other search techniques is that GAs are similar to the biological evolutionary process. In GAs, initially, a population of a given size, representing a number of potential design solutions for a specific problem, is generated randomly. Each solution is then evaluated against a set of criteria and constraints, specific to the problem, to give a measure of fitness of individuals. Based on fitness measures, the GA maintains a population of potential solutions in which the fittest individuals have more chance for survival and reproduction. The new population undergoes reproduction by means of crossover and mutation to form new solutions. Crossover combines some features of two parent chromosomes to form two new offspring. This process is continued until an optimum solution to the problem is achieved. Research has shown that GAs can very successfully handle multidimensional, multicriteria problems in a variety of engineering disciplines.
Genetic Algorithms (GAs), among other search techniques, have recently been widely used in various disciplines. Examples of the GA applications in building design are given in Rafiq (1995) , Rafiq and Southcombe (1998) for RC column design and in Koumousis (1995) for slab design, see also Rafiq (2000) for the implementation of Pareto optimization to RC column design.
Initial GA trial to achieve an optimum solution At this stage, the sizes of the column section dimensions, material properties, the design axial load N and biaxial bending moments M x and My were supplied by the user. Domain specific knowledge and code rules were used to identify the ranges of some of the design parameters (e.g. for large column use 25mm, 32mm and 40mm bar diameters etc.). This information was encoded into the GA program.
Details of the parameters used in the GA are given in Table 2 .
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Based on the above information, the biaxial column problem was formulated such that the GA chromosome length was dynamically selected based on column dimensions.
The system objective function is capable of dealing with the conflicting criteria of minimizing the required area of reinforcement, selecting a suitable composition of reinforcement common in practice, and maximizing the column bending capacity in a way that satisfies all code rules.
For the biaxial column problem, the GA determines values of decision variables for each bar (the number, size and co-ordinates of each bar) within the section. As the reinforcement bars within the column section are arranged symmetrically due to the column being subjected to reverse loading e.g. wind, a symmetrical quarter of the column was considered to reduce the number of variables and hence the length of the GA chromosome. Values of objective variables, as stated in Table 2 , are determined to measure the suitability of each solution generated by the GA. For the biaxial column problem the process of the GA is described as:
• Randomly generate a population of column sections each with unique reinforcement bar arrangements.
• Evaluate the suitability of each design by:
o Applying code specific constraints.
o Checking if each solution simultaneously satisfies the axial load and biaxial bending requirements (Bresler 1961 ).
• Assign a fitness for each design.
• Carry out the normal GA process of selection-crossover-mutation process until the terminating conditions are satisfied.
Examples of the GA solutions are shown in Figure 4 . The initial investigation successfully found 'optimum reinforcement' bar arrangements for a variety of columns sizes and different axial load and biaxial bending moments. A saving of about 20% in weight of reinforcement bars was achieved over conventional designs.
Modified GA solution based on feedback from practitioners
After completing the above evaluation the GA proposed solutions were evaluated by the practitioners and the following suggestions and comments were received:
• The GA design solutions undoubtedly make substantial savings in the amount of reinforcement used.
• Finding an optimum reinforcement bar arrangement is a novel idea. This also greatly simplifies the bar detailing process.
• The only downside in the GA solution is mixing bar diameters, which is an unusual practice. This approach produces a column design which is indeed the lowest weight solution but not necessarily the quickest build solution. This approach may lead to an economical material cost but uneconomical construction cost since it will take much longer to sort and fix the many differing reinforcing bars. The reason for this is that steel fixers do not possess the knowledge of reinforced concrete design, and any mistake in wrongly positioning a bar, in designs with little margin of safety, would have a catastrophic effect.
• Due to the above reasons, in current practice, only a single bar size is used in detailing column reinforcement bar arrangements. In the construction process, the use of a single bar size eliminates the chance of error and increases productivity.
• It would be beneficial to include the column dimensions in the GA decision variables so that optimum section sizes are obtained as well as reinforcement bar arrangements.
• We were also advised to take account of the buildability issues such as shear link details to minimize bursting of the column due to excessive axial load.
Excluding the variation in bar size undoubtedly reduces the search space and using a single bar diameter increases the area of reinforced steel required. The positive side of the investigation is that it removes constraints on the bar size (previously only three bar sizes were allowed) to be used and allows all possible bar sizes to be used in detailing, which increases the number of design choices to compete with each other.
This compensates for the constraint imposed on the bar size. Another advantage of this alternative approach is in allowing the column section sizes to vary. This widens the design search space considerably, producing more rational and cost effective solutions. The solution can also be chosen according to individual building requirements and material constraints.
Details of the GA parameters used for this alternative is given in Table 3 .
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Prepublication version of the paper to appear in March (2006) (12, 16, 20, 25, 32 or 40mm bars are allowed) and total number of bars in the column. The number of bars at each column face is influenced by the depth and breadth of the column to satisfy code rules for bar spacing and shear link detail requirements. As well as the objectives listed in Table   2 for the first biaxial column design, the construction cost of the column is also an objective.
Advantages of this new approach
Figures 5 and 6 show screen shots of the reinforcement bar arrangements for two columns (columns (a) and (b) Table 1 and Figure 4 ) using the GA to optimize both section sizes, bar sizes and details, and cost. Table   4 shows the best bar arrangement and section sizes found by the GA for column (a) Table 1. The cost per meter length of each column is normalized based on the cost per meter length of column (a) and (b) ( Table   1 ) respectively. A summary of both column details are given in Table 4 . Table 1 it is clear that in optimizing both section sizes and cost the GA is not only able to find the most suitable bar arrangements, and section sizes, but it is also possible to reduce the cost.
Bar arrangements detailed by this system within an optimum section also include link details which can be used directly by the steel fixer and quantity surveyor without further processing. This system is ideal for pre-cast concrete sections which can produce very quick, efficient and optimum solutions in a very short time.
A major advantage of using the GA is that, it presents not only one design, but a series of near to optimum column designs, which satisfy all design requirements. The best design found at each generation is presented in a text format from which pictures like those in Figures 5 and 6 can be generated. The designer is able to carefully study all alternatives and make an informed decision on the basis of a number of choices presented to him/her.
A practical advantage of this approach is that the designs presented by the GA are all near optimal solutions which would be very difficult to be identified by the designer, unless he/she has a vast amount of specific experience in this area. The bar detailing presented is in line with current practice (i.e. it uses a single size bar, and distributes the bar evenly around the perimeter of the column). There is a sufficient amount of information on the bar details presented for each column section that these drawings could be directly used for production purposes. This approach is more suitable for casting of pre-cast concrete sections, producing a large quantity of each column type for which a small saving in reinforcement for each column could add up to a significant saving overall.
A brief overview of interactive and visualization systems for engineering design
Domain knowledge has been heavily relied upon within the GA optimization programs to constrain the objective function so that only feasible solutions are guaranteed, but are these results optimal or have better results been ignored because of the constraints imposed on the GA search? Many researchers have realized that these issues can be addressed by visualizing the search and solution space of designs generated by the GA and allowing the user to freely interact with the design space to possibly find more creative designs. A comprehensive review by Takagi (2001) lists a number of approaches to and applications of "Interactive Evolutionary Computation". One of the first preliminary design systems devised by Pham & Yang (1993) , allowed the GA to produce configurations for the user to view and evaluate in order to make decisions about further redesign and other additional GA runs if required. Jo (1998) discovered that adding human interaction to his evolutionary design system meant domain knowledge could be incorporated online; solutions can be independently visualized in a space layout problem and the user allowed to modify individual elements of the design. The interaction of a user has also been considered in a multiobjective environment: Fonseca & Fleming (1993) proposed a decision-maker (DM) that controls which objectives have more importance within a non-dominated set of solutions. They suggested the DM could be a human or an expert system. Horn (1997) points out that there are three different approaches to decision making in multicriteria problems: make a multicriteria decision before search, make a decision after search or integrate the search and decision making. The latter approach would appear to be the most powerful, incorporating iterative search and decision making. Parmee & Bonham (1998) proposed an Interactive Evolutionary Design System (IEDS) based on a system of iterative redefinition of variable and objective space by a designer as search progresses. These ideas come out of many years' research in using evolutionary computing to aid engineering design, starting from general ideas to locate and analyze robust regions of the search space and using directed search to define feasible regions in multiobjective problems (Parmee et al 1994) . These ideas resulted in the development of a number of modules that could be combined in an interactive evolutionary system, such as cluster-oriented genetic algorithms (COGAs), including user preferences between objectives to direct co-evolutionary search (Parmee et al 2000) and allowing visualization of multiple runs from different objectives (Parmee et al 2001) . The technique that is most closely related to the work presented in subsequent sections of this paper is the COGA module (Parmee 1996) . COGA extracts regions of good solutions from a GA run by filtering high performance solutions as the search progresses. The results can then be visualized by choosing any two variables or objectives and viewing them on a scatter diagram (Parmee & Bonham 1998 ). This representation is very informative and the authors' claim that visualizing the results of different filtering parameter settings can lead to the identification of mutually inclusive regions between multiple objectives.
More recently work on visualization of COGA data has included the development of a novel technique called parallel coordinate box plots , that uses the parallel coordinate technique developed by Inselberg & Dimsdale (1994) to visualize many variables at once and compare the distribution of solutions between objectives using statistical analysis.
The proposed IEDS and work on COGA described above shows the potential of using an interactive approach to understand evolutionary data and support the engineer. The work presented in this paper differs from the above in that it describes a system that was designed and built to focus on user interaction right from the start and allows the user to freely interact with specific regions of the search space. The work is centered on a user interface that allows the user to 'zoom in' in specific regions of the search and solution space, defined by the user, and create new data using further GA runs. This leads to better understanding of the problem. Generation of the data differs from the COGA concept in that all the data produced by a short GA run is initially available for visualization and the user can then choose to keep or filter out information as required interactively. The data is then clustered using a fast, novel technique according to user requirements. The advantage of this method is that data is generated very quickly and low performing, but potentially interesting solutions are not deleted from the results. The interface allows any combination of 2D or 3D variables to be visualized and compared with other views. Other techniques such as the scatterplot matrix and parallel coordinates are included which allow visualization of all or part of the data so that interactions between variables at the local level is clear. The additional use of color enables the user to emphasize the clusters that are important to the user whilst keeping other interesting data available (see Figure 8 ). The system is designed to be flexible enough to allow the user to choose and view parameters relevant to the problem rather than an abstract representation. Nevertheless, further techniques such as comparing the data with the principal and independent component views can help to reduce the dimensionality of the problem. These and other methods to evaluate the robustness of regions are available within the system and are described in (Packham & Denham 2003 , Packham et al 2004a , 2004b . The importance of direct interaction to help understand a problem is underlined by this work. Interaction in objective space means that the user can define a compromise region and force the GA to create data in that region using penalty functions. This technique seems to be more straightforward than the method of running many GA runs with different filtering settings to define a compromise region using COGAs (Parmee & Bonham 1998) . Understanding of the problem is further enhanced by the opportunity to visualize the artifact (a picture showing the individual details of a design) when selecting a solution with the mouse, rather than merely the design parameters. Visualization of the artifact gives more power to the knowledgeable engineer to make informed choices between design solutions as in many cases the definition of a 'good' solution cannot be described mathematically. Improving problem definition has been thoroughly discussed in Parmee (2002) and some proposals were put forward, in this paper.
Visualization of search and solution space -an innovative approach to biaxial column design
A visualization system for understanding multidimensional search spaces in engineering design is described in Packham & Denham (2003) with an example of the system working on a mathematical function with known local optima. By combining interaction and visualization capabilities with the power of evolutionary computation it was hypothesized that such a system would deliver invaluable decision support and knowledge discovery, as advocated by Parmee et al (2000) and Mathews & Rafiq (1994) . The design of the system was inspired by the visualization literature for engineering design, for more details see Spence (2001 Spence ( , 2003 , Tweedie et al (1996) and Swayne et al (2001) , also Shneiderman (1998) for guidelines on interactive visualization. The system was designed with the following features:
• The fast generation of diverse data by running a simple genetic algorithm for a low number of generations to reduce the number of function calls with normal crossover and mutation rates. The diversity of solutions is maintained by applying a high mutation rate when duplicate solutions are identified.
• An easy to use interface that allows direct manipulation of the data and views. Various high dimensional visualization techniques are supplied to enable understanding of the data from different viewpoints and combination of parameters.
• An automatic clustering procedure is built into the system that identifies clusters relevant to the problem in hand. Color is used to highlight important clusters, enhancing perceptual understanding of the data.
• Extensive interaction is supported allowing the generation of further data with the genetic algorithm inside or outside regions identified by the user or clustering algorithm. The definition of clusters can be modified by the user or even created manually, ensuring complete freedom of search and human-led exploration of the search space.
In this section columns with single size bars are investigated only. Examples of two column designs shown in Table 1 will be used. A screenshot of the visualization system is shown in Figure 7 . The button panel to the bottom left of the figure is used to control the system (known as the 'Navigator' window). The 'Overview' window above displays the complete data produced by the genetic algorithm after 21 generations, using the input parameters for column design (a) ( Table 1 , but Column Size is found by the GA). In this view the first two variables are shown on the axes of the enlarged plot: the depth (h) and breadth (b) of the column. The other objectives and decision variables given for the modified GA trial (Table 3) are shown in the other plots. It is possible to select a region on any plot and perform an action from the Navigator 'Action at Focus' panel, such as zoom, run a genetic algorithm or find clusters in the data. Often it is useful to view different forms of the same data in another window, for example in Figure 7 the user has chosen to open another window called 'Moreview2' (right-hand side) and changed the order of axes shown so that the LCeqn and CostofCol objectives are shown on the enlarged plot. Axes can also be temporarily removed from the visualizations to improve clarity. Other multidimensional displays are available; see Figure 8 and subsequent description in the next paragraph.
It is suggested that the contour of the convex trade-off between LCeqn and CostofCol seen in Figures 7, 9 and 10 is very close to the Pareto front that would be generated using non-dominated search. This hypothesis would need to be confirmed by further analysis, but it seems likely to be true as the same hypothesis was confirmed in the visualization of multiple runs of COGA data . Further comparisons and research on the visualization of the Pareto front is planned with this system.
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The 'Fitness' of solutions used by the genetic algorithm, for this multi-objective problem, could be any one of the objectives or a combination of them. Here the fitness is the cost of the column (minimizing, CostofCol) with the constraint that the solution satisfies the load contour equation (LCeqn), in other words the Bresler check (Bresler 1961) . If the axial load and biaxial bending requirements are met exactly then LCeqn = 1, so any solution with LCeqn>1 is penalized. The fitness landscape is clearly seen in three dimensions by placing the Fitness on the z-axis of each plot; Figure 8a shows this alternative view. The relative darkness of the points also reveals the fitness of the solutions, such that darker points are of greater fitness. Common multidimensional views that help to understand the data and interaction between parameters are also available. The scatter-plot matrix (also known as the generalized draughtsman display (Chambers et al 1983) ) that shows each parameter against all the other chosen parameters is shown in Figure 8b . Figure 8c shows the same data using parallel coordinates (Inselberg & Dimsdale 1994) . All the chosen parameters are given on a vertical axis on the plot (in this case five are chosen), a solution is represented by a line joining the axes. These techniques have the advantage of showing all the required information at once, but the drawback is that for a large number of solutions and parameters the views become very cluttered and difficult to understand.
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Further choice available through interaction and manipulation
For this visualization system the philosophy was to give the GA as much freedom as possible and let the user freely interact with the system and explore the information after it was generated, in contrast to the other approaches that was to hide as much domain knowledge in the objective function as possible before running the GA. The authors believe that this approach opens the 'black box' nature of the optimization process which has been considered one of the main disadvantages of these systems. In order to help understand the information returned by the GA, the main clusters that relate to the best designs found so far are presented to the engineer using color. The automatic clustering algorithm is based on univariate kernel density estimation (Silverman 1986 ) and identifies clusters according to a local density measure of the solutions; by default it works in decision variable (search) space, but clustering can also be performed in objective (solution) space. In Figures 7 and 8 the two highlighted clusters (green and blue) are those containing the fittest solutions in the data, it can be clearly seen in all these views that there are a wide range of good solutions (LCeqn≈1) with varying costs. The clustering algorithm is affected somewhat by the discrete nature of the search space, but information about the relationship between variables and objectives can be clearly seen. For example good solutions are either large columns with small reinforcement bars or smaller columns with larger reinforcement bars (blue cluster), as would be expected. Further clusters can be found through the 'Find Clusters' button; the dialog box allows the user to choose where to search for clusters (inside or outside current clusters and limits of current focus) and other options. Initial investigation by the authors has shown that clustering and viewing solutions in objective space instead of variable space, for problems with discrete variables, sometimes presents more useful information for the designer.
The definition of these clusters can be changed, removed or new clusters added manually using the 'Edit Clusters' button. The user is free to interact with the information or generate further information in regions of interest. For example in Figure 9 the user has manually highlighted the desired region of low CostofCol and LCeqn≈1 in magenta and run a further 21 generational GA 'inside' this region. The system penalizes the fitness of any solution that falls outside the magenta region; the zoomed in result is shown in the righthand window of Figure 9 . It can be seen that further design options have been discovered for the user to peruse and choose between. The best solution shown in Figure 9 shows a slight improvement on the initial solution found, see Figure 11 and Table 5 . So these simple visualizations and the interaction process have discovered a number of new solutions to the problem whilst enhancing understanding of the relationship between variables and objectives. However this method of trying to 'force' the GA to find new solutions through highlighting a region in objective space and using penalty functions is inefficient and often frustrating.
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As one of the aims of the design problem is to minimize column dimensions and the amount of reinforcement used to reduce the cost, it would seem appropriate to attempt to minimize the CostofCol objective instead of LCeqn. To aid visualization any solution with LCeqn>1.02 is penalized by the GA. The display in Figure 10 shows the result of running a further GA inside the desired region and adding the result to the original, the user has zoomed in on the region of interest and colored the solutions according to size of bar diameter used in the column. Details of individual solutions (the column artifact) are available by clicking on the data point with the mouse, the labeled solutions are shown in Figure 11 and Table 5 . From this picture it is clear that there are a variety of solutions around LCeqn≈1 with different bar sizes. The columns with 40mm bars are the cheapest because fewer bars are needed to ensure feasible solutions. The neighboring 40mm solutions have similar characteristics in terms of column size and small number of bars used. Though (a5) is optimal in terms of cost, from the buildability point of view this column would be considered infeasible by engineers, however there is a buildable 40mm solution not very far away (a4). The columns with 32mm bars (a6) may better satisfy other considerations. This picture also shows that as the bar size decreases, the number of required reinforcement bars increases having an impact on cost due to the relatively large cost of steel and fabrication. Indeed the size of column and number of bars required in the 20mm diameter reinforcement bar design confirms that these bars are not suitable to support a column with loads of this magnitude. Table 5 gives the relative costs of these diverse designs compared to the design found by the initial GA approach for column (a) in Figure 4 . It is interesting to note that the best design in the modified GA study (a1, Table 4) has been identified by the visualization system although columns (a2) and (a3) have not. This can still be considered a very good result considering the system only used 4200 evaluations (2 runs of 21 generations using 100 individuals) as opposed to 15000 evaluations used by the modified GA study (50 generations using 300 individuals). Despite the relatively cheap cost of (a2) and (a3) if could be argued that (a4) and (a6) are easier to build because they use fewer bars and links. This shows the advantage of keeping all the information generated during the GA run, instead of just saving the best from each generation where good designs (more feasible or buildable designs) may have been ignored.
The result of a similar study on the other column design specifications (b) are also given in Table 5 (see Figure 12 ), once again multiple feasible design choices have been discovered through visualization and interaction. Designs (b4) and (b5) in particular are smaller, cheaper and easier to build than those found in the modified study (Table 4 and Figure 6 ). 
Freedom on objective function encourages decision making
The results and visualizations shown in the last sections reveal the success of the system in finding improved results and, perhaps more importantly, in decision-making through the large number of design choices that are kept for evaluation. The diversity of choice available means that the engineer can quickly find a match for a particular design scenario without needing to encode specific constraints into the objective function and hope a good result is returned. Such design considerations will enable the designer to make a design decision based on a variety of constraints or variables such as: the best size of column to fit a client's requirement, optimizing floor space area, optimizing the formwork constructed from standard size timber sheet materials, meeting a cladding suppliers requirement for column dimensions for fixing purposes, providing suitable column dimensions to facilitate satisfactory connection between columns and beams.
Alternatively the diameter of reinforcing bars can be limited to enable easier handling and fixing. All these scenarios are known to the engineer during the decision making process but are not present in the objective function, so more design options generated by the system will enable the subjective constraints to be met.
For large scale projects it is more likely that many of these design considerations will take place at an earlier stage, but the diversity of choice allows quick decisions to be made and more informed modifications to the objective function to be carried out.
The question that arises is: why does the system have the capability to return such good results using a relatively few number of function evaluations and simple visualization of the search and solution space?
The main reasons for success is the lack of constraints put on the fitness function, combined with the freedom of search by the user or engineer. The system theoretically allows any designs to evolve, even if they are substandard according to one or more criteria, but in the long term this freedom provides more choice of designs around the critical trade-off between feasible and cost effective designs. The previous method of ensuring all designs are feasible and buildable before minimizing cost was a safer method but does not allow 'borderline' designs to evolve. Because the visualization system is so explicit and allows immediate selection of any solution, the existence of substandard designs can be ignored by the user and relevant, feasible designs selected.
Conclusions and Further Work
These studies have shown the immediate impact that interactive visualization has on knowledge discovery and assisting engineers in their decision making process. The initial studies indicated the success of genetic algorithms in discovering supposedly optimal solutions to the problem, but the additional exploration provided by simple visualization and interaction provides more diversity of choice to support decision making. The system supports decision making at any point in the design process -before and after performing a genetic algorithm search (Horn 1997) . The system encourages understanding and knowledge discovery by allowing interaction with the design parameters and visualizing individual solutions. Thus the system could be used as a high level design tool or a very accessible teaching tool. Such a facility has never been available to the design engineer before.
Further features available in the system are not described here but are designed to assist further understanding of engineering problems. For example viewing and clustering the data in alternative coordinate systems such as the principal components is included to provide more natural clusters; analysis of these views may also suggest the most important variables in a problem. Evaluation of robustness by determining the worst solution inside a region is also being investigated for future research (Packham et al 2004) . With regards to the biaxial column problem the effect of changing the costs of materials on the results is also under consideration. The results can be quickly and easily analyzed with the system, providing further choices that could be useful when designing buildings in countries where certain materials are scarce or very expensive. 
