An algorithm is given for computing projective structure from a set of six points seen in a sequence of many images. The method is based on the notion of duality between cameras and points first pointed out by Carlsson and Weinshall. The current implementation avoids the weakness inherent in previous implementations of this method in which numerical accuracy is compromised by the distortion of image point error distributions under projective transformation. It is shown in this paper that one may compute the dual fundamental matrix by minimizing a cost function giving a first-order approximation to geometric distance error in the original untransformed image measurements. This is done by a modification of a standard near-optimal method for computing the fundamental matrix. Subsequently, the error measurements are adjusted optimally to conform with exact imaging geometry by application of the triangulation method of Hartley-Sturm.
Introduction
An idea of Carlsson and Weinshall ([1, 12, 2] ) allows the possibility of computing projective structure from a set of several images of a small number of points. In this paper the case of six points in many views is discussed (the three-view case is solved in [8] ), and a practical, relatively simple algorithm is given. This algorithmic method was discussed in a previous paper ( [4] ) where it was mentioned that a straight-forward implementation of the Carlsson method suffers from instability because of the skewing of noise characteristics by application of a projective transformation to each image. In this paper, a method is given that largely avoids this problem. The central strategy of this paper, socalled Sampson iteration, minimizes a cost function that relates back to untransformed image measurements.
The Sampson method is named after the author of a wellknown paper on conic fitting ( [9] ). It has been used (though not under this name) as one of the most succesful method for computation of the fundamental matrix ( [13] ). The idea behind the Sampson method is to minimize a first-order approximation to error in image measurements while satisfying the necessary constraints imposed by the imaging geometry. It is one of the principal observations of this paper that one can do this for the error measurement in the original untransformed images, while still working in the dual domain of transformed image coordinates necessary for the duality-based algorithmic method.
The value of a method in which one treats small numbers of points in many views is that it allows us to compute the camera motion for long sequences in a single algorithm. Previous methods with projective cameras have used various strategies such as pasting reconstructions from blocks of three views together, or factorization method ( [10] ) which require fundamental matrices to be computed for pairs of views. The method is also useful for cases where one has long sequences with relatively few matched points, as shown in this paper.
General Algorithm Outline
The simple observation that leads to Carlsson Duality is as follows. A camera of the form One may denote the matrix in (1) by P A , where A is the vector (a b c d) > . With this notation (2) may be written as P A X = P X A, and one sees that the roles of point and camera are swapped. Now, consider a set of image correspondences x i j , which one should read as the image of a j-th point in an i-th view 1 . A set of 3D points X j and camera matrices P i are called a projective reconstruction of the correspondences if In solving for a reduced reconstruction from a set of point correspondences that allow it, one may solve directly from the original correspondences, or else transpose (dualize) the correspondences and find a reduced reconstruction in terms of the dual correspondences. To keep straight what we are doing, the reduced camera matrices and points obtained from the dual set of correspondencesx j i will be called dual cameras and dual points, together making up the dual reconstruction. As shown, dual cameras correspond to points in a non-dual reconstruction, and dual points correspond to cameras.
Transforming the data
A set of point correspondences that allow a projective reconstruction will not in general allow a reduced reconstruction. However, they may be transformed to such a set by transformation of the data. 1 The index i will be used throughout the paper to index the view, whereas j indexes the points. To remember this, observe that one views with one's eye (i). This is a pun -not a very good one but useful as a mnemonic.
of 2D projective transformations chosen to map the last four points in each view to the four canonical basis points e 1 : : : e 4 . Let x 0i j = T i x i j for all i and j. One may formulate the reconstruction problem in terms of these transformed image points by seeking transformed camera matrices P 0i that satisfy x 0i j = P 0i X j for all i j. In a solution to the reconstruction problems, the cameras P i and P 0i will be related by T i P i = P 0i , since then
Provided that no four of the 3D points X j are coplanar, it may be assumed that in a projective reconstruction, the last four 3D points are equal to E j for j = 1 : : : 4. It follows that the camera matrices P 0i are in reduced form (1) since they must satisfy the condition P 0i E j = e j for j = 1 : : : 4.
One may summarize this discussion as follows: 2 must now allow a reduced reconstruction. After transposition, we obtain a set of pointŝ
i that allow a reduced reconstruction. This is a set of correspondences of N (dual) points in two (dual) views. Such a reconstruction problem may (in principal) be solved by known techniques involving the fundamental matrix to obtain a dual reconstruction. From this a (non-dual) reduced reconstruction may be obtained by swapping points and cameras. A reconstruction of the original data is then obtained by applying the inverse transforms (T i ) ;1 to each of the reduced camera matrices.
To be more specific, the algorithm proceeds in the following steps. 2. From the dual fundamental matrix, one may compute a (dual) projective reconstruction in the usual manner (for instance, see [3] ). According to ( 2.2), a reduced reconstruction is possible, namely points and reduced camera matrices satisfying P X1 A i =x More details of this procedure are to be found in [4] , and also [1] . The first two steps of this algorithm will be considered in more detail in the following sections.
From the dual image correspondencex

Difficulties with the dual method
The method suggested above for solution from N views of six points may be thought of as consisting of three steps.
1. Apply a projective transformation T i to the points in each view to generate a set of point correspondences allowing a reduced reconstruction.
2. Find a reduced reconstruction (P 0i X j ) by solving in the dual domain using the dual fundamental matrix.
3. Apply inverse transformations to the camera matrices to obtain P i = ( T i ) ;1 P 0i . These along with the reconstructed points X j form a projective reconstruction of the original data.
The main difficulty with this method is the distortion of points, and particularly their uncertainty regions by the projective transformations, T i . Point measurements in an image are usually (though not quite correctly) assumed to be measured with independent isotropic Gaussian distributions. It is unusual for reconstruction algorithms to assume more general distributions. The common methods for solution of the two-view projective reconstruction problem, involving the fundamental matrix, have no way of taking into account a non-isotropic point distribution. The only way of doing this is to use an iterative scheme, such as bundle adjustment, that specifically accounts for non-isotropic error distributions. However circular (isotropic) error distributions do not remain circular when subjected to a projective transformation. Neither do they remain Gaussian. The projective transformations T i , chosen to map four points in each view to a canonical basis may quite severely distort the error distribution. In applying a technique based on the fundamental matrix to the dual reduced reconstruction problem, one normally is obliged to ignore the particular form of the transformed error distribution and hope for the best. Frequently, one may work very hard to obtain a small residual in the reduced reconstruction problem (step 2 of the above outline) only to find that when one transforms back to the original coordinate frame (step 3) the residual errors are very large for some points.
What is needed is a way of solving the reduced reconstruction problem while at the same time minimizing the residual error in the original coordinate frame. This is what is done in this paper.
The Reduced Fundamental Matrix
The fundamental matrixF satisfyinĝ
for a set of transformed pointsx
is of a special restricted form. Since the point correspondences allow a reduced reconstruction, according to ( 2.2), the fundamental matrix must correspond to a pair of reduced cameras P X 1 and P X2 . A formula for the fundamental matrix corresponding to a pair of arbitrary camera matrices is given in [7] which allows us to compute the form ofF when the camera matrices are of this restricted form.
Since points X 3 : : : X 6 are the points E 1 : : : E 4 of a projective basis, we may choose X 1 = E 5 = ( 1 1 1 1 Note that this matrix is singular, and satisfies the further constraint that the sum of its entries is zero. Such a matrix is called a reduced fundamental matrix. A reduced fundamental matrix is conveniently parametrized by the four parameters X, Y, Z and T, or by three parameters setting T = 1 .
Characterization of Reduced Fundamental Matrix
A reduced fundamental matrix is a fundamental matrix (that is a singular matrix) that satisfies the additional condi- Now, consider the reduced fundamental matrix of (3). It may be verified that this matrix is singular (the left nullvector is (X ; 1 Y ; 1 Z ; 1) > ). One may also verify that the sum of its entries is zero, and so are the diagonals. Finally, the matrix of (3) has three degrees of freedom (being defined by 3 parameters), and so one deduces that this is the general form of a reduced fundamental matrix.
Linearly solution for the reduced fundamental matrix
One may writeF in the form The matrix that results from the above method does not in general satisfy the condition detF = 0 , which is required for a fundamental matrix. To find a matrix that does we tried various methods. An adaptation of the "algebraic" method of [5] works well.
Minimization of Sampson Error
Under the assumption of isotropic Gaussian error distribution, the Maximum Likelihood (usually considered the optimal) estimate of the fundamental matrix involves minimization of a cost function (5) where ( ) 1 and ( ) 2 mean the first and second components of the vector. The general strategy is to parametrize the fundamental matrix in some manner and then minimize this cost function over all F by parameter minimization (usually the Levenberg-Marquardt method). This method is theoretically more sound than a commonly quoted method of minimizing symmetric epipolar distance, which has a similarlooking cost function.
Application to reduced reconstruction
In the solution of the dual reduced reconstruction problem, one seeks a reduced dual fundamental matrix that satisfies the equationx 
Note that this is expressed in terms of the original point measurements. The cost associated with a given choice of F is found by minimizing the distance
subject to the condition (6). Setting This cost function is (as before) a first-order approximation to the geometric distance (7) in terms of the original untransformed data. To the extent that the first-order approximation to geometric distance is a good approximation, this error function is near-optimal in that it findsF (and subsequently a reconstruction) that requires the smallest possible variation to the original image points x i 1 and x 2 i . Note that it is computed without actually transforming the points x i j , which refer to original image coordinates. To estimate the near-optimal reduced fundamental matrix, therefore, one proceeds to minimize this cost function by a LevenbergMarquardt process, using a parametrization of the reduced fundamental matrix given in section 5.
For comparison, an inferior method that minimizes residual error in the transformed data would minimize the required variation in the pointsx This cost function is subtly but importantly different.
Completing the reduced reconstruction
In the outline of a reconstruction algorithm given in section 3, the second step involves computing the dual camera matrices P X j and the dual points A i once the reduced fundamental matrix is known. The first step is to find the dual camera matrices from the reduced fundamental matrix. This is easy, since the Sampson minimization involved iteration over the coordinates of the point X 2 while fixing the points X 1 = ( 1 1 1 1) > . Thus the two dual camera matrices P Xj arise as the parameters that minimize the cost function.
To find the dual 3D points, A i a triangulation method is required to find the A i that satisfy P Xj A i =x j i for j = 1 2. The computation may be carried out separately for each i. As in the usual projective reconstruction method, because of noise in the measurements, such A i do not exist precisely, the two ray from the two camera centres not intersecting in space. As expounded in [6] , one should find the 3D point that minimizes image error -in fact a method is give in the cited paper for doing just that. In the present case, we want to minimize the error in the original image measurements, and not in the transformed data. This may be accomplished as follows. The method of [6] starts with a point pair x $ x 0 and a fundamental matrix F and finds the pair of corrected points x $ x 0 that satisfy x 0> F x = 0 exactly, while minimizing the distance from the estimated points x and x 0 to the measured points x and x 0 . In the current situation, the required corrected points must satisfy the conditionx Note that once more we are finding the optimally corrected measurements using untransformed points in the original images. Once the points have been corrected, triangulation will be exact, and computation of the dual 3D space points is easy. Alternatively, observe that the dual 3D space points P Ai are ultimately used to find the camera matrices P i in the third step of the algorithm of section 3. An alternative approach is to estimate the cameras P i directly using the well known DLT algorithm ( [11] ) in terms of the now known 3D points X j and corrected image points x i j . The solution is guaranteed to be exact.
Results
The algorithm was tested on both synthetic and real data. For the synthetic data, a set of six points were chosen at random in a unit sphere, and a sequence of images were generated. The images parameters were chosen to approximate those taken with a 35mm camera with a total width of the image equal to 1000 pixels.
Five algorithms were compared 1. Minimization using transformed image coordinates. The algorithm used was an adaptation of the method of [5] adapted to estimation of reduced fundamental matrix. The algorithm minimizes algebraic error instead of geometric error. However for estimation of the usual fundamental matrix it is one of the best algorithms we know, usually performing within a few percent of optimal in terms of residual error. It is a non-iterative algorithm, but the iteration is over the three coordinates of an epipole only, and is very fast. This will be called the algebraic method.
2. The results of the Sampson algorithm described in this paper. This minimizes a first-order approximation to geometric error in the original untransformed coordinates. This is the Sampson method.
3. Bundle adjustment to minimize residual error in the untransformed coordinates, initialized with the results of the algebraic method. This is the refined algebraic method.
Bundle adjustment initialized with the Sampson method (the refined Sampson method).
5. The theoretical minimum achievable residual error, computed based on the known amount of noise and the number of degrees of freedom of the system (the ideal method).
In all cases, the measured error residual is the residual error in the original image coordinates resulting from the reconstruction. This is true even in the algebraic method which works with the transformed image coordinates, and this is the essential weakness of all algorithms working in the transformed domain. From the results the advantage of the Sampson method is clear.
Although the Sampson method used here does not require the transformation of the point, it still requires the computation of the transformation, and its use in obtaining an initial estimate to use as a basis for the Sampson transformation. In some cases such as where three of the points are nearly collinear, this transformation will be unstable. As a result, the Sampson method still sometimes fails. This failure is characterized by a large residual error, which is easily detected. Various strategies are being developed for avoiding this failure. In particular, it is not necessary to include all the views in the Sampson estimate. We are experimenting with least-median squares methods for eliminating critical views from those used to compute the structure. Once the position of points X 1 and X 2 are computed from the other views the omitted cameras can be computed in a separate step. At present we are experiencing a failure rate of less than 2% at a noise level of 1 pixel in each coordinate. To avoid skewing of the results by these failures, essentially outliers, the worst 2% of cases are omitted from all the graphs shown here. 
Real image sequences
The algorithm was tested with a set of real images of a model satellite. A 20-frame sequence was used to test the algorithm. The sequence is shown in Fig 3. 
Conclusion
Although the general outline of a method for computing projective structure from a sequence of six points in N view has been known since the original papers of Carlsson and Weinshall, a naïve implementation of the algorithm has been known to suffer from numeric difficulties because of the necessity to apply a projective transformation to the image points. This transformation can severely distort the error distribution of the image points. Any method that estimates structure by minimizing residual error in the transformed image points will perform relatively poorly. The present paper avoids minimization in the transformed domain by proposing methods for estimation of the reduced fundamental matrix and subsequent correction of the image measurements while minimizing error functions that are directly related to Euclidean distance in the original untransformed image coordinates. The algorithm has been evaluated with both synthetic and real images and has been shown to perform well.
x 0> Fx 0 = 0 will not be satisfied exactly, but there will exist a pair of points x 0 x close to x 0 x that satisfy this equation precisely. We wish to find the points ( x 0 x) closest to (x 0 x) that satisfies this relation. 
If we write X = X;X and desire X to satisfy C F ( X) = 0, then the result is C F (X) + ( @C F =@X) X = 0, which we will henceforth write as J X = ; where J is the partialderivative matrix, and is the cost C F (X) associated with X. The minimization problem that we now face is to find the smallest X that satisfies this equation, namely :
Find the vector X that minimizes jj X jj subject to J X = ; .
The standard way to solve problems of this type is to use Lagrange multipliers. By a fairly straight-forward computation, one finds that X = ;J > (JJ > ) ;1 (11) The norm jj X jj 2 is the Sampson error : jj X jj 2 = X > X = > (JJ > ) ;1 : (12) In the case of fundamental matrix estimation being considered here, JJ > is a scalar, equal to the denominator of (5) and > is the numerator. Thus, the right hand side of (12) is the same as (5). Furthermore, the left hand side of (12) is the same as (4), and so (5) represents a first-order approximation to geometric error as claimed. This is already known from the work of [13] , but the above discussion has been included to demonstrate that in just the same way (8) minimizes geometric error up to first order in the minimization of the dual fundamental matrix.
