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Introduction
0. Polyzeˆtas, pe´riodes d’une forme modulaire et leurs ge´-
ne´ralisations selon Manin
L’objet de cette e´tude est la rencontre de deux mondes celui des formes modulaires d’une
part et d’autre part celui des polyzeˆtas.
Euler de´montre que certaines valeurs aux entiers de la fonction ζ de Riemann sont alge´-
briquement lie´es. On a par exemple ζ(2)2 = 5
2
ζ(4). Ces relations prennent un sens parmi les
relations de de´pendance ve´rifie´es par les valeurs multiples de zeˆta(polyzeˆta selon la terminologie
de Cartier [2]) formalise´s par Hoffman [11] et Zagier [26] :
ζ(m1, ...,mn) =
∑
l1,...,ln∈Z>0
(l1 + ...+ ln)
−m1(l2 + ...+ ln)−m2 ...l−mnn . (1)
L’entier n est appele´ la longueur et la somme m1+...+mn le poids de la valeur multiple de zeˆta.
On retrouve les relations connues ainsi que des nouvelles, comme ζ(3, 2) = 9
2
ζ(5)− 2ζ(2)ζ(3).
L’e´tude de l’alge`bre engendre´e sur Q par les valeurs multiples de zeˆta et gradue´e par le
poids a permis a` Ecalle [6] et Racinet [18] de mettre en e´vidence des relations alge´briques entre
ces valeurs multiples de zeˆta conjecture´es exhaustives :
Z =
⊕
k≥0
Zk, ou` Zk = 〈ζ(m1, ...,mn) pour m1 + ...+mn = k〉Q. (2)
Les travaux de Kontsevitch et Zagier leurs ont permis de formuler la conjecture :
dimQ(Zk) = dk ou` on a pose´
∑
k≥0
dkt
k = (1− t2 − t3)−1. (3)
Graˆce a` une e´tude re´alise´e par Brown [1], on sait de´sormais que :
Zk = 〈ζ(m1, ...,mn) pour m1 + ...+mn = k et m1, ...,mn ∈ {2, 3}〉Q. (4)
Manin introduit des objets analogues pour la the´orie des formes modulaires. Soit k ≥ 2
un entier. Notons Sk l’espace des formes modulaires paraboliques de poids k et de niveau
1. Toute forme modulaire f(z) =
∑
n>0 an(f) exp(2ipinz) est caracte´rise´e par sa fonction
L(f, s) =
∑
n>0 an(f)n
−s associe´e. Plus pre´cise´ment encore, Eichler et Shimura [20] de´montrent
l’injectivite´ de l’application :
Sk → Ck−1, f 7→ (L(f,m))1≤m≤k−1 . (5)
De plus, si f est une forme primitive de Hecke alors il existe des nombres Ω+f ,Ω
−
f ∈ C tel que :
L(f,m) ∈ pimΩ(−1)mf Q∗f pour tout entier critique 1 ≤ m ≤ k − 1, (6)
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ou` Qf = 〈an(f);n > 0〉Q est le corps engendre´ par les coefficients du de´veloppement en q-se´rie
de f .
Dans [15], Manin combine ces deux constructions et de´finit une se´rie ge´ne´ratrice en des
variables non commutatives A1, ..., An donne´e par l’inte´grale ite´re´e∑
N≥0
∑
1≤i1,...,in≤N
∫
0<t1<...<tN
ωi1(it1)...ωiN (itN)Ai1 ...AiN , . (7)
ou` ω1, ..., ωn ∈ Ω1(H) sont des 1-formes diffe´rentielles sur H, le demi-plan de Poincare´, lie´es
a` une famille (f1, ..., fn) de formes modulaires. Les coefficients de cette se´rie peuvent eˆtre vus
comme des valeurs multiples de fonctions L de formes modulaires L(f1, ..., fn;m1, ...,mn), ou`
fj ∈ Skj et 1 ≤ mj ≤ kj − 1 sont des entiers critiques, de la fac¸on suivante.
1. Fonctions L a` plusieurs variables
Soit n ≥ 0 un entier. Soit k = (k1, ..., kn) une famille d’entiers naturels pairs. Soit f1, ..., fn
une famille de formes modulaires paraboliques de niveau 1 et de poids respectifs k1, ..., kn. Pour
chacune d’elles, on a un de´veloppement en q-se´rie : f(z) =
∑
l>0 al(f) exp(2ipilz) qui permet a`
Manin de de´finir la se´rie de Dirichlet multiple :
L(f1, ..., fn; s1, ..., sn) =
∑
l1,...,ln∈Z>0
al1(f1)...aln(fn)
(l1 + ...+ ln)s1(l2 + ...+ ln)s2 ...lsnn
. (8)
Conside´rons par ailleurs la transforme´e de Mellin ite´re´e :
Λ(f1, ..., fn; s1, ..., sn) =
∫
0<t1<...<tn
f1(it1)t
s1−1
1 ...fn(itn)t
sn−1
n dt1... dtn, (9)
pour (s1, ..., sn) ve´rifiant Re(sj) > kj pour 1 ≤ j ≤ n. On prolonge alors Λ en une fonction
holomorphe sur Cn. On a une e´quation fonctionnelle :
Λ(f1, ..., fn; s1, ..., sn) = i
∑n
j=1 kjΛ(fn, ..., f1; kn − sn, ..., k1 − s1) (10)
Pour tout σ ∈ Sn, notons Λσ(f1, ..., fn; s1, ..., sn) = Λ(fσ(1), ..., fσ(n); sσ(1), ..., sσ(n)). On dis-
pose alors de la formule, pour tout (s1, ..., sn) ∈ Cn :∑
σ∈Sn
Λσ(f1, ..., fn; s1, ..., sn) = Λ(f1, s1)...Λ(fn, sn). (11)
2. Multipe´riodes des formes de niveau 1
On peut relier les formules (8) et (9), chapitre 2 section 1 :
Proposition 0.1. Soient m1, ...,mn ≥ 1 des entiers. On a :
L(f1, ..., fn;m1, ...,mn)
(2pi)m1+...+mn
=
∑
M1,...,Mn≥1
M1+..+Mn=m1+...+mn
Am1,...,mn(M1, ...,Mn)
Λ(f1, ..., fn;M1, ...,Mn)
(M1 − 1)!...(Mn − 1)! ,
(12)
Λ(f1, ..., fn;m1, ...,mn)
(m1 − 1)!...(mn − 1)! =
∑
M1,...,Mn≥1
M1+..+Mn=m1+...+mn
Bm1,...,mn(M1, ...,Mn)
L(f1, ..., fn;M1, ...,Mn)
(2pi)M1+...+Mn
.
(13)
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On a dans Z :
Am1,...,mn(M1, ...,Mn) = (−1)
∑n
j=1(n+1−j)(Mj−mj)
n−1∏
j=1
(
mj+1 − 1∑j
a=1(Ma −ma)
)
, (14)
Bm1,...,mn(M1, ...,Mn) =
∑
αa,b≥0∑j
a=1 αa,j=mj−1 et
∑n
b=j αj,b=Mj−1
(m1 − 1)!...(mn − 1)!∏
1≤a≤b≤n αa,b!
. (15)
Ces formules ont e´te´ obtenues inde´pendamment par Sreekantan [21]. On obtient par exemple
dans le cas n = 2 :
Λ(f1, f2;m1,m2)
(m1 − 1)!(m2 − 1)! =
m2−1∑
α=0
(
m1 − 1 + α
α
)
L(f1, f2;m1 + α,m2 − α)
(2pi)m1+m2
. (16)
La fonction Λ nous paraˆıt plus naturelle que la fonction L. En effet, elle ve´rifie notamment
l’e´quation fonctionnelle (10) et est donc plus maniable pour nos de´monstrations.
Notons Bk = {(m1, ...,mn) ∈ Zn tel que 1 ≤ mj ≤ kj − 1 pour tout 1 ≤ j ≤ n} l’ensemble
des multi-entiers critiques pour la famille (f1, ..., fn).
Dans la the´orie d’Eichler-Shimura-Manin-Zagier(voir par exemple Kohnen-Zagier [12]), les
nombres Λ(f,m) (pour 1 ≤ m ≤ k − 1) sont les pe´riodes de f . Par analogie, nous dirons que
les nombres suivants sont les multipe´riodes de longueur n de la famille (f1, ..., fn) :
Λσ(f1, ..., fn;m1, ...,mn) pour (m1, ...,mn) ∈ Bk et σ ∈ Sn. (17)
Il re´sulte simplement (chapitre 4 section 1) des formules (5) et (11) que la famille des
multipe´riodes caracte´rise, a` proportionnalite´ pre`s, la famille des formes (f1, ..., fn) (i.e. l’e´le´ment
f1 ⊗ ...⊗ fn).
Proposition 0.2. L’application C-line´aire suivante est injective :
⊗nj=1Skj(SL2(Z))→ CSn ⊗ CBk , f1 ⊗ ...⊗ fn 7→
(
Λσf1,...,fn(m1, ...,mn)
)
σ∈Sn
(m1,...,mn)∈Bk
. (18)
Lorsque n = 1, Eichler-Shimura-Manin-Zagier ont de´termine´ l’image de cette application.
La ge´ne´ralisation a` n > 1 est l’objet de notre e´tude.
3. De´termination des multipe´riodes par les pe´riodes
Certaines formes modulaires se preˆtent a` des calculs explicites. Conside´rons la famille des
formes F km ∈ Sk pour les entiers critiques 1 ≤ m ≤ k − 1, voir par exemple Cohen [3], de´finie
par :
F km(z) = Cm
∑
( a bc d )∈SL2(Z)
(az + b)−m(cz + d)m−k avec Cm = −(2i)
k−2im
pi
(
k−2
m−1
) .
C’est une famille ge´ne´ratrice de Sk. On peut encore caracte´riser F
k
m comme l’unique forme de
Sk telle que :
L(f,m) = 〈f, F km〉, pour tout f ∈ Sk,
ou` 〈, 〉 est le produit scalaire de Petersson. Kohnen et Zagier [12] ont donne´s une formule
explicite pour Λ(Fm, n) pour des entiers critiques m et n de parite´s oppose´es. Nous la rappelons
chapitre 1 section 6. Dans le meˆme esprit, nous obtenons la formule suivante (chapitre 2 section
7) :
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The´ore`me 0.3. Supposons que les entiers m1, n1, m2 et n2 ve´rifient les proprie´te´s suivantes :
– Les entiers m1 et n1 sont de parite´s diffe´rentes.
– Les entiers m2 et n2 sont de parite´s diffe´rentes.
– Soit n1 < m1, n1 < m˜1, n2 < m2 et n2 < m˜2,
soit m1 < n1, m˜1 < n1, m2 < n2 et m˜2 < n2.
Alors on a :
Λ(F k1m1 ,F
k2
m2
;n1, n2) =
ik1+k22k1+k2−2
(k1 − 2)!(k2 − 2)!(Q(m1, n1,m2, n2) + i
k1Q(m˜1, n1,m2, n2)
+ ik2Q(m1, n1, m˜2, n2) + i
k1+k2Q(m˜1, n1, m˜2, n2) + i
k1+k2Q(m2, n˜2,m1, n˜1)
+ ik1Q(m˜2, n˜2,m1, n˜1) + i
k2Q(m2, n˜2, m˜1, n˜1) +Q(m˜2, n˜2, m˜1, n˜1) +R2),
ou` :
Q(m1, n1,m2, n2)
(m˜1 − 1)!(n1 − 1)!(m˜2 − 1)!(n2 − 1)!
=

∑n1−1
a=0
∑m2−1
b=0 (−1)b
(
m2−1
b
)(
n2−1+a
a
)
ζ(n2−m2+1+a+b,n1−m1+1−a−b)
(2pi)n1+n2−m1−m2+2 si n1 + n2 > m1 +m2
Cm1Cm2J(m2,m1) si n1 + n2 = m1 +m2 − 2
0 sinon,
avec :
ζ(A,B) =
∑
0<l2<l1
l−A1 l
−B
2 ,
J(α, β) =
∫ 1
0
du
∫ ∞
−∞
(1 + iux)−α dx
∫ u
0
dv
∫ ∞
−∞
(1 + ivy)−β dy ∈ pi
2
2(α− 1)(β − 1) +Q,
et enfin le nombre rationnel :
R2 = 1/2(δ(n1+n2=2) + i
k1ik2δ(n˜1+n˜2=2))
im1ζ(m1)ζ(m˜1)
(k1 − 1)ζ(k1)
im2ζ(m2)ζ(m˜2)
(k2 − 1)ζ(k2)
+ L(Fm1 , n1)δ(n2=1)
im2ζ(m2)ζ(m˜2)
(k2 − 1)ζ(k2)
+ L(Fm2 , n2)δ(n˜1=1)
im˜1ζ(m1)ζ(m˜1)
(k1 − 1)ζ(k1)
+ δ(n˜1=1)
im˜1ζ(m1)ζ(m˜1)
(k1 − 1)ζ(k1) δ(n2=1)
ζ(m2)ζ(m˜2)
(k2 − 1)ζ(k2) .
Les nombres J(α, β) de´finissent la se´rie ge´ne´ratrice :
H(X, Y ) =
∑
α,β≥2
(α− 1)(β − 1)J(α, β)Xα−2Y β−2.
Elle est entie`rement de´termine´e par les formules :
d
dY
((1− Y )H(X, Y )) = 4
(2−X − Y )(Y −X) log
(
1−X
1− Y
)
et
H(X, Y ) +H(Y,X) =
pi2
(1−X)(1− Y ) .
Nous en de´duisons le re´sultat suivant pour la forme modulaire de Ramanujan de poids 12,
donne´e par la formule :
∆(z) = q
∏
n≥1
(1− qn)24 =
∑
n≥1
τ(n)qn avec q = exp(2ipiz).
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The´ore`me 0.4. Soit (n1, n2) ∈ J1, 6K2 ∪ J6, 11K2. Alors on a :
Λ(∆,∆;n1, n2)
Λ(∆, n1)Λ(∆, n2)
∈
∑
2<a+b pair
1<a
Q
ζ(a, b)
pia+b
.
Nous avons fait le calcul explicite dans un cas particulier et on obtient :
Λ(∆,∆ ; 2, 3) = 2733527Λ(∆; 2)Λ(∆; 3)
[
30
ζ(6, 4)
(2pi)10
+ 180
ζ(7, 3)
(2pi)10
+ 630
ζ(8, 2)
(2pi)10
+ 1680
ζ(9, 1)
(2pi)10
+
ζ(4, 4)
(2pi)8
+ 4
ζ(5, 3)
(2pi)8
+ 10
ζ(6, 2)
(2pi)8
+ 20
ζ(7, 1)
(2pi)8
− 630 ζ(10)
(2pi)10
− 1105
126
ζ(7)
(2pi)8
+
12155
63
ζ(13)
(2pi)8
− 12155
6
ζ(15)
(2pi)8
+
5525
3
ζ(17)
(2pi)8
+
7456
3
ζ(9)
(2pi)10
− 330 ζ(11)
(2pi)10
+ 143
ζ(13)
(2pi)10
+
67925
3
ζ(15)
(2pi)10
− 24310 ζ(17)
(2pi)10
]
.
4. Polynoˆme des multipe´riodes
Pour tout sous-anneau A de C, notons V Ak = {P ∈ A[X1, ..., Xn]; degXj(P ) ≤ kj−2}. Le C-
espace vectoriel Vk = V
C
k est munie d’une R-structure donne´e par V Rk et donc d’une conjugaison
complexe.
Le groupe Sn agit sur PSL2(Z)n par :
(γ1, ..., γn)
ρ = (γρ(1), ..., γρ(n)), pour γ1, ..., γn ∈ PSL2(Z) et ρ ∈ Sn. (19)
On a ainsi un produit semi-direct PSL2(Z)n oSn donne´ par :
[γ, ρ][γ′, ρ′] = [γρ
′
γ′, ρρ′]. (20)
Le groupe PSL2(Z)n oSn ope`re sur (Vk)Sn par :
(σ 7→ P σ(X1, ..., Xn)) |[γ,ρ] =
(
σ 7→ P ρσ(X1|γσ(1) , ..., Xn|γσ(n))
)
, (21)
ou` [γ, ρ] ∈ PSL2(Z)n oSn et ou` l’action de ( a bc d ) ∈ PSL2(Z) sur un polynoˆme P ∈ Ckj−2[Xj]
est donne´e par :
P
(
Xj|( a bc d )
)
= P
(
aXj + b
cXj + d
)
(cXj + d)
kj−2. (22)
Par Z-line´arite´, on obtient une action de Z[PSL2(Z)n oSn].
De´finissons alors le polynoˆme des multipe´riodes, en les inde´termine´es X1, ..., Xn, par :
Pf1,...,fn(X1, ..., Xn) =
∫
0<t1<...<tn
f1(it1)(X1 − it1)k1−2...fn(itn)(Xn − itn)kn−2 dt1... dtn. (23)
C’est un e´le´ment de l’espace Vk. Conside´rons le polynoˆme des multipe´riodes de la famille per-
mute´ par σ ∈ Sn dans Vk de (fσ(1), ..., fσ(n)), ce polynoˆme donne´s par :
P σf1,...,fn(X1, ..., Xn) = Pfσ(1),...,fσ(n)(Xσ(1), ..., Xσ(n)). (24)
Ceci permet de conside´rer l’application C-line´aire et injective par la Proposition 0.2 :
Rk : ⊗nj=1Skj(SL2(Z))→ (Vk)Sn , f1 ⊗ ...⊗ fn 7→
(
σ 7→ P σf1,...,fn(X1, ..., Xn)
)
. (25)
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Notons MP (k) son image.
Soit a, b ≥ 0 des entiers tel que a+ b = n. On de´finit le sous-ensemble de permutations :
Sa,b = {σ ∈ Sn telle que σ(1) < ... < σ(a) et σ(a+ 1) < ... < σ(a+ b)}. (26)
Manin [15] met en e´vidence des proprie´te´s lie´es que nous interpre´tons comme des relations de
me´lange (chapitre 2 section 5) :
Proposition 0.5. Les polynoˆmes des pe´riodes ve´rifient les relations de me´lange :∑
σ∈Sa,b
P σf1,...,fn(X1, ..., Xn) = Pf1,...,fa(X1, ..., Xa)Pfa+1,...,fa+b(Xa+1, ..., Xa+b). (27)
Notons S =
(
0 −1
1 0
)
et U =
(
0 1
−1 1
)
.
Pour n = 1, rappelons que Pf1 ve´rifie les relations de Manin :
Pf1(X1|1+S) = 0 et Pf1(X1|1+U+U2) = 0. (28)
Elles engendrent essentiellement les relations line´aires entre pe´riodes de f1. En effet, on a :
Wk1 = {P ∈ Ck1−2[X1] tel que P |1+S = P |1+U+U2 = 0} = MP (k1)⊕MP (k1)⊕ 〈1−Xk1−21 〉C.
(29)
Il re´sulte de [15] la ge´ne´ralisation suivante de ces relations :
Proposition 0.6. On a :∑
a,b≥0
a+b=n
Pf1,...,fa|(S,...,S) ⊗ Pfa+1,...,fa+b = 0 (30)
∑
a,b,c≥0
a+b+c=n
Pf1,...,fa|(U2,...,U2) ⊗ Pfa+1,...,fa+b|(U,...,U) ⊗ Pfa+b+1,...,fa+b+c = 0, (31)
ou` nous posons PF∅ = 1 ∈ C pour F∅ la famille vide afin de simplifier les notations.
5. De´limitation de MP (k) par un Z[PSL2(Z)noSn]−module
Nous de´finissons un analogue pour n > 1 de Wk1 , un espace optimal Wk de´limitant MP (k).
Pour tout ide´al A ⊂ Z[SL2(Z)n oSn], posons :(
V Qk
)Sn
[A] = {P ∈ (V Qk )Sn tel que P |a = 0 pour tout a ∈ A}.
Nous donnerons la construction par re´currence sur n d’ide´aux An et An−1[j, σ] pour tout
0 ≤ j ≤ n et σ ∈ Sn ve´rifiant :
An =
n⋂
j=0
⋂
σ∈Sn
An−1[j, σ].
De plus, si on pose WQk =
(
V Qk
)Sn
[An] et MEQk =
∑n
j=0
∑
σ∈Sn
(
V Qk
)Sn
[An−1[j, σ]], alors on a
(chapitre 4 section 3) :
The´ore`me 0.7. Le Q-espace vectoriel WQk est le plus petit sous-Q-espace de
(
V Qk
)Sn
contenant
MEQk dont l’extension des scalaires a` C contient MP (k) :
MEQk ⊂ WQk et MP (k) ⊂ WQk ⊗Q C. (32)
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Voici la construction de An. Posons I1 = (1 + S, 1 + U + U2). De´finissons les applications,
pour les indices 0 < j < n :
φnj : PSL2(Z)
n−1 → PSL2(Z)n, (γ1, ..., γn−1) 7→ (γ1, ..., γj, γj, ..., γn−1). (33)
On de´finit alors par re´currence sur n :
In−1[j] =

φnj (In−1) si 0 < j < n
(1− T, 1, ..., 1)Z[PSL2(Z)n] + (1, In−1) si j = 0
(1, ..., 1, 1− US)Z[PSL2(Z)n] + (In−1, 1) si j = n.
et In =
n⋂
j=0
In−1[j].
(34)
On pose alors :
An =
∑
a+b=n
[(I˜a, 1),
∑
σ∈Sa,b
(σ)] + ([(S, ..., S), id]− [(id, ..., id), (n, ..., 1)])Z[PSL2(Z)noSn], (35)
ou` on utilise l’antiautomorphisme de Z[PSL2(Z)n] donne´ par ˜(γ1, ..., γa) = (γ−11 , ..., γ−1a ).
Cette me´thode donne notamment un algorithme de construction par re´currence sur n des
ide´aux An. Ces ide´aux sont de type fini et nous avons de´termine´ une famille de ge´ne´rateurs
lorsque n = 2.
6. Description explicite pour n = 2
Ceci est l’objet du chapitre 3. Posons n = 2 et k = (k1, k2).
The´ore`me 0.8. 1) On dispose d’un syste`me de ge´ne´rateurs de A2. En effet, on a :
A2 =
(
[(1, 1), id]− [(S, S), (2, 1)], [I˜2, id]
)
,
ou` I˜2 est l’ide´al a` droite de Z[PSL2(Z)2] engendre´ par :
(1 + S, 1 + S), [(1, 1) + (S, S)](1 + U + U2, 1), [(1, 1) + (S, S)](1, 1 + U + U2)
(1 + U + U2, 1 + U + U2) et (S, S) + (S, SU2) + (SU2, SU2) + (1, U2)− (U,U). (36)
2) On obtient la de´composition explicite, l’analogue de (29) :
Wk1,k2 = MP (k1, k2)⊕MP (k1, k2)⊕
[
(Wk1 ⊗ 1) + Vk1,k2 [ID] +
(
Xk1−21 ⊗Wk2
)]
, (37)
ou` Vk1,k2 [ID] = {P ∈ Vk1,k2 ;P |(1,1)+(S,S) = P(1,1)+(U,U)+(U2,U2) = 0}. Ce dernier est calculable au
sens ou` :
Vk1,k2 [ID]
∼=
min(k1,k2)⊕
l=0
Wk1+k2−2l.(X1 −X2)l. (38)
7. Se´ries d’Eisenstein
Comme Zagier [25] l’a fait pour n = 1, on de´finit un polynoˆme des multipe´riodes pour
f1, ..., fn forme modulaires holomorphes pour SL2(Z) de poids k1, ..., kn. En particulier, nous
donnons une formule pour les pe´riodes doubles d’un couple de se´rie d’Eisenstein (chapitre 2
section 8).
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8. Diverses Ge´ne´ralisations
Dans le chapitre 5, on e´tudie certaines ge´ne´ralisations. Soient ρj : GL2(Z) → GL(Vj) une
famille de repre´sentations de dimension finie de GL2(Z) sur C pour 1 ≤ j ≤ n. On de´finit
Ωρ1,...,ρn l’ensemble des n-formes diffe´rentielles de Ω
n(Hn,⊗nj=1Vj) invariantes par GL2(Z)n.
Ceci permet de de´finir l’espace des multipe´riodes :
MP (ρ1, ..., ρn) =
{(
σ 7→
∫
τσn
ω
)
pour ω ∈ Ωρ1,...,ρn
}
, (39)
ou` (τσn )σ∈Sn est une famille explicite de n-cycles de Hn.
Les the´ore`mes 0.8 et 0.7 se ge´ne´ralisent alors de la manie`re suivante :
The´ore`me 0.9. 1) L’ide´al An donne un controˆle a` nouveau de l’espace des multipe´riodes :
MP (ρ1, ..., ρn) ⊂ Wρ1,...,ρn = {v ∈
(⊗nj=1Vj)Sn ; v|a = 0 pour tout a ∈ An}. (40)
2) Pour n = 2, on a :
Wρ1,ρ2 = MP (ρ1, ρ2)⊕MP (ρ1, ρ2)⊕
[(
Wρ1 ⊗ V T2
)
+
(
V US1 ⊗Wρ2
)
+Wρ1⊗ρ2
]
. (41)
On applique ceci au cas d’un niveau quelconque et du poids 2. Soient Γ1, ...,Γn des sous-
groupes de congruence de SL2(Z) normalise´s par
( −1 0
0 1
)
. Pour 1 ≤ j ≤ n, posons VΓj =
CΓj\SL2(Z). Dans ce cadre le roˆle joue´ par le polynoˆme des bipe´riodes dans la section 4 de
l’introduction est maintenant joue´ par :∫
0<t1<t2
f1|g1(it1)f2|g2(it2) dt1 dt2 pour toutes classes Γjgj ∈ Γj\SL2(Z), j = 1, 2. (42)
9. Organisation du texte
Le chapitre 1 ne contient pas de re´sultat nouveau. Nous donnons toutes les de´finitions dont
nous avons besoin, y compris au niveau le plus e´le´mentaire. En particulier, nous rappelons les
re´sultats de Kohnen et Zagier sur les pe´riodes de formes modulaires.
Dans le chapitre 2, nous rappelons la the´orie des inte´grales ite´re´es de Manin et son appli-
cation aux formes modulaires. Cela nous ame`ne a` la construction des polynoˆmes des multipe´-
riodes. Nous de´montrons les the´ore`mes 0.3 et 0.4. Nous e´tendons le polynoˆme des multipe´riodes
aux formes non ne´cessairement paraboliques. Nous calculons certaines bipe´riodes d’un couple
de se´rie d’Eisenstein.
Les chapitres 3 et 4 sont consacre´s aux cas n = 2 et n > 2 respectivement. On y de´montre
les the´ore`mes 0.8 et 0.7 respectivement.
Les ge´ne´ralisations aux formes de niveaux plus grand que 1 sont contenues dans le chapitre
5. Nous de´montrons le the´ore`me 0.9.
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Rappels sur les formes modulaires et
les pe´riodes simples
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Ce chapitre ne contient aucun re´sultat nouveau. Il rassemble les e´le´ments sur lesquels nous
fondons notre travail.
L’e´tude des courbes elliptiques nous ame`ne a` e´tudier l’action de SL2(Z) sur le demi-plan
de Poincare´ H = {z ∈ C; Im(z) > 0}. Une matrice ( a bc d ) ∈ SL2(Z) agit a` gauche sur z ∈ H
par :
( a bc d ).z =
az + b
cz + d
. (1.1)
On peut e´tendre cette de´finition au bord rationnel de H que l’on de´finit comme P1(Q) :
( a bc d ).[r0, r1] = [ar0 + br1, cr0 + dr1]. (1.2)
On notera ainsi H = H unionsq P1(Q) que l’on munie de la topologie usuelle. Dans ce contexte, on
notera i∞ = [1, 0] et r = [r : 1].
L’e´tude des surfaces de Riemann compactes Γ\H ainsi obtenues, se fait alors via l’e´tude
d’applications dites modulaires.
1.1 De´finitions et exemples
De´finition 1.1. Soient k ≥ 2 un entier pair le poids et Γ un groupe de congruence c’est a` dire
un sous-groupe d’indice fini de SL2(Z) contenant Γ∞ = 〈T n;n ∈ Z〉 ou` T = ( 1 10 1 ).
Une fonction f : H→ C est modulaire si :
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– f est holomorphe sur H
– Pour tout ( a bc d ) ∈ Γ, f |k( a bc d )(z) = (cz + d)−kf
(
az+b
cz+d
)
= f(z), pour tout z ∈ H.
– f est holomorphe en toute pointe p ∈ Γ\P1(Q) de Γ\H.
Toute pointe peut s’e´crire p = [g]i∞ avec [g] ∈ Γ\SL2(Z). Or on sait que pour tout
γ ∈ Γ, f |kγg = f |kg. Donc l’application z 7→ f |k[g](z) est bien de´finie.
De plus, comme la multiplication a` gauche par T est d’ordre fini dans Γ\SL2(Z) alors il existe un
entier h > 0 tel que f |k[g](z+h) = f |k[g](z). Cette pe´riodicite´ permet d’e´crire un de´veloppement
en se´rie de Fourier :
f |k[g](z) =
∑
n≥0
agn(f) exp(2ipinz/h). (1.3)
On dit alors que f est holomorphe en la pointe [g]i∞ si : limz→i∞ f |k[g](z) = ag0(f).
On note Mk(Γ) l’ensemble des applications modulaires pour Γ de poids k.
De plus, si pour toute pointe [g]i∞, ag0(f) = 0, on dit alors que f est parabolique et on note
Sk(Γ) l’ensemble de ces applications.
Exemple 1.2 (Se´rie d’Eisenstein). SL2(Z) est le groupe de congruence trivial et pour tout poids
k ≥ 4, on peut de´finir :
Ek(z) =
∑
(m,n)6=(0,0)
(mz + n)−k ∈Mk(SL2(Z)). (1.4)
La convergence normale de la se´rie de fonctions est assure´e par la condition k ≥ 4 et donne en
particulier l’holomorphie sur H ainsi que :
lim
z→i∞
Ek(z) =
∑
n6=0
n−k = 2ζ(k).
D’autre part, pour ( a bc d ) ∈ SL2(Z) et z ∈ H, on a :
Ek|k( a bc d )(z) = (cz + d)−k
∑
(m,n) 6=(0,0)
(
m
az + b
cz + d
+ n
)−k
=
∑
(m,n)6=(0,0)
((am+ cn)z + (bm+ dn))−k = Ek(z).
Car toute matrice de SL2(Z) induit un automorphisme de Z2 \ {(0, 0)}.
On peut alors calculer la se´rie de Fourier associe´e a` Ek. Elle est donne´e pour z ∈ H par :
Ek(z) =
2(2ipi)k
(k − 1)!Gk(z),
ou` Gk(z) =
(k − 1)!ζ(k)
(2ipi)k
+
∑
n>0
σk−1(n)qnz ∈ Q[[qz]] et qz = exp(2ipiz). (1.5)
Pour de´montrer ce re´sultat on utilise le lemme suivant (voir par exemple Lang [13]) :
Lemme 1.3 (Formule d’Hurwitz). Pour tout entier m > 1 et z ∈ H, on a :∑
N∈Z
(z +N)−m =
(−2ipi)m
(m− 1)!
∑
α>0
αm−1 exp(2ipiαz). (1.6)
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De´monstration. Ce lemme provient de le de´rivation re´cursive de la formule :∑
N∈Z
(z +N)−1 =
pi
tan(piz)
,
valide pour tout z ∈ H du demi-plan de Poincare´.
La se´rie de Fourier de Ek de´coule alors du calcul :
Ek(z) =
∑
(m,n)6=(0,0)
(mz + n)−k
= 2ζ(k) + 2
∑
m>0
∑
n∈Z
(mz + n)−k
= 2ζ(k) + 2
∑
m>0
(−2ipi)k
(k − 1)!
∑
α>0
αk−1 exp(2ipiα(mz))
= 2ζ(k) +
2(2ipi)k
(k − 1)!
∑
n>0
σk−1(n)qnz .
Ceci nous donne de plus l’holomorphie de Ek en i∞ l’unique pointe.
Exemple 1.4 (Groupe modulaire de niveau N). Pour tout entier N ≥ 1, on dispose des groupes
de congruence :
Γ0(N) = {( a bc d ) ≡ ( ∗ ∗0 ∗ ) mod N} et Γ1(N) = {( a bc d ) ≡ ( 1 ∗0 1 ) mod N}. (1.7)
Pour tout caracte`re non nul χ : Z→ C multiplicatif et N -pe´riodique, on peut de´finir :
Ek,χ(z) =
∑
(m,n)6=(0,0)
χ(m)
(mz + n)k
∈Mk(Γ1(N)). (1.8)
La convergence normale de la se´rie de fonctions nous donne a` nouveau l’holomorphie sur H et
limi∞Ek,χ = 2χ(0)ζ(k). On calcul alors pour tout ( a bc d ) ∈ SL2(Z) :
Ek,χ|k( a bc d )(z) =
∑
(m,n)6=(0,0)
χ(m)
((am+ cn)z + (bm+ dn))k
=
∑
(m,n)6=(0,0)
χ(dm− cn)
(mz + n)k
.
Ainsi on obtient bien la condition de modularite´ car χ(dm−cn) = χ(m) lorsque ( a bc d ) ∈ Γ1(N).
On s’inte´resse alors a` l’holomorphie aux pointes, le calcul donne :
lim
i∞
Ek,χ|k( a bc d ) =
∑
n6=0
χ(−cn)n−k = χ(c)(1 + χ(−1))Lχ(k).
Et la formule d’Hurwitz permet de de´velopper
∑
m 6=0
∑
n∈Z
χ(dm−cn)
(mz+n)k
de la meˆme manie`re que
pre´ce´demment en se´rie de Fourier avec un terme constant nul. Ceci nous permet d’obtenir
l’holomorphie aux pointes.
De plus, si le caracte`re χ est impair (i.e. χ(−1) = −1), on remarque que cette application
est parabolique.
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Exemple 1.5 (Groupe de congruence quelconque). Soient Γ un groupe de congruence et
χ : Γ∞\SL2(Z)/Γ→ C un caracte`re multiplicatif. On de´finit :
Ek,χ(z) =
∑
g=( ∗ ∗m n )∈Γ∞\SL2(Z)
χ(g)
(mz + n)k
. (1.9)
Un calcul direct montre que Ek,χ(γz) = χ¯(γ)(cz + d)
kEk,χ(z), pour tout z ∈ H et γ = ( a bc d ) ∈
SL2(Z). L’holomorphie de la fonction sur H est duˆ a` la convergence normale et donne une valeur
des limites aux pointes. L’holomorphie aux pointes est a` nouveau due aux de´veloppements en
se´rie de Fourier donne´s par le re´sultat d’Hurwitz.
Ceci nous permet d’en de´duire que Ek,χ ∈Mk(Γ).
Pour e´tudier la structure de ces espaces d’applications l’introduction d’un produit scalaire
par Petersson donne un outil puissant, [23] :
De´finition 1.6 (Produit de Petersson). On de´finit le produit scalaire de Petersson sur Sk(Γ)×
Mk(Γ) par :
〈f, g〉 = i
2
∫
Γ\H
f(z)g(z)Im(z)k−2 dz dz¯. (1.10)
Pour des proble`mes de convergence, on ne peut e´tendre ce produit a` Mk(Γ)
2 mais la meˆme
de´finition convient de`s lors qu’une des formes est parabolique. Ceci permet de conside´rer l’or-
thogonal de Sk(Γ) dans Mk(Γ). Ses e´le´ments sont appele´s se´ries d’Eisenstein.
De´monstration. Tout d’abord, on de´montre que le domaine d’inte´gration a bien un sens :
On remarque que Im(z)−2 i
2
dz dz¯ = dxdy
y2
est une forme invariante par SL2(Z), car :
Im
(
az + b
cz + d
)
=
Im(z)
|cz + d|2 et
d
dz
(
az + b
cz + d
)
=
1
(cz + d)2
. (1.11)
Ces deux relations peuvent eˆtre de´duites de la suivante :(
az1 + b
cz1 + d
)
−
(
az2 + b
cz2 + d
)
=
z1 − z2
(cz1 + d)(cz2 + d)
. (1.12)
Ainsi l’action de γ = ( a bc d ) ∈ Γ sur l’inte´grande est triviale e´tant donne´e que :
f(γz)g(γz)Im(γz)k = f |kγ(z)(cz + d)kg|kγ(z)(cz + d)k
(
Im(z)
|cz + d|2
)k
= f(z)g(z)Im(z)k.
De plus comme une des deux formes est parabolique alors l’inte´grande tend vers 0 aux voisinages
des pointes. Donc il existe une borne de l’inte´grande sur Γ\H qui par ailleurs est de mesure
fini sous la forme dx dy
y2
.
En effet
∫
SL2(Z)\H
dx dy
y2
= pi
6
et Γ est d’indice fini dans SL2(Z). Donc :∫
Γ\H
dx dy
y2
=
pi
6
[Γ : SL2(Z)]. (1.13)
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Exemple 1.7. L’ensemble des se´ries d’Eisenstein de Mk(SL2(Z)) est CEk.
En effet, pour tout f ∈ Sk(SL2(Z)) :
〈f, Ek〉 =
∫
SL2(Z)\H
∑
(m,n)6=(0,0)
f(z)
(mz¯ + n)k
Im(z)k
dx dy
y2
=
∫
SL2(Z)\H
∑
α>0
∑
c∧d=1
f(z)
(αcz¯ + αd)k
Im(z)k
dx dy
y2
=
∫
SL2(Z)\H
ζ(k)
∑
( a bc d )∈Γ∞\SL2(Z)
f |k( a bc d )(z)
(cz¯ + d)k
Im(z)k
dx dy
y2
= ζ(k)
∫
SL2(Z)\H
∑
γ∈Γ∞\SL2(Z)
f(γz)Im(γz)k
dx dy
y2
= ζ(k)
∫
Γ∞\H
f(z)Im(z)k
dx dy
y2
= ζ(k)
∫ 1
0
dx
∫ ∞
0
dyf(x+ iy)yk−2 = 0.
Or Sk(SL2(Z)) est un hyperplan de Mk(SL2(Z)) car il est de´fini comme le noyau de la forme
line´aire non nulle f 7→ a0(f). Donc l’ensemble des se´ries d’Eisenstein est bien la droite supple´-
mentaire CEk :
Mk(SL2(Z)) = Sk(SL2(Z))⊕ CEk. (1.14)
1.2 Fonction ∆ et dimension de Mk(SL2(Z))
Le calcul des formes modulaires de petit poids re´ve`lent une forme parabolique remarquable
de poids 12 introduisant la fonction τ de Ramanujan. Nous allons voir qu’elle joue un roˆle
central dans la structure des espaces des formes modulaires.
Proposition 1.8. On de´finit la fonction ∆(z) = qz
∏
n>0(1− qnz )24 =
∑
n>0 τ(n)q
n
z .
∆ est une forme modulaire parabolique de poids 12 pour SL2(Z).
De´monstration. Par de´finition, ∆ est pe´riodique de pe´riode 1, holomorphe sur H et en i∞.
Ainsi il reste a` de´montrer ∆|kS = ∆ car S et T engendre le groupe SL2(Z). Or :
d
dz
log(∆(z)) = 2ipi + 24
∑
n>0
−2ipinqnz
1− qnz
= 2ipi − 48ipi
∑
n,m>0
nqmnz = 2ipiG2(z),
ou` G2(z) = 1− 24
∑
n>0 σ1(n)q
n
z ve´rifie : G2(−1/z)z−2 = G2(z) + 122ipiz . Ainsi :
d
dz
log(∆(−1/z)z−12) = 2ipi
z2
G2(−1/z)− 12
z
= 2ipiG2(z) =
d
dz
log ∆(z).
Ce qui donne le re´sultat a` une constante multiplicative pre`s. Or i est fixe´ par S donc la constante
est triviale et ∆ est modulaire et parabolique.
The´ore`me 1.9 (Dimension de Mk(SL2(Z))). On dispose d’un algorithme de construction des
espaces Mk donne´ par :
– S2 = M2 = {0} et S12 = C∆,
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– Pour tout k ∈ {4, 6, 8, 10, 14}, Sk = {0} et Mk = CEk,
– Pour tout k ≥ 4,Mk = Sk ⊕ CEk,
– Pour tout k ≥ 16, Sk = ∆Mk−12.
On obtient ainsi les dimensions dim(Mk) = bk/12c+ 1− δ(k=2 mod 12).
De´monstration. Une de´monstration donne´e par Serre [19] peut se faire par l’e´tude des valua-
tions des poˆles des fonctions. On a en effet une formule qui de´rive du The´ore`me de Riemann-
Roch qui lie leurs valuations aux poids des formes et qui permet une re´currence sur les poids :
k
12
= vali∞(f) +
1
2
vali(f) +
1
3
valρ(f) +
∑
z∈SL2(Z)\H
z 6=i∞,i,ρ
valz(f). (1.15)
1.3 Fonction L d’une forme modulaire
On se place dans le cadre ou` Γ = SL2(Z).
On peut associer a` toute forme modulaire une se´rie de Dirichlet L qui ve´rifie une e´quation
fonctionnelle. La donne´e de cette fonction L et donc leur e´tude est e´quivalente a` celle des
formes en elles-meˆmes. Dans la pratique, nous introduirons aussi la transforme´e de Mellin Λ
de la forme qui s’ave`re eˆtre une simple renormalisation de L.
De´finition 1.10. Pour une application modulaire f(z) =
∑
n≥0 an(f)q
n
z ∈ Mk(SL2(Z)), on
de´finit les fonctions :
L(f, s) =
∑
n>0
an(f)
ns
pour Re(s) > k/2 + 1, (1.16)
et Λ(f, s) =
∫ ∞
0
(f(it)− a0(f)) ts−1 dt pour Re(s) > k. (1.17)
Il existe des prolongements me´romorphes a` C de ces fonctions. Elles ve´rifient alors pour tout
s ∈ C :
Λ(f, s) =
Γ(s)
(2pi)s
L(f, s). (1.18)
De´monstration. La convergence de la se´rie de Dirichlet provient d’une estimation des coeffi-
cients due a` Hecke |an(f)| ≤ Cnk/2. En effet :
|an(f)| exp(−2piny) =
∣∣∣∣∫ 1
0
f(x+ iy) exp(−2ipinx) dx
∣∣∣∣ ≤ (∫ 1
0
|f(z)Im(z)k/2| dx
)
y−k/2.
On obtient le re´sultat en prenant y = 1/n et en remarquant que |f(z)Im(z)k/2| est invariant
par Γ et est donc borne´e car f holomorphe a` l’infini.
On remarquera qu’il existe un re´sultat plus fort de Ramanujan bornant les coefficients :
∀ε > 0, |al(f)| = Ol→∞(l k−12 +ε). (1.19)
Pourtant ici le re´sultat de Hecke est suffisant a` la de´finition de la fonction L.
La convergence de l’inte´grale provient de l’annulation a` l’infini de f(it) − a0(f) et de la
modularite´ par S =
(
0 1
−1 0
)
. On peut alors effectuer le calcul pour Re(s) > k :
Λ(f, s) =
∫ ∞
0
∑
n>0
an(f) exp(−2pint)ts−1 dt
=
∑
n>0
an(f)(2pin)
−s
∫ ∞
0
exp(−t)ts−1 dt = Γ(s)
(2pi)s
L(f, s),
qui s’e´tend a` C par prolongement me´romorphe.
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Proposition 1.11. Pour tout f ∈Mk(SL2(Z)), on dispose de l’e´quation fonctionnelle :
Λ(f, s) = ikΛ(f, k − s). (1.20)
De plus, on dispose d’une e´criture ge´ne´ralise´e de Λ, pour tout s ∈ C et t0 ∈ R∗+ :
Λ(f, s) =
∫ t0
0
(
f(it)− a0(f)
(it)k
)
ts−1 dt+
∫ ∞
t0
(f(it)− a0(f)) ts−1 dt− a0(f)
(
ts0
s
+
ikts−k0
k − s
)
.
(1.21)
De´monstration. Pour de´montrer l’e´criture ge´ne´ralise´e, on commence par de´montrer que l’e´cri-
ture ne de´pend pas du choix de t0 par une simple de´rivation. Puis il suffit de remarquer qu’on
dispose bien d’une fonction me´romorphe qui co¨ıncide a` la de´finition pour tout Re(s) > k lorsque
t0 → 0.
Enfin l’e´quation fonctionnelle va ainsi intervertir t0 en 1/t0, en effet :∫ t0
0
(
f(it)− a0(f)
(it)k
)
ts
dt
t
=
∫ ∞
1/t0
(
f
(−1
it
)
− ika0(f)tk
)
t−s dt
t
= ik
∫ ∞
1/t0
(f(it)− a0(f)) tk−s−1 dt,
e´changeant les deux premiers termes de l’e´criture ge´ne´ralise´e. L’e´change des deux derniers par
l’e´quation fonctionnelle e´tant trivial.
Remarque 1.12. On peut faire disparaitre le parame`tre t0 lorsque 0 < Re(s) < k en remarquant
que :
ts0
s
=
∫ t0
0
ts−1 dt et
ikts−k0
k − s =
∫ ∞
t0
ts−1 dt
(it)k
.
On peut ainsi construire l’inte´grale convergente suivante par la formule :
Λ(f, s) =
∫ ∞
0
[
f(it)− a0(f)
(
1 + (it)−k
)]
ts−1 dt , 0 < Re(s) < k. (1.22)
On notera f ∗(z) = f(z)− a0(f)
(
1 + z−k
)
la forme modulaire e´pointe´e.
Exemple 1.13 (Pe´riodes des se´ries d’Eisenstein). Pour tout complexe s ∈ C, on a :
L(Gk, s) = ζ(s)ζ(s− k + 1). (1.23)
Pour tout entier critique m (i.e. 1 ≤ m ≤ k − 1), on a :
Λ(Ek,m) =
{
4im (m−1)!(k−m−1)!
(k−1)! ζ(m)ζ(k −m) si m pair
0 sinon.
(1.24)
Pour cela on effectue d’une part le calcul qui est valide pour Re(s) > k :
L(Gk, s) =
∑
l>0
σk−1(l)
ls
=
∑
m,n>0
mk−1
(mn)s
= ζ(s)ζ(s− k + 1),
Puis on e´tend ce re´sultat a` tout le plan complexe par me´romorphie des deux fonctions.
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D’autre part, comme : E∗k(z) = Ek(z)− 2ζ(k)
(
1 + z−k
)
=
∑
ab6=0(az + b)
−k, on obtient :
Λ(Ek,m) =
∫ ∞
0
∑
ab6=0
(ait+ b)−ktm−1 dt
= 2
∑
a>0
1
(ia)k
∑
b6=0
∫ ∞
0
tm−1 dt
(t− ib/a)k
= 2ik
∑
a>0
a−k
∑
b 6=0
[
−
m∑
l=1
tm−l
(t− ib/a)k−l
(m− 1)!
(m− l)!
(k − l − 1)!
(k − 1)!
]∞
t=0
= 2ik
∑
a>0
a−k
∑
b 6=0
(
ia
b
)k−m
(m− 1)!(k −m− 1)!
(k − 1)!
=
{
4im
(∑
a>0 a
−m) (∑
b>0 b
m−k) (m−1)!(k−m−1)!
(k−1)! si m pair
0 sinon.
Remarque 1.14. L’e´quation fonctionnelle de la fonction ζ :
ζ(s) = 2spis−1 sin
(pis
2
)
Γ(1− s)ζ(1− s), (1.25)
permet de retrouver le lien entre les applications L et Λ a` savoir : Λ(Ek, s) =
Γ(s)
(2pi)s
L(Ek, s).
Ainsi que l’e´quation fonctionnelle : Λ(Ek, k − s) = ikΛ(Ek, s).
1.4 Polynoˆmes des pe´riodes
De´finition 1.15. On appelle pe´riodes d’une forme modulaire parabolique f ∈ Sk(SL2(Z)) les
valeurs aux entiers critiques de la fonction L de f :
L(f,m) pour 1 ≤ m ≤ k − 1.
On rassemble ces valeurs dans le polynoˆme des pe´riodes :
Pf (X) = −
k−1∑
m=1
(
k − 2
m− 1
)
Λ(f,m)
im
Xk−m−1 =
∫ i∞
0
f(z)(X − z)k−2 dz. (1.26)
C’est un e´le´ment de Vk = Ck−2[X] l’espace des polynoˆmes de degre´ au plus k−2 que l’on muni
de l’action |2−k de SL2(Z)-module.
Remarque 1.16. On peut e´tendre cette de´finition aux se´ries d’Eisenstein et donc a` toute forme
modulaire f ∈Mk(SL2(Z)) en posant :
Pf (X) =
∫ i∞
z0
(f(z)− a0(f)) (X − z)k−2 dz +
∫ z0
0
(
f(z)− a0(f)z−k
)
(X − z)k−2 dz
+
a0(f)
k − 1
(
(X − z0)k−1 + 1
X
(1− X
z0
)k−1
)
, (1.27)
ou` z0 ∈ H est un parame`tre quelconque qui permet d’assurer la convergence.
Cette de´finition est bien inde´pendante de z0 et e´tend la pre´ce´dente. L’espace parcouru est ici
1
X
Ck[X] qui n’est pas un SL2(Z)-module sous l’action pre´ce´dente.
On dispose aussi d’une e´criture des coefficients :
Pf (X) = −
k∑
m=0
lim
s→m
Λ(f, s)
Γ(s)Γ(k − s)
(k − 2)!
im
Xk−m−1. (1.28)
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Exemple 1.17 (Polynoˆme e´tendu des pe´riodes de Ek). Pour tout poids k ≥ 4, on a :
PEk(X) = −
(2ipi)k
k − 1
k∑
n=0
Bn
n!
Bk−n
(k − n)!X
n−1 − (2ipi)ζ(k − 1)(1−Xk−2), (1.29)
ou` Bn sont les nombres de Bernoulli donne´s par la se´rie ge´ne´ratrice
∑
Bn
tn
n!
= t
et−1 .
The´ore`me 1.18 (Relation de Manin). On dispose de la relation de modularite´ en la variable
X pour tout γ ∈ SL2(Z) et pour tout (z1, z2) ∈ H2 :(∫ γz1
γz0
f(z)(X − z)k−2 dz
)
|2−kγ =
∫ z1
z0
f(z)(X − z)k−2 dz, . (1.30)
Les polynoˆmes des pe´riodes ve´rifient les relations de Manin, pour tout f ∈Mk(SL2(Z)) :
Pf (X)|(1+S) = Pf (X)|(1+U+U2) = 0, (1.31)
ou` S =
(
0 1
−1 0
)
et U =
(
0 1
−1 1
)
.
De´monstration. En effet pour toutes bornes d’inte´gration z1, z2 et toute matrice γ = ( a bc d ) :(∫ γz2
γz1
f(z)(X − z)k−2 dz
)
|2−kγ =
∫ z2
z1
f(γz)(γX − γz)k−2(cX + d)k−2 d(γz)
=
∫ z2
z1
f(z)(cz + d)k
(
X − z
(cX + d)(cz + d)
)k−2
(cX + d)k−2
dz
(cz + d)2
=
∫ z1
z0
f(z)(X − z)k−2 dz.
On peut alors appliquer ce re´sultat a` :
Pf |2−kγ =
(∫ γγ−1i∞
γγ−10
f(z)(X − z)k−2 dz
)
|2−kγ =
∫ γ−1i∞
γ−10
f(z)(X − z)k−2 dz.
Puis Pf |2−k(1 + S) =
∫∞
0
+
∫ Si∞
S0
et Pf |2−k(1 + U + U2) =
∫∞
0
+
∫ U2i∞
U20
+
∫ Ui∞
U0
.
Tout les deux nulles car elles constituent des inte´grales sur un contour ferme´ d’une appli-
cation holomorphe. Cette de´monstration s’adapte bien lorsque la forme est non modulaire en
utilisant la formule (1.27).
On cherche a` de´terminer si les relations de Manin sont suffisantes pour de´terminer l’espace
des polynoˆmes des pe´riodes. Pour cela on va comparer l’espace image de Mk(SL2(Z)) par
f 7→ Pf avec l’ensemble Wk = {P ∈ Ck−2[X];P |(1+S) = P |(1+U+U2) = 0} des polynoˆmes
ve´rifiant les relations de Manin. Ce dernier peut se scinder en Wk = W
+
k ⊕W−k suivants les
parite´s des polynoˆmes.
Les relations de Manin se traduisent sur les coefficients des polynoˆmes de Wk par des
relations de de´pendance line´aire.
Proposition 1.19. Notons w = k − 2. Soit P (X) = ∑wm=0 amXm ∈ Wk.
Alors pour tout 0 ≤ m ≤ w :
am + (−1)maw−m = 0 et
w∑
i=0
Cw(m, i)ai = 0, (1.32)
ou` on a de´fini : Cw(m, i) =
{(
m
i
)
si m > i(
w−m
w−i
)
sinon.
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De´monstration. Pour cela, il suffit de re´aliser le calcul :(
w∑
m=0
amX
m
)
|1+S =
w∑
m=0
am
(
Xm + (−X)w−m)
=
w∑
m=0
(am + (−1)maw−m)Xm.
Ce qui nous donne bien la famille des premie`res relations. Puis on obtient de meˆme :(
w∑
m=0
amX
m
)
|1+U+U2 =
w∑
m=0
am
(
Xm + (−X + 1)w−m + (X − 1)mXw−m)
=
w∑
m=0
am
(
Xm +
∑
j
(
w −m
w − j
)
(−X)w−j +
∑
j
(
m
j
)
(−X)w−j
)
=
w∑
j=0
(
w∑
m=0
Cw(m, j)am
)
(−X)w−j,
ou` on a utilise´ aw−m = −(−1)mam pour substituer amXm dans la dernie`re e´galite´.
On remarque que pour Pf ∈ Wk les relations peuvent se scinder pour les coefficients pairs
et impairs en spe´cialisant les parties re´elle et imaginaire car am ∈ im−1R. Ceci se retrouve dans
la proposition suivante liant le produit scalaire sur Sk(SL2(Z)) a` un sur Wk.
Proposition 1.20. Pour tout f, g ∈ Sk(SL2(Z)), on dispose de la relation :
〈f, g〉 = −1
6(2i)k−1
∑
a,b
(ia−b − ib−a)
(
k − 2
a+ b
)(
a+ b
a
)
Λ(f, a)Λ(g, b). (1.33)
De´monstration. Pour la de´monstration, on introduit F (z) =
∫ i∞
z
f(u)(u − z¯)k−2 du, de sorte
que dF = f(z) (2iIm(z))k−2 dz. Et ainsi :
〈f, g〉 = i
2
∫
SL2(Z)\H
f(z)g(z)Im(z)k−2 dz dz¯ =
−1
(2i)k−1
∫
SL2(Z)\H
d(F (z)g(z) dz¯).
On conside`re alors D0 = {z ∈ H; |Re(z)| < 1/2 et |z| > 1} un syste`me de repre´sentant de
H modulo SL2(Z) au bord pre`s. Ceci nous permet d’appliquer le The´ore`me de Stokes pour
obtenir : ∫
D0
d(F (z)g(z¯) dz¯) =
∫
∂D0
F (z)g(z¯) dz¯.
On commence par remarquer que F est 1-pe´riodique et donc que :∫ ρ2
i∞
F (z)g(z) dz¯ = −
∫ i∞
ρ
F (z)g(z) dz¯,
ou` ρ = ei
pi
6 et ρ2 = ρ − 1. De plus on remarque que la modularite´ de f et g permet d’obtenir
pour tout a, b, c ∈ H et pour toute matrice γ ∈ SL2(Z) :∫ γb
γa
∫ z
γc
f(u)g(z¯)(u− z¯)k−2 du dz¯ =
∫ b
a
∫ z
c
f(u)g(z¯)(u− z¯)k−2 du dz¯.
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Cette proprie´te´ de modularite´ permet de calculer :
−(2i)k−1〈f, g〉 =
∫ ρ
ρ2
F (z)g(z¯) dz¯
= −
∫ ρ
ρ2
∫ z
i∞
f(u)g(z¯)(u− z¯)k−2 du dz¯
=
∫ Sρ
Si
∫ z
S0
f(u)g(z¯)(u− z¯)k−2 du dz¯ −
∫ ρ
i
∫ z
i∞
f(u)g(z¯)(u− z¯)k−2 du dz¯
=
∫ ρ
i
∫ i∞
0
f(u)g(z¯)(u− z¯)k−2 du dz¯
=
∫ ∞
i
∫ i∞
0
f(u)g(z¯)(u− z¯)k−2 du dz¯ −
∫ ∞
ρ
∫ i∞
0
f(u)g(z¯)(u− z¯)k−2 du dz¯
Puis on a, d’une part :∫ i∞
i
∫ i∞
0
f(u)g(z¯)(u− z¯)k−2 du dz¯ =
∫ i∞
i
Pf (z¯)g(z¯) dz¯
=
1
2
(∫ i∞
i
Pf (z¯)g(z¯) dz¯ +
∫ Si∞
Si
Pf |2−kS(z¯)g(z¯) dz¯
)
=
1
2
∫ i∞
0
Pf (z¯)g(z¯) dz¯ car Pf |S = −Pf .
Et d’autre part :∫ i∞
ρ
Pf (z¯)g(z¯) dz¯ =
1
3
(∫ i∞
ρ
Pf (z¯)g(z¯) dz¯ +
∫ Ui∞
Uρ
Pf |2−kU(z¯)g(z¯) dz¯ +
∫ U2i∞
U2ρ
Pf |2−kU2(z¯)g(z¯) dz¯
)
=
1
3
(∫ i∞
0
Pf |2−k(1− U)(z¯)g(z¯) dz¯
)
car Pf |U2 = −Pf − Pf |U.
On obtient ainsi
∫∞
0
Pf |(1/6Id + 1/3U)(z¯)g(z¯) dz¯ = 16
∫∞
0
Pf |(U − U2)(z¯)g(z¯) dz¯. Enfin on
conclu :∫ i∞
0
Pf |(U − U2)(z¯)g(z¯) dz¯ =
∫ i∞
0
Pf |U(z¯)g(z¯)dz¯ −
∫ i∞
0
f(z)Pg|U(z) dz
= −
∫ i∞
0
Pf |T−1(z¯)g(z¯) dz¯ +
∫ i∞
0
f(z)Pg|T−1(z) dz car U = ST−1
=
∑
a+b+c=k−2
(k − 2)!
a!b!c!
(
iaΛ(f, a)ibΛ(g, b)− (−i)aΛ(f, a)(−i)bΛ(g, b)
)
.
Remarque 1.21. Une manie`re de re´crire ce re´sultat est de conside´rer la forme biline´aire syme´-
trique de´finie sur Q et qu’on e´tendra au corps des complexes :
V Qk × V Qk → Q, (P,Q) 7→ [P,Q], (1.34)
de´finit sur les monoˆmes par [Xm, Xn] = δ(m+n=k−2)(−1)n
(
k−2
m
)−1
. Elle est non de´ge´ne´re´e et
ve´rifie les proprie´te´s suivantes :
(i) Pour tout γ ∈ PSL2(Z), [P |γ, Q|γ] = [P,Q], on dira PSL2(Z)-invariant.
(ii) Pour tout α ∈ C, [P, (X − α)k−2] = P (α).
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On peut alors reformuler la Proposition 1.20 par :
〈f, g〉 = 1
6(2i)k−1
[Pf |(T−T−1), Pg]. (1.35)
Corollaire 1.22. Les applications suivantes sont injectives :
Sk(SL2(Z))→ Vk, f 7→ P+f ,
et Sk(SL2(Z))→ Vk, f 7→ P−f ,
les parties paire et impaire du polynoˆme des pe´riodes.
On a alors le the´ore`me suivant duˆ a` Eichler et Shimura :
The´ore`me 1.23 (Eichler-Shimura). Les applications suivantes sont des isomorphismes de C-
espaces vectoriels :
Sk(SL2(Z))→ W−k , f 7→ P−f
et Mk(SL2(Z))→ W+k , f 7→ P+f .
De´monstration. On dispose de´ja` de l’injectivite´ des deux applications. En effet, la partie paire
des se´ries d’Eisenstein ve´rifie aussi ce qui pre´ce`de car elle est dans Vk. Il suffit alors de de´montrer
l’e´galite´ des dimensions. Ceci se de´duit par exemple de l’e´tude des relations (1.32) ve´rifie´es par
les coefficients.
Remarque 1.24. Il existe une de´monstration dans un cadre plus large de ce re´sultat. En effet,
pour tout Γ-module M on peut introduire une cohomologie parabolique :
Z1par(Γ,M) = {ϕ : Γ→M ;ϕ(T ) = 0, ϕ(γ1γ2) = ϕ(γ1)|γ2 + ϕ(γ2)},
B1par(Γ,M) = {ϕ : γ 7→ m|(1−γ),m ∈MT},
et H1par(Γ,M) = Z
1
par(Γ,M)/B
1
par(Γ,M).
Alors l’application ϕ 7→ ϕ(S) identifie Z1par(Γ,M) a` W = {m ∈ M,m|1+S = m|1+U+U2 = 0}.
En effet, ϕ(S) ∈ W car on peut ve´rifier que :
ϕ(S)|(1 + S) = ϕ(S2) = 0,
et ϕ(S)|(1 + U + U2) = ϕ(S)|(1 + (TS)2 + TS) = 0.
De plus cette application est bien bijective car ϕ(T ) = 0 et Γ est engendre´ par S et T . Et
l’image de B1par(Γ,M) est simplement M
T |1−S. De´montrant ainsi :
H1par(SL2(Z),M)⊕MT |1−S = W = M/
(
MS +MU
)
.
On peut utiliser ceci dans le cas ou` M = Vk. En effet, il nous reste a` lier Sk(Γ) et H
1
par(Γ, Vk),
pour cela on associe a` f une primitive d’ordre k − 1 :
F (z) =
∫ i∞
z
f(u)(u− z)k−2 du,
qui permet de de´finir les bijections :
Sk(SL2(Z))→ H1par(Γ, V ±k ), f 7→ ϕ±f (γ) = F |±(γ−1)(z).
La condition de modularite´ e´quivaut a` l’appartenance a` Vk et la pe´riodicite´ f |T = f e´quivaut
a` ϕf (T ) = 0.
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1.5 Structures rationnelles de Mk(Γ)
On peut de´finir deux structures rationnelles sur Mk(Γ). La de´composition suivant les coef-
ficients de Fourier permet de de´finir :
MZk (Γ) = {f ∈Mk(Γ) telle que an(f) ∈ Z, pour tout n}. (1.36)
On peut montrer que MZk (Γ) est un Z-module de rang la dimension de Mk(Γ). Ceci permet
notamment de de´duire que les valeurs propres des ope´rateurs de Hecke sont des entiers alge´-
briques totalement re´els. Ceci permet de de´finir MQk (Γ) = M
Z
k (Γ) ⊗ Q et plus ge´ne´ralement
MKk (Γ) = M
Z
k (Γ)⊗K ou` K est un corps de nombre. ceci permet d’obtenir :
Mk(Γ) = M
Z
k (Γ)⊗Z C = SZk (Γ)⊗Z C⊕ CEk, (1.37)
ou` on a adapte´ la de´finition aux formes paraboliques. Ceci est possible car la condition a0(f) = 0
est bien inde´pendante de l’anneau de base.
Une structure duale est lie´e a` celle-ci graˆce au produit de Petersson :
M̂Kk (Γ) = {f ∈Mk(Γ) telle que 〈f, g〉 ∈ K, pour tout g ∈MKk (Γ)}. (1.38)
Le travail de Rankin sur des formules liant les pe´riodes a` un calcul de produit de Petersson
permet d’obtenir un The´ore`me de Eichler-Shimura plus pre´cis :
The´ore`me 1.25. Soit f ∈ Mk(Γ) une forme de Hecke normalise´e. Notons Qf le corps de
nombres engendre´s par les (an(f))n≥0. Il existe deux nombres, ω+f ∈ iR et ω−f ∈ R, tels que :
P+f ∈ ω+f Qf [X] et P−f ∈ ω−f Qf [X]. (1.39)
De plus, le carre´ scalaire de Petersson ve´rifie :
i〈f, f〉 ∈ ω+f ω−f Qf . (1.40)
De´monstration. Ceci peut eˆtre de´duit d’une ge´ne´ralisation d’un re´sultat de Rankin, qui donne
pour f forme de Hecke et pour des entiers pairs ve´rifiant m1 +m2 = k :
〈f, Em1Em2〉 =
(
i
2
)k−1
Λ(f, 1)Λ(f,m1). (1.41)
On peut e´largir ce re´sultat en introduisant les crochets de Rankin :
(2ipi)n[Em1 , Em2 ]n =
∑
n1+n2=n
(−1)n1
(
m1 + n− 1
m1 + n1 − 1
)(
m2 + n− 1
m2 + n2 − 1
)
E(n1)m1 E
(n2)
m2
, (1.42)
qui est une forme modulaire de Mm1+m2+2n(Γ). Ceci permet d’obtenir pour une forme f de
Hecke parabolique et des entiers pairs ve´rifiant m1 +m2 = k − 2n :
〈f, [Em1Em2 ]n〉 =
(
i
2
)k−1(
k − 2
n− 1
)
Λ(f, n+ 1)Λ(f,m1 + n). (1.43)
Ceci permet de ramener le question de la rationalite´ a` des ope´rations sur les crochet de Rankin
inde´pendamment de f . Et on de´montre par le calcul que les formes modulaires [Em1 , Em2 ]n
sont a` coefficients de Fourier rationnels.
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On peut ainsi de´finir les espaces :
S±k,Γ(K) = {f ∈ Sk(Γ) telle que P±f ∈ K[X]}. (1.44)
Et on dispose a` nouveau de la de´composition :
Sk(Γ) = S
±
k,Γ(K)⊗K C, pour tout corps de nombres K. (1.45)
De plus, les espaces S+k,Γ(Q) et S
−
k,Γ(Q) sont duaux l’un de l’autre par rapport au produit de
Petersson, c’est a` dire :
S+k,Γ(Q) = {f ∈ Sk(Γ) telle que 〈f, g〉 ∈ iQ, pour tout g ∈ S−k,Γ(Q)}, (1.46)
et S−k,Γ(Q) = {f ∈ Sk(Γ) telle que 〈f, g〉 ∈ iQ, pour tout g ∈ S+k,Γ(Q)}. (1.47)
Dans la partie suivante, on montre un exemple d’e´le´ments de cette structure rationnelle.
1.6 Une famille de formes ge´ne´ratrices de Sk(SL2(Z))
Notons Γ = SL2(Z). Soit f ∈ Sk(Γ) une forme modulaire parabolique de niveau 1 de poids
k ≥ 4. La forme f est entie`rement de´termine´e par ses pe´riodes, les Λ(f,m) pour les entiers
critiques m (i.e 1 ≤ m ≤ k − 1). De plus le produit de Petersson donne une famille de formes
modulaires paraboliques F km repre´sentant ces e´valuations :
Λ(f,m) = 〈f, F km〉k =
∫
Γ\H
f(z)F km(z)y
k−2 dx dy. (1.48)
Nous noterons Fm = F
k
m s’il n’y pas ambigu¨ıte´ et m˜ = k −m.
Dans leur article [12], Kohnen et Zagier calculent Λ(Fm, n) pour m+n impaire. Ceci permet,
la famille Fm e´tant ge´ne´ratrice de l’espace des formes paraboliques, de faire les calculs des
pe´riodes pour toute forme modulaire parabolique.
1.6.1 De´composition de Fm
Une formule de Cohen [3] donne une expression simple de Fm :
Proposition 1.26 (Cohen). La forme modulaire Fm est donne´e par la formule :
Fm(z) = Cm
∑
( a bc d )∈Γ
(az + b)−m(cz + d)−m˜ ∈ Sk(Γ), (1.49)
ou` on a de´fini la constante Cm = − (2i)k−2impi( k−2m−1) .
Remarque 1.27. La convergence normale de cette se´rie est assure´e car k ≥ 4.
Pour simplifier les notations, nous introduisons de manie`re ge´ne´rique les coefficients d’une
matrice γ = ( a bc d ), quitte a` ajouter des indices e´ventuels. De plus, on introduit la notation :
Fm [( a bc d )] (z) = (az + b)
−m(cz + d)−m˜,
de manie`re a` obtenir :
Fm = Cm
∑
γ∈Γ
Fm[γ].
La modularite´ de Fm peut alors simplement s’observer sur la formule :
Fm[γ
′](γz) = (cz + d)kFm[γ′γ](z).
Le caracte`re parabolique se montre a` nouveau graˆce au lemme d’Hurwitz.
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De´monstration. Un calcul direct montre ce re´sultat. En effet, pour f ∈ Sk(Γ) :
ikΛ(f,m) = Λ(f, m˜) d’apre`s l’e´quation fonctionnelle
=
∫ ∞
0
f(iu)um˜−1 du
=
∫ ∞
0
(−i)m−1(m˜− 1)!
(k − 2)! f
(m−1)(iu)uk−2 du
=
(−i)m−1(m˜− 1)!
(k − 2)!
∫ ∞
0
(
(m− 1)!
2ipi
∫ ∞
−∞
f(x+ iu/2)
(x− iu/2)m dx
)
uk−2 du
=
(−i)m2k−2
pi
(
k−2
m−1
) ∫
H
f(z)
z¯m
yk−2 dx dy
=
(−i)m2k−2
pi
(
k−2
m−1
) ∫
Γ\H
∑
γ∈Γ
f(γz)Im(γz)k
(γz¯)m
dx dy
y2
=
(−i)m2k−2
pi
(
k−2
m−1
) ∫
Γ\H
f(z)Im(z)k
∑
γ∈Γ
(cz + d)k(cz¯ + d)m
|cz + d|2k(az¯ + b)m
dx dy
y2
= ikC¯m
∫
Γ\H
f(z)
∑
γ∈Γ
(az¯ + b)−m(cz¯ + d)−m˜yk−2 dx dy
Ceci donnant bien Fm(z) = Cm
∑
(az + b)−m(cz + d)−m˜.
1.6.2 Calcul de Λ(Fm, n)
The´ore`me 1.28 (Kohnen-Zagier). Soient m et n des entiers critiques (i.e. 1 ≤ m,n ≤ k−1).
S’ils sont de parite´s oppose´es alors :
Λ(Fm, n) =
ik2k−1
(k − 2)!(Q(m,n) + i
kQ(m, n˜) + ikQ(m˜, n) +Q(m˜, n˜) +R1),
ou` :
Q(m,n) = (m˜− 1)!(n− 1)!ζ(n−m+ 1)
(2pi)n−m+1
,
et :
R1 =(δ1(n) + i
kδ1(n˜))(m− 1)!(m˜− 1)!i
mζ(m)ζ(m˜)
(k − 1)ζ(k)
+ (δ1(m) + i
kδ1(m˜))(n− 1)!(n˜− 1)! i
nζ(n)ζ(n˜)
(k − 1)ζ(k) .
ou` l’on a note´ δ1 le symbole de Kronecker en 1.
Remarque 1.29. D’apre`s le calcul de la fonction ζ en un entier pair, on obtient que les Λ(Fm, n)
sont des rationnels.
ζ(2n)
(2pi)2n
=
(−1)n−1
2
B2n
(2n)!
. (1.50)
Ceci e´tait anticipe´ par le re´sultat sur la rationalite´ des pe´riodes.
Pour effectuer la de´monstration de ce the´ore`me, nous remarquons que nous pouvons nous
ramener au cas 1 ≤ n < m ≤ k/2. Il suffit de prendre e´ventuellement les syme´triques dans la
premie`re demi-bande, puis d’inverser les deux parame`tres par syme´trie du re´sultat.
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Termes d’interversion
Nous recherchons a` intervertir la somme et l’inte´grale dans l’expression :∫ ∞
0
∑
γ∈Γ
Fm[γ](iu)u
n−1 du.
Pour se faire nous exprimons l’inte´grale comme une limite sur un parame`tre ε > 0 :
lim
ε→0
∫ 1/ε
ε
∑
γ∈Γ
Fm[γ](iu)u
n−1 du.
La convergence absolue nous permet d’intervertir sans proble`me dans ce cas. Le terme
d’erreur est donc :
lim
ε→0
(∫ ε
0
+
∫ ∞
1/ε
)∑
γ∈Γ
Fm[γ](iu)u
n−1 du.
Les deux termes apparaissant se calculent de la meˆme manie`re. En effet, apre`s changement
de variables u→ 1/u et utilisation de la modularite´, on obtient :∫ ∞
1/ε
Fm(iu)u
n−1 du = ik
∫ 1/ε
0
Fm(iu)u
n˜−1 du.
Il faut toutefois se´parer la somme pour bd 6= 0 et bd = 0 :
Cas bd 6= 0∫ ε
0
∑
bd 6=0
Fm[γ](iu)u
n−1 du
= εn
∫ 1
0
∑
bd 6=0
(aiuε+ b)−m(ciuε+ d)−m˜un−1 du
= εn
∫ 1
0
∑
b∧d=1
∑
α∈Z
((a+ αb)iuε+ b)−m((c+ αd)iuε+ d)−m˜un−1 du
=
∫ 1
0
∑
b∧d=1
b−md−m˜
(
εn
∑
α∈Z
(1 + iuαε+ εaiu/b)−m(1 + iuαε+ εciu/d)−m˜
)
un−1 du
→ε→0
∫ 1
0
∑
b∧d=1
b−md−m˜
(
δ1(n)
∫ ∞
−∞
(iux+ 1)−kdx
)
du
= δ1(n)
2ζ(m)ζ(m˜)
ζ(k)
pi
k − 1 .
En multipliant par Cm et en ajoutant le terme issue du changement de variables u → 1/u,
nous obtenons bien i
k2k−1
(k−2)!R1. Car nous avons fait l’hypothe`se que m ne pouvait eˆtre 1 ou k− 1
(1 ≤ n < m ≤ k/2).
Cas bd = 0
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Le calcul de ce terme est analogue et donne :∫ ε
0
∑
bd=0
Fm[γ](iu)u
n−1 du
=
∫ ε
0
∑
α∈Z
(Fm[(
α 1−1 0 )](iu) + Fm[( 1 0α 1 )](iu))u
n−1 du
=
∫ 1
0
∑
α∈Z
(αiuε+ 1)−m(−iuε)−m˜εnun−1 du
+
∫ 1
0
∑
α∈Z
(iuε)−m(αiuε+ 1)−m˜εnun−1 du.
Puis en passant a` la limite sur le parame`tre ε nous obtenons des inte´grales de Riemann :
→ε→0 δ1(n− m˜)
∫ 1
0
∫ ∞
−∞
(iux+ 1)−mim˜ du dx
+ δ1(n−m)
∫ 1
0
∫ ∞
−∞
(iux+ 1)−m˜i−m du dx
= i−m
(
ikδ1(n− m˜) pi
m− 1 + δ1(n−m)
pi
m˜− 1
)
.
La multiplication par Cm = −im 2k−2ikpi( k−2m−1) permet d’obtenir le re´sultat car ζ(0) = −
1
2
.
Termes principaux
Nous recherchons a` simplifier la somme des :
I(γ) =
∫ ∞
0
Fm[γ](iu)u
n−1du.
En effet, pour γ− =
(
a −b
−c d
)
, nous avons :
I(γ−) =
∫ ∞
0
un−1 du
(aiu− b)m(−ciu+ d)m˜
= (−1)m+n−1
∫ 0
−∞
un−1 du
(aiu+ b)m(ciu+ d)m˜
.
D’apre`s l’hypothe`se de parite´ sur m+ n, nous obtenons :
I(γ) + I(γ−) =
∫ ∞
−∞
un−1 du
(aiu+ b)m(ciu+ d)m˜
.
Or les poˆles de l’inte´grande sont ib/a et id/c qui sont dans le meˆme demi-plan strict de`s
lors que bd 6= 0. Et comme n < k = m + m˜ alors l’inte´grande est controˆle´e a` l’infini. Ainsi,
d’apre`s le The´ore`me des re´sidus, l’inte´grale sur cette portion de bord est nulle.
Il nous reste a` calculer la somme des termes avec bd = 0. Nous la se´parons selon deux
sommes celle des termes tels que b = 0 d’une part et ceux tels que d = 0 d’autre part. Le calcul
de ces sommes est similaire, quitte a` changer m en m˜, et repose sur la formule d’Hurwitz :∑
α∈Z
(z + α)−m =
(−2ipi)m
(m− 1)!
∑
β>0
βm−1 exp(2ipiβz).
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Ainsi ∑
b=0
I(γ) =
∫ ∞
0
∑
α∈Z
un
(iu)m(αiu+ 1)m˜
du
u
= ik
∫ ∞
0
∑
α∈Z
un˜
(α− iu)m˜
du
u
= ik(−1)m˜ (−2ipi)
m˜
(m˜− 1)!
∑
β>0
βm˜−1
∫ ∞
0
exp(−2piβu)un˜−1 du
= ik(−1)m (−2ipi)
m˜
(m˜− 1)!
∑
β>0
βm˜−1(2piβ)−n˜Γ(n˜)
=
ζ(n˜− m˜+ 1)(n˜− 1)!
im(m˜− 1)!(2pi)n˜−m˜ .
Il nous reste a` multiplier par Cm pour obtenir
ik2k−1
(k−2)!Q(m˜, n˜).
1.6.3 Calcul du polynoˆme des pe´riode de Fm
On peut e´crire les polynoˆmes des pe´riodes que l’on vient de calculer de manie`re simple. Ils
de´pendent des polynoˆmes de Bernoulli que nous introduisons.
De´finition 1.30. On peut de´finir les nombres de Bernoulli par la formule :∑
n≥0
Bn
tn
n!
=
t
et − 1 .
Et les polynoˆmes de Bernoulli par :∑
n≥0
Bn(X)
tn
n!
=
etXt
et − 1 .
On pose B0n(X) = Bn(X)−B1Xn−1, pour tout n ≥ 1.
Proposition 1.31. On dispose de formule explicite selon les parite´ :
1) Pour tout entier critique impair n, nous obtenons :
P−Fn(X) = 2
k−2(Qn(iX) +Qk−n(iX) +R−(X))
avec nQn(X) = B
0
n(X)−Xk−2B0n(1/X)
et R−(X) =
δ1(n)− δk−1(n)
(k − 1)Bk
k−2∑
α=2
(
k
α
)
BαBk−αXα−1.
2) Pour tout entier critique pair n, nous obtenons :
P+Fn(X) = 2
k−2(Qn(iX) +Qk−n(iX) +R+(iX))
avec R+(X) =
k
Bk
Bn
n
Bk−n
k − n(1−X
k−2).
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De´monstration. Les formules suivantes de´montrent le re´sultat :
Bn(X) =
n∑
α=0
(
n
α
)
Bn−αXα et
ζ(2N)
(2pi)2N
=
(−1)N
2
B2N
(2N)!
.
Ceci permet de de´duire la proposition du calcul de Kohnen et Zagier. Par exemple lorsque n
est pair :
P+Fn(X) = −
k−1∑
α=1
α impair
(
k − 2
α− 1
)
Λ(Fn, α)
iα
Xk−α−1.
Nous obtenons quatre termes similaires et un terme de reste. Ce dernier est donne´ par :
2k−2R+(iX) =
ik2k−1
(k − 2)!(Λ(Fn, 1) + Λ(Fn, k − 1)X
k−2)
=
ik2k−1
(k − 2)!(n− 1)!(k − n− 1)!
ζ(n)ζ(k − n)
(k − 1)ζ(k) (1 + i
kXk−2)
=
ik2k−2kBnBk−n
n(k − n)Bk (1− (iX)
k−2).
1.7 Symboles modulaires
On va voir dans cette partie que nous pouvons nous abstraire de l’espace H en nous limitant
seulement a` ses pointes P1(Q).
En effet, si l’on prend deux chemins c1 et c2 de H reliant α a` β deux pointes. Alors l’holo-
morphie d’une forme modulaire f donne l’e´galite´ :
∫
c1
ωf =
∫
c2
ωf car la chaˆıne c1−c2 est ferme´e
et d’inte´rieur sans poˆle. Ainsi ce nombre ne de´pend pas du chemin dans H mais uniquement
de ses extre´mite´s.
De´finition 1.32. Pour tout α, β ∈ P1(Q), on de´finit l’application :
{α, β}k : Sk(SL2(Z))→ Vk, f 7→
∫ β
α
f(z)(X − z)k−2 dz. (1.51)
On dit que {α, β}k est le symbole modulaire du chemin reliant α a` β dans SL2(Z)\H.
Proposition 1.33. Pour tout α, β et η dans P1(Q), on a :
{α, β}k + {β, η}k = {α, η}k et {α, α}k = 0. (1.52)
De plus pour tout g ∈ SL2(Z),
{gα, gβ}k = g{α, β}k. (1.53)
De´monstration. Les relations de Chasles sont triviales une fois les de´finitions e´crites. La pro-
prie´te´ de modularite´ provient de la relation :∫ gβ
gα
f(z)(X − z)k−2 dz =
∫ β
α
f(z)(X − z)k−2 dz|2−kg−1 = {α, β}k(f)(X)|2−kg−1.
Ce qui donne bien l’action a` gauche g{α, β}k(f)(X) = {α, β}k(f)(X)|2−kg−1.
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Ceci nous permet de donner une structure aux symboles modulaires de SL2(Z)-module. Les
relations de Chasles peuvent se retrouver dans le noyau de l’application :
Z[P1(Q)]→ Z,
∑
λi(pi) 7→
∑
λi.
Ainsi si l’on note Z[P1(Q)]0 ce noyau, on peut l’envoyer dans le groupe des symboles modulaires.
Le symbole modulaire {i∞, 0} image de (i∞)− (0) ∈ Z[P1(Q)]0 joue un roˆle central dans cette
the´orie.
Proposition 1.34. L’application Z-line´aire suivante :
Θ1 : Z[SL2(Z)]→ Z[P1(Q)]0, γ 7→ (γ.i∞)− (γ.0) (1.54)
est surjective et son noyau est donne´ par les relations de Manin :
Ker(Θ1) = I1 = (1 + S, 1 + U + U2)Z[SL2(Z)]. (1.55)
En particulier, la suite suivante est exacte :
0→ I1 → Z[SL2(Z)]→ Z[P1(Q)]0 → 0. (1.56)
De´monstration. Pour de´montrer la surjectivite´ on peut se servir de l’e´criture en fractions conti-
nues des nombres rationnelles :
p
q
= [a0, a1, ..., aN ] = a0 +
1
a1 +
1
a2+...
et on de´finit
pi
qi
= [a0, ..., ai].
De´finissons la famille de matrice, γi+1 =
(
(−1)ipi+1 pi
(−1)iqi+1 qi
)
∈ SL2(Z) et γ1 = ( 1 0a0 1 ) ve´rifiant :
p/q = γN .i∞→ γN .0 = γN−1.i∞→ ...→ γ2.0 = γ1.i∞→ γ1.0 = 0.
Ainsi on peut te´lescoper de la manie`re suivante :
(p/q)− (0) =
N∑
i=1
[(γi.i∞)− (γi.0)] =
N∑
i=1
Θ1(γi).
Et la famille des (p
q
)− (0) engendre bien Z[P1(Q)]0.
Pour le noyau, il est simple de ve´rifier que les relations de Manin annulent bien Θ1. L’inclusion
re´ciproque demande plus de travail et nous pre´sentons une de´monstration dans le Chapitre
3.
Corollaire 1.35. Le polynoˆme des pe´riodes de Tnf en fonction de celui de f :
PTnf (X) =
∑
γ∈M0n
Pf (X)|γ, (1.57)
ou` M0n est l’ensemble des matrices (
a b
c d ) ∈Mn(Z) ve´rifiant l’une des trois conditions :
– bc < 0, 0 < |b| < a et 0 < |c| < d.
– b = 0 et |c| < d/2.
– c = 0 et |b| < a/2.
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De´monstration. On va associer a` toute forme modulaire f la forme diffe´rentielle pre´sente dans
la de´finition des symboles modulaires ωf (z,X) = f(z)(X − z)k−2 dz.
De la de´finition, des ope´rateurs de Hecke :
Tnf = n
k/2−1 ∑
γ∈Γ\Mn(Z)
f |γ,
on scinde ωTnf (z,X) selon les classes (
a b
c d )γ ∈ Γ\Mn(Z) en :
ωf |γ (z,X) = n
k/2−1 (ad− bc)k/2
(cz + d)k
f(γ.z)(X − z)k−2 dz
=
nk−1
(cz + d)k
f(γ.z)
(
γ.X − γ.z
ad− bc
)k−2
(cz + d)k−2(cX + d)k−2(ad− bc)(cz + d)2 d(γ.z)
= [f(γ.z)(γ.X − γ.z) d(γ.z)] (cX + d)k−2.
On obtient ainsi une de´composition de la forme diffe´rentielle :
ωTnf (z,X) =
∑
γ∈Γ\Mn(Z)
ωf |γ(z,X) =
∑
γ∈Γ\Mn(Z)
ωf (γ.z,X|γ). (1.58)
Et ainsi du polynoˆme des pe´riodes :
PTnf (X) = {i∞, 0}(ωTnf (z,X)) =
∑
γ∈Γ\Mn(Z)
{i∞, 0}(ωf (γ.z,X|γ)).
On connait l’action de γ sur une telle image :
{i∞, 0}(ωf (γ.z,X|γ)) = {γ.i∞, γ.0}(ωf (z,X|γ)).
Le symbole modulaire {γ.i∞, γ.0} se de´compose en ∑i{gi.i∞, gi.0} pour des matrices gi ∈
SL2(Z) et e´tant donne´e que f |gi = f alors on peut de´duire :
{i∞, 0}(ωf (γ.z,X|γ)) =
∑
i
{i∞, 0}(ωf (z,X|γ.g−1i )) =
∑
i
Pf (X)|γ.g−1i .
Ceci donne une formule liant PTnf et Pf .
Remarque 1.36. On remarque que l’ensemble M0n respecte l’e´change de X en −X ainsi on peut
de´duire la stabilite´ des espaces S+k,Γ(Q) et S
−
k,Γ(Q) par les ope´rateurs de Hecke.
34
Chapitre 2
Inte´grale ite´re´e
Sommaire
2.1 Se´ries de Dirichlet multiples a` plusieurs variables . . . . . . . . . . 35
2.2 Inte´grales ite´re´es et se´ries ge´ne´ratrices (d’apre`s Manin) . . . . . . 39
2.3 Se´ries ge´ne´ratrices des formes modulaires paraboliques de niveau 1 41
2.3.1 Le cas d’une forme modulaire parabolique de niveau 1 . . . . . . . . . 41
2.3.2 Le cas de n formes modulaires paraboliques de niveau 1 . . . . . . . . 43
2.4 Polynoˆmes des multipe´riodes des formes de niveau 1 . . . . . . . . 44
2.4.1 Polynoˆme des pe´riodes . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.4.2 Polynoˆme des bipe´riodes . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.4.3 Polynoˆme des multipe´riodes . . . . . . . . . . . . . . . . . . . . . . . . 45
2.4.4 Ecriture uniformise´e de ces polynoˆmes . . . . . . . . . . . . . . . . . . 46
2.5 Relations e´le´mentaires ve´rifie´es par les multipe´riodes . . . . . . . . 47
2.5.1 Relations de me´lange . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.5.2 Relations de Manin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.6 Ge´ne´ralisation aux formes non paraboliques de niveau 1 . . . . . . 49
2.6.1 Calcul des poˆles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.6.2 Polynoˆme des multipe´riodes e´tendu . . . . . . . . . . . . . . . . . . . . 50
2.7 Calculs de bipe´riodes des formes ge´ne´ratrices de Cohen . . . . . . 52
2.7.1 Enonce´ et de´monstration . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.7.2 Discussion et application du the´ore`me 2.23 . . . . . . . . . . . . . . . 62
2.8 Polynoˆme des bipe´riodes de deux se´ries d’Eisenstein . . . . . . . . 65
La premie`re ide´e de ge´ne´ralisation de fonction L en plusieurs variables est de construire un
analogue de la se´rie de Dirichlet tronque´e de´finissant les valeurs multiples de zeˆta :
ζ(s1, ..., sn) =
∑
l1,...,ln>0
(l1 + ...+ ln)
−s1(l2 + ...+ ln)−s2 ...l−snn (2.1)
Nous allons ensuite voir que pour exploiter les proprie´te´s de modularite´ il est plus commode
d’utiliser un analogue des transforme´es de Mellin graˆce aux inte´grales ite´re´es.
2.1 Se´ries de Dirichlet multiples a` plusieurs variables
Soient n ≥ 1 et k1, ..., kn ≥ 0 des entiers. Soient f1, ..., fn des formes modulaires paraboliques
de niveau 1 et de poids respectifs k1, ..., kn. Elles ont des de´veloppements en q-se´rie de la forme :
fj(z) =
∑
l≥0
am(fj) exp(2ipilz) pour tout 1 ≤ j ≤ n. (2.2)
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On suppose de plus que les coefficients am(fj) sont rationnels pour tout 1 ≤ j ≤ n et m > 0.
De´finition 2.1. On appelle se´rie de Dirichlet multiple associe´e a` la famille (f1, ..., fn) la fonc-
tion en les variables complexes s1, ..., sn de´finie par :
L(f1, ..., fn; s1, ..., sn) =
∑
l1,...,ln>0
al1(f1)...aln(fn)
(l1 + ...+ ln)s1(l2 + ...+ ln)s2 ...lsnn
, (2.3)
lorsque Re(sn) > kn/2 + 1, ...,Re(s1 + ...+ sn) > k1/2 + ...+ kn/2 + n.
On appelle transforme´e de Mellin associe´e a` la famille (f1, ..., fn) la fonction en les variables
complexes s1, ..., sn de´finie par :
Λ(f1, ..., fn; s1, ..., sn) =
∫
0<t1<...<tn
f1(it1)t
s1−1
1 ...fn(itn)t
sn−1
n dt1... dtn, (2.4)
lorsque Re(sn) > kn/2 + 1, ...,Re(s1 + ...+ sn) > k1/2 + ...+ kn/2 + n.
Proposition 2.2. Pour le domaine de Cn conside´re´ dans la de´finition, la se´rie de Dirichlet
multiple et la transforme´e de Mellin converge.
De´monstration. On ve´rifie la convergence de ces de´finitions. On a de´montre´ pre´ce´demment le
re´sultat de l’estime´e de Hecke donnant l’existence de constante C1, ..., Cn tel que :
|al(fj)| ≤ Cjlkj/2 pour tout 1 ≤ j ≤ n et l > 0.
Il permet d’obtenir la convergence uniforme de la se´rie de Dirichlet sur un certain domaine :∣∣∣∣ al1(f1)...aln(fn)(l1 + ...+ ln)s1 ...lsnn
∣∣∣∣ ≤ C1...Cn lk1/21 ...lkn/2n
(l1 + ...+ ln)Re(s1)...l
Re(sn)
n
.
Ceci est a` nouveau majore´e par des ine´galite´s arithme´tico-ge´ome´trique par :
C1...Cn
∏n
j=1 l
kj/2
j∏n
j=1(n− j + 1)Re(sj)(lj...ln)Re(sj)/(n−j+1)
= O(l
k1/2−Re(s1)/n
1 ...l
kn/2−Re(sn)−Re(sn−1)/2−...−Re(s1)/n
n ).
Cette se´rie de re´els converge bien pour les valeurs complexe de (s1, ..., sn) ve´rifiant :
Re(k1/2− s1/n) < −1, ...,Re(kn/2− sn − ...− s1/n) < −1.
Donc en particulier pour le domaine inclue de´finie par :
Re(sn) > kn/2 + 1, ...,Re(s1 + ...+ sn) > k1/2 + ...+ kn/2 + n.
On notera que la majoration de Ramanujan donne un domaine de converge plus grand.
On obtient de meˆme la convergence de l’inte´grale de Mellin a` partir de f(it) = Ot→0(t−k/2−1)
provenant de l’estime´e de Hecke :
|f(it)| =
∣∣∣∣∣∑
l>0
al(f) exp(−2pilt)
∣∣∣∣∣ ≤ C∑
l>0
lk/2 exp(−2pilt)
=
C
(−2pi)k/2
(
d
dt
)k/2 [∑
l>0
exp(−2pilt)
]
=
C
(−2pi)k/2
(
d
dt
)k/2 [
exp(−2pit)
1− exp(−2pit)
]
= Ot→0(t−k/2−1).
La modularite´ de la fonction donne aussi f(it) = Ot→∞(t−k/2+1), pour tout f ∈ Sk(SL2(Z)).
Ceci nous donnant bien la convergence de l’inte´grale ite´re´e sur le domaine donne´ par la de´fini-
tion.
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Proposition 2.3. L’application Λ admet un prolongement holomorphes a` Cn et ve´rifie l’e´qua-
tion fonctionnelle :
Λ(f1, ..., fn; s1, ..., sn) = i
∑
kjΛ(fn, ..., f1; kn − sn, ..., k1 − s1), (2.5)
pour tout (s1, ..., sn) ∈ Cn.
De´monstration. Pour (s1, ..., sn) ∈ Cn ve´rifiant Re(sn) > kn/2 + 1, ...,Re(s1 + ... + sn) >
k1/2 + ...+ kn/2 + n et pour un parame`tre re´el T > 0, on a :
Λ(f1, ..., fn; s1, ..., sn) =
∫
0<t1<...<tn
f1(it1)t
s1
1 ...fn(itn)t
sn
n
dt1
t1
...
dtn
tn
=
n∑
j=0
∫
0<t1<...<tj<T<tj+1<...<tn
f1(it1)t
s1
1 ...fn(itn)t
sn
n
dt1
t1
...
dtn
tn
.
Pour T > 0, posons :
ΛT (g1, ..., gm; z1, ..., zm) =
∫
T<t1<...<tm
g1(it1)t
z1
1 ...g1(itm)t
zm
m
dt1
t1
...
dtm
tm
. (2.6)
Alors le changement de variable (t1, ..., tj) 7→ (1/t1, ..., 1/tj) et la proprie´te´ de modularite´
f(i/t) = (it)kf(it) donne :
Λ(f1, ..., fn; s1, ..., sn) =
n∑
j=0
i
∑j
a=1 kaΛ1/T (fj, ..., f1; kj−sj, ..., k1−s1)ΛT (fj+1, ..., fn; sj+1, ..., sn).
Cette famille de fonctions admet un prolongement holomorphe.
Ainsi il en va de meˆme pour Λ. On trouve l’e´quation fonctionnelle en faisant le meˆme calcul
pour Λ(fn, ..., f1; kn − sn, ..., k1 − s1) et en obtenant le meˆme re´sultat.
Dans son article [15], Manin conside`re le prolongement de la se´rie de Dirichlet multiple en
prenant la limite pour z → 0 des applications :
Lz(f1, ..., fn; s1, ..., sn) =
∑
l1,...,ln>0
al1(f1)...aln(fn) exp(2ipi(l1 + ...+ ln)z)
(l1 + ...+ ln)s1(l2 + ...+ ln)s2 ...lsnn
.
Il montre ensuite que ceci convient pour les valeurs entie`res de (s1, ..., sn) ∈ Zn>0. Nous proposons
ici de les relier a` la transforme´e de Mellin que l’on vient d’e´tendre pour ces valeurs.
Proposition 2.4. Soient (m1, ...,mn) ∈ Zn>0 ve´rifiant mn > kn/2 + 1, ...,m1 + ... + mn >
k1/2 + ...+ kn/2 + n. Conside´rons la fonction L comple´te´e par :
L∗(f1, ..., fn; s1, ..., sn) =
Γ(s1)...Γ(sn)
(2pi)s1+...+sn
L(f1, ..., fn; s1, ..., sn),
et les familles de coefficients entiers :
Am1,...,mn(M1, ...,Mn) =
∑
αa,b≥0∑b
a=1 αa,b=mb−1∑n
b=j αj,b=Mj−1
(m1 − 1)!...(mn − 1)!∏
1≤a≤b≤n αa,b!
, (2.7)
et Bm1,...,mn(M1, ...,Mn) = (−1)
∑n
j=1(n+1−j)(Mj−mj)
n−1∏
j=1
(
mj+1 − 1∑j
a=1(Ma −ma)
)
. (2.8)
37
Alors on a les relations :
Λ(f1, ..., fn;m1, ...,mn) =
∑
M1,...,Mn≥0∑
Mj=
∑
mj
Am1,...,mn(M1, ...,Mn)L
∗(f1, ..., fn;M1, ...,Mn), (2.9)
L∗(f1, ..., fn;m1, ...,mn) =
∑
M1,...,Mn≥0∑
Mj=
∑
mj
Bm1,...,mn(M1, ...,Mn)Λ(f1, ..., fn;M1, ...,Mn). (2.10)
Cette dernie`re permet d’e´tendre la de´finition de L∗ a` tout n-uplet d’entiers naturels.
De´monstration. Pour des entiers m1, ...,mn comme dans l’e´nonce´, on a :
L∗(f1, ..., fn;m1, ...,mn) = (2pi)−m1−...−mnΓ(m1)...Γ(mn)L(f1, ..., fn;m1, ...,mn)
=
∫ ∞
0
e−2piu1um1−11 du1...
∫ ∞
0
e−2piunumn−1n dun
∑
l1,...,ln>0
al1(f1)...aln(fn)
(l1 + ...+ ln)m1 ...lmnn
=
∑
l1,...,ln>0
al1(f1)...aln(fn)
∫ ∞
0
e−2pi(l1+...+ln)u1um1−11 du1...
∫ ∞
0
e−2pilnunumn−1n dun
=
∑
l1,...,ln>0
al1(f1)...aln(fn)
∫
0<u1,...,un
e−2pil1u1um1−11 ...e
−2piln(u1+...+un)umn−1n du1... dun
=
∑
l1,...,ln>0
al1(f1)...aln(fn)
∫
0<t1<...<tn
e−2pil1t1tm1−11 ...e
−2pilntn(tn − tn−1)mn−1 dt1... dtn
=
∫
0<t1<...<tn
f1(it1)...fn(itn)t
m1−1
1
mj−1∑
aj=0
j=2..n
(
mj − 1
aj
)
t
mj−1−aj
j (−tj−1)aj dt1... dtn
=
m2−1∑
a2=0
(
m2 − 1
a2
)
(−1)a2 ...
mn−1∑
an=0
(
mn − 1
an
)
(−1)anΛ(f1, ..., fn;m1 + a2,m2 − a2 + a3, ...,mn − an).
Et d’autre part :
Λ(f1, ..., fn;m1, ...,mn)
=
∫
0<t1<...<tn
f1(it1)t
m1−1
1 ...fn(itn)t
mn−1
n dt1... dtn
=
∫
0<u1,...,un
f1(it1)u
m1−1
1 ...fn(i(u1 + ...+ un)(u1 + ...+ un)
mn−1 du1... dun
=
∑
l1,...,ln>0
al1(f1)...aln(fn)
∫
0<u1,...,un
e−2pil1u1um1−11 ...e
−2piln(u1+...+un)(u1 + ...+ un)mn−1 du1... dun
=
∑
l1,...,ln>0
∑
αa,b≥0∑b
a=1 αa,b=mb−1
(m1 − 1)!...(mn − 1)!al1(f1)...aln(fn)∏
1≤a≤b≤n αa,b!∫ ∞
0
e−2pi(l1+...+ln)u1u
∑n
b=1 α1,b
1 du1...
∫ ∞
0
e−2pilnunuαn,nn dun
=
∑
αa,b≥0∑b
a=1 αa,b=mb−1
(m1 − 1)!...(mn − 1)!∏
1≤a≤b≤n αa,b!
L∗(f1, ..., fn;
n∑
b=1
α1,b + 1, ..., αn,n + 1).
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Exemple 2.5. Pour n = 1, nous retrouvons la relation : Λ(f ;m) = L∗(f ;m) = (m−1)!
(2pi)m
L(f,m).
Pour n = 2, nous obtenons les relations suivantes :
Λ(f1, f2;m1,m2)
(m1 − 1)!(m2 − 1)! =
m2−1∑
α=0
(
m1 − 1 + α
α
)
L(f1, f2;m1 + α,m2 − α)
(2pi)m1+m2
, (2.11)
et L∗(f1, f2;m1,m2) =
m2−1∑
α=0
(−1)α
(
m2 − 1
α
)
Λ(f1, f2;m1 + α,m2 − α). (2.12)
2.2 Inte´grales ite´re´es et se´ries ge´ne´ratrices (d’apre`s Ma-
nin)
Manin introduit dans [15], un formalisme de se´rie ge´ne´ratrice qui permet notamment de
rassembler les valeurs multiples de zeˆta. Il donne ensuite un certain nombre de proprie´te´s lie´es
a` la structure. Nous les rappelons ici brie`vement.
De´finition 2.6. Soit V un ensemble fini. Soit XV = (Xv)v∈V une famille d’inde´termine´es
indexe´es par V .
Posons Ser(V ) = C 〈〈Xv〉〉v∈V l’alge`bre sur C des se´ries entie`res non commutatives en les
inde´termine´es (Xv)v∈V et de coefficient constant e´gal a` 1.
Soit E une surface de Riemann connexe. Soit OE son faisceau de fonctions holomorphes et Ω1E
son faisceau de 1-formes holomorphes.
Pour toute famille ωV = (ωv)v∈V de 1-formes de Ω1E et tout chemin ϕ : (0, 1) → E continue,
on de´finit la se´rie entie`re de variables non commutatives :
Jϕ(ωV , XV ) =
∑
n≥0
∑
v1,...,vn∈V
∫ 1
0
ϕ∗ωv1(t1)
∫ t1
0
ϕ∗ωv2(t2)...
∫ tn−1
0
ϕ∗ωvn(tn) dt1... dtnXv1 ...Xvn
(2.13)
Pour simplifier les notations, on e´crit : Ω = 〈ωV , XV 〉 =
∑
v∈V ωvXv ∈ Ω1E〈〈XV 〉〉 et Jϕ(Ω) =
Jϕ(ωV , XV ).
Si ϕ et ϕ′ sont deux chemins homotopes alors Jϕ(Ω) = Jϕ′(Ω). Soient U ⊂ E un ou-
vert connexe et simplement connexe et a ∈ U un point base alors on de´finit une fonction de
OU〈〈XV 〉〉 par :
z 7→ Jza (Ω) = Jϕz(Ω), (2.14)
pour tout ϕz chemin dans la classe d’homotopie ve´rifiant ϕz(0) = a et ϕz(1) = z.
Exemple 2.7. 1) On dispose de l’exemple fondamental suivant. Soient r ≥ 1 un entier et
m1, ...,mr une famille d’entiers. Pour assurer la convergence on suppose ces entiers mj ≥ 1 et
m1 > 1. Les valeurs multiples de zeˆta sont de´finies par :
ζ(m1, ...,mr) =
∑
n1>...>nr
r∏
i=1
n−mii .
On peut les regrouper dans la se´rie J10 (Ω) ou` U = R ⊂ C et Ω = dtt X0 + dt1−tX1.
En effet, on dispose de l’expression suivante en inte´grale ite´re´e :
ζ(m1, ...,mr) =
∫ 1
0
dt1,1
t1,1
...
∫ tm1−2,1
0
dtm1−1,1
tm1−1,1
∫ tm1−1,1
0
dtm1,1
1− tm1,1
∫ tm1,1
0
dt1,2
t1,2
...
...
∫ tmr−1,r−1
0
dt1,r
t1,r
...
∫ tmr−2,r
0
dtmr−1,r
tmr−1,r
∫ tmr−1,r
0
dtmr,r
1− tmr,r
. (2.15)
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Nous permettant d’obtenir :
J10 (Ω) = 1 +
∑
r≥1
∑
m1>1
m2,...,mr≥1
ζ(m1, ...,mr)X
m1−1
0 X1...X
mr−1
0 X1 + termes non convergents. (2.16)
En effet, les termes qui nous inte´ressent sont les coefficients des monoˆmes X0...X1. Commencer
par X0 donne m1 > 1 et finir par X1 donne les types d’inte´grales attendues. On se restreint donc
dans ce cas a` un ide´al de Ser(V ) ve´rifiant de bonnes proprie´te´s. Par exemple, le changement
de variable t 7→ 1 − t e´change le sens d’inte´gration et les inde´termine´es X0 et X1 donnant les
relations sur les valeurs multiples de zeˆta :
ζ(m1, ...,mr) = ζ(a1, ..., al) tel que X
a1−1
0 X1...X
al−1
0 X1 = X0X
mr−1
1 ...X0X
m1−1
1 . (2.17)
Ceci donne par exemple ζ(m) = ζ(2, 1, ..., 1), pour tout m ≥ 2.
2) Soit k ≥ 2 un entier pair. Posons E = H et V = {1, ..., k−1}. Pour une forme modulaire
parabolique f ∈ Sk(SL2(Z)) de poids k et de niveau 1, posons :
Ωf =
k−1∑
m=1
f(z)zm−1 dzXm et J(f) = J0i∞(Ωf ). (2.18)
La se´rie obtenue contient notamment a` l’ordre 1 les pe´riodes Λ(f,m) :
J(f) = 1 +
k−1∑
m=1
Λ(f,m)Xm + termes de degre´ ≥ 2. (2.19)
L’application Sk(SL2(Z)) → Ck−1, f 7→ (Λ(f,m))1≤m≤k−1 est injective donc J : Sk(Sl2(Z)) →
Ser(V ) aussi.
3) Soit Γ ⊂ SL2(Z) un groupe de congruence. Posons E = H et V = Γ\SL2(Z). Pour une
forme modulaire f ∈ S2(Γ), de´finissons :
Ωf =
∑
g∈Γ\SL2(Z)
f |g(z) dzXg et J(f) = J0i∞ (Ωf ) . (2.20)
On obtient a` nouveau le de´but de de´veloppement :
J(f) = 1 +
∑
g∈V
Λ(f |g, 1)Xg + termes de degre´ ≥ 2, (2.21)
permettant de de´duire l’injectivite´ de J : S2(Γ)→ Ser(V ) a` partir de celle de l’application :
S2(Γ)→ CV , f 7→
(∫ i∞
0
f |g(z) dz
)
g∈V
.
On rappel des proprie´te´s lie´es a` la structure de´montre´es par Manin dans [15].
Proposition 2.8. Soit Ω =
∑
v∈V ωvXv une famille de 1-formes holomorphes sur une surface
de Riemann E connexe et simplement connexe. On a :
J ba(Ω) =
∑
n≥0
∫ b
a
Ω(z1)
∫ z1
a
Ω(z2)...
∫ zn−1
a
Ω(zn). (2.22)
On dispose alors des deux relations :
∂zJ
z
a (Ω) = Ω(z)J
z
a (Ω) ∈ Ω1E〈〈AV 〉〉, (2.23)
J ca(Ω) = J
c
b (Ω)J
b
a(Ω) ∈ Ser(V ), (2.24)
ou` a, b, c et z sont des points de E.
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De´monstration. L’e´quation diffe´rentielle se ve´rifie par une simple de´rivation et permet de de´-
duire la deuxie`me relation. En effet, les applications z 7→ Jza (Ω) et z 7→ Jzb (Ω)J ba(Ω) sont deux
solutions du proble`me de Cauchy :
∂zϕ(z) = Ω(z)ϕ(z) et ϕ(b) = J
b
a(Ω) pour ϕ ∈ OE〈〈XV 〉〉.
Donc d’apre`s le The´ore`me de Cauchy-Lipschitz, il existe bien une unique solution. Et l’e´galite´
des fonctions nous donnent la relation (2.24).
Proposition 2.9. On a une comultiplication ∆ : Ser(V ) → Ser(V ) ⊗ Ser(V ). C’est l’homo-
morphisme d’alge`bre gradue´e de´termine´ par les formules :
∆Xv = Xv ⊗ 1 + 1⊗Xv, pour tout v ∈ V. (2.25)
Soit Ω =
∑
v∈V ωvXv une famille de 1-formes holomorphes sur E. Soient a, b ∈ E. On a alors
une relation de me´lange :
∆(J ba(Ω)) = J
b
a(Ω)⊗ J ba(Ω). (2.26)
De´monstration. L’e´quation diffe´rentielle est a` nouveau la cle´ de la de´monstration. En effet les
applications z 7→ ∆(Jza (Ω)) et z 7→ Jza (Ω)⊗ Jza (Ω) sont tous les deux solutions du proble`me de
Cauchy :
∂zϕ(z) = ∆(Ω)ϕ(z) et ϕ(a) = 1⊗ 1 pour ϕ ∈ OE〈〈XV ⊗XV 〉〉.
Les deux fonctions sont donc identiques et on obtient la relation de me´lange.
Lorsque la surface E = H, on peut transporter l’action de SL2(Z) en une action a` gauche
sur les se´ries construites :
Soient a, b ∈ H, γ ∈ SL2(Z) et Ω =
∑
v∈V ωvXv une famille de 1-formes holomorphes sur H.
On de´finit une action a` gauche de SL2(Z) par :
γ.J ba(Ω) = J
γ.b
γ.a(Ω) et Jγ(Ω) = J
γ.0
γ.i∞(Ω). (2.27)
Proposition 2.10. Pour toute famille de 1-formes holomorphes Ω, on a des relations de Manin
non commutatives :
J(Ω)JS(Ω) = JS(Ω)J(Ω) = 1, (2.28)
JU2(Ω)JU(Ω)J(Ω) = JU(Ω)J(Ω)JU2(Ω) = J(Ω)JU2(Ω)JU(Ω) = 1. (2.29)
De´monstration. Pour cela il suffit de regarder l’action de S et U sur les pointes i∞ et 0 :
i∞ S→ 0 S→ i∞ et i∞ U→ 0 U→ 1 U→ i∞.
Le relation (2.24) donne alors le re´sultat car J i∞i∞ (Ω) = 1.
2.3 Se´ries ge´ne´ratrices des formes modulaires parabo-
liques de niveau 1
2.3.1 Le cas d’une forme modulaire parabolique de niveau 1
On reprend plus pre´cise´ment l’exemple (2.18).
Soient k un entier pair et f ∈ Sk(SL2(Z)) une forme modulaire parabolique de poids k et de
niveau 1. On s’inte´resse a` l’action de SL2(Z) sur J(f). On va construire une action sur les
se´ries formelles de Ser(V ) qui sera duale de celle de´finie en (2.27).
Posons ωi(z) = f(z)z
i−1 dz pour 1 ≤ i ≤ k − 1.
On commence par remarquer que l’action Jγ(f) = J
γ0
γi∞(Ωf ) se traduit en une action sur la
famille des formes (ωi)1≤i≤k−1.
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Proposition 2.11. Pour toute matrice γ ∈ SL2(Z), il existe une matrice Mk(γ) ∈ SLk−1(Z)
ne de´pendant pas de f telle que pour tout 1 ≤ i ≤ k − 1 :
γ∗(ωi(z)) = ωi(γz) =
k−1∑
j=1
Mk(γ)i,jωj(z). (2.30)
De´monstration. Soit γ = ( a bc d ) ∈ SL2(Z), on a :
( a bc d )
∗
(f(z)zi−1 dz) = f
(
az + b
cz + d
)(
az + b
cz + d
)i−1
dγz
= (cz + d)kf(z)(az + b)i−1(cz + d)1−i
dz
(cz + d)2
= f(z)(az + b)i−1(cz + d)k−i−1 dz.
Ainsi posons Mk(γ)i,j =
∑
α+β=j−1
(
i−1
α
)(
k−i−1
β
)
aαbi−1−αcβdk−i−1−β pour 1 ≤ i, j ≤ k − 1.
Ces coefficients sont entiers et constituent bien une matrice inde´pendante de la famille des
(ωi)1≤i≤k−1. Pour de´montrer son appartenance a` SLk−1(Z), nous allons montrer une proprie´te´
de morphisme donnant Mk(γ
−1) comme inverse de Mk(γ).
Proposition 2.12. L’application γ 7→Mk(γ) est un homomorphisme de groupe, c’est a` dire :
Mk(γ1γ2) = Mk(γ1)Mk(γ2) pour tout γ1, γ2 ∈ SL2(Z).
De´monstration. Soit 1 ≤ i ≤ k − 1 une entier. On a la se´rie d’e´galite´ :
k−1∑
l=1
Mk(γ1γ2)i,lωl = (γ1γ2)
∗ωi = γ∗2γ
∗
1ωi = γ
∗
2
(
k−1∑
j=1
Mk(γ1)i,jωj
)
=
k−1∑
j=1
Mk(γ1)i,jγ
∗
2ωj =
k−1∑
j,l=1
Mk(γ1)i,jMk(γ2)j,lωl.
Ceci donne l’e´galite´ des coefficients des matrices par identification.
Posons S =
(
0 −1
1 0
)
, T = ( 1 10 1 ) et U = ST
−1 =
(
0 1
−1 1
)
. Le groupe SL2(Z) est engendre´ par
deux de ces trois e´le´ments.
Mk(γ) est ainsi entie`rement de´termine´ par deux des trois valeurs en S, T ou U :
Mk(S)i,j = (−1)i−1δ(i+j=k), (2.31)
Mk(T )i,j =
(
i− 1
j − 1
)
(2.32)
et Mk(U)i,j = (−1)j−1
(
k − i− 1
j − 1
)
. (2.33)
On e´tend la notation classique en posant :
γ∗Ωf =
k−1∑
i=1
(γ∗ωi)Xi =
k−1∑
i,j=1
Mk(γ)i,jωjXi (2.34)
= 〈Mk(γ)ωV , XV 〉 = 〈ωV ,tMk(γ)XV 〉. (2.35)
Donc on voit que si Mk(γ) agit sur la famille des (ωi)1≤i≤k−1 alors tMk(γ) agit de manie`re duale
sur la famille des (Xj)1≤j≤k−1 :
Jγ(f) = J
γ0
γi∞(Ωf ) = J
0
i∞ (〈Mk(γ)ωV , XV 〉) = J0i∞
(〈ωV ,tMk(γ)XV 〉) . (2.36)
On a ainsi de´finit une action de SL2(Z)-module sur l’espace des se´ries formelles J ∈ Ser(V )
par :
J(XV )|γ = J(tMk(γ)XV ), (2.37)
On a bien une action de groupe, d’apre`s la Proposition 2.12
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2.3.2 Le cas de n formes modulaires paraboliques de niveau 1
Soit k = (k1, ..., kn) une famille d’entiers naturels pairs. Soit f1, ..., fn une famille de formes
modulaires paraboliques de niveau 1 et de poids respectifs k1, ..., kn. Posons :
V = {(i, j); 1 ≤ j ≤ n, 1 ≤ i ≤ kj − 1}.
De´finissons la famille de 1-formes de Ω1H indexe´e par V associe´e a` (f1, ..., fn) par :
Ωf1,...,fn(z) =
n∑
j=1
Ωfj(z)Yj (2.38)
=
n∑
j=1
kj−1∑
i=1
fj(z)z
i−1 dzXiYj. (2.39)
On de´finit une se´rie formelle en les inde´termine´es non commutatives Ai,j = XiYj pour (i, j) ∈ V
par :
J(f1, ..., fn) = J
0
i∞ (Ωf1,...,fn) . (2.40)
On de´finit une action a` gauche de γ ∈ Γ sur J(f1, ..., fn) :
Jγ(f1, ..., fn) = J
γ0
γi∞ (Ωf1,...,fn) . (2.41)
Il est naturel de chercher a` e´tendre cette action a` toute se´rie de Ser(V ),
Ici encore cette action se transcrit en une action sur la famille ωV des :
ωi,j(z) = fj(z)z
i−1 dz indexe´ par les (i, j) ∈ V.
Cette action est diagonale par bloc et est donne´e par les actions pre´ce´dentes :
γ∗ωi,j =
kj−1∑
α=1
Mkj(γ)i,αωα,j pour tout 1 ≤ j ≤ n.
Ainsi la matrice diagonale par bloc M(k1,...,kn)(γ) de´crit l’action de γ sur ωV :
M(k1,...,kn)(γ) =
(
Mk1 (γ) 0
...
0 Mkn (γ)
)
. (2.42)
On en de´duit que γ 7→M(k1,...,kn)(γ) est un morphisme de groupe. De plus la transpose´e construit
une action compatible sur Ser(V ) :
J(AV )|γ = J(tM(k1,...,kn)(γ)AV ), pour tout J ∈ Ser(V ). (2.43)
En effet, cette action est compatible a` la pre´ce´dente sur les e´le´ments J(f1, ..., fn) ∈ Ser(V ) :
Jγ(f1, ..., fn)(AV ) = J
0
i∞
(
n∑
j=1
γ∗(Ωfj)Yj
)
= J0i∞
(〈M(k1,...,kn)(γ)ωV , AV 〉)
= J0i∞
(〈ωV , tM(k1,...,kn)(γ)AV 〉) = J(f1, ..., fn)(tM(k1,...,kn)(γ)AV )
The´ore`me 2.13 (Relations de Manin non commutatives). Pour toute famille de formes mo-
dulaires f = (f1, ..., fn) de niveau 1, on dispose des relations :
J(f)JS(f) = JS(f)J(f) = 1,
JU2(f)JU(f)J(f) = JU(f)J(f)JU2(f) = J(f)JU2(f)JU(f) = 1.
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2.4 Polynoˆmes des multipe´riodes des formes de niveau
1
Soient k = (k1, ..., kn) une famille d’entiers naturels pairs et f1, ..., fn des formes modulaires
paraboliques de niveau 1 et de poids respectifs k1, ..., kn. Soit N une entier positif. On pose a`
nouveau V = {(i, j); 1 ≤ j ≤ n, 1 ≤ i ≤ kj − 1} et AV la famille des inde´termine´es.
On va regarder de manie`re ite´re´e les termes homoge`nes de degre´ N de J(f1, ..., fn) :
J(f1, ..., fn)N =
∫ 0
i∞
n∑
j=1
kj−1∑
i=1
fj(z1)z
i−1
1 dz1Ai,j
∫ z1
i∞
...
∫ zn−1
i∞
n∑
j=1
kj−1∑
i=1
fj(zN)z
i−1
N dzNAi,j.
Nous allons les transformer en polynoˆmes en plusieurs variables commutatives.
Par construction le degre´ 0 est toujours e´gale a` 1, on regarde alors par degre´ croissant.
2.4.1 Polynoˆme des pe´riodes
Soit f une forme modulaire parabolique de niveau 1 et de poids k un entier pair. Le terme
de degre´ 1 de J(f) est donne´ par :
J(f)1 =
k−1∑
m=1
∫ 0
i∞
f(z)zm−1 dzXm. (2.44)
On reconnait, a` proportionnalite´ pre`s, les pe´riodes de la forme modulaire. En effet, ce sont les
valeurs aux entiers critiques de sa fonction L :
L(f,m) =
∑
n>0
an(f)n
−m =
(2pi)m
Γ(m)
∫ ∞
0
f(it)tm−1dt, (2.45)
pour tout entier m tel que 1 ≤ m ≤ k − 1.
Apre`s renormalisation, nous les regroupons dans un polynoˆme de Vk = Ck−2[X] via la
formule :
Pf (X) =
∫ ∞
0
f(it)(X − it)k−2dt. (2.46)
On peut voir ce polynoˆme comme e´tant l’image de J(f)1 par l’application Ser(J1, k−1K)1 → Vk
de´finie par :
Xm 7→
(
k − 2
m− 1
)
(−X)k−m−1, pour tout 1 ≤ m ≤ k − 1.
Lorsque nous avons plusieurs formes modulaires fj de poids kj, on peut de´finir l’application
Ψ1 : Ser(V )1 →
∏n
j=1 Vkj de´finit par :
Am,a = XmYa 7→
(
δj(a)
(
kj − 2
m− 1
)
(−X)kj−m−1
)
1≤j≤n
,
pour tout 1 ≤ a ≤ n et 1 ≤ m ≤ ka − 1.
Elle nous donne que J(f1, ..., fn)1 est de´termine´ par les n-uplets de polynoˆmes :
(Pf1(X), ..., Pfn(X)).
Ce sont les polynoˆmes des pe´riodes des fj pour 1 ≤ j ≤ n.
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2.4.2 Polynoˆme des bipe´riodes
Pour une famille de formes modulaires paraboliques de niveau 1, fj de poids kj pour 1 ≤
j ≤ n. Le terme de degre´ 2 de J(f1, ..., fn) est donne´ par :
J(f1, ..., fn)2 =
∑
(a,b)∈J1,nK2
ka−1∑
m1=1
kb−1∑
m2=1
∫ 0
i∞
∫ z1
i∞
fa(z1)z
m1−1
1 dz1fb(z2)z
m2−1
2 dz2Xm1YaXm2Yb.
(2.47)
Ceci peut eˆtre vu comme la somme de n2 polynoˆmes des bipe´riodes selon les valeurs de (a, b) ∈J1, nK2.
En effet, on peut introduire une fonction Λ a` plusieurs variables complexes (s1, s2) ∈ C2
pour tout couple de formes modulaires (fa, fb) via la de´finition :
Λ(fa, fb; s1, s2) =
∫ 0
∞
fa(it1)t
s1−1
1 dt1
∫ t1
∞
fb(it2)t
s2−1
2 dt2, (2.48)
La convergence de l’inte´grale est assure´e pour Re(s1) > k1 et Re(s2) > k2 par les meˆmes
the´ore`mes de comparaison que dans le cas d’une inte´grale de Mellin d’une forme parabolique.
On peut alors prolonger a` C2 par me´romorphie.
Et ainsi on peut conside´rer les bipe´riodes comme e´tant les valeurs aux entiers de la bande
critique et de les regrouper dans un polynoˆme des bipe´riodes par :
Pfa,fb(X, Y ) =
∫
0<t1<t2
fa(it1)fb(it2)(X − it1)k1−2(Y − it2)k2−2 dt1 dt2. (2.49)
Ceci peut eˆtre vu comme e´tant l’image de J(f1, ..., fn)2 par l’application :
Ψ2 : Ser(V )2 →
∏
(a,b)∈J1,nK2C(ka−2,kb−2)[X, Y ] de´finit par :
Am1,cAm2,d 7→
(
δ(a,b)=(c,d)
(
ka − 2
m1
)
(−X)ka−m1−2
(
kb − 2
m2
)
(−Y )kb−m2−2
)
(a,b)∈J1,nK2 ,
pour tout c, d ∈ J1, nK, 0 ≤ m1 ≤ c et 0 ≤ m2 ≤ d.
On peut ainsi re´e´crire de manie`re plus compact cette application en utilisant l’isomorphisme :
C(ka−2,kb−2)[X, Y ] ∼= Cka−2[X]⊗ Ckb−2[Y ].
On remarque alors que l’isomorphisme Ψ2 : Ser(V )2 →
(∏n
j=1 Vk
)⊗2
peut aussi eˆtre de´finit
comme le carre´ tensoriel de l’application pre´ce´dente Ψ1 : Ser(V )1 →
∏n
j=1 Vk :
Ψ2(Ai1,j1Ai2,j2)(X, Y ) = Ψ1(Ai1,j1)(X)Ψ1(Ai2,j2)(Y ), pour tout (i1, j1), (i2, j2) ∈ V. (2.50)
2.4.3 Polynoˆme des multipe´riodes
Soient k1, ..., kN des entiers positifs pairs et soient f1, ..., fN des formes modulaires parabo-
liques de poids respectifs k1, ..., kN et de niveau 1.
La de´finition de fonction Λ comme transforme´e de Mellin s’e´tend en :
Λ(f1, ..., fN ; s1, ..., sN) =
∫
0<t1<...<tN
f1(it1)t
s1−1
1 dt1...fN(itN)t
sN−1
N dtN , (2.51)
pour des variables complexes (s1, ..., sN) ∈ CN .
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Cette de´finition est a` nouveau valide pour sj > kj, 1 ≤ j ≤ N puis on e´tend par me´romor-
phie la fonction a` CN .
Le terme de degre´ N de J(f1, ..., fn) est donne´e par :
J(f1, ..., fn)N =
∑
(a1,...,aN )∈J1,nKN
kai−2∑
mi=0
Λ(fa1 , ..., faN ;m1, ...,mN)i
∑
miXm1Ya1 ...XmNYaN . (2.52)
Les valeurs obtenues aux points de coordonne´es entie`res 1 ≤ mi ≤ ki − 1 pour 1 ≤ i ≤ N
sont ainsi appele´es multipe´riodes des N formes modulaires. On les regroupe dans le polynoˆme
des multipe´riodes :
Pf1,...,fN (X1, ..., XN) =
∫
0<t1<...<tN
f1(it1)...fN(itN)(X1 − it1)k1−2...(XN − itN)kN−2 dt1... dtN .
(2.53)
Proposition 2.14. L’application induite par Ψ1 : Ser(V )1 →
∏n
j=1 Vkj :
ΨN = (Ψ1)
⊗N : Ser(V )N →
(
n∏
j=1
Vkj
)⊗N
(2.54)
est un isomorphisme de C-espaces vectoriels. Et on a :
ΨN(J(f1, ..., fn)N) = (Pfa1 ,...,faN )(a1,...,aN )∈J1,nKN . (2.55)
2.4.4 Ecriture uniformise´e de ces polynoˆmes
Proposition 2.15. On peut re´e´crire la de´finition des polynoˆmes des multipe´riodes graˆce a`
l’accouplement :
Ωn(Hn,C)×Mn(Hn,P1(Q)n,Z)→ C,
(ω,C) 7→ 〈ω,C〉 =
∫
C
ω.
Soit f ∈ Sk(SL2(Z)). Posons ωf (z,X) = f(z)(z −X)k−2 dz ∈ Ω1(H,C)⊗ Vk.
Il existe un n-simplexe τn ∈Mn(Hn,P1(Q)n,Z) tel que :
Pf1,...,fn(X1, ..., Xn) = 〈ωf1(z1, X1) ∧ ... ∧ ωfn(zn, Xn), τn〉 .
On pre´cisera ensuite la de´finition de ce n-cycle. On peut toutefois pre´ciser son support :
Supp(τn) = {(it1, ..., itn) tel que 0 < t1... < tn} ⊂ Hn.
Et par ailleurs on remarque la proprie´te´ lie´e a` la modularite´ de f ∈ Sk(SL2(Z)). Pour tout
γ = ( a bc d ) ∈ SL2(Z), on a :
γ∗ωf (z,X) = f(γz)(γz −X)k−2d(γz)
= f(z)(z − γ−1X)k−2 dz(−cX + a)k−2 dz = ωf (z,X|γ−1). (2.56)
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2.5 Relations e´le´mentaires ve´rifie´es par les multipe´riodes
Soient n ≥ 1 et k1, ..., kn des entiers. Conside´rons f1, ..., fn une famille de formes modulaires
paraboliques de poids respectifs k1, ..., kn et de niveau 1. Posons V = {(i, j); 1 ≤ j ≤ n, 1 ≤
i ≤ kj − 1}, AV une famille d’inde´termine´es indexe´e par V et Vkj = Ckj−2[X].
Dans la partie pre´ce´dente, on a construit un isomorphisme d’alge`bres gradue´es :
Ψ : Ser(V ) =
⊕
N≥0
Ser(V )N →
⊕
N≥0
(
n∏
j=1
Vkj
)⊗N
.
Les projections de l’image de J(f1, ..., fn) sont par de´finition les polynoˆmes des multipe´riodes.
Nous pre´sentons ici les relations induites par celle ve´rifie´e par J(f1, ..., fn).
2.5.1 Relations de me´lange
Manin a de´montre´ dans un cadre plus ge´ne´ral (voir [15]) que :
∆(J(f1, ..., fn)) = J(f1, ..., fn)⊗ J(f1, ..., fn). (2.57)
Pour de´crire les relations induites sur les polynoˆmes des multipe´riodes on introduit la famille
des permute´es :
P σf1,...,fn(X1, ..., Xn) = Pfσ(1),...,fσ(n)(Xσ(1), ..., Xσ(n)) pour tout σ ∈ Sn. (2.58)
De´finissons les sous-ensembles de permutations deSn de battage. Soit a et b des entiers positifs
tel que a+ b = n, on de´finit Sa,b par :
σ ∈ Sa,b ⊂ Sa+b
⇐⇒ σ(1) < ... < σ(a) et σ(a+ 1) < ... < σ(a+ b).
La relation (2.57) se traduit alors en des relations de me´lange.
Proposition 2.16. Pour tout couple d’entiers naturels (a, b) ve´rifiant a+ b = n, on a :∑
σ∈Sa,b
P σf1,...,fn(X1, ..., Xn) = Pf1,...,fa(X1, ..., Xa)Pfa+1,...,fa+b(Xa+1, ..., Xn). (2.59)
De plus, notons (n, ..., 1) ∈ Sn la permutation totale alors :
P
(n,...,1)
f1,...,fn
= Pf1,...,fn|(S,...,S). (2.60)
2.5.2 Relations de Manin
On s’inte´resse ici a` l’action de SL2(Z) sur
⊕
N≥0
(∏n
j=1 Vkj
)⊗N
.
On sait munir Vk de l’action |2−k de SL2(Z)-module. Elle induit bien une action diagonale sur⊕
N≥0
(∏n
j=1 Vkj
)⊗N
.
Et on a construit une structure de SL2(Z)-module sur Ser(V ).
On dispose alors de la proprie´te´ suivante :
Proposition 2.17. L’application Ψ : Ser(V ) → ⊕N≥0 (∏nj=1 Vkj)⊗N est un morphisme de
SL2(Z)-module.
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De´monstration. L’expression ΨN = Ψ
⊗N
1 permet de re´duire la de´monstration a` montrer que
Ψ1 : CV →
∏n
j=1 Vkj est un morphisme de SL2(Z)-module. En effet, les actions sont compatibles
aux deux structures d’alge`bres gradue´es et Ψ est un morphisme d’alge`bres gradue´es.
On sait que l’action est diagonale suivant les 1 ≤ j ≤ n donc il suffit de le de´montrer pour
un seul poids k, c’est a` dire l’application suivante est un morphisme de SL2(Z)-module :
Ψ : Xm 7→
(
k − 2
m− 1
)
(−X)k−m−1, pour tout 1 ≤ m ≤ k − 1.
Or on peut calculer l’image par Ψ de la forme Ωf =
∑k−1
m=1 f(z)z
m−1Xm :
Ψ(Ωf ) =
k−1∑
m=1
f(z)
(
k − 2
m
)
zm−1(−X)k−1−m = f(z)(X − z)k−2 = ωf (z,X).
Et (2.56) montre que l’action d’un e´le´ment de SL2(Z) sur la variable X est duale dans les deux
cas a` celle sur H :
Ψ(Ωf )(z)|γ = Ψ(Ωf )(γ−1z) = ωf (γ−1z,X) = ωf (z,X|γ).
Ceci permet de de´duire des relations de Manin ge´ne´ralise´es sur les polynoˆmes des multipe´-
riodes :
Corollaire 2.18. Soient n un entier et f1, ..., fn une famille de formes modulaires paraboliques
de niveau 1. On dispose des relations :∑
a,b≥0
a+b=n
Pf1,...,fa|(S,...,S)Pfa+1,...,fa+b = 0 et
∑
a,b,c≥0
a+b+c=n
Pf1,...,fa|(U2,...,U2)Pfa+1,...,fa+b|(U,...,U)Pfa+b+1,...,fa+b+c = 0.
ou` on pose par convention P∅ = 1 pour simplifier les notations.
Remarque 2.19. 1) Dans le cas n = 1, des polynoˆmes des pe´riodes, les relations de me´langes
sont triviales : Pfj = Pfj et on retrouve les relations de Manin classiques :
Pf |1+S = Pf |1+U+U2 = 0.
2) De`s le cas n = 2, des polynoˆmes des bipe´riodes, les relations obtenues sont assez riches.
Les relations de me´langes sont :
Pf1,f2(X1, X2) + Pf2,f1(X2, X1) = Pf1(X1)Pf2(X2),
Pf1,f1(X1, X2) + Pf1,f1(X2, X1) = Pf1(X1)Pf1(X2),
et Pf2,f2(X1, X2) + Pf2,f2(X2, X1) = Pf2(X1)Pf2(X2).
Et les relations de Manin s’e´crivent :
Pf1,f2|(S,S) + Pf1|SPf2 + Pf1,f2 = 0,
Pf1,f2 |(U2,U2) + Pf1|U2Pf2|U + Pf1,f2|(U,U) + Pf1 |UPf2 + Pf1,f2 = 0.
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Dans le chapitre suivant, on e´tudie plus en de´tail cette famille de relations.
3) On remarque qu’on peut de´duire des relations du type :
Pf,f (X,X) =
1
2
Pf (X)
2.
Ceci se ge´ne´ralise pour tout entier n ≥ 1 en :
Pf,...,f (X, ..., X) =
1
n!
Pf (X)
n, (2.61)
et ainsi donnant la se´rie ge´ne´ratrice en les inde´termine´es X et Z :∑
n≥0
Pf,...,f (X, ..., X)Z
n = exp (ZPf (X)) .
2.6 Ge´ne´ralisation aux formes non paraboliques de ni-
veau 1
Soient n ≥ 1 et k1, ..., kn ≥ 2 des entiers. Soient (f1, ..., fn) ∈
∏n
j=1 Mkj(SL2(Z)) une famille
de formes modulaires holomorphes de niveau 1. On dispose des formes modulaires e´pointe´es
de´finies par :
f ∗j (z) = fj(z)− a0(fj)(1 + z−k) pour 1 ≤ j ≤ n. (2.62)
On pose alors :
Λ(f1, ..., fn; s1, ..., sn) =
∫
0<t1<...<tn
f ∗1 (it1)t
s1−1
1 dt1...f
∗
n(itn)t
sn−1
n dtn (2.63)
Cette transforme´e de Mellin converge pour les (s1, ..., sn) tels que 0 < Re(sj) < kj pour tout
1 ≤ j ≤ n. De plus, elle admet un prolongement me´romorphe a` Cn qui ve´rifie a` nouveau
l’e´quation fonctionnelle suivante car f ∗j |S = f ∗j pour tout 1 ≤ j ≤ n :
Λ(f1, ..., fn; s1, ..., sn) = i
∑
kjΛ(fn, ..., f1; kn−sn, ..., k1−s1), pour tout (s1, ..., sn) ∈ Cn. (2.64)
2.6.1 Calcul des poˆles
Dans le cas n = 1, les poˆles de s 7→ Λ(f ; s) se situe en 0 et k de`s lors que a0(f) 6= 0. On
dispose de la ge´ne´ralisation suivante :
Proposition 2.20. Les poˆles de Λ(f1, ..., fn; s1, ..., sn) se situent dans les hyperplans de coor-
donne´es sj ∈ {0, kj} pour tout 1 ≤ j ≤ n tel que a0(fj) 6= 0. De plus, les re´sidus simples non
nuls sont donne´es par :
Ress1=0Λ(f1, ..., fn; s1, ..., sn) = a0(f1)Λ(f2, ..., fn; s2, ..., sn), (2.65)
pour toute famille de parame`tres (s2, ..., sn) ∈ Cn−1 ve´rifiant s2 6= 0 et sn 6= kn.
Ressn=knΛ(f1, ..., fn; s1, ..., sn) = Λ(f1, ..., fn; s1, ..., sn−1)a0(fn), (2.66)
pour toute famille de parame`tres (s1, ..., sn−1) ∈ Cn−1 ve´rifiant s1 6= 0 et sn−1 6= kn−1.
Et on a l’e´quivalent au voisinage de (s1, ..., sn) = (0, .., 0, ua+1, ..., ub, kb+1, ..., kn) pour toute
famille de parame`tres complexes (ua+1, ..., ub) ve´rifiant ua+1 6= 0 et ub 6= kb :
Λ(f1, ..., fn; s1, ..., sn) ∼ a0(f1)
s1
...
a0(fa)
sa
Λ(fa+1, ..., fb;ua+1, ..., ub)
a0(fb+1)
sb+1 − kb+1 ...
a0(fn)
sn − kn . (2.67)
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De´monstration. L’inte´grale conside´re´e dans la de´finition de Λ ne converge pas normalement en
0 et en ∞. Pour y reme´dier, on de´coupe le domaine d’inte´gration pour obtenir la formule :
Λ(f1, ..., fn; s1, ..., sn) =
n∑
j=0
Λ1(f
∗
j , ..., f
∗
1 ; kj − sj, ..., k1 − s1)Λ1(f ∗j+1, ..., f ∗n; sj+1, ..., sn), (2.68)
ou` on a note´ pour toute famille (g1, ..., gm) de fonctions continues de H vers C :
Λ1(g1, ..., gm; s1, ..., sm) =
∫
1<t1<...<tm
g1(it1)t
s1−1
1 dt1...gm(itm)t
sm−1
m dtm. (2.69)
On utilise alors le re´sultat interme´diaire suivant :
Soient 1 ≤ a ≤ m des entiers. Soit g1, ..., gm des applications continues H → C. Soit
(s1, ..., sm) ∈ Cm. On suppose que ga(z) = z−k alors l’application :
sa 7→ Λ1(g1, ..., ga−1, z−k, ga+1, ..., gm; s1, ..., sm),
admet au plus un poˆle en sa = k et de plus le re´sidu est :
Ressa=k
(
Λ1(g1, ..., ga−1, z−k, ga+1, ..., gm; s1, ..., sm)
)
=
{
Λ1(g1, ..., gm−1, s1, ..., sm−1) lorsque a = m
0 sinon.
Pour cela, il suffit d’inte´grer la forme diffe´rentielle tsa−k−1a dta entre ta−1 et ta+1. Pour ne pas
perdre en ge´ne´ralite´, on note ici t0 = 1 et tm+1 =∞. On obtient :∫ ta+1
ta−1
tsa−k−1a dta =
ts−ka+1 − tsa−ka−1
sa − k .
Ainsi lorsque 1 ≤ a < m le re´sidu obtenu en sa = k est :
Λ1(..., ga−1, ga+1, ...; ..., sa−1 + 0, sa+1, ...)− Λ1(..., ga−1, ga+1, ...; ..., sa−1, sa+1 + 0, ...) = 0,
et lorsque m = a on trouve bien Λ1(g1, ..., gm−1, s1, ..., sm−1)− 0.
Ceci permet de de´duire les poˆles de la fonction Λ ainsi que les re´sidus obtenus dans la
proposition.
2.6.2 Polynoˆme des multipe´riodes e´tendu
Zagier propose dans [24] d’e´tendre la de´finition de polynoˆme des pe´riodes aux formes non
paraboliques. Nous conside`rerons ainsi le ’polynoˆme’ des multipe´riodes de longueur n d’une
famille de formes modulaires non ne´cessairement paraboliques :
Pf1,...,fn(X1, ..., Xn)
(k1 − 2)!...(kn − 2)! =
∑
0≤mj≤kj
1≤j≤n
lim
s→0
Λ(f1, ..., fn,m1 + s, ...,mn + s)X
k1−m1−1
1 /i
m1 ...Xkn−mn−1n /i
mn
Γ(m1 + s)Γ(k1 −m1 − s)...Γ(mn + s)Γ(kn −mn − s) .
(2.70)
Cette de´finition e´tend bien celle donne´e lorsque les formes f1, ..., fn sont paraboliques. C’est
un e´le´ment de V˜k =
⊗n
j=1 V˜kj ou` V˜kj =
1
Xj
Ckj [Xj]. Cette espace n’est plus stable par l’action
de Γ. Pourtant dans le cas n = 1 Zagier [24] montre que l’on peut ve´rifier les relations Manin :
Pf |1+S = Pf |1+U+U2 = 0, pour tout f ∈Mk(SL2(Z)).
50
La proposition 2.20 permet d’e´crire :
Pf1,...,fn(X1, ..., Xn) =
∑
a,b,c≥0
a+b+c=n
1
a!c!
a∏
j=1
a0(fj)
(kj − 1)XjPf
∗
a+1,...,f
∗
a+b
(Xa+1, ..., Xa+b)
n∏
j=a+b+1
a0(fj)
X
kj−1
j
(kj − 1) .
(2.71)
Les expressions de cette de´composition de la forme Pf∗a+1,...,f∗a+b(Xa+1, ..., Xa+b) sont alors des
polynoˆmes.
Exemple 2.21. Dans le cas n = 1, on retrouve la formule usuelle pour tout f ∈Mk(SL2(Z)) :
Pf (X) =
a0(f)
(k − 1)X + Pf∗(X) +
a0(f)X
k−1
(k − 1) .
Dans le cas n = 2, nous obtenons pour (f1, f2) ∈Mk1(SL2(Z))×Mk2(SL2(Z)) :
Pf1,f2(X1, X2) =
a0(f1)
2(k1 − 1)X1
a0(f2)
(k2 − 1)X2 +
a0(f1)
(k1 − 1)X1Pf
∗
2
(X2) +
a0(f1)
(k1 − 1)X1
a0(f2)X
k2−1
2
(k2 − 1)
+ Pf∗1 ,f∗2 (X1, X2) +Pf∗1 (X1)
a0(f2)X
k2−1
2
(k2 − 1)
+
a0(f1)X
k1−1
1
2(k1 − 1)
a0(f2)X
k2−1
2
(k2 − 1) .
On obtient notamment une formule simple, analogue a` celle Rankin 1.41, pour obtenir le
polynoˆme des pe´riodes a` partir du polynoˆme des bipe´riodes. Pour tout (f1, f2) ∈Mk1(SL2(Z))×
Mk2(SL2(Z)) :
lim
x1→0
x1Pf1,f2(x1, X2) =
a0(f1)
(k1 − 1)
(
Pf2(X2)−
a0(f2)
2(k2 − 1)X2
)
,
et lim
x2→∞
x1−k22 Pf1,f2(X1, x2) =
a0(f2)
(k2 − 1)
(
Pf1(X1)−
a0(f1)X
k1−1
1
2(k1 − 1)
)
.
Ainsi de`s lors qu’une des deux formes n’est pas paraboliques nous avons un moyen simple de
de´duire le polynoˆme des pe´riodes de la seconde. Dans le cas ge´ne´ral, ceci ne´cessite d’effectuer
une syme´trisation et l’utilisation de formules de me´lange.
Conside´rons la famille des permute´s comme de´finie dans la section 2.5.1 par :
P σf1,...,fn(X1, ..., Xn) = Pfσ(1),...,fσ(n)(Xσ(1), ..., Xσ(n)), pour σ ∈ Sn. (2.72)
Elle est a` valeur dans V˜k. Et on peut ve´rifier les relations de me´lange :
Proposition 2.22. Pour tout couple d’entiers a, b tel que a+ b = n, on a :∑
σ∈Sa,b
P σf1,...,fn(X1, ..., Xn) = Pf1,...,fa(X1, ..., Xa)Pfa+1,...,fn(Xa+1, ..., Xn). (2.73)
De plus, conside´rons la permutation (n, ..., 1) ∈ Sn alors :
Pf1,...,fn|(S,...,S) = P (n,...,1)f1,..,fn . (2.74)
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De´monstration. Notons a∗0(f) =
a0(f)
k−1 pour les formes f ∈Mk(SL2(Z)). On a :
Pf1,...,fα1 (X1, ..., Xα1)Pfα1+1,...,fα1+α2 (Xα1+1, ..., Xα1+α2)
=
∑
a1+b1+c1=α1
1
a1!c1!
a1∏
j=1
a∗0(fj)
Xj
Pf∗a1+1,...,f
∗
a1+b1
(Xa1+1, ..., Xa1+b1)
n∏
j=a1+b1+1
a∗0(fj)X
kj−1
j
∑
a2+b2+c2=α2
1
a2!c2!
α1+a2∏
j=α1+1
a∗0(fj)
Xj
Pf∗α1+a2+1,...,f
∗
α1+a2+b2
(Xα1+a2+1, ..., Xα1+a2+b2)
n∏
j=α1+a2+b2+1
a∗0(fj)X
kj−1
j
=
∑
a1+b1+c1=α1
a2+b2+c2=α2
∑
σ1∈Sa1,a2
1
(a1 + a2)!
a1+a2∏
j=1
a∗0(fσ1(j))
Xσ1(j)
∑
σ2∈Sb1,b2
P σ2fa1+1,...,fa1+b1 ,fα1+a2+1,...,fα1+a2+b2
∑
σ3∈Sc1,c2
1
(c1 + c2)!
c1+c2∏
j=1
a∗0(fσ3(j))
Xσ3(j)
=
∑
σ∈Sα1,α2
P σf1,...,fn(X1, ..., Xn).
Pour la deuxie`me relation, on peut identifier certain partie stable. En effet, f ∗j |S = f ∗j donne :
Pf∗a+1,...,f∗a+b|(S,...,S) = P
(b,...,1)
f∗a+1,...,f
∗
a+b
.
Puis il reste a` remarquer que 1/Xj et X
kn−j+1−1
n−j+1 sont e´change´s par S et (n, ..., 1).
Ainsi chaque terme de la somme (2.71) ve´rifie la relation donc le polynoˆme e´tendu des multi-
pe´riodes aussi.
2.7 Calculs de bipe´riodes des formes ge´ne´ratrices de Co-
hen
Nous de´terminons certaines bipe´riodes d’un couple de formes modulaires (F k1m1 , F
k2
m2
) de
niveau 1 et de poids (k1, k2) quelconques. Nous nous limitons ici au cas n = 2 ainsi qu’au
niveau 1 pour obtenir un e´nonce´ de complexite´ raisonnable. Notre me´thode s’adapte pour
n > 2 et pour des formes modulaires de niveaux quelconques.
On rappelle brie`vement la de´finition de la familles des formes ge´ne´ratrices de Cohen. Soient
k1, k2 ≥ 4 des entiers pairs et m1, n1,m2 et n2 des entiers des bandes critiques respectives. C’est
a` dire :
1 ≤ mj ≤ kj − 1 et 1 ≤ nj ≤ kj − 1 pour j = 1, 2.
Nous noterons m˜j = kj −mj et n˜j = kj − nj pour j = 1, 2.
On rappelle l’existence et l’unicite´ d’application F km ∈ Sk(SL2(Z)) pour tout entier 1 ≤
m ≤ k − 1 repre´sentant les pe´riodes, c’est-a`-dire ve´rifiant :
L(f ;m) = 〈f, F km〉, pour tout f ∈ Sk(SL2(Z)).
Notons Γ = PSL2(Z) et rappelons la notation pour ±( a bc d ) ∈ Γ :
Fm[±( a bc d )](z) = (az + b)−m(cz + d)−m˜.
Elle permet d’e´crire la formule de Cohen, voir [3], de la Proposition 1.26 :
Fm = Cm
∑
γ∈Γ
Fm[γ] avec Cm = −(2i)
k−2im
pi
(
k−2
m−1
) .
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2.7.1 Enonce´ et de´monstration
Le the´ore`me ci-dessous est inspire´ par une formule de Kohnen et Zagier [12] du calcul de
certaines pe´riodes de ces formes ge´ne´ratrices (voir chapitre 1).
The´ore`me 2.23. Supposons que les entiers m1, n1, m2 et n2 ve´rifient les proprie´te´s suivantes :
– Les entiers m1 et n1 sont de parite´s diffe´rentes.
– Les entiers m2 et n2 sont de parite´s diffe´rentes.
– Soit n1 < m1, n1 < m˜1, n2 < m2 et n2 < m˜2,
soit m1 < n1, m˜1 < n1, m2 < n2 et m˜2 < n2.
Alors on a :
Λ(F k1m1 ,F
k2
m2
;n1, n2) =
ik1+k22k1+k2−2
(k1 − 2)!(k2 − 2)!(Q(m1, n1,m2, n2) + i
k1Q(m˜1, n1,m2, n2)
+ ik2Q(m1, n1, m˜2, n2) + i
k1+k2Q(m˜1, n1, m˜2, n2) + i
k1+k2Q(m2, n˜2,m1, n˜1)
+ ik1Q(m˜2, n˜2,m1, n˜1) + i
k2Q(m2, n˜2, m˜1, n˜1) +Q(m˜2, n˜2, m˜1, n˜1) +R2),
ou` :
Q(m1, n1,m2, n2)
(m˜1 − 1)!(n1 − 1)!(m˜2 − 1)!(n2 − 1)!
=

∑n1−1
a=0
∑m2−1
b=0 (−1)b
(
m2−1
b
)(
n2−1+a
a
) ζ(n2−m2+1+a+b,n1−m1+1−a−b)
(2pi)n1+n2−m1−m2+2 si n1 + n2 > m1 +m2
Cm1Cm2J(m2,m1) si n1 + n2 = m1 +m2 − 2
0 sinon,
avec :
ζ(A,B) =
∑
0<l2<l1
l−A1 l
−B
2 ,
J(α, β) =
∫ 1
0
du
∫ ∞
−∞
(1 + iux)−α dx
∫ u
0
dv
∫ ∞
−∞
(1 + ivy)−β dy ∈ pi
2
2(α− 1)(β − 1) +Q,
et enfin le nombre rationnel :
R2 = 1/2(δ(n1+n2=2) + i
k1ik2δ(n˜1+n˜2=2))
im1ζ(m1)ζ(m˜1)
(k1 − 1)ζ(k1)
im2ζ(m2)ζ(m˜2)
(k2 − 1)ζ(k2)
+ L(Fm1 , n1)δ(n2=1)
im2ζ(m2)ζ(m˜2)
(k2 − 1)ζ(k2)
+ L(Fm2 , n2)δ(n˜1=1)
im˜1ζ(m1)ζ(m˜1)
(k1 − 1)ζ(k1)
+ δ(n˜1=1)
im˜1ζ(m1)ζ(m˜1)
(k1 − 1)ζ(k1) δ(n2=1)
ζ(m2)ζ(m˜2)
(k2 − 1)ζ(k2) .
De´monstration. Notre de´monstration s’inspire de celle de Kohnen et Zagier [12]. Les hypothe`ses
de parite´s et d’ine´galite´s interviennent de manie`re essentielle dans le Lemme 2.24. Commenc¸ons
par remarquer qu’au vu des hypothe`ses et du re´sultat attendu, nous pouvons nous limiter au
cas :
1 ≤ n1 < m1 ≤ k1/2 et 1 ≤ n2 < m2 ≤ k2/2.
Pour cela, il suffit d’utiliser la formule : Λ(f, g;n1, n2) = i
k1ik2Λ(g, f ; n˜2, n˜1), puis le fait que :
F km = (−1)mF km˜.
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Commenc¸ons par de´composer Fm suivant :
Fm(z)/Cm =
∑
bd 6=0
Fm[( a bc d )](z) +
∑
N∈Z
Fm[( 1 0N 1 )](z) +
∑
N∈Z
Fm[( N 1−1 0 )](z)
=
∑
bd 6=0
Fm[( a bc d )](z) + F
∗
m˜(z) + (−1)mF ∗m(z),
ou` nous de´finissons F ∗m(z) =
∑
N∈Z(Nz + 1)
−mz−m˜. Nous disposons des e´quivalents suivants
en 0 pour une variable re´elle u > 0. D’une part, on a :
Fm[( a bc d )](iu) −→u→0 b−md−m˜, pour bd 6= 0.
D’autre part, la formule d’Hurwitz, (voir par exemple Lang [13]) :∑
N∈Z
(z +N)−m =
(−2ipi)m
(m− 1)!
∑
β>0
βm−1 exp(2ipiβz),
permet d’obtenir :
F ∗m(iu) ∼u→0
(−2pi)m
(m− 1)!u
−k exp(−2pi/u).
Nous cherchons a` calculer :
I =
∫ ∞
0
∫ u1
0
∑
γ1∈Γ
∑
γ2∈Γ
Fm1 [γ1](iu1)u
n1−1
1 Fm2 [γ2](iu2)u
n2−1
2 du1 du2.
Soient γ1 =
(
a1 b1
c1 d1
)
et γ2 =
(
a2 b2
c2 d2
)
dans Γ ve´rifiant b1d1b2d2 6= 0. Posons :
I(γ1, γ2) =
∫ ∞
0
∫ u1
0
Fm1 [γ1](iu1)u
n1−1
1 Fm2 [γ2](iu2)u
n2−1
2 du1 du2,
Im1(γ2) =
∫ ∞
0
∫ u1
0
F ∗m1(iu1)u
n1−1
1 Fm2 [γ2](iu2)u
n2−1
2 du1 du2,
et I ′m2(γ1) =
∫ ∞
0
∫ u1
0
Fm1 [γ1](iu1)u
n1−1
1 F
∗
m2
(iu2)u
n2−1
2 du1 du2.
Notons γ−j =
(
aj −bj
−cj dj
)
pour j = 1, 2.
Lemme 2.24. Supposons que les entiers n1,m1, n2 et m2 ve´rifient les hypothe`ses suivantes :
– Les entiers m1 + n1 et m2 + n2 sont impairs,
– les ine´galite´s 1 ≤ n1 < m1 ≤ m˜1 ≤ k1 − 1,
– et 1 ≤ n2 < m2 ≤ m˜2 ≤ k2 − 1.
Alors, on a les annulations :
I(γ1, γ2) + I(γ1, γ
−
2 ) = 0,
Im1(γ2) + Im1(γ
−
2 ) = 0 et I
′
m2
(γ1) + I
′
m2
(γ−1 ) = 0.
De´monstration. On dispose des relations Fm[γ
−](z) = (−1)mFm[γ](−z) et F ∗m(z) = (−1)mF ∗m(−z).
Ainsi on peut e´crire d’une part :
I(γ1, γ2) + I(γ1, γ
−
2 ) =
( ∫ ∞
0
∫ 1
0
+(−1)m2+n2−1
∫ ∞
0
∫ 0
−1
)
Fm1 [γ1](iu)u
n1+n2−1Fm2 [γ2](iut)t
n2−1 du dt
=
∫ ∞
0
∫ 1
−1
Fm1 [γ1](iu)Fm2 [γ2](iut)u
n1+n2−1tn2−1 du dt.
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Soit ε > 0 un parame`tre re´el, nous de´coupons l’inte´grale pre´ce´dente suivant la variable u :
I(γ1, γ2) + I(γ1, γ
−
2 ) =
(∫ ε
0
+
∫ ∞
ε
)∫ 1
−1
Fm1 [γ1](iu)Fm2 [γ2](iut)u
n1+n2−1tn2−1 du dt = T ε1 + T
ε
2 ,
ou` on a, d’une part :
T ε1 =
∫ ε
0
∫ 1
−1
Fm1 [γ1](iu)Fm2 [γ2](iut)u
n1+n2−1tn2−1 du dt
=
∫ 1
0
∫ 1
−1
εn1+n2Fm1 [γ1](iεu)Fm2 [γ2](iεut)u
n1+n2−1tn2−1 du dt
∼ε→0
∫ 1
0
∫ 1
−1
εn1+n2b−m11 d
−m˜1
1 b
−m2
2 d
−m˜2
2 u
n1+n2−1tn2−1 du dt
ε→0−→ 0 car n1 + n2 > 0 et n2 > 0,
et d’autre part, apre`s changement de variables :
T ε2 =
∫ ∞
ε
∫ 1
−1
Fm1 [γ1](iu)Fm2 [γ2](iut)u
n1+n2−1tn2−1 du dt
=
∫ ∞
1
∫ 1/ε
−1/ε
εn1Fm1 [γ1](iεu)Fm2 [γ2](iut)u
n1+n2−1tn2−1 du dt.
L’hypothe`se b2d2 6= 0 permet d’observer que pour tout re´el u > 1 les poˆles de t 7→ Fm2 [γ2](iut)
sont ib2/ua2 et id2/uc2. Ils sont dans la meˆme composante connexe de C−R car a2d2−b2c2 = 1
impose a2b2c2d2 ≥ 0. Ainsi le the´ore`me des re´sidus permet de substituer l’inte´grale sur le
segment [−1/ε, 1/ε] par l’inte´grale le long d’un arc de cercle de rayon 1/ε :
T ε2 =
∫ ∞
1
∫ pi
0
εn1−n2Fm1 [γ1](iεu)Fm2 [γ2](iue
iθ/ε)un1+n2−1ien2iθ du dθ.
Lorsque ε→ 0, nous obtenons :
T ε2 ∼ε→0
∫ ∞
1
∫ pi
0
εn1−n2b−m11 d
−m˜1
1 C2(iue
iθ/ε)−α2un1+n2−1ien2iθ du dθ,
ou` α2 ∈ {k2,m2, m˜2} suivant l’annulation de a2 et c2 et ou` C2 est une constante non nulle. On
a bien convergence de l’inte´grale suivant les deux variables car n1 + n2 < m2 ≤ m˜2 < k2 et
l’exposant de ε est positif car m2 − n2 + n1 > 0 donc la limite pour ε → 0 est 0. Ceci montre
bien que : I(γ1, γ2) + I(γ1, γ
−
2 ) = 0.
On calcule de fac¸on analogue :
Im1(γ2) + Im1(γ
−
2 ) =
( ∫ ∞
0
∫ 1
0
+(−1)m2+n2−1
∫ ∞
0
∫ 0
−1
)
F ∗m1(iu)u
n1+n2−1Fm2 [γ2](iut)t
n2−1 du dt
=
( ∫ ε
0
+
∫ ∞
ε
) ∫ 1
−1
F ∗m1(iu)Fm2 [γ2](iut)u
n1+n2−1tn2−1 du dt = T ε3 + T
ε
4 ,
pour un parame`tre re´el ε > 0. D’une part, on calcule
T ε3 =
∫ 1
0
∫ 1
−1
εn1+n2F ∗m1(iεu)Fm2 [γ2](iεut)u
n1+n2−1tn2−1 du dt
∼ε→0 εn1+n2
∫ 1
0
∫ 1
−1
(−2pi)m1
(m1 − 1)!(uε)
−k1 exp(−2pi/uε)b−m22 d−m˜22 un1+n2−1tn2−1 du dt
ε→0−→ 0 sans condition car exp(−2pi/uε) < exp(−2pi/ε) pour 0 < u < 1.
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Et d’autre part, on a :
T ε4 =
∫ ∞
ε
∫ 1
−1
F ∗m1(iu)Fm2 [γ2](iut)u
n1+n2−1tn2−1 du dt
=
∫ ∞
1
∫ 1/ε
−1/ε
εn1F ∗m1(iεu)Fm2 [γ2](iut)u
n1+n2−1tn2−1 du dt
=
∫ ∞
1
∫ pi
0
εn1−n2F ∗m1(iεu)Fm2 [γ2](iue
iθ/ε)un1+n2−1ien2iθ du dθ
∼ε→0
∫ ∞
1
∫ pi
0
εn1−n2
(−2pi)m1
(m1 − 1)!(uε)
−k1 exp(−2pi/uε)C2(iueiθ/ε)−α2un1+n2−1ien2iθ du dθ,
ou` on a, de meˆme, α2 ∈ {k2,m2, m˜2} et C2 > 0 une constante et tend vers 0 car on a suppose´ :
n1 + n2 − k1 −m2 < 0.
Enfin la dernie`re annulation peut se de´duire en e´changeant les couples (m1, n1) et (m2, n2)
dans ce qui pre´ce`de et en notant que lorsque m1 et n1 sont de parite´s oppose´es et ve´rifiant
1 ≤ n1 < m1 ≤ m˜1 ≤ k1 − 1, Kohnen et Zagier montrent dans [12] de manie`re analogue que :∫ ∞
0
Fm1 [γ1](iu)u
n1−1du+
∫ ∞
0
Fm1 [γ
−
1 ](iu)u
n1−1du = 0.
Pour de´montrer le the´ore`me nous allons comparer I a` S = (−1)m1+m2S(m1,m2)+(−1)m1S(m1, m˜2)+
(−1)m2S(m˜1,m2) + S(m˜1, m˜2) ou` :
S(m1,m2) =
∫ ∞
0
∫ u1
0
F ∗m1(iu1)u
n1−1
1 F
∗
m2
(iu2)u
n2−1
2 du1 du2.
En effet, on a d’une part :
I =
∫ ∞
0
∫ u1
0
( ∑
b1d1 6=0
Fm1 [
(
a1 b1
c1 d1
)
](iu1) + (−1)m1F ∗m1(iu1) + F ∗m˜1(iu1)
)
un1−11( ∑
b2d2 6=0
Fm2 [
(
a2 b2
c2 d2
)
](iu2) + (−1)m2F ∗m2(iu2) + F ∗m˜2(iu2)
)
un2−12 du1 du2.
Et d’autre part, d’apre`s le Lemme 2.24 :
S =
∑
b1d1b2d2 6=0
I(
(
a1 b1
c1 d1
)
,
(
a2 b2
c2 d2
)
)+
∑
b2d2 6=0
(
(−1)m1Im1(
(
a2 b2
c2 d2
)
) + Im˜1(
(
a2 b2
c2 d2
)
)
)
+
∑
b1d1 6=0
(
(−1)m2I ′m2(
(
a1 b1
c1 d1
)
) + I ′m˜2(
(
a1 b1
c1 d1
)
)
)
+ (−1)m1+m2S(m1,m2) + (−1)m1S(m1, m˜2) + (−1)m2S(m˜1,m2) + S(m˜1, m˜2).
Il s’agit ainsi d’e´changer l’inte´gration et la sommation dans I. Soit un parame`tre re´el ε > 0,
posons :
Iε =
∫ 1/ε
ε
∫ u1
ε
∑
γ1∈Γ
∑
γ2∈Γ
Fm1 [γ1](iu1)u
n1−1
1 Fm2 [γ2](iu2)u
n2−1
2 du1 du2.
Nous pouvons repre´senter ce domaine d’inte´gration sur la figure suivante :
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ou` nous notons les domaines :
Dε1 = {0 < u2 < u1 < ε},
Dε2 = {ε < u1 < 1/ε; 0 < u2 < ε},
Dε3 = {1/ε < u1; 0 < u2 < ε},
Dε4 = {1/ε < u1; ε < u2 < 1/ε},
et Dε5 = {1/ε < u2 < u1}.
La convergence normale nous permet d’intervertir dans ce cas :
Iε =
∑
γ1∈Γ
∑
γ2∈Γ
∫ 1/ε
ε
∫ u1
ε
Fm1 [γ1](iu1)u
n1−1
1 Fm2 [γ2](iu2)u
n2−1
2 du1 du2.
Le terme d’erreur I − S est donc la limite pour ε tendant vers 0 de :
I − Iε =
∫ ∫
Dε1∪Dε2∪Dε3∪Dε4∪Dε5
∑
γ1∈Γ
∑
γ2∈Γ
Fm1 [γ1](iu1)u
n1−1
1 Fm2 [γ2](iu2)u
n2−1
2 du1 du2.
Notons pour j = 1, ...5, ces limites :
Sj = lim
ε→0
Sεj avec S
ε
j =
∫ ∫
Dεj
∑
γ1∈Γ
∑
γ2∈Γ
Fm1 [γ1](iu1)u
n1−1
1 Fm2 [γ2](iu2)u
n2−1
2 du1 du2.
Les inte´grales Sε2, S
ε
3 et S
ε
4 peuvent se calculer en scindant suivant les deux variables d’inte´-
gration. Le re´sultat obtenu est ainsi une conse´quence directe du calcul effectue´ dans le cas du
calcul des pe´riodes d’une forme :
lim
ε→0
(∫ ε
0
∑
bd 6=0
Fm[( a bc d )](iu)u
n−1du
)
=
ζ(m)ζ(k −m)
ζ(k)
δ(n=1)pi
k − 1 ,
et lim
ε→0
(∫ ε
0
F ∗m(iu)u
n−1du
)
=
δ(n−m˜=1)pi
m− 1 .
Ceci permet d’obtenir apre`s multiplication par Cm1Cm2 , on obtient le nombre rationnel :
Cm1Cm2(S2 + S3 + S4) = R2.
Les inte´grales sur D1 et D5 se calculent toutes les deux de la meˆme manie`re apre`s change-
ment de variables (u1, u2)→ (1/u2, 1/u1) et utilisation de la modularite´. En effet :
Sε5 =
∫ ∞
1/ε
∫ u1
1/ε
Fm1(iu1)u
n1−1
1 Fm2(iu2)u
n2−1
2 du1 du2
= ik1+k2
∫ ε
0
∫ ε
u1
Fm1(iu1)u
n˜1−1
1 Fm2(iu2)u
n˜2−1
2 du1 du2
= ik1+k2
∫ ε
0
∫ u2
0
Fm2(iu2)u
n˜2−1
2 Fm1(iu1)u
n˜1−1
1 du2 du1.
Le calcul de l’inte´grale Sε1 se fait par une disjonction suivant l’annulation des produits b1d1
et b2d2. En effet, on dispose du re´sultat ge´ne´ral pour des entiers m et n du segment J1, k − 1K
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et tout re´el u > 0 :
un−1εn
∑
bd=0
Fm[γ](iuε) = u
n−1εn
∑
N∈Z
(Niuε+ 1)−m(−iuε)−m˜ +
∑
N∈Z
(iuε)−m(Niuε+ 1)−m˜
ε→0−→ i−m
∫ ∞
−∞
δ(n−m˜=1)ik(1 + iux)−m + δ(n−m=1)(1 + iux)−m˜ dx.
La limite provenant de l’expression en somme de Riemann de l’inte´grale. Et d’autre part :
εn
∑
bd 6=0
Fm[γ](iuε) = ε
n
∑
b∧d=1
∑
N∈Z
((a+Nb)iuε+ b)−m((c+Nd)iuε+ d)−m˜
= εn
∑
b∧d=1
b−md−m˜
∑
N∈Z
((a/b+N)iuε+ 1)−m((c/d+N)iuε+ 1)−m˜
ε→0−→ δ(n=1) ζ(m)ζ(k −m)
ζ(k)
∫ ∞
−∞
(1 + iux)−k dx.
Ici on a commence´ par de´composer l’espace PSL2(Z) suivant ses classes a` droite modulo Γ∞ =
{( 1 N0 1 );N ∈ Z}. Puis on a a` nouveau mis en e´vidence une somme de Riemann. Ceci nous donne
ainsi les neuf termes suivants. On a :
S1 = δ(n1−m˜1=1)δ(n2−m˜2=1)i
m˜1+m˜2J(m1,m2) + δ(n1−m˜1=1)δ(n2−m2=1)i
m˜1−m2J(m1, m˜2)
+ δ(n1−m1=1)δ(n2−m˜2=1)i
−m1+m˜2J(m˜1,m2) + δ(n1−m1=1)δ(n2−m2=1)i
−m1−m2J(m˜1, m˜2)
+ δ(n1=1)Z
′(m1)
[
δ(n2−m˜2=1)i
m˜2J(k1,m2) + δ(n2−m2=1)i
−m2J(k1, m˜2)
]
+ δ(n2=1)Z
′(m2)
[
δ(n1−m˜1=1)i
m˜1J(m1, k2) + δ(n1−m1=1)i
−m1J(m˜1, k2)
]
+ δ(n1=1)δ(n2=1)Z
′(m1)Z ′(m2)J(k1, k2),
ou` nous avons note´ : Z ′(m) = ζ(m)ζ(k−m)
ζ(k)
(rationnel si m est un entier pair).
Il reste ainsi a` calculer S ou plus simplement apre`s utilisation des syme´tries :
S(m1,m2) =
∫ ∞
0
∫ u1
0
F ∗m1(iu1)u
n1−1
1 F
∗
m2
(iu2)u
n2−1
2 du1 du2 = Λ(F
∗
m1
, F ∗m2 ;n1, n2).
Afin d’utiliser plus simplement la formule d’Hurwitz, a` savoir :∑
N∈Z
(z +N)−m =
(−2ipi)m
(m− 1)!
∑
β>0
βm−1 exp(2ipiβz).
Notons F 0m =
∑
N∈Z Fm[(
1 N
0 1 )]. On a F
∗
m = (−1)m
∑
N∈Z Fm[(
N 1−1 0 )] et ainsi on remarque que :
F 0m(−1/(iu)) = (iu)kF ∗m(iu).
Lemme 2.25. On a :
S(m1,m2)
(n˜1 − 1)!(n˜2 − 1)! =
n˜2−1∑
j=0
(
n˜1 − 1 + j
j
)
L(F 0m2 , F
0
m1
; n˜2 − j, n˜1 + j)
(2pi)n˜1+n˜2
,
et pour tout entier M1 et M2, on a :
L(F 0m2 , F
0
m1
;M2,M1) =
(−2ipi)m1+m2
(m1 − 1)!(m2 − 1)!Z(M2 −m2 + 1, 1−m1,M1),
ou` : Z(a, b, c) =
∑
α>0
∑
β>0 α
−aβ−b(α + β)−c.
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De´monstration. La de´finition de F 0m permet d’obtenir la re´duction apre`s changement des va-
riables (u1, u2)→ (1/u2, 1/u1) :
S(m1,m2) = Λ(F
∗
m1
, F ∗m2 ;n1, n2) = (−1)m1+m2ik1+k2Λ(F 0m2 , F 0m1 ; n˜2, n˜1).
Pour simplifier les calculs nous rappelons que la connaissance des fonctions L est e´quivalente
a` celle des fonctions Λ d’apre`s la Proposition 2.4. Puis en substituant par la formule d’Hurwitz,
on obtient par calcul direct :
L(F 0m2 , F
0
m1
;M2,M1)
(2pi)M1+M2
=
∑
α,β>0
∫ ∞
0
du1...
∫ ∞
uM1−1
(−2ipi)m1
(m1 − 1)!α
m1−1 exp(−2piαuM1) duM1∫ ∞
uM1
dv1...
∫ ∞
vM2−1
(−2ipi)m2
(m2 − 1)!β
m2−1 exp(−2piβvM2)dvM2
=
(−2ipi)m1+m2
(2pi)M1+M2(m1 − 1)!(m2 − 1)!Z(M2 −m2 + 1, 1−m1,M1).
Les se´ries Z(a, b, c) convergent pour tous les entiers ve´rifiant a+ b+ c > 2.
Zagier introduit les nombres Z(a, b, c) dans [26] et s’inte´resse a` leurs alge´bricite´s lorsque le
poids a + b + c est impair. Nous avons ici au contraire un poids n˜1 + n˜2 −m1 −m2 + 2 pair.
Pourtant e´tant donne´ que b = 1−m1 ≤ 0, on dispose d’une expression en fonction des valeurs
multiples de zeˆta.
Proposition 2.26. Soit n ∈ Z≥0 et a, b ∈ Z ve´rifiant a+ b− n > 2 alors :
Z(a,−n, b) =
n∑
j=0
(−1)j
(
n
j
)
ζ(b− n+ j, a− j).
De´monstration. Il suffit d’e´crire β = (α + β)− α et de de´velopper :
Z(a,−n, b) =
∑
α,β>0
((α + β)− α)nα−a(α + β)−b
=
∑
α,β>0
n∑
j=0
(−1)j
(
n
j
)
αj(α + β)n−jα−a(α + β)−b
=
n∑
j=0
(−1)j
(
n
j
)
ζ(b− n+ j, a− j).
Corollaire 2.27. Sous les hypothe`ses pre´ce´dentes sur les entiers n1, n2,m1 et m2, on de´duit
l’expression de S(m1,m2) = Λ(F
∗
m1
, F ∗m2 ;n1, n2) en fonction des bizeˆtas classiques :
Cm1Cm2Λ(F
∗
m1
, F ∗m2 ;n1, n2) = i
k1+k2
2k1+k2−2(m˜1 − 1)!(m˜2 − 1)!(n˜1 − 1)!(n˜2 − 1)!
(k1 − 2)!(k2 − 2)!
×
n˜2−1∑
a=0
m1−1∑
b=0
(−1)b
(
m1 − 1
b
)(
n˜1 − 1 + a
a
)
ζ(n˜1 −m1 + 1 + a+ b, n˜2 −m2 + 1− a− b)
(2pi)n˜1+n˜2−m1−m2+2
.
(2.75)
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Ceci conclut la de´monstration du the´ore`me.
Dans l’expression qui figure dans (2.75), on peut distinguer deux types de bizeˆtas ζ(b, a)
suivant le signe de a. Lorsque a est ne´gatif, on a la formule suivante pour laquelle nous n’avons
pas rencontre´ de re´fe´rence e´tendant la suivante :
ζ(b, 0) =
∑
0<m<n
n−b =
∑
0<n
(n− 1)n−b = ζ(b− 1)− ζ(b).
Lemme 2.28. Soit a, b ∈ Z>0 tels que b− a > 2. Les valeurs zeta multiples avec un argument
ne´gatif s’expriment graˆce aux valeurs zeˆta :
ζ(b,−a) = 1
a+ 1
a∑
n=0
(
a+ 1
n
)
Bnζ(b− a− 1 + n)
De´monstration. On dispose de la formule bien connue donnant la somme des puissances des
entiers conse´cutifs :
n−1∑
k=1
km =
1
m+ 1
m∑
α=0
(
m+ 1
α
)
Bαn
m+1−α.
On peut alors appliquer cette formule a` notre de´finition de bizeˆtas :
ζ(b,−a) =
∑
α<β
αa
βb
=
∞∑
β=1
∑β−1
α=1 α
a
βb
=
∞∑
β=1
∑a
n=0
(
a+1
n
)
Bnβ
a+1−n
(a+ 1)βb
=
1
a+ 1
a∑
n=0
(
a+ 1
n
)
Bnζ(b− a− 1 + n).
Dans la formule du the´ore`me 2.23, les nombres intervenants sont bien compris. Il s’agit de
rationnels ou de valeurs multiples de zeˆta. Seuls les quantite´s J(α, β) restent encore inde´termi-
ne´es. Pourtant on dispose tout de meˆme de l’e´quation :
J(α, β) + J(β, α) = J(α)J(β), (2.76)
ou` J(α) =
∫ 1
0
∫∞
−∞(1 + iux)
−α du dx = pi
α−1 . Ceci permet notamment de calculer les J(α, α) =
pi2
2(α−1)2 . Nous de´montrons tout de meˆme le re´sultat suivant :
Proposition 2.29. Soit α, β ≥ 2 des entiers, on a :
(α− 1)(β − 1)J(α, β) = pi
2
2
+Bα,β, (2.77)
avec les Bα,β ∈ Q et ve´rifiant pour les entiers a,N ≥ 0 par :
Ba,a+N =
N−1∑
k=0
Aa,a+k
a+ k + 1
et Ba,a−N = −
N−1∑
k=0
Aa,a−k
a− k + 1 ,
et ou` les rationnels Aα,β sont donne´s par la se´rie ge´ne´ratrice :∑
α,β≥0
Aα,βX
αY β =
4
(2−X − Y )(Y −X) log
(
1−X
1− Y
)
∈ Q[[X, Y ]].
60
De´monstration. Conside´rons la se´rie ge´ne´ratrice des J(α) suivante :
h(X) =
∑
α≥2
(α− 1)J(α)Xα−2 = d
dX
(∫
R
∫ 1
0
∑
a≥0
Xa+1
(1 + iux)a+2
dx du
)
=
∫
R
∫ 1
0
d
dX
(
X dudx
(1 + iux)(1 + iux−X)
)
=
∫
R
∫ 1
0
du dx
(1−X + iux)2
=
∫
R
dx
(1−X)(1−X + ix) =
∫ ∞
0
2dx
(1−X)2 + x2 =
pi
1−X .
Les calculs sont valides car la se´rie a un rayon de converge de 1. De manie`re analogue, consi-
de´rons la se´rie ge´ne´ratrice des J(α, β) :
H(X, Y ) =
∑
α,β≥2
(α− 1)(β − 1)J(α, β)Xα−2Y β−2.
D’une part, la relation (2.76) donne :
H(X, Y ) +H(Y,X) = h(X)h(Y ).
D’autre part, on obtient par le calcul :
H(X, Y ) =
∫
R2
∫ 1
0
∫ u
0
d2
dX dY
(∑
a≥0
Xa+1 dx du
(1 + iux)a+2
∑
b≥0
Y b+1 dx du
(1 + ivy)b+2
)
=
∫
R2
∫ 1
0
∫ u
0
d2
dX dY
(
X dudx
(1 + iux)(1 + iux−X)
Y dv dy
(1 + ivy)(1 + ivy − Y )
)
=
∫
R2
∫ 1
0
∫ u
0
du dx
(1−X + iux)2
dv dy
(1− Y + ivy)2
=
∫
R2
∫ 1
0
u du dx dy
(1−X + iux)2(1− Y )(1− Y + iuy) .
On remarque alors que cette expression peut eˆtre syme´trise´e par :
d
dY
[(1− Y )H(X, Y )] =
∫
R
∫ 1
0
u du dx dy
(1−X + iux)2(1− Y + iuy)2
= lim
M→∞
∫ M
−M
∫ M
−M
∫ 1
0
u du dx dy
(1−X + iux)2(1− Y + iuy)2
= lim
M→∞
∫ 1
0
4M2u du
((1−X)2 + u2M2)((1− Y )2 + u2M2)
=
∫ ∞
0
4udu
((1−X)2 + u2)((1− Y )2 + u2) =
∫ ∞
0
2 dw
((1−X)2 + w)((1− Y )2 + w)
=
[
2
(2−X − Y )(X − Y ) log
(
(1−X)2 + w
(1− Y )2 + w
)]∞
w=0
=
4
(2−X − Y )(Y −X) log
(
1−X
1− Y
)
= 2
∑
k≥2
(X + Y )k
2k
∑
a,b≥0
XaY b
a+ b+ 1
=
∑
a,b≥0
Aa,bX
aY b.
D’autre part, notons Ba,b = (a− 1)(b− 1)J(a, b) les coefficients de H, on a :
d
dY
[(1− Y )H(X, Y )] =
∑
a,b≥0
(b+ 1)(Ba,b+1 −Ba,b)XaY b.
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Cette dernie`re donne une relation de re´currence simple donnant pour tout les entiers a ≥ 0 et
N > 0 :
Ba,a+N =
pi2
2
+
N−1∑
k=0
Aa,a+k
a+ k + 1
et Ba,a−N =
pi2
2
−
N−1∑
k=0
Aa,a−k
a− k + 1 .
2.7.2 Discussion et application du the´ore`me 2.23
a) Les termes Q(m1,m2, n1, n2) se de´composent comme suit :
Q(m1,m2, n1, n2) = Q1(m1,m2, n1, n2) +Q2(m1,m2, n1, n2),
ou` le terme de´pendant de bizeˆtas classiques homoge`nes en poids est :
Q1(m1,m2, n1, n2) =
n˜2−m˜2∑
γ=0
(
n˜1 + n˜2 − m˜1 − m˜2 + 1− γ
n˜1 − m˜1
)
ζ(n˜1 + n˜2 − m˜1 − m˜2 + 1− γ, γ + 1),
et le terme en zeˆtas simples est :
Q2(m1,m2, n1, n2) =
m˜1+m˜2−2∑
n=0
Anζ(n˜1 + n˜2 − m˜1 − m˜2 + 1 + n),
dans lequel les An sont des coefficients rationnels obtenus graˆce au lemme 2.28 par re´e´criture
des ζ(b,−a) pour a ≥ 0. Ces coefficients ve´rifient des proprie´te´s de syme´trie, en effet, on observe
que, d’une part :
Q2(m1,m2, n1, n2) +Q2(m2,m1, n2, n1) = 0.
Et d’autre part, la formule sur les bizeˆtas, voir [8] par exemple :
k−1∑
r=2
[(
r − 1
j − 1
)
+
(
r − 1
k − j − 1
)]
ζ(r, k − r) = ζ(j)ζ(k − j), pour tout 2 ≤ j ≤ k − 2, (2.78)
permet d’obtenir :
Q2(m1,m2, n1, n2) +Q2(m2,m1, n2, n1) = ζ(n˜1 − m˜1 + 1)ζ(n˜2 − m˜2 + 1).
On peut alors notamment ve´rifier la relation de me´lange :
Λ(Fm1 , Fm2 ;n1, n2) + Λ(Fm2 , Fm1 ;n2, n1) = Λ(Fm1 , n1)Λ(Fm2 , n2). (2.79)
Le membre de droite est obtenu par la formule de Kohnen-Zagier [12]. Le membre de gauche
est donne´ par le the´ore`me 2.23.
L’expression propose´e dans le the´ore`me nous semble ainsi irre´ductible. En effet, les termes
Q1 et Q2 ne semble pas eˆtre dans le meˆme Q-espace vectoriel puisque le poids des valeurs
multiples de zeˆta en jeu sont e´trangers. Une version simplifie´e de Q1 donnerait une version
simplifie´e de la formule (2.78). L’inde´pendance suppose´e des ζ(2k + 1) pour k ∈ Z∗+ sugge`re la
minimalite´ de l’e´criture de Q2.
b) Hypothe`ses de parite´ : Nous n’espe´rons pas que les hypothe`ses du the´ore`me :
m1 + n1 et m2 + n2 impairs,
puissent eˆtre leve´es. En effet, si on disposait d’une formule pour Λ(Fm1 , Fm2 ;n1, n2) avec m1
et n1 de meˆme parite´ alors la formule (2.79) permettrait de trouver une formule ferme´e pour
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Λ(Fm1 , n1) avec n1 + m1 pair. Ce calcul n’ayant a` l’heure actuelle pas e´te´ re´solu, ils semblent
donc que ces hypothe`ses de parite´s soient essentielles.
c) Hypothe`ses d’ine´galite´s : Il n’est pas clair qu’on ne puisse obtenir une formule analogue
lorsque les hypothe`ses :
soit n1 < m1, n1 < m˜1, n2 < m2 et n2 < m˜2,
soit m1 < n1, m˜1 < n1, m2 < n2 et m˜2 < n2,
ne sont pas ve´rifie´es. Ces conditions apparaissent comment une limite technique dans la de´mons-
tration mais nous ne percevons pas d’obstruction conceptuelle. Voici une piste pour re´soudre
cette inde´termination. La complexite´ de ce proce´de´ augmente avec les poids k1 et k2 mais semble
bien se ge´ne´raliser. Le polynoˆme
∑k−2
m=0
(
k−2
m
)
Fm+1X
m ∈ Sk ⊗ Ck−2[X] ve´rifie les relations de
Manin, si bien qu’on dispose de relations line´aires reliant les nombres :
Λ(Fm1 , Fm2 ;n1, n2) pour tout m1 + n1 et m2 + n2 impairs.
Certains de ces nombres sont donne´s par le the´ore`me 2.23. On observe dans des cas de petits
poids (k1, k2 ∈ {12, 16}) que les relations suffisent pour obtenir les valeurs :
Λ(Fm1 , Fm2 ;n1, n2) lorsque (n1, n2) ∈ J1, k1/2−1K×J1, k2/2−1K∪Jk1/2+1, k1−1K×Jk2/2+1, k2−1K,
sans condition supple´mentaire que celles de parite´s sur le couple (m1,m2). Ceci nous conduit
a` la remarque suivante.
d) Lorsque k1 = k2 = 12, le the´ore`me 2.23 donne une forme explicite des nombres :
Λ(∆,∆;n1, n2)
Λ(∆;n1)Λ(∆;n2)
, pour (n1, n2) ∈ J1, 5K2 ∪ J7, 11K2.
En effet, la quantite´ Λ(f, g;n1, n2)/Λ(f ;n1)Λ(g;n2) est inde´pendante du choix de f, g ∈ S12\{0}
car dimCS12 = 1. On peut ainsi trouver des fonctions F
12
m1
et F 12m2 ve´rifiant les hypothe`ses du
the´ore`me en vu d’effectuer le calcul. On retrouve notamment que pour tout entier 1 ≤ n ≤ 12,
Λ(f, g;n, n)/Λ(f ;n)Λ(g;n) = 1/2. Or les nombres Λ(∆;n) sont assez bien compris. En effet, il
existe des pe´riodes ( Voir [12]) :
Ω−∆ = 0.0214460667... et Ω
+
∆ = 0.0000482774800..,
tels que Λ(∆, n) = (n−1)!
(2pi)n
L(∆, n) = αnΩ
(−1)n
∆ avec les rationnels αn ∈ Q donne´es par :
α1 = −α11 = 192
691
, α2 = α10 =
384
5
, α3 = −α9 = 16
135
, α4 = α8 = 40, α5 = −α7 = 8
105
et α6 = 32.
Ceci de´montre le re´sultat suivant de manie`re constructive :
The´ore`me 2.30. Soit (n1, n2) ∈ J1, 6K2 ∪ J6, 11K2. Alors on a :
Λ(∆,∆;n1, n2) ∈ Ω(−1)
n1
∆ Ω
(−1)n2
∆
∑
2<a+b pair
1<a
Q
ζ(a, b)
pia+b
.
Application explicite
On va utiliser le the´ore`me 2.23 pour obtenir une formule ferme´e pour Λ(∆,∆; 2, 3). Pour cela
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on choisit de calculer d’une part :
Λ(F5, F6; 2, 3) =
222
10!2
(2Q(5, 10, 6, 9) + 2Q(7, 10, 6, 9))
= 226(4862Z(−10, 18)− (342628/5)Z(−7, 15) + 60203Z(−8, 16)− 26884Z(−9, 17)
− 9680Z(−5, 13) + (199628/5)Z(−6, 14) + 7Z(0, 8) + (56/5)Z(−1, 9) + (84/5)Z(−2, 10)
+ 24Z(−3, 11) + 33Z(−4, 12) + (1/5)Z(4, 4) + (4/5)Z(3, 5) + 2Z(2, 6) + 4Z(1, 7)
− 514800Z(−7, 17) + 145860Z(−8, 18) + 4752Z(−3, 13) + 7722Z(−4, 14)
− 279708Z(−5, 15) + 630630Z(−6, 16) + 36Z(3, 7) + 126Z(2, 8) + 336Z(1, 9)
+ 756Z(0, 10) + 1512Z(−1, 11) + 2772Z(−2, 12) + 6Z(4, 6)),
ou` Z(a, b) = ζ(b, a)/(2pi)a+b. D’autre part, nous disposons de :
Λ(F5; 2) = 2
11
(
72
ζ(6)
(2pi)6
+
12
5
ζ(4)
(2pi)4
)
=
1024
175
et Λ(F6 : 3) =
214ζ(4)
3(2pi)4
=
512
135
.
Ceci permet d’obtenir :
Λ(∆,∆ ; 2, 3) = 27Λ(∆; 2)Λ(∆; 3)
[− 635134500Z(−9, 17) + 114864750Z(−10, 18)
− 1618917300Z(−7, 15) + 1422295875Z(−8, 16)− 228690000Z(−5, 13) + 943242300Z(−6, 14)
+ 567000Z(−3, 11) + 779625Z(−4, 12) + 4725Z(4, 4) + 18900Z(3, 5) + 47250Z(2, 6)
+ 94500Z(1, 7) + 165375Z(0, 8) + 264600Z(−1, 9) + 396900Z(−2, 10)
+ 3445942500Z(−8, 18)− 6608101500Z(−5, 15) + 14898633750Z(−6, 16)
− 12162150000Z(−7, 17) + 112266000Z(−3, 13) + 182432250Z(−4, 14)
+ 850500Z(3, 7) + 2976750Z(2, 8) + 7938000Z(1, 9) + 17860500Z(0, 10)
+ 35721000Z(−1, 11) + 65488500Z(−2, 12) + 141750Z(4, 6)].
Puis en appliquant le lemme 2.28, on obtient :
Λ(∆,∆ ; 2, 3) = 2733527Λ(∆; 2)Λ(∆; 3)
[
30Z(4, 6) + 180Z(3, 7) + 630Z(2, 8) + 1680Z(1, 9)
+ Z(4, 4) + 4Z(3, 5) + 10Z(2, 6) + 20Z(1, 7)− 630 ζ(10)
(2pi)10
− 1105
126
ζ(7)
(2pi)8
+
12155
63
ζ(13)
(2pi)8
− 12155
6
ζ(15)
(2pi)8
+
5525
3
ζ(17)
(2pi)8
+
7456
3
ζ(9)
(2pi)10
− 330 ζ(11)
(2pi)10
+ 143
ζ(13)
(2pi)10
+
67925
3
ζ(15)
(2pi)10
− 24310 ζ(17)
(2pi)10
]
. (2.80)
Dans le membre de droite de l’expression ci-dessus la sous-somme des termes de de´nominateurs
(2pi)8 (respectivement (2pi)10) est nulle lorsqu’on remplace ζ(k) par 1 pour 7 ≤ k ≤ 17 entier.
On peut alors re´crire :
Λ(∆,∆; 2, 3)
Λ(∆; 2)Λ(∆; 3)
=
2733527
(2pi)10
[
30ζ(6, 4) + 180ζ(7, 3) + 630ζ(8, 2) + 1680ζ(9, 1) (2.81)
+ (2pi)2 (ζ(4, 4) + 4ζ(5, 3) + 10ζ(6, 2) + 20ζ(7, 1))− 630(ζ(10)− 1)
+ (2pi)2
(
−1105
126
(ζ(7)− 1) + 12155
63
(ζ(13)− 1)− 12155
6
(ζ(15)− 1) + 5525
3
(ζ(17)− 1)
)
+
7456
3
(ζ(9)− 1)− 330(ζ(11)− 1) + 143(ζ(13)− 1) + 67925
3
(ζ(15)− 1)− 24310(ζ(17)− 1)
]
.
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Remarque 2.31. 1) On a ve´rifie´ cette dernie`re formule par ordinateur avec 15 chiffres apre`s la
virgule. Pour calculer Λ(∆,∆; 2, 3) nous transformons la se´rie de Dirichlet double associe´e a` la
fonction τ de Ramanujan. Pour rendre convergent la se´rie on choisit de de´couper son expression
d’inte´grale ite´re´e suivant les domaines :
{0 < t1 < t2} = {0 < t1 < t2 < 1} ∪ {0 < t1 < 1} × {1 < t2} ∪ {1 < t1 < t2}.
On a une convergence rapide sur le domaine {1 < t1 < t2} et l’e´quation fonctionnelle permet
de s’y ramener sans difficulte´.
D’autre part, une expression tronque´e des valeurs multiples de zeˆta donne une bonne ap-
proximation. Chacun des dix-huit termes qui interviennent dans le membre de droite de l’ex-
pression (2.81) sont minore´s en valeurs absolue par 10−3. Le calcul nume´rique de chacun des
deux membres donnent a` 10−15 pre`s :
Λ(∆,∆; 2, 3)
Λ(∆; 2)Λ(∆; 3)
= 0.588554464393778...
2) Le the´ore`me 2.30 peut naturellement eˆtre e´tendu aux valeurs de Λ(f1, f2;n1, n2) pour f1 ⊗
f2 ∈ Sk1 ⊗ Sk2 avec dimC (Sk1 ⊗ Sk2) = 1.
3) Il parait raisonnable d’attendre un the´ore`me analogue pour f1 et f2 des formes primitives
de poids et de niveaux quelconques.
2.8 Polynoˆme des bipe´riodes de deux se´ries d’Eisenstein
Nous calculons le polynoˆme e´tendu des bipe´riodes d’un couple quelconque de se´rie d’Eisen-
stein de niveau 1.
Soit (f1, f2) ∈ Mk1 ×Mk2 . Le polynoˆme des bipe´riodes du couple (f1, f2) est donne´ par les
formes e´pointe´es :
Pf1,f2(X1, X2)
(k1 − 2)!(k2 − 2)! =
∑
m1,m2
lim
(s1,s2)→(m1,m2)
Λ(f1, f2; s1, s2)
Γ(s1)Γ(k1 − s1)Γ(s2)Γ(k2 − s2)
Xk1−m1−11
im1
Xk2−m2−12
im2
,
ou` Λ(f1, f2; s1, s2) =
∫
0<t2<t1
f ∗1 (t1)t
s1−1
1 dt1f
∗
2 (t2)t
s2−1
2 dt2.
Rappelons la notation des se´ries d’Eisenstein Ek ∈Mk pour un entier pair k ≥ 4 :
Ek(z) =
∑
(m,n)∈Z2\{(0,0)}
(mz + n)−k, pour z ∈ C.
Introduisons des nombres particuliers de´pendant de parame`tres entiers e1, e2, f1, f2 et g tels
que e1 + e2 + f1 + f2 + g ≥ 3 par :
Zg
(
e1 f1
e2 f2
)
=
′∑
a1,b1,a2,b2∈Z
a−e11 b
−f1
1 a
−e2
2 b
−f2
2
(a1b2 − a2b1)g , (2.82)
ou` la somme est prise sur les entiers relatifs (a1, b, a2, b2) ve´rifiant a1b1a2b2 6= 0 et a1b2 6= a2b1.
Proposition 2.32. La partie impaire du polynoˆme des bipe´riodes de deux se´ries d’Eisenstein
est donne´e par : 1
2
(
PEk1 ,Ek2 (X1, X2)− PEk1 ,Ek2 (−X1,−X2)
)
=
ipi
(k1 − 1)(k2 − 1)
∑
m≥0
m impair
∑
e1,e2≥0
(m+ 1)!Zm+2
(
e1 m−k1−e1+2
e2 m−k2−e2+2
)
Xe11 X
e2
2 (X2 −X1)k1+k2−4−m
e1!e2!(m− k1 + 2− e1)!(m− k2 + 2− e2)!(k1 + k2 − 4−m)! .
(2.83)
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Commenc¸ons par rappeler comment Zagier propose de faire un calcul analogue pour les
polynoˆmes des pe´riodes des se´ries d’Eisenstein dans [25]. Il conside`re la se´rie ge´ne´ratrice sui-
vante :
P1(X, Y ) =
∑
k≥4
PEk(X)Y
k−2.
On s’inte´resse a` la partie impaire en X c’est a` dire Q1(X, Y ) = 1/2(P1(X, Y ) − P1(−X, Y )).
On peut ainsi ajouter de manie`re artificielle le terme pour k = 2 et ceux pour k impair car ces
termes s’annulent :
P1(X, Y ) =
∑
k≥2
∫ ∞
0
∑
mn 6=0
(X − it)k−2Y k−2idt
(mit+ n)k
=
∫ ∞
0
∑
mn 6=0
idt
(mit+ n)(mit+ n− Y (X − it)) .
On calcul alors :
d
dY
(Y P1(X, Y )) =
∫ ∞
0
∑
mn6=0
idt
(mit+ n− Y (X − it))2
Ceci permet d’avoir apre`s intervention de l’inte´grale valide par convergence normale de la se´rie :
d
dY
(Y P1(X, Y )) ==
∑
mn 6=0
1
(m+ Y )(n−XY ) .
Conside´rons alors la partie impaire suivant X puis la partie paire suivant Y donne :
d
dY
(Y Q1(X, Y )) =
∑
k≥4
k pair
P−Ek(X)(k − 1)Y k−2 =
∑
mn6=0
XY 2
(m2 − Y 2)(n2 − (XY )2)
= 4XY 2
∑
m,n>0
∑
α,β≥0
Y
m
2αXY
n
2β
=
∑
α,β≥0
ζ(2α + 2)ζ(2β + 2)X2β+1Y 2α+2β+2
Ceci permet d’obtenir le re´sultat bien connu :
P−Ek(X) =
∑
m impair
4
ζ(k −m+ 1)ζ(m+ 1)
k − 1 X
m.
Venons en a` la de´monstration de la proposition 2.32.
De´monstration. Pour faciliter le calcul on regroupe, par analogie avec ce qui pre´ce`de, sous
forme de se´rie ge´ne´ratrice l’ensemble des polynoˆmes PEk1 ,Ek2 pour les couples d’entiers (k1, k2).
Le polynoˆme des bipe´riodes PEk1 ,Ek2 (X1, X2) est de´fini par :
PEk1 ,Ek2 (X1, X2) =
∫ ∞
0
E∗k1(it1)(it1 −X1)k1−2i dt1
∫ ∞
t1
E∗k2(it2)(it2 −X2)k2−2i dt2.
Introduisons ainsi la se´rie ge´ne´ratrice pour les polynoˆmes des bipe´riodes :
P2(X1, X2, Y1, Y2) =
∑
k1,k2≥4
PEk1 ,Ek2 (X1, X2)Y
k1−2
1 Y
k2−2
2 .
On peut ajouter les termes nuls obtenus pour ki = 2 et ki impair donnant :∑
k1,k2≥2
∫ ∞
0
E∗k1(it1)(it1 −X1)k1−2i dt1
∫ ∞
t1
E∗k2(it2)(it2 −X2)k2−2i dt2Y k1−21 Y k2−22
=
∑
a1b1a2b2 6=0
∫ ∞
0
∑
k1≥2
(Y1(it1 −X1))k1−2
(a1it1 + b1)k1
i dt1
∫ ∞
t1
∑
k2≥2
(Y2(it2 −X2))k2−2
(a2it2 + b2)k2
i dt2
=
∑
a1b1a2b2 6=0
∫ ∞
0
i dt1
(a1it1 + b1)(a1it1 + b1 − Y1(it1 −X1))
∫ ∞
t1
i dt2
(a2it2 + b2)(a2it2 + b2 − Y2(it2 −X2)) .
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Pour simplifier la suite du calcul, nous appliquons l’ope´ration suivante :
d2
dY1 dY2
(Y1Y2P2(X1, X2, Y1, Y2))
=
∑
a1b1a2b2 6=0
∫ ∞
0
i dt1
(a1it1 + b1 − Y1(it1 −X1))2
∫ ∞
t1
i dt2
(a2it2 + b2 − Y2(it2 −X2))2
=
∑
a1b1a2b2 6=0
∫ ∞
0
i dt1
(a1it1 + b1 − Y1(it1 −X1))2
1
(a2 − Y2)(a2it1 + b2 − Y2(it1 −X2))
=
∑
a1b1a2b2 6=0
∫ ∞
0
idt
(A1it+B1)2A2(A2it+B2)
.
ou` on de´finit Ai = ai − Yi et Bi = bi +XiYi pour i = 1, 2.
On dispose de la de´composition en e´le´ments simples suivante :
1
(it+B1/A1)2(it+B2/A2)
=
1
it+B1/A1
(
1
it+B1/A1
− 1
it+B2/A2
)
1
B2/A2 −B1/A1
=
1
(B2/A2 −B1/A1)(it+B1/A1)2 −
1
(B2/A2 −B1/A1)2
(
1
it+B1/A1
− 1
it+B2/A2
)
.
Elle nous permet d’effectuer le calcule suivant des parame`tre (a1, b1, a2, b2) non nuls et ve´rifiant
a1b2 6= a2b2 :∫ ∞
0
idt
(A1it+B1)2A2(A2it+B2)
=
1
(A1B2 − A2B1)A2B1
+
1
(A1B2 − A2B1)2
(
ln
∣∣∣∣A2B1A1B2
∣∣∣∣+ ipi2 sgn
(
b2
a2
− b1
a1
))
.
Pour retrouver les polynoˆmes des bipe´riodes il suffit de de´velopper par rapport a` Y1 et Y2.
La partie impaire, correspond a` la partie imaginaire en effet :
Q2(X1, X2, Y1, Y2) =
1
2
(P2(X1, X2, Y1, Y2)− P2(−X1,−X2,−Y1,−Y2)) = Im(P2(X1, X2, Y1, Y2)).
et est donne´e par les termes de la forme :
1
(A1B2 − A2B1)2 =
∑
m≥0
(m+ 1)
[Y1(a2X1 + b2)− Y2(a1X2 + b1) + Y1Y2(X1 −X2)]m
(a1b2 − a2b1)m+2
Car on peut e´crire :
A1B2 − A2B1 = (a1 − Y1)(b2 +X2Y2)− (a2 − Y2)(b1 +X1Y1)
= (a1b2 − a2b1)− Y1(a2X1 + b2) + Y2(a1X2 + b1)− Y1Y2(X1 −X2).
Et ainsi il ne reste plus qu’a` sommer pour obtenir :
Q2 =
∑
e1+e2+f1+f2+α=m≥0
(m+ 1)!
e1!e2!f1!f2!α!
Zm+2
(
e1 f1
e2 f2
)
Xe21 Y
e2+f2
1 X
e1
2 (−Y2)e1+f1 [Y1Y2(X1 −X2)]α.
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Remarque 2.33. On peut faire un calcul similaire pour la partie paire malgre´ l’apparition de
termes plus complexe. Celle-ci correspond a` la partie re´elle obtenue. On a, d’une part :
1
(A1B2 − A2B1)A2B1
=
∞∑
α=0
(Y1(a2X1 + b2)− Y2(a1X2 + b1) + Y1Y2(X1 −X2))α
(a1b2 − a2b1)α+1
1
(a2 − Y2)(b1 +X1Y1)
=
∑
k1,k2
∑
α1,α2,α3
(α1 + α2 + α3)!
α1!α2!α3!
(a2X1 + b2)
α1(−a1X2 − b1)α2(X1 −X2)α3
(a1b2 − a2b1)α1+α2+α3+1
(−X1)k1−2−α1−α3Y k1−21 Y k2−22
bk1−1−α1−α31 a
k2−1−α2−α3
2
En de´veloppant selon X1 et X2, on trouve des coefficients en fonction de Zg
(
e1 f1
e2 f2
)
donne´e par
1
(k1 − 1)(k2 − 1)
∑
m≥0
m impair
∑
e1,e2,e3,e4≥0
m!Zm+1
( −e3 k1−1+e3−m
k2−1+e2−m −e2
)
Xk1−2+e1+e3+e4−m1 X
e3
2
e1!e2!e3!e4!(m− e1 − e2 − e3 − e4)! .
(2.84)
Et d’autre part, on a :
1
(A1B2 − A2B1)2 ln
∣∣∣∣A2B1A1B2
∣∣∣∣
=
∑
m≥0
(m+ 1)
[Y1(a2X1 + b2)− Y2(a1X2 + b1) + Y1Y2(X1 −X2)]m
(a1b2 − a2b1)m+1
×
(
ln
∣∣∣∣a2b1a1b2
∣∣∣∣+ ∑
α2>0
(Y2/a2)
α2
α2
+
∑
β1>0
(−X1Y1/b1)β1
β1
−
∑
α1>0
(Y1/a1)
α1
α1
−
∑
β2>0
(−X2Y2/b2)β2
β2
)
.
Elle fait apparaitre une partie avec une somme sur de logarithmes ainsi que termes du type
Zg
(
e1 f1
e2 f2
)
.
La famille des nombres Zg
(
e1 f1
e2 f2
)
est une ge´ne´ralisation particulie`re des valeurs multiples
de zeˆta. Bien que la de´termination de ces nombres ne semble pas se ramener directement aux
valeurs ζ(n) ou ζ(a, b), un certain nombre de relations assez simple les relient.
Proposition 2.34. On peut calculer explicitement les Zg
(
e1 f1
e2 f2
)
pour g = 0.
Soient e1, e2, f1 et f2 des entiers naturels. On a :
Z0
(
e1 f1
e2 f2
)
=

16ζ(e1)ζ(f1)ζ(e2)ζ(f2)− 8ζ(e1+f1)ζ(e2+f2)ζ(e1+e2)ζ(f1+f2)ζ(e1+e2+f1+f2) si e1, e2, f1 et f2 pairs,
−8ζ(e1+f1)ζ(e2+f2)ζ(e1+e2)ζ(f1+f2)
ζ(e1+e2+f1+f2)
si e1, e2, f1 et f2 impairs,
0 sinon.
De plus, on dispose des relations suivantes :
Zg
(
e1 f1
e2 f2
)
= Zg+1
(
e1−1 f1
e2 f2−1
)− Zg+1 ( e1 f1−1e2−1 f2 ) .
et :
Zg
(
e1 f1
e2 f2
)
= Zg
(
f2 f1
e2 e1
)
= Zg
( e1 e2
f1 f2
)
= (−1)gZg
(
e2 f2
e1 f1
)
.
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Enonce´ des re´sultats
Soient k1, k2 ≥ 2 des entiers pairs.
Soit V Zk1,k2 l’espace des polynoˆmes en deux inde´termine´es X1 et X2, a` coefficients entiers et
de degre´s borne´s par deg(Xj) ≤ kj − 2. On l’identifiera librement a` V Zk1 ⊗ V Zk2 , ou` l’on a pose´ :
V Zkj = Zkj−2[Xj].
Pour tout anneau commutatif A, de´finissons le A-module V Ak1,k2 = V
Z
k1,k2
⊗A. Lorsque A = C,
nous noterons plus simplement V Ck1,k2 = Vk1,k2 . Il he´rite d’une R-structure donne´e par V
R
k1,k2
.
Notons Γ = SL2(Z)/{±id} le groupe modulaire. Le groupe Γ2 ope`re diagonalement sur
V Zk1,k2 . Soient Sk1 et Sk2 les espaces des formes holomorphes modulaires paraboliques pour Γ et
de poids k1 et k2 respectivement. Pour tout anneaux A ⊂ C, notons SAk1 ⊂ Sk1 et SAk2 ⊂ Sk2
les sous-espaces des formes a` coefficients de Fourier dans l’anneau A. On a vu notamment que
pour tout corps de nombre K ⊂ C, on a : SKkj = SZkj ⊗Z K pour j = 1, 2.
Soit (f1, f2) ∈ Sk1 × Sk2 , le polynoˆme des bipe´riodes Pf1,f2 ∈ Vk1,k2 a e´te´ de´fini dans le
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Chapitre 2 section 2.4.2 par :
Pf1,f2(X1, X2) =
∫
0<t1<t2
f1(it1)f2(it2)(X1 − it1)k1−2(X2 − it2)k2−2 dt1 dt2 (3.1)
=
k1−1∑
m1=1
k2−1∑
m2=1
(
k1 − 2
m1 − 1
)(
k2 − 2
m2 − 1
)
Λ(f1, f2;m1,m2)
Xk1−m1−11 X
k2−m2−1
2
im1+m2
, (3.2)
ou` les bipe´riodes sont les valeurs aux bi-entiers critiques (i.e. 1 ≤ m1 ≤ k1−1 et 1 ≤ m2 ≤ k2−1)
du prolongement analytique a` C2 de l’application de´finie pour Re(sj) > kj par :
Λ(f1, f2; s1, s2) =
∫
0<t1<t2
f1(it1)f2(it2)t
s1−1
1 t
s2−1
2 dt1 dt2. (3.3)
Proposition 3.1. 1) Le polynoˆme de bipe´riodes ve´rifie les deux syste`mes d’e´quations :
De type re´cursive, c’est-a`-dire de´pendant des polynoˆmes des pe´riodes :
Pf1,f2|(1,1)+(S,S) = Pf1 ⊗ Pf2 , (3.4)
Pf1,f2|[(1,1)−(S,S)][(1,1)+(U,U)+(U2,U2)] = Pf1 ⊗ Pf2 |(U2,U)−(U,U2). (3.5)
De type line´aire :
Pf1,f2 |(1+S,1+S) = Pf1,f2|(1+U+U2,1+U+U2) = 0, (3.6)
Pf1,f2 |[(1,1)+(S,S)](1+U+U2,1) = Pf1,f2|[(1,1)+(S,S)](1,1+U+U2) = 0,
Pf1,f2 |(S,S)+(S,SU2)+(SU2,SU2)+(1,U2)−(U,U) = 0,
ou` S =
(
0 −1
1 0
)
et U =
(
0 1
−1 1
)
.
2) Toute conjonction de deux des trois assertions (3.4), (3.5) et (3.6) implique la troisie`me.
En particulier, la minimalite´ du syste`me d’e´quation (3.6) implique la minimalite´ des relations
de Manin ge´ne´ralise´s.
Les relations de type line´aire permettent de de´finir un sous-module de V Zk1,k2 :
W Zk1,k2 = {P ∈ V Zk1,k2 ve´rifiant les relations line´aires (3.6) }. (3.7)
Posons Wk1,k2 = W
Z
k1,k2
⊗ C. Cet espace contient le Q-espace vectoriel des polynoˆmes des
bipe´riodes a` coefficients de Fourier rationnelles :
PerQk1,k2 = {Pf1,f2 tel que (f1, f2) ∈ SQk1 × SQk2} ⊂ Wk1,k2 . (3.8)
La Q-structure de Sk1 × Sk2 donne´e par SQk1 × SQk2 permet de conside´rer, pour tout corps
de nombres K, l’ensemble des polynoˆmes des bipe´riodes a` coefficients de Fourier dans K, note´
PerKk1,k2 et de´fini par :
PerKk1,k2 = Per
Q
k1,k2
⊗Q K = {Pf1,f2 tel que (f1, f2) ∈ SKk1 × SKk2}. (3.9)
Nous noterons simplement Perk1,k2 = Per
C
k1,k2
l’ensemble des polynoˆmes des pe´riodes et on a
ainsi Perk1,k2 ⊂ Wk1,k2 .
Lorsque n = 1, on dispose pour tout entier pair k ≥ 4 du sous-groupe de V Zk :
W Zk = {P ∈ Zk−2[X] tel que P |1+S = P |1+U+U2 = 0}.
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Le groupe W Zk contient un e´le´ment distingue´ 1−Xk−2 proportionnel sur C a` P+Gk la partie paire
du polynoˆme des pe´riodes de la k-ie`me se´rie d’Eisenstein. Posons EZk = (1−Xk−2)Z ⊂ W Zk . De
plus, comme vu le Chapitre 1 section 1.6, le Z-module W Zk se scinde suivant les parties paires
et impaires des polynoˆmes :
W±,Zk = {P ∈ W Zk tel que P (−X) = ±P (X)} et W Zk = W+,Zk ⊕W−,Zk .
De´finissons le sous-groupe de V Zk1,k2 annule´ par les relations de Manin diagonales par :
V Zk1,k2 [ID] = {P ∈ V Zk1,k2 tel que P |(1,1)+(S,S) = P |(1,1)+(U,U)+(U2,U2) = 0}. (3.10)
Par analogie avec le cas ou` n = 1 ne´cessitant les formes non paraboliques, posons dans V Zk1,k2 :
EZk1,k2 =
(
W Zk1 ⊗ 1
)
+ V Zk1,k2 [ID] +
(
Xk1−21 ⊗W Zk2
) ⊂ W Zk1,k2 . (3.11)
The´ore`me 3.2. L’espace vectoriel WQk1,k2 est le plus petit Q-sous-espace-vectoriel de V
Q
k1,k2
contenant EQk1,k2 tel que son extension au corps des complexes contient Perk1,k2.
Remarque 3.3. Pourtant la de´pendance line´aire sur Q des bipe´riodes d’un couple de formes
paraboliques holomorphes est lie´ a` la minimalite´ de WQk1,k2 parmi les Q-espaces vectoriels W
tel que Perk1,k2 ⊂ W ⊗ C. Comme dans le cas n = 1, il y a donc un terme d’erreur provenant
des se´ries d’Eisenstein. Nous pouvons pre´ciser a` nouveau l’e´cart entre Perk1,k2 et Wk1,k2 .
On peut de´composer toute partie UZ ⊂ V Zk1,k2 en parties paire et impaire, U±,Z = UZ∩V ±,Zk1,k2
ou` :
V ±,Zk1,k2 = {P ∈ V Zk1,k2 tel que P (−X1,−X2) = ±P (X1, X2)}. (3.12)
The´ore`me 3.4. On a une suite exacte de groupes abe´liens :
0→ Z→ W Zk1 × V Zk1,k2 [ID]×W Zk2 → W Zk1,k2
ΦS−→ W Zk1/EZk1 ⊗W Zk2/EZk2 → 0,
ou` les applications non triviales sont donne´es dans l’ordre par les applications :
1 7→ (1−Xk1−21 , 1−Xk1−21 Xk2−22 , Xk1−21 (1−Xk2−22 )) ,
(p1, p2, p3) 7→ p1 − p2 + p3 et ΦS : P 7→
[
P |(1,1)+(S,S)
]
.
De plus, l’application ΦS ⊗ C peut eˆtre restreinte aux C-espaces vectoriels W±k1,k2 et pour tout
couple de signes (1, 2) ∈ {±1}2, les applications suivantes sont des bijections :
[ΦS]1,2 : W
12
k1,k2
/E12k1,k2 →
(
W 1k1/E
1
k1
)⊗ (W 2k2/E2k2) .
Proposition 3.5. On a les de´compositions en sommes directes de C-espaces vectoriels :
Wk1,k2 = Perk1,k2 ⊕ Perk1,k2 ⊕ Ek1,k2 , (3.13)
W+k1,k2 = Per
+
k1,k2
⊕ E+k1,k2 et W−k1,k2 = Per−k1,k2 ⊕ E−k1,k2 . (3.14)
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3.1 Relations ve´rifie´es par les polynoˆmes des bipe´riodes
Nous nous proposons d’examiner si les relations (3.6) de´finissant Wk1,k2 sont optimales.
C’est-a`-dire nous allons e´tudier l’ide´al a` droite de Z[Γ2] :
J (k1, k2) = {g ∈ Z[Γ2] tel que Pf1,f2|g = 0, pour tout (f1, f2) ∈ SQk1 × SQk2} (3.15)
Pour tout ide´al I a` droite (resp. a` gauche) de Z[Γ2], notons I˜ ⊂ Z[Γ2] l’ide´al a` gauche (resp.
a` droite) image par l’antiautomorphisme :
∑
γ1,γ2
λγ1,γ2 [γ1, γ2] 7→
∑
γ1,γ2
λγ1,γ2 [γ
−1
1 , γ
−1
2 ].
On va construire un ide´al a` gauche I2 ⊂ ˜J (k1, k2), inde´pendant des poids k1 et k2, de´fini
entie`rement par les proprie´te´s topologiques de H2 sous l’action de Γ2.
Notre de´marche peut eˆtre comprise comme la ge´ne´ralisation a` n = 2 de l’e´tude accomplie
par Manin [14] pour n = 1. Nous rede´crirons brie`vement dans le cadre mis en place cette
recherche des relations ve´rifie´es par les polynoˆmes des pe´riodes.
3.1.1 Homologie singulie`re relative aux pointes
Nous introduisons une homologie singulie`re. Pour re´fe´rence, on pourra se rapporter au livre
de Hatcher [10]. Soit X un espace topologique et X0 une partie ferme´e de X. Soit m ≥ 0 un
entier. On de´finit le simplexe fondamental de dimension m par :
∆m = {(t0, ..., tm) ∈ [0, 1]m+1 tel que
m∑
j=0
tj = 1}.
Et l’ensemble de ses sommets par : ∆0m = ∆m ∩ Zm+1 = {emj = (..., 0, 1, 0, ...), j = 0...n}.
De´finissons Mm(X,X0,Z) le Z-module libre engendre´ par les m-cycles de X aux sommets
dans X0 a` homotopie pre`s. C’est-a`-dire la classes des applications continues :
C : ∆m → X, telle que C(∆0m) ⊂ X0.
Et C0 ≡ C1 si et seulement si il existe une application continue :
h : ∆m × [0, 1]→ X tel que h(u, 0) = C0(u) et h(u, 1) = C1(u) pour tout u ∈ ∆m,
et pour tout t ∈ [0, 1] et p0 ∈ ∆0m, on a h(p0, t) ∈ X0.
Ceci permet de conside´rer les applications de bord :
δm : Mm(X,X0,Z)→Mm−1(X,X0,Z), [C] 7→
m∑
j=0
(−1)j[C ◦ δmj ],
ou` δmj : ∆m−1 → ∆m, (t0, ..., tm−1) 7→ (t0, ..., tj−1, 0, tj, ..., tm−1).
Elles ve´rifient pour tout entier m ≥ 0, δm ◦ δm+1 = 0. Ceci permet de conside´rer les groupes
d’homologie singulie`re :
Hm(X,X0,Z) = Ker (δm|Mm(X,X0,Z)) /Im (δm+1|Mm(X,X0,Z)) .
Dans notre cadre, nous e´tudierons des parties X ⊂ Hn pour un entier n ≥ 1 donne´ et elles
seront associe´es a` des ensembles de sommets X0 = P1(Q)
n ∩X. Ainsi pour toute partie de ce
type nous noterons simplement :
Mptem (X,Z) = Mm(X,X0,Z) et Hptem (X,Z) = Hm(X,X0,Z).
De plus, nous remarquons que ces espaces de sommets X0 sont discrets ainsi la continuite´ des
restrictions h0 : ∆
0
m×[0, 1]→ X0 de´montre qu’elles sont constantes suivants la seconde variable.
Ainsi dans le cadre de notre e´tude, les images des sommets ne de´pend pas du repre´sentant mais
seulement de la classes d’homotopie.
72
3.1.2 Cas du polynoˆme des pe´riodes (Rappel)
Nous rappelons les re´sultats des travaux de Manin [14], Eichler [7] et Shimura [20] que nous
ge´ne´ralisons pour n = 2. Ils sont traite´s plus en de´tails dans le Chapitre 1.
Soit k ≥ 4 un entier pair. De´finissons l’ide´al a` droite de Z[Γ] :
J (k) = {g ∈ Z[Γ] tel que Pf |g = 0 pour tout f ∈ SQk et (1−Xk−2)|g = 0}.
Notons Perk = {Pf ; f ∈ Sk} l’ensemble des polynoˆmes des pe´riodes. Notons τ1 = {0, i∞} ∈
Mpte1 (H,Z) la classe d’homotopie d’un chemin de H reliant les pointes 0 et i∞.
The´ore`me 3.6 (Relations de Manin). De´finissons I1 = {g ∈ Z[Γ] tel que g.δ1τ1 = 0}. Alors
pour tout entier k :
Perk ⊂ Vk[I1] et V Qk [I1] = V Qk [J (k)]. (3.16)
De plus, l’ide´al I1 est de type fini et est donne´ par :
I1 = Z[Γ](1 + S, 1 + U + U2). (3.17)
Les relations de Manin sur les polynoˆmes des pe´riodes sont ainsi :
Pf |1+S = Pf |1+U+U2 = 0, pour tout f ∈ Sk.
De´monstration. On a τ1 = {i∞, 0} et donc δ1τ1 = (i∞)− (0). Or les actions de S et U sur ces
pointes sont donne´es par :
i∞ S−→ 0 S−→ i∞ et i∞ U−→ 0 U−→ 1 U−→ i∞.
On obtient ainsi Z[Γ](1 + S, 1 + U + U2) = I1. Comme S˜ = S, U˜ = U2 et U˜2 = U alors on
a : I˜1 = (1 + S, 1 + U + U2)Z[Γ]. On peut ve´rifier que ces relations annulent les polynoˆmes
des pe´riodes ainsi que le polynoˆme 1 − Xk−2, donc I˜1 ⊂ J (k) et ainsi V Qk [J (k)] ⊂ V Qk [I1].
L’analyse des dimensions de ces sous-espaces vectoriels de V Qk donne alors leurs e´galite´s.
Remarque 3.7. a) La repre´sentation Γ→ GL(V Qk ) est irre´ductible. En effet, la famille (Xk−2|T j)0≤j≤k−2
est une base de V Qk . Ainsi on de´duit la surjectivite´ du morphisme de Q[Γ]-modules obtenue par
Q-line´arite´ : Q[Γ] → EndQ(V Qk ). Ceci permet notamment de de´duire que tout sous-Q-espace
vectoriel W ⊂ V Qk peut s’e´crire comme l’annulateur W = V Qk [g] d’un e´le´ment de g ∈ Q[Γ]. Puis
si l’on suppose qu’un tel espace ve´rifie Perk ⊂ W ⊗ C et 1 −Xk−2 ∈ W alors on a γ ∈ J (k)
puis WQk ⊂ W . Ceci de´montre que WQk est le plus petit sous-Q-espace vectoriel ve´rifiant ces
proprie´te´s.
b) Posons ε =
( −1 0
0 1
)
. Alors V +k = Vk[1− ε], V −k = Vk[1 + ε] et Wk = Vk[1 + S, 1 +U +U2].
Ce sont des e´le´ments de Z[Γ] qui repre´sentent des ope´rateurs sur Vk qui commutent, en effet :
ε(1 + S)ε = 1 + S ∈ I1
et ε(1 + U + U2)ε = S(1 + U + U2)(1 + S)− S(1 + U + U2) ∈ I1.
Ainsi εI1ε = I1. Ceci nous permet de conside´rer les parties paires et impaires des polynoˆmes
tout en conservant la structure des relations de Manin. Et ainsi le Z-module W Zk = {P ∈
V Zk tel que P |1+S = P |1+U+U2 = 0} se scinde bien en parties paire et impaire.
The´ore`me 3.8 (Eichler-Shimura). On dispose des de´compositions en somme directe de C-
espaces vectoriels :
Wk = Perk ⊕ Perk ⊕ Ek, (3.18)
W+k = Per
+
k ⊕ Ek et W−k = Per−k . (3.19)
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3.1.3 Dualite´ des actions de Z[Γ2] sur Vk1,k2 et sur M
pte
2 (H2,Z)
Le groupe Mpte2 (H2,Z) est le Z-module librement engendre´ par les 2-cycles de H2 aux
sommets dans P1(Q)2. Rappelons qu’un tel 2-cycle est une classe d’e´quivalence aux homotopies
fixant les sommets pre`s des applications continues :
C : ∆2 = {(t0, t1, t2) ∈ [0, 1]3 tel que t0 + t1 + t2 = 1} → H2,
ve´rifiant C(1, 0, 0), C(0, 1, 0), C(0, 0, 1) ∈ P1(Q)2. L’application :
∆2 → H2, (t0, t1, t2) 7→ (−i log(t0),−i log(t0 + t1)) , (3.20)
de´finit un e´le´ment τ2 de M
pte
2 (H2,Z) car on a dans P1(Q)2 :
τ2(1, 0, 0) = (0, 0), τ2(0, 1, 0) = (i∞, 0) et τ2(0, 0, 1) = (i∞, i∞).
L’action diagonale de Γ2 sur H2 produit une action a` gauche de Z[Γ2] sur Mpte2 (H2,Z).
Soit Ω2par(H2,C) le C-espace vectoriel des 2-formes diffe´rentielles harmoniques de H2 et
nulles sur le bord ∂H2 = P1(Q)×H∪H×P1(Q). Cette proprie´te´ permet notamment d’obtenir
la convergence de l’inte´gration d’une telle forme le long de τ2.
Pour tout couple (f1, f2) ∈ Sk1×Sk2 et tout couple d’entiers critiques (m1,m2) (i.e. ve´rifiant
1 ≤ mj ≤ kj − 1), conside´rons la 2-forme :
f1(z1)z
m1−1
1 f2(z2)z
m2−1
2 dz1 ∧ dz2 ∈ Ω2par(H2,C).
Cette famille peut eˆtre indexe´e par Xk1−m1−11 X
k2−m2−1
2 et apre`s renormalisation, posons :
ωf1,f2(z1, z2;X1, X2) = ωf1(z1, X1) ∧ ωf2(z2, X2) ∈ Ω2par(H2,C)⊗C Vk1,k2 = Ω2par(H2, Vk1,k2),
(3.21)
ou` l’on rappelle la notation pour f ∈ Sk de la forme : ωf (z,X) = f(z)(X − z)k−2dz.
Conside´rons l’accouplement de´fini par :
Ω2par(H2,C)×Mpte2 (H2,Z)→ C,
(ω,C) 7→ 〈ω,C〉 =
∫
C
ω.
On rappelle l’e´criture du polynoˆme des bipe´riodes introduit dans le chapitre 2 a` la section
2.4.4 en fonction de la 2-forme associe´e ωf1,f2 et du 2-cycle τ2 :
Pf1,f2(X1, X2) = 〈ωf1,f2 , τ2〉. (3.22)
Le groupe Γ2 agit a` la fois sur Vk1,k2 et sur M
pte
2 (H2,Z). Ces actions peuvent eˆtre relie´es
graˆce aux proprie´te´s d’invariances suivantes.
Pour tout γ ∈ Γ et toute forme f ∈ Sk, la forme diffe´rentielle associe´e ωf ve´rifie :
ωf (γ.z,X|γ) = ωf (z,X). (3.23)
De plus, pour toute 2-forme diffe´rentielle ω ∈ Ω2par(H2,C) et toute 2-chaˆıne C ∈Mpte2 (H2,Z),
on dispose de la formule :
〈ω(γ.z), C〉 =
∫
C
ω(γ.z) =
∫
γ.C
ω(z) = 〈ω(z), γ.C〉. (3.24)
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Proposition 3.9. Les actions de Γ2 sur Vk1,k2 et M
pte
2 (H2,Z) sont duales :
Pf1,f2(X1|γ1 , X2|γ2) = 〈ωf1,f2 , (γ−11 , γ−12 )τ2〉, (3.25)
pour tout couple (γ1, γ2) ∈ Γ2.
De´monstration. Soit (γ1, γ2) ∈ Γ2. Son action sur le polynoˆme des bipe´riodes devient :
Pf1,f2(X1, X2)|(γ1,γ2) = 〈ωf1(z1, X1|γ1) ∧ ωf2(z2, X2|γ2), τ2〉
= 〈ωf1((γ1)−1.z1, X1) ∧ ωf2((γ2)−1.z2, X2), τ2〉 par (3.23)
= 〈ωf1(z1, X1) ∧ ωf2(z2, X2), (γ−11 , γ−12 ).τ2〉 par (3.24).
La proposition s’e´tend par line´arite´ a` Z[Γ2].
De´finissons le sous-espace Ωholok1,k2 de Ω
2
par(H2, Vk1,k2) comme l’image de l’application Q-
line´aire et injective suivante :
SQk1 ⊗ SQk2 → Ω2par(H2, Vk1,k2), f1 ⊗ f2 7→ ωf1 ∧ ωf2 .
Nous noterons Ωholok1,k2 ⊂ Ω2par(H2, Vk1,k2) son conjugue´ complexe, image de l’application Q-
line´aire et injective :
SQk1 ⊗ SQk2 → Ω2par(H2, Vk1,k2), f1 ⊗ f2 7→ ωf1 ∧ ωf2 .
Conside´rons ainsi la somme directe stable par conjugaison complexe suivante :
ΩQk1,k2 = Ω
holo
k1,k2
⊕ Ωholok1,k2 . (3.26)
De´finissons pour tout ensemble Ω de 2-formes harmoniques sur H2, son orthogonal dans
Mpte2 (H2,Z) par :
Ω⊥ = {C ∈Mpte2 (H2,Z) tel que 〈ω,C〉 = 0, pour tout ω ∈ Ω}. (3.27)
On remarquera que Ω
⊥
= Ω⊥ d’apre`s le simple calcul :
∀ω ∈ Ω2, ∀C ∈M2, 〈ω,C〉 = 0⇔ 〈ω,C〉 = 〈ω,C〉 = 0.
Ceci permet de re´crire l’ide´al J (k1, k2) :
Proposition 3.10. On a ˜J (k1, k2) = {g ∈ Z[Γ2] tel que g.τ2 ∈
(
ΩQk1,k2
)⊥}.
De´monstration. La Proposition 3.9 donne pour tout e´le´ment
∑
λγ1,γ2(γ1, γ2) ∈ Z[Γ2] :
∀(f1, f2) ∈ SQk1 × SQk2 , Pf1,f2 |∑λγ1,γ2 (γ1,γ2) = 0
⇔ ∀(f1, f2) ∈ SQk1 × SQk2 ,
∑
λγ1,γ2〈ωf1 ∧ ωf2 , (γ−11 , γ−12 ).τ2〉 = 0
⇔ ∀ω ∈ Ωholok1,k2 ,
∑
λγ1,γ2〈ω, (γ−11 , γ−12 ).τ2〉 = 0
⇔
∑
λγ1,γ2(γ
−1
1 , γ
−1
2 )τ2 ∈
(
Ωholok1,k2
)⊥
.
Or on a remarque´ que :
(
Ωholok1,k2
)⊥
=
(
Ωholok1,k2
)⊥
. Permettant de de´duire :
(
Ωholok1,k2
)⊥
=
(
Ωholok1,k2
)⊥ ∩ (Ωholok1,k2)⊥ = (ΩQk1,k2)⊥ .
La dernie`re e´galite´ provenant de la de´finition (3.26).
Il nous reste alors a` de´terminer
(
ΩQk1,k2
)⊥
.
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3.1.4 Espaces transverses de Mpte1 (H2,Z)
Pour calculer (ΩQk1,k2)
⊥, nous introduisons des espaces transverses de Mpte1 (H2,Z). Soient
g ∈ Γ et c ∈ Mpte1 (H,Z). De´finissons Hg, Vg et Dg des applications de Mpte1 (H,Z) dans
Mpte1 (H2,Z) donne´es respectivement par les classes des applications :
Hg(c) : ∆1 → H2, (t0, t1) 7→ (c(t0, t1), g.i∞), (3.28)
Vg(c) : ∆1 → H2, (t0, t1) 7→ (g.0, c(t0, t1)), (3.29)
et Dg(c) : ∆1 → H2, (t0, t1) 7→ (c(t0, t1), g.c(t0, t1)). (3.30)
Conside´rons leurs images :
H ={Hg(c) pour c ∈Mpte1 (H,Z) et g ∈ Γ}, (3.31)
V ={Vg(c) pour c ∈Mpte1 (H,Z) et g ∈ Γ}, (3.32)
et D ={Dg(c) pour c ∈Mpte1 (H,Z) et g ∈ Γ}. (3.33)
On qualifiera de transverses les chaˆınes de H + V +D ⊂Mpte1 (H2,Z).
Notons H0, V 0 et D0 les sous-groupe constitue´s par les chaˆınes ferme´es, c’est-a`-dire de bord
nul, de H, V et D respectivement.
Posons :
I2 = {g ∈ Z[Γ2] tel que g.δ2τ2 ∈ H0 + V 0 +D0}. (3.34)
Pour 0 ≤ j ≤ 2, posons ϕj : H → H2 de´fini pour z ∈ H par :
ϕ0(z) = (i∞, z), ϕ1(z) = (z, z) et ϕ2(z) = (z, 0). (3.35)
Et pour (γ1, γ2) ∈ Γ2, ψγ1,γ2 : H2 → H2 de´fini pour (z1, z2) ∈ H2 par :
ψγ1,γ2(z1, z2) = (γ1z1, γ2z2). (3.36)
De´finissons le sous-espace de Ω2par(H2, Vk1,k2) par :
Ω2par(H2, Vk1,k2)Γ
2
= Ω2par(H2,C)⊗C[Γ2] Vk1,k2
= {ω ∈ Ω2par(H2, Vk1,k2) tel que (ψ∗γω)|γ = ω pour tout γ ∈ Γ2}
= {ω ∈ Ω2par(H2, Vk1,k2);ω(γ1.z1, γ2.z2, X1|γ1 , X2|γ2) = ω(z1, z2, X1, X2),∀(γ1, γ2) ∈ Γ2}.
Alors on a le lemme essentiel suivant :
Lemme 3.11. Soit ω ∈ Ω2par(H2, Vk1,k2)Γ2 ve´rifiant dω = ϕ∗0ω = ϕ∗1ω = ϕ∗2ω = 0 alors, on a :
ω ∈ Ωk1,k2 = ΩQk1,k2 ⊗ C. (3.37)
De´monstration. En effet, une 2-forme harmonique et exacte sur H2 s’e´crit comme somme de
six termes :
F1(z1, z¯1)dz1 ∧ dz¯1 + F2(z1, z2)dz1 ∧ dz2 + F3(z1, z¯2)dz1 ∧ dz¯2
F4(z¯1, z2)dz¯1 ∧ dz2 + F5(z¯1, z¯2)dz¯1 ∧ dz¯2 + F6(z2, z¯2)dz2 ∧ dz¯2,
ou` Fj : H2 → Vk1,k2 , pour j = 1...6, sont des applications holomorphes en les deux variables de
sortes a` obtenir des 2-formes exactes.
La condition 0 = ϕ∗0ω = F1(z, z¯)dz∧dz¯ donne l’annulation des 2-formes invariantes par Γ2 :
fl1(z1)gl2(z¯1)(X1 − z1)a(X1 − z¯1)b(z1 − z¯1)cdz1 ∧ dz¯1P (X2),
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ou` a+ b = k1 − 2, l1 = a+ c+ 2 et l2 = b+ c+ 2 est une de´composition en entiers, (fl1 , gl2) ∈
Ml1 ×Ml2 et P ∈ V Γk2 . Ce dernier nul car k2 > 2.
De meˆme, la condition 0 = ϕ∗2ω = F6(z, z¯)dz ∧ dz¯ donne l’annulation des 2-formes invariantes
par Γ2 :
P (X1)fl1(z2)gl2(z¯2)(X2 − z2)a(X2 − z¯2)b(z2 − z¯2)cdz2 ∧ dz¯2,
ou` a+ b = k2 − 2, l1 = a+ c+ 2 et l2 = b+ c+ 2 est une de´composition en entiers, (fl1 , gl2) ∈
Ml1 ×Ml2 et P ∈ V Γk1 . De la meˆme manie`re, nul car k1 > 2.
La condition 0 = ϕ∗1ω = [F3(z, z¯)− F4(z¯, z)] dz ∧ dz¯ permet d’obtenir l’annulation des termes
croise´s invariants par Γ2 de la forme :
f1(z1)(X1−z1)k1−2g2(z¯2)(X2− z¯2)k2−2dz1∧dz¯2 +g1(z¯1)(X1− z¯1)k1−2f2(z2)(X2−z2)k2−2dz¯1∧dz2,
ou` f1, g1 ∈Mk1 et f2, g2 ∈Mk2 . Pour pouvoir se´parer les termes par annulation des coefficients
des monoˆmes en X1 et X2 et ainsi de´duire l’annulation de F3 et F4, il suffit d’avoir k1 + k2 > 4
qui est vrai par hypothe`se.
Il reste donc plus que les termes invariants par Γ2 de la forme :
f1(z1)(X1−z1)k1−2f2(z2)(X2−z2)k2−2dz1∧dz¯2 +g1(z¯1)(X1− z¯1)k1−2g2(z¯2)(X2− z¯2)k2−2dz¯1∧dz¯2,
avec f1, g1 ∈ Mk1 et f2, g2 ∈ Mk2 . L’annulation sur le bord ∂H2 donne alors le caracte`re
parabolique des quatre formes modulaires. En effet, en prenant la limite pour z1 → i∞, on
obtient :
0 = a0(f1)f2(z2)(X2 − z2)k2−2dz2 + a0(g1)g2(z¯2)(X2 − z¯2)k2−2dz¯2.
C’est a` dire f1 et g1 sont paraboliques. Et on obtient ainsi bien toutes les formes diffe´rentielles
de Ωk1,k2 .
Proposition 3.12. On a les inclusions des ide´aux :
I2 ⊂ ˜J (k1, k2). (3.38)
De´monstration. On remarque que pour tout 0 ≤ j ≤ 2, {ϕ∗jω = 0}⊥ = ϕj(Mpte2 (H,Z)).
Par ailleurs, on a {dω = 0}⊥ = Im(δ3) = Ker(δ2). Et ainsi :
Ker(δ2) +
2∑
j=0
ϕj(M
pte
2 (H,Z)) ⊂ {ϕ∗0ω = ϕ∗1ω = ϕ∗2ω = dω = 0}⊥ ⊂ Ω⊥k1,k2 .
On utilise alors l’invariance de Ω⊥k1,k2 par Γ
2 en prenant la somme suivante :
∑
γ∈Γ2
ψγ
(
Ker(δ2) +
2∑
j=0
ϕj(M
pte
2 (H,Z))
)
⊂ Ω⊥k1,k2 .
On a ψγ(Ker(δ2)) = Ker(δ2) et ainsi pour tout g ∈ Z[Γ2] :
gτ2 ∈ Ker(δ2) +
∑
γ∈Γ2
2∑
j=0
ψγϕj(M
pte
2 (H,Z))
⇔ gδ2τ2 = δ2(gτ2) ∈ H0 +D0 + V 0.
Ce qui conclut bien la de´monstration par de´finition des ide´aux.
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3.2 Calcul de l’ide´al des relations I2
3.2.1 De´composition en fonction de I1
On peut de´composer δ2τ2 en fonction de τ1. Ceci permet de lier les calculs de I1 et I2.
Proposition 3.13. La 1-chaˆıne δ2τ2 est la somme alterne´e de trois 1-cycles de M
pte
1 (H2,Z) :
δ2τ2 = HId(τ1)−DId(τ1) + VId(τ1). (3.39)
De´monstration. Les bords d’une 2-chaine sont donne´s par la formule
∑2
j=0(−1)jδj2 ou` δj2 consiste
a` imposer tj = 0, ainsi le bord de τ2 est de´termine´ par :
τ2(0, t1, t2) = (i∞,−i log(t1)) = (i∞, τ1(t1, t2)) ,
τ2(t0, 0, t2) = (−i log(t0),−i log(t0)) = (τ1(t0, t2), τ1(t0, t2)) ,
et τ2(t0, t1, 0) = (−i log(t0), 0) = (τ1(t0, t1), 0) .
Ce qui donne le re´sultat apre`s re´criture.
Notons Γi∞ et Γ0 les sous-groupes de Γ stabilisant les pointes i∞ et 0 respectivement.
Lemme 3.14. a) L’action de Γ2 sur Mpte1 (H2,Z) respecte les ensembles H, D et V et on a :
(γ1, γ2).Hg(c) = Hγ2g(γ1.c), (3.40)
(γ1, γ2).Vg(c) = Vγ1g(γ2.c), (3.41)
et (γ1, γ2).Dg(c) = Dγ2gγ−11 (γ1.c). (3.42)
b) L’action de Γ scinde chacun des C-espaces vectoriels :
H =
⊕
g∈Γ/Γi∞
Hg(M
pte
1 (H,Z)), (3.43)
V =
⊕
g∈Γ/Γ0
Vg(M
pte
1 (H,Z)), (3.44)
et D =
⊕
g∈Γ
Dg(M
pte
1 (H,Z)). (3.45)
c) Ces sous-groupes sont deux a` deux disjoints.
De´monstration. La de´monstration de a) consiste a` re´crire la de´finition des objets.
Pour de´montrer b), il suffit de montrer que les espaces sont deux a` deux disjoints car la famille
des espaces est ge´ne´ratrice par de´finition. Or les e´quations suivantes se re´solvent :
(g1.i∞, c1) = (g2.i∞, c2)⇒ g1 ∈ g2Γi∞,
(c1, g1.0) = (c2, g2.0)⇒ g1 ∈ g2Γ0,
et (c1, g1.c1) = (c2, g2.c2)⇒ g1 = g2.
La de´monstration de c) provient de la re´solution des syste`mes du type :
(g1.i∞, c1(t0, t1)) = (c2(t0, t1), g2.0),∀(t0, t1) ∈ ∆1 pour V ∩H,
(g1.i∞, c1(t0, t1)) = (c2(t0, t1), g2.c2(t0, t1)),∀(t0, t1) ∈ ∆1 pour V ∩D,
et (c1(t0, t1), g1.c1(t0, t1)) = (c2(t0, t1), g2.0),∀(t0, t1) ∈ ∆1 pour D ∩H.
fixant dans chaque cas les chemins c1 et c2 comme e´tant constant. Donc la classe de (c1, c2) est
nulle dans Mpte1 (H2,Z).
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On de´finit les ide´aux annulateurs des chemins transverses par :
IH = {g ∈ Z[Γ2] tel que g.Hid({i∞, 0}) ∈ H0}, (3.46)
IV = {g ∈ Z[Γ2] tel que g.Vid({i∞, 0}) ∈ V 0}, (3.47)
et ID = {g ∈ Z[Γ2] tel que g.Did({i∞, 0}) ∈ D0}. (3.48)
Proposition 3.15. L’ide´al a` gauche I2 de Z[Γ2] est de´termine´ par l’intersection des ide´aux
annulateurs de ces trois segments :
I2 = IH ∩ IV ∩ ID. (3.49)
De´monstration. L’inclusion IH ∩ IV ∩ ID ⊂ I2 est une conse´quence directe de la de´composition
de δ2τ2 vu en (3.39). Re´ciproquement, soit g ∈ I2 alors g.δ2τ2 ∈ (H0 + V 0 +D0). On a :
g.Hid({i∞, 0}) = g.δ2τ2 − g.Vid({i∞, 0}) + g.Did({i∞, 0}) ∈ H ∩
(
H0 + V +D
)
.
car ils sont stables par les chaˆınes transverses sont stables par Γ. Puis on a :
H ∩ (H0 + V +D) = H0 + (H ∩ V ) + (H ∩D) = H0.
En effet, les Z-modules H, V et D sont 2 a` deux disjoints. De plus, ils sont sans torsions donc
quitte a` prendre les Q-espaces vectoriels associe´s, on obtient bien l’e´galite´. Et ainsi on obtient
g ∈ IH . Ce raisonnement se syme´trise et on obtient bien le re´sultat.
3.2.2 Calcul de IH , IV et ID
De´terminons IH , IV et ID par calcul direct.
Proposition 3.16. Ces ide´aux sont de type fini et on a :
IH =
(
(1 + S, 1), (1 + U + U2, 1), (1, 1− T )
)
, (3.50)
IV =
(
(1, 1 + S), (1, 1 + U + U2), (1− US, 1)
)
, (3.51)
et ID =
(
(1, 1) + (S, S), (1, 1) + (U,U) + (U2, U2)
)
. (3.52)
De´monstration. Commenc¸ons par le calcul de IH . Soit
∑
i λi(γ
i
1, γ
i
2) ∈ Z[Γ2]. Son action sur
Hid({i∞, 0}) s’exprime ainsi :∑
i
λi(γ
i
1, γ
i
2).Hid({i∞, 0}) =
∑
i
λiHγi2(γ
i
1.{i∞, 0}) par (3.40).
Supposons cet e´le´ment dans IH alors :
∑
g∈Γ/Γi∞
∑
γi2∈gΓi∞
λiHg(γ
i
1.{i∞, 0}) =
∑
g∈Γ/Γi∞
Hg
 ∑
γi2∈gΓi∞
λiγ
i
1.{i∞, 0}
 ∈ H0
Les espaces Hg(M1(H,Z)) sont en somme directe d’apre`s (3.43). Donc pour chaque orbite
gΓi∞ ∈ Γ/Γi∞, on a :
Hg
 ∑
γi2∈gΓi∞
λiγ
i
1.{i∞, 0}
 ∈ H0,
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et ainsi, on obtient :
δ1
∑
γi2∈gΓi∞
λiγ
i
1.{i∞, 0} =
∑
γi2∈gΓi∞
λiγ
i
1.δ1{i∞, 0} = 0.
On de´duit alors
∑
γi2∈gΓi∞ λiγ
i
1 ∈ I1 = (1 + S, 1 + U + U2). De plus, le stabilisateur de la
pointe i∞ dans Γ est :
Γi∞ =< T a >a∈Z ou` T = ( 1 10 1 ) = U
2S.
On obtient ainsi :
IH =
(
(1, 1) + (S, T a), (1, 1) + (U, T a) + (U2, T b)
)
a,b∈Z
Cet ide´al est en faite de type fini. Les relations de Manin agissant sur le premie`re coordonne´es
et la stabilite´ de la pointe i∞ sur la seconde, on peut les scinder suivant :
(1, 1) + (S, T a) = (1 + S, 1)− (S, 1− T a),
et (1, 1) + (U, T a) + (U2, T b) = (1 + U + U2, 1)− (U, 1− T a)− (U2, 1− T b).
Et donc les e´le´ments (1 + S, 1), (1 + U + U2, 1 et (1, 1− T ) engendre IH .
De la meˆme manie`re, on re´duit le calcul de IV a` celui du stabilisateur de 0 :
Γ0 =< (US)
a >a∈Z ou` US = ( 1 01 1 ) .
On en de´duit :
IV =
(
(1, 1) + ((US)a, S), (1, 1) + ((US)a, U) + ((US)b, U2)
)
a,b∈Z
Une re´criture de cette famille de ces ge´ne´rateurs donne de la meˆme manie`re le re´sultat.
Pour le calcul de ID, on rappel que (γ1, γ2).DI(c) = Dγ2γ−11 (γ1.c). On peut alors re´duire
l’action de Z[Γ2] a` celle de Z[Γ] via :
∑
λi(γ
i
1, γ
i
2).DI({i∞, 0}) =
∑
g
Dg
 ∑
g=γ2γ
−1
1
λiγ
i
1.{i∞, 0}
 .
Il suffit dans ce cas de faire agir de manie`re diagonale I1 pour obtenir le re´sultat.
Dans la suite, nous conside`rerons les parties paire et impaire du polynoˆme des bipe´riodes.
Ainsi on s’inte´ressera a` l’action par conjugaison de ε =
( −1 0
0 1
)
. Notons c+ = idΓ et c− : g 7→ εgε.
Posons pour tout choix de signes (1, 2) ∈ {±1}2, et toute partie I ⊂ Z[Γ2] :
I(1,2) = (c1 × c2) (I). (3.53)
Proposition 3.17. Les conjugaisons de IH et IV n’apportent pas de nouveaux termes :
IH = I
(+,+)
H = I
(−,+)
H = I
(+,−)
H = I
(−,−)
H , (3.54)
et IV = I
(+,+)
V = I
(−,+)
V = I
(+,−)
V = I
(−,−)
V . (3.55)
La conjugaison de ID donne lieu a` de nouveaux termes :
ID = I
(+,+)
D = I
(−,−)
D =
(
(1, 1) + (S, S), (1, 1) + (U,U) + (U2, U2)
)
, (3.56)
et I
(−,+)
D = I
(+,−)
D =
(
(1, 1) + (S, S), (1, 1) + (U, V ) + (U2, V 2)
)
, (3.57)
ou` V =
(
0 −1
1 1
)
= εUε = SU2S.
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De´monstration. Dans le cas de IH , les conjugaisons non triviales des ge´ne´rateurs sont :
(ε, 1)(1 + S, 1)(ε, 1) = (1 + S−1, 1) = (1 + S, 1) ∈ IH ,
(ε, 1)(1 + U + U2, 1)(ε, 1) = (1 + SU2S + SUS, 1)
= (S, 1)(1 + U + U2, 1)(1 + S, 1)− (S, 1)(1 + U + U2, 1) ∈ IH ,
et (1, ε)(1, 1− T )(1, ε) = (1, 1− T−1) = −(1, T−1)(1, 1− T ) ∈ IH .
Pour IV , les deux premiers ge´ne´rateurs se traitent de la meˆme manie`re par syme´trie et on a :
(ε, 1)(1− US, 1)(ε, 1) = (1, 1− (US)−1) = −(1, (US)−1)(1, 1− US) ∈ IV .
Pour ID, (1, 1) + (S, S) est stabilise´ par les conjugaisons et celles de (1, 1) + (U,U) + (U
2, U2)
apporte de nouveaux termes a` savoir ceux engendre´s par (1, 1)+(U, V )+(U2, V 2). Cet e´le´ment
n’appartient pas a` ID car :[
(1, 1) + (U, V ) + (U2, V 2)
]
Did(τ1) = Did(τ1) +DV U−1(Uτ1) +DV 2U−2(U
2τ1).
Cet e´le´ment est non nul car il est somme de trois e´le´ments non nuls et libres entre eux d’apre`s
(3.45). De plus, la conjugaison des deux coordonne´es est bien stabilise´e :
(ε, ε)
[
(1, 1) + (U,U) + (U2, U2)
]
(ε, ε) = (S, S)
[
(1, 1) + (U2, U2) + (U,U)
]
(S, S)
= (S, S)
[
(1, 1) + (U,U) + (U2, U2)
]
[(1, 1) + (S, S)]−(S, S) [(1, 1) + (U,U) + (U2, U2)] ∈ ID.
3.2.3 Cohomologie relative de SL2(Z)2
Dans le cas d’une forme modulaire, on pouvait oublier l’espace H en e´tudiant uniquement
l’action de Γ sur les pointes. On rappelle brie`vement cette construction pour ensuite la ge´ne´-
raliser au cas de l’action de Γ2 sur H2.
On de´finit le groupe Z[P1(Q)]0 des 1-chaines ferme´es comme e´tant le noyau de l’application :
Z[P1(Q)]→ Z,
∑
i
λipi 7→
∑
i
λi.
Le The´ore`me de Manin donne alors la surjectivite´ de l’application :
Θ1 : Z[Γ]→ Z[P1(Q)]0, γ → (γ.i∞)− (γ.0).
Le noyau de cette application est l’ide´al I1 des relations de Manin.
Construction du groupe formel des 2-chaˆınes
Notons P2 = P1(Q)
2
les sommets de H2. On dispose des applications de bord :
δm : Z[Pm+12 ]→ Z[Pm2 ], ((p1, q1), ..., (pm+1, qm+1)) 7→
m+1∑
j=1
(−1)j(..., (pj−1, qj−1), (pj+1, qj+1), ...).
On ve´rifie simplement que δm ◦ δm+1 = 0 et on a meˆme l’exactitude de la suite longue :
...
δm+1−→ Z[Pm+12 ] δm−→ Z[Pm2 ]
δm−1−→ ... δ1−→ Z[P2] δ0−→ Z −→ 0.
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Ceci permet de de´finir pour tout entier m ≥ 1 le sous-groupe :
Z[Pm2 ]0 = Ker(δm−1) = Im(δm). (3.58)
Pour 0 ≤ j ≤ 2, on dispose de la famille d’applications ϕgj : H → H2 de´pendant d’un
parame`tre g ∈ Γ par :
ϕg0(z) = (g.i∞, z), ϕg1(z) = (z, g.z) et ϕg2(z) = (z, g.0).
On a vu que les cycles contenus dans les sous-espaces transverses, image de ϕgj , ame`ne des
annulations. Nous allons donc quotienter par ces cycles. Ce sont ceux de la forme :
ϕgj (c), pour c ∈ Z[Pm1 ]0, j = 0, 1, 2 et g ∈ Γ.
Posons Z[Pm2 ]0j =
∑
g∈Γ ϕ
g
j (Z[Pm1 ]0) ⊂ Z[Pm2 ]0.
On de´finit alors le groupe quotient :
Hm(P2) = Z[Pm2 ]0/
(
2∑
j=0
Z[Pm2 ]0j
)
. (3.59)
Proposition 3.18. L’action de Γ2 sur P2 se transmet diagonalement aux groupes Z[Pm2 ]. Cette
action passe alors au quotient sur Hm(P2).
De´monstration. Pour de´finir l’action de Γ2 sur Hm(P2), il faut ve´rifier que l’action sur Z[Pm2 ]
fixe les espaces Z[Pm2 ]0 et Z[Pm2 ]0j pour tout j. Or on peut mettre en e´vidence les relations :
δm((γ1, γ2).(p1, q1), ..., (γ1, γ2)(pm+1, qm+1)) = (γ1, γ2)δm((p1, q1), ..., (pm+1, qm+1)),
et ϕgj (γz) =

(gi∞, γz) = (g, γ).ϕId0 (z) si j = 0,
(γz, gγz) = (γ, gγ).ϕId1 (z) si j = 1,
(γz, g0) = (γ, g).ϕId2 (z) si j = 2.
qui de´montrent la stabilite´ des sous-groupes.
Le triangle fondamental
On construit un e´le´ment T2 de Z[P 32 ] associe´e a` τ2 donne´ par :
T2 = [(i∞, i∞), (i∞, 0), (0, 0)] (3.60)
et ainsi : δ2T2 = [(i∞, 0), (0, 0)]− [(i∞, i∞), (0, 0)] + [(i∞, i∞), (i∞, 0)].
On notera ∂T2 la classe de δ2T2 dans H2(P2).
De´finissons le morphisme de Z[Γ2]-modules :
Θ2 : Z[Γ2]→ H2(P2), (γ1, γ2) 7→ (γ1, γ2).∂T2.
Proposition 3.19. Le noyau de Θ2 est l’ide´al a` gauche I2.
Son image, que nous noterons H2(P2)
0, est l’ensemble des classes des chaˆınes engendre´es par
celles de la forme :
δ2[(a, g.a), (a, g.b), (b, g.b)] ou` a, b ∈ P1(Q) et g ∈ Γ.
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De´monstration. Par de´finition de I2 et la correspondance donne´e pour tout entier m ≥ 0 :
Mptem (H2,Z)→ Z[Pm+12 ], C 7→ (C(e0), ..., C(em)) ,
permet d’obtenir par simple re´criture des objets I2 = Ker(Θ2).
Pour calculer l’image de l’application, on choisit un e´le´ment qui admet pour repre´sentant :
δ2[(a, g.a), (a, g.b), (b, g.b)] avec a, b ∈ P1(Q), g ∈ Γ.
Alors on peut commencer par remarquer qu’il est image de la multiplication par (1, g) de :
δ2[(a, a), (a, b), (b, b)]
Puis on e´crit comme dans le cas classique une suite fini de matrice γi ∈ Γ telle que :
a = γ1.i∞→ γ1.0 = γ2.i∞→ ...→ γN−1.0 = γN .i∞→ γN .0 = b,
ceci se fait de manie`re constructive graˆce aux fractions continues.
Il nous suffit alors de montrer le re´sultat de de´composition suivante pour N = 2 :
δ2[(g1.i∞, g1.i∞), (g1.i∞, g2.0), (g2.0, g2.0)] = [(g1, g1) + (g2, g2) + (g1, g2) + (g1S, g2S)].∂T2
En effet, il suffit de simplifier le terme de droite qui est la classe dans H2(P2) du bord d’un
triangle qui se de´compose simplement en quatre triangles :
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
g1i∞ g10 = g2i∞ g20
g1i∞
g10 = g2i∞
g20
δ2[(g1.i∞, g1.i∞), (g1.i∞, g1.0), (g1.0, g1.0)]
+δ2[(g2.i∞, g2.i∞), (g2.i∞, g2.0), (g2.0, g2.0)]
+δ2[(g1.i∞, g2.i∞), (g1.i∞, g2.0), (g1.0, g2.0)]
+δ2[(g1S.i∞, g2S.i∞), (g1S.i∞, g2S.0), (g1S.0, g2S.0)].
Ce re´sultat peut s’ite´rer sur la famille des γ1, ..., γN et on obtient bien alors un e´le´ment de
Z[Γ2]∂T2 l’image de Θ2.
Pour de´montrer que le noyau de Θ2 est I2, on utilise la formule de construction :
I2 = IH ∩ ID ∩ IV .
et on ve´rifie que chacun de ces ide´aux annulent tour a` tour les coˆte´s de :
δ2T2 = [(i∞, i∞), (i∞, 0)]− [(i∞, i∞), (0, 0)] + [(i∞, 0), (0, 0)],
modulo
∑2
j=0 Z[Pm2 ]0j .
L’application Θ2 n’est pas surjective et on peut de´terminer plus pre´cise´ment H2(P2)
0 :
Proposition 3.20. Le sous-groupe H2(P2)
0 est celui des 2-chaˆınes transverses :
H2(P2)
0 =
[(∑
j,g
ϕgj (Z[P 21 ])
)
∩ Z[P 22 ]0
]
/
∑
j,g
ϕgj (Z[P 21 ]0) (3.61)
∼= (H +D + V )0/(H0 +D0 + V 0).
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De´monstration. On commence par montrer que les ge´ne´rateurs sont dans l’espace transverse :
δ2[(a, g.a), (a, g.b), (b, g.b)] = [(a, ga), (a, gb)]− [(a, ga), (b, bg)] + [(a, gb), (b, gb)] ∈ Z[P 22 ]0
ve´rifie les appartenance :
[(a, ga), (a, gb)] = ϕa0({ga, gb}) ∈ ϕa0(Z[P 21 ])
[(a, ga), (b, gb)] = ϕg1({a, b}) ∈ ϕg1(Z[P 21 ])
[(a, gb), (b, gb)] = ϕgb2 ({a, b}) ∈ ϕgb2 (Z[P 21 ])
Pour de´montrer, l’inclusion re´ciproque on donne un algorithme de de´composition de l’espace
H2(P2) en triangle simple.
Proposition 3.21. Les cycles de H2(P2) peuvent eˆtre de´compose´s comme combinaison d’une
famille plus simple les cycles de la forme :
δ2[(a, g.a), (a, g.b), (c, g.b)] ou` a, b, c ∈ P1(Q) et g ∈ Γ.
De´monstration. On choisi un repre´sentant d’une classe de H2(P2) :
δ2[(a1, a2), (b1, b2), (c1, c3)] ∈ Z[P 22 ]0.
Pour le re´duire, on va trianguler pour obtenir une combinaison d’e´le´ment de la forme :
δ2[(α1, α2), (α1, β2), (β1, β2)].
Ils sont bien de la forme voulue car si on e´crit α1 = g1.i∞ et α2 = g2i∞ alors on obtient :
= δ2[(α1, g2g
−1
1 .α1), (α1, g2g
−1
1 .b), (g2g
−1
1 .c, g2g
−1
1 .b)].
Pour trianguler, il nous suffit d’utiliser le fait que δ2 ◦ δ3 = 0 en ajoutant une quatrie`me pointe.
Si on adjoint le point (a1, b2), on obtient :
0 = δ2 ◦ δ3[(a1, a2), (a1, b2), (b1, b2), (c1, c2)]
= δ2[(a1, b2), (b1, b2), (c1, c2)]− δ2[(a1, a2), (b1, b2), (c1, c2)]
+ δ2[(a1, a2), (a1, b2), (c1, c2)]− δ2[(a1, a2), (a1, b2), (b1, b2)].
Ceci permet d’obtenir une re´e´criture de δ2[(a1, a2), (b1, b2), (c1, c2)] :
= δ2[(a1, b2), (b1, b2), (c1, c2)] + δ2[(a1, a2), (a1, b2), (c1, c2)]− δ2[(a1, a2), (a1, b2), (b1, b2)].
Le troisie`me terme est de la forme voulue et les deux premiers ne de´pendent plus que de cinq
pointes.
Ils se re´duisent tout les deux de la meˆme manie`re. Par exemple, pour calculer δ2[(a1, b2), (b1, b2), (c1, c2)]
on peut ajouter (c1, b2) donnant :
= δ2[(c1, b2), (b1, b2), (c1, c2)] + δ2[(a1, b2), (c1, b2), (c1, c2)]− δ2[(a1, b2), (c1, b2), (b1, b2)].
Le premier et deuxie`me termes sont de la forme attendue. Le dernier est en faite un triangle a`
bord transverse :
δ2[(a1, b2), (c1, b2), (b1, b2)] = ϕ
b2
2 (δ2[a1, c1, b1]) ∈ Z[P 22 ]02,
et donc est nulle dans H2(P2).
On peut de´sormais comple´ter la de´monstration pre´ce´dente. Supposons que la 2-chaˆıne ob-
tenue appartient a` H2(P
2
2 )
0 alors δ2[(a, ga), (a, gb), (c, gb)] a deux de ces coˆte´s dans l’espace
transverse imposant le troisie`me [(a, ga), (c, gb)] ∈ ∑j,g ϕgj (Z[P 21 ]) c’est a` dire c ∈ {a, b}. Ceci
donne bien l’inclusion manquante.
Remarque 3.22. On dispose alors d’une suite exacte de´composant Z[Γ2] :
0→ I2 → Z[Γ2] Θ2→ H2(P 22 )0 → 0. (3.62)
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Inde´pendance du poids de l’ide´al annulateur
On dispose de´sormais de tous les outils pour de´montrer le re´sultat suivant :
The´ore`me 3.23. Pour tout poids k1, k2, on a :
V Qk1,k2 [I2] = V Qk1,k2 [J (k1, k2)] + EQk1,k2 . (3.63)
Dans la suite, nous noterons WQk1,k2 ce sous-espace de V
Q
k1,k2
dont l’extension au corps des
complexes contient Perk1,k2.
De´monstration. Rappelons la de´finition de EZk1,k2 :
EZk1,k2 = V
Z
k1,k2
[IH ] + V
Z
k1,k2
[ID] + V
Z
k1,k2
[IV ].
On a de´montrer dans la Proposition 3.12 que l’ide´al a` gauche I2 est inclus dans ˜J (k1, k2).
D’autre la Proposition 3.15, montre que I2 est inclus dans les ide´aux IH , ID et IV par construc-
tion. On en de´duit l’inclusion des groupes :
V Zk1,k2 [J (k1, k2)] + EZk1,k2 ⊂ V Zk1,k2 [I2].
Comme dans le cas n = 1, on va montrer que ces groupes engendrent des Q-espaces vectoriels
de meˆme dimension. Conside´rons l’application :
Θ2 ⊗Q[Γ2] V Qk1,k2 : V Qk1,k2 →
(
H2(P2)
0 ⊗Q[Γ2] V Qk1,k2
)
, P 7→ (∂T2)⊗ P,
ou` l’invariance par γ ∈ Q[Γ2] est donne´e par (γC)⊗ P |γ = C ⊗ P .
Or les repre´sentations Γ→ GL(Vkj) e´tant irre´ductible, on de´duit la surjectivite´ de Q[Γ]→
EndQ(V
Q
kj
) puis celle de Q[Γ2]→ EndQ(V Qk1,k2). Donc V Qk1,k2 est un Q[Γ2]-module simple. Ainsi
la suite exacte (3.62) reste exacte apre`s tensorisation par V Qk1,k2 :
0→ V Qk1,k2|I˜2 → V
Q
k1,k2
→ (H2(P2)0 ⊗Q[Γ2] V Qk1,k2)→ 0. (3.64)
D’une part, on dispose de l’application biline´aire syme´trique, non de´ge´ne´re´e et invariante
par Γ2 :
V Qk1,k2 × V Qk1,k2 → Q,
induite par celles introduites dans la Remarque 1.21 du chapitre 1 : V Qkj × V Qkj → Q invariante
par Γ. Elle donne la dualite´ des Q-espaces V Qk1,k2|I˜2 et V
Q
k1,k2
[I2] et ainsi :
dimQ
(
V Qk1,k2 [I2]
)
+ dimQ(V
Q
k1,k2
|I˜2) = dimQ(V
Q
k1,k2
).
D’autre part, on a :
H2(P2)
0 ∼= (H +D + V )0/(H0 +D0 + V 0)
= {dω = ϕ∗0ω = ϕ∗1ω = ϕ∗2ω = 0}⊥/
(
2∑
j=0
{dω = ϕ∗jω = 0}⊥
)
.
Or l’accouplement, Ω2par ×Mpte2 → C permet d’avoir les re´sultats de dualite´s :
J (k1, k2) = {g ∈ Z[Γ2]; g˜τ2 ∈ Ω⊥k1,k2} et {dω = ϕ∗0ω = ϕ∗1ω = ϕ∗2ω = 0} ⊗Q[Γ2] V Qk1,k2 = Ωk1,k2 .
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Et d’autre part :
IH = {g ∈ Z[Γ2]; g˜τ2 ∈ Ωk1,k2(IH)⊥} ou` Ωk1,k2(IH) = {dω = ϕ∗0ω = 0} ⊗Q[Γ2] V Qk1,k2 ,
ID = {g ∈ Z[Γ2]; g˜τ2 ∈ Ωk1,k2(ID)⊥} ou` Ωk1,k2(ID) = {dω = ϕ∗1ω = 0} ⊗Q[Γ2] V Qk1,k2 ,
IV = {g ∈ Z[Γ2]; g˜τ2 ∈ Ωk1,k2(IV )⊥} ou` Ωk1,k2(IV ) = {dω = ϕ∗2ω = 0} ⊗Q[Γ2] V Qk1,k2 .
Ainsi en tensorisant H2(P2)
0 par V Qk1,k2 comme un Q[Γ
2]-module, on obtient :
H2(P2)
0 ⊗Q[Γ2] V Qk1,k2 = V Qk1,k2 [J (k1, k2)] + EQk1,k2 . (3.65)
L’exactitude de la suite donne dimQ
(
V Qk1,k2 [J (k1, k2)] + EQk1,k2
)
+dimQ(V
Q
k1,k2
|I˜2) = dimQ(V
Q
k1,k2
)
et ainsi de´montre le the´ore`me.
3.2.4 Une famille finie de ge´ne´rateurs de I2
I2 est de type fini
Nous montrons que l’ide´al I2 est engendre´ par des combinaisons line´aires a` support dans
l’ensemble fini :
(U i1 , U i2)(S, S)δ pour (i1, i2) ∈ (Z/3Z)2 et δ ∈ Z/2Z.
Pour cela, nous allons introduire une hauteur sur H2(P
2
2 )
0 associe´e a` une distance de P1(Q)
invariante par SL2(Z).
De´finissons l’application d : P1(Q)× P1(Q)→ Z≥0 en posant pour a 6= b ∈ P1(Q) :
d(a, b) = min{N ∈ N tel qu’il existe γ1, ..., γN ∈ SL2(Z) ve´rifiant a = γ1i∞, γ10 = γ2i∞, ..., γN0 = b},
(3.66)
et d(a, a) = 0.
Proposition 3.24. L’application d est une distance invariante par PSL2(Z), au sens ou` pour
tout a, b, c ∈ P1(Q) et γ ∈ PSL2(Z) :
d(a, b) = d(b, a), d(a, b) = 0⇔ a = b,
d(a, c) ≤ d(a, b) + d(b, c) et d(γa, γb) = d(a, b).
Remarque 3.25. 1) Pour la suite, on appellera chaˆıne une telle suite de matrices et on notera :
a = γ1i∞ γ1→ γ10 γ2→ ...γN i∞ γN→ γN0 = b. (3.67)
On appellera longueur de la chaˆıne le nombreN de matrices. Les chaˆınes de longueurs minimales
reliant deux points a et b de´terminent ainsi la distance d(a, b).
2) L’application d est la distance associe´e au graphe oriente´ G1 dont l’ensemble des sommets
est P1(Q) et l’ensemble des arreˆtes est PSL2(Z). En effet, pour tout a/b, c/d ∈ P1(Q), on a :
d(a/c, b/d) = 1⇔ ( a bc d ) ∈ PSL2(Z)⇔
(
b −a
d −c
) ∈ PSL2(Z). (3.68)
Ainsi toute paire de sommet de ce type est relie´ par les matrices ( a bc d ) et
(
b −a
d −c
)
. Nous repre´-
sentons ceci sur le sche´ma suivant ou` chaque trait repre´sentent ainsi deux arreˆtes oriente´es aller
et retour.
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3) La valence de chaque sommet est infinie. Les proprie´te´s de la distance donne´es par la
Proposition se traduisent sur le graphe par sa connexite´ et son invariance sous l’action de Γ.
De´monstration. Tout d’abord cette application est bien de´finie car le de´veloppement en fraction
continue donne l’existence d’une chaˆıne de longueur finie liant 0 a` tout point de P1(Q).
La condition de se´paration est purement formelle, les chaˆınes de longueur 0 sont a = b.
Soient a, b ∈ P1(Q). Si d(a, b) = N alors il existe une chaˆıne minimale : a γ1→ ... γN→ b. Elle nous
permet de construire la chaˆıne : b = γNSi∞ γNS→ ... γ1S→ γ1S0 = a.
Ceci de´montre que d(b, a) ≤ d(a, b) et donc on obtient l’e´galite´ en syme´trisant.
Soient a, b, c ∈ P1(Q). On peut concate´ner deux chaˆınes : a γ1→ ... γd(a,b)→ b γ
′
1→ ... γ
′
d(b,c)→ c.
On obtient une chaˆıne de longueur d(a, b) + d(b, c) et ainsi d(a, c) ≤ d(a, b) + d(b, c).
Soit g ∈ SL2(Z). Les chaˆınes : a γ1→ ... γN→ b se translate en : ga gγ1→ ...
gγd(a,b)→ gb.
Ceci donne d(ga, gb) ≤ d(a, b). Puis on applique ceci a` g−1 ∈ Γ et ga, gb ∈ P1(Q) pour obtenir
l’ine´galite´ inverse.
Ceci permet de de´composer l’espace image de Θ1 : Z[Γ]→ Z[P1(Q)]0 suivant une hauteur :
h : P1(Q)→ Z≥0, p 7→ max(d(p, i∞), d(p, 0)), (3.69)
en posant, pour tout entier M > 0 :
Z[P1(Q)]0M =
{∑
p
λp(p) ∈ Z[P1(Q)]0 tel que λp 6= 0⇒ h(p) ≤M
}
. (3.70)
De´finissons de´sormais les parties de P1(Q) :
B0 = {i∞, 0, 1,−1} = {p ∈ P1(Q) tel que h(p) ≤ 1},
B1 = {a/b; a < b et ab > 0}, B2 = {a/b; a > b et ab > 0},
B3 = {a/b; a < b et ab < 0} et B4 = {a/b; a > b et ab < 0}.
Ceci nous permet d’obtenir la partition suivante de P1(Q) :
P1(Q) = B0 unionsqB1 unionsqB2 unionsqB3 unionsqB4. (3.71)
De plus, les actions de S = ( 0 −11 0 ) et ε = (
−1 0
0 1 ) stabilisent B0 et e´changent les espaces
B1, B2, B3 et B4 selon :
B1 = εSB2 = εB3 = SB4.
L’ensemble B0 est l’ensemble des points de hauteur≤ 1. Pour tout j ∈ {1, 2, 3, 4}, l’ensemble
des voisins des sommets de Bj sur le graphe G1 est Bj ∪B0. On peut ainsi re´duire par syme´trie
l’e´tude du graphe a` l’e´tude de B1 ∪B0.
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Lemme 3.26. Soit p1/q1, p2/q2 ∈ B1 ve´rifiant d
(
p1
q1
, p2
q2
)
= 1. Alors il existe exactement deux
pointes a` distance 1 de p1/q1 et p2/q2 qui sont :
p1 − p2
q1 − q2 et
p1 + p2
q1 + q2
.
De plus, leurs hauteurs sont donne´es par :
h
(
p1 − p2
q1 − q2
)
≤ min
[
h
(
p1
q1
)
, h
(
p2
q2
)]
et h
(
p1 + p2
q1 + q2
)
= min
[
h
(
p1
q1
)
, h
(
p2
q2
)]
+ 1.
De´monstration. Posons γ = ( p1 p2q1 q2 ), afin d’obtenir p1/q1 = γi∞ et p2/q2 = γ0. L’hypothe`se
d
(
p1
q1
, p2
q2
)
= 1 se traduit par γ ∈ Γ et ainsi l’invariance de d par Γ se traduit par :
Les pointes a` distance 1 de γi∞ et γ0 sont γ(1) = p1+p2
q1+q2
et γ(−1) = p1−p2
q1−q2 .
Pour calculer leurs hauteurs, on commence par remarquer que pour tout α ∈ B1, h(α) =
d(i∞, α) et ainsi la pointe qui nous concerne apre`s translation par γ provient de γ(−q2
q1
) = i∞.
Or on sait que −q2
q1
∈ B3 ∪ B4 ∪ {−1}. Lorsque −q2q1 = −1 le re´sultat est ve´rifiable simplement
car d(−1, i∞) = d(−1, 0) = d(−1, 1) − 1. Sinon, par syme´trie entre p1/q1 et p2/q2, on peut
supposer −q2
q1
∈ B3 et on obtient :
d(
−q2
q1
,−1) ≤ d(−q2
q1
, 0) ≤ d(−q2
q1
, i∞) ≤ d(−q2
q1
, 1).
La premie`re ine´galite´ se traduit par h
(
p1−p2
q1−q2
)
≤ h
(
p1
q1
)
apre`s translation par γ. Par l’absurde,
on montre que parmi la deuxie`me et la troisie`me ine´galite´ au moins une est strict faute de
contredire le de´but du Lemme. Ainsi on obtient :
d(
−q2
q1
, 0) < d(
−q2
q1
, 1) ≤ d(−q2
q1
, 0) + d(0, 1) = d(
−q2
q1
, 0) + 1.
Ceci se translate par γ en h
(
p1+p2
q1+q2
)
= h
(
p1
q1
)
+ 1.
Nous avons de´sormais les outils pour montrer que I1 et I2 sont de type fini.
L’ide´al I1 est le noyau de l’application Θ1 : Z[Γ] → Z[P1(Q)]0. Un e´le´ment du groupe Γ
est une arreˆte oriente´e de G1 dont les extre´mite´s dans P1(Q) est donne´e par l’application Θ1.
Ainsi un e´le´ment du groupe Z[Γ] correspond a` un 1-cycle du graphe G1 et son image par Θ1
correspond a` son bord. Les chemins de I1, c’est-a`-dire annulant Θ1, sont ainsi les chemins
ferme´es de G1.
Pour un e´le´ment
∑
λγ[γ] ∈ Z[Γ], de´finissons son support la partie de P1(Q) donne´e par :
Supp(
∑
λγ[γ]) =
⋃
λγ 6=0
{γi∞, γ0}.
Notons C0(X) pour les 1-cycles ferme´es de G1 a` support dans X une partie de P1(Q) :
C0(X) = {g ∈ I1 tel que Supp(g) ⊂ X}.
La partition de P1(Q) (3.71) et les proprie´te´s d’invariances e´le´mentaires montrent que :
I1 ∼= C0(P1(Q)) = C0(B0 ∪B1) + C0(B0 ∪B2) + C0(B0 ∪B3) + C0(B0 ∪B4)
= C0(B0 ∪B1) + εS.C0(B0 ∪B1) + ε.C0(B0 ∪B1) + S.C0(B0 ∪B1).
Une me´thode de descente sur la hauteur donne alors :
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Proposition 3.27. L’ide´al I1 est engendre´ comme Z[Γ]-module par les chemins ferme´s de G1
a` support dans B0 :
I1 = Z[Γ].C0(B0) = Z[Γ](1 + S, 1 + U + U2). (3.72)
De´monstration. Soit g =
∑
µγ[γ] ∈ Ker(Θ1) tel que Supp(g) ⊂ B0 ∪B1.
Si g 6= 0, il existe un point du support p ∈ Supp(g) de hauteur maximale. Posons :
Rp =
∑
γ;p∈Supp([γ])
µγΘ1(γ) et Θ1(γ) = ±[(p)− (aγ)].
On va remplacer p pour re´duire la hauteur maximale du support. Pour γ1, γ2 distincts ve´rifiant
p ∈ Supp(γj), on peut supposer que Θ1(γ1) = p− a1 et Θ1(γ2) = p− a2 quitte a` changer γ par
γS et µγS = −µγ. On a a1 6= a2 donc d(a1, a2) ∈ {1, 2} et on distingue alors deux cas.
Si d(a1, a2) = 1 alors d’apre`s le Lemme 3.26, il existe une unique pointe q tel que p et
q soit a` distance 1 de a1 et a2. De plus, la hauteur de p e´tant maximal on obtient h(q) ≤
min [h(a1), h(a2)] < h(p).
Si d(a1, a2) = 2 alors la situation est analogue et a1 = α1/β1 est l’image de 1 et a2 = α2/β2
l’image de −1 par la matrice γ = ( α1+α2 α1−α2β1+β2 β1−β2 ). On obtient alors p ∈ {γ0, γi∞} car seules
deux pointes sont a` distance 1 des pointes 1 et −1 et notons q la seconde diffe´rente de p.
On obtient a` nouveau une configuration du type du Lemme 3.26. Et ainsi on a : h(q) + 1 =
max[h(a1), h(a2)] ≤ h(p).
Ainsi dans les deux cas, on a :
Θ1 ([γ1]− [γ2]) = (p− a1)− (p− a2) = (q − a1)− (q − a2) = Θ1 ([γ′1]− [γ′2]) .
Les relations reliant les chemins ces quatre matrices sont a` support dans un meˆme translate´
de B0. Et comme on a
∑
p∈Supp[γ] µγ = 0 alors on peut construire un e´le´ment R
′
p a` support de
hauteur infe´rieure tel que : Rp −R′p ∈ Z[Γ]C0(B0) et de´composer :
g =
∑
γ;p/∈Supp[γ]
µγ[γ] +R
′
p +
(
Rp −R′p
)
.
Le support de g e´tant fini on re´duit bien celui-ci a` une somme d’e´le´ments de ΓC0(B0) par
re´currence sur la hauteur maximale. On remarquera notamment que dans le de´roulement de
la de´monstration p n’est pas ne´cessairement l’unique e´le´ment de hauteur maximale. Mais cet
ensemble est fini et son cardinal diminue strictement car le seul point introduit ve´rifie h(q) <
h(p).
Par analogie, il est alors naturel d’introduire le graphe G2 dont les sommets sont P2 = P1(Q)2
et les areˆtes sont H∪D∪V . Un e´le´ment (γ1, γ2) ∈ Γ2 est identifie´ dans ce graphe par le triangle
oriente´ :
[(γ1.i∞, γ2.i∞), (γ1i∞, γ20), (γ10, γ20)].
Son bord est l’image par Θ2 c’est a` dire la somme des trois areˆtes oriente´es dans H2(P2)
0 :
[(γ1i∞, γ2i∞), (γ1i∞, γ20)] + [(γ1i∞, γ20), (γ10, γ20)] + [(γ10, γ20), (γ1i∞, γ2i∞)].
Le support d’un e´le´ment de g =
∑
λγ1,γ2(γ1, γ2) ∈ Z[Γ2] est la partie de P1(Q)2 de´finie par :
Supp(g) =
⋃
λγ1,γ2 6=0
{(γ1i∞, γ2i∞), (γ1i∞, γ20), (γ10, γ20)}.
Le sche´ma suivant fourni une repre´sentation de la partie de G2 a` support dans {i∞, 0, 1}2 ⊂ P2.
Pour une question de lisibilite´ nous avons repre´sente´ ici huit fois les meˆmes neuf points de P2
pour illustrer l’ensemble des recouvrement possibles de cette partie.
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L’ide´al I2 est le noyau de l’application Θ2 : Z[Γ2]→ H2(P2)0. Un e´le´ment de I2 correspond
donc a` une combinaison line´aire de triangles oriente´s dont les bords sont nuls. On notera
C02(X) ⊂ Z[Γ2] les tels recouvrements de 2-chaˆınes ferme´es a` support dans une partie X ⊂ P2.
La de´composition de P1(Q) nous permet d’obtenir :
C02(P2) =
4∑
i1,i2=1
C02 ((B0 ∪Bi1)× (B0 ∪Bi2)) = Z[Γ2].C02 ((B0 ∪B1)× (B0 ∪B1)) .
On re´duit alors ceci par descente sur la hauteur. En effet, les projections suivants les coor-
donne´es respectent la structure du graphe G1.
Proposition 3.28. L’ide´al I2 est engendre´ comme Z[Γ2]-module par les 2-chaˆınes ferme´es de
G2 a` support dans B20 :
I2 = Z[Γ2].C02(B20). (3.73)
De´monstration. Comme H2(P
2
2 )
0 est le sous-groupe des chaˆınes transverses alors on va traiter
une coordonne´e puis l’autre par projection. De´finissons pour tout couple d’entiers M1,M2 > 0 :
H2(P2)
0
(M1,M2)
=
{
C ∈ H2(P2)0 tel que Supp(C) ⊂ (h× h)−1([0,M1]× [0,M2])
}
.
Donc les relations ve´rifie´es par H2(P2)
0
(M1,M2)
sont les translate´s par (Γ, 1) ⊂ Γ2, agissant sur
la premie`re coordonne´es, de celles ve´rifie´es par H2(P2)
0
(1,M2)
. Puis le meˆme raisonnement sur la
seconde coordonne´e re´duit l’e´tude de H2(P2)
0
(1,M2)
a` celle de H2(P2)
0
(1,1). Ce dernier correspond
bien a` C02(B
2
0).
Ge´ne´rateurs de I2
The´ore`me 3.29. L’ide´al annulateur dans Z[Γ2] de ∂T2 est :
I2 =
(
(1 + S, 1 + S), (1 + U + U2, 1)((1, 1) + (S, S)), (1, 1 + U + U2)((1, 1) + (S, S)),
(1 + U + U2, 1 + U + U2), (S, S) + (S, US) + (US,US) + (1, U)− (U2, U2)
)
Le sche´ma pre´ce´dent permet d’observer ces annulations des images de ∂T2 dans le graphe
G2. Il nous permet de de´cerner les de´compositions utiles pour la de´monstration. En effet, les
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recouvrements s’annulent si les segments horizontaux, verticaux et diagonaux s’annulent entre-
eux respectivement. Ces annulations se traduisent par l’appartenance aux ide´aux IH , IV et ID
respectivement.
De´monstration. On commence par de´montrer que chacun des ge´ne´rateurs appartient bien a`
IH ∩ ID ∩ IV . Pour cela, on donne une e´criture explicite :
(1 + S, 1 + S) = (1, 1 + S)(1 + S, 1) ∈ IH
= (1 + S, 1)(1, 1 + S) ∈ IV
= (1, 1 + S)[(1, 1) + (S, S)] ∈ ID
et (1 + U + U2, 1 + U + U2) = (1, 1 + U + U2)(1 + U + U2, 1) ∈ IH
= (1 + U + U2, 1)(1, 1 + U + U2) ∈ IV
= (1, 1 + U + U2)[(1, 1) + (U,U) + (U2, U2)] ∈ ID.
Les deux suivants sont dans ID comme multiple de (1, 1) + (S, S) et on a :
(1, 1 + U + U2)[(1, 1) + (S, S)] = (1, S + US + U2S)(1 + S, 1) + (1, 1 + U + U2)(1, 1− U2S) ∈ IH
= (1, 1 + U + U2) + (S, 1)(1, 1 + U + U2)(1, 1 + S)− (S, 1)(1, 1 + U + U2) ∈ IV
et
(1 + U + U2, 1)[(1, 1) + (S, S)] = (S + US + U2S, 1)(1, 1 + S) + (1 + U + U2, 1)(1, 1− US) ∈ IV
= (1 + U + U2, 1) + (1, S)(1 + U + U2, 1)(1 + S, 1)− (1, S)(1 + U + U2, 1) ∈ IH .
Finalement, on de´compose (S, S) + (S, US) + (US,US) + (1, U)− (U2, U2) en somme de deux
e´le´ments de IH en le de´coupant selon :
(S, S) + (1, U) = (1 + S, 1) + (1, U)(1, 1− U2S) ∈ IH ,
(S, US) + (US,US)− (U2, U2) = (1 + U,US)(1 + S, 1)
− (1, US)(1 + U + U2, 1)− (U2, U2)(1, 1− U2S) ∈ IH .
C’est aussi une somme d’e´le´ments de IV :
(US,US) + (1, U) = (1, 1 + S) + (1, U)(1− US, 1) ∈ IV ,
(S, S) + (S, US)− (U2, U2) = (S, 1 + U)(1, 1 + S)− (S, 1)(1, 1 + U + U2)− (U2, U2)(1− US, 1) ∈ IV .
et enfin une somme d’e´le´ments de ID :
(S, US) + (1, U) = (1, U)[(1, 1) + (S, S)] ∈ ID,
(S, S) + (US,US)− (U2, U2) = [(1, 1) + (U,U)][(1, 1) + (S, S)]− [(1, 1) + (U,U) + (U2, U2)] ∈ ID.
Or on a re´duit I2 a` l’e´tude des relations ve´rifie´es par les triangles a` coordonne´es parmi
{0, i∞, 1,−1}. Une e´tude exhaustive a` la main des combinaisons des 18 triangles obtenus donne
bien l’e´galite´ des ide´aux. Cette e´tude a e´te´ confirme´e par ordinateur par un calcul exhaustif
des combinaisons possibles.
Corollaire 3.30. Le polynoˆme des bipe´riodes ve´rifie les e´quations :
Pf1,f2|(1+S,1+S) = Pf1,f2|[(1,1)+(S,S)](1+U+U2,1) = Pf1,f2 |[(1,1)+(S,S)](1,1+U+U2) = 0
Pf1,f2|(1+U+U2,1+U+U2) = Pf1,f2 |(S,S)+(S,SU2)+(SU2,SU2)+(1,U2)−(U,U) = 0.
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Remarque 3.31. Le calcul de I(1,2)2 est duˆ a` la conjugaison de I2 = IH ∩ ID ∩ IV par ε. Or IH
et IV sont stables par cette conjugaison. Donc il re´sulte que :
I(1,2)2 = IH ∩ I(1,2)D ∩ IV .
Ainsi I(+,+)2 = I(−,−)2 = I2 et :
I(+,−)2 = I(−,+)2 =
(
(1+S, 1+S), (1+U+U2, 1)((1, 1)+(S, S)), (1, 1+U+U2)((1, 1)+(S, S)),
(1 + U + U2, 1 + V + V 2), (S, S) + (S, V S) + (US, V S) + (1, V )− (U2, V 2)
)
.
Ceci permet de conside´rer les parties paires et impaires globales des polynoˆmes des bipe´riodes
de´finies comme :
P+(X1, X2) = 1/2 (P (X1, X2) + P (−X1,−X2)) =
∑
m1+m2 pair
Am1,m2X
m1
1 X
m2
2 , (3.74)
P−(X1, X2) = 1/2 (P (X1, X2)− P (−X1,−X2)) =
∑
m1+m2 impair
Am1,m2X
m1
1 X
m2
2 . (3.75)
Si P ∈ V Zk1,k2 [I2] alors P+ et P− sont aussi des e´le´ments de V Zk1,k2 [I2].
3.3 Controˆle de l’espace des bipe´riodes
3.3.1 De´composition de Wk (Rappel)
Dans le cas classique, on sait que les polynoˆmes des pe´riodes ve´rifient les relations de Manin
et ainsi appartiennent a` : Wk = {P ∈ Vk;P |1+S = P |1+U+U2 = 0}. Il devient alors naturel de
de´finir les applications line´aires :
Rk : Sk → Wk, f 7→ Pf (X),
R±k : Sk → W±k , f 7→ P±f (X).
Posons Perk = ImRk et Per
±
k = ImR
±
k . Le The´ore`me de Eichler-Shimura donne l’injectivite´ de
ces trois applications et leur image est donne´e par :
Wk = Perk ⊕ Perk ⊕ CP+Gk , (3.76)
W+k = Per
+
k ⊕ CP+Gk et W−k = Per−k . (3.77)
Dans la suite, on pre´fe`rera l’e´criture suivante qui permet une ge´ne´ralisation plus simple :
P±f (X) = Pf (X)± Pf (−X) =
∫
τ1
ωf ±
∫
τ1
ωf , pour tout f ∈ SRk . (3.78)
De´finissons Ω+k ⊂
(
Ω1par(H,C)⊗C Vk
)Γ
le R-espace vectoriel des formes diffe´rentielles holo-
morphes sur H, nulles en i∞ a` valeurs dans Vk et stable par l’action de Γ et a` coefficients de
Fourier re´els. L’espace Ω+k est un isomorphe a` S
R
k via l’application :
f 7→ ωf (z,X) = f(z)(X − z)k−2dz. (3.79)
L’action de la conjugaison sur Ω+k est donne´e par la formule :
ωf (z,X) = ωf (−z¯,−X). (3.80)
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Cette proprie´te´ en faite e´quivalente a` la condition {an(f);n > 0} ⊂ R. En effet, on a pour tout
f ∈ Sk :
ωf (z,X) =
∑
n>0
an(f)exp(−2ipinz¯)(X − z¯)k−2(−dz¯),
et ωf (−z¯,−X) =
∑
n>0
an(f)exp(−2ipinz¯)(−X + z¯)k−2(−dz¯).
Le conjugue´ complexe Ω−k = Ω
+
k est donc le R-espace vectoriel des formes diffe´rentielles anti-
holomorphes sur H, nulles en i∞ a` valeurs dans Vk et stable par l’action de Γ et a` coefficients
de Fourier re´els.
Posons plus ge´ne´ralement, pour toute famille de poids k1, ..., kn ≥ 2 et de signes 1, ..., n ∈
{±1}n :
Ω1,...,nk1,...,kn = ⊗nj=1Ωnkn ⊂ Ωnpar(Hn,C)⊗C[Γn] Vk1,...,kn . (3.81)
La chaine τ1 est stable par l’involution de H, z 7→ −z¯, donc pour tout γ ∈ Γ,
〈ωf , γ.τ1〉 = 〈ωf , (εγε).τ1〉. (3.82)
Ceci nous permet de conside´rer les applications :
Πk : Ω

k → Vk[I1], ω 7→
∫
τ1
ω. (3.83)
Et on a notamment R±k (f) = Π
+
k (ωf ) ± Π−k (ωf ) pour tout f ∈ SRk . Ce syste`me est clairement
inversible et on obtient :
Π+k (ωf ) = 1/2(R
+
k (f) +R
−
k (f)) et Π
−
k (ωf ) = 1/2(R
+
k (f)−R−k (f)).
Or on a de´montre´ que I+1 = I−1 et donc Vk[I±1 ] = Wk.
3.3.2 De´composition de Wk1,k2
Soit (1, 2) ∈ {±1}2. Posons :
V Qk1,k2 [I1,22 ] = {P ∈ V Qk1,k2 tel que P |γ = 0 pour γ ∈ I˜1,22 }. (3.84)
Nous avons ici adapte´ la notation d’annulateur a` un ide´al a` gauche.
De´finissons alors les applications :
Π1,2k1,k2 : Ω
1,2
k1,k2
→ Vk1,k2 [I1,22 ], ω1 ∧ ω2 7→
∫
τ2
ω1(z1, X1) ∧ ω2(z2, X2). (3.85)
Comme τ2 est stable par les involutions zj 7→ −z¯j, pour j = 1, 2. Alors l’application,
P (X1, X2) 7→ P (1X1, 2X2),
est une involution respectant les espaces Vk1,k2 [I±,±2 ]→ Vk1,k2 [I±1,±22 ].
On rappel que :
I+,+2 = I−,−2 et I+,−2 = I−,+2 .
Cette stabilite´ par conjugaison double permet de de´finir les espaces :
W+,Qk1,k2 = {P (X1, X2) + P (−X1,−X2);P ∈ V Qk1,k2 [I2]} = V +,Qk1,k2 [I2] ⊂ V +,Qk1,k2 , (3.86)
et W−,Qk1,k2 = {P (X1, X2)− P (−X1,−X2);P ∈ V Qk1,k2 [I2]} = V −,Qk1,k2 [I2] ⊂ V −,Qk1,k2 . (3.87)
93
Puis de de´finir les applications indexe´es par un signe :
R±k1,k2 : S
R
k1
⊗ SRk2 → W±k1,k2 ,
f1 ⊗ f2 7→ 1/2
(
Π+,+k1,k2(ωf1 ∧ ωf2)± Π−,−k1,k2(ωf1 ∧ ωf2)
)
. (3.88)
On notera respectivement Per+,Rk1,k2 et Per
−,R
k1,k2
les images de R+k1,k2 et R
−
k1,k2
.
Proposition 3.32. Soient (1, 2) ∈ {±1}2, ω1 ∈ Ω1k1 et ω2 ∈ Ω2k2. Soit (f1, f2) ∈ SRk1 × SRk2.
1) On dispose des formules liant les diffe´rentes applications :
Π1,2k1,k2(ω1 ∧ ω2)(X1, X2)|(1,1)+(S,S) = Π1k1(ω1)(X1)Π2k2(ω2)(X2), (3.89)
R+k1,k2(f1 ⊗ f2)(X1, X2)|(1,1)+(S,S) = R+k1(f1)(X1)R+k2(f2)(X2) +R−k1(f1)(X1)R−k2(f2)(X2),
(3.90)
R−k1,k2(f1 ⊗ f2)(X1, X2)|(1,1)+(S,S) = R+k1(f1)(X1)R−k2(f2)(X2) +R−k1(f1)(X1)R+k2(f2)(X2).
(3.91)
2) Les applications Πε1k1 ⊗ Πε2k2 et Πε1,ε2k1,k2 sont injectives.
3) Les applications R+k1,k2 et R
−
k1,k2
sont injectives.
De´monstration. La formule (3.89) repose sur l’identite´ : [(1, 1) + (S, S)]τ2 = τ1× τ1. De plus, S
et ε commutent dans PSL2(Z) donc (1, 1)+(S, S) envoie bien les diffe´rents espaces Vk1,k2 [I1,22 ]
dans Vk1 [I11 ]⊗ Vk2 [I21 ]. Cette formule induit les deux autres par re´criture des de´finitions.
L’injectivite´ de Π1k1 ⊗ Π2k2 se de´duit de celle de Πε1k1 et Πε2k2 , due au The´ore`me d’Eichler-
Shimura. En effet, pour deux applications line´aires f1 : E1 → F1 et f2 : E2 → F2, on a :
Ker(f1 ⊗ f2) = Ker(f1)⊗ E2 + E1 ⊗Ker(f2).
On en de´duit ensuite l’injectivite´ de Πε1,ε2k1,k2 et de R
±
k1,k2
d’apre`s les formules du 1).
Les re´sultats de cette proposition sont encore valides sur C car on a Sk1×Sk2 =
(
SRk1 × SRk2
)⊗R
C.
Les e´quations donne´es par I2 permettent de de´finir le sous-groupe de V Zk1,k2 :
W Zk1,k2 =
{
P ∈ V Zk1,k2 tel que P |g = 0, pour tout g ∈ I˜2
}
, (3.92)
qui se scinde a` nouveau en parties paire et impaire.
L’image de W Zk1,k2 par l’application V
Z
k1,k2
→ V Zk1,k2 , P 7→ P |(1,1)+(S,S) est contenue dans :
V Zk1 [I1]⊗ V Zk2 [I1] = V Zk1,k2
[
(1, 1 + S), (1, 1 + U + U2), (1 + S, 1), (1 + U + U2, 1)
]
. (3.93)
De meˆme, pour les ide´aux IH , IV et ID de´finissant I2 comme leurs intersections, on peut
de´finir les sous-groupes de V Zk1,k2 par :
V Zk1,k2 [IH ] = {P ∈ V Zk1,k2 ;P |(1+S,1) = P |(1+U+U2,1) = P |(1,1−T ) = 0}, (3.94)
V Zk1,k2 [IV ] = {P ∈ V Zk1,k2 ;P |(1,1+S) = P |(1,1+U+U2) = P |(1−US,1) = 0}, (3.95)
et V Zk1,k2 [ID] = {P ∈ V Zk1,k2 ;P |(1,1)+(S,S) = P |(1,1)+(U,U)+(U2,U2) = 0}. (3.96)
On peut a` nouveau scinder ces sous-groupes suivants : V Zk1,k2 = V
+,Z
k1,k2
⊕V −,Zk1,k2 car la conjugaison
par (ε, ε) laisse stable ces ide´aux de Z[Γ2].
Proposition 3.33. On peut de´crire explicitement les sous-groupes V Zk1,k2 [IH ] et V
Z
k1,k2
[IV ] :
V Zk1,k2 [IH ] = W
Z
k1
⊗ 1 et V Zk1,k2 [IV ] = Xk1−21 ⊗W Zk2 . (3.97)
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De´monstration. Les ide´aux IH et IV sont engendre´s par des e´le´ments de la forme (γ1, 1) et
(1, γ2) qui commutent entre eux. Or dans ce cas, on a :
V Zk1,k2 [(I1, 1) + (1, I2)] = V
Z
k1,k2
[(I1, 1)] ∩ V Zk1,k2 [(1, I2)].
Le calcul des quatre espaces obtenus se de´duit d’une part de W Zk = V
Z
k [(1 + S, 1 + U + U
2)] :
V Zk1,k2
[
((1 + S, 1), (1 + U + U2, 1))
]
= W Zk1 ⊗ V Zk2 ,
V Zk1,k2
[
((1, 1 + S), (1, 1 + U + U2))
]
= V Zk1 ⊗W Zk2 .
Et d’autre part de V Zk [1− T ] = Z et V Zk [1− US] = ZXk−2 donnant :
V Zk1,k2 [(1, 1− T )] = V Zk1 ⊗ 1,
V Zk1,k2 [(1− US, 1)] = Xk1−21 ⊗ V Zk2 .
Les intersections nous donne bien les sous-groupes attendus.
The´ore`me 3.34 (De´composition de Wk1,k2). On a la de´composition sur C :
Wk1,k2 = Perk1,k2 ⊕ Perk1,k2 ⊕ ECk1,k2 , (3.98)
ou` EZk1,k2 = V
Z
k1,k2
[IH ] +V
Z
k1,k2
[ID] +V
Z
k1,k2
[IV ]. Ils sont deux a` deux disjoints et l’unique relation
de de´pendance est donne´e par :
1−Xk1−21 Xk2−22 ∈ V Zk1,k2 [ID] ∩
(
V Zk1,k2 [IH ]⊕ V Zk1,k2 [IV ]
)
.
Ceci se spe´cialise suivant les parite´s en :
W±k1,k2 = Per
±
k1,k2
⊕ E±,Ck1,k2 . (3.99)
Pour tout (1, 2) ∈ {±1}2, on dispose de la suite exacte de Z-modules :
0→ Z→ V Zk1,k2 [IH ]×V Zk1,k2 [ID]×V Zk1,k2 [IV ]
∑
−→ W Zk1,k2
(1,1)+(S,S)−→ (W Zk1/EZk1)1⊗(W Zk2/EZk2)2 → 0,
ou` on rappel EZkj =< 1−X
kj−2
j >Z pour j = 1, 2.
De´monstration. On introduit l’application :
ϕZS : V
Z
k1,k2
[I2] + V Zk1,k2 [I−,+2 ]→
(
W Zk1/E
Z
k1
)⊗ (W Zk2/EZk2) , P 7→ [P |(1,1)+(S,S)] .
Elle est bien de´finie car la de´termination de I2 montre que l’image par (1, 1) + (S, S) est dans :
V Zk1,k2 [(1 + S, 1), (1 + U + U
2, 1), (1, 1 + S), (1, 1 + U + U2)] = W Zk1 ⊗W Zk2 d’apre`s (3.93).
Cet espace se projette bien dans
(
W Zk1/E
Z
k1
) ⊗ (W Zk2/EZk2) en prenant la classe de l’image
P |(1,1)+(S,S) dans cet espace quotient.
On peut e´tendre l’application au corps des complexe et noter : ϕS = ϕ
Z
S⊗C. On montre alors
que ϕS est surjective. Soit P1 ⊗ P2 ∈ Wk1 ⊗Wk2 . Alors d’apre`s le The´ore`me d’Eichler-Shimura
les applications :
Πkj : Ω
+
kj
⊕ Ω−kj → Wkj/Ekj , ω 7→ 〈ω, τ1〉,
sont des bijections. Ainsi la classe de Pj dans Wkj/Ekj admet un unique ante´ce´dent ωj ∈
Ω+kj⊕Ω−kj pour j = 1, 2. Donc posons ω = ω1∧ω2 ∈
⊕
1,2
Ω1,2k1,k2 , on a Πk1⊗Πk2(ω) = [P1 ⊗ P2].
Posons :
P = Πk1,k2(ω) ∈ Vk1,k2 [I2] + Vk1,k2 [I−,+2 ].
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On obtient :
ϕS(P ) = Πk1,k2(ω)|(1,1)+(S,S) = Πk1 ⊗ Πk2(ω) = [P1 ⊗ P2] .
Ceci nous donne une section uniquement valable sur le corps des complexes. On remarque de
plus que l’image de cette section est l’image de Πk1,k2 , les polynoˆmes des bipe´riodes de formes
modulaires harmoniques.
Calculons de´sormais le noyau de l’application Z-line´aire ϕZS. On commence par regarder les
e´le´ments de V Zk1,k2 [I2] annule´s par (1, 1) + (S, S) dans W Zk1 ⊗W Zk2 . Ce sont les e´le´ments annule´s
par l’ide´al :
I2 + [(1, 1) + (S, S)]Z[Γ2] =
[
(1, 1) + (S, S); (1, 1) + (U,U) + (U2, U2)
]
Z[Γ2] = ID.
Ceci de´montre que {P ∈ V Zk1,k2 [I2] tel que P |(1,1)+(S,S) = 0} = V Zk1,k2 [ID].
Puis introduisons l’involution de V Zk1,k2 : δ : P (X1, X2) 7→ P (−X1, X2). Pour tout ide´al I de
Z[Γ2], elle e´change les espaces Vk1,k2 [I] et Vk1,k2 [I−,+] . Comme ε et S commutent alors δ et ϕS
aussi et on en de´duit que :
{P ∈ V Zk1,k2 [I−,+2 ] tel que P |(1,1)+(S,S) = 0} = δ(V Zk1,k2 [ID]) = V Zk1,k2 [I−,+D ].
Il nous reste a` calculer les e´le´ments qui s’envoient sur Wk1 ⊗ Ek2 + Ek1 ⊗Wk2 . Pour cela,
on de´compose :
W Zk1 ⊗ EZk2 = W Zk1 ⊗
(
V Zk2 [1− US]|(1−S)
)
=
(
W Zk1 ⊗ V Zk2 [1− US]
) |(1,1−S).
Et on obtient bien, pour P ∈ V Zk1,k2 la chaine d’e´quivalence :
P ∈ V Zk1,k2 [IH ]⇔ P |(1+S,1) = P(1+U+U2,1) = P |(1,1−US) = 0
⇔ P |(1,1)+(S,S) = P |(1,1−S) et P |(1+S,1) = P(1+U+U2,1) = P |(1,1−US) = 0
⇔ P |(1,1)+(S,S) ∈
(
V Zk1 [1 + S, 1 + U + U
2]⊗ V Zk2 [1− US]
) |(1,1−S).
Ceci se syme´trise pour IV sans difficulte´ car on a aussi E
Z
k1
= V Zk1 [1− T ]|(1−S).
On obtient ainsi :
Ker
(
ϕZS
)
= V Zk1,k2 [IH ] + V
Z
k1,k2
[IV ] + V
Z
k1,k2
[ID] + V
Z
k1,k2
[I−,+D ] = E
Z
k1,k2
+ δ(EZk1,k2).
Le calcul de V Zk1,k2 [IH ] et V
Z
k1,k2
[ID] permet d’observer qu’ils sont disjoints. Or on a :
1−Xk1−21 Xk2−22 = (1−Xk1−21 ) +Xk1−21 (1−Xk2−22 ).
Ceci donne la premie`re fle`che de la suite exacte du the´ore`me :
Z→V Zk1,k2 [IH ]× V Zk1,k2 [ID]× V Zk1,k2 [IV ],
α 7→α ((1−Xk1−21 ),−1 +Xk1−21 Xk2−22 , Xk1−21 (1−Xk2−22 )) .
Puis on a :
V Zk1,k2 [ID] ∩
(
V Zk1,k2 [IH ]⊕ V Zk1,k2 [IV ]
)
= 〈1−Xk1−21 Xk2−22 〉Z.
Ce dernier est stable par δ et on obtient aussi :
V Zk1,k2 [I
−,+
D ] ∩
(
V Zk1,k2 [IH ]⊕ V Zk1,k2 [IV ]
)
= 〈1−Xk1−21 Xk2−22 〉Z.
Le The´ore`me des noyaux applique´ a` ϕS sur C donne alors :
Vk1,k2 [I2] + Vk1,k2 [I−,+2 ] =
(
Ker(ϕZS)⊗ C
)⊕⊕
1,2
Per1,2k1,k2 .
On obtient ainsi les e´galite´s de C-espaces vectoriels :
Wk1,k2 =
(
EZk1,k2 ⊗ C
)⊕ Perk1,k2 ⊕ Per−,−k1,k2
δ(Wk1,k2) =
(
δ(EZk1,k2)⊗ C
)⊕ Per−,+k1,k2 ⊕ Per+,−k1,k2 .
Et on observe que Per−,−k1,k2 = Perk1,k2 .
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3.3.3 Calcul de V Qk1,k2[ID]
Pour de´terminer EQk1,k2 , il nous reste a` pre´ciser le calcul de V
Q
k1,k2
[ID]. Il peut se faire par
une re´currence sur la somme des poids.
Proposition 3.35. On dispose d’un isomorphisme :
V Qk1,k2 [ID]
∼=
min(k1,k2)⊕
i=0
WQk1+k2−2i.
On peut spe´cialiser ce re´sultat selon les parite´s et on obtient :
V Qk1,k2 [ID] ∩ V k1,k2 ∼=
min(k1,k2)⊕
i=0
W
Q,(−1)iε
k1+k2−2i.
De´monstration. Par de´finition, on a :
V Qk1,k2 [ID] = {P ∈ Vk1,k2(Q)|P |(1,1)+(S,S) = P |(1,1)+(U,U)+(U2,U2) = 0}.
Ceci nous permet de construire la suite exacte de Q-espaces vectoriels :
0 −→ V Qk1−1,k2−1[ID]
φ−→ V Qk1,k2 [ID]
ψ−→ WQk1+k2−2 −→ 0
ou` on de´finit les Γ-morphismes par φ(P )(X, Y ) = (X − Y )P (X, Y ) et ψ(P )(Z) = P (Z,Z).
L’application φ est bien un Γ-morphisme car (γX−γY )(cX+d)(cY +d) = (ad−bc)(X−Y )
pour tout ( a bc d ) ∈ Γ. De plus, elle est bien injective car nous pouvons l’inverser sur l’image en
divisant par X − Y .
L’image de φ est bien l’ensemble des polynoˆmes s’annulant diagonalement, c’est a` dire le
noyau de ψ.
Pour de´montrer la surjectivite´ de ψ, nous construisons un ante´ce´dent de tout polynoˆme
P (Z) ∈ W Zk1+k2−2. On commence par le cas du polynoˆme particulier 1 − Zk1+k2−4. Il est l’an-
te´ce´dent par ψ de 1 − Xk1−21 Xk2−22 ∈ V Zk1,k2 . Cet e´le´ment appartient a` V Zk1,k2 [ID]. En effet, on
a :
(1−Xk1−21 Xk2−22 )|(1,1)+(S,S) =
[
1−Xk1−21 Xk2−22
]
+
[
Xk1−21 X
k2−2
2 − 1
]
= 0
et (1−Xk1−21 Xk2−22 )|(1,1)+(U,U)+(U2,U2) =
[
1−Xk1−21 Xk2−22
]
+
[
(−X1 + 1)k1−2(−X2 + 1)k2−2 − 1
]
+
[
Xk1−21 X
k2−2
2 − (−X1 + 1)k1−2(−X2 + 1)k2−2
]
= 0.
Lorsque P (Z) est quelconque, le The´ore`me d’Eichler-Shimura donne l’existence et l’unicite´
d’application f, g ∈ Sk1+k2−2 ainsi que d’un scalaire λ ∈ C telles que :
P−f (Z) = P
−(Z) et P+g (Z) = P
+(Z) + λ(1− Zk1+k2−4).
On peut de´finir les polynoˆmes suivant de Vk1,k2 , pour h ∈ Sk1+k2−2 :
Qh(X1, X2) =
∫ ∞
0
h(it)(X1 − it)k1−2(X2 − it)k2−2dt.
Les polynoˆmes Qf et Qg sont bien de´finis car f et g sont paraboliques. De plus, ils ve´rifient
bien les relations de Manin diagonales car pour h ∈ Sk1+k2−2 :
Qh(X1, X2)|(γ,γ) = i
∫ γ−10
γ−1i∞
h(z)(X1 − z)k1−2(X2 − z)k2−2dz.
Et ainsi on de´duit : Qh|(1,1)+(S,S) = Qh|(1,1)+(U,U)+(U2,U2) = 0 puis Qh ∈ Vk1,k2 [ID].
Les relations Qf (Z,Z) = Pf (Z) et Qg(Z,Z) = Pg(Z) se de´duisent de cette construction. Et
ainsi : P (Z) = ψ(Q−f (X1, X2) +Q
+
g (X1, X2)) + λψ(1−Xk1−21 Xk2−22 ).
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Exemple 3.36. On peut calculer explicitement ces espaces pour les petites dimensions :
1) Lorsque k1 = 2 ou k2 = 2, il n’y a qu’une variable et on a :
V Q2,k[ID]
∼= V Qk,2[ID] ∼= WQk , pour tout k ≥ 2.
2) Pour tout k ≤ 10, W Zk =< 1− Zk−2 >Z donc on a pour k1 + k2 ≤ 12 :
V Z4,4[ID] =< 1−X21X22 , (X1 −X2)(1−X1X2) >,
V Z4,6[ID] =< 1−X21X42 , (X1 −X2)(1−X1X32 ), (X1 −X2)2(1−X22 ) >,
V Z4,6[ID] =< 1−X41X22 , (X1 −X2)(1−X31X2), (X1 −X2)2(1−X21 ) >,
V Z4,8[ID] =< 1−X21X62 , (X1 −X2)(1−X1X52 ), (X1 −X2)2(1−X42 ) >,
V Z8,4[ID] =< 1−X61X22 , (X1 −X2)(1−X51X2), (X1 −X2)2(1−X41 ) >,
V Z6,6[ID] =< 1−X41X42 , (X1 −X2)(1−X3X32 ), (X1 −X2)2(1−X21X22 ), (X1 −X2)3(1−X1X2) > .
Ce re´sultat de de´composition nous permet notamment de calculer la dimension des Q-
espaces vectoriels V Qk1,k2 [ID].
Pour tout poids k, de´finissons ak et bk les entiers tels que :
k = 12ak + 2bk, avec bk ∈ {0, 1, 2, 3, 4, 5}.
Notons le symbole de Kronecker d’une assertion A par :
δA =
{
1 si A est vraie
0 sinon.
Corollaire 3.37. La dimension de V Qk1,k2 [ID] est donne´e par :
dimQ(V
Q
k1,k2
[ID]) = 6a
2
k1+k2−2 + 1 + (2ak1+k2−2 + 1)bk1+k2−2δbk1+k2−2 6=0. (3.100)
De´monstration. Si l’on note dk = dimQ(W
Q
k ), alors la proposition donne :
dimQ(V
Q
k1,k2
[ID]) =
∑
4≤k≤k1+k2−2
dk.
D’autre part, un re´sultat classique donne : dk = 2ak+1−2δbk=2 (voir chapitre 1 ou Serre, cours
d’arithme´tiques [19]). Un calcul imme´diat donne la formule du corollaire.
3.3.4 Description calculatoire de V Zk1,k2[ID]
Pour imple´menter sur un ordinateur l’appartenance d’un polynoˆme a` V Zk1,k2 [ID], on dispose
du re´sultat suivant sur les coefficients :
Proposition 3.38. Soit P =
∑
Aj1,j2X
j1
1 X
j2
2 ∈ Vk1,k2. Alors on a P ∈ Vk1,k2 [ID] si et seulement
si pour tout 0 ≤ j1 ≤ k1 − 2 et 0 ≤ j2 ≤ k2 − 2, on a :
Aj1,j2 + (−1)j1+j2Aw1−j1,w2−j2 = 0∑
(i1−j1)(i2−j2)≥0
Ck1−2(i1, j1)Ck2−2(i2, j2)Ai1,i2 = 0
ou` pour tout triplet d’entiers naturels (w, i, j) ∈ Z3≥0, on a pose´ : Cw(i, j) =
{(
i
j
)
si i > j(
w−i
w−j
)
sinon.
.
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De´monstration. Calcul de W 0k1,k2 . Posons wi = ki − 2.
Soit P (X1, X2) =
∑w1
i1=0
∑w2
i2=0
Ai1,i2X
i1
1 X
i2
2 ∈ Vk1,k2 [ID]. Alors on dispose des deux annula-
tions :
0 = P(1,1)+(S,S) =
w1∑
i1=0
w2∑
i2=0
Ai1,i2
(
Xi11 X
i2
2 + (−X1)w1−i1(−X2)w2−i2
)
=
w1∑
i1=0
w2∑
i2=0
(
Ai1,i2 + (−1)i1+i2Awi−i1,w2−i2
)
Xi11 X
i2
2 .
Puis
0 = P(1,1)+(U,U)+(U2,U2)(X1, X2)
=
∑
i1,i2
Ai1,i2
(
Xi11 X
i2
2 + (−X1 + 1)w1−i1(−X2 + 1)w2−i2 + (−X1 + 1)i1(−X1)w1−i1(−X2 + 1)i2(−X2)w2−i2
)
=
∑
i1,i2
∑
j1,j2
Ai1,i2
(
Xi11 X
i2
2 +
(
w1 − i1
w1 − j1
)
(−X1)w1−j1
(
w2 − i2
w2 − j2
)
(−X2)w2−j2 +
(
i1
j1
)
(−X1)w1−j1
(
i2
j2
)
(−X2)w2−j2
)
=
∑
(j1−i1)(j2−i2)≥0
Cw1(i1, j1)Cw2(i2, j2)Ai1,i2(−X1)w1−j1(−X2)w2−j2 .
On a vu que l’on pouvait de´composer :
V Qk1,k2 [ID]
∼=
min(k1,k2)⊕
i=0
WQk1+k2−2i.
Cette de´composition a un inte´reˆt calculatoire. Au cours de la de´monstration, on a obtenu une
me´thode pour construire une famille de ge´ne´rateurs de ces diffe´rents espaces.
Proposition 3.39. On dispose d’une formule explicite ne de´pendant que des coefficients d’un
ante´ce´dent par ψ : V Qk1,k2 [ID]→ WQk1+k2−2 d’un e´le´ment : P (Z) =
∑k−2
m=0
(
k−2
m
)
am(−Z)k−2−m ou`
k = k1 + k2 − 2 donne´e par :
Q(X1, X2) =
k1−2∑
m1=0
k2−2∑
m2=0
(
k1 − 2
m1
)(
k2 − 2
m2
)
am1+m2(−X1)k1−2−m1(−X2)k2−2−m2 . (3.101)
De´monstration. Pour obtenir une de´monstration formelle, il suffit de calculer Q(Z,Z) et de
retrouver P (Z) puis de ve´rifier les conditions sur les coefficients donne´e par la proposition
pre´ce´dente. Pourtant, c’est bien la construction de l’ante´ce´dent de Pf (Z) =
∫ 0
i∞ f(z)(X −
z)k−2dz ∈ Wk pour f ∈ Sk, donnant la surjectivite´ de ψ, qui nous inspire ce re´sultat :
Qf (X1, X2) =
∫ 0
i∞
f(z)(X1 − z)k1−2(X2 − z)k2−2dz.
=
k1−2∑
m1=0
k2−2∑
m2=0
(
k1 − 2
m1
)(
k2 − 2
m2
)∫ 0
i∞
f(z)zm1+m2(−X1)k1−2−m1(−X2)k2−2−m2 .
Cet e´le´ment est bien dans Vk1,k2 [ID]. En de´veloppant de la meˆme manie`re Pf (Z) on peut
identifier les coefficients et on obtient un ante´ce´dent dans V Qk1,k2 [ID].
Ceci permet d’obtenir une me´thode construction de ge´ne´rateurs de V Zk1,k2 [ID]. On va l’ap-
pliquer sur k = 12 ou` on a :
W12 =< 1−X10, X2 − 3X4 + 3X6 −X8, 4X − 25X3 + 42X5 − 25X7 + 4X9 >Q .
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Et ainsi on obtient par exemple :
V Z4,10[ID] =< 1−X21X82 , (X1−X2)(1−X1X72 ), (X1−X2)(1−X62 ), P+4,10(X1, X2), P−4,10(X1, X2) >Q
ou` :
P+4,10(X1, X2) =
(
28
45
X22 −
70
70
X42 +
28
70
X62 −
1
45
X82
)
+ 2X1
(
8
45
X2 − 56
70
X32 +
56
70
X52 −
8
45
X72
)
+X21
(
1
45
− 28
70
X22 +
70
70
X42 −
28
45
X62
)
,
P−4,10(X1, X2) =
(
16
5
X2 − 35
3
X32 +
28
3
X52 −
5
3
X72
)
+ 2X1
(
2
5
− 35
6
X22 +
35
3
X42 −
35
6
X62 +
2
5
X82
)
+X21
(
−5
3
X2 +
28
3
X32 −
35
3
X52 +
16
5
X72
)
.
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Relations ve´rifie´es par le polynoˆme des
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Introduction
Soit n ≥ 1 un entier. Soient k1, ..., kn ≥ 4 des entiers pairs. Notons a` nouveau Γ = PSL2(Z),
SQkj l’espace des formes modulaires holomorphes paraboliques pour Γ de poids kjdont les coef-
ficients de Fourier sont rationnels (1 ≤ j ≤ n). Pour tout corps de K posons SKkj = SQkj ⊗Q K
et Skj = S
C
kj
.
Soit (fj)1≤j≤n ∈
∏n
j=1 Skj . Notons k le multi-entier (k1, ..., kn). C’est le poids de la famille
(fj)1≤j≤n.
Le polynoˆme des multipe´riodes de longueur n de la famille (fj)1≤j≤n est de´fini par :
Pf1,...,fn(X1, ..., Xn) =
∫
0<t1<...<tn
f1(it1)(X1 − it1)k1−2...fn(itn)(Xn − itn)kn−2 dt1... dtn (4.1)
=
kj−1∑
mj=1
1≤j≤n
n∏
j=1
(
kj − 2
mj − 1
)
Λ(f1, ..., fn;m1, ...,mn)
Xk1−m1−11
im1
...
Xkn−mn−1n
imn
. (4.2)
C’est un polynoˆme de l’espace Vk = V
Z
k ⊗ C ou` V Zk = Zk−2[X1, ..., Xn] est le Z-module
engendre´ librement par les X i11 ...X
in
n avec 0 ≤ ij ≤ kj − 2 pour tout 1 ≤ j ≤ n. On dispose
notamment de l’identification V Zk
∼= ⊗nj=1V Zkj ou` V Zkj = Zkj−2[Xj].
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Les multipe´riodes de longueur n de la famille sont les valeurs aux multi-entiers critiques,
les (m1, ...,mn) tels que 1 ≤ mj ≤ kj − 1 pour tout 1 ≤ j ≤ n, du prolongement analytique a`
Cn de la fonction de´finie pour Re(sj) > kj par :
Λ(f1, ..., fn; s1, ..., sn) =
∫
0<t1<...<tn
f1(it1)t
s1−1
1 dt1...fn(itn)t
sn−1
n dtn. (4.3)
Nous cherchons a` mettre en e´quation l’espace des polynoˆmes des multipe´riodes. Dans le
chapitre 2, on a exhibe´ des relations ve´rifie´es par ces polynoˆmes. Pour me´moire, on a les
relations de Manin ge´ne´ralise´es :∑
a,b≥0
a+b=n
Pf1,...,fa|(S,...,S) ⊗ Pfa+1,...,fa+b = 0, (4.4)
∑
a,b,c≥0
a+b+c=n
Pf1,...,fa |(U2,...,U2) ⊗ Pfa+1,...,fa+b|(U,...,U) ⊗ Pfa+b+1,...,fa+b+c = 0, (4.5)
et les relations de me´lange, pour tout couple (a, b) ve´rifiant a+ b = n :∑
σ∈Sa,b
Pfσ(1),...,fσ(n) = Pf1,...,fa ⊗ Pfa+1,...,fa+b . (4.6)
Toutefois, ces relations nous donnent des e´quations re´cursives n reliant ces polynoˆmes de
diffe´rentes longueurs. On s’inte´resse ici aux relations satisfaites purement par les polynoˆmes
des multipe´riodes de longueur n donne´e sans faire intervenir les multipe´riodes de longueurs
infe´rieures. Ces relations que nous mettons en e´vidence sont line´aires et de´finissent un sous-
groupe W Zk ⊂ V Zk . Nous de´montrons ensuite qu’il est le plus petit possible, dans un sens que
nous pre´ciserons, tel que son extension au corps des complexes contiennent l’ensemble des
polynoˆmes des multipe´riodes.
4.1 De´finitions d’analogues multidimensionnelles
4.1.1 La famille des permute´s du polynoˆme des multipe´riodes
Introduisons la famille des permute´s (P σf1,...,fn)σ∈Sn , ou` pour tout σ ∈ Sn on de´finit :
P σf1,...,fn(X1, ..., Xn) = Pfσ(1),...,fσ(n)(Xσ(1), ..., Xσ(n)) ∈ Vk. (4.7)
De´finissons alors l’application C-line´aire :
Rk : ⊗nj=1Skj → V Snk , f1 ⊗ ...⊗ fn 7→ (P σf1,...,fn)σ∈Sn . (4.8)
Proposition 4.1. L’application Rk est injective.
De´monstration. De´montrons ceci par re´currence sur n ≥ 1. L’application Rk1 est injective
d’apre`s le The´ore`me d’Eichler-Shimura-Manin. Supposons les applications Rk injectives pour
la longueur n. Montrons l’injectivite´ de Rk, pour k = (k1, ..., kn+1) de longueur n + 1. Pour
cela, e´crivons la relation de me´lange (4.6) pour a = n et b = 1 :∑
σ∈Sn,1
P σf1,...,fn+1(X1, ..., Xn+1) = Pf1,...,fn(X1, ..., Xn)Pfn+1(Xn+1),
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pour tout fj ∈ Skj , 1 ≤ j ≤ (n+ 1). Ainsi pour ρ ∈ Sn, on obtient :∑
σ∈Sn,1
P σfρ(1),...,fρ(n),fn+1(Xρ(1), ..., Xρ(n), Xn+1) = P
ρ
f1,...,fn
(X1, ..., Xn)Pfn+1(Xn+1).
Soit F ∈ Ker(Rk1,...,kn+1). Posons F =
∑
α∈A Fα ⊗ fα ou` Fα ∈ ⊗nj=1Skj et fα ∈ Skn+1 sont des
familles indexe´es par un ensemble fini A. On peut supposer que la famille (fα)α∈A est libre.
Ainsi le The´ore`me d’Eichler-Shimura donne l’inde´pendance des polynoˆmes (Pfα)α∈A de Vkn+1 .
Soit ρ ∈ Sn. Notons ρ˜ l’unique e´le´ment de Sn,1 tel que ρ˜|[1,n] = ρ et ρ˜(n + 1) = n + 1.
Alors :
0 =
∑
α∈A
∑
σ∈Sn,1
Rk1,...,kn+1(Fα ⊗ fα)(σ ◦ ρ˜) =
∑
α∈A
Rk1,...,kn(Fα)(ρ)Rkn+1(fα).
Puisque la famille des Rkn+1(fα) = Pfα(Xn+1) est libre, alors pour tout ρ ∈ Sn et tout α ∈ A,
on a Rk1,...,kn(Fα)(ρ) = 0. C’est a` dire :
Rk1,...,kn(Fα) = 0, pour tout α ∈ A,
et ainsi Fα = 0 par hypothe`se de re´currence. On en de´duit bien F = 0.
Notons MP (k) l’image de Rk. Comme pre´ce´demment on peut exploiter la Z-structure de
⊗nj=1Skj et conside´rons pour tout corps de nombre K :
MPK(k) = MPQ(k)⊗K = {Rk(f1 ⊗ ...⊗ fn) pour f1 ⊗ ...⊗ fn ∈ ⊗nj=1SKkj}. (4.9)
Action de PSL2(Z)n oSn sur (V Zk )Sn
Notons Gn = Γ
n oSn le produit semi-direct de´fini par :
[γ, ρ][γ′, ρ′] = [γρ
′
γ′, ρρ′], (4.10)
ou` l’action de σ ∈ Sn sur (γ1, ..., γn) ∈ Γn est donne´e par la formule :
(γ1, ..., γn)
σ = (γσ(1), ..., γσ(n)). (4.11)
Elle ve´rifie, pour tout γ, γ′ ∈ Γn et ρ, ρ′ ∈ Sn, les proprie´te´s :
(γρ)ρ
′
= γρρ
′
et γργ′ρ = (γγ′)ρ. (4.12)
Proposition 4.2. On a une action a` droite de [γ, ρ] ∈ Gn sur (P σ)σ∈Sn ∈ (V Zk )Sn de´finie par :
(σ 7→ P σ(X1, ..., Xn)) |[γ,ρ] =
(
σ 7→ P ρσ(X1|γσ(1) , ..., Xn|γσ(n))
)
. (4.13)
De´monstration. Deux actions a` droite sont naturelles sur (P σ)σ∈Sn ∈ (V Zk )Sn :
Celle de ρ ∈ Sn donne´e par :
(σ 7→ P σ(X1, ..., Xn)) |ρ = (σ 7→ P ρσ(X1, ..., Xn)) .
Et l’action de (γ1, ..., γn) ∈ Γn de´finie par :
(σ 7→ P σ(X1, ..., Xn)) |(γ1,...,γn) =
(
σ 7→ P σ(X1|γσ(1) , ..., Xn|γσ(n))
)
.
Ces actions se combinent bien et sont conformes au produit de Gn. En effet, on ve´rifie :
(σ 7→ P σ(X)) |[γ,ρ][γ′,ρ′] = (σ 7→ P ρσ(X|γσ)) |[γ′,ρ′]
=
(
σ 7→ P ρρ′σ(X|γρ′σγ′σ)
)
= (σ 7→ P σ(X)) |[γρ′γ′,ρρ′].
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Nous nous proposons de caracte´riser MP (k) a` l’aide de la structure de Gn-module de (V
Z
k )
Sn
ainsi construite.
Lorsque n = 2, on a construit un ide´al a` gauche I2 ⊂ Z[Γ2] et ainsi un sous-Q-espace
vectoriel WQk1,k2 = V
Q
k1,k2
[I2] minimal tel que :
Perk1,k2 ⊂ WCk1,k2 et EQk1,k2 ⊂ WQk1,k2 .
Voyons comment reformuler ce re´sultat dans le contexte d’une famille de permute´s. Soit
σ = (2, 1) ∈ S2 la transposition. Alors la relation Pf1,f2(X1, X2)|(S,S) = Pf2,f1(X2, X1) =
P σf1,f2(X1, X2) permet d’e´tablir une bijection entre les polynoˆmes des bipe´riodes et la famille
des permute´s :
Φ : V Zk1,k2 → (V Zk1,k2)S2 , P 7→ (P, P |(S,S)).
Cette application est injective et envoie Perk1,k2 sur MP (k1, k2). De´finissons alors un ide´al a`
gauche de Z[G2] par :
A2 =
(
[I2, id], [(S, S), id]− [(1, 1), σ]
)
.
Alors
(
V Qk1,k2
)S2
[A2] est le plus petit sous-Q-espace vectoriel de
(
V Qk1,k2
)S2
ve´rifiant :
MP (k1, k2) ⊂
(
V Ck1,k2
)S2
[A2] et Φ(EQk1,k2) ⊂
(
V Qk1,k2
)S2
[A2].
Adaptons ce point de vue lorsque n ≥ 3. Pour cela, il nous faut de´terminer l’ide´al a` droite
de Z[Gn] annulateur de ces polynoˆmes. Notons ainsi A(k) ⊂ Z[Gn] l’ide´al de´pendant a` priori
de k = (k1, ..., kn) la famille des poids et de´fini par :
A(k) = {a ∈ Z[Gn] tel que Rk(f1 ⊗ ...⊗ fn)|a = 0, pour tout (fj)1≤j≤n ∈ n∏
j=1
SQkj}. (4.14)
Nous allons construire explicitement un ide´al An ⊂ Z[Gn] tel que pour tout multi-entier
k de longueur n,
(
V Qk
)Sn
[An] ⊃
(
V Qk
)Sn
[A(k)]. Puis nous pre´ciserons dans quelle mesure ce
Q-espace vectoriel est minimal voir le Corollaire 4.35. Ainsi relations donne´es par l’ide´al An
sont en ce sens optimales.
4.1.2 Homologie singulie`re de Hn relative aux pointes
Reprenons les de´finitions d’homologie introduites dans la section 3.1.1.
Pour toute partie X ⊂ Hn et X0 = P1(Q)n∩X et tout entier m, le groupe des m-chaˆıne de
X relative aux pointes Mptem (X,Z) est le Z-module libre engendre´ par les classes d’homotopie
des applications :
C : ∆m → X continues telles que C(∆0m) ⊂ X0,
L’application de bord δm : M
pte
m (X,Z)→Mptem−1(X,Z) permet de de´finir les groupes d’homologie
relative :
Hptem (X,Z) = Ker(δm)/Im(δm+1).
Proposition 4.3. On peut calculer les groupes d’homologie relative :
Hptem (Hn,Z) =

Z[P1(Q)n]0 si m = 0
Z si m = 2n
0 sinon.
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De´monstration. En effet, on dispose des groupes d’homologie singulie`re suivant :
Hm(Hn,Z) =
{
Z si m = 0 ou 2n
0 sinon
et Hm(P1(Q)
n
,Z) =
{
Z
[
P1(Q)n
]
si m = 0
0 sinon
,
Et d’autre part, on peut mettre en e´vidence la suite exacte longue :
. . .→ Hm(P1(Q)n,Z)→ Hptem (Hn,Z)→ Hm(Hn,Z)→ . . .
Ceci donnant les groupes Hptem (Hn,Z) attendus.
Le polynoˆme des multipe´riodes est lie´ au n-cycle τn suivant de´fini comme la classe dans
Mpten (Hn,Z) de l’application :
∆n → Hn, (u0, ..., un) 7→
(
−i log
(
l−1∑
j=0
uj
))
l=1...n
. (4.15)
Notons Ωnpar(Hn,C) le C-espace vectoriel des n-formes diffe´rentielles harmoniques sur Hn
et a` valeurs dans C et nulles sur le bord ∂Hn = ⋃ni=0Hi × P1(Q)×Hn−i. En particulier, cette
dernie`re condition permet de conside´rer l’inte´grale le long de τn. Notons Ω
n
par(Hn, Vk)Γn =
Ωnpar(Hn,C)⊗C[Γn] Vk l’ensemble des formes ω invariante par Γn au sens ou` :
ω(γ1z1, ..., γnzn;X1|γ1 , ..., Xn|γn) = ω(z1, ..., zn;X1, ..., Xn) pour tout (γ1, ..., γn) ∈ Γn.
En particulier, ces formes disposent de coefficients de Fourier en chacune des variables
car on dispose de l’homomorphisme injectif Zn → Γn induit diagonalement par l’injection
Z → Γ, α 7→ ( 1 α0 1 ). De´finissons ainsi l’espace des formes diffe´rentielles holomorphes en chaque
variables, nulles en l’infini et invariantes par Γn et a` coefficients de Fourier re´els :
Ωholok = ⊗nj=1Ω+kj ⊂ Ωnpar(Hn, Vk)Γ
n
. (4.16)
C’est le R-espace vectoriel isomorphe a` ⊗nj=1SRkj par l’application :
⊗nj=1SRkj → Ωnpar(Hn, Vk), ⊗nj=1fj 7→ ∧nj=1ωfj(zj, Xj) = ∧nj=1fj(zj)(Xj − zj)kj−2dzj. (4.17)
Son conjugue´ complexe est alors l’ensemble des formes antiholomorphes donne´ par :
Ωholok = ⊗nj=1Ω−kj ⊂ Ωnpar(Hn, Vk)Γ
n
. (4.18)
Posons ainsi le sous-espace de Ωnpar(Hn, Vk)Γn stable par Γn et par conjugaison complexe :
ΩRk = Ω
+
k ⊕ Ω−k . (4.19)
D’autre part, introduisons l’accouplement :
Ωnpar(Hn,C)×Mpten (Hn,Z)→ C, (ω,C) 7→ 〈ω,C〉 =
∫
C
ω. (4.20)
Ce formalisme nous permet d’obtenir les polynoˆmes des multipe´riodes en inte´grant une forme
diffe´rentielle ade´quate le long de τn :
Pf1,...,fn(X1, ..., Xn) = 〈ωf1(z1, X1) ∧ ... ∧ ωfn(zn, Xn), τn〉 , (4.21)
On peut ainsi re´crire la de´finition de A(k) en :
A(k) = {a ∈ Z[Gn] tel que pour tout ω ∈ ΩRk , 〈ω|a, τn〉 = 0}. (4.22)
Nous allons de´sormais transporter l’action de Gn sur M
pte
n (Hn,Z)Sn . Et ainsi de´montrer
que l’ide´al A(k), donne´ par les relations ve´rifie´es par le polynoˆme des multipe´riodes, refle`te les
proprie´te´s topologiques de τn.
Par exemple, lorsque n = 1, la 1-chaˆıne τ1 correspond au symbole modulaire {i∞, 0} dont
le bord (0)− (i∞) admet I1 comme annulateur.
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4.2 Dualite´ entre formes modulaires et homologie rela-
tive
Rappelons que Gn = Γ
n oSn.
4.2.1 Actions de Z[Gn] sur Ωm(Hn,C) et Mptem (Hn,Z)
Soit m ≥ 1 un entier. Rappelons qu’on a une action a` droite de γ ∈ Γn sur les formes
diffe´rentielles ω ∈ Ωm(Hn,C) donne´e par :
ω|(γ1,...,γn)
(
z1, ..., zn
)
= ω
(
γ1.z1, ..., γn.zn
)
, (4.23)
et une action a` gauche sur les m-chaˆınes de Hn relatives a` P1(Q)n via :
((γ1, ..., γn).C)(t0, ..., tm) = (γ1.[C1(t0, ..., tm)], ..., γn.[Cn(t0, ..., tm)]). (4.24)
Un e´le´ment du groupe ρ ∈ Sn sur Hn par permutation des coordonne´es. Ceci donne une action
a` droite sur les formes diffe´rentielles ω ∈ Ωm(Hn,C) par :
ω|ρ
(
z1, ..., zn
)
= ω
(
zρ(1), ..., zρ(n)
)
, (4.25)
et une action a` gauche sur les m-chaˆınes de Hn a` bord dans P1(Q)n via :
ρ.C(t0, ..., tm) = ([Cρ−1(1)(t0, ..., tm)], ..., [Cρ−1(n)(t0, ..., tm)]). (4.26)
On notera l’action a` droite oppose´e par : (σ,C) 7→ Cσ = σ−1.C.
Proposition 4.4. On a une action a` droite de [γ, ρ] ∈ Gn sur ω ∈ Ωm(Hn,C) de´finie par :
ω|[γ,ρ] = (ω|ρ)|γ, (4.27)
et une action a` gauche de [γ, ρ] ∈ Gn sur C ∈Mptem (Hn,Z) donne´e par :
[γ, ρ].C = ρ(γC). (4.28)
Par Z-line´arite´, on obtient une action de Z[Gn] a` droite sur Ωm(Hn,C) et une action a` gauche
sur Mptem (Hn,Z).
De´monstration. On ve´rifie par le calcul que l’action est bien conforme au produit du groupe.
Soient [γ, σ], [γ′, σ′] ∈ Gn. D’une part, on a :(
ω|[γ,σ]
) |[γ′,σ′](zj) = ω|[γ′,σ′](γjzρ(j)) = ω(γρ′(j)γ′jzρ(ρ′(j))) = (ω|ρρ′)|γρ′γ′(zj) = ω|[γρ′γ′,ρρ′](zj).
D’autre part, on a :
[γ, ρ]. ([γ′, ρ′].(Cj)) = [γ, ρ].(γ′ρ′−1(j)Cρ′−1(j)) = (γρ−1(j)γ
′
(ρρ′)−1(j)C(ρρ′)−1(j)) = [γ
ργ′, ρρ′](Cj).
Rappelons qu’on a muni (V Zk )Sn d’une action a` droite de Z[Gn] en (4.13).
Ces diffe´rentes actions peuvent eˆtre relie´es par le re´sultat suivant :
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Proposition 4.5. Soient f ∈⊗nj=1 Skj et σ ∈ Sn, on a :
Rk(f)(σ) = 〈ωf (z,X), τσn 〉 . (4.29)
De plus, on a les proprie´te´s d’invariance suivantes :
1) Pour tout γ ∈ Γn et tout ρ ∈ Sn, on a :
ωf (γ.z,X|γ) = ωf (z,X), (4.30)
et ωρ(f)(ρ.z, ρ.X) = ωf (z,X). (4.31)
2) Pour tout [γ, ρ] ∈ Gn, ω ∈ Ωmpar(Hn,C) et C ∈Mptem (Hn,Z), on a :
〈ω|[γ,ρ], C〉 = 〈ω, [γ, ρ].C〉. (4.32)
De´monstration. Toutes les formules a` de´montrer proviennent de calculs directs. Pour de´montrer
la formule (4.30), on remarque qu’e´tant donne´ que ωf (z,X) = ωf1(z1, X1)∧ ...∧ωfn(zn, Xn), il
suffit alors de la de´montrer dans le cas d’une seule forme :
ωf (γ.z,X|γ) = f(γ.z)(γ.z − γ.X)k−2(cX + d)k−2d(γ.z)
= f(z)(cz + d)k
(
z −X
(cz + d)(cX + d)
)k−2
(cX + d)k−2
dz
(cz + d)2
= f(z)(z −X)k−2dz = ωf (z,X).
La proprie´te´ d’invariance par Sn se ve´rifie par e´criture des de´finitions des actions.
Pour de´montrer la proprie´te´ (4.32), il suffit de proce´der par changements de variables :〈
ω|[γ,ρ], C
〉
=
∫
z∈C
ω|ρ(γz) =
∫
z′∈γ.C
ω(ρz′) =
∫
z′′∈ρ.γ.C
ω(z′′) = 〈ω, [γ, ρ].C〉 .
Enfin ces proprie´te´s permettent de de´duire la formule (4.29). En effet :
Rk(f)(σ) = 〈ωσ(f)(z, σX), τn〉 = 〈ωf (σ−1z,X), τn〉 = 〈ωf (z,X), σ−1.τn〉.
Ceci permet de de´duire le corollaire suivant qui transporte l’action de Z[Gn] sur (V Zk )Sn en
une action sur (Mpten (Hn,Z))Sn inde´pendante des poids.
Corollaire 4.6. Soit [γ, ρ] ∈ Gn. Pour tout f ∈
⊗n
j=1 Skj , on a :
Rk(f)|[γ,ρ] =
(
σ 7→ 〈ωf (z,X), (γ−1τ ρn)σ〉
)
. (4.33)
Cette dualite´ s’e´tend par line´arite´ au groupe Z[Gn].
De´monstration. En effet, pour tout γ = (γ1, ..., γn) ∈ Γn et ρ ∈ Sn, on a :
Rk(f)|[γ,ρ] =
(
σ 7→ 〈∧nj=1ωfj(zj, Xj|γσ(j)), τ ρσn 〉
)
par 4.29,
=
(
σ 7→ 〈∧nj=1ωfj(γ−1σ(j)zj, Xj), (τn)(ρσ)(j)〉
)
par 4.30,
=
(
σ 7→ 〈∧nj=1ωfj(zj, Xj), (γ−1)σ(j)(τn)σ(ρ(j))〉
)
par 4.32,
=
(
σ 7→ 〈ωf (z,X), (γ−1.τ ρn)σ〉
)
.
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Ce corollaire nous permet de conside´rer l’action a` droite de [γ, ρ] ∈ Gn sur (Mpten (Hn,Z))Sn
de´finie par :
(σ 7→ C(σ)) |[γ,ρ] =
(
σ 7→ (γ−1)σC(ρσ)) . (4.34)
De´finissons :
Tn = (σ 7→ τσn ) ∈
(
Mpten (Hn,Z)
)Sn
. (4.35)
On re´crit l’action de a ∈ Z[Gn] sur V Snk via une action sur (Mpten (Hn,Z))Sn par la formule :
Rk(f)|a = 〈ωf , Tn|a〉. (4.36)
Ainsi le calcul deA(k) se re´duit a` l’e´tude de l’action de Z[Gn] sur l’e´le´ment Tn ∈ (Mpten (Hn,Z))Sn .
Plus pre´cise´ment, on a :
A(k) = {a ∈ Z[Gn] tel que 〈ω, Tn|a〉 = 0, pour tout ω ∈ ΩRk }. (4.37)
4.2.2 Quelques re´sultats sur l’homologie de Hn
Calcul du bord de τn
Dans le cas n = 1, l’ide´al I1 est de´fini comme l’annulateur du bord (0)−(i∞) de la 1-chaˆıne
τ1. Afin de de´terminer I2, on a vu dans la Proposition 3.13 qu’on pouvait de´composer le bord
de τ2 en fonction de τ1. Ce proce´de´ se ge´ne´ralise comme suit.
Introduisons la famille d’applications (ϕgj )0≤j≤n,g∈Γ : Hn−1 → Hn de´finie par :
ϕgj (z1, ..., zn−1) =

(g.i∞, z1, ..., zn−1) si j = 0
(z1, ..., zn−1, g.0) si j = n
(z1, ..., zj, g.zj, zj+1..., zn−1) sinon.
Lorsque g = Id, on notera simplement ϕj = ϕ
Id
j .
Proposition 4.7. On peut de´terminer le bord de τn en fonction de τn−1 :
δnτn =
n∑
j=0
(−1)jϕj(τn−1). (4.38)
De plus, pour tout g ∈ Γ et tous entiers m, j ≥ 0 avec j ≤ n, on a :
Mptem (ϕ
g
j (Hn−1),Z) = ϕgj
(
Mptem (Hn−1,Z)
)
. (4.39)
De´monstration. Il suffit de calculer pour tout 0 ≤ j ≤ n, τn ◦ δjn : ∆n−1 → Hn.
Ainsi la l-ie`me coordonne´e de τn ◦ δjn(u0, ..., um−1) est donne´e par :
[τn(..., uj−1, 0, uj..., um−1)]l = −i log
 j−1∑
α=0
α<l
uα +
m∑
α=j+1
α<l
uα−1
 = [ϕj(τn−1(u0, ..., um−1))]l.
Pour de´montrer l’e´galite´ des ensembles, il suffit de remarquer que :
P1(Q)n ∩ ϕgj
(Hn−1) = ϕgj (P1(Q)n−1) .
En effet, on a : h = (p1, ..., pn) = (z1, ..., zj, g.zj, ..., zn−1)
⇔ h = (p1, ..., pj, g.pj, pj+2, ..., pn) = ϕgj (p1, ..., ˆpj+1, ..., pn).
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Isome´trie de Hn
Le demi-plan de Poincare´ H est muni de la mesure donne´e par Im(z)−2dz ∧ dz¯. On e´tend
diagonalement cette mesure a` Hn et on s’inte´resse aux transformations de Hn fixant cette
mesure. Pour cela, on introduit les applications suivantes :
i) Pour toute permutation σ ∈ Sn de n e´le´ments, on de´finit l’isome´trie :
ϕσ : Hn → Hn, (z1, ..., zn) 7→ (zσ(1), ..., zσ(n)). (4.40)
ii) On introduit l’involution de H : c−1(z) = −z¯ et pour tout  = (1, ..., n) ∈ {±1}n :
ϕ : Hn → Hn, (z1, ..., zn) 7→ (c1(z1), ..., cn(zn)), ou` c1 = id. (4.41)
iii) Pour tout γ = (γ1, ..., γn) ∈ Γn, posons :
ϕγ : Hn → Hn, (z1, ..., zn) 7→ (γ1.z1, ..., γn.zn). (4.42)
De´monstration. On ve´rifie simplement que ce sont des isome´tries en remarquant que les appli-
cations construites :
Sn → Iso(Hn), σ 7→ ϕσ,
{±1}n → Iso(Hn),  7→ ϕ,
et Γn → Iso(Hn), γ 7→ ϕγ
sont des morphismes de groupes.
Il suffit alors de ve´rifier que la permutation de deux variables est une isome´trie de Hn et
que z 7→ −z¯ est une isome´trie de H. En effet ce sont toutes les deux des involutions de leurs
espaces respectifs.
Enfin pour toute matrice g ∈ Γ, z 7→ g.z est une isome´trie de H d’apre`s le calcul bien
connu :
Im(g.z)−2d(g.z) ∧ d(g.z¯) = |cz + d|
4
Im(z)2
dz
(cz + d)2
∧ dz¯
(cz¯ + d)2
= Im(z)−2dz ∧ dz¯.
Action de la conjugaison complexe
Proposition 4.8. Soit f ∈ SRk alors on dispose de la formule suivante :
ωf (z,X) = ωf (−z¯,−X). (4.43)
Ceci s’e´tend naturellement par produit tensoriel a` une famille de formes modulaires paraboliques
de niveau 1.
De´monstration. En posant le calcul on remarque que la cle´ de celui-ci provient de l’e´galite´
f(z) = f(−z¯) qui se ve´rifie en regardant par exemple la q-se´rie :
f(z) =
∑
n>0
an(f)exp(2inpiz) =
∑
n>0
an(f) exp(−2inpiz¯) = f(−z¯).
En effet an(f) ∈ R par hypothe`se.
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Pour tout choix de signes  ∈ {±1}n, on peut de´finir Ωk comme e´tant l’image de ⊗nj=1SRkj
par l’application :
f1 ⊗ ...⊗ fn 7→ c1(ωf1) ∧ ... ∧ cn(ωfn),
ou` c1(ω) = ω et c−1(ω) = ω est le conjugue´ complexe c’est a` dire une forme modulaire antiho-
lomorphe de poids k.
Corollaire 4.9. Les applications suivantes sont des isomorphismes de R-espaces vectoriels :
Pour tout γ ∈ Γn, ϕ∗γ : Ωk → Ωk, ω(z) 7→ ω(ϕγz), (4.44)
pour tout σ ∈ Sn, ϕ∗σ : Ωk → Ωσ()k , ω(z) 7→ ω(ϕσz), (4.45)
et pour tout ′ ∈ {±1}n, ϕ∗′ : Ωk → Ω
′
k , ω(z) 7→ ω(ϕ′z). (4.46)
De´monstration. D’apre`s la Proposition 4.8, il est e´quivalent de de´finir Ωk via l’isomorphisme :
ϕ∗ : Ω
holo
k → Ωk, ω(z) 7→ ω(ϕz). (4.47)
Ainsi ce corollaire repose alors sur le fait que ϕ∗γ et ϕ
∗
σ sont des endomorphismes bijectifs de
Ωholok et des calculs explicites de commutateurs :
ϕγ ◦ ϕ = ϕ ◦ ϕεγε,
ϕσ ◦ ϕ = ϕσ() ◦ ϕσ,
et ϕ ◦ ϕ′ = ϕ′ .
Pour tout  ∈ {±1}n, de´finissons l’application Z-line´aire de´finie par :
φ : Z[Gn]→ Z[Gn], [(γ1, ..., γn), σ] 7→ [(cσ(1)(γ1), ..., cσ(n)(γn)), σ], (4.48)
avec c1(γ) = γ et c−1(γ) = εγε.
Pour toute partie I de Z[Gn], posons I = φ(I).
Proposition 4.10. On a la caracte´risation suivante de A(k) = φ(A(k)) :
a ∈ A(k) ⇔ ∀ω ∈ ϕ∗(ΩRk ), 〈ω, Tn|a〉 = 0. (4.49)
De plus pour tout  ∈ {±1}n, on a : A(k)− = A(k).
De´monstration. On a : [γ, σ] = [1, σ][γ, 1] donc : ϕ∗[γ,σ] = ϕ
∗
σϕ
∗
γ.
On peut aussi remarquer que ϕ(τ
σ
n ) = τ
σ
n car les imaginaires purs sont stables par z 7→ −z¯.
On a alors :
〈ω, Tn〉 = 〈ω, ϕ(Tn)〉 = 〈ϕ∗ω, Tn〉.
Ceci de´montre la premie`re partie car ϕ∗ e´change les espaces Ω
R
k et ϕ
∗
(Ω
R
k ).
Ainsi on de´montre aise´ment que pour γ ∈ A(k), on a pour tout ω ∈ ϕ∗(ΩRk ) :
0 = 〈(ϕ∗ω)|[γ,σ], ϕσ()(Tn)〉 = 〈(ϕ∗σ()ϕ∗σϕ∗γϕ∗)ω, τn〉.
Il nous reste plus qu’a` remarquer d’une part que : ϕ∗σ()ϕ
∗
σ = ϕ
∗
σϕ
∗
 . et d’ainsi de´duire l’e´galite´ :
ϕ∗σ()ϕ
∗
σϕ
∗
γϕ
∗
 = ϕ
∗
σϕ
∗
ϕ
∗
γϕ
∗
 = ϕ
∗
σϕ
∗
εγε = ϕ
∗
φ([γ,σ]).
Et ainsi φ([γ, σ]) = [(cσ(1)(γ1), ..., cσ(n)(γn)), σ] ∈ A(k).
Enfin l’e´galite´ des ide´aux A(k)− = A(k) correspond a` remarquer :
〈ϕ∗ω,C〉 = 0 = 〈ϕ∗ω,C〉 = 〈ϕ∗−ω,C〉.
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Les ide´aux A(k) sont ainsi stables par conjugaison par (ε, ..., ε). De plus, on notera que les
de´finitions :
ΩRk = Ω
holo
k ⊕ Ωholok et Ωholok = Ω(+,...,+)k ,
permet de donner l’e´criture suivante de l’espace de formes :
ϕ∗(Ω
R
k ) = Ω

k ⊕ Ω−k .
Il suffit donc de ve´rifier l’annulation pour les e´le´ments de Ωk.
4.2.3 Les n-cycles orthogonaux aux formes modulaires
Au vu de la formule du corollaire 4.6, pour me´moire :
Rk(f)|[γ,ρ](σ) = 〈ωf (z,X), (γ−1.τ ρn)σ〉,
de´finissons l’ensemble des chaˆınes transverses par :
Ω⊥k = {C ∈Mpten (Hn,Z) tel que 〈ω,C〉 = 0,∀ω ∈ ΩRk }. (4.50)
On remarque que cette de´finition est inde´pendante du corps de base. On peut remplacer ΩRk
par Ωk = Ω
R
k ⊗R C ou tout autre extension.
On dispose alors de deux annulations essentielles :
Lemme 4.11. Soit ω ∈ Ωk. On a :
〈ω,C〉 = 0, pour tout C ∈ Im(δn+1). (4.51)
De plus, pour tout entier 0 ≤ j ≤ n et toute matrice g ∈ Γ, on a :
〈ω,C〉 = 0, pour tout C ∈Mpten (ϕgj (Hn−1),Z). (4.52)
De´monstration. Soit C ∈ Im(δn+1) alors il existe P ∈ Mpten+1(Hn,Z) tel que C = δn+1(P )
donnant lieu au calcul :
〈ω,C〉 = 〈ω, δn+1(P )〉 = 〈dω, P 〉.
La dernie`re e´galite´ provenant du The´ore`me de Stokes.
Puis on a :
d(∧nj=1ωfj) =
n∑
j=1
ωf1 ∧ ... ∧ d(ωfj) ∧ ... ∧ ωfn = 0,
car dωf = d
(
f(z)(X − z)k−2dz) = 0 pour tout f ∈ Sk.
Pour de´montrer la seconde annulation, on dispose deMpten (ϕ
g
j (Hn−1),Z) = ϕgj (Mpten (Hn−1,Z)).
Ainsi pour tout C ∈ Mpten (ϕgj (Hn−1),Z), il existe une n-chaˆıne c ∈ Mpten (Hn−1,Z) tel que
C = ϕgj (c) et on obtient :
〈ω,C〉 = 〈ω, ϕgj (c)〉 = 〈(ϕgj )∗ω, c〉.
ou` (ϕgj )
∗ : Ωn(Hn)→ Ωn(Hn−1), ω 7→ [(z1, ..., zn−1)→ ω(ϕgj (z1, ..., zn−1))].
Or pour tout ω ∈ Ωk, (ϕgj )∗ω = 0.
En effet, dans le cas j = 0 ou n, il n’y a pas de variation suivant dzj donc dzj s’envoie sur 0.
Dans les autres cas, dzj ∧ dzj+1 s’envoie sur dzj ∧ d(g.zj) = (czj + d)−2dzj ∧ dzj = 0.
Ainsi on obtient donc bien 〈ω,C〉 = 0.
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The´ore`me 4.12. On dispose de la caracte´risation suivante de Ωk :
Ωk = {ω ∈ Ωnpar(Hn, Vk)Γ
n
; dω = 0 et ϕ∗jϕ
∗
σω = 0, pour 0 ≤ j ≤ n, σ ∈ Sn}. (4.53)
On obtient alors :
δn+1(M
pte
n+1(Hn,Z)) +
∑
j,g,σ
Mpten (ϕσϕ
g
j (Hn−1),Z) ⊂ Ω⊥k = (Ωholok )⊥. (4.54)
De´monstration. L’inclusion ⊂ est ve´rifiable par calcul direct et correspond essentiellement au
lemme pre´ce´dent. Re´ciproquement, soit ω ∈ Ωnpar(Hn, Vk)Γn ve´rifiant les e´quations du membre
de droite. La forme ω est une combinaison sur C de :
F (z1, ..., zn) du1 ∧ ... ∧ dun, pour des uj distincts parmi {z1, z¯1, ..., zn, z¯n},
ou` F : Hn → Vk est une fonction harmonique. On peut supposer les indices croissants pour
obtenir des termes line´airement inde´pendants.
Les e´quations ϕ∗0ϕ
∗
σω = 0 pour σ parcourant Sn donne l’annulation des termes ne posse´dant
ni zσ(1) ni zσ(1) parmi l’ensemble des uj. Ainsi il reste uniquement les termes ou` chacune des
variables apparaissent exactement une fois :
ω =
∑
∈{±1}n
F(z1, ..., zn)d(c1(z1)) ∧ ...d(cn(zn)),
ou` F : Hn → Vk est harmonique et la conjugaison est donne´e par  ∈ {±1}n.
La condition dω = 0 et l’invariance par Γn permet d’obtenir de re´e´crire ces termes en :
F(z1, ..., zn) = f

1(c1(z1))(X1 − c1(z1))k1−2...f n(cn(zn))(Xn − cn(zn))kn−2,
ou` les formes holomorphes (f 1, ..., f

n) ∈
∏n
j=1 Mkj de´pendent de  ∈ {±1}n.
La condition ϕ∗1ϕ
∗
σω = 0 donne l’annulation de ces termes sauf lorsque ± = (1, ..., 1). En
effet, sinon il existe deux entiers a et b tel que a = −b, soit σ ∈ Sn tel que σ(1) = a et
σ(2) = b. L’e´quation ϕ∗1ϕ
∗
σω = 0 donne l’annulation de :∑
a=1
b=−1
f a(z1)f

b (z¯1)(Xa−z1)ka−2(Xb−z¯1)kb−2Gσ (z2, ..., zn−1)dz1∧dz¯1∧d(cσ(3)(z2))∧...∧d(cσ(n)(zn−1))
+f−b (z1)f
−
a (z¯1)(Xa−z¯1)ka−2(Xb−z1)kb−2Gσ−(z2, ..., zn−1)dz1∧dz¯1∧d(c−σ(3)(z2))∧...∧d(c−σ(n)(zn−1)),
ou` Gσ (z2, ..., zn−1) =
∏n
j=3 f

σ(j)(cσ(j)(zσ(j)))(Xσ(j) − cσ(j)(zσ(j)))kσ(j)−2. La liberte´ du choix de
σ offerte par le choix de σ(3), ..., σ(n) re´duit ceci a` l’annulation de :
f a(z1)f

b (z¯1)(Xa − z1)ka−2(Xb − z¯1)kb−2 + f−b (z1)f−a (z¯1)(Xa − z¯1)ka−2(Xb − z1)kb−2 = 0.
Ceci donne l’annulation des deux termes car si ka = 2 alors f

a = f
−
a = 0 car M2 =
{0}. Sinon on peut identifier les coefficients des monoˆmes en Xa comme nuls et de´duire
f a(z1)f

b (z¯1)
=f−b (z1)f
−
a (z¯1) = 0.
Il ne reste ainsi plus que deux termes non nuls :
f
(1,..,1)
1 (z1)(X1 − z1)k1−2dz1 ∧ ... ∧ f (1,..,1)n (zn)(Xn − zn)kn−2dzn,
et : f
(−1,..,−1)
1 (z¯1)(X1 − z¯1)k1−2dz¯1 ∧ ... ∧ f (−1,..,−1)n (z¯n)(Xn − z¯n)kn−2dz¯n.
La condition d’annulation sur le bord ∂Hn permet d’obtenir le caracte`re parabolique des formes
modulaires restantes (f j )1≤j≤n ∈
∏n
j=1 Skj pour  ∈ {(1, ..., 1), (−1, ...,−1)}. On obtient ainsi
ω ∈ Ωk.
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Pour de´montrer l’inclusion (4.54), on remarque a` nouveau que pour ensemble de forme Ω
on a : Ω
⊥
= Ω⊥. En effet, pour C ∈Mpten (Hn,Z) et ω ∈ Ω, on a : 〈ω,C〉 = 〈ω,C〉. Ainsi :
Ω⊥k =
(
Ωholok ⊕ Ωholok
)⊥
= (Ωholok )
⊥.
Puis {dω = 0}⊥ = Im(δn+1) et pour 0 ≤ j ≤ n et σ ∈ Sn on a :
{ϕ∗jϕ∗σω = 0}⊥ = ϕσϕj(Mpten (Hn−1,Z)) = Mpten (ϕσϕj(Hn−1),Z).
La stabilite´ par l’action de Γn de Ω⊥k donne alors l’inclusion du the´ore`me.
Proposition 4.13. Pour tout n-cycle C ∈Mpten (Hn,Z), on a :
δn(C) ∈
∑
j,g,σ
δn
(
Mpten (ϕσϕ
g
j (Hn−1),Z)
)
(4.55)
⇔ C ∈ δn+1(Mpten+1(Hn,Z)) +
∑
j,g,σ
Mpten (ϕσϕ
g
j (Hn−1),Z). (4.56)
De´monstration. On a de´ja` montrer que Mptem (Hn,Z) = 0 sauf si m ∈ {0, 2n}. Ceci nous donne
Im(δn+1) = Ker(δn) de`s que n ≥ 2 donnant :
δn+1
(
Mpten+1(Hn,Z)
)
= Ker(δn|Mpten (Hn,Z)).
Ainsi pour tout e´le´ment C ve´rifiant :
δn(C) ∈
∑
j,g,σ
δn(M
pte
n (ϕσϕ
g
j (Hn−1),Z)),
s’e´crit δn(C) =
∑
j,g,σ δn(c
g
σ,j), ou` c
g
σ,j ∈Mpten (ϕσϕgj (Hn−1),Z) et :
c0 = C −
∑
j,g,σ
cgσ,j ∈ Ker(δn) = Im(δn+1).
Pour montrer la re´ciproque, il suffit d’appliquer δn a` la chaˆıne et d’utiliser δn ◦ δn+1 = 0.
Remarque 4.14. Cherchons de´sormais a` caracte´riser l’ensemble des chaˆınes de ϕ∗(Ωk)
⊥.
Soit ϕ∗ω ∈ ϕ∗(Ωk). Pour obtenir, l’annulation du crochet 〈ϕ∗ω,C〉 = 〈ω, ϕ(C)〉 il suffit de
ve´rifier la premie`re assertion pour ϕ(C). Ainsi on dispose de l’implication :
ϕ(C) ∈
∑
j,g,σ
δn
(
Mpten (ϕσϕ
g
j (Hn−1),Z)
)⇒ ∀ω ∈ ϕ∗(Ωk), 〈ω,C〉 = 0. (4.57)
4.3 Calcul de l’ide´al des relations
4.3.1 Action de PSL2(Z)n oSn sur les chaˆınes transverses
Pour de´terminer l’ide´al A(k), nous allons e´tudier les n-chaˆınes C = γ.τn ou` γ ∈ Z[Γn] et en
particulier, celles qui ve´rifiant les conditions de la Proposition 4.13.
L’action de Gn sur l’image des applications ϕ
g
j , ϕσ et ϕ est donne´e par les applications
suivantes.
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Pour tout 0 ≤ j ≤ n et g ∈ Γ, on de´finit φgj : Γn−1 → Γn par :
φgj (γ1, ..., γn−1) =

(g, γ1, ..., γn−1) si j = 0
(γ1, ..., γn−1, g) si j = n
(γ1, ..., γj, gγj, γj+1, ...) sinon.
De plus, pour tout σ ∈ Sn et  ∈ {±1}n, on rappelle les de´finitions :
φσ(γ1, ..., γn) = (γσ(1), ..., γσ(n)) et φ(γ1, ..., γn) = (c1(γ1), ..., cn(γn)),
ou` c1(γ) = γ, c−1(γ) = εγε et ε =
( −1 0
0 1
)
.
Proposition 4.15. Pour tout z ∈ Hn−1, γ ∈ Γn−1, 0 ≤ j ≤ n et g ∈ Γ, on a :
ϕgj (γ.z) = φ
g
j (γ).ϕj(z).
Pour tout z ∈ Hn, γ ∈ Γn, σ ∈ Sn et  ∈ {±1}n, on a :
ϕσ(γ.z) = φσ(γ).ϕσ(z) et ϕ(γ.z) = φ(γ).ϕ(z).
De´monstration. On ve´rifie les formules par le calcul :
ϕgj ((γ1, ..., γn−1).(z1, ..., zn−1)) = (γ1.z1, ..., γj.zj, gγj.zj, ..., γn−1.zn−1)
= (γ1, ..., γj, gγj, ..., γn−1).(z1, ..., zj, zj, ..., zn−1)
= φgj (γ).ϕj(z).
Et pour le cas plus simple ϕσ(γ.z) = (γσ(1).zσ(1), ..., γσ(n).zσ(n)) = φσ(γ).ϕσ(z).
La dernie`re provient du calcul −(γz) = εγ.(z¯) = (εγε).(−z¯).
Remarque 4.16. Les applications ainsi construites sont des morphismes de groupes :
Sn → Aut(Γn), σ 7→ φσ et {±1}n → Aut(Γn), → φ.
On dispose ainsi d’un moyen simple d’inversion :
γ = φσ(φσ−1(γ)) et γ = φ(φ(γ)).
De meˆme pour tout 1 ≤ j ≤ n, il existe une de´composition similaire en fonction de l’image
des (φgj )g∈Γ.
Proposition 4.17. Pour tout 0 ≤ j ≤ n, on dispose de la de´composition :
Z[Γn] =
⊕
g∈Γ
Z[φgj
(
Γn−1
)
]. (4.58)
Ainsi tout e´le´ment γ ∈ Z[Γn], il existe une famille unique de (γgj )g∈Γ ∈ (Z[Γn−1])Γ telle que :
γ =
∑
g∈Γ
φgj (γ
g
j ).
De´monstration. En effet, pour (γ1, ..., γn) ∈ Γn, on peut re´crire :
(γ1, ..., γn) = (..., γj, γj+1γ
−1
j γj, ...) = φ
γj+1γ
−1
j
j (γ1, ..., γj, γj+2, ..., γn).
Puis les espaces sont bien en sommes directes car l’application suivante est bien bijective :
(Z[Γn−1])Γ → Z[Γn], (γgj )g∈Γ 7→
∑
g∈Γ
φgj (γ
g
j ).
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Remarque 4.18. Un corollaire de ce re´sultat est que pour tout 0 ≤ j ≤ n les espaces ϕgj (Hn−1)
et ϕg
′
j (Hn−1) sont disjoints de`s que g 6= g′ sauf si :
(j = 0 et g′ ∈ gΓ∞) ou (j = n et g′ ∈ gΓ0) .
Proposition 4.19. Soit (n, .., 1) ∈ Sn et (S, ..., S) ∈ Γn alors les images de τn sont lie´es par :
ϕ(n,...,1)(τn) = ϕ(S,...,S)(τn).
De´monstration. Le support de τn est donne´ par {(it1, ..., itn); 0 < t1 < ... < tn} et donc :
ϕ(n,...,1)(Supp(τn)) = {(itn, ..., it1); 0 < t1 < ... < tn},
et ϕ(S,...,S)(Supp(τn)) = {(−1/it1, ...,−1/itn); 0 < t1 < ... < tn}.
4.3.2 L’ide´al des relations An
Venons-en a` la de´termination de A(k) ⊂ Z[Gn], introduit en 4.14 puis re´crit en 4.37 comme :
A(k) = {a ∈ Z[Gn] tel que 〈ω, (τσn ) |a〉 = 0 pour tout ω ∈ Ωk}.
Notons In l’ide´al a` gauche de Z[Γn] forme´ des e´le´ments γ ve´rifiant :
γ.δn(τn) ∈
n∑
j=0
∑
g∈Γ
δn
[
Mpten (ϕ
g
j (Hn−1),Z)
]
. (4.59)
Introduisons a` nouveau l’antiautomorphisme de Z[Γn] de´fini par :
˜(γ1, ..., γn) = (γ−11 , ..., γ−1n ).
Il permet de conside´rer l’ide´al a` gauche (resp. a` droite) I˜ associe´ a` tout ide´al a` droite (resp. a`
gauche) I ⊂ Z[Γn].
Proposition 4.20. Pour toute famille de poids k = (k1, ..., kn), on a :
[I˜n, 1] ⊂ A(k).
De´monstration. En effet, pour tout γ ∈ In, on obtient :
δn(γτn) = γδn(τn) ∈
∑
j,g
δn
[
Mpten (ϕ
g
j (Hn−1),Z)
]
.
La Proposition 4.13 permet d’avoir l’appartenance :
γτn ∈ Im(δn+1) +
∑
j,g
Mpten (ϕ
g
j (Hn−1),Z).
Et le The´ore`me 4.12 s’applique pour obtenir : γτn ∈ Ω⊥k . On obtient alors pour tout ω ∈ Ωk :
(σ 7→ 〈ω, τσn 〉) |[γ˜,1] = (σ 7→ 〈ω, (γτn)σ〉) = 0,
de´montrant que [γ˜, 1] ∈ A(k).
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Remarque 4.21. Soit  ∈ {±1}n. On dispose de l’ide´al In = φ(In) forme´ par des e´le´ments
γ ∈ Z[Γn] ve´rifiant :
ϕ(γ.δn(τn)) ∈
n∑
j=0
∑
g∈Γ
δn
[
Mpten (ϕ
g
j (Hn−1),Z)
]
⇔ γ.δn(τn) ∈
n∑
j=0
∑
g∈Γ
δn
[
Mpten (ϕϕ
g
j (Hn−1),Z)
]
.
Ainsi pour toute poids multiple k, on a : [I˜n, 1] ⊂ A(k).
On dispose d’une construction par re´currence sur n de In.
Pour tout entier j ve´rifiant 0 ≤ j ≤ n, de´finissons In−1[j] est l’ide´al a` gauche forme´ des
γ ∈ Z[Γn] tels que :
γ.ϕj(τn−1) ∈
∑
g∈Γ
δn
[
Mpten (ϕ
g
j (Hn−1),Z)
]
. (4.60)
Proposition 4.22. L’ide´al a` gauche In est de´termine´ par :
In =
n⋂
j=0
In−1[j]. (4.61)
De´monstration. On raisonne par double inclusion en commenc¸ant par
⋂n
j=0 In−1[j] ⊂ In.
Soit γ ∈ ⋂nj=0 In−1[j], c’est-a`-dire pour tout 0 ≤ j ≤ n :
γ.ϕj(τn−1) ∈
∑
g∈Γ
δn
[
Mpten (ϕ
g
j (Hn−1),Z)
]
,
et donc le calcul du bord de τn (4.38) donne :
γ.δn(τn) =
n∑
j=0
(−1)jγ.ϕj(τn−1) ∈
n∑
j=0
∑
g∈Γ
δn
[
Mpten (ϕ
g
j (Hn−1),Z)
]
.
Et ainsi γ ∈ In.
Pour de´montrer l’inclusion re´ciproque, on commence par de´montrer un re´sultat annexe :
Conside´rons g, g′ ∈ Γ, des entiers 0 ≤ i < j ≤ n et C une (n− 1)-chaˆıne tel que :
C ∈Mpten−1(ϕgi (Hn−1),Z) ∩Mpten−1(ϕg
′
j (Hn−1),Z) pour i < j.
Alors C = δn(c) pour une chaˆıne c ∈Mpten (ϕg
′
j ϕ
g
i (Hn−2),Z).
En effet, C est alors un e´le´ment de Mpten−1(ϕ
g
i (Hn−1)∩ϕg
′
j (Hn−1),Z) car ces espaces topologiques
sont contractiles et seules les pointes de´finissent ainsi les classes d’homotopie. De plus, un calcul
imme´diat donne : ϕgi (Hn−1) ∩ ϕg
′
j (Hn−1) = ϕg
′
j ϕ
g
i (Hn−2). Ainsi C ∈ Mpten−1(ϕg
′
j ϕ
g
i (Hn−2),Z) =
ϕg
′
j ϕ
g
i (M
pte
n−1(Hn−2,Z)) d’apre`s (4.39) et l’homologie de Hn−2 donne :
Mpten−1(Hn−2,Z) = δn(Mpten (Hn−2,Z)),
de´montrant ce lemme interme´diaire.
Soient γ ∈ In et j un entier tel que 0 ≤ j ≤ n. Montrons que γ ∈ In−1[j]. La formule (4.38)
donne :
ϕj(τn−1) = (−1)j
(
δnτn −
∑
i 6=j
(−1)iϕi(τn−1)
)
,
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montrant l’appartenance suivante :
γϕj(τn−1) ∈
[∑
i,g
δn
[
Mpten (ϕ
g
i (Hn−1),Z)
]
+
∑
i 6=j,g
Mpten−1(ϕ
g
i (Hn−1),Z)
]
.
Or cet e´le´ment est aussi dans
∑
g′M
pte
n−1(ϕ
g′
j (Hn−1),Z). Donc γϕj(τn−1) est dans la somme des
intersections.
D’une part, on a simplement :∑
i,g
δn
[
Mpten (ϕ
g
i (Hn−1),Z)
] ∩∑
g′
Mpten−1(ϕ
g′
j (Hn−1),Z) ⊂
∑
g′
δn
[
Mpten (ϕ
g′
j (Hn−1),Z)
]
.
Et le lemme interme´diaire montre d’autre part que :∑
i 6=j,g
Mpten−1(ϕ
g
i (Hn−1),Z) ∩
∑
g′
Mpten−1(ϕ
g′
j (Hn−1),Z) ⊂
∑
g′
δn
[
Mpten (ϕ
g′
j (Hn−1),Z)
]
.
Ainsi on obtient bien γ ∈ In−1[j].
Proposition 4.23. Pour tous les entiers n et j tels que n > 1 et 0 ≤ j ≤ n, les ide´aux In−1[j]
sont calculables en fonction de In−1 :
In−1[j] =

φ0(In−1) + Z[SL2(Z)n].(1− T, 1, ..., 1) si j = 0
φn(In−1) + Z[SL2(Z)n].(1, ..., 1, 1− US) si j = n
φj(In−1) sinon.
(4.62)
De´monstration. Ces formules sont dues au re´sultat de de´composition de Z[Γn] suivant les φgj
de la proposition 4.17. Soit γ ∈ In−1[j].
Lorsque j 6= 0, n, on e´crit γ = ∑g∈Γ φgj (γg) alors :∑
g∈Γ
ϕgj (γg.τn−1) =
∑
g∈Γ
φgj (γg).ϕj(τn−1) ∈
∑
g∈Γ
δn
[
Mpten (ϕ
g
j (Hn−1),Z)
]
.
Or les espaces ϕgj (Hn−1) e´tant disjoints alors cette dernie`re somme est directe et l’inde´pendance
des termes donnent, pour tout g ∈ Γ :
ϕgj (γg.τn−1) ∈ δn
[
Mpten (ϕ
g
j (Hn−1),Z)
]
= ϕgj
(
δn[M
pte
n (Hn−1,Z)]
)
.
Ceci de´montrant γg ∈ In−1, pour tout g ∈ Γ.
La meˆme de´monstration s’adapte bien dans les cas ou` j = 0 ou n dans ces cas l’inde´pendance
est valide a` la condition pre`s :
(j = 0 et g′ ∈ gΓ∞) ou (j = n et g′ ∈ gΓ0) ,
expliquant l’apparition de termes supple´mentaires.
Remarque 4.24. 1) Ceci donne une me´thode de construction par re´currence et partant simple-
ment de I1 = (1 +S, 1 +U +U2)Z[Γ]. Pourtant la recherche de ge´ne´rateurs n’est pas imme´diat
car on dispose ici d’intersection. Pourtant nous verrons que In est de type fini et nous disposons
d’une me´thode de construction des ge´ne´rateurs.
2) Cette me´thode de construction par re´currence stabilise la conjugaison par (ε, ..., ε). En
effet, on de´montre simplement que pour  ∈ {±1}n :
In = In ⇔  ∈ {(1, ..., 1), (−1, ...,−1)}.
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Ceci est vrai pour n = 1 car I−1 = I1. Puis on voit que les formules de In−1[j] donne un
conjugue´ lie´ a` celui de In−1 stable par hypothe`se de re´currence.
Par conse´quence, l’application P (X1, ..., Xn) 7→ P (−X1, ...,−Xn) est une involution de
Vk[In]. Ainsi les polynoˆmes pair et impair des multipe´riodes d’une famille de forme f1⊗...⊗fn ∈
⊗nj=1Skj , de´finis par :
P+f1,...,fn(X1, .., Xn) = 1/2 (Pf1,...,fn(X1, ..., Xn) + Pf1,...,fn(−X1, ...,−Xn)) , (4.63)
et P−f1,...,fn(X1, .., Xn) = 1/2 (Pf1,...,fn(X1, ..., Xn)− Pf1,...,fn(−X1, ...,−Xn)) , (4.64)
sont des e´le´ments de Vk[In]. De plus, en conside´rant la famille des permute´s, on obtient un
e´le´ment de V Snk [A(k)].
On va chercher de´sormais a` traduire les relations de me´lange. Soient a, b ≥ 0 ve´rifiant
n = a + b. Notons (Ia, 1) l’ide´al a` droite dans Z[Γn] engendre´ par l’image d’un ide´al a` droite
Ia ⊂ Z[Γa] par le morphisme de Z[Γa]-modules :
Z[Γa]→ Z[Γn], (γ1, ..., γa) 7→ (γ1, ..., γa, 1, ..., 1).
On de´finit, de manie`re analogue, pour tout Ib ⊂ Z[Γb] un ide´al (1, Ib) ⊂ Z[Γn].
Proposition 4.25. On a les inclusions des ide´aux a` droite de Z[Gn] :
[(I˜a, 1),
∑
ρ∈Sa,b
(ρ)] ⊂ A(k) et [(1, I˜b),
∑
ρ∈Sa,b
(ρ)] ⊂ A(k). (4.65)
De plus, soit (n, ..., 1) ∈ Sn et (S, ..., S) ∈ Γn alors :
[(S, ..., S), id]− [(id, ..., id), (n, ..., 1)] ∈ A(k) (4.66)
De´monstration. Soit γ ∈ Γn alors on peut effectuer le calcul :
(σ 7→ 〈ω, τσn 〉) |[γ−1,∑ρ∈Sa,b (ρ)] =
σ 7→ 〈ω, (γ( ∑
ρ∈Sa,b
τ ρn))
σ〉
 .
Or on remarque que
∑
ρ∈Sa,b τ
ρ
n = τa ⊗ τb ceci permet de se´parer les tenseurs purs :
〈ωa ⊗ ωb, τa ⊗ τb〉 = 〈ωa, τa〉〈ωb, τb〉,
ou` ωa ∈ Ωa(Ha,C) et ωb ∈ Ωb(Hb,C).
Supposons γ = (γ˜a, γ˜b) ∈ (I˜a, 1), alors :
〈ωa ⊗ ωb, τa ⊗ τb〉|γ = 〈ωa, γa.τa〉〈ωb, γb.τb〉 = 0.
Le meˆme calcul reste valide lorsque γ = (γ˜a, γ˜b) ∈ (1, I˜b).
L’appartenance de l’e´le´ment [(S, ..., S), id] − [(id, ..., id), (n, ..., 1)] dans A(k) est une re´-
e´criture de la Proposition 4.19 apre`s passage a` la dualite´ des actions. On a bien ˜(S, ..., S) =
(S, ..., S).
Ceci permet de conside´rer l’ide´al a` droite de Z[Gn] inde´pendant des poids :
An =
n∑
a=1
[(I˜a, 1), ∑
σ∈Sa,n−a
(σ)]
+ ([(S, ..., S), id]− [(1, ..., 1), (n, ..., 1)]) . (4.67)
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Les Propositions 4.20 et 4.25 de´montrent pour toute famille de poids que :
An ⊂ A(k) et donc (V Zk )Sn [An] ⊃ (V Zk )Sn [A(k)]. (4.68)
Les relations du type [(1, I˜b),
∑
σ∈Sa,b(σ)] sont superflues car elles sont engendre´es par :
[(I˜a, 1),
∑
σ∈Sa,n−a(σ)] et [(S, ..., S), id]− [(1, ..., 1), (n, ..., 1)].
En effet, les formules de constructions re´currentes de In permettent de de´montrer que pour
tout 1 ≤ a ≤ n :
(S, ..., S)(Ia, 1)(S, ..., S) = (I(a,...,1)a , 1) = (1, Ia)(a,...,1). (4.69)
Remarque 4.26. Bien que dans la pratique ceci est peu commode, on peut re´aliser la construction
par re´currence directement sur An. Conside´rons pour tout σ ∈ Sn et 0 ≤ j ≤ n, l’ide´al a` gauche
An−1[j, σ] ⊂ Z[Gn], forme´ par les a ∈ Z[Gn] tel que :
[ϕσϕj(Tn−1)] |a ∈
∑
g∈Γ
δn
[
Mpten (ϕσϕ
g
j (Hn−1),Z)
]Sn
.
Et ainsi on obtient la formule :
An = ∩nj=0 ∩σ∈Sn An−1[j, σ]. (4.70)
D’autre part, on a une construction par re´currence de´terminant An−1[j, σ] en fonction de An−1.
Ces ide´aux permettent d’introduire les termes de bords :
MEQk =
∑
σ∈Sn
n∑
j=0
(V Qk )
Sn [An−1[j, σ]]. (4.71)
Ce sont des permutations de polynoˆmes rationnelles induit par la connaissance de (V Ql )
Sn−1 [An−1]
pour les poids l de longueurs n− 1.
Dans la suite, on va chercher a` pre´ciser les inclusions :
MP (k) ⊂ (V Ck )Sn [A(k)] ⊂ (V Ck )Sn [An],
et MEQk ⊂ (V Qk )Sn [An].
4.3.3 Cohomologie relative de PSL2(Z)n oSn
On dispose d’une construction analogue a` celle re´alise´e dans le cas n = 2 dans un cadre
plus large.
Soit n un entier. Notons Pn = P1(Q)
n
les pointes de Hn. On dispose de l’application :
δm : Z[Pmn ]→ Z[Pm−1n ], (a1, ..., am) 7→
m∑
j=1
(−1)j(a1, ..., aˆj, ..., am). (4.72)
On dispose de la suite exacte longue :
...
δm+2−→ Z[Pm+1n ]
δm+1−→ Z[Pmn ] δm−→ ... δ2−→ Z[Pn] δ1−→ Z δ0−→ 0.
On peut ainsi de´finir :
Z[Pmn ]0 = Ker(δm) = Im(δm+1). (4.73)
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De´finissons, de manie`re analogue au cas n = 2, un espace quotient Hm(Pn) en conside´rant les
espaces transverses induits par les dimensions infe´rieurs et les applications ϕj :
Z[Pmn ]0trans =
n∑
j=0
∑
σ∈Sn
∑
g∈Γ
ϕσϕ
g
j (Z[Pmn−1]0), (4.74)
qui permet de de´finir l’espace :
Hm(Pn) = Z[Pmn ]0/Z[Pmn ]0trans. (4.75)
Proposition 4.27. L’ensemble Pn peut eˆtre munie d’une action de Gn = Γ
noSn donne´e par :
[(γ1, ..., γn), ρ].(p1, ..., pn) = (γρ−1(1).pρ−1(1), ..., γρ−1(n).pρ−1(n)). (4.76)
On peut alors e´tendre cette action diagonalement puis par line´arite´ a` Z[Pmn ]. Les espaces Z[Pmn ]0
et Z[Pmn ]0trans sont stables par cette action, nous donnant ainsi une action a` gauche de Gn sur
Hm(Pn).
De´monstration. On ve´rifie simplement que ceci de´finit bien une action a` gauche de Gn sur Pn.
Puis la stabilite´ de Z[Pmn ]0 provient du calcul :
δm+1([γ, ρ].p) = [γ, ρ].δm+1(p) pour p ∈ Z[Pm+1n ].
Et celle de Z[Pmn ]0trans de l’e´change des ϕσϕ
g
j (Z[Pmn−1]0) par Sn et de la stabilite´ par Γn−1.
Proposition 4.28. On peut associer a` τn un e´le´ment Tn ∈ Hn(Pn) comme e´tant la classe de :
δn+1(Un) ou` Un = [τn(e0), ..., τn(en)] ∈ P n+1n . (4.77)
Ceci nous permet de conside´rer l’application suivante :
Θn : Z[Gn]→ Hn(Pn), [γ, ρ] 7→ γ−1ρ−1Tn. (4.78)
Son noyau est An. Notons Hn(Pn)0 son image.
De´monstration. Le calcul du noyau peut eˆtre fait par re´currence et repose d’une part sur la
formule :
In =
n⋂
j=0
In−1[j].
Et en remarquant qu’il existe une relation de re´currence entre Tn et Tn−1 :
Tn =
n∑
j=0
(−1)jϕj(Un−1) ∈ Hn(Pn),
ou` Un−1 = [τn−1(e0), ..., τn−1(en−1)] est un ante´ce´dent de Tn−1 = δn(Un−1).
La liberte´ de choix de Un−1 est bien re´solue dans l’espace quotient Hn(Pn).
Et d’autre part, sur la formule : ∑
ρ∈Sa,b
ρ−1Tn = Ta ⊗ Tb.
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Proposition 4.29. Le groupe Hn(Pn)
0, l’image de l’application Θn, est engendre´ par les classes
dans Hn(Pn) des e´le´ments :
γ.ϕσδn+1 [(a, ..., a), (a, ..., a, b), ...(a, b, ..., b), (b, ..., b)] , (4.79)
ou` a, b ∈ P1(Q), σ ∈ Sn et γ ∈ Γn.
De´monstration. On remarque que le cas ou` a = gi∞ et b = g0 est imme´diat car l’e´le´ment
s’e´crit simplement :
γϕσδn+1 [(gi∞, ..., gi∞), (gi∞, ..., gi∞, g0), ..., (g0, ..., g0)] = γϕσ(g, ..., g)Tn.
Puis pour a et b quelconque on connait l’existence d’une chaˆıne de matrices de PSL2(Z),
γ1, ..., γN telle que :
a = γ1i∞→ γ10 = γ2i∞→ ...→ γN0 = b.
Il nous suffit alors de de´montrer un re´sultat de de´composition conforme.
Lemme 4.30. Soient a, b, c ∈ P1(Q) alors on peut de´composer :
Tn(a, b) = δn [(a, ..., a), (a, ..., a, b)..., (b, ..., b)]
en somme de 2n triangles de la forme :
δn+1 [(a1, ..., an), (a1, ..., an−1, bn)..., (b1, ..., bn)] ,
ou` pour tout 1 ≤ j ≤ n, {aj, bj} est soit {a, c} soit {c, b}.
De´monstration. Pour obtenir un candidat a` la de´composition, on e´crit par abus que le simplexe
a pour e´quation :
a < t1 < ... < tn < b.
On doit alors intercaler la valeur c pour obtenir les ensembles :
{c < t1 < ... < tn < b}, {a < t1 < c < t2 < ... < tn < b}, ..., {a < t1 < ... < tn < c}.
Chacun de ces ensembles est de la forme Tn1(a, c)⊗ Tn2(c, b) pour toute pair n1 + n2 = n.
Il suffit alors d’utiliser la formule
∑
σ∈Sn1,n2 T
σ
n = Tn1 ⊗ Tn2 pour obtenir une de´composition
ade´quate. Le nombre de triangle obtenu est notamment :∑
n1+n2=n
]Sn1,n2 =
∑
n1+n2=n
n!
n1!n2!
= 2n.
Ce lemme permet donc de de´composer de manie`re re´cursive sur la distance d(a, b) un triangle
Tn(a, b) en triangles γϕσTn(i∞, 0). Ceci donne exactement la proposition.
Comme dans le cas n = 2, on remarque que cet espace correspond a` l’ensemble des sommes
de chaˆınes transverses globalement ferme´s quotiente´ par les sommes des chaˆınes transverses
ferme´es :
Corollaire 4.31. On a :
Hn(Pn)
0 =
[(∑
j,g,σ
ϕσϕ
g
j (Z[P nn−1])
)
∩ Z[P nn ]0
]
/
∑
j,g,σ
ϕσϕ
g
j (Z[P nn−1]0). (4.80)
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De´monstration. Il suffit de remarquer que Tn = δn+1Un =
∑n
j=0(−1)jϕj(Un−1) donne bien
l’inclusion ⊂. L’inclusion re´ciproque provient du re´sultat de de´composition de Hn(Pn) suivant :
Lemme 4.32. Le groupe Hn(Pn) est engendre´s par les e´le´ments de la forme :
T σn (aj, bj)1≤j≤n = ϕσδn+1 [(a1, ..., an), (a1, ..., an−1, bn), ..., (b1, ..., bn)] , (4.81)
pour toute famille de 2n points aj, bj ∈ P1(Q) et σ ∈ Sn.
De´monstration. On de´montre ceci par re´currence sur n. Il suffit ainsi d’adjoindre un point
supple´mentaire de Pn et utiliser le fait que δn+1 ◦ δn+2 = 0 pour de´composer tout e´le´ment de
Hn(Pn) en e´le´ment de la forme :
ϕσδn+1 [(∗, ..., ∗), (∗, ..., ∗, bn), ..., (∗, ..., ∗, bn)] .
Ainsi partant d’un e´le´ment δn+1 [(α
0
1, ..., α
0
n), ...., (α
n
1 , ..., α
n
n)], on adjoint les points (α
i
1, ..., α
i
n−1, α
j
n) ∈
Pn pour 0 ≤ i < j ≤ n. Les e´le´ments obtenues sont soit de la forme de´sire´e soit transverse et
donc nul dans le quotient.
Ceci permet de comple´ter la de´monstration du corolaire. En effet, si une combinaison line´aire
de T σn (aj, bj) est transverse alors il s’e´crit comme combinaison line´aire d’e´le´ments transverses :
ϕγT
σ
n (a, b) pour γ ∈ Γn, a, b ∈ P1(Q) par projection successive sur les coordonne´es.
The´ore`me 4.33. L’ide´al An est de type fini.
De´monstration. L’ide´e est a` nouveau de re´duire An a` l’annulateur d’une famille finie de sim-
plexe proche du simplexe fondamental Tn = Tn(i∞, 0). On a vu que An est le noyau de
l’application Z-line´aire surjective :
Θn : Z[Gn]→ Hn(Pn)0, [γ, ρ] 7→ γ−1T ρn .
Or e´tant donne´e que nous savons de´crire l’image Hn(Pn)
0. Il suffit de remarquer que les an-
nulations dans ce groupe proviennent de celle des simplexes a` coordonne´es des sommets dans
B = {i∞, 0, 1,−1}. Pour cela, nous faisons une descente selon chacune des coordonne´es sur la
hauteur h de´fini sur P1(Q). Ces simplexes sont alors simplement les images :
Θn([(U
a1Sδ1 , ..., UanSδn), σ]) pour (aj) ∈ (Z/3)n, (δj) ∈ (Z/2)n et σ ∈ Sn.
Les combinaisons line´aire de ces chaˆınes sont pris avec des coefficients parmi {−1, 0, 1} tradui-
sant la pre´sence et l’orientation dans le recouvrement. Ceci de´montre bien que An est de type
fini et on peut majorer le nombre de ge´ne´rateurs par 3n!6
n
. On peut ame´liorer cette majoration
graˆce au travail sur les conjugue´s, on obtient que δ1 = ... = δn et ainsi le nombre de ge´ne´rateur
est au plus 32n!3
n
.
The´ore`me 4.34. Pour toute famille de poids k = (k1, ..., kn), on a l’e´galite´ des Q-espaces
vectoriels : (
V Qk
)Sn
[An] =
(
V Qk
)Sn
[A(k)] +
∑
j,σ
(
V Qk
)Sn
[An−1[j, σ]]. (4.82)
De´monstration. On a de´ja` vu que An ⊂ A(k) en (4.68) puis que An ⊂ An−1[j, σ] pour tout
j, σ en (4.70). On en de´duit l’inclusion :(
V Zk
)Sn
[An] ⊃
(
V Zk
)Sn
[A(k)] +
∑
j,σ
(
V Zk
)Sn
[An−1[j, σ]].
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Cherchons a` de´montrer l’e´galite´ des dimensions des Q-espaces vectoriels engendre´s par les
deux termes de l’inclusion. On commence par utiliser la dualite´ donne´e par le produit biline´aire
syme´trique et Gn-invariant :
(
V Qk
)Sn × (V Qk )Sn → Q, ((⊗nj=1P σj )σ∈Sn , (⊗nj=1Qσj )σ∈Sn) 7→ ∑
σ∈Sn
∣∣ n∏
j=1
[P σj , Q
σ
j ]
∣∣,
induit par celui de la Remarque 1.21. Il met en dualite´ les espaces
(
V Qk
)Sn
/
(
V Qk
)Sn |An et(
V Qk
)Sn
[An] et permet de de´duire :
dimQ
((
V Qk
)Sn |An)+ dimQ ((V Qk )Sn [An]) = dimQ ((V Qk )Sn) .
D’autre part, on utilise la suite exacte des Q-espaces vectoriels :
0→ (V Qk )Sn |An → (V Qk )Sn P 7→Tn⊗P→ Hn(Pn)0 ⊗Q[Gn] (V Qk )Sn → 0.
Elle est obtenue par tensorisation par le Q[Gn]-module simple
(
V Qk
)Sn
de la suite exacte asso-
cie´e a` l’application Θn. La simplicite´ du Q[Gn]-module
(
V Qk
)Sn
est due a` l’irre´ductibilite´ des
repre´sentations Γ→ GL(Vkj) pour tout j. On utilise alors le re´sultat du Corollaire 4.31, pour
obtenir :
Hn(Pn)
0 =
[(∑
j,g,σ
ϕσϕ
g
j (Z[P nn−1])
)
∩ Z[P nn ]0
]
/
∑
j,g,σ
ϕσϕ
g
j (Z[P nn−1]0)
= {dω = (ϕσϕj)∗ω = 0 pour tout j, σ}⊥ /
∑
j,σ
{dω = (ϕσϕj)∗ω = 0}⊥ .
Son produit tensoriel par
(
V Qk
)Sn
est ainsi :
Hn(Pn)
0 ⊗Q[Gn]
(
V Qk
)Sn
=
(
V Qk
)Sn
[A(k)] +
∑
j,σ
(
V Qk
)Sn
[An−1[j, σ]].
En effet, on a les re´sultat de dualite´ donnant d’une part, d’apre`s le The´ore`me 4.12 :
A(k) = {a ∈ Gn tel que Tn|a ∈ Ω⊥k },
et Ωk = {dω = (ϕσϕj)∗ω = 0 pour tout j, σ} ⊗Q[Gn]
(
V Qk
)Sn
.
Et d’autre part, pour tout 0 ≤ j ≤ n et σ ∈ Sn, on a :
An−1[j, σ] = {a ∈ Gn tel que Tn|a ∈ Ωk(j, σ)⊥},
ou` Ωk(j, σ) = {dω = (ϕσϕj)∗ω = 0} ⊗Q[Gn]
(
V Qk
)Sn
.
Enfin, cette suite exacte donne l’e´galite´ des dimensions :
dimQ
((
V Qk
)Sn |An)+ dimQ (Hn(Pn)0 ⊗Q[Gn] (V Qk )Sn) = dimQ ((V Qk )Sn) .
Ceci de´montre l’e´galite´ des dimensions recherche´e.
Corollaire 4.35. Le Q-espace vectoriel (V Qk )Sn [An] est le plus petit sous-espace de (V Qk )Sn
contenant MEQk et dont l’extension au corps des complexes contient MP (k).
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Chapitre 5
Ge´ne´ralisations diverses
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5.1 Ge´ne´ralisation aux formes de poids 2
5.1.1 Se´rie ge´ne´ratrice associe´e aux formes modulaires de poids 2
On pre´cise ici l’exemple (2.20) pour une forme modulaire parabolique de poids 2 associe´e a`
un groupe de congruence Γ. Soit f ∈ S2(Γ). Posons :
V0 = Γ\SL2(Z).
Et on rappelle la de´finition de la famille de 1-formes holomorphes de H indexe´e par V0 :
Ωf (z) =
∑
g∈V0
f |g(z)dz[g] ∈ Ω1par(H,C)V0 .
Soit γ ∈ PSL2(Z). On de´finit une action a` droite sur Ser(V0) par son action sur les inde´-
termine´es :
[g] 7→ [gγ] pour toute classe g ∈ V0.
Proposition 5.1. L’action construite sur Ser(V0) est duale a` celle construite sur les J
b
a(Ω),
c’est a` dire :
Jγ(Ωf ) = J(Ωf |γ−1), pour tout γ ∈ PSL2(Z). (5.1)
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De´monstration. On effectue le calcul, pour γ ∈ PSL2(Z) :
Jγ(Ωf ) = J
γ.0
γ.i∞
 ∑
g∈Γ\SL2(Z)
f |g(z)dz[g]

= J0i∞
 ∑
g∈Γ\SL2(Z)
f |gγ[g]

= J0i∞
 ∑
g∈Γ\SL2(Z)
f |g[gγ−1]
 = J(Ωf |γ−1).
Ceci est ge´ne´ralisable pour une famille quelconque de formes de poids 2.
Soient Γ1, ...,Γn une famille de groupes de congruences de SL2(Z). Soient f1, ..., fn des formes
modulaires paraboliques de poids 2 associe´es respectivement aux groupes de congruences Γ1, ...,Γn.
Posons :
Vn =
n∐
i=1
Γi\SL2(Z) = {(gi, i) tel que 1 ≤ i ≤ n et gi ∈ Γi\SL2(Z)}.
De´finissons une famille de 1-formes holomorphes indexe´e par Vn :
Ωf1,...,fn(z) =
n∑
i=1
Ωfi(z)Yi
=
n∑
i=1
∑
gi∈Γi\SL2(Z)
fi|gi(z)dzXgiYi.
On de´finit ainsi la se´rie en les inde´termine´s A(gi,i) = XgiYi pour (gi, i) ∈ Vn :
J(f1, ..., fn) = J(Ωf1,...,fn). (5.2)
Les actions sur Ser (Γi\SL2(Z)) donne une action diagonale sur Ser (
∐n
i=1 Γi\SL2(Z)) :
(XgiYi) |γ = XgiγYi, pour tout γ ∈ PSL2(Z) et (gi, i) ∈ V.
Elle est alors a` nouveau compatible a` l’action de PSL2(Z) sur H :
Jγ(f1, ..., fn) = J(f1, ..., fn)|γ, pour tout γ ∈ PSL2(Z). (5.3)
Et les relations donne´es par la structure se transpose donnant notamment :
The´ore`me 5.2 (Relations de Manin non commutatives). Pour toute famille de formes modu-
laires paraboliques f = (f1, ..., fn) de poids 2, on dispose des relations :
J(f)JS(f) = JS(f)J(f) = 1,
JU2(f)JU(f)J(f) = JU(f)J(f)JU2(f) = J(f)JU2(f)JU(f) = 1.
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5.1.2 Vecteurs des multipe´riodes des formes de poids 2
Soient Γ ⊂ SL2(Z) un groupe de congruence et f ∈ S2(Γ) une forme modulaire holomorphe
pour Γ de poids 2. De´finissons le groupe abe´lien librement engendre´ par les classes de Γ\SL2(Z) :
V ZΓ = Z[Γ\SL2(Z)]. (5.4)
Nous noterons
∑
λg[g] ses e´le´ments. Pour tout anneau commutatif A, nous noterons V
A
Γ =
V ZΓ ⊗Z A et VΓ = V CΓ . Le C-espace-vectoriel VΓ dispose ainsi d’une structure re´elle donne´e par
V RΓ et d’une conjugaison complexe.
Ces groupes abe´liens sont munis d’une action a` droite de PSL2(Z) donne´e par [g]|γ = [gγ].
De´finition 5.3. Les nombres complexes suivant sont appele´es pe´riodes de la forme f :∫ 0
i∞
f |g(z)dz pour g parcourant Γ\SL2(Z).
On de´finit le vecteur des pe´riodes de f par :
Pf =
∑
g∈Γ\SL2(Z)
∫ 0
i∞
f |g(z)dz[g] ∈ VΓ. (5.5)
Ce vecteur des pe´riodes ve´rifie les relations de Manin et caracte´rise la forme f . En effet,
l’application C-line´aire suivante est injective :
S2(Γ)→ WΓ = {v ∈ VΓ; v|1+S = v|1+U+U2 = 0}, f 7→ Pf . (5.6)
On ge´ne´ralise ainsi ce formalisme pour une famille de formes de poids 2.
Soit n ≥ 1. Soient Γ1, ..,Γn des groupes de congruence de SL2(Z). Conside´rons une famille
f1, ..., fn de formes modulaires paraboliques de poids 2 pour les groupes respectifs Γ1, ...,Γn,
c’est a` dire fj ∈ S2(Γj) pour 1 ≤ j ≤ n.
De´finissons le groupe abe´lien librement engendre´ par les n-upplets de classes de
∏n
j=1 Γj\SL2(Z) :
V ZΓ1,...,Γn = Z
[
n∏
j=1
Γj\SL2(Z)
]
. (5.7)
On peut librement l’identifier a` ⊗nj=1V ZΓj via [g1, ..., gn] ∼= [g1]⊗...⊗[gn]. De plus, nous de´finissons
de manie`re analogue pour tout anneau commutatif A, V AΓ1,...,Γn = V
Z
Γ1,...,Γn
⊗Z A. Ceci muni a`
nouveau l’extension au corps des complexes, note´ simplement VΓ1,...,Γn , d’une structure re´elle
fournie par V RΓ1,...,Γn .
On peut e´tudier, comme pour les formes de niveau 1, les termes de diffe´rents degre´s de la
se´rie formelle vue en (5.2) :
J(f1, ..., fn) =
∑
N≥0
∫
0<t1<...<tN
Ωf1,...,fn(it1) ∧ ... ∧ Ωf1,...,fn(itN).
Ceci permet de mettre en e´vidence des vecteurs de
(∏n
j=1 VΓj
)⊗N
que l’on nommera vecteur
des multipe´riodes :
De´finition 5.4. On appelle multipe´riodes de longueur n de la famille des formes modulaires
paraboliques (fj)1≤j≤n les nombres complexes :
Λ(f1|g1 , ..., fn|gn ; 1, ..., 1) =
∫
0<t1<...<tn
f1|g1(it1)...fn|gn(itn)dt1...dtn, (5.8)
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pour toutes les classes gj ∈ Γj\SL2(Z), (1 ≤ j ≤ n).
On peut les regrouper dans le vecteur des multipe´riodes de longueur n de (f1, ..., fn) :
Pf1,...,fn =
∑
gj∈Γj\SL2(Z)
1≤j≤n
Λ(f1|g1 , ..., fn|gn ; 1, ..., 1)[g1, ..., gn] ∈ VΓ1,...,Γn . (5.9)
Pour toute permutation σ ∈ Sn, nous disposons du permute´ du vecteur des multipe´riodes :
P σf1,...,fn = φσ(Pfσ(1),...,σ(n)), (5.10)
ou` φσ : ⊗nj=1V ZΓσ(j) → ⊗nj=1V ZΓj , [gσ(1), ..., gσ(n)] 7→ [g1, ..., gn].
On dispose a` nouveau d’une e´criture unifie´e de´pendante du meˆme n-cycle τn ∈Mpten (Hn,Z)
et des formes diffe´rentielles invariantes. Pour toute forme modulaire parabolique holomorphe
f ∈ S2(Γ), posons :
ωf (z) =
∑
g∈Γ\SL2(Z)
f |g(z)dz[g] ∈ Ω1par(H,C)⊗C VΓ = Ω1par(H, VΓ).
Proposition 5.5. Soit σ ∈ Sn. Alors l’accouplement Ωnpar(Hn,C) × Mpten (Hn,Z) → C de
l’inte´gration donne la formule :
P σf1,...,fn = 〈ωf1 ∧ ... ∧ ωfn , τσn 〉. (5.11)
La forme diffe´rentielle ωf ve´rifie une proprie´te´ lie´e a` la modularite´ analogue a` celle du cas
de niveau 1. Pour tout f ∈ S2(Γ) et γ ∈ PSL2(Z), on a :
γ∗ωf (z) =
∑
g∈Γ\SL2(Z)
f |g(γz)d(γz)[g]
=
∑
g∈Γ\SL2(Z)
f |gγ(z)dz[g] =
∑
g∈Γ\SL2(Z)
f |g(z)dz[gγ−1] = ωf (z)|γ−1 . (5.12)
Ceci peut s’e´crire de manie`re formelle :
ωf ∈ Ω1par(H, VΓ)PSL2(Z) = Ω1par(H,C)⊗C[PSL2(Z)] VΓ. (5.13)
On peut en de´duire a` nouveau la structure de PSL2(Z)-morphisme et donc les relations de
me´lange et de Manin sur les vecteurs des multipe´riodes. En effet, l’application suivante est un
morphisme de Z[PSL2(Z)n oSn]-modules :
Ser
( ∐
1≤j≤n
Γj\SL2(Z)
)
→ (VΓ1,...,Γn)Sn , J(Ωf1,...,fn) 7→
(
P σf1,...,fn
)
σ∈Sn . (5.14)
The´ore`me 5.6 (Relations de me´lange et de Manin ge´ne´ralise´es).
1) Pour toute de´composition entie`re a + b = n de la longueur, on dispose de la formule de
me´lange : ∑
σ∈Sa,b
P σf1,...,fn = Pf1,...,fa ⊗ Pfa+1,...,fa+b . (5.15)
2) On dispose de meˆme des relations de Manin ge´ne´ralise´es :∑
a,b≥0
a+b=n
Pf1,...,fa|(S,...,S) ⊗ Pfa+1,...,fa+b = 0, (5.16)
∑
a,b,c≥0
a+b+c=n
Pf1,...,fa|(U2,...,U2) ⊗ Pfa+1,...,fa+b|(U,...,U) ⊗ Pfa+b+1,...,fa+b+c = 0. (5.17)
ou` on pose P∅ = 1 pour simplifier les notations.
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De´monstration. On dispose de la relation de me´lange non commutatives sur la se´rie ge´ne´ratrice,
pour me´moire :
∆J(Ωf1,...,fn) = J(Ωf1,...,fn)⊗ J(Ωf1,...,fn).
Ainsi que des relations de Manin non commutatives, a` savoir :
J(Ωf1,...,fn)|S.J(Ωf1,...,fn) = 1 et J(Ωf1,...,fn)|U2 .J(Ωf1,...,fn)|U .J(Ωf1,...,fn) = 1.
Elle se traduise sur les vecteurs des multipe´riodes par les formules du the´ore`me apre`s projection
par :
Ser(Vn)→ Ser(Vn)n ∼= V SnΓ1,...,Γn ,
qui est un Z[PSL2(Z)n oSn]-morphisme par construction.
5.1.3 Relations ve´rifie´es par les vecteurs de pe´riodes
Nous donnons une description rapide des resultats existants sur les vecteurs des pe´riodes.
De´finissons un sous-groupe de V ZΓ , pour tout sous-groupe de congruence Γ ⊂ SL2(Z), par :
W ZΓ = {v ∈ V ZΓ tel que v|1+S = v|1+U+U2 = 0}. (5.18)
Il contient la droite associe´e aux formes non paraboliques :
EZΓ = 〈[Γ]− [ΓS]〉Z ⊂ W ZΓ . (5.19)
De plus son extension au corps des complexes contient les vecteurs des pe´riodes :
PerΓ = {Pf pour f ∈ S2(Γ)} ⊂ WΓ = W ZΓ ⊗ C. (5.20)
D’autre part, lorsque εΓε = Γ, on peut de´composer VΓ = V
+
Γ ⊕ V −Γ ou` :
V ±Γ = {v ∈ VΓ tel que cε(v) = ±v}, (5.21)
et cε([g]) = [εgε] pour tout g ∈ Γ\SL2(Z).
On peut alors scinder W ZΓ suivant cette de´composition car εI1ε = I1 :
W ZΓ = W
+,Z
Γ ⊕W−,ZΓ , ou` W±,ZΓ = W ZΓ ∩ V ±Γ .
Et en particulier, on a EZΓ ⊂ W+,ZΓ .
Proposition 5.7. On dispose de la de´composition :
WΓ = PerΓ ⊕ PerΓ ⊕ EΓ (5.22)
De plus, si εΓε = Γ alors :
W+Γ = Per
+
Γ ⊕ EΓ et W−Γ = Per−Γ . (5.23)
Et ceci permet de de´duire le caracte`re minimal suivant des relations de Manin :
Corollaire 5.8. Le Q-espace vectoriel WQΓ est le plus petit sous-espace-vectoriel de V
Q
Γ conte-
nant EQΓ tel que son extension au corps des complexes contient PerΓ.
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5.1.4 Relations ve´rifie´es par les vecteurs des bipe´riodes
Soient Γ1 et Γ2 des groupes de congruence de SL2(Z). Soient f1 et f2 des formes modulaires
paraboliques de poids 2 pour les groupes respectifs Γ1 et Γ2. Le vecteur des bipe´riodes de f1 et
f2 est de´fini par :
Pf1,f2 =
∑
g1∈Γ1\SL2(Z)
∑
g2∈Γ2\SL2(Z)
∫ ∞
0
∫ t1
0
f1|g1(it1)f2|g2(it2)dt1dt2[g1, g2] ∈ VΓ1,Γ2 . (5.24)
Nous noterons PerΓ1,Γ2 le C-espace vectoriel forme´ par ces vecteurs.
Notons :
W ZΓ1,Γ2 = {v ∈ V ZΓ1,Γ2 tel que v|γ = 0 pour tout γ ∈ I˜2} (5.25)
De´finissons le sous-groupe des vecteurs ve´rifiant les relations de Manin diagonales :
V ZΓ1,Γ2 [ID] = {v ∈ V ZΓ1,Γ2 tel que v|(1,1)+(S,S) = v|(1,1)+(U,U)+(U2,U2) = 0}. (5.26)
Puis posons :
EZΓ1,Γ2 =
(
W ZΓ1 ⊗ (V ZΓ2)T
)
+ V ZΓ1,Γ2 [ID] +
(
(V ZΓ1)
US ⊗W ZΓ2
)
. (5.27)
On de´montre le the´ore`me suivant pre´cisant l’inclusion :
PerΓ1,Γ2 ⊂ WΓ1,Γ2 = W ZΓ1,Γ2 ⊗Z C. (5.28)
The´ore`me 5.9. Le Q-espace vectoriel WQΓ1,Γ2 = W
Z
Γ1,Γ2
⊗Z Q est le plus petit sous-espace-
vectoriel W de V QΓ1,Γ2 tel que :
PerΓ1,Γ2 ⊂ W ⊗ C et EQΓ1,Γ2 ⊂ W. (5.29)
Pour cela, on recherche a` calculer l’ide´al a` droite de Z[PSL2(Z)2] de´fini par :
JΓ1,Γ2 = {γ ∈ Z[PSL2(Z)2] tel que Pf1,f2|γ = 0 pour tout (f1, f2) ∈ S2(Γ1)× S2(Γ2)}. (5.30)
Posons pour tout couple (f1, f2) ∈ S2(Γ1)× S2(Γ2) :
ωf1,f2 =
∑
g1∈Γ1\SL2(Z)
∑
g2∈Γ2\SL2(Z)
(f1|g1(z1)dz1) ∧ (f2|g2(z2)dz2) [g1, g2] ∼= ωf1 ∧ ωf2 .
La formule liant Pf1,f2 a` τ2 permet de ramener les calculs a` ceux de´ja` re´alise´s :
Pf1,f2 = 〈ωf1,f2 , τ2〉. (5.31)
Proposition 5.10. Soit (γ1, γ2) ∈ PSL2(Z)2.
La famille de 2-formes holomorphes ωf1,f2 ve´rifie la proprie´te´ d’invariance :
ωf1,f2(γ1.z1, γ2.z2)|(γ1,γ2) = ωf1,f2(z1, z2) (5.32)
L’action sur le vecteur des bipe´riodes se transpose sur l’homologie de H2 :
Pf1,f2|(γ1,γ2) = 〈ωf1,f2 , (γ−11 , γ−12 )τ2〉. (5.33)
De´monstration. On a : ωf1,f2(z1, z2) = ωf1(z1) ∧ ωf2(z2) donc il suffit d’obtenir l’invariance de
l’action de γ ∈ PSL2(Z) sur une famille de 1-formes holomorphes. Or on a de´ja` :
ωf (γ.z)|γ =
∑
g∈Γ\PSL2(Z)
f |g(γ.z)d(γ.z)[gγ] =
∑
g∈Γ\PSL2(Z)
f |gγ(z)dz[gγ] = ωf (z).
Une de´monstration similaire a` celle du cas du niveau 1 donne :
Pf1,f2|(γ1,γ2) = 〈ωf1,f2(z1, z2)|(γ1,γ2), τ2〉 = 〈ωf1,f2(γ−11 .z1, γ−12 .z2), τ2〉 = 〈ωf1,f2 , (γ−11 , γ−12 )τ2〉.
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Corollaire 5.11. On a l’inclusion des ide´aux : I2 ⊂ J˜Γ1,Γ2 .
De´monstration. La proposition pre´ce´dente de´montre que ωf1,f2 est un e´le´ment de l’espace des
2-formes diffe´rentielles harmoniques surH2, a` valeurs dans VΓ1,Γ2 , nulles en l’infini et invariantes
par PSL2(Z)2 :
Ω2par(H2, VΓ1,Γ2)PSL2(Z)
2
= Ω2par(H2,C)⊗C[PSL2(Z)2] VΓ1,Γ2 .
De´finissons les sous-espaces vectoriels suivant de ce dernier :
ΩholoΓ1,Γ2 = {ωf1,f2 pour f1 ⊗ f2 ∈ S2(Γ1)⊗ S2(Γ2)},
et ΩholoΓ1,Γ2 = {ωf1,f2 pour f1 ⊗ f2 ∈ S2(Γ1)⊗ S2(Γ2)}.
On dispose ainsi de l’espace : ΩΓ1,Γ2 = Ω
holo
Γ1,Γ2
⊕ ΩholoΓ1,Γ2 ⊂ Ω2par(H2, VΓ1,Γ2)PSL2(Z)
2
.
Pour de´montrer le corollaire, il suffit de de´terminer :
(ΩΓ1,Γ2)
⊥ = {c ∈Mpte2 (H2,Z); 〈ω, c〉 = 0 pour tout ω ∈ ΩΓ1,Γ2}. (5.34)
En effet la proposition pre´ce´dente permet d’e´crire :
J˜Γ1,Γ2 = {γ ∈ Z[PSL2(Z)2] tel que γ.τ2 ∈ (ΩΓ1,Γ2)⊥}. (5.35)
Et la de´finition de I2 est :
I2 = {γ ∈ Z[PSL2(Z)2] tel que δ2(γ.τ2) ∈ H0 +D0 + V 0}.
Or comme dans le cas du niveau 1, on donne une nouvelle description de ΩΓ1,Γ2 :
ΩΓ1,Γ2 = {ω ∈ Ω2par(H2, VΓ1,Γ2)PSL2(Z)
2
tel que dω = ϕ∗0ω = ϕ
∗
1ω = ϕ
∗
2ω = 0}.
Ceci permet d’e´crire :
{dω = ϕ∗0ω = 0}⊥ + {dω = ϕ∗1ω = 0}⊥ + {dω = ϕ∗2ω = 0}⊥ ⊂ Ω⊥Γ1,Γ2 ,
e´quivalent pour tout e´le´ment c ∈Mpte2 (H2,Z) a` :
δ2c ∈ H0 +D0 + V 0 ⇒ c ∈ Ω⊥Γ1,Γ2 .
Ceci de´montre bien l’inclusion des ide´aux I2 ⊂ J˜Γ1,Γ2 .
Nous avons de´sormais tous les e´le´ments pour la de´monstration du The´ore`me 5.9 :
De´monstration. En effet, la repre´sentation de PSL2(Z)2 fournie par VΓ1,Γ2 est irre´ductible.
Ainsi le morphisme de Q[PSL2(Z)2]-modules est surjective par le Lemme de Schur :
Q[PSL2(Z)2]→ EndQ(V QΓ1,Γ2), γ 7→ (v 7→ v|γ) .
Ainsi tous les sous-Q-espaces vectoriels de V QΓ1,Γ2 s’e´crivent comme l’annulateur d’un e´le´ment
de Q[PSL2(Z)2]. Il suffit ainsi d’obtenir WQΓ1,Γ2 = V
Q
Γ1,Γ2
[JΓ1,Γ2 ] + EQΓ1,Γ2 pour de´montrer la
minimalite´ comme Q-espace vectoriel de WQΓ1,Γ2 .
Pour cela, on observe que l’application surjective : Θ2 : Z[PSL2(Z)2] → H2(P2)0 dont le
noyau de´fini I2 donne l’exactitude de la suite :
0→ V QΓ1,Γ2|I2 → V QΓ1,Γ2 →
[
H2(P2)
0 ⊗Q[PSL2(Z)2] V QΓ1,Γ2
]Γ2
→ 0.
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Et ce denier peut eˆtre identifie´ a` :[
V QΓ1,Γ2 ⊗H2(P2)0
]Γ2 ∼= V QΓ1,Γ2 [JΓ1,Γ2 ] + EQΓ1,Γ2 .
Car d’une part :
H2(P2)
0 = {dω = ϕ∗0ω = ϕ∗1ω = ϕ∗2ω = 0}⊥/
({dω = ϕ∗0ω = 0}⊥ + {dω = ϕ∗1ω = 0}⊥ + {dω = ϕ∗2ω = 0}⊥) .
Et d’autre part :
ΩΓ1,Γ2 = {dω = ϕ∗0ω = ϕ∗1ω = ϕ∗2ω = 0} ⊗Q[PSL2(Z)2] V QΓ1,Γ2 ,
et EQΓ1,Γ2 = V
Q
Γ1,Γ2
[IH ] + V
Q
Γ1,Γ2
[ID] + V
Q
Γ1,Γ2
[IV ].
Ceci permet d’obtenir l’e´galite´ : dimQ
(
WQΓ1,Γ2
)
= dimQ
(
V QΓ1,Γ2 [JΓ1,Γ2 ] + EQΓ1,Γ2
)
. Puis on obtient
l’e´galite´ de ces espaces car l’ide´al I2 est inclus dans les ide´aux J˜Γ1,Γ2 , IH , ID et IV donc induit
l’inclusion inverse de leurs annulateurs.
Proposition 5.12. On dispose de la de´composition du C-espace vectoriel :
WΓ1,Γ2 = PerΓ1,Γ2 ⊕ PerΓ1,Γ2 ⊕ EΓ1,Γ2 . (5.36)
Si l’on suppose de plus εΓ1ε = Γ1 et εΓ2ε = Γ2 alors on peut conside´rer les parties paire et
impaire et obtenir :
W+Γ1,Γ2 = Per
+
Γ1,Γ2
⊕ E+Γ1,Γ2 et W−Γ1,Γ2 = Per−Γ1,Γ2 ⊕ E−Γ1,Γ2 . (5.37)
5.1.5 Calcul de V ZΓ1,Γ2[ID]
Soit (Γ1,Γ2) le plus petit sous-groupe de PSL2(Z) contenant Γ1 et Γ2.
Soit Γ1 ∩ Γ2 est le plus grand sous-groupe de PSL2(Z) contenu dans Γ1 et Γ2. On a :
Γ1 ∩ Γ2 ⊂ Γ1,Γ2 ⊂ (Γ1,Γ2).
On peut construire les applications Z-line´aires :
Ψ : V ZΓ1∩Γ2 → V ZΓ1,Γ2 , [Γ1 ∩ Γ2g] 7→ [Γ1g,Γ2g], (5.38)
Φ : V ZΓ1,Γ2 → V Z(Γ1,Γ2), [Γ1g1,Γ2g2] 7→ [(Γ1,Γ2)g1]− [(Γ1,Γ2)g2]. (5.39)
Ces applications sont des homomorphismes de PSL2(Z)-module, ou` l’on muni V ZΓ1,Γ2 de la
structure diagonale. En effet, pour tout γ ∈ PSL2(Z) :
Φ([g1, g2])|γ = [(Γ1,Γ2)g1]|γ − [(Γ1,Γ2)g2]|γ
= [(Γ1,Γ2)g1γ]− [(Γ1,Γ2)g2γ] = Φ([g1γ, g2γ]),
et Ψ([g])|γ = [Γ1g,Γ2g]|γ = [Γ1gγ,Γ2gγ] = Ψ([gγ]).
Proposition 5.13. La suite suivante est exacte :
0→ WQΓ1∩Γ2
Φ→ V QΓ1,Γ2 [ID]
Ψ→ WQ(Γ1,Γ2) → 0. (5.40)
De plus, elle est scinde´e et on peut e´crire :
V QΓ1,Γ2 [ID] = W
Q
Γ1∩Γ2 ⊕WQ(Γ1,Γ2).
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De´monstration. Les applications e´tant des homomorphismes de groupes, la restriction prise
aux espaces des pe´riodes a` bien un sens.
Puis l’application Φ est injective car (Γ1∩Γ2)g = (Γ1g)∩ (Γ2g). Ainsi sa restriction, WΓ1∩Γ2 →
VΓ1,Γ2 [ID] aussi.
On a KerΨ = ImΦ qui est valide dans VΓ1,Γ2 donc aussi dans VΓ1,Γ2 [ID].
Enfin, on montre explicitement la surjectivite´ en construisant un ante´ce´dent a` tout e´le´ment de
W(Γ1,Γ2). On commence par l’e´le´ment non parabolique on a :
Ψ([Γ1,Γ2S]− [Γ1S,Γ2]) = 2[(Γ1,Γ2)]− 2[(Γ1,Γ2)S] ∈ EQ(Γ1,Γ2)
([Γ1,Γ2S]− [Γ1S,Γ2])|(1,1)+(S,S) = 0
([Γ1,Γ2S]− [Γ1S,Γ2])|(1,1)+(U,U)+(U2,U2) = 0
Car SU = T−1 ∈ Γ∞ ⊂ Γj et donc ΓjSU = Γj pour j = 1, 2.
Pour v ∈ Per(Γ1,Γ2), il existe une forme f ∈ S2((Γ1,Γ2)) tel que v = Pf . Posons :
u = 〈
∑
g∈(Γ1,Γ2)
f |g(z)dz[g, gS], τ1〉, alors Ψ(u) = Pf − Pf |S = 2Pf .
Lorsque v ∈ Per(Γ1,Γ2), il suffit de prendre le conjugue´ complexe. L’e´galite´ des dimensions
obtenue sur C sont encore valide sur Q et la suite reste exacte sur les corps des rationnelles.
Comme dans le cas du niveau 1, la de´monstration nous donne une me´thode de construction
valide sur Q apre`s avoir identifie´e les pe´riodes comme e´tant les coordonne´es d’un vecteur de
WC(Γ1,Γ2). La connaissance des ge´ne´rateurs des espaces de longueur 1 permet donc d’avoir une
construction explicite des espaces rationnelles de longueur 2.
5.2 Ge´ne´ralisation aux repre´sentations irre´ductibles de
PSL2(Z)
5.2.1 Vecteurs des pe´riodes d’une repre´sentation
Soit V Z un PSL2(Z)-module. Pour tout anneau commutatif A, notons V A = V Z ⊗Z A le
A-module associe´. Nous noterons simplement V = V Z ⊗ C le C-espace vectoriel associe´, on le
suppose de dimension finie. De plus, munissons le groupe V Z d’une conjugaison compatible a`
l’action. C’est l’endomorphisme Z-line´aire ve´rifiant :
c : V Z → V Z tel que c(v|γ) = c(v)|γ pour tout γ ∈ PSL2(Z) et v ∈ V Z, (5.41)
ou` ε =
( −1 0
0 1
)
.
De´finissons alors le R-espace-vectoriel des formes modulaires paraboliques harmoniques re´elles :
ΩV = {ω ∈ Ω1par(H, V ) tel que ω(γ.z)|γ = ω(z) et ω¯(z) = c(ω)(−z¯)}. (5.42)
On de´compose celui-ci en ΩV = Ω
holo
V ⊕ c(ΩholoV ) ou` :
ΩholoV = {ω ∈ ΩV holomorphe}.
Conside´rons l’espace des vecteurs des pe´riodes :
PerV = {〈ω, τ1〉 pour tout ω ∈ ΩholoV }, (5.43)
et celui de´termine´ par les relations de Manin :
W ZV = {v ∈ V Z tel que v|1+S = v|1+U+U2 = 0}. (5.44)
Il contient l’espace EZV = (V
Z)T |(1−S).
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Proposition 5.14. On dispose de la de´composition :
WV = PerV ⊕ PerV ⊕ ECV . (5.45)
De´monstration. De´finissons l’application :
ΩholoV ⊕ c(ΩholoV )→ Z1par(PSL2(Z), V ) = {ϕ : PSL2(Z)→ V ;ϕ(T ) = 0 et ϕ(γ1γ2) = ϕ(γ1)|γ2 + ϕ(γ2)}
ω 7→ ϕω :
(
γ 7→ 〈ω, {i∞, γ−1i∞}〉) .
Cette application est bien de´finie car pour tout ω, ϕω(T ) = 0 et :
ϕω(γ1γ2) = 〈ω, {i∞, (γ1γ2)−1i∞}〉
= 〈ω, {γ−12 i∞, γ−12 γ−11 i∞}〉+ 〈ω, {i∞, γ−12 i∞}〉 = ϕω(γ1)|γ2 + ϕω(γ2).
C’est en faite un isomorphisme car on peut construire une application re´ciproque. En effet,
le The´ore`me d’Eichler-Shimura ou` dans notre contexte la surjectivite´ de l’application Θ1 :
Z[PSL2(Z)]→ H1(P1)0 permet de reconstruire a` partir de ϕω les pe´riodes 〈ω, {a, b}〉 pour tout
a, b ∈ P1(Q). Ces valeurs permette d’obtenir :
Div0(P1(Q))→ V, (b)− (a) 7→ 〈ω, {a, b}〉.
et les conditions d’invariances de´terminent entie`rement la forme par la correspondance de
Riemann-Roch.
Pour utiliser un re´sultat de cohomologie ge´ne´rale de PSL2(Z), il nous reste a` de´terminer
les cobords :
B1par(PSL2(Z), V ) = {γ 7→ v|1−γ pour v ∈ V T}.
L’isomorphisme ϕ 7→ ϕ(S) donne donc bien WV = PerV ⊕ PerV ⊕ V T |(1−S).
Car on a 〈ω, τ1〉 = 〈c(ω), τ1〉 par invariance de ω ∈ ΩholoV .
5.2.2 Vecteurs des bipe´riodes d’un couple de repre´sentations
Soient V Z1 et V
Z
2 des PSL2(Z)
2-modules fournissant une repre´sentation sur Q irre´ductible
et de dimension finie. On suppose de plus qu’il existe des conjugaisons :
cj : V
Z
j → V Zj tel que cj(v|γ) = cj(v)|γ pour tout γ ∈ PSL2(Z) et v ∈ V Zj , pour j = 1, 2.
De´finissons :
ΩholoV1,V2 = Ω
holo
V1
∧ ΩholoV2 ⊂ Ω2par(H2, V1 ⊗ V2). (5.46)
Ceci permet de conside´rer l’espace des bipe´riodes :
PerV1,V2 = {〈ω, τ2〉 pour ω ∈ ΩholoV1,V2}. (5.47)
Ainsi que l’espace ve´rifiant les relations de Manin de longueur 2 :
W ZV1,V2 = {v ∈ V Z1 ⊗ V Z2 tel que v|g = 0 pour tout g ∈ I˜2}. (5.48)
Puis de´finissons le sous-espace particulier de W ZV1,V2 suivant :
EZV1,V2 =
(
W Z1 ⊗ (V Z2 )T
)
+
(
(V Z1 )
US ⊗W Z2
)
+ (V Z1 ⊗ V Z2 )[ID]. (5.49)
The´ore`me 5.15. On dispose de la de´composition :
WV1,V2 = PerV1,V2 ⊕ PerV1,V2 ⊕ EV1,V2 . (5.50)
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De´monstration. Pour tout ide´al a` gauche I tel que I˜ agisse sur un module M a` droite, notons :
M [I] = {m ∈M tel que m|γ = 0 pour tout γ ∈ I˜}.
Cette notation donne W Zj = V
Z
j [I1] et W ZV1,V2 = (V Z1 ⊗ V Z2 )[I2].
On va a` nouveau introduite l’application de multiplication par (1, 1) + (S, S) pour cela nous
e´largissons l’espace de de´part pour bien obtenir une application surjective. De´finissons :
Per+,+V1,V2 = PerV1,V2 et Per
−,−
V1,V2
= (c1 ⊗ c2)(PerV1,V2),
ce sont tous les deux des sous-espaces de WV1,V2 car on a vu que I2 est stable par conjugaison
diagonale par ε. Puis posons :
Per−,+V1,V2 = (c1 ⊗ id)(PerV1,V2) et Per+,−V1,V2 = (id⊗ c2)(PerV1,V2),
ils sont eux dans (V1 ⊗ V2)[I−,+2 ]. C’est quatre espaces sont clairement deux a` deux disjoints.
Posons :
δ : V1 ⊗ V2 → V1 ⊗ V2, v1 ⊗ v2 7→ c1(v1)⊗ v2.
Cette involution est bien C-line´aire et e´change les espaces WV1,V2 et δ(WV1,V2) = (V1⊗V2)[I−,+2 ].
Posons EM = M
T |(1−S) et de´finissons :
φS : WV1,V2 + δ(WV1,V2)→ (WV1/EV1)⊗ (WV2/EV2) ,
la projection dans l’espace quotient de l’image par (1, 1) + (S, S).
L’e´tude des relations I2 montre que cette application est bien de´finie. Elle est surjective.
En effet, un tenseur puˆr de l’image P1 ⊗ P2 est associe´ a` ω1 ∈ ΩholoV1 ⊕ c1(ΩholoV1 ) et ω2 ∈
ΩholoV2 ⊕ c2(ΩholoV2 ) ve´rifiant Pj = 〈ωj, τ1〉 pour j = 1, 2 d’apre`s le the´ore`me pre´ce´dent. Ainsi
l’e´le´ment :
P = 〈ω1 ∧ ω2, τ2〉 ∈
⊕
1,2
Per1,2V1,V2 ⊂ WV1,V2 + δ(WV1,V2),
admet pour image par ϕS l’e´le´ment P1 ⊗ P2 car [(1, 1) + (S, S)]τ2 = τ1 × τ1.
Calculons de´sormais le noyau de ϕS, on a :
Ker(ϕS) = (V1 ⊗ V2)[IH ] + (V1 ⊗ V2)[IV ] + (V1 ⊗ V2)[ID] + (V1 ⊗ V2)[I−,+D ].
La de´monstration pour le cas du niveau 1 reposait entie`rement sur l’e´tude des relations et donc
s’adapte sans difficulte´. Ceci permet d’obtenir :
Ker(ϕS) ∩W ZV1,V2 = (V Z1 ⊗ V Z2 )[IH ] + (V Z1 ⊗ V Z2 )[IV ] + (V Z1 ⊗ V Z2 )[ID],
et Ker(ϕS) ∩ δ(W ZV1,V2) = (V Z1 ⊗ V Z2 )[IH ] + (V Z1 ⊗ V Z2 )[IV ] + (V Z1 ⊗ V Z2 )[I−,+D ].
Ceci nous donnant :
WV1,V2 = PerV1,V2 ⊕ Per−,−V1,V2 ⊕
(
EZV1,V2 ⊗ C
)
.
Il reste a` spe´cifier certain de ces espaces.
Pour tout ω ∈ ΩholoV1,V2 , on a : (c1 ⊗ c2)〈ω, τ2〉 = 〈ω, τ2〉, par invariance de la conjugaison sur
ω et car τ2 est stable par z 7→ (−z¯). Ceci donne :
Per−,−V1,V2 = (c1 ⊗ c2)PerV1,V2 = PerV1,V2 .
D’autre part, on a :
(V Z1 ⊗ V Z2 )[IH ] = W Z1 ⊗ (V Z2 )T et (V Z1 ⊗ V Z2 )[ID] = (V Z1 )US ⊗W Z2 .
Car les relations de´terminant les ide´aux IH et IV se scinde respectivement selon deux ide´aux
(I1, 1) et (1, I2) qui commutent. Et on applique alors la formule :
(V Z1 ⊗ V Z2 )[(I1, 1) + (1, I2)] = V Z1 [I1]⊗ V Z2 [I2].
134
Remarque 5.16. Ceci permet de caracte´riser les bipe´riodes de manie`re pre´cise. Seul le calcul de
V Z1 ⊗V Z2 [ID] semble de´pendre du contexte bien qu’il soit un espace ve´rifiant les relations Manin
de longueur 1.
5.2.3 Vecteurs des multipe´riodes d’une famille de repre´sentations
On remarque que l’action de PSL2(Z) surH est souvent comple´te´e par celle de ε donne´e par
ε.z = −z¯ pour tout z ∈ H. Ainsi plutoˆt de que de choisir des actions de PSL2(Z) compatible a`
une conjugaison, on prendra des actions de PGL2(Z) = {( a bc d ); ad−bc = ±1}/{±id} et l’action
de ε correspondra a` la conjugaison.
Soit ρ : PGL2(Z)→ GL(V Zρ ) une repre´sentation irre´ductible sur Z de PGL2(Z). On suppose
que V Zρ est un Z-module libre de rang fini sans torsion. Ainsi ρ s’entend au corps des complexes
en posant Vρ = V
Z
ρ ⊗ C. Alors on peut construire l’espace des formes modulaires paraboliques
et harmoniques pour cette repre´sentation :
Ωρ = {ω ∈ Ω1par(H, Vρ) tel que ω(γ.z) = ρ(γ) [ω(z)] pour γ ∈ PGL2(Z) et dω = 0}. (5.51)
Notons Ωholoρ le sous-espace des formes holomorphes. Alors ρ(ε)Ω
holo
ρ est celui des formes anti-
holomorphes.
Proposition 5.17. L’application line´aire suivante est injective :
Ωholoρ → Vρ, ω 7→ 〈ω, τ1〉. (5.52)
Nous noterons Per(ρ) son image.
Posons : Wρ = {v ∈ Vρ tel que ρ(1 + S)(v) = ρ(1 + U + U2)(v) = 0}. Alors on a :
Wρ = Per(ρ)⊕ Per(ρ)⊕ ρ(1 + S)(V Tρ ). (5.53)
De´monstration. On peut construire l’application :
Ωρ → H1par(PGL2(Z), Vρ), ω 7→ (ϕω : γ 7→ 〈ω, {γi∞, i∞}).
Soit ω ∈ Ωρ. On a bien ϕω(T ) = 0, ϕω(ε) = 0 et ϕω(γ1γ2) = ρ(γ1)ϕω(γ2) + ϕω(γ1). Puis la
the´orie des symboles modulaires, c’est a` dire la surjectivite´ de l’application Θ1 permet d’obtenir
l’application injective :
H1par(PGL2(Z), Vρ)→ V Div
0(P1(Q))
ρ ,
tel que l’image de ϕω soit l’application : (b) − (a) 7→ 〈ω, {a, b}〉. La compose´e des deux appli-
cations est injective :
Ωρ → H1par(PGL2(Z), Vρ)→ V Div
0(P1(Q))
ρ .
Et H1par(PGL2(Z), Vρ)→ Wρ, ϕ 7→ ϕ(S) est bijective ou` :
Wρ = {v ∈ Vρ tel que ρ(1− ε)(v) = ρ(1 + S)(v) = ρ(1 + U + U2)(v) = 0}.
Ainsi Ωρ → Vρ, ω 7→ ϕω(S) est bien injective. De plus, on dispose de l’inclusion Per(ρ) ⊂
Wρ.
The´ore`me 5.18. Soient ρ1, ..., ρn une famille de repre´sentations complexes de PGL2(Z). Alors
l’application line´aire suivante est injective :
n⊗
j=1
Ωholoρj →
(
n⊗
j=1
Vρj
)Sn
, ⊗nj=1ωj 7→
(
σ 7→ 〈∧nj=1ωj, τσn 〉
)
. (5.54)
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De plus, si l’on note MP (⊗nj=1ρj) son image. Alors :
MP (⊗nj=1ρj) ⊂ W⊗nj=1ρj =
(
n⊗
j=1
Vρj
)Sn
[An].
De´monstration. On peut de´montrer l’injectivite´ par re´currence sur n, en adaptant une de´mons-
tration pre´ce´dente. Pour cela, on utilise :∑
σ∈Sn,1
τσn+1 = τn ⊗ τ1.
Puis la liberte´ du cas n = 1, correspondant a` la proposition pre´ce´dente, permet bien de de´duire
l’injectivite´ par re´currence.
Pour de´montrer l’inclusion, il suffit de s’inte´resser a` l’action de PGL2(Z) o Sn. Elle est
donne´e par :
[(γ1, ..., γn), σ].
(
σ′ 7→ 〈∧nj=1ωj, τσ
′
n 〉
)
=
(
σ′ 7→ ⊗nj=1ρj(γσ′(j))(〈∧nj=1ωj, τσσ
′
n 〉)
)
=
(
σ′ 7→ 〈∧nj=1ρj(γσ′(j))[ωj(z)], τσσ
′
n 〉
)
=
(
σ′ 7→ 〈∧nj=1ωj(γσ′(j)z), τσσ
′
n 〉
)
=
(
σ′ 7→ 〈∧nj=1ωj(z), (γ1, ..., γn)σ
′
τσσ
′
n 〉
)
=
(
σ′ 7→ 〈∧nj=1ωj(z), ((γ1, ..., γn)τσn )σ
′〉
)
.
Elle se transporte donc bien sur l’homologie et l’inclusion est donc due a` la suite exacte :
0→ An → Z[PSL2(Z)n oSn]→ Hn(Pn)0 → 0.
L’action de ε e´tant dans ce contexte triviale : ε = 1.
On cherche de´sormais a` re´soudre les diffe´rentes actions de ε. Pour cela, posons :
Ω+ρj = Ω
holo
ρj
et Ω−ρj = ρj(ε)Ω
holo
ρj
pour 1 ≤ j ≤ n.
Ainsi pour toute famille de signes (j)1≤j≤n, posons :
Ω1,...,nρ1⊗...⊗ρn =
n⊗
j=1
Ωjρj .
On dispose du re´sultat suivant :
Proposition 5.19. Pour toute famille de signe  ∈ {±1}n, l’application line´aire suivante est
bien de´finie et est injective :
Ωρ → (Vρ)Sn , ⊗nj=1ωj 7→
(
σ 7→ 〈∧nj=1ωj, τσn 〉
)
. (5.55)
L’image de cette application que nous noterons MP (ρ) est controˆle´e par :
MP (ρ) ⊂ (Vρ)Sn [An]. (5.56)
De´monstration. Ce re´sultat est une simple ge´ne´ralisation du the´ore`me pre´ce´dent lorsque que ε
est centrale. On peut ainsi adapter directement la de´monstration pre´ce´dente.
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Nous de´finissons a` pre´sent l’espace rationnel :
ME,Zρ =
n∑
j=0
∑
σ∈Sn
(
V Zρ
)Sn
[An−1[j, σ]]. (5.57)
On dispose du the´ore`me suivant :
The´ore`me 5.20. Soit  ∈ {±1}n. Alors (V Qρ )Sn [An] est le plus petit sous-espace de (V Qρ )Sn
contenant ME,Qρ tel que son extension au corps des complexes contiennent MP
(ρ).
De´monstration. Pour cela, il suffit d’e´tudier le cas de l’ide´al maximal ve´rifiant l’hypothe`se :
A(ρ) = {a ∈ Z[Gn] tel que 〈ω, τσn 〉|a = 0 pour tout ω ∈ Ωρ}.
Le the´ore`me pre´ce´dent de´montre que An ⊂ A(ρ) et ainsi :(
V Qρ
)Sn
[A(ρ)] ⊂ (V Qρ )Sn [An].
D’autre part la construction de An de´montre que MEQρ ⊂
(
V Qρ
)Sn
[An].
Il suffit donc d’obtenir l’e´galite´ des dimensions pour de´montrer le the´ore`me. Or on dispose
de la suite exacte :
0→ (V ,Qρ )Sn |An → (V ,Qρ )Sn → [(V ,Qρ )Sn ⊗Hn(Pn)0]Gn → 0.
Et ce dernier est isomorphe a`
(
V Qρ
)Sn
[A(ρ)] + MEQρ d’apre`s la dualite´ mis en place et les
re´sultats obtenues sur l’homologie. Le re´sultat est alors valide pour un  quelconque en passant
a` la conjugaison par ρj(ε).
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