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Abstract
Lindelo¨f’s hypothesis, one of the most important open problems in
the history of mathematics, states that for large t, Riemann’s zeta func-
tion ζ(1/2+it) is of order O(tε) for any ε > 0 . It is well known that for
large t, the leading order asymptotics of the Riemann zeta function can
be expressed in terms of a transcendental exponential sum. The usual
approach to the Lindelo¨f hypothesis involves the use of ingenious tech-
niques for the estimation of this sum. However, since such estimates
can not yield an asymptotic formula for the above sum, it appears that
this strategy cannot lead to the proof of Lindelo¨f’s hypothesis. Here,
a completely different approach is introduced. In particular, a novel
linear integral equation is derived for |ζ(σ + it)|2, 0 < σ < 1 whose
asymptotic analysis yields asymptotic results for a certain Riemann
zeta-type double exponential sum. This sum has the same structure
as the sum describing the leading asymptotics of |ζ(σ + it)|2, namely
it involves m−σ−it1 m
−σ−it
2 , but its summation limits are different than
those of the sum corresponding to |ζ(σ + it)|2. The analysis of the
above integral equation requires the asymptotic estimation of four dif-
ferent integrals denoted by I1, I2, I˜3, I˜4, as well as the derivation of
an exact relation between certain double exponential sums. Here, the
latter relation is derived, and also the rigorous analysis of the first
two integrals I1 and I2 is presented. For the remaining two integrals,
formal results are only derived that suggest a possible roadmap for
the derivation of rigorous asymptotic results of the above double ex-
ponential sum, as well as for other sums associated with |ζ(σ + it)|2.
Additional developments suggested by the above novel approach are
also discussed.
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1 Introduction
Riemann’s hypothesis, which is perhaps the most celebrated open problem in
the history of mathematics, can be verified numerically for t up to O(1013).
This suggests that it is important to investigate the large t-asymptotics of
the Riemann function ζ(s), s = σ+ it, 0 < σ < 1, t > 0. This investigation
is closely related with Lindelo¨f’s hypothesis. Indeed, it is well known that
the leading asymptotics for large t of ζ(s) can be expressed in terms of the
transcendental sum
ζ(s) ∼
[t]∑
m=1
1
ms
, s = σ + it, 0 < σ < 1, t→∞, (1.1)
where throughout this paper [A] denotes the integer part of the positive
number A. Lindelo¨f’s hypothesis, one of the most important open problems
in the history of mathematics, states that for σ = 1/2, this sum is of order
O(tε) for any ε > 0.
It is stated in [GM] that the validity of Lindelo¨f’s hypothesis reduces sig-
nificantly the number of possible zeros that disobey the Riemann hypothesis.
Indeed, let N(σ, T ) denote the number of zeros, β + it, of ζ(s), such that
β > σ and 0 < t ≤ T . Then,
N(σ, T ) ≤ N(T ) < AT lnT, 1
2
< σ < 1,
where N(T ) denotes the number of zeros of ζ(s) in the domain 0 ≤ σ ≤ 1,
t ≤ T , and A is a constant. According to Theorem 9.19A of [T], N(σ, T )
satisfies the estimate
N(σ, T ) = O
(
T
3
2
−σ(lnT )5
)
,
1
2
< σ < 1, T →∞.
In [HT] it is proven that if Lindelo¨f’s hypothesis is valid then
N(σ, T ) = O (T ) ,
3
4
+ δ ≤ σ < 1, T →∞,
with  and δ positive and arbitrarily small. The first result in this direction
was obtained in [IN] where under the assumption of Lindelo¨f’s hypothesis,
it was shown that
N(σ, T ) = O
(
T 2(1−σ)+
)
,
1
2
≤ σ ≤ 1, T →∞,
2
for  > 0, arbitrarily small. In [TU] it is stated that Lindelo¨f’s hypothesis
is much stronger than expected and even implies the estimate
N(σ, T ) = O (T ) ,
1
2
+ δ ≤ σ < 1, T →∞,
with  and δ positive and arbitrarily small.
The sum of the rhs of (1.1) is a particular case of an exponential sum.
Pioneering results for the estimation of such sums were obtained in 1916
using methods developed by Weyl [W], and Hardy and Littlewood [HL],
when it was shown that ζ(1/2 + it) = O(t1/6+ε). In the last 80 years some
slight progress was made using the ingenious techniques of Vinogradov [V].
Currently, the best result is due to Bourgain [B] who has been able to reduce
the exponent factor to 53/342 ≈ 0.155.
It turns out that the best estimate for the growth of ζ(s) as t → ∞, is
based on the approximate functional equation, see page 79 of [T],
ζ(s) =
∑
n≤x
1
ns
+
(2pi)s
pi
sin
(pis
2
)
Γ(1−s)
∑
n≤y
1
n1−s
+O
(
x−σ + |t| 12−σyσ−1
)
,
xy =
t
2pi
, s = σ + it 0 < σ < 1, t→∞, (1.2)
where Γ(s), s ∈ C, denotes the gamma function. It is interesting that,
in contrast to the usual situation in asymptotics where higher order terms
in an asymptotic expansion are more complicated, the higher order terms
of the asymptotic expansion of ζ(s) can be computed explicitly. Siegel,
in his classical paper [S] presented the asymptotic expansion of ζ(s) to all
orders in the important case of x = y =
√
t/2pi. In [FL], analogous results
are presented for any x and y valid to all orders. A similar result for the
Hurwitz zeta function is presented in [FF].
An interesting relation between the Riemann hypothesis and the solution
of a particular Neumann problem for the two-dimensional Laplace equation
is presented in [FG].
A major obstacle in trying to prove Lindelo¨f’s hypothesis via the estima-
tion of relevant exponential sums is that in estimates one “loses” something
(the more powerful the technique the less the loss). Hence, it does not appear
that it is possible to prove Lindelo¨f’s hypothesis via the above technically
complicated but conceptually straightforward approach. Actually, world
renowned mathematicians believe that the only way of proving the Lindelo¨f
hypothesis is by proving the Riemann hypothesis and by employing the fact
that the latter implies the former [SA].
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A Novel Exact Integral Equation for |ζ(σ + it)|2
Here, a different approach to Lindelo¨f’s hypothesis is introduced. In partic-
ular, the following linear integral equation satisfied by |ζ(σ+ it)|2 is derived:
t
pi
∮ ∞
−∞
<
{
Γ(it− iτ t)
Γ(σ + it)
Γ(σ + iτ t)
}
|ζ(σ + iτ t)|2 dτ + G(σ, t) = 0,
0 < σ < 1, t > 0, (1.3)
where the principal value integral is defined with respect to τ = 1, and the
function G(σ, t) is defined by the formulae
G(σ, t) =
{
ζ(2σ) +
(
Γ(1−s¯)
Γ(s) +
Γ(1−s)
Γ(s¯)
)
Γ(2σ − 1)ζ(2σ − 1) + 2(σ−1)ζ(2σ−1)
(σ−1)2+t2 , σ 6= 12 ,
<{Ψ (12 + it)}+ 2γ − ln 2pi + 21+4t2 , σ = 12 ,
(1.4)
with s = σ + it, Ψ(z) denoting the digamma function, i.e.
Ψ(z) =
d
dzΓ(z)
Γ(z)
, z ∈ C,
and γ denoting the Euler constant.
The derivation of (1.3), which is presented in section 2, uses the so-called
Plemelj formulae, which are the fundamental ingredients of the theory of
Riemann-Hilbert problems.
It is shown in Corollary 2.1 that G(σ, t) satisfies
G(σ, t) =
{
ζ(2σ) +O
(
t1−2σ
1−2σ
)
, σ 6= 12 ,
ln t+O(1), σ = 12 ,
t→∞. (1.5)
It is expected that the asymptotic analysis of (1.3) yields useful results
for the asymptotics of |ζ(σ+it)|2. Regarding the analysis of (1.3) it is noted
that the term Γ(it− iτ t)Γ(σ + iτ t)/Γ(σ + it), −∞ < τ <∞, appearing in
(1.3), decays exponentially for large t, unless τ is in the interval
−tδ1−1 ≤ τ ≤ 1 + tδ4−1, δ1 > 0, δ4 > 0.
Thus, equation (1.3) simplifies to the equation
t
pi
∮ 1+tδ4−1
−tδ1−1
<
{
Γ(it− iτ t)
Γ(σ + it)
Γ(σ + iτ t)
}
|ζ(σ + iτ t)|2 dτ + G(σ, t) (1.6)
+O
(
e−pit
δ14
)
= 0, t→∞, 0 < σ < 1, δ1 > 0, δ4 > 0, δ14 = min(δ1, δ4),
4
where the principal value integral is defined with respect to τ = 1.
It turns out that the computation of the large t asymptotics of (1.6) is
facilitated by splitting the interval [−tδ1−1, 1 + tδ4−1] into the following four
subintervals:
L1 = [−tδ1−1, t−1], L2 = [t−1, tδ2−1], L3 = [tδ2−1, 1− tδ3−1],
L4 = [1− tδ3−1, 1 + tδ4−1], δ2 > 0, δ3 > 0. (1.7)
Then, the asymptotic evaluation of (1.6) reduces to the analysis of the four
integrals,
Ij(σ, t) =
t
pi
∮
Lj
<
{
Γ(it− iτ t)
Γ(σ + it)
Γ(σ + iτ t)
}
|ζ(σ + iτ t)|2 dτ,
0 < σ < 1, t > 0, j = 1, 2, 3, 4, (1.8)
where I1, I2, I3, I4 also depend on δ1, δ2, (δ2, δ3), (δ3, δ4), respectively, {Lj}41
are defined in (1.7), and the principal value integral is needed only for I4.
It turns out that it is possible to estimate I1 and I2 directly. However,
for I3 and I4 it is necessary to replace |ζ(σ+ it)|2 by its large t asymptotics,
i.e. by the sum
SR(σ, t) =
 [t]∑
m1=1
1
ms1
 [t]∑
m2=1
1
ms¯2
 , s = σ + it, 0 < σ < 1, t > 0.
(1.9)
The large t-asymptotic estimates obtained by replacing in I3 and I4
|ζ(s)|2 with SR can be used to obtain rigorous results via two different ways
[FKL]: one is to use the results of [FL] to estimate the error terms; in
this approach the estimation of the error terms of I4 is straightforward,but
for I3, since the error term depends on τt ∈
(
tδ2 , t− tδ3) δ2 cannot be
arbitrarily small. An alternative approach is based on the fact that the
sum SR satisfies a linear integral equation similar to (1.3), see [FKL]; by
employing this equation there is no need to keep track of the error terms
of replacing |ζ(s)|2 with SR in I3 and I4, but it is necessary to handle such
error terms regarding I1 and I2.
Replacing in the definition of I3 and I4 |ζ(σ+ it)|2 by SR we obtain two
integrals denoted by I˜3 and I˜4. The integral I˜3 is defined by
I˜3(σ, t, δ2, δ3) =
[t]∑
m1=1
[t]∑
m2=1
1
mσ1
1
mσ2
<
{
J3
(
σ, t, δ2, δ3,
m2
m1
)}
, (1.10)
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where
J3
(
σ, t, δ2, δ3,
m2
m1
)
=
t
pi
∫ 1−tδ3−1
tδ2−1
Γ(it− itτ)
Γ(σ + it)
Γ(σ + itτ)
(
m2
m1
)iτt
dτ,
0 < σ < 1, t > 0; 0 < δ2 < 1, 0 < δ3 < 1, mj = 1, . . . , [t], j = 1, 2.
(1.11)
Similarly, after some simple calculations presented in section 6, I˜4 takes
the form
I˜4(σ, t, δ3, δ4) = <

[t]∑
m1=1
[t]∑
m2=1
1
ms1
1
ms¯2
J4
(
σ, t, δ2, δ3,
m1
m2
) , (1.12)
where J4 is defined by
J4
(
σ, t, δ3, δ4,
m1
m2
)
=
1
pi
∮ tδ3
−tδ4
Γ(ix)
Γ(σ + it− ix)
Γ(σ + it)
(
m1
m2
)ix
dx, (1.13)
0 < σ < 1, t > 0, 0 < δ3 < 1, 0 < δ4 < 1, mj = 1, . . . , [t], j = 1, 2;
with the principal value integral defined with respect to x = 0.
It turns out that the asymptotic analysis of the integrals I˜4 and I˜3 gives
rise respectively to the sum SR and to the following sum:
SM (σ, t, δ2, δ3) =
∑∑
m1,m2∈M(δ2,δ3,t)
1
ms¯2(m1 +m2)
s
, (1.14)
with the set M defined by
M(δ2, δ3, t) =
{
mj = 1, . . . , [t], j = 1, 2,
m2
m1
∈
(
1
t1−δ3 − 1 , t
1−δ2 − 1
)}
,
0 < δ2 < 1, 0 < δ3 < 1. (1.15)
An Exact Relation Between SR and SM
It turns out that the sums SR and SM are related. Indeed, the following
exact identities are established in section 3:
2<

[t]∑
m1=1
[t]∑
m2=1
1
ms¯2(m1 +m2)
s
 = SR(σ, t)−
[t]∑
m=1
1
m2σ
+ 2<

[t]∑
m=1
[t]+m∑
n=[t]+1
1
ms¯ns
 , s = σ + it, (1.16)
6
and
[t]∑
m1=1
[t]∑
m2=1
1
ms¯2(m1 +m2)
s
= SM (σ, t, δ2, δ3) + S2(σ, t, δ2) + S3(σ, t, δ3),
(1.17)
with S2 and S3 defined below;
S2(σ, t, δ2) =
∑∑
(m1,m2)∈M2
1
ms¯2(m1 +m2)
s
,
M2(δ2, t) =
{
mj = 1, . . . , [t], j = 1, 2,
m2
m1
> t1−δ2
}
, (1.18)
and
S3(σ, t, δ3) =
∑∑
(m1,m2)∈M3
1
ms¯2(m1 +m2)
s
M3(δ3, t) =
{
mj = 1, . . . , [t], j = 1, 2,
m2
m1
<
1
t1−δ3 − 1
}
. (1.19)
The Rigorous Analysis of I1 and I2
In section 4 the rigorous analysis of I1 and I2 is presented: it is shown that
for δ1 a sufficiently small positive constant, I1 satisfies the estimate
I1(σ, t, δ1) =
O
(
t−σ+(2−
4
3
σ)δ1
)
, 0 ≤ σ ≤ 12 ,
O
(
t−σ+(
5
3
− 2
3
σ)δ1
)
, 12 < σ < 1,
, t→∞. (1.20)
Furthermore, by employing the classical estimates of Atkinson, it is also
shown in section 3 that I2 satisfies the following estimate, for 0 < δ2 < 1:
I2(σ, t, δ2) =

O
(
t−σ+2(1−σ)δ2ζ(2− 2σ)) , 0 < σ < 12 ,
O
(
t−
1
2
+δ2 ln t
)
, σ = 12 ,
O
(
t−σ+(σ+
1
2)δ2ζ(2σ)
)
, 12 < σ < 1,
t→∞. (1.21)
The remaining results presented in this paper are formal.
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The Formal Analysis of I˜3
The asymptotic analysis as t → ∞ of the integral J3 defined in (1.11) is
discussed in section 5, where it is shown that J3 involves the following two
terms: (i) JS3 , which is due to the contribution of the stationary points, with
an error due to the contribution of the lower end point tδ2−1. (ii) JU3 , which
is due to the contribution of the upper end point 1 − tδ3−1. These terms
yield the following representation for I˜3:
I˜3(σ, t, δ2, δ3) = I˜
S
3 (σ, t, δ2, δ3)− I˜U3 (σ, t, δ2, δ3), (1.22)
where
I˜S3 (σ, t, δ2, δ3) = 2<{SM} [1 + o(1)]
[
1 +O
(
t−δ23
)]
, t→∞,
s = σ + it, 0 < σ < 1, 0 < δ2 < 1, 0 < δ3 < 1, δ23 = min{δ2, δ3},
(1.23)
and
I˜U3 (σ, t, δ2, δ3) = −
√
2
pi
<
{
e
ipi
4 t−
δ3
2 (1− tδ3−1)σ− 12+i(t−tδ3 )ti(δ3−1)tδ3
×
∑∑
m1,m2∈N(δ3,t)
1
ms−it
δ3
1
1
ms¯+it
δ3
2
1
ln
[
m2
m1
(t1−δ3 − 1)
] [1 + o(1)]}
×
[
1 +O(t−δ23)
]
, t→∞, (1.24a)
where N(δ3, t) = Mt ∩M cr , with
Mt =
{
mj = 1, . . . , [t], j = 1, 2
}
(1.24b)
and M cr denotes the complement of Mr, which is given by
Mr(δ3, t) =
{
(m1,m2),
m2
m1
= tδ3−1
(
1 +O
(
t−δ3/2
))}
. (1.24c)
The set Mr captures the set of points (m1,m2) where the endpoint of
integration 1− tδ3−1 approaches the stationary point. These points yield a
contribution which is assumed here to be of lower order (a rigorous analysis
is presented in [FKL]).
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The Formal Analysis of I˜4
The analysis as t→∞ of the integral J4 defined in (1.13) is discussed in sec-
tion 6, where using novel analytical and asymptotic techniques implemented
in the complex plane, it is shown that I˜4 also involves two terms: (i) One
term can be computed exactly. (ii) The second term can be expressed in
terms of a sum denoted by 2<{SP4 } that can be evaluated exactly in terms
of a certain residue computation, and a sum denoted by <{SSD4 } that in-
volves a steepest descent computation. These terms imply the following
result for I˜4:
I˜4(σ, t, δ3, δ4) =
[
−
[t]∑
m1=1
[t]∑
m2=1
1
ms1m
s¯
2
+ 2<{SP4 (σ, t, δ3)}+ <{SSD4 (σ, t, δ3)}
] [
1 +O(t2δ34−1)
]
, t→∞,
0 < σ < 1, 0 < δ3 <
1
2
, 0 < δ4 <
1
2
, δ34 = min(δ3, δ4), (1.25)
where SP4 is defined by
SP4 (σ, t, δ3) =
∑∑
m1,m2∈M4(δ3,t)
1
ms1m
s¯
2
e
− im2
m1
t
, (1.26)
with the set M4 defined by
M4(δ3, t) =
{
mj = 1, . . . , [t], j = 1, 2,
m1
m2
∈ (t1−δ3 , t)
}
, (1.27)
whereas SSD4 is defined by
SSD4 (σ, t, δ3) =
1
pi
[t]∑
m1=1
[t]∑
m2=1
1
ms1m
s¯
2
ESD4 (t, δ3,M), (1.28)
with ESD4 (t, δ3,M) defined by
ESD4 =
∫
H1
et
δ3 [ω−pi
2
+i ln(Mtδ3ω)]
ω[pi2 − i ln(Mtδ3ω)]
dω, M =
m1
m2t
, (1.29)
and H1 denoting the Hankel contour, with a branch cut along the negative
real axis, see figure 1,
H1 =
{
re−ipi|1 < r <∞} ∪ {eiθ| − pi < θ < pi} ∪ {reipi|1 < r <∞} .
9
Figure 1: The Hankel contour.
Formal Asymptotics for a certain Riemann-type Exponential
Sum
It turns out that the sums S3 and S
P
4 defined by (1.19) and (1.26) are
related: the following relation and estimate are derived in [FKL] and [KF],
respectively:
S3(σ, t, δ3) = S
P
4 (σ, t, δ3)
[
1 +O
(
t2δ3−1
)]
, t→∞, (1.30)
and
[t]∑
m=1
[t]+m∑
n=[t]+1
1
ms¯ns
=
O
(
t
1
2
− 5
3
σ ln t
)
, 0 ≤ σ ≤ 12 ,
O
(
t
1
3
− 4
3
σ ln t
)
, 12 < σ < 1,
t→∞. (1.31)
We restrict our consideration to the case σ = 12 , with δ1, δ3, δ4 arbitrarily
small positive constants and 0 < δ2 < 1.
Adding the expressions for I˜3 and I˜4 given by equations (1.22) and (1.25),
and then using equations (1.16), (1.17) and (1.30) to simplify the resulting
expression, we find
I˜3(σ, t, δ2, δ3) + I˜4(σ, t, δ3, δ4) ∼
<{SSD4 (σ, t, δ3)}− I˜U3 (σ, t, δ3)− 2<{S2(σ, t, δ2)} − [t]∑
m=1
1
m2σ
, t→∞,
σ =
1
2
, 0 < δ2 < 1, δ3, δ4 small positive constants. (1.32)
Comparing this equation with (1.6), namely
I˜3 + I˜4 ∼ −I2 − G(σ, t), t→∞, (1.33)
evaluated at σ = 12 , where the asymptotic behaviour of G(σ, t) as t → ∞
is given by (1.5), we find the following: first, the leading asymptotics of
10
<{SSD4 } is given by the leading asymptotics of I˜U3 (as noted in remark 6.1,
this result can be verified explicitly using the steepest descent computation).
Second,
<
{
S2
(
1
2
, t, δ2
)}
= I2
(
1
2
, t, δ2
)
+O(1), t→∞. (1.34)
Making the change of variables m1 +m2 = n and m2 = m in the definition
of S2 given in (1.18), and using the estimate for I2 given in (1.21) evaluated
at σ = 12 , equation (1.34) yields
[t]∑
m=[t1−δ2 ]
[m(1+tδ2−1)]∑
n=m+1
1
n
1
2
+itm
1
2
−it = O
(
t−
1
2
+δ2 ln t
)
+O(1), t→∞.
(1.35)
For the particular case of δ2 = 1/2 + , the above equation becomes
[t]∑
m=
[
t
1
2−
]
[
m
(
1+t−
1
2
)]∑
n=m+1
1
n
1
2
+itm
1
2
−it = O (t
 ln t) , t→∞,  > 0. (1.36)
This equation is the analogue of the Lindelo¨f hypothesis for the Riemann-
type double sum defined by the lhs of the above equation.
Further Developments
The combination of the Atkinson asymptotic result and the asymptotic anal-
ysis of various integrals employed above suggests further development. Some
of these developments are briefly discussed in section 7: the analysis of care-
fully chosen integrals that involve |ζ(1/2+iτ t)|2 yields asymptotic estimates
for a variety of double exponential sums. In this analysis, on the one hand,
|ζ(1/2+ iτ t)|2 is replaced by its leading asymptotic double sum and an eval-
uation of the resulting integral is performed; and on the other hand, the
original integral is estimated using Atkinson’s asymptotic result employed
for the estimation of I2. In section 7 only a couple of such integrals are
formally analysed; a rigorous thorough investigation will be presented in
[FKL].
The above carefully chosen integrals also provide a promising avenue
of an investigation first suggested in an earlier unpublished preprint of
Kalimeris, Lenells and the author. Unfortunately, the integral analysed in
11
this preprint was incorrect due to the fact that the earlier asymptotic analy-
sis of I4 missed the important term E4. Hopefully, by a judicious choice of an
integral of the type analysed in section 7, this approach can be implemented:
consider an integral involving |ζ(1/2 + iy)|2 and a combination of gamma
functions that has two properties; first, the oscillations of the above combi-
nation ‘captures’ the oscillations of |ζ(1/2 + iy)|2, and second the modulus
of this combination is ‘sufficiently small’. This yields an equation similar to
(1.36); the first property yields a double exponential sum on the lhs of this
equation that is a slight variant of |ζ(1/2 + iy)|2 and the second property
yields an estimate on the rhs of this equation that improves the best current
estimate for the asymptotics of the Riemann zeta function.
2 A Singular Integral Equation for |ζ(s)|2 and its
asymptotic form
In this section we derive equations (1.3) and (1.6).
Proposition 2.1 Let u = σ + it, σ > 1, ω > −1. The following identity is
valid:
Γ(u)(1 + ω)−u =
1
2ipi
∫ c+i∞
c−i∞
Γ(u+ z)Γ(−z)ωzdz, − σ < c < 0. (2.1)
Proof We will prove (2.1) for ω ∈ (−1, 1); analytic continuation then
implies that it is valid for all ω > −1. Consider a clockwise contour C
enclosing 0, 1, 2, . . ., but not −σ,−σ − 1, . . .. Then Γ(u + z) does not have
any poles in the domain enclosed by C, whereas Γ(−z) has poles at z = n
for n = 0, 1, 2, . . ., with residues given by
ResnΓ(−z) = (−1)
n+1
n!
, n = 0, 1, . . . .
Hence
1
2ipi
∫
C
Γ(u+ z)Γ(−z)ωzdz =
∞∑
n=0
(−1)n
n!
Γ(u+ n)ωn = (1 + ω)−uΓ(u),
where in the last step we have used the binomial theorem and the fact that
|ω| < 1.
By Stirling’s approximation, we have the formula
Γ(z) = e−zzz
(
2pi
z
) 1
2
(1 +O(z−1)), z →∞, |argz| ≤ pi − δ.
12
Thus,
Γ(z + a)
Γ(z + b)
∼ eb−aza−b, z →∞.
This estimate, together with the identity
Γ(−z) = − pi
sin(piz)Γ(1 + z)
,
yield
Γ(−z)Γ(z + u) ∼ zu−1 pi
2i(e−ipiz − eipiz) .
Thus, the product of the above gamma functions decays, and since ωz =
ez lnω also decays for |ω| < 1, it follows that we can replace the contour C
by the straight line from c − i∞ to c + i∞, and then replace the condition
|ω| < 1 by the condition ω > −1. QED
Proposition 2.2 Let s = σ+ it, σ > 1, t ≥ 0. Define the modified Hurwitz
function by the expression
ζ1(s, α) =
∞∑
n=1
1
(n+ α)s
, <s > 1, α ≥ 0. (2.2)
This function which is related to the usual Hurwitz function ζ(s, α) via the
relation
ζ(s, α) =
1
α
+ ζ1(s, α),
can be defined via analytic continuation for all s ∈ C. The following identity
is valid:
|ζ1(s, α)|2 = ζ1(2σ, α) + 1
2ipi
∫ c+i∞
c−i∞
(
Γ(s+ z)
Γ(s)
+
Γ(s¯+ z)
Γ(s¯)
)
× Γ(−z)ζ(−z)ζ1(2σ + z, α)dz, (2.3)
where s¯ = σ − it and
−σ < c < −1, σ > 1, t > 0.
Proof Define the function f(u, v, α) by
f(u, v, α) =
∞∑
n=1
∞∑
m=1
(n+ α)−u(n+m+ α)−v, α ≥ 0, <u > 1, <v > 1.
(2.4)
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Letting in (2.1) ω = mn+α , we find
Γ(u)(n+ α)u(m+ n+ α)−u =
1
2ipi
∫ c+i∞
c−i∞
Γ(u+ z)Γ(−z)mz(n+ α)−zdz,
−σ < c < 0.
Multiplying this equation by Γ(u)−1(n+ α)−u(n+ α)−v, we find
(n+α)−v(m+n+α)−u =
1
2ipi
∫ c+i∞
c−i∞
Γ(u+ z)
Γ(u)
Γ(−z)mz(n+α)−(z+u+v)dz.
(2.5)
Summing over m, n and using the definition of f we obtain
f(v, u, α) =
1
2ipi
∫ c+i∞
c−i∞
Γ(u+ z)
Γ(u)
Γ(−z)ζ(−z)ζ1(u+ v + z, α)dz. (2.6)
Using straightforward calculations, the definitions of ζ1(u, α) and f(u, v, α)
yield the identity
ζ1(u, α)ζ1(v, α) = ζ1(u+ v, α) + f(u, v, α) + f(v, u, α). (2.7)
Indeed, for <u > 1 and <v > 1, we have
ζ1(u, α)ζ1(v, α) =
∞∑
n=1
∞∑
m=1
(n+ α)−u(m+ α)−v =
∞∑
n=1
n−1∑
m=1
(n+ α)−u(m+ α)−v
+
∞∑
n=1
(n+ α)−u−v +
∞∑
n=1
∞∑
m=n+1
(n+ α)−u(m+ α)−v.
The identity (2.7) follows because of the following relations:
∞∑
n=1
n−1∑
m=1
(n+ α)−u(m+ α)−v =
∞∑
m=1
∞∑
n=m+1
(n+ α)−u(m+ α)−v
=
∞∑
m=1
∞∑
n=1
(m+ α)−v(n+m+ α)−u = f(v, u, α).
∞∑
n=1
∞∑
m=n+1
(n+ α)−u(m+ α)−v =
∞∑
n=1
∞∑
m=1
(n+ α)−u(n+m+ α)−v = f(u, v, α),
and ∞∑
n=1
(n+ α)−u−v = ζ1(u+ v, α).
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Replacing in (2.7) the functions f via the representations (2.6), and then
replacing in the resulting equation u and v by s and s¯ we obtain equation
(2.3). QED
Lemma 2.1 The Riemann zeta function ζ(s) satisfies the identity
|ζ(s)|2 = G(σ, t)
+
1
2ipi
∫ c+i∞
c−i∞
(
Γ(s+ z)
Γ(s)
+
Γ(s¯+ z)
Γ(s¯)
)
Γ(−z)ζ(−z)ζ(2σ + z)dz,
s = σ + it, σ > 0, t > 0, max (−1,−σ) < c < min (0, 1− 2σ), (2.8)
where the function G(σ, t) is defined by the following expressions:
G(σ, t) = ζ(2σ) +
(
Γ(1− s¯)
Γ(s)
+
Γ(1− s)
Γ(s¯)
)
Γ(2σ − 1)ζ(2σ − 1)
+
2(σ − 1)ζ(2σ − 1)
(σ − 1)2 + t2 , σ 6=
1
2
, (2.9)
G
(
1
2
, t
)
= <
(
Ψ
(
1
2
+ it
))
+ 2γ − ln 2pi + 2
1 + 4t2
, (2.10)
with Ψ(z) denoting the digamma function, i.e.
Ψ(z) =
d
dzΓ(z)
Γ(z)
, z ∈ C, (2.11)
and γ denoting the Euler constant.
Proof Let us first recall that the function µ(σ) defined as the lower bound
of numbers ξ such that ζ(σ+ it) = O(|t|ξ) as t→ ±∞ satisfies (see Chapter
V of Titchmarsh)
µ(σ) =
{
0, σ > 1,
1
2 − σ, σ < 0,
and µ(σ) ≤ 1−σ2 for σ ∈ (0, 1). This provides basic bounds for ζ(s) which
can be used to justify the contour deformations below.
Letting α = 0 in equation (2.3) we find
|ζ(s)|2 = ζ(2σ)
+
1
2ipi
∫ c+i∞
c−i∞
(
Γ(s+ z)
Γ(s)
+
Γ(s¯+ z)
Γ(s¯)
)
Γ(−z)ζ(−z)ζ(2σ + z)dz,
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s = σ + it, σ > 1, t > 0, −σ < c < −1. (2.12)
The integrand in (2.12) has simple poles at z = 1− 2σ and z = −1 (because
ζ(s) has a simple pole at s = 1) and at z = −σ ± it (because Γ(s) has a
simple pole at s = 0). Let us first consider (2.12) with σ slightly larger than
1. Then 1 − 2σ < −σ, so the three poles z = 1 − 2σ, z = −s, and z = −s¯
lie to the left of the integration contour, whereas the pole z = −1 lies to
the right of the contour. We begin by deforming the contour to the right by
increasing c to a value slightly larger than −1. During this deformation, a
residue contribution (called R2 below) is picked up from the pole at z = −1.
We next decrease the value of σ. For σ = 1, the three poles 1 − 2σ and
−σ ± it all lie on the vertical line with real part −1. As we keep decreasing
σ, the pole at z = 1 − 2σ lies to the right of the poles −σ ± it and will
eventually (for σ = (1 − c)/2) pass through the contour, which generates
another residue contribution (called R1 below). In this final configuration,
the poles −1 and −σ ± it lie to the left of the contour, while 1 − 2σ lies
to the right of the contour. It should be noted that because of the reality
property of the zeta-function, i.e. ζ¯(s) = ζ(s¯), we have
|ζ(s)|2 = ζ(σ + it)ζ(σ − it).
Thus, both sides of (2.8) and (2.12) admit a meromorphic continuation to
the complex σ-plane and hence we indeed can move −σ to the right after we
have deformed the contour in (2.12) to the contour with c < −1. Analytic
continuation leads to the following formula, valid for 0 < σ < 1, σ <
1/2 − σ < c < 1− 2σ:
|ζ(s)|2 = ζ(2σ) +R1 +R2
+
1
2ipi
∫ c+i∞
c−i∞
(
Γ(s+ z)
Γ(s)
+
Γ(s¯+ z)
Γ(s¯)
)
Γ(−z)ζ(−z)ζ(2σ + z)dz,
s = σ + it, σ ∈ (0, 1), σ 6= 1
2
, t > 0, −σ < c < 1− 2σ, (2.13)
where R1 and R2 are defined by the following expressions:
R1 = Res
z=1−2σ
(
Γ(s+ z)
Γ(s)
+
Γ(s¯+ z)
Γ(s¯)
)
Γ(−z)ζ(−z)ζ(2σ + z),
R2 = −Res
z=−1
(
Γ(s+ z)
Γ(s)
+
Γ(s¯+ z)
Γ(s¯)
)
Γ(−z)ζ(−z)ζ(2σ + z).
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The above residues can be computed as follows:
R1 =
(
Γ(1− s¯)
Γ(s)
+
Γ(1− s)
Γ(s¯)
)
Γ(2σ − 1)ζ(2σ − 1) Res
z=1−2σ
ζ(2σ + z), (2.14)
R2 = −
(
Γ(s− 1)
Γ(s)
+
Γ(s¯− 1)
Γ(s¯)
)
Γ(1)ζ(2σ − 1) Res
z=−1
ζ(−z). (2.15)
Using the identities
Γ(u) = (u− 1)Γ(u− 1), u ∈ C; Γ(1) = 1, (2.16)
and
ζ(1 + ε) =
1
ε
+ γ +O(ε), ε→ 0, (2.17)
equations (2.14) and (2.15) become
R1 =
(
Γ(1− s¯)
Γ(s)
+
Γ(1− s)
Γ(s¯)
)
Γ(2σ − 1)ζ(2σ − 1), (2.18)
R2 =
2(σ − 1)
(σ − 1)2 + t2 ζ(2σ − 1). (2.19)
Substituting in (2.13) the expressions for R1 and R2 given by equations
(2.18) and (2.19) we find equation (2.9).
We next compute the limit of the rhs of equation (2.9) as σ → 12 . For
this purpose, in addition to equation (2.17) we will also use the following
identities:
Γ(ε) =
1
ε
− γ +O(ε), ε→ 0, (2.20a)
and
ζ(ε) = −1
2
(
1 + ε ln 2pi +O(ε2)
)
, ε→ 0. (2.20b)
Letting σ = 12 +
ε
2 , we find
Γ(1− s¯)
Γ(s)
=
Γ(1− σ + it)
Γ(σ + it)
=
Γ
(
1
2 + it− ε2
)
Γ
(
1
2 + it+
ε
2
)
=
1− ε2 Γ
′
Γ
(
1
2 + it
)
+O(ε2)
1 + ε2
Γ′
Γ
(
1
2 + it
)
+O(ε2)
.
Thus,
Γ(1− s¯)
Γ(s)
= 1− εΨ
(
1
2
+ it
)
+O(ε2). (2.21)
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Equations (2.20) imply
Γ(2σ − 1)ζ(2σ − 1) = Γ(ε)ζ(ε) = −1
2
(
1
ε
+ ln 2pi − γ +O(ε)
)
,
ε→ 0. (2.22)
Using in equation (2.9), equations (2.17) and (2.20) we find
G
(
1
2
+
ε
2
, t
)
=
1
ε
+ γ +
2
1 + 4t2
+O(ε)
−
[
1− ε<
(
Ψ
(
1
2
+ it
))
+O(ε2)
] [
1
ε
+ ln 2pi − γ +O(ε)
]
, ε→ 0.
Hence,
G
(
1
2
+
ε
2
, t
)
= <
(
Ψ
(
1
2
+ it
))
+ 2γ − ln 2pi + 2
1 + 4t2
+O(ε), ε→ 0,
and equation (2.10) follows. QED
Equation (1.3) follows from (2.8) with the aid of the so-called Plemelj
formulas: consider a closed curve L dividing the complex z-plane in the
domain D+ inside L and the domain D− outside L; let f(τ), τ ∈ L be a
Ho¨lder function. Then,
lim
z→ξ∈L
1
2ipi
∫
L
f(τ)
τ − z dτ = ±
f(ξ)
2
+
1
2ipi
∮
L
f(τ)
τ − ξ dτ, z ∈ D
±,
where the principal value integral is with respect to τ = ξ.
Theorem 2.1 The Riemann zeta function ζ(s) satisfies the integral equa-
tion
t
pi
∮ ∞
−∞
<
{
Γ(it− iτ t)
Γ(σ + it)
Γ(σ + iτ t)
}
|ζ(σ + iτ t)|2 dτ + G(σ, t) = 0,
0 < σ < 1, t > 0, (2.23)
where G(σ, t) is defined by equations (2.9) and (2.10), and the principal value
integral in equation (2.23) is defined with respect to τ = 1.
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Proof We take the limit of equation (2.8) as c ↓ −σ. In this limit the
poles z = −s and z = −s¯ approach the contour of integration from the left.
Using Plemelj’s formulae we find the following equation:
|ζ(s)|2 = G(σ, t) + P1 + P2
+
1
2ipi
∮ −σ+i∞
−σ−i∞
(
Γ(s+ z)
Γ(s)
+
Γ(s¯+ z)
Γ(s¯)
)
Γ(−z)ζ(−z)ζ(2σ + z)dz, (2.24)
where
P1 =
ipi
2ipi
Res
z=−s
(
Γ(s+ z)
Γ(s)
+
Γ(s¯+ z)
Γ(s¯)
)
Γ(−z)ζ(−z)ζ(2σ + z), (2.25)
P2 =
ipi
2ipi
Res
z=−s¯
(
Γ(s+ z)
Γ(s)
+
Γ(s¯+ z)
Γ(s¯)
)
Γ(−z)ζ(−z)ζ(2σ + z). (2.26)
Employing equation (2.20a) it follows that
P1 = P2 =
1
2
|ζ(s)|2. (2.27)
Thus, equation (2.24) simplifies to the equation
1
2ipi
∮ −σ+i∞
−σ−i∞
(
Γ(s+ z)
Γ(s)
+
Γ(s¯+ z)
Γ(s¯)
)
Γ(−z)ζ(−z)ζ(2σ + z)dz + G(σ, t) = 0,
s = σ + it, t > 0, 0 < σ < 1. (2.28)
Letting z = −σ + iτ t, equation (2.28) becomes
t
2pi
∮ ∞
−∞
(
Γ(it+ iτ t)
Γ(σ − iτ t)
Γ(σ + it)
+ Γ(−it+ iτ t)Γ(σ − iτ t)
Γ(σ − it)
)
|ζ(σ + iτ t)|2 dτ
+ G(σ, t) = 0, (2.29)
where now the principal value integral is defined with respect to τ = 1 and
τ = −1.
Letting τ → −τ in the first part of the integral in the lhs of equation
(2.29) we find
t
2pi
∮ ∞
−∞
Γ(it+ iτ t)
Γ(σ − iτ t)
Γ(σ + it)
|ζ(σ + iτ t)|2 dτ
=
t
2pi
∮ ∞
−∞
K(σ, t, τ) |ζ(σ + iτ t)|2 dτ,
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where the kernel K is defined by
K(σ, t, τ) = Γ(it− iτ t)Γ(σ + iτ t)
Γ(σ + it)
, 0 < σ < 1, t > 0, τ ∈ (−∞,∞).
(2.30)
Hence, equation (2.29) can be rewritten in the form of equation (2.23).
QED
Remark 2.1 Due to the fact that the integrand of the integral in the rhs of
(2.8) is analytic, it is possible to derive equation (2.23) without the use of
the Plemelj formulae: replace the vertical line through z = c with the contour
that starts at −σ − i∞, goes over a small right semicircle of radius  and
centred at the pole ζ = −σ − it, passes through −σ, goes over a small right
semicircle of radius  and centred at the pole ζ = −σ + it, and ends up at
−σ + i∞. Then, taking the limit → 0 we find (2.24).
Remark 2.2 Equation (2.20a) implies the following estimate for the sin-
gularity of Γ(it− iτ t) at τ = 1:
K(σ, t, τ) = − 1
it(τ − 1) +O(1), τ → 1. (2.31)
The integral equation (2.23) involves the real part of K which according to
equation (2.31) is non-singular at τ = 1, hence no principal value integral is
needed in (2.23). However, in the analysis that follows, instead of the real
part of K we will first compute K, and for this reason it is useful to retain
the principal value.
In order to analyse the large t behaviour of equation (2.23) we first use
the fact that for −∞ < τ < +∞ the gamma functions occurring in the lhs
of (2.23) decay exponentially, unless −tδ1−1 < τ < 1 + tδ4−1, where δ1 and
δ4 are positive constants.
Lemma 2.2 The Riemann zeta function ζ(s) satisfies the integral equation
t
pi
∮ 1+tδ4−1
−tδ1−1
<
{
Γ(it− iτ t)
Γ(σ + it)
Γ(σ + iτ t)
}
|ζ(σ + iτ t)|2 dτ + G(σ, t)
+O
(
e−pit
δ14
)
= 0, 0 < σ < 1, δ1 > 0, δ4 > 0, δ14 = min (δ1, δ4), t→∞,
(2.32)
where Γ(z), z ∈ C, denotes the gamma function, G(σ, t) is defined by equa-
tions (2.9) and (2.10), and the principal value integral is defined with respect
to τ = 1.
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Proof Starting with Stirling’s formula, the following formulae are de-
rived in the appendix of [FL]:
Γ(σ + iξ) =
√
2piξσ−
1
2 e−
piξ
2 e−
ipi
4 e−iξξiξe
ipiσ
2
[
1 +O
(
1
ξ
)]
, ξ →∞,
(2.33a)
and
Γ(σ − iξ) =
√
2piξσ−
1
2 e−
piξ
2 e
ipi
4 eiξξ−iξe−
ipiσ
2
[
1 +O
(
1
ξ
)]
, ξ →∞.
(2.33b)
These formulae imply that the kernel K defined in (2.30) satisfies the fol-
lowing estimate:
K(σ, t, τ) = O
(
(|1− τ |t)− 12 e−pi2 |1−τ |t (|τ |t)
σ− 1
2 e−
pi
2
|τ |t
tσ−
1
2 e−
pi
2
t
)
= O
(
(|1− τ |t)− 12 |τ |σ− 12 e−pi2 t(|1−τ |+|τ |−1)
)
,
provided that as t→∞,
|τt| → ∞, |1− τ |t→∞. (2.34)
In order to ensure the validity of (2.34), the boundaries τ = 0 and τ = 1
must be analysed carefully. In this connection, we decompose the infinite
line as the union of the following three subintervals:
−∞ < τ ≤ −tδ1−1, −tδ1−1 ≤ τ ≤ 1 + tδ4−1, 1 + tδ4−1 < τ <∞,
with δ1 > 0, δ4 > 0.
For τ in the first interval we find
e−
pi
2
t(|1−τ |+|τ |−1) = e−
pi
2
t(1−τ−τ−1) = epiτt.
Hence,∣∣∣∣∣t
∫ − tδ1
t
−∞
K(σ, t, τ)|ζ(σ + itτ)|2dτ
∣∣∣∣∣ ≤ t
∫ − tδ1
t
−∞
1√
t
|τ |σ− 12 epiτt|ζ(σ + itτ)|2dτ
= t−σ
∫ ∞
tδ1
xσ−
1
2 e−pix|ζ(σ + ix)|2dx ≤ e−pitδ1 .
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Similar considerations apply for τ in the third interval, where
e−
pi
2
t(|1−τ |+|τ |−1) = e−
pi
2
t(τ−1+τ−1) = e−pit(τ−1).
Thus, for large t the kernel K is exponentially small for τ outside the interval
−tδ1−1 ≤ τ ≤ 1 + tδ4−1, and hence equation (2.23) becomes equation (2.32).
QED
Theorem 2.1 implies the following result.
Corollary 2.1 The Riemann zeta function ζ(s) satisfies the integral equa-
tion
t
pi
∮ 1+tδ4−1
−tδ1−1
<
{
Γ(it− iτ t)
Γ(σ + it)
Γ(σ + iτ t)
}
|ζ(σ + iτ t)|2 dτ
+
{
ζ(2σ) + 2Γ(2σ − 1)ζ(2σ − 1) sin (piσ)t1−2σ (1 +O (1t )) , 0 < σ < 1, σ 6= 12 ,
ln t+ 2γ − ln 2pi, σ = 12 ,
+O
(
e−pit
δ14
)
+O
(
1
t2
)
= 0, δ1 > 0, δ4 > 0, δ14 = min (δ1, δ4), t→∞,
(2.35)
where Γ(z), z ∈ C, denotes the gamma function, the principal value integral
is defined with respect to τ = 1.
Proof Employing (2.33) with ξ = t in the definition of G(σ, t) we find
G(σ, t) = 2Γ(2σ−1)ζ(2σ−1) sin (piσ)t1−2σ
[
1 +O
(
1
t
)]
+ ζ(2σ)+O
(
1
t2
)
,
0 < σ < 1, t→∞. (2.36)
Furthermore, the estimate
Ψ
(
1
2
+ it
)
= ln t+
ipi
2
+O
(
1
t2
)
, t→∞, (2.37)
implies
G
(
1
2
, t
)
= ln t+ 2γ − ln 2pi +O
(
1
t2
)
, t→∞. (2.38)
Replacing in equation (2.32) the function G(σ, t) by equations (2.36) and
(2.38), equation (2.32) becomes equation (2.35).
QED
22
3 A Relation Between SR and SM
In what follows we prove equations (1.16) and (1.17) relating the double
exponential sums SR and SM .
Lemma 3.1 Define the functions f(u, v) and g(u, v) by
f(u, v) =
N∑
m1=1
N∑
m2=1
1
mu2
1
(m1 +m2)v
, (3.1)
g(u, v) =
N∑
m=1
N+m∑
n=N+1
1
munv
, (3.2)
where N is an arbitrary finite positive integer and u ∈ C, v ∈ C. These
functions satisfy the identity
f(u, v)+f(v, u)+
N∑
m=1
1
mu+v
=
( N∑
m=1
1
mu
)( N∑
n=1
1
nv
)
+g(u, v)+g(v, u). (3.3)
Proof Letting m2 = m, m1 +m2 = n in f(u, v) and in f(v, u), and then
exchanging m and n in the expression of f(v, u), we find the following:
f(u, v) + f(v, u) =
( N∑
m=1
m+N∑
n=m+1
+
N∑
n=1
N+n∑
m=n+1
) 1
munv
=
( N∑
m=1
N∑
n=m+1
+
N∑
m=1
N+m∑
n=N+1
+
N∑
n=1
N∑
m=n+1
+
N∑
n=1
N+n∑
m=N+1
) 1
munv
.
The second sum above equals g(u, v), and by exchanging m and n in the last
sum it follows that the latter sum equals g(v, u). Thus, the above identity
becomes
f(u, v)+f(v, u) =
( N∑
m=1
N∑
n=m+1
+
N∑
n=1
N∑
m=n+1
) 1
munv
+g(u, v)+g(v, u). (3.4)
But
N∑
n=1
N∑
m=n+1
1
munv
=
N∑
m=1
m−1∑
n=1
1
munv
. (3.5)
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Using the identity (3.5) in (3.4), adding to both sides of (3.4) the term
N∑
m=1
1
mumv
,
and noting that( N∑
m=1
N∑
n=m+1
+
N∑
m=1
m−1∑
n=1
) 1
munv
+
N∑
m=1
1
mumv
=
N∑
m=1
N∑
n=1
1
munv
,
equation (3.4) becomes (3.3).
QED
Corollary 3.1 The following identity is valid:
2<

[t]∑
m1=1
[t]∑
m2=1
1
ms¯2(m1 +m2)
s
−
 [t]∑
m=1
1
ms
 [t]∑
m=1
1
ms¯

= −
[t]∑
m=1
1
m2σ
+ 2<

[t]∑
m=1
[t]+m∑
n=[t]+1
1
ms¯ns
 , s = σ + it. (3.6)
Proof Letting u = s¯, v = s, N = [t], equation (3.3) becomes(3.6).
QED
Lemma 3.2 The following identity is valid:
[t]∑
m1=1
[t]∑
m2=1
=
∑
(m1,m2)∈M
+
[
t
t1−δ3−1
]
−1∑
m1=1
[t]∑
m2=[(t1−δ3−1)m1]+1
+
[t]∑
m1=[t1−δ2 ]
[
m1
t1−δ2−1
]
−1∑
m2=1
,
(3.7)
where the set M is defined in (1.15).
Proof
[t]∑
m1=1
[t]∑
m2=1
=
([ t
t1−δ3−1
]
−1∑
m1=1
+
[t1−δ2 ]−1∑
m1=
[
t
t1−δ3−1
]+
[t]∑
m1=[t1−δ2 ]
)
[t]∑
m2=1
=
[
t
t1−δ3−1
]
−1∑
m1=1
[t]∑
m2=1
+
[t1−δ2 ]−1∑
m1=
[
t
t1−δ3−1
]
[t]∑
m2=1
+
[t]∑
m1=[t1−δ2 ]
[t]∑
m2=1
. (3.8)
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We subdivide the sum over m2 occurring in the first and third double sums
in the second equality of (3.8) as follows:
[t]∑
m2=1
=
[(t1−δ3−1)m1]∑
m2=1
+
[t]∑
m2=[(t1−δ3−1)m1]+1
,
and
[t]∑
m2=1
=
[
m1
t1−δ2−1
]
−1∑
m2=1
+
[t]∑
m2=
[
m1
t1−δ2−1
] .
Substituting the above expressions in (3.8) we find
[t]∑
m1=1
[t]∑
m2=1
=
[
t
t1−δ3−1
]
−1∑
m1=1
([(t1−δ3−1)m1]∑
m2=1
+
[t]∑
m2=[(t1−δ3−1)m1]+1
)
+
[t1−δ2 ]−1∑
m1=
[
t
t1−δ3−1
]
[t]∑
m2=1
+
[t]∑
m1=[t1−δ2 ]
([ m1
t1−δ2−1
]
−1∑
m2=1
+
[t]∑
m2=
[
m1
t1−δ2−1
]
)
. (3.9)
The sum of the first, third, and fifth double sums in (3.9) equals the first
term of the rhs of (3.7), whereas the second and fourth double sums in (3.9)
are the second and third terms of the rhs of (3.7).
QED
The sums appearing in the rhs of (3.6) can be estimated using the results
of the lemma below.
Lemma 3.3
2<

[t]∑
m1=1
[t]∑
m2=1
1
ms¯2(m1 +m2)
s
−
∣∣∣∣∣∣
[t]∑
m=1
1
ms
∣∣∣∣∣∣
2
= −

ln t+O(1), σ = 12 ,
t1−2σ
1− 2σ +O(1), 0 < σ < 1, σ 6=
1
2 ,
+

O
(
t
1
2
− 5
3
σ ln t
)
, 0 < σ ≤ 12 ,
O
(
t
1
3
− 4
3
σ ln t
)
, 12 < σ < 1,
t→∞. (3.10)
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Proof The first term of the rhs of (3.6) yields
[t]∑
m=1
1
m2σ
=
∫ [t]
0
1
x2σ
dx+O(1),
which gives rise to the first term of the rhs of (3.10). The second term of
the rhs of (3.6) is estimated in Lemma 3.2 of [KF], and then (3.10) follows.
QED
4 The Rigorous Estimation of I1 and I2
Lemma 4.1 Let I1(σ, t, δ1) be defined by
I1(σ, t, δ1) =
t
pi
∫ 1
t
−tδ1−1
<
{
Γ(it− itτ)
Γ(σ + it)
Γ(σ + itτ)
}
|ζ(σ + itτ)|2dτ, (4.1)
0 < σ < 1, t > 0, 0 < δ1 < 1.
Then, for sufficiently small δ1,
I1(σ, t, δ1) = ×

O
(
t(2−
4
3σ)δ1
tσ
)
, 0 ≤ σ ≤ 12 ,
O
(
t(
5
3− 23σ)δ1
tσ
)
, 12 < σ < 1,
, t→∞. (4.2)
Proof In the interval of integration, we have
− tδ1 ≤ tτ ≤ 1. (4.3)
Thus,
t− 1 ≤ t− τt ≤ t+ tδ1 .
Hence, t − τt → ∞ as t → ∞, and therefore we can use the asymptotic
formulas (2.33a) to compute both Γ(σ + it) and Γ(it− itτ):
Γ(σ + it) =
√
2pitσ−
1
2 e−
pit
2 e−
ipi
4 e
ipiσ
2 e−ittit
[
1 +O
(
1
t
)]
, t→∞, (4.4a)
Γ(it− itτ) =
√
2pit−
1
2 (1− τ)− 12 e−pit2 (1−τ)e− ipi4 e−it(1−τ)tit(1−τ)(1− τ)it(1−τ)
×
[
1 +O
(
1
t− tτ
)]
, t→∞. (4.4b)
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Equations (4.4) together with the inequality
1
t− τt ≤
1
t− 1 ,
imply that
Γ(it− itτ)
Γ(σ + it)
= t−σ(1− τ)− 12 epitτ2 eiϕ(t,τ)
[
1 +O
(
1
t
)]
, t→∞, (4.5)
where ϕ is a real function.
Equation (4.3) implies that τt is either O(1), or τt = O(t∆), ∆ < δ1.
If τt = O(1), then
Γ(σ + iτ t) = O(1), t→∞.
If τt→ −∞, then using (2.33b) with ξ = τt, we find
e
piτt
2 Γ(σ + iτ t) = O
(
|τt|σ− 12 epiτt
)
, τ t→ −∞.
The lhs of the above equation is bounded and exponentially decaying as
τt→ −∞. Thus, the last two estimates yield
e
piτt
2 Γ(σ + iτ t) = O (1) , 0 < σ < 1.
Combining the above equations with (4.5), we find
<
{
Γ(it− itτ)
Γ(σ + it)
Γ(σ + itτ)
}
=O
(
t−σ
)(
1− O(1)
t
)− 1
2
[
1 +O
(
1
t
)]
,
0 < σ < 1, t→∞. (4.6)
Theorem 5.12 in [T] states that
ζ(1/2 + it) = O
(
t
1
6 ln t
)
, t→∞,
which is improved by Theorem 5.18 in [T] which states the slightly stronger
result
ζ(1/2 + it) = O
(
t
1
6
)
, t→∞.
The Phragme´n-Lindelo¨f convexity principle (PL) (known also as Lindelo¨f’s
theorem) implies
ζ(σ + it) =
O
(
t
1
2
− 2
3
σ
)
, 0 ≤ σ ≤ 12 ,
O
(
t
1
3
− 1
3
σ
)
, 12 < σ < 1.
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The exponents 12 − 23σ and 13 − 13σ have been improved only slightly
with the best current result due to Bourgain [B].
The above estimate yields
ζ(σ + it∆) =
O
(
t(
1
2
− 2
3
σ)∆
)
, 0 ≤ σ ≤ 12 ,
O
(
t(
1
3
− 1
3
σ)∆
)
, 12 < σ < 1,
t→∞, (4.7)
where ∆ is a positive constant. Combining the estimates (4.6) and (4.7) we
find
<
{
Γ(it− itτ)
Γ(σ + it)
Γ(σ + itτ)
}
|ζ(σ + itτ)|2 = O (t−σ) [1 +O(1
t
)]
×
O
(
t(1−
4
3
σ)δ1
)
, 0 ≤ σ ≤ 12 ,
O
(
t(
2
3
− 2
3
σ)δ1
)
, 12 < σ < 1,
, t→∞.
The above equation together with the mean value theorem, imply
I1 =
t
pi
(
1
t
+
tδ1
t
)
O
(
t−σ
)×
O
(
t(1−
4
3
σ)δ1
)
, 0 ≤ σ ≤ 12 ,
O
(
t(
2
3
− 2
3
σ)δ1
)
, 12 < σ < 1,
, t→∞.
which yields (4.2). QED
Lemma 4.2 Let I2(σ, t, δ2) be defined by
I2(σ, t, δ2) =
t
pi
∫ tδ2−1
1
t
<
{
Γ(it− itτ)
Γ(σ + it)
Γ(σ + itτ)
}
|ζ(σ + itτ)|2dτ, (4.8)
0 < σ < 1, t > 0, 0 < δ2 < 1.
Then,
I2
(
1
2
, t, δ2
)
= O
(
t−
1
2
+δ2 ln t
)
, σ =
1
2
, t→∞, (4.9)
and
I2(σ, t, δ2) =
{
O
(
t−σ+(σ+
1
2)δ2ζ(2σ)
)
, 12 < σ < 1, t→∞,
O
(
t−σ+2(1−σ)δ2ζ(2− 2σ)) , 0 < σ < 12 , t→∞. (4.10)
Proof In the interval of integration, we have
1 ≤ tτ ≤ tδ2 .
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Thus,
t− tδ2 ≤ t− tτ ≤ t− 1.
Hence, t− tτ →∞ as τ →∞, and therefore we can use (2.33a) to compute
|Γ(it− itτ). Thus, taking into consideration the inequality
1
t− tτ ≤
1
t− tδ2 =
1
t(1− tδ2−1) =
1
t
+O(tδ2−2), t→∞,
we find that equation (4.5) is still valid. Inserting the expression (4.5) in
the definition of I2 and using the change of variables ρ = tτ , we find
I2 =
1
pitσ
∫ tδ2
1
(
1− ρ
t
)− 1
2 <
{(
e
piρ
2 Γ(σ + iρ)
)
eiϕ(t,ρ)
}
|ζ(σ + iρ)|2dρ
×
[
1 +O
(
1
t
)]
, t→∞. (4.11)
We will estimate the integral (4.11) by employing the first mean value theo-
rem for integrals: since |ζ(σ + iρ)|2 does not change sign and it is integrable
for ρ ∈ [1, tδ2 ], it follows that there exists a c(t),
1 < c(t) < tδ2 ,
such that
I2 =
1
pitσ
(
1− c(t)
t
)− 1
2
<
{(
e
pic(t)
2 Γ(σ + ic(t))
)
eiϕ(t,c(t))
}∫ tδ2
1
|ζ(σ+iρ)|2dρ
×
[
1 +O
(
1
t
)]
, t→∞. (4.12)
If c(t) = O(1), then e
pic(t)
2 Γ(σ + ic(t)) = O(1). If c(t)→∞, as t→∞, then
equation (2.33a) with ξ = c(t) yields
e
pic(t)
2 Γ(σ + ic(t)) = O
(
c(t)(σ−
1
2)
)
, t→∞.
Thus, since c(t) < tδ2 , we find
e
pic(t)
2 Γ(σ + ic(t)) =
{
O
(
tδ2(σ−
1
2)
)
, 12 < σ < 1,
O (1) , 0 < σ ≤ 12 .
(4.13)
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We recall Atkinson’s asymptotic formula (Theorem 7.4 of [T]):∫ tδ2
1
∣∣∣∣ζ (12 + iρ
)∣∣∣∣2 dρ =tδ2 ln tδ2 + (2γ − 1− ln 2pi)tδ2
+O
(
tδ2(
1
2
+ε)
)
, ε > 0, t→∞. (4.14)
Similarly, for σ 6= 12 we obtain the following estimate:∫ tδ2
1
|ζ(σ + iρ)|2 dρ =
{
O
(
tδ2ζ(2σ)
)
, 12 < σ ≤ 1, t→∞,
O
(
t2(1−σ)δ2ζ(2− 2σ)) , 0 < σ < 12 , t→∞.
(4.15)
The above estimates are obtained using the results of the Theorem 7.2 of
[T]. Indeed using these results for σ = 1/2 one obtains (4.14), and for
1/2 < σ < 1 one obtains the first of (4.15). It is straightforward to make
the analogous analysis contained in the proof of Theorem 7.2 of [T] for
0 < σ < 1/2, which in turn yields the second of (4.15).
Using in equation (4.12) the expressions obtained from equations (4.13)-
(4.15), we find equation (4.10). QED
Combining Lemma 2.2 and Lemmas 4.1 and 4.2 we obtain the following
result.
Theorem 4.1 Let 0 < σ < 1, t > 0, and let δ1 be a sufficiently small
positive constant, whereas the constants δj satisfy 0 < δj < 1, j = 2, 3, 4.
Let the integrals I3(σ, t, δ2, δ3) and I4(σ, t, δ3, δ4) be defined by (1.8) with
j = 3 and j = 4. The Riemann zeta function ζ(s), s = σ + it satisfies the
following equation:
I3(σ, t, δ2, δ3)+I4(σ, t, δ3, δ4)+ln t+2γ−ln 2pi+O
(
tδ2−
1
2 ln t
)
+O
(
t
4
3
δ1− 12
)
+O
(
e−pit
δ14
)
= 0, δ14 = min (δ1, δ4), σ =
1
2
, t→∞, (4.16)
as well as
I3(σ, t, δ2, δ3)+I4(σ, t, δ3, δ4)+ζ(2σ)+2Γ(2σ−1)ζ(2σ−1) sin (piσ)t1−2σ
(
1 +O
(
1
t
))
+
O
(
t−σ+(
3
2
−σ)δ2 ln t
)
+O
(
t−σ+
4
3
δ1
)
, 0 < σ < 12
O
(
t−σ+(σ+
1
2)δ2ζ(2σ)
)
+O
(
t−σ+(
5
6
+σ)δ1
)
, 12 < σ < 1
+O
(
e−pit
δ14
)
= 0, t→∞. (4.17)
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Proof Decomposing the interval of integration of the lhs of equation (2.35)
into the four subintervals defined in (1.7), we find that the lhs of equation
(2.35) equals the sum of the four integrals {Ij}41 defined by equations (1.8).
Replacing the integrals I1 and I2 via equations (4.1) and (4.8) respectively,
equation (2.35) yields equations (4.16) and (4.17). QED
5 The Asymptotics of I˜3
Equation (1.10) expresses I˜3 in terms of the integral J3, which we analyse
below.
Proposition 5.1 Let J3 be defined by
J3(σ, t, δ2, δ3, λ) =
t
pi
∫ 1−tδ3−1
tδ2−1
Γ(it− itτ)
Γ(σ + it)
Γ(σ + itτ)λiτtdτ, λ =
m2
m1
,
0 < σ < 1, t > 0, 0 < δ2 < 1, 0 < δ3 < 1, mj = 1, 2, . . . , [t], j = 1, 2.
(5.1)
Then,
J3(σ, t, δ2, δ3, λ) =
√
2t
pi
e−
ipi
4 J˜3(σ, t, δ2, δ3, λ)
[
1 +O(t−δ23)
]
,
δ23 = min {δ2, δ3}, t→∞, (5.2)
where J˜3 is defined by
J˜3(σ, t, δ2, δ3, λ) =
∫ 1−tδ3−1
tδ2−1
G(σ, τ)eitF (τ,λ)dτ, (5.3)
with
G(σ, τ) = (1−τ)− 12 τσ− 12 , F (τ, λ) = (1−τ) ln (1− τ)+τ ln τ+τ lnλ. (5.4)
Proof In the interval of integration, we have
tδ2 ≤ tτ ≤ t− tδ3 . (5.5)
Thus,
tδ3 ≤ t− tτ ≤ t− tδ2 . (5.6)
Hence, tτ → ∞ and t − tτ → ∞ as t → ∞, therefore we can employ the
asymptotic formula (2.33a) with ξ = t, tτ , t− τ , to compute the ratio of the
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gamma functions appearing in the rhs of (5.1). Expressions for Γ(σ + it)
and the Γ(it− itτ) are given in (4.4). Similarly,
Γ(σ+itτ) =
√
2pi(tτ)σ−
1
2 e−
piτt
2 e−
ipi
4 e
ipiσ
2 e−iτt(τt)iτt
[
1 +O
(
1
τt
)]
, t→∞.
(5.7)
Equations (5.5) and (5.6) imply the inequalities
1
τt
≤ t−δ2 , 1
t− tτ ≤ t
−δ3 . (5.8)
Equations (4.4), (5.7) and (5.8) yield
Γ(it− itτ)
Γ(σ + it)
Γ(σ + itτ) =
√
2pi
t
e−
ipi
4 G(σ, τ)eit[(1−τ) ln (1−τ)+τ ln τ ]
×
[
1 +O(t−δ23)
]
, t→∞. (5.9)
Substituting equation (5.9) in the rhs of (5.1), and taking into account that
the integral of G is positive, we obtain (5.2). QED
It is well known that the main contributions to the asymptotic analysis
of integrals such as J˜3 come from possible singularities, from possible sta-
tionary points, and from the end points of the interval of integration [AF].
The integral J˜3 possesses a stationary point at τ = 1/(1 +λ). Thus, for this
integral there exist two contributions, one from the associated stationary
point and one from the end points of the interval of integration. Assum-
ing that the stationary point does not approach the end points, the latter
contributions can be computed using integration by parts together with the
following estimates:
G(σ, 1− tδ3−1)
t
∼ t
− δ3−1
2
t
=
t−
δ3
2√
t
, t→∞, (5.10)
and
G(σ, tδ2−1)
t
∼ t
(δ2−1)(σ− 12)
t
=
tδ2(σ−
1
2)
tσ+
1
2
, t→∞. (5.11)
We first compute the contribution from the stationary point, where we
also include the error term arising from the contributions of the lower end
point.
Proposition 5.2 Let J˜3 be defined by (5.3). Then,
J˜3 = J˜
S
3 − J˜U3 , (5.12)
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where J˜S3 and J˜
U
3 are defined as follows:
J˜S3 (σ, t, δ2, λ) =
∫
L(δ2)
G(σ, τ)eitF (τ,λ)dτ, (5.13)
and
J˜U3 (σ, t, δ3, λ) =
∫ ∞eiϕ
1−tδ3−1
G(σ, τ)eitF (τ,λ)dτ, 0 < ϕ < arctan
pi
| lnλ| , (5.14)
σ, t, δ2, δ3, λ are as in (5.1), whereas L(δ2) denotes the contour in the
complex τ -plane, starting at the point tδ2−1, going down into the lower half
complex plane, up through the point τ = 1/(1 + λ) and continuing to ∞eiϕ.
J˜S3 is given by
J˜S3 (σ, t, δ2, λ) =
√
2pi
t
e
ipi
4
λit
(1 + λ)σ+it
[1 + o(1)], t→∞, (5.15a)
where the first term in (5.15a) occurs iff
1
t1−δ3 − 1 < λ < t
1−δ2 − 1, (5.15b)
whereas J˜U3 is given by
J˜U3 (σ, t, δ3, λ) =
it−
δ3
2√
t
ti(δ3−1)t
δ3
(1− tδ3−1)σ− 12+i(t−tδ3 ) λ
i(t−tδ3 )
ln (λ(t1−δ3 − 1))
× [1 + o(1)], t→∞. (5.16)
Proof For the function F (τ, λ), τ ∈ C, defined by the second of equations
(5.4), we chose the branch cuts [−∞, 0] ∪ [1,∞]. The function F satisfies
the equation
∂F
∂τ
= − ln(1− τ) + ln τ + lnλ. (5.17)
Thus, the integral J˜3 possesses a stationary point at τ = τ1, provided that
1− τ1 = τ1λ, i.e.,
τ1 =
1
1 + λ
. (5.18)
This occurs if and only if
tδ2
t
< τ1 < 1− t
δ3
t
,
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i.e., if and only if λ satisfies the inequality (5.15b).
We deform the contour of integration to the contour L(δ2) along the
steepest descent direction, plus the contour from ∞eiϕ back to the point
1− tδ3−1.
We claim that if ϕ is sufficiently small, namely if ϕ satisfies the second
of equations in (5.14), then the integral J˜U3 converges. Indeed, employing
the change of variables
τ = ∆(t) + ρeiϕ, ∆(t) = 1− t
δ3
t
,
we find that F becomes
F = (1−∆− eiϕρ) ln(1−∆− eiϕρ) + (∆ + eiϕρ)[lnλ+ ln(∆ + eiϕρ)].
For fixed t and large ρ, we have
F ∼ ρeiϕ[lnλ+ ln(ρeiϕ)− ln(−ρeiϕ)], ρ→∞.
Using
ln (ρeiϕ)− ln (−ρeiϕ) = ipi,
it follows that
=F ∼ ρ[lnλ sinϕ+ pi cosϕ], ρ→∞.
For the convergence of J˜U3 we require =F > 0 as ρ→∞. Thus, if λ ≥ 1 then
we have convergence for all ϕ ∈ (0, pi/2), whereas if λ ∈ (0, 1) we require
that ϕ satisfies the condition displayed in (5.14).
In order to compute the contribution from the stationary point τ = τ1
we employ the well known formula [M]
∫ b2
b1
g(τ)eitf(τ)dτ =
√
2pi
t|f ′′(τ1)|g(τ1)e
itf(τ1)+
ipi
4
sgnf ′′(τ1) +O
(
g(b1)
tf ′(b1)
)
+O
(
g(b2)
tf ′(b2)
)
, t→∞. (5.19)
Using (5.17) we obtain
∂2F (τ1, λ)
∂τ2
=
1
τ1(1− τ1) =
(1 + λ)2
λ
.
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Evaluating F (τ, λ) at τ = τ1 we find
F (τ1, λ) =
λ
1 + λ
ln
(
λ
1 + λ
)
+
1
1 + λ
ln
(
1
1 + λ
)
+
1
1 + λ
lnλ
=
λ
1 + λ
ln
(
λ
1 + λ
)
+
1
1 + λ
ln
(
1
1 + λ
)
= ln
λ
1 + λ
= − ln
(
1 +
1
λ
)
.
Thus,√
2pi
t|f ′′(τ1)|e
itf(τ1)+
ipi
4
sgnf ′′(τ1) =
√
2pi
t
e
ipi
4
λ
1
2
(1 + λ)
(1+λ)−it =
√
2pi
t
e
ipi
4
λ
1
2
+it
(1 + λ)1+it
.
(5.20)
The definition of G(σ, τ) in the first of equations (5.4) implies
g(τ1) = G(σ, τ1) =
(
1− 1
1 + λ
)− 1
2
1
(1 + λ)σ−
1
2
=
λ−
1
2
(1 + λ)σ−1
. (5.21)
Substituting equations (5.11), (5.20) and (5.21) into equation (5.19), we find
(5.15a).
Assuming that 1/(1+λ) does not approach 1−tδ3−1, it is straightforward
to compute the large t-asymptotics of J˜U3 via integration by parts:
J˜U3 =
1
it
∫ ∞eiϕ
1−tδ3−1
G
∂F/∂τ
(
∂
∂τ
eitF
)
dτ
= − Ge
itF
it∂F/∂τ
∣∣∣∣∣
τ=1−tδ3−1
− 1
it
∫ ∞eiϕ
1−tδ3−1
[
∂
∂τ
(
G
∂F/∂τ
)]
eitFdτ. (5.22)
Using the identities
F (1− tδ3−1, λ) = tδ3−1 ln tδ3−1 + (1− tδ3−1) ln (1− tδ3−1) + (1− tδ3−1) lnλ,
∂F
∂τ
(1− tδ3−1, λ) = ln
(
λ(1− tδ3−1)
tδ3−1
)
,
together with equation (5.10) we find that the first term of the rhs of (5.22)
yields the leading term of the rhs of (5.16). The rigorous derivation of the
relevant error term, as well as the analysis of the case that the stationary
point approaches 1− tδ3−1, is presented in [FSF]. QED
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Remark 5.1 The contour L(δ2) can be deformed to a contour which can be
written in the form
L(δ2) =
[
tδ2−1,−∞eiΦ
]
∪ [−∞eiΦ,∞eiϕ] ,
where Φ is appropriately constrained so that the associated integral con-
verges. Hence, JS3 can be written
JS3 = J
SP
3 + J
L
3
The leading behaviour of JSP3 is given by the rhs of (5.15a) and the leading
behaviour of JL3 is given via integration by parts, assuming that the endpoint
tδ2−1 does not approach a stationary point:
J˜L3 (σ, t, δ2, λ) = −
1
it
GeitF
∂F
∂τ
∣∣∣∣∣
τ=tδ2−1
. (5.23)
Using the identities
F (tδ2−1, λ) = (1− tδ2−1) ln (1− tδ2−1) + tδ2−1 ln tδ2−1 + tδ2−1 lnλ,
∂F
∂τ
(tδ2−1, λ) = ln
(
λ
t1−δ2 − 1
)
,
together with equation (5.11) we find
J˜L3 (σ, t, δ2, λ) =
itδ2(σ−
1
2)
tσ+
1
2
(1− tδ2−1)− 12+i(t−tδ2 )
ln
(
λ
t1−δ2−1
) λitδ2 ti(δ2−1)tδ2 . (5.24)
The analysis of Remark 5.2 indicates that the relevant contribution is neg-
ligible. The rigorous derivation of (5.23) as well as the analysis of the case
that the stationary point approaches the lower end point tδ2−1 is similar with
the analysis presented in [FSF]; details are given in [FKL].
Remark 5.2 Employing (5.24) in I˜3 with σ = 1/2 yields the leading con-
tribution
− 1√
2pi
1√
t− tδ2 e
ipi
4 ti(δ2−1)t
δ2
(
1− tδ2−1
)i(t−tδ2 )
(5.25)
×
∑∑
m1,m2∈N˜(δ2,t)
1
m
1
2
+itδ2
1 m
1
2
−itδ2
2
1
ln
[
m1
m2
(t1−δ2 − 1)
] , 0 < δ2 < 1.
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where N˜(δ2, t) = Mt ∩ M˜ cr , with
Mt =
{
mj = 1, . . . , [t], j = 1, 2
}
and M˜ cr denotes the complement of M˜r, which is given by
M˜r(δ2, t) =
{
(m1,m2),
m1
m2
= tδ2−1
(
1 +O
(
t−
))
,  > 0
}
,
with  > 0 is arbitrarily small.
The following heuristic argument implies that for the interesting case of
δ2 = 1/2, the contribution of the error term is negligible: employing (1.3) of
[FL] with η → 2pit, t→ tδ, σ = 1/2, δ ∈ (0, 1), we obtain
ζ
(
1
2
+ itδ
)
=
[t]∑
n=1
1
n
1
2
+itδ
+O
(
t
1
2
−δ
)
, t→∞,
thus
[t]∑
m1=1
[t]∑
m2=1
1
m
1
2
+itδ
1 m
1
2
−itδ
2
=
∣∣∣∣ζ (12 + itδ
)∣∣∣∣2 +O(t 12−δ ∣∣∣∣ζ (12 + itδ
)∣∣∣∣)
+O
(
t1−2δ
)
, t→∞.
Using the estimate ζ
(
1
2 + it
δ
)
= O
(
t
δ
6
)
, the above expression yields
1√
t
[t]∑
m1=1
[t]∑
m2=1
1
m
1
2
+itδ
1 m
1
2
−itδ
2
= O
(
t
δ
3
− 1
2
)
+O
(
t−
5
6
δ
)
+O
(
t
1
2
−2δ
)
, t→∞.
The last equation suggests that for δ2 > 1/4 the steepest descent contribution
of (5.25) is bounded by a decreasing function of t, which vanishes as t→∞.
Rigorous estimates of the steepest descent contribution are presented in
[FKL].
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Theorem 5.1 Let I˜3 be defined in (1.10). Then,
I˜3(σ, t, δ2, δ3) =
2<
 ∑∑
m1,m2∈M(δ2,δ3)
1
ms¯2(m1 +m2)
s
[1 + o(1)]
[1 +O(t−δ23)]
−
√
2
pi
<
e ipi4 t− δ32 (1− tδ3−1)σ− 12+i(t−tδ3 )ti(δ3−1)tδ3 ∑∑
m1,m2∈N(δ3,t)
1
ms−it
δ3
1
1
ms¯+it
δ3
2
× 1
ln
[
m2
m1
(t1−δ3 − 1)
] [1 + o(1)]
[1 +O(t−δ23)]
+ <
 ∑∑
m1,m2∈Mr(δ3,t)
1
ms1
1
ms¯2
ET3
(
δ3, t,
m2
m1
)
)[1 +O(t−δ23)] , t→∞,
(5.26)
where σ, δ2, δ3, δ23, as well as the set M is given in (1.15), the sets N and
Mr are as in and (1.24), and E
T
3 denotes the contribution of the points
belonging in the transition zone.
Proof Expressing in (1.10) J˜3 in terms of J˜3 = J˜
S
3 − J˜U3 , using equations
(5.15a) and (5.16) for J˜S3 and J˜
U
3 respectively, and simplifying the resulting
formulae, we find (5.26). QED
6 The Leading asymptotics of I4
Let I4 be defined by
I4(σ, t, δ2, δ3) =
t
pi
∮ 1+tδ4−1
1−tδ3−1
<
{
Γ(it− itτ)
Γ(σ + it)
Γ(σ + itτ)
}
|ζ(σ + itτ)|2dτ,
0 < σ < 1, t > 0, 0 < δ2 < 1, 0 < δ3 < 1, (6.1)
where the principal value integral is with respect to τ = 1. Using the change
of variables 1− τ = ρ, I4 becomes
I4 =
t
pi
∮ tδ3−1
−tδ4−1
<
{
Γ(itρ)
Γ(σ + it− itρ)
Γ(σ + it)
}
|ζ(σ + it− itρ)|2 dρ,
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where now the principal value integral is defined with respect to ρ = 0. The
change of variables tρ = x yields
I4 =
1
pi
∮ tδ3
−tδ4
<
{
Γ(ix)
Γ(σ + it− ix)
Γ(σ + it)
}
|ζ(σ + it− ix)|2 dx. (6.2)
In the interval of integration we have
−tδ4 ≤ x ≤ tδ3 .
Thus,
t− tδ3 ≤ t− x ≤ t+ tδ4 . (6.3)
Replacing in (6.2), |ζ|2 by its leading order asymptotics we find
ζ (σ + i(t− x)) ∼
[ η
2pi
]∑
m=1
1
mσ+i(t−x)
, η > t− x. (6.4)
Since t− x ≤ t+ tδ4, we take η = 2pit > t+ tδ4 . Thus,
|ζ(σ + i(t− x))|2 ∼
[t]∑
m1=1
[t]∑
m2=1
1
ms1m
s¯
2
(
m1
m2
)ix
. (6.5)
Let I˜4 denote the expression obtained from I4 by replacing |ζ|2 with the
rhs of (6.5), i.e,
I˜4(σ, t, δ3, δ4) = <

[t]∑
m1=1
[t]∑
m2=1
1
ms1
1
ms¯2
J4(σ, t, δ2, δ3,
m1
m2
)
 , (6.6)
where J4 is defined by
J4(σ, t, δ3, δ4,
m1
m2
) =
1
pi
∮ tδ3
−tδ4
Γ(ix)
Γ(σ + it− ix)
Γ(σ + it)
(
m1
m2
)ix
dx,
0 < σ < 1, t > 0, 0 < δ3 < 1, 0 < δ4 < 1, mj = 1, 2, . . . , [t], (6.7)
with the principal value integral defined with respect to x = 0.
Proposition 6.1 Let J4 be defined by (6.7). Let H1 denote the Hankel
contour with a branch cut along the negative real axis, see figure 1, defined
by
H1 =
{
re−ipi|1 < r <∞} ∪ {eiθ| − pi < θ < pi} ∪ {reipi|1 < r <∞} .
(6.8)
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Then,
J4(σ, t, δ3, δ4,
m1
m2
) =
1
pi
∫
H1
ez
z
J˜4(σ, t, δ3, δ4, A)dz
[
1 +O
(
1
t
)]
, t→∞,
0 < σ < 1, 0 < δ3 <
1
2
, 0 < δ4 <
1
2
, A =
m1
m2
z
t
, (6.9)
where
J˜4(σ, t, δ3, δ4, A) =
∮ tδ3
−tδ4
e
pix
2 Aix
e−pix − epix
(
1− x
t
)σ− 1
2
eix
(
1− x
t
)i(t−x)
dx,
(6.10)
with the principal value integral defined with respect to x = 0.
Proof. Equation (2.33a) together with the inequality
1
t− x ≤
1
t− tδ3 =
1
t
+O
(
tδ3−2
)
, t→∞,
imply
Γ(σ + i(t− x)) =
√
2pi(t− x)σ− 12 e−pi2 (t−x)e− ipi4 e ipiσ2
× e−i(t−x)(t− x)i(t−x)
(
1 +O
(
1
t
))
, t→∞. (6.11)
The above equation together with (4.4a) yield
Γ (σ + i(t− x))
Γ(σ + it)
=
(
1− x
t
)σ− 1
2
e
pix
2 t−ixeix
(
1− x
t
)i(t−x) [
1 +O
(
1
t
)]
, t→∞.
(6.12)
Replacing in equation (6.7), Γ(σ + i(t − x))/Γ(σ + it) by the rhs of (6.12),
as well as employing the formula
Γ(ix) =
1
e−pix − epix
∫
H1
ez
z
zixdz, (6.13)
equation (6.7) becomes equation (6.9). QED
Proposition 6.2 Let J˜4 be defined in (6.10). Then,
J˜4(σ, t, δ3, δ4, A) =
 i
2
(−1 + 2
1− iA) +
eit
δ3 lnAe−
pitδ3
2
pi
2 − i lnA
[1 +O (t−δ34)] ,
t→∞, 0 < σ < 1, 0 < δ3 < 1
2
, 0 < δ4 <
1
2
, δ34 = min{δ3, δ4}, A = m1z
m1t
.
(6.14)
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Proof Using the identity
eix
(
1− x
t
)i(t−x)
= eixei(t−x) ln (1−
x
t ) = eixe
i(t−x)
(
−x
t
+O
(
x2
t2
))
= e
iO
(
x2
t
)
= 1 +O
(
x2
t
)
,
x
t
→ 0,
we find (
1− x
t
)σ− 1
2
eix
(
1− x
t
)i(t−x)
=
[
1 +O
(
t2δ34−1
)]
, t→∞,
where we have used that |x| < tδ34 . Then, equation (6.10) becomes
J˜4(σ, t, δ3, δ4, A) =
∮ tδ3
−tδ4
e
pix
2 Aix
e−pix − epixdx
[
1 +O
(
t2δ34−1
)]
, t→∞. (6.15)
It is remarkable that the leading order term of the above integral can
be computed in closed form within an error which is exponentially small as
t→∞. Indeed,
lim
ε→0
{∫ −ε
−tδ4
e
pix
2 Aix
e−pix − epixdx+
∫ tδ3
ε
e
pix
2 Aix
e−pix − epixdx
}
= lim
ε→0
{∫ tδ4
ε
e−
3pix
2 A−ix
1− e−2pix dx−
∫ tδ3
ε
e−
pix
2 Aix
1− e−2pixdx
}
= lim
ε→0
(∫ tδ4
ε
e−
3pix
2 A−ix
( ∞∑
k=0
e−2pikx
)
dx−
∫ tδ3
ε
e−
pix
2 Aix
( ∞∑
k=0
e−2pikx
)
dx
)
= lim
ε→0
∞∑
k=0
{∫ tδ4
ε
e−x(2pik+
3pi
2
+i lnA)dx−
∫ tδ3
ε
e−x(2pik+
pi
2
−i lnA)dx
}
= −
∞∑
k=0
{
e−t
δ4(2pik+ 3pi2 +i lnA) − 1
2pik + 3pi2 + i lnA
− e
−tδ3(2pik+pi2−i lnA) − 1
2pik + pi2 − i lnA
}
.
The validity of the above interchange of the limit  → 0 and the sum over
k has to be treated carefully: standard methods, such as dominated conver-
gence fail; it is shown in [FKL] that the validity of this interchange can be
proven rigorously via the Vitali convergence theorem.
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Taking into consistent that arg z ∈ [−pi, pi], it follows that the terms
involving tδ3 and tδ4 decay exponentially expect for the term involving tδ3
and k = 0. Hence,∮ tδ3
−tδ4
e
pix
2 Aix
e−pix − epixdx =
∞∑
k=0
{
1
2pik + 3pi2 + i lnA
− 1
2pik + pi2 − i lnA
}
+
eit
δ3 lnAe−
pitδ3
2
pi
2 − i lnA
+O
(
e−t
δ34
)
, t→∞. (6.16)
Let S denote the first term of the rhs of (6.16). Then,
S =
1
2pi
∞∑
k=0
(
1
k + 1− b −
1
k + b
)
, (6.17)
with
b =
1
4
− i
2pi
lnA. (6.18)
Let Ψ(z), z ∈ C, denotes the digamma function defined in (2.11), then
(6.17) takes the form
S = − 1
2pi
(Ψ(1− b)−Ψ(b)) . (6.19)
Employing in (6.19) the reflection formula for Ψ(z), namely
Ψ(1− z)−Ψ(z) = pi cot (piz), (6.20)
we find
S = −1
2
tan
(
pi
4
+
i
2
lnA
)
. (6.21)
This formula can be further simplified as follows:
tan
(
pi
4
+
i
2
lnA
)
=
1
i
ei(
pi
4
+ i
2
lnA) − e−i(pi4 + i2 lnA)
ei(
pi
4
+ i
2
lnA) + e−i(
pi
4
+ i
2
lnA)
=
1
i
e
ipi
4 A−
1
2 − e−ipi4 A 12
e
ipi
4 A−
1
2 + e
−ipi
4 A
1
2
=
1 + iA
i(1− iA) =
1
i
(
−1 + 2
1− iA
)
.
Hence
S =
i
2
(
−1 + 2
1− iA
)
. (6.22)
Replacing in (6.15) the leading order term with the rhs of (6.16), where
S is given by (6.22), we find (6.14). QED
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Proposition 6.3 Let J4 be defined by (6.7). Then,
J4(σ, t, δ3, δ4) = [−1 + E4(t, δ3,M)] [1 +O(t2δ34−1)], t→∞, (6.23)
where
E4(t, δ3,M) =
1
pi
∫
H1
ez
z
eit
δ3 ln(Mz)−pitδ3
2
pi
2 − i ln(Mz)
dz, M =
m1
m2t
. (6.24)
Proof Equation (6.23) follows from equations (6.9) and (6.14) with the aid
of the following identity:
i
2pi
∫
H1
ez
z
(
−1 + 2
1− iA
)
dz = −1, A = m1
m2
z
t
. (6.25)
In order to derive (6.25) we will employ the following residue formulae:∫
H1
ez
z
dτ = 2pii,
and ∫
H1
ez
z(z + ic)
dz = 2piiRes
z=0
ez
z(z + ic)
=
2pi
c
, c 6= 0.
These formulae imply the following identities for the two terms occurring in
the lhs of (6.25):
− i
2
∫
H1
ez
z
dz = pi,
and
i
∫
H1
ez
z(1− iA)dz =
i
−i
(
m1
m2t
) ∫
H1
ez
z
(
z + im2tm1
)dz = −2pi.
Hence, (6.24) follows.
The pole of the integrand of E4 occurs on the contour H1 iff m1/m2 = t.
Letting
m2 = 1 + 1, m1 = t− 2, 1 > 0, 2 > 0,
it follows that
M ∼ 1− ,  = 1 + 2
t
, → 0.
By employing the Plemelj formula it is straightforward to compute the limit
E4 as → 0. Details will be presented in [FKL]. QED
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Proposition 6.4 Let E4 be defined in (6.24). Then,
E4(t, δ3,M) = 2e
− i
M + ESD4 (t, δ3,M), M =
m1
m2t
, (6.26)
where the first term occurs iff
m1
m2
∈ (t1−δ3 , t), (6.27)
and ESD4 is defined by
ESD4 =
1
pi
∫
H1
et
δ3 [ω−pi
2
+i ln(Mtδ3ω)]
ω[pi2 − i ln(Mtδ3ω)]
dω. (6.28)
Proof In order to estimate E4 we let z = t
δω. Then,
E4 =
1
pi
∫
H
t−δ3
et
δ3 [ω−pi
2
+i ln(Mtδ3ω)]
ω[pi2 − i ln(Mtδ3ω)]
dω, (6.29)
where Ht−δ3 is the Hankel contour involving a circle of radius t
−δ3 . The
above integral has a stationary point at
ωsp = −i. (6.30)
Thus, in order to estimate E4, we deform the above circle in the ω-complex
plane to a circle of radius 1:
E4 =
1
pi
∫
H1
et
δ3 [ω−pi
2
+i ln(Mtδ3ω)]
ω[pi2 − i ln(Mtδ3ω)]
dω + EP4 ,
where EP4 is the contribution of the pole
ωp = − i
tδ3M
. (6.31)
This pole contribution occurs, iff
1
tδ3M
∈ (t−δ3 , 1),
or
m2t
m1tδ3
∈ (t−δ3 , 1),
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which implies equation (6.27). The residue of the integral of the rhs of (6.29)
associate with ωp is given by ie
−i/M . Cauchy’s theorem yields
1
pi
(∫
H1
−
∫
H
t−δ3
)
et
δ3 [ω−pi
2
+i ln(Mtδ3ω)]
ω[pi2 − i ln(Mtδ3ω)]
dω = −2e−i/M , (6.32)
and then equation (6.26) follows.
The case that the pole ωp approaches the stationary point ωsp is analysed
in [FKL]. QED
Theorem 6.1 Let I˜4 denote the integral obtained from I4 defined in (1.8)
with j = 4, with |ζ|2 replaced by its leading term asymptotics. Then,
I˜4(σ, t, δ3, δ4) = −
[t]∑
m1=1
[t]∑
m2=1
1
ms1m
s¯
2
[
1 +O(t2δ34−1)
]
+ 2<
 ∑∑
m1,m2∈M4(δ3,t)
1
ms1m
s¯
2
e
− im2
m1
t
[1 +O(t2δ34−1)]
+ <

[t]∑
m1=1
[t]∑
m2=1
1
ms1m
s¯
2
ESD4 (t, δ3,M)
[1 +O(t2δ34−1)] , t→∞,
0 < σ < 1, 0 < δ3 <
1
2
, 0 < δ4 <
1
2
, M =
m1
m2t
, (6.33)
where the set M4 is defined by
M4(δ3, t) =
{
mj = 1, . . . , [t], j = 1, 2,
m1
m2
∈ (t1−δ3 , t)
}
,
and ESD4 is defined by (6.28) with M =
m1
m2t
.
Proof I˜4 can be expressed in terms of J4 by equation (6.6) and J4 is given
by (6.23). Replacing in the latter equation E4 by the rhs of (6.26) we find
(6.33). QED
Remark 6.1 A steepest descent computation, for (m1,m2) ∈ N(δ3), im-
plies that the leading order term of ESD4 is given by
ESD4 ∼ −
√
2
pi
e
ipi
4 t−
δ3
2 e−it
δ3
ti(δ3−1)t
δ3 1
ln
(
m2
m1
t1−δ3
) (m1
m2
)itδ3
, t→∞.
(6.34)
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For completeness, ESD4 requires the analysis of the transition zone that
now corresponds to the set of points where the pole approaches the steepest
descent points, namely points (m1,m2) ∈Mr(δ3); the rigorous computation
is given in [FKL].
7 Further Developments
Define the integral J by
J(δ1, δ2, t) =
√
t
∫ tδ2−1
tδ1−1
g(t, τ)eitf(τ)
∣∣∣∣ζ (12 + iτ t
)∣∣∣∣2 dτ,
0 < δj < 1, j = 1, 2, δ2 > δ1, t > 0, (7.1)
where g and f are given real functions. Replacing
∣∣ζ (12 + it)∣∣2 by its leading
asymptotic sum SR defined in (1.9) we find
J(δ1, δ2, t) ∼
[t]∑
m1=1
[t]∑
m2=1
1√
m1m2
J˜(δ1, δ2, t, λ), t→∞, (7.2)
where J˜ is defined by
J˜(δ1, δ2, t, λ) =
√
t
∫ tδ2−1
tδ1−1
g(t, τ)eitF (τ,λ)dτ, (7.3)
with
F (τ, λ) = f(τ) + τ lnλ, λ =
m2
m1
. (7.4)
Example 1
Let
f(τ) = (1− τ) ln(1− τ) + τ ln τ. (7.5)
Then,
Fτ = − ln(1− τ) + ln τ + lnλ,
Fττ =
1
τ(τ − λ) .
The stationary point denoted by ξ satisfies
ξ =
1
1 + λ
, tδ1−1 ≤ 1
1 + λ
≤ tδ2−1. (7.6)
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Using in equation (5.19) the relation
Fττ
∣∣∣∣
τ=ξ
=
(1 + λ)2
λ
,
and assuming that the main contribution to the large t-asymptotics of J˜
comes from τ = ξ, we find
J˜ ∼
√
2piei
pi
4
√
λ
1 + λ
g
(
t,
1
1 + λ
)
eitF(
1
1+λ
,λ). (7.7)
But,
F
(
1
1 + λ
, λ
)
=
(
1− 1
1 + λ
)
ln
(
1− 1
1 + λ
)
+
1
1 + λ
ln
(
1
1 + λ
)
+
1
1 + λ
lnλ
= ln
λ
1 + λ
.
Thus, simplifying (7.7) and then substituting the resulting expression in
(7.2) we find
J(δ1, δ2, t) ∼
∑∑
m1,m2∈N(δ1,δ2,t)
1
m1 +m2
g
(
t,
1
1 + m2m1
)(
m2
m1 +m2
)it
, t→∞,
(7.8)
where the set N is defined by
N(δ1, δ2, t) =
{
mj = 1, . . . , [t], j = 1, 2,
m2
m1
∈
(
t1−δ2 − 1, t1−δ1 − 1
)}
.
(7.9)
On the other hand, letting τt = y, equation (7.1) becomes
J(δ1, δ2, t) =
1√
t
∫ tδ2
tδ1
g
(
t,
y
t
)
eitf(
y
t )
∣∣∣∣ζ (12 + iy
)∣∣∣∣2 dy. (7.10)
Estimating the above integral in the same way that I2 was estimated and
replacing the lhs of (7.10) by the rhs of (7.8) we find
∑∑
m1,m2∈N(δ1,δ2,t)
1
m1 +m2
g
(
t,
1
1 + m2m1
)(
m2
m1 +m2
)it
= O
(
tδ2−
1
2 ln t max
y∈[tδ1 ,tδ2 ]
g
(
t,
y
t
))
, t→∞, (7.11)
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where N(δ1, δ2, t) is defined in (7.9).
In the particular case of g(t, τ) = 1/
√
τ , equation (7.11) becomes∑∑
m1,m2∈N(δ1,δ2,t)
√
m2/m1
m
1
2
−it
2 (m1 +m2)
1
2
+it
= O
(
tδ2−
δ1
2 ln t
)
, t→∞, (7.12)
where N(δ1, δ2, t) is defined in (7.9).
Example 2
Let
f(τ) = τ − τ ln τ. (7.13)
Then,
Fτ = − ln τ + lnλ
Fττ = −1
τ
.
The stationary point denoted by ξ satisfies
ξ = λ, tδ1−1 ≤ λ ≤ tδ2−1. (7.14)
Then, in analogy with (7.11) we now have∑∑
m1,m2∈M(δ1,δ2,t)
1
m1
g
(
t,
m2
m1
)
e
i
m2
m1
t
= O
(
tδ2−
1
2 ln t max
y∈[tδ1 ,tδ2 ]
g
(
t,
y
t
))
, t→∞, (7.15)
where the set M is defined by
M(δ1, δ2, t) =
{
mj = 1, . . . , [t], j = 1, 2,
m2
m1
∈
(
tδ1−1, tδ2−1
)}
. (7.16)
In the case of g(t, τ) = 1√
τ+α(t,τ)
, where α(t, τ) is a given positive func-
tion (non-strictly) increasing with respect to τ , equation (7.15) becomes∑∑
m1,m2∈M(δ1,δ2,t)
1
√
m1
√
α
(
t, m2m1
)
m1 +m2
e
i
m2
m1
t
= O
(
tδ2
1√
tδ1 + t α(t, tδ1−1)
ln t
)
, t→∞, (7.17)
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where M(δ1, δ2, t) is defined in (7.16).
In the particular case of α = 1, namely g(t, τ) = 1/
√
τ + 1, equation
(7.15) becomes∑∑
m1,m2∈M(δ1,δ2,t)
1√
m1
√
m1 +m2
e
i
m2
m1
t
= O
(
tδ2−
1
2 ln t
)
, t→∞, (7.18)
where M(δ1, δ2, t) is defined in (7.16).
In the particular case of α = 0, namely g(t, τ) = 1/
√
τ , equation (7.15)
becomes∑∑
m1,m2∈M(δ1,δ2,t)
1√
m1m2
e
i
m2
m1
t
= O
(
tδ2−
δ1
2 ln t
)
, t→∞, (7.19)
where M(δ1, δ2, t) is defined in (7.16).
Using the fact that(
m1 +m2
m1
)it
=
(
1 +
m2
m1
)it
= e
it ln
(
1+
m2
m1
)
∼ eit
m2
m1 ,
m2
m1
= o(1),
we observe that under the change of variables m1 + m2 = n and m2 = m,
and for δ1 arbitrarily small, (7.18) yields (1.35).
Using the fact that(
m1 −m2
m1
)it
=
(
1− m2
m1
)it
= e
it ln
(
1−m2
m1
)
∼ e−it
m2
m1 ,
m2
m1
= o(1),
we observe that under the change of variables m1 = n1 + n2 and m2 = n1,
(7.19) yields (7.12) with (n1, n2) ∈ N(δ1, δ2, t) defined in (7.9).
8 Conclusions
The main results presented here are the following:
1. An exact integral equation satisfied by |ζ(s)|2 and an exact
relation between certain double exponential sums
Equation (1.3) is a linear integral equation satisfied by |ζ(s)|2. This equation
has its origin in a certain identity relating the Riemann and Hurwitz zeta
functions derived in [ASF]. The derivation of (1.3) is based on the use of
the Plemelj formulae.
Equations (1.16) and (1.17) provides an exact relation between the sum
SM defined in (1.14) appearing in the asymptotic analysis of I˜3, and the
sum SR defined in (1.9) appearing in the asymptotic analysis of I˜4.
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2. The derivation of rigorous asymptotic results
The rigorous asymptotic analysis of I1 and I2 is presented in section 4. The
rigorous estimation of I1 is straightforward. The rigorous estimation of I2
is based on Atkinson’s classical estimates.
3. The derivation of formal asymptotic results
The asymptotics of the integral I˜3 defined in (1.10), which denotes the inte-
gral obtained from I3 by replacing |ζ|2 with its large t asymptotics, can be
obtained via standard asymptotic techniques for integrals. Indeed, the main
contributions of I˜3 arise from the associated stationary points (the relevant
rigorous computation is straightforward), as well as from the end points.
The contribution from the upper end point is rigorously computed in [FSF],
where the analysis of the case that the stationary point approaches the up-
per end point is also presented. The rigorous computation of the analogous
contribution of the lower end point can be obtained in a very similar manner.
However, the investigation of the contribution of the transition zone, which
is due to those values of m2/m1 where the stationary point approaches the
end point, remains open.
The asymptotics of I˜4 defined in (1.25), which denotes the integral ob-
tained by replacing |ζ|2 with its large t asymptotics, can be obtained via
novel asymptotic techniques. Indeed, it turns out that the relevant anal-
ysis give rise to an integral along the Hankel contour H1 whose integrand
involves two terms. Remarkably, the Hankel integral of the first term can
be computed analytically, and thus one is left with the computation of the
Hankel integral of the second term, denoted by E4. By deforming the Han-
kel contour to pass over the relevant stationary point, and by employing
Cauchy’s theorem, it follows that E4 yields a steepest descent contribution
plus a contribution due to the associated residue. The investigation of the
contribution of the transition zone, which is due to the case when the steep-
est descent point approaches the pole, remains open.
In order to obtain the rigorous justification of (1.35) the following tasks
are required:
• The derivation of the analogue of the linear integral equation (1.3)
with |ζ|2 replaced by SR.
• The analysis of the contribution to I˜3 from the lower end point of
integration (which is very similar to the analysis presented in [FSF])
and the analysis of the contribution of the transition zone when the
stationary point approaches the end point.
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• The investigation of the transition zone when the steepest descent
point approaches the pole associated with E4.
• The proof that the limits of → 0 and k →∞ occurring in Proposition
6.2 can be interchanged.
The above tasks are carried out in [FKL].
In addition to the results mentioned above, the novel approach intro-
duced here suggests several further developments, some of which were dis-
cussed in the introduction. Concrete illustrations of some of these further de-
velopments were presented in section 7, namely equations (7.12) and (7.17).
In addition, equation (1.6) provides the basis for obtaining a significant im-
provement of the best estimate regarding Lindelo¨f’s hypothesis, through a
linear Volterra integral equation of second type for the Riemann zeta func-
tion [FKL].
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Appendix A Numerical verification of (6.14).
Let t = 107, δ3 = δ4 = δ =
1
4 . Let J˜4 be defined by (6.10). We compute
J˜4 and the leading term of the rhs of (6.14) at the following four different
values of A: {2 + 3i,−2 + 3i,−2− 3i, 2− 3i}. These points are in the four
different quadrants of the complex z-plane. The results are shown below:
A = 2 + 3i lhs= −0.1− i0.3 rhs= −0.1− i0.3
A = −2 + 3i lhs= 0.1− i0.3 rhs= 0.1− i0.3
A = −2− 3i lhs= 4.68× 1013 − i1.56× 1014 rhs= 4.68× 1013 − i1.56× 1014
A = 2− 3i lhs= −0.25− i0.75 rhs= −0.25− i0.75 .
The relative errors are given by
A = 2 + 3i re=
∣∣ rhs−lhs
rhs
∣∣ = 1.42× 10−8
A = −2 + 3i re=∣∣ rhs−lhsrhs ∣∣ = 1.42× 10−8
A = −2− 3i re=∣∣ rhs−lhsrhs ∣∣ = 1.5× 10−9
A = 2− 3i re=∣∣ rhs−lhsrhs ∣∣ = 1.26× 10−8.
The first term of the rhs of (6.14) is dominant in all cases except for
the third case where A is in the third quadrant. In this case, as expected,
the dominant term is the second term of the rhs of (6.14) with the relevant
contribution growing like et
δ(−pi2−argA), with
(−pi2 − argA) ≈ 0.588.
Appendix B Numerical verification of (6.26).
Let t = 6 × 107 + 0.45 and δ3 = 14 . Let E4 be defined by (6.24). Figure 2
depicts the relative error
∣∣ rhs−lhs
lhs
∣∣ of (6.26) with ESD4 computed via (6.34).
Recall the constraint (6.27), and that M = m1m2t : if M < t
−δ3 , then the
leading asymptotic behaviour of the rhs of (6.26) is obtained by considering
only the steepest descent contribution, whereas if M > t−δ3 one has to
consider the additional pole contribution. Figure 2 depicts the relative errors
for different values of M = at−δ3 : for the left figure a ∈ (0, 2/3) and the
right figure a ∈ (4/3, 2). The error is small provided that the pole does not
approach the stationary point, namely, a does not approach the value 1.
52
0.0 0.1 0.2 0.3 0.4 0.5 0.6
0.02
0.04
0.06
0.08
0.10
0.12
1.4 1.5 1.6 1.7 1.8 1.9 2.0
0.02
0.04
0.06
0.08
0.10
Figure 2: The relative errors between the lhs and rhs of (6.26). For the left
figure, the pole contribution in the rhs of (6.26) is not taken into account,
whereas for the right figure, both terms of the rhs of (6.26) are taken into
consideration.
Erratum
Unfortunately, there are serious numerical errors in the previous versions
uploaded to arXiv, including the version that is mentioned in the announce-
ment1 of 2018. Fortunately, there are no errors in works that have been pub-
lished. Furthermore, the approach introduced in the above versions provides
a novel methodology towards attempting to prove Lindelof’s hypothesis or
at least towards improving dramatically the current best estimate for the
large t-asymptotics of Riemann’s zeta function.
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