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Abstract
We consider the problem of tiling a plane picture with dominoes, this picture can be with
holes or without holes. We give a necessary and su+cient condition for the existence of such
a tiling and then we deduce an algorithm to decide whether a picture is tileable or not and if
it is, to determine a tiling. This algorithm runs in O(kn + n log n) time, where n and k are the
respective numbers of cells and holes. We also propose a simpli$ed version of this algorithm
which is linear in the area enclosed by the outer boundary, provided the picture has a bounded
number of holes.
c© 2002 Elsevier B.V. All rights reserved.
0. Introduction
We consider the problem of the tileability of a picture composed of unit squares of
the plane with dominoes. Such a picture is said to be balanced if, by using white and
black chessboard-like squares, it contains as many white squares as black squares. For
the tiling of a balanced picture without holes, Thurston [5] obtained a linear algorithm
using Group theory. Fournier [3] showed that this algorithm could be found again
from Hall’s condition for matchings in bipartite graphs and by considering distances
in a directed graph associated with the picture. He extended the “heights’ method” to
the case of pictures with balanced holes and to more general pictures [4] (see also
Chaboud [2]).
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In this paper, we adopt the same approach adapting the notion of height function on
pictures to generalize to the case of a picture with any kind of holes. The problem of
tiling can then be solved by $nding shortest paths in a weighted digraph.
In Section 3, we consider a geometrical property of shortest paths, which leads to
an O(kn+ n log n)-time algorithm, where n is the number of cells and k is the number
of holes. As an alternative, we propose a more simple version of this algorithm which
runs in O(kn + Cn) time, where Cn is the number of squares within the holes. Thus, if
the picture has a bounded number of holes, this version is linear in the area enclosed
by the outer boundary.
In the last section, we show that the same method also works for tiling with lozenges.
1. Denitions
Given a picture F whose unit squares are chessboard-like colored in white and black,
we note W (F) the set of white squares and B(F) the set of black squares.
A picture F is said to be balanced when |W (F)|= |B(F)|.
A picture F is connected if the graph whose vertices correspond to the cells of F
and the edges to the pairs of cells that have a common edge in F , is connected.
An edge of F is said to be on the interior of F if it belongs to two diEerent squares
of the picture.
A vertex of F is said to be on the interior of F if all the edges incident with it are
on the interior of F .
Denition 1. Given a connected picture F , let G be the directed graph whose:
• vertices are the vertices of the squares of the picture,
• arcs correspond to unit edges that belong to at least one square of F and are oriented
in the following way:
◦ if the edge is on the interior of F , then it is oriented so that it has a white square
on its left-hand side,
◦ if the edge belongs to the boundary of F , that is if it only limits a single square,
then it is oriented so that the square it limits is located on its left-hand side.
A walk in G is an alternating sequence of vertices and arcs, the ends of each arc being
the preceding vertex and the following one, but not necessarily in this order. A walk is
directed if, in addition, each arc joins the vertex before it to the vertex after it in the
sequence. If all the arcs are distinct, we will say that the walk is a path. A walk or a
path is closed if the $rst and the last vertices of the sequence are the same. A closed
path is also called a cycle. A directed cycle is called a circuit. If the vertices of a path
are pairwise distinct (except, possibly, the $rst and the last when the path is closed),
we will say that the path is elementary. Finally, we will say that an elementary cycle
(directed or not) is clockwise or counterclockwise-oriented depending on whether its
de$ning alternating sequence induces a clockwise or counterclockwise course.
In this paper, we consider the boundary of the picture as the union of disjoint elemen-
tary cycles. Let C0; C1; C2; : : : ; Ck be the elementary directed cycles of the boundaries,
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Fig. 1. Wl(tt′)= 1; Bl(tt′)= 2; Wr(tt′)= 1; Br(tt′)= 1 and c(tt′)=−1.
C0 being the outer boundary circuit. (In fact, the following results still holds even if
the elementary cycles of the boundaries are not disjoint. Furthermore, one can regard
some edges on the interior of F as a part of the boundaries. Each of these forbidden
edges bounds two squares of the picture but should not be covered by a domino: to
each forbidden edge correspond two arcs of opposite directions in graph G. One then
de$nes the Ci’s as the connected components of the boundaries). We can notice that
C0 is counterclockwise-oriented whereas C1; C2; : : : ; Ck are clockwise-oriented.
The subgraph of G induced by the arcs that are not on the outer boundary C0 is
denoted G\C0.
Denition 2. Consider the set of squares enclosed by C0, including the squares within
the holes. The horizontal (resp. vertical) lines of the grid divide this set into horizontal
(resp. vertical) strips delimited by two edges of C0, each strip being a connected set
of adjacent squares. Let tt′ be a vertical (resp. horizontal) arc of G and consider the
horizontal (resp. vertical) strip it belongs to. Let Wl(tt′) be the number of white cells
of F within this strip on the left-hand side of tt′ while running along tt′ in its own
orientation, that is from t to t′. Likewise, Wr(tt′) is the number of white cells of F
right of tt′, Bl(tt′) and Br(tt′) are the numbers of black cells, respectively, on the
left-hand side and the right-hand side of tt′ (see Fig. 1).
Let us then assign a weight to each arc tt′of G by setting:
c(tt′)= (Wl(tt′)− Bl(tt′))− (Wr(tt′)− Br(tt′)):
Remark. If tt′ is an arc of outer boundary C0, then Wr(tt′)=Br(tt′)= 0 and c(tt′)=
Wl(tt′)− Bl(tt′).
Example 1. Fig. 2 provides an example of the directed graph G associated with a
picture F and of the value of the weight on each arc.
Denition 3. By running alongside the outer boundary C0 of a picture F starting from
a vertex s0 and following the orientation, let (s0; s1; : : : ; sn) be the sequence of vertices
of C0, with s0 = sn.
With each vertex of this sequence, we associate an integer de$ned as follow:
• g(s0)= 0,
• for i=1; : : : ; n : g(si)= g(si−1) + c(si−1si).
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Fig. 2. Directed graph associated with a picture and weights on its arcs.
When F is balanced, then g(s0)= g(sn) as Lemma 1 will show. Thus, g only depends
on the choice of the vertex s0 and de$nes a function on the vertices of C0, up to
constants. Such a function g is called a height function on the outer boundary C0.
Denition 4. Given a balanced picture F and a height function g on the outer boundary
C0, for every vertex t of G, we set:
h(t)= min{g(s) + l(s; t) | s vertex of C0};
where l(s; t) is the minimal weight of an elementary directed path from s to t in the
graph G\C0, that is
l(s; t)= min
{∑
u∈
c(u) | elementary directed path linking s to t in G\C0
}
with l(s; s)= 0 for every vertex s and l(s; t)=∞ if there is no path between s and t.
We can note that the values of h are $nite since any vertex t can be reached in
G\C0 from the outer boundary C0, as can easily be checked. The function h is called
height function on picture F associated with g.
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2. Main theorems
Let L=(s0; s1; : : : ; sp) be a walk de$ned by the succession of its vertices.
We de$ne the sum of the weights on L by setting:
(L)=
p∑
i=1
c∗(si−1si) where c∗(st)=
{
c(st) if arc st belongs to G;
−c(ts) if not:
with (L)= 0 if p=0. In particular, if L is a directed walk in G, we get (L)=∑p
i=1 c(si−1si).
Lemma 1. Using the previous notations, let L be an elementary cycle and let F ′ be
the subpicture of outer boundary L.
If L is clockwise-oriented, then (L)= 4× (|B(F ′)| − |W (F ′)|).
If L is counterclockwise-oriented, then (L)= 4× (|W (F ′)| − |B(F ′)|).
Proof. We partition the set of squares enclosed by L into horizontal strips delimited
by two edges of L, where each strip is a connected set of adjacent squares. Consider
such a strip delimited by two edges 〈si; si+1〉 and 〈sj; sj+1〉; (i¡j), of L and assume
that L is clockwise-oriented.
Let u (resp. v) be the arcs of G whose endpoints are si and si+1 (resp. sj and sj+1).
We note W (u; v) and B(u; v) the respective numbers of white and black cells of F ′
located between u and v within the strip.
If u= sisi+1 and v= sjsj+1, since L is clockwise-oriented, then arcs u and v both
have the strip of squares on their right-hand side. We have the following equalities:
Wr(u)−Wl(v)=Wr(v)−Wl(u)=W (u; v)
and
Br(u)− Bl(v)=Br(v)− Bl(u)=B(u; v)
hence
c(u) + c(v)= 2× (B(u; v)−W (u; v)):
Likewise, if u= si+1si and v= sj+1sj, then arcs u and v have the strip of squares on
their left-hand side and we have: −c(u)− c(v)= 2× (B(u; v)−W (u; v)).
If u= sisi+1 and v= sj+1sj , then arc u has the strip of squares on its right-hand side
and arc v has it on its left-hand side. We have: c(u)− c(v)= 2× (B(u; v)−W (u; v)).
If u= si+1si and v= sjsj+1, then arc u has the strip of squares on its left-hand side
and arc v has it on its right-hand side. We have: c(v)− c(u)= 2× (B(u; v)−W (u; v)).
We can then notice that in all cases, c∗(sisi+1)+c∗(sjsj+1)= 2× (B(u; v)−W (u; v)).
As the horizontal strips constitute a partition of the set of squares enclosed by L,
the sum of the weights on all vertical arcs of L equals 2× (|B(F ′)| − |W (F ′)|).
As the same goes for vertical strips, we deduce that:
(L)= 4× (|B(F ′)| − |W (F ′)|).
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The same proof applies if L is counterclockwise-oriented.
Remarks. (1) When the picture F is balanced, then (C0)= 0 since |B(F)|= |W (F)|.
By De$nition 3, we have g(s0)− g(sn)=(C0)= 0. So, g(s0)= g(sn).
(2) For every i=1; : : : ; k : (Ci)= 0 since a hole does not contain any white square
nor any black square.
(3) If L is the clockwise-oriented boundary of a black square or the counterclockwise-
oriented boundary of a white square then (L)= 4.
We can now provide a characterization of tileable pictures:
Theorem 1. A balanced picture F can be tiled by dominoes if and only if, for any
circuit  of G, ()¿0.
Proof. This theorem results of Hall’s condition for perfect matching in bipartite graphs
(see [1]). Indeed, let us consider the bipartite graph G˜ whose two vertex classes are
W (F) and B(F) with |W (F)|= |B(F)| and whose edges are the pairs of squares that
have a common edge in F . It is obvious that a domino tiling of F corresponds to a
perfect matching of G˜.
By Hall’s condition, the following are equivalent:
• G˜ has a perfect matching,
• ∀X ⊆W (F); |X |6|N (X )| (where N (X ) is the neighbor set of X ),
• ∀Y ⊆B(F); |Y |6|N (Y )|.
Let  be a circuit of G such that ()¡0. Without loss of generality, we may suppose
that  is elementary (if  is not, it can be decomposed into elementary circuits, one at
least of which, say ′, satis$es (′)¡0. We would consider the circuit ′). Let F ′
be the subpicture of outer boundary .
If  is clockwise-oriented: Consider the set W (F ′) of the white squares of F ′. The
arcs of  that are on the interior of F only limit black squares of F ′. We deduce
that N (W (F ′))=B(F ′). Moreover, ()= 4× (|B(F ′)| − |W (F ′)|) and, as hypothesis,
()¡0, then |W (F ′)|¿|N (W (F ′))|.
The set W (F ′) violates Hall’s third condition, therefore the picture F is not tileable.
If  is counterclockwise-oriented: the same proof applies by considering the set
B(F ′) of the black squares of F ′ and by showing that |B(F ′)|¿|N (B(F ′))| which
implies once more that F is not tileable.
The necessary condition of the theorem is proved.
To prove the su+cient condition, we suppose that F is not tileable and we consider
a set Y ⊆B(F) such that |Y |¿|N (Y )| and such that the subpicture F ′ formed by the
(black) squares of Y and by the (white) squares of N (Y ) is connected. Moreover,
assume that Y is maximal for the previous properties. Let C′0 be the directed outer
boundary of F ′. C′0 is an elementary circuit which is counterclockwise-oriented and
whose arcs on the interior of F only bound squares of N (Y ).
If F ′ has no hole or if the holes of F ′ coincide with some holes of F , then, by
Lemma 1, (C′0)= 4(|N (Y )| − |Y |), hence (C′0)¡0. Otherwise, we consider any
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elementary circuit C′1 of the inner boundary of F
′ that has arcs on the interior of
F . Let F ′1 be the subpicture of outer boundary C
′
1. The arcs of C
′
1 that are on the
interior of F only bound white cells of F ′, therefore only black cells of F ′1 . We de-
duce that C′1 is clockwise-oriented and, using Lemma 1, (C
′
1)= 4(|B(F ′1 )|− |W (F ′1 )|).
Let us prove that (C′1)¡0 by adding all the black cells of F
′
1 to Y . The subpicture
formed by (black) cells of Y ∪B(F ′1 ) and (white) cells of N (Y ∪B(F ′1 )) is connected:
this is the union of the pictures F ′ and F ′1 . Assuming that (C
′
1)¿0, we should get:
|Y ∪B(F ′1 )|= |Y | + |B(F ′1 )|¿|N (Y )| + |B(F ′1 )|¿|N (Y )| + |W (F ′1 )|= |N (Y ∪B(F ′1 ))|
which contradicts the maximality of Y and completes the proof.
Corollary 1. If a balanced picture F can be tiled with dominoes, then, for every vertex
s∈C0, h(s)= g(s).
Proof. Recall that, for any vertex s∈C0, h(s)6g(s). If there exists a vertex s∈C0
such that h(s)¡g(s), then, by de$nition of h, there exists a vertex s′ of C0 such that
h(s)= g(s′)+l(s′; s) hence g(s′)+l(s′; s)¡g(s). The circuit  formed by an elementary
path of minimal weight from s′ to s and by the restriction of C0 from s to s′ satis$es
()= l(s′; s) + g(s′) − g(s)¡0. It follows from Theorem 1 that the picture is not
tileable.
Lemma 2. For any closed walk L, we have (L)= 0mod 4.
Proof. Let L=(s0; s1; : : : ; sp) be a closed walk (s0 = sp) and let j be the $rst index
such that sj = si for an index i¡j. We consider the closed walks L′=(si; si+1; : : : ; sj)
and L′′=(s0; : : : ; si−1; sj; : : : ; sp) and we proceed by induction on the number of edges
of L.
Either j= i + 2 and (L′)= c∗(sisi+1) + c∗(si+1sj)= 0 or L′ is an elementary cycle
and (L′)= 0mod 4 from Lemma 1. As (L)=(L′) + (L′′), we obtain in both
cases (L)=(L′′)mod 4. But L′′ is a closed walk which has less edges than L, hence
(L′′)= 0mod 4 and we deduce that (L)= 0mod 4.
Lemma 3. Let h be a height function on F. For every arc tt′ of G, we have h(t′)−
h(t)= c(tt′)mod 4.
Proof. By de$nition of h, for every arc tt′, there exists a vertex s∈C0 such that
h(t)= g(s) + l(s; t) and a vertex s′∈C0 such that h(t′)= g(s′) + l(s′; t′).
Consider the closed walk L=(s0; s1; : : : ; sp) with s0 = sp= t′, de$ned by concatena-
tion of the following walks: the walk that corresponds to an elementary directed path
of minimal weight from s′ to t′ run in the contrary direction, the restriction of C0
joining s′ to s, an elementary directed path of minimal weight from s to t and last, the
arc tt′.
The total sum of weights on L is
(L)= − l(s′; t′) + g(s)− g(s′) + l(s; t) + c(tt′)= h(t)− h(t′) + c(tt′):
But, by Lemma 2, (L)= 0mod 4.
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Hence h(t′)− h(t)= c(tt′)mod 4.
The following corollary is immediate.
Corollary 2. Let h be a height function on F. For every arc tt′ of G such that
h(t′)− h(t)¡c(tt′), then h(t′)− h(t)6c(tt′)− 4.
When a picture is tileable, the following theorem shows how a tiling of the picture
is determined.
Theorem 2. A balanced picture F is tileable if and only if, for every arc tt′ of G,
h(t′) − h(t)6c(tt′). Moreover, if the picture is tileable, then the set of arcs tt′ such
that h(t′)− h(t)= c(tt′) de:nes a tiling of F.
Proof. Assume there exists an arc tt′ such that h(t′)¿h(t) + c(tt′). In this case, t′
belongs to the elementary directed path  that de$nes the height on t, if not the path
formed by  and by the arc tt′ would constitute an elementary directed path that would
de$ne the height on t′. Now, by considering the circuit  formed by the arc tt′ and by
the subpath of  going from t′ to t, we have ()= c(tt′)+h(t)−h(t′) hence ()¡0.
By Theorem 1, the picture is not tileable and this proves the necessary condition of
the theorem.
To prove the su+cient condition, we will show that, if h(t′)− h(t)6c(tt′) for every
arc tt′ of G, then the set T of the arcs such that h(t′) − h(t)= c(tt′) de$nes a tiling
of F . More precisely, we will show that each cell of F is limited by exactly 3 arcs of
T . Each cell is then matched with a neighbor cell by the arc that does not belong to T ,
provided this arc is not on the boundaries. This determines the position of a domino.
Consider any cell of the picture, call L the elementary cycle that constitutes its
boundary and denote by (a; b; c; d; a) the succession of vertices of L, admitting that L
is counterclockwise-oriented if the cell is white and clockwise-oriented if the cell is
black. Let C be the set of the 4 arcs that bound this cell. We note C+ the set of arcs
of C that are run in their own orientation going along cycle L and set C−=C\C+.
The orientation of L has been chosen so that C−= ∅ unless the cell is black and at the
boundary of the picture. In this case, the arcs of C− belong to the boundaries of F .
First, note that if an arc of C is located on the boundary of the picture, then this
arc belongs necessarily to T . EEectively, assume there exists an arc of a boundary Ci
such that h(t′)− h(t)¡c(tt′). Since (Ci)= 0 as pointed out in Remarks (1) and (2)
of Lemma 1, then there exists an arc ss′ of Ci such that h(s′)− h(s)¿c(ss′) but this
contradicts the hypothesis.
We deduce that, if C− = ∅, then:
∀arc tt′ of C−; h(t)− h(t′) = −c(tt′) = c∗(tt′): (1)
Moreover, by hypothesis:
∀arc tt′ of C+; h(t′)− h(t)6 c(tt′) = c∗(tt′): (2)
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On the other hand, the 4 arcs of C cannot belong simultaneously to T . For that,
(L) should be null, but it follows from the Remark (3) of Lemma 1 that (L)= 4.
Therefore there exists an arc of C+, say ab, that does not belong to T . By applying
Corollary 2, we can write:
h(b)− h(a)6 c(ab)− 4: (3)
From (1) to (3), we deduce:
0 = (h(b)− h(a)) + (h(c)− h(b)) + (h(d)− h(c)) + (h(a)− h(d))
6 c(ab)− 4 + c∗(bc) + c∗(cd) + c∗(da):
But, the second member of this inequality equals (L)− 4, therefore equals zero and
it is obvious that the $rst member is also null. We then have equality between these
two members and h(b)− h(a)= c(ab)− 4, h(c)− h(b)= c∗(bc), h(d)− h(c)= c∗(cd)
and h(a)− h(d)= c∗(da).
So, the three arcs of C diEerent from ab belong to T . This completes the proof of
the theorem.
Denition 5. In a tileable picture, an arc tt′ of G such that h(t′)−h(t)= c(tt′) is called
an arc of the tiling and we will say that a directed path composed only of arcs of the
tiling is a path of the tiling.
Remarks. (1) The boundaries of a tileable picture are paths of the tiling.
(2) In a tileable picture, a directed path which de$nes the height on a vertex is a
path of the tiling. Particularly, each vertex is the $nal vertex of at least one arc of the
tiling. This will be of great importance further on.
Example 2. Figs. 3 and 4 illustrate the case of a tileable picture with a height function
and the tiling de$ned by the arcs of the tiling.
3. Some geometrical properties of paths
As has been shown, deciding the existence and determination of the tiling requires
the preliminary computation of the height on the picture. Such a computation requires
$nding the shortest elementary directed paths in a digraph where the weights on arcs
can be negative. For the problem we are dealing with, we will see that it su+ces to
limit our research to a certain type of paths which we will characterize geometrically.
Denition 6. Let G0 be the subgraph of G induced by the arcs on the interior of F .
We call a staircase any elementary directed path of G0 none of whose vertex, except
possibly its ends, belongs to the boundaries of the picture. More particularly, we call
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Fig. 3. Height function on a picture.
Fig. 4. Tiling induced by the arcs of the tiling.
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Fig. 5. (a) 1-staircase and (b) 2-staircase of landing ab.
a staircase of an elementary directed path of graph G any staircase included in this
path and which is maximal.
We will say that a staircase is a 1-staircase if any cell of F is bounded by at most
two successive arcs of this path. Considering the orientation, there are four types of
1-staircases, one of them is illustrated by Fig. 5(a).
We will say that a staircase is a 2-staircase if exactly one cell of F is bounded by
three successive arcs of this path. A 2-staircase is the concatenation of two 1-staircases
and the arc which is between is called a landing. Fig. 5(b) illustrates the case of a
2-staircase whose landing is the arc ab. This notion of 1- or 2-staircases appears in
[6] for the case of staircases linking two vertices on the outer boundary in a picture
without hole.
In general, we will say that a staircase is a (% + 1)-staircase, with %¿0, if exactly
% cells of F are bounded by three successive arcs of this path, that is if this staircase
has exactly % landings.
For any (% + 1)-staircase S, we set '(S)= max(0; % − 1). In other words, '(S)= 0
if and only if S has at most one landing. More generally, for any directed path  of
G, we set '()=
∑
S⊆ '(S) where the sum is over all maximal staircases of .
Last, in this part, we will assume that any tileable picture is provided with the tiling
de$ned by Theorem 2 and, in such a picture, we will say a staircase that only uses
arcs of the tiling is a staircase of the tiling.
Lemma 4. In a tileable picture F, a staircase of the tiling can only have parallel
landings.
Proof. Assume a staircase of the tiling has two successive landings of opposite direc-
tions. We check easily that the two cells of the picture bounded by three successive
arcs, including the two landings, cannot be covered simultaneously by dominoes in a
same tiling (see Fig. 6) which contradicts the hypothesis on F .
Lemma 5. For any staircase S whose landings are parallel, there exists an elementary
directed path  linking the same couple of vertices as S such that:
(a)  has the same number of arcs as S,
(b) ()=(S),
(c) The staircases of  have one landing at most i.e. '()= 0.
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Fig. 6. Staircase (in bold) with two landings of opposite directions and attempted tiling.
Proof. Let S be a staircase whose landings are parallel. Consider an elementary directed
path  linking the same couple of vertices satisfying the above properties (a) and (b)
and whose possible landings are pairwise parallel. Moreover, we choose  so that '()
is minimal with respect to the previous properties.
Let us prove that '()= 0. For that, assume '()¿0. Then there exists a staircase
S ′ of  such that '(S ′)¿0, i.e. S ′ has at least two landings. Let s be the initial vertex
of S ′. Let a0a1 be the $rst landing of S ′ and b0b1 the second landing of S ′ which,
according to the hypothesis, is parallel to a0a1. Call S0 the 1-staircase going from s to
a1, S1 the 1-staircase going from a0 to b1 and S2 the maximal 1-staircase of S ′ whose
initial vertex is b0. Denote by (a0; a1; : : : ; a2m; a2m+1); m¿0, the succession of vertices
of S1 with a2m= b0 and a2m+1 = b1. Let )1 (resp. )2) be the cell bounded by three
successive arcs of S ′ including landing a0a1 (resp. landing b0b1). As landings a0a1 and
b0b1 are parallel, then cells )1 and )2 are a diEerent color.
Case 1: )1 is black. Let x be the preceding vertex of a0 on S0, possibly x= s, and
let y be the neighbor of b0 opposite to a2m−1. Let S ′1 be the path of minimal length join-
ing x to y (we can note that this path is directed) and denote by (x; c0; c1; : : : ; c2m−1 =y)
the succession of vertices of S ′1 (see Fig. 7).
Consider the elementary cycle L formed by the substaircase of S ′ going from x to b0,
arc yb0 run in the contrary direction and path S ′1 run from y to x. As the subpicture of
outer boundary L contains as many white cells as black cells, it follows from Lemma
1 that (L)= c(xa0) +
∑2m
i=1 c(ai−1ai)− c(yb0)−
∑2m−1
i=1 c(ci−1ci)− c(xc0)= 0 hence
c(xa0) +
2m∑
i=1
c(ai−1ai)= c(yb0) +
2m−1∑
i=1
c(ci−1ci) + c(xc0): (4)
Let ′ be the directed path obtained from  by replacing the substaircase of S ′ going
from x to b0 by path S ′1 and arc yb0. 
′ has the same number of arcs as  (therefore
as many as S) and it follows from (4) that (′)=(). Moreover, if the landings
of  are parallel, the landings of ′ are also parallel. We deduce that no vertex of
S ′1 belongs to a boundary, otherwise we have '(
′)= '() − 1 which contradicts the
minimality of '(). But, if x= s or if x is the next vertex on S0 after s, we also have
'(′)= '() − 1. By induction on the number of arcs of S0, we can then produce
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Fig. 7. Staircase S′ (in bold) and its $rst two parallel landings a0a1 and b0b1 (two cases).
a path ′ such that '(′)¡'() and this leads to a contradiction. We deduce that
'()= 0.
Case 2: )1 is white. Denote x the neighbor of a1 opposite to a2 and y the next
vertex of b1 on S2. The proof is similar to the previous case, if we consider the path
of minimal length linking x to y and by proceeding by induction on the number of
arcs of S2.
Proposition 1. In a tileable picture F, for every vertex t =∈C0, there exists an elemen-
tary directed path which de:nes the height on t such that: each of its staircases has
at most one landing and it has at most one subpath (possibly reduced to a single
vertex) on each inner boundary.
Proof. Let t be a vertex that does not belong to C0 and let  be a path de$ning the
height on t whose number of arcs on the interior of F is minimal. Let s∈C0 be the
initial vertex of . Recall that, in a tileable picture, the arcs of a path that de$nes
the height on a vertex are arcs of the tiling. Then it follows from Lemma 4 that the
possible landings of each staircase of  are parallel. If some staircases of  have
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more than one landing, we consider the directed walk ′ obtained by replacing each
of them by one of the directed paths referred to in Lemma 5. The walk ′ has the
same number of arcs as , its staircases have at most one landing and (′)=().
We claim that ′ is an elementary path. If not, ′ is the sum of an elementary path
′′ and of some elementary circuits 1; 2; : : : ; n, with n¿1; (′′ and the i’s may
have some arcs in common) such that (′)=(′′) + (1) + (2) + · · ·+ (n).
But, as the picture is tileable, using Theorem 1, we have (i)¿0 for i=1; : : : ; n. So
()=(′)¿(′′).
Case 1: ′′ contains no arc of C0, so ′′ is an elementary directed path in graph
G\C0. Paths  and ′′ both link vertex s to vertex t. Since  de$nes the height on
t, it follows that ()6(′′). We deduce that ()=(′′) therefore ′′ is also a
path that de$nes the height on t. But ′′ has less arcs on the interior of F than 
which contradicts the minimality of .
Case 2: ′′ contains at least one arc of C0. Let y be the last vertex of ′′ belonging
to C0. Let ′′0 be the subpath of 
′′ going from s to y and let ′′1 be the subpath of
′′ going from y to t. Since the picture is tileable, we can write: (′′0 ) + g(s) −
g(y)¿0. We deduce that ()¿(′′)=(′′0 )+(
′′
1 )¿(
′′
1 )+g(y)−g(s) hence
() + g(s)¿(′′1 ) + g(y). On the other hand, since  de$nes the height on t, then
() + g(s)6(′′1 ) + g(y). Thus, () + g(s)=(
′′
1 ) + g(y) and 
′′
1 also de$nes
the height on t. But ′′1 has less arcs on the interior of F than  which contradicts
once more our hypothesis.
So we have proved that ′ is elementary.
By following the same process as in case 2, we can prove that ′ has no arc on C0.
Therefore ′ is an elementary directed path which de$nes the height on t and each of
its staircases has at most one landing.
Assume now that ′ has more than one subpath on a single (inner or outer) boundary
Ci. Then consider the subpath of ′ obtained by replacing the maximal subpath of ′
whose two endpoints belong to Ci by the restriction of Ci linking the same couple of
vertices. This subpath also de$nes the height on t but has less arcs on the interior of
F than . This contradicts the minimality of  and so ′ is the required elementary
path.
Lemma 6. In a non-tileable balanced picture F, let  be an elementary circuit such
that ()¡0 and whose number of arcs on the interior of F is minimal for this
property. Then a staircase of  can only have parallel landings.
Proof. Suppose a staircase S of  has two successive landings with opposite directions.
Let a0a1 be the $rst of these landings and let b0b1 be the second one. Let S0 be the
1-staircase of S joining a0 to b1. Let (a0; a1; : : : ; a2m−1; a2m) denote the succession of
vertices of S0 with a2m−1 = b0 and a2m= b1. Let )1 and )2 be the cells bounded
by three successive arcs of S including, respectively, landings a0a1 and b0b1. Note
that since a0a1 and b0b1 have opposite directions, )1 and )2 are the same color. Let
x be the preceding vertex of a0 on S and let y be the next vertex on S after b1.
Denote K the elementary walk linking x to y whose number of arcs is minimal and
denote by (x; c0; c1; : : : ; c2m−4; c2m−3) the succession of vertices of K with c2m−3 =y (see
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Fig. 8. Staircase S (in bold) with two successive landings a0a1 and b0b1 of opposite directions (two cases).
Fig. 8). Let L be the cycle formed by the substaircase S ′ of S linking x to y and the
elementary walk K run from y to x. We can easily check that (L)=(S ′)−(K)= 4
thus (K)=(S ′)− 4.
Case 1: K is directed. We consider the circuit L′ obtained from  by replac-
ing substaircase S ′ by K . L′ has four arcs less than  on the interior of F and
(L′)=()−(S ′)+(K)=()− 4 hence (L′)¡0. Therefore, L′ is not elemen-
tary otherwise it would contradict the hypothesis on . However, L′ is the sum of some
elementary circuits 1; 2; : : : ; n, (n¿2), such that (L′)=(1)+(2)+· · ·+(n).
Since (L′)¡0, then (i)¡0 for at least one of the i’s. But this circuit i has less
arcs than  on the interior of F which contradicts the minimality of .
Case 2: K is not directed which is possible only if K has some arcs on the bound-
aries and if )1 and )2 are white. Let j be the $rst index such that c2j belongs to a
boundary Ci of the picture. Consider the closed directed walk L′ obtained by replacing
the subpath of  joining x to a2j+2 by the concatenation of the directed subpath of K
going from x to c2j, the directed subpath of Ci going from c2j to c2j+1 and last, arc
c2j+1a2j+2. We can easily check that (L′)=()¡0 and we can note that L′ has one
arc less than  on the interior of F . Either L′ is elementary and thus contradicts the min-
imality of  or L′ is the sum of some elementary circuits 1; 2; : : : ; n; (n¿2), which
may have some arcs in common and such that (L′)=(1) + (2) + · · · + (n).
Since (L′)¡0, then (i)¡0 for at least one of the i’s. But i has less arcs than
 on the interior of F . This contradicts once more our hypothesis and completes the
proof of Lemma 6.
Proposition 2. In a non-tileable balanced picture F, there exists an elementary circuit
 such that: ()¡0, each of its staircases has at most one landing and  has at
most one subpath (possibly reduced to a single vertex) on each boundary of the
picture.
Proof. Let  be an elementary circuit such that ()¡0 and whose number of arcs
on the interior of F is minimal. By Lemma 6, a staircase of  can only have parallel
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landings. If some staircases of  have more than one landing, then we replace each of
them by the path referred to in Lemma 5. Let L be the closed directed walk that we
obtain. Note that L has the same number of arcs as  (possibly less arcs than  on
the interior of F) and that (L)=()¡0.
We claim that L is elementary. Otherwise, L is the sum of elementary circuits
1; 2; : : : ; n, with n¿2, which may have some arcs in common and such that (L′)=
(1) + (2) + · · · + (n). Since (L′)¡0, then (i)¡0 for at least one of the
i’s. But i has less arcs than  on the interior of F which contradicts the hypothesis
on . Therefore, L is elementary.
Assume L has more than one subpath on a single inner or outer boundary Ci. We
then consider a maximal elementary subpath  of L whose two endpoints x and y are
on boundary Ci. Let L′ be the elementary circuit obtained by replacing the subpath of L
joining x to y by the restriction of boundary Ci joining x to y. Let L′′ be the elementary
circuit obtained by replacing the subpath of L joining y to x by the restriction of Ci
joining y to x.
We have (L′) + (L′′)=(L) + (Ci)=(L) since (Ci)= 0. As (L)¡0, then
(L′)¡0 or (L′′)¡0. But L′ and L′′ both have less arcs than  on the interior of F
which contradicts the hypothesis on .
Therefore, L is the required elementary circuit.
4. Algorithm of tiling
Proposition 1 permits the calculation of the values of the height by taking into
account only paths whose number of 1-staircases is limited and it then simpli$es the
most di+cult part of the algorithm.
We suppose that picture F is given as input in such a way that we can explore
entirely the directed graph G associated with F . For the computation of the weights,
we would also like to be able to move from vertex to vertex along a line of the grid
through holes if needed. For any vertex belonging to an inner boundary and which is
the endpoint of a straight line formed by the arcs of G, we then have to know the
$rst vertex of the boundary located in prolongation of this line. A suitable process is
to add edges to graph G, which is the goal of Stage 1 below. These edges correspond
to lines of the grid strictly within the holes and join two vertices on the boundary of
these holes. We decide arbitrarily to orientate horizontal edges from left to right and
vertical edges from top to bottom (see Fig. 9). Let G′ be the graph obtained from G
by adding these new arcs.
The complexity discussed here is in terms of the number of operations. For its study,
we will note n the number of cells of picture F , m the number of edges, k the number
of holes, p the number of vertices on the outer boundary and p′ the number of vertices
on the inner boundaries.
The algorithm can be decomposed in stages as follows:
Stage 1: Construction of new arcs to jump over the holes. By running succes-
sively around every inner boundary, select all vertices which have only one horizontal
neighbor in G and store these vertices in diEerent lists according to their y-coordinate.
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Fig. 9. Example of the boundary of a hole (in bold): for the computation of the weights (Stage 2), we add
four vertical arcs (a) and two horizontal arcs (b) within the hole.
Then sort the vertices of each list by increasing x-coordinate. For each sorted list
s(1); s(2); : : : ; s(2q), with q¿1, add q horizontal arcs to G, linking s(1) to s(2), s(3)
to s(4), and so on.
The new vertical arcs are constructed similarly.
Complexity of Stage 1: Let P be the set of vertices on inner boundaries, which
have only one horizontal neighbor in G. Let l be the number of horizontal lines of the
grid which encounter at least one vertex of P and let H = {H1; H2; : : : ; Hl} be the set
of these lines. Let pi be the number of vertices of P which belong to Hi. Using these
notations, the running time of this stage is
O(p′) +
l∑
i=1
O(pi log pi) +
l∑
i=1
O(pi):
By using the fact that
l∑
i=1
pi log pi6
l∑
i=1
pi log
(
l∑
j=1
pj
)
=
(
l∑
i=1
pi
)
log
(
l∑
j=1
pi
)
6p′ log p′;
we deduce that Stage 1 needs O(p′ logp′) time.
Stage 2: Computation of the weight on each arc. Given a horizontal strip of squares
limited by two vertical arcs of outer boundary C0, we use the horizontal arcs of G′
bounding one side of this strip to move along it and compute the diEerence between
the numbers of its white and black cells. Next, we can compute successively the weight
on each vertical arc of G met along this strip by going, e.g. from left to right.
The weight on each horizontal arc of G is computed similarly.
Complexity of Stage 2: The number of operations is proportional to the number of
arcs of graph G′. Every vertex of G′ has four neighbors at most, so the number of
arcs of G′ is bounded by twice the number of its vertices which is O(n) in a n-cell
picture. Thus, Stage 2 takes O(n) time.
Stage 3: Computation of a height function g on outer boundary C0.
For an arbitrary vertex s0 of C0, set g(s0)= 0. Then run alongside boundary C0
starting from s0 and back to s0, by applying the de$nition of g.
If the value we get by reaching back s0 is not equal to 0, then the picture is not
balanced. The algorithm stops.
Complexity of Stage 3: O(p).
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Stage 4: Computation of the height function h on F associated with g. The values
of h are initialized in the following way: h(s)= g(s) if s∈C0, h(s)=∞ otherwise.
Repeat (k + 1) times the succession of the three following stages:
Stage 4a: From each vertex on the boundaries, run successively along every max-
imal 1-staircase starting from this vertex (note that at most one arc on the interior
of F can start from a vertex on the boundaries, so at most two maximal 1-staircases
can start from it. As the second arcs of these staircases have opposite directions, we
may choose to explore $rstly, e.g. the staircase whose second arc is oriented from
left to right or from bottom to top). For every arc tt′ on the way, update h(t′) to
min(h(t′); h(t) + c(tt′)). If the value of h changes for a vertex of C0, then, by Corol-
lary 1, the picture is not tileable. If the value of h changes on any vertex of the
boundaries during the (k +1)th iteration of this stage, then Theorem 3 will prove that
the picture is not tileable. In both cases, the algorithm stops.
Stage 4b: Repeat the same instructions as in Stage 4a.
Stage 4c: Adjustment of the values of h on the inner boundaries: choose an
arbitrary vertex si on each boundary Ci and scan Ci from si and back to it. For each
arc tt′ on the way, update h(t′) to min(h(t′); h(t)+c(tt′)). Repeat the process a second
time in case the computed value on si is diEerent from the initial value at the beginning
of the stage. The (k + 1)th iteration of this stage is useless and can be skipped.
Complexity of Stage 4: An arc on the interior of F belongs to at most two maximal
1-staircases and so is scanned at most twice during this stage. Therefore, each iteration
of Stage 4a or b requires O(m) operations. On the other hand, each iteration of Stage
4c requires O(p′) operations. The total number of operations for Stage 4 is O(km) +
O(kp′).
Stage 5: For every arc tt′ of G, compute h(t′)−h(t) and keep all the arcs such that
h(t′)− h(t)= c(tt′). The set of these arcs de$nes a tiling of F .
Complexity of Stage 5: O(m).
Theorem 3. A balanced picture F is tileable if and only if the values of h on C0
remain unchanged during whole Stage 4 and if the last iterations of Stages 4a and b
has no e=ect on the values of h on the inner boundaries. If the picture is tileable,
then the arcs tt′ such that h(t′) − h(t)= c(tt′) at the end of Stage 4 de:ne a tiling
of the picture.
Proof. If the picture is tileable, Proposition 1 shows that, for every vertex, there exists
a directed path  which de$nes the height on this vertex such that each of its staircases
has at most one landing. The ith iteration of Stages 4a and b computes the height value
on the vertices of the ith staircase of  noted Si. More precisely, Stage 4a $xes the
height value on the vertices of the $rst 1-staircase of Si, then Stage 4b $xes it on the
vertices of a possible second 1-staircase of Si, in particular on the $nal vertex of Si
which belongs to a boundary.
Stage 4c next computes the height value on the inner boundary reached by Si.
Moreover, it follows from Proposition 1 that path  can be chosen so that it
meets each boundary at most once. This implies that  contains at most (k + 1)
staircases.
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Therefore, if the picture is tileable, it su+ces to repeat k times the succession of
Stages 4a–c to reach any vertex on the inner boundaries and to compute its height. So
the values of h on the inner boundaries are already $xed at the end of the kth iteration
of Stage 4c and the last iteration of Stages 4a and b does not change them. It then
su+ces to repeat once more the succession of Stages 4a and b to compute the height
on all vertices on the interior of the picture. Once Stage 4 is completed, for every arc
tt′, we have h(t′)− h(t)6c(tt′) and it follows from Theorem 2 that the set of arcs tt′
such that h(t′)−h(t)= c(tt′) de$nes a tiling of F . On the other hand, if the value of h
changes on a vertex of C0, it follows from Corollary 1 that the picture is not tileable.
The necessary condition is proved.
To prove the su+cient condition, assume that the picture is not tileable and consider
one of the circuits  referred to in Proposition 2.
Let C() be the set of boundaries intersected by  and denote l the cardinality
of C() (16l6k + 1). For Ci∈C(), let si be the $rst vertex of the subpath of 
intersected by Ci. If C0∈C(), then the value of h(s0) changes during the lth iteration
of Stages 4a and b at the latest. If C0 =∈C(), let j be the number of iterations of
Stages 4a and b which is necessary to reach one of the si’s and to change its initial
height value. Clearly, j6k (in fact, j6k + 1− l), and it is obvious that the value of
h on at least one of the si’s changes during each further iteration of Stages 4a and b
and so even if we continued endlessly. In particular, the value of h changes at least
on one of the si’s during the (k + 1)th iteration of Stages 4a and b. This completes
the proof of Theorem 3.
Complexity of the algorithm: The following inequalities are obvious: p+p′6m64n
and we deduce that p=O(n); p′=O(n) and m=O(n). So, the entire algorithm runs
in O(kn+ n log n) time.
Alternative version: Instead of adding some arcs to jump over the holes, we can
more simply go across them by using the edges of the grid inside. Using the latter
method, the computation of weights then requires O(n + Cn) time, where Cn denotes
the number of squares within the holes, while the $rst stage of the algorithm be-
comes useless. The resulting algorithm runs in O(kn + Cn) time, which means that
this algorithm is linear in the area enclosed by C0, provided the number of holes is
bounded.
Remarks. (1) One can establish the following properties: (a) if  is a 1-staircase , then
|() |62n, (b) if  is a subpath of C0, then |() |62n and (c) if  is a subpath of
an inner boundary, then |() |64n. By using these properties and Proposition 1, one
can prove that, in a tileable picture, for every vertex t of G, we have | h(t) |6(8k+6)n.
For every t =∈C0, this bound can be chosen as initial value of h(t) in Stage 4.
(2) It is interesting to note that, when the picture is tileable, our algorithm proves
it by showing one possible tiling. But, when the picture cannot be tiled, the algorithm
does not enable us to $nd a negative circuit to certify it: we only have traces of the
existence of such a circuit.
Open problem: is it possible to $nd a negative circuit of a non-tileable picture in
O(kn+ n log n) time?
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5. Tiling with lozenges
We can adapt the preceding results for the tiling of a plane picture F formed by
equilateral triangles with lozenges.
As we did previously for the squares, each triangle is colored white or black in
such a way that no neighboring triangles have the same color. Given this coloring, the
de$nition of graph G follows and we omit the details.
We suppose that one set of lines of the triangular grid is parallel to the x-axis. Then
for i=0; 1; 2, let Li be the set of arcs of G pointing at (i× 60)◦ or at (i× 60+180)◦.
Each Li induces a division of the picture into a set of strips, noted Ri, each strip
being made of white and black triangles, and possibly of triangles within the holes,
and being delimited by two edges of the outer boundary.
Denition 7. Let tt′ be an arc of Li with i=0; 1 or 2. Then tt′ is covered by two rows,
noted Rj(tt′) and Rk(tt′), belonging, respectively, to Rj and Rk , with j= i + 1mod 3
and k = i + 2mod 3.
Let Wjl (tt
′) and Bjl(tt
′) be the respective numbers of white and black triangles of
Rj(tt′) located on the left-hand side of tt′. Likewise, let W
j
r (tt′) and B
j
r(tt′) be the
respective numbers of white and black triangles of Rj(tt′) located on the right-hand
side of tt′. We set: c1(tt′)= (W
j
l (tt
′)−Bjl(tt′))−(Wjr (tt′)−Bjr(tt′)). The integers Wkl (tt′),
Bkl (tt
′), Wkr (tt
′), Bkr (tt
′) and c2(tt′) are de$ned similarly.
The weight assigned to tt′ then is: c(tt′)= c1(tt′) + c2(tt′).
Fig. 10. The directed graph G associated with a picture F formed by equilateral triangles and weights on
its arcs.
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Fig. 11. Height function and tiling induced by the arcs of the tiling (in bold).
Example 3. Fig. 10 provides an example of the weight on each arc of G.
The following lemma is the counterpart of Lemma 1.
Lemma 7. Given a picture F formed by equilateral triangles, let L be an elementary
cycle of G and let F ′ be the subpicture of outer boundary L. Using the notations of
Paragraphs 2 and 3, we have:
If L is clockwise-oriented, then (L)= 6× (|B(F ′)| − |W (F ′)|).
If L is counterclockwise-oriented, then (L)= 6× (|W (F ′)| − |B(F ′)|).
The other de$nitions of Paragraph 2 still hold and Theorems 1 and 2 remain valid
for tiling with lozenges. Fig. 11 illustrates the tiling method applied to the picture of
Fig. 10.
For the main part of the algorithm, we will have to consider straight lines formed
by the arcs of G on the interior of F instead of 1-staircases.
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