Abstract. Donald Collins initiated the study of intersections of Magnus subgroups in onerelator groups. In particular, he characterized those intersections of Magnus subgroups that are not Magnus subgroups. In the present work we show that Collins' results extend to one-relator quotients of free products of groups with a small cancellation condition and give a complete list of those defining relators for which Magnus subgroups do not intersect in a Magnus subgroup. We use van Kampen diagrams and word combinatorics.
Introduction
Let P D hX j Ri be a presentation of a group. P is termed one-relator presentation if R consists of a single relator R. We say that a group is a one-relator group if it has a one-relator presentation. Let G be an one-relator group given by the one-relator presentation P D hX j Ri and let F be the free group, freely generated by X.
The study of one-relator groups started with the pioneering works of Max Dehn and Wilhelm Magnus, and this was one of the central subjects of classical combinatorial group theory (see [MKS] ). Among the most important achievements of this theory was the solution of the word problem for one-relator groups by W. Magnus. Magnus and his successors developed a whole (algebraic) theory of one-relator groups. The main ingredients of this theory are the subgroups of G which are generated by the images of proper subsets of X under the natural map W F ! G. These groups where termed by his successors Magnus subgroups. Magnus proved that these groups are free, freely generated by the corresponding subset of .X/ (the Freiheitssatz).
Groups in which subgroups generated by proper subsets of a canonical set of generators play a central role, are not exceptional in group theory; for example, if H is a Coxeter group generated by a finite set S of reflections, then the so-called parabolic subgroups -which are the subgroups generated by proper subsets of Senter in considerations of fundamental importance in the theory of Coxeter groups and in representation theory. It is an important basic result that the intersection of two parabolic subgroups is again parabolic.
Coming back to one-relator groups, it is easy to see that intersection of Magnus subgroups is not necessarily a Magnus subgroup: let X D fa; bg and let R D a 2 b 3 . Then hai and hbi are Magnus subgroups with non-trivial intersection ha 2 i. However, ha 2 i is not a Magnus subgroup. This example rises naturally the following questions. Let X 1 and X 2 be proper subsets of X, let Y 1 D .X 1 /, Y 2 D .X 2 /, and let H 1 D hY 1 i and H 2 D hY 2 i.
(1) Under what conditions on R, X 1 and X 2 is H 1 \ H 2 a Magnus subgroup?
(2) If H 1 \ H 2 is not a Magnus subgroup then how its structure looks like? In particular, how H 1 \ H 2 is related to hY 1 \ Y 2 i?
These questions are interesting in their own, but they are also crucial in certain aspects of solutions of equations and also for cyclic presentations. (See [Ju2] , [Ju3] and [Ju4] , and independently, [E-H] . ) The study of Magnus intersections was initiated by Donald Collins in [Co] , where among other things he gave a complete answer to the second question, by showing that 
Jim Howie in [Ho2] , based an a conjecture of Don Collins, gave an algorithm to check whether H 1 \ H 2 D hY 1 \ Y 2 i, or not. Now, one-relator free products are natural generalisations of one-relator groups: we consider the free group freely generated by X as the free product of infinite cyclic groups and then replace them by arbitrary groups G i , G i ¤ 1 for i D 1; : : : ; n, n 2 and take a one-relator quotient (see [Ho1] for more motivation). Such groups G have a free product presentations P D hG 1 G n j Ri, where R is a cyclically reduced word in G 1 G n of length at least two. We can naturally extend the notion of Magnus subgroups to one-relator free products, namely a Magnus subgroup of G is a subgroup generated by the image of a proper subset of fG i g, i D 1; : : : ; n.
In contrast with one-relator groups, very little is known on one-relator free products. Even the most fundamental problem, the word problem, is widely open. Nevertheless, under suitable conditions on the components of the free product or on the defining relator, or on both, large parts of the theory of one-relator groups can be extended to one-relator free products.
In the present work we make assumptions on R and consider questions 1 and 2 above. More precisely, we assume the small cancellation condition C.6/ & T .4/ and in Theorem A, with a mild restriction on R we give a complete classification of those words R for which H 1 \H 2 is not a Magnus subgroup, where H 1 and H 2 are Magnus subgroups of G. In Theorem B we show that the corresponding version of the theorem of D. Collins (see [Co] ) mentioned above in .?/ holds true. We also show how to get from the defining relator R elements c 1 and c 2 in .?/. Finally, in Theorem C we show that Magnus subgroups are free products. (The Freiheitssatz.) We work under the following assumptions Notation and assumptions of the main theorems. Let G be a group with a onerelator free product presentation P , P D hF j Ri, where F D G 1 G n , n 2, G i , i D 1; : : : ; n, are non-trivial groups, R is the symmetric closure of a cyclically reduced word R of length at least two in F such that P satisfies the small cancellation condition C.6/ & T .4/. (See [L-S, Ch. V] for definition.) Suppose that no letter in R has order two and if g 2 G i occurs in R and g with finite order, then there is at least one more occurrence of a letter in R from G i . Let W F ! G be the natural homomorphism which sends each element of F to its coset modulo the normal closure of R in F . For a subset Q of f1; : : : ; ng let G Q D 
Moreover, if R has no cyclic conjugate R as in
The result of Theorem A is quite surprising: clearly, (iii) is an obvious case for H I \ H J ¤ H D and as usual in small cancellation theory we would expect that this is the only case. However, Theorem A tells us that there are also rather unexpected cases (case ii) and moreover, if (i) does not hold then these are all the additional cases. Observe that by Theorem A, the exceptional words in (ii) are precisely those R which have arbitrary length as words in G I G D G J , yet they have a consequence of length two in it.
Theorem B. Let notation and assumptions be as above and suppose that R has no cyclic conjugate R which satisfies condition (i) of Theorem A. If 
Theorem C. Let notation and assumptions be as above and suppose that no cyclic conjugate R of R satisfies condition (i) of Theorem A. Then H J Š G J . In particular, H J is a free product.
We mention that J. Howie in [Ho2] , independently, considered problems (1) and (2) above in one-relator free products with arbitrary defining relators, however, with the assumptions that every component G i is locally indicable (i.e. every finitely generated non-trivial subgroup maps onto the infinite cyclic group).
Our main tools are small cancellation theory and van Kampen diagrams with word combinatorics. We prove first Theorem C. The idea is to show that under the assumptions of the theorem, every consequence of the defining relator R contains at least one letter from each G i . A central ingredient in small cancellation theory is Greendlinger's Lemma, which guaranties the existence of at least two Greendlinger regions in every van Kampen diagram M , which has at least two regions. These are regions with the property that their boundary has a large common portion with the boundary of M . (For definitions of van Kampen diagrams and regions see Section 2.2.) However for our problem, showing .??/, a more precise information than just knowing that a large portion of the defining relator is present on the boundary of M , is needed.
Recently we developed an improved version of Greendlinger's Lemma for onerelator groups and one-relator free products with the small cancellation condition C.6/ & T .4/, which implies .??/, and hence proves Theorem C. We remark that it also implies several results of different nature. In [Ju5] we solved the membership problem for Magnus subgroups of one-relator free products with small cancellation. In [Ju6] we proved the appropriate version of Magnus's Freiheitssatz for Magnus subsemigroups of one-relator groups with small cancellation. In [Ju7] we classify non-malnormal Magnus subgroups in one-relator groups and free products with small cancellation. We also plan to use it in complexes of certain types of groups to produce a lower bound on the angles between the local groups.
Theorem B follows easily from the proof of Theorem A, so we concentrate on the proof of Theorem A. The proof of Theorem A is much more demanding then the proof of Theorem C; while the improved Greendlinger's Lemma was enough for the proof of Theorem C, we need the extension of a further result from small cancellation theory. If H I \ H J ¤ H D , as in Theorem A, then there are non-empty words A and B in G I and G J respectively, such that .A/ D .B/ in G. Thus AB 1 is a consequence of R and hence there is a van Kampen diagram M with boundary label AB 1 . In Theorem A we recover the combinatorial structure of the word R from the combinatorial structure of its consequence AB 1 . In a sense, we deal with an inverse problem to the word problem. In the word problem we are given R and we want to check whether (another) given word W is a consequence of R; in Theorem A a word W .D AB 1 / is given and it is also given that W is a consequence of an unknown relation R, and we would like to find the combinatorial structure of all such relations, in term of the combinatorial structure of W . We are not aware of results in this direction in the literature. This is a difficult problem in general, because boundary regions of M contribute only parts of R to the boundary label of M and in general, it is difficult to recover R from these parts. There is however, one case when this is doable; this is the case when M is a one-layer diagram. Then we can use word combinatorics in order to determine the combinatorial structure of R. This is done in Sections 5.1 and 5.2. So it remains now to show that M is a one-layer diagram. We show this in Section 4.
The work is organised as follows:
In Section 2 we introduce preliminary results on words and van Kampen diagrams as well as the improved version of Greendlinger's Lemma. In Section 3 we prove Theorem C while in Section 4 we prove that intersection diagrams are one-layer diagrams. In Section 5 we prove Theorems A and B.
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Preliminary results on words and diagrams
2.1. Words. Basic reference for this subsection is [L-S, Ch. V]. We recall here only a few basic notions and results which we need.
Let F D G 1 G n , n 2, be the free product of non-trivial groups G i , i D 1; : : : ; n. We call the G i s the components of F . Let G be a group. A free presentation for G is a presentation of G as a homomorphic image of free group F . A free product presentation for G is a presentation of G as a homomorphic image of free product F . If F is a free group, freely generated by a set X then, as usual, we denote free presentation of G by hX j Ri, where R is a set of defining relations for G, and if F is a free product, F D G 1 G n , n 2, G i non-trivial, then we denote free product presentation of G by hG 1 G n jRi, where again R is a set of defining relations for G, R Â G 1 G n . The elements of F n f1g can be uniquely presented by finite sequences of non-trivial elements of the components, such that adjacent elements in a sequence come from different components. We call the elements of G i , i D 1; : : : ; n, letters and the sequences of elements, words.
: : : ; k 1. We call this presentation of W its normal form, call k its length and denote it by jW j.
Let U and V be reduced words in F . We say that the product U V is reduced as written if either the last letter of U and the first letter of V are in different components G i , or if there is no cancellation between U and V , however the last letter of U and the first letter of V may come from the same component (consolidation).
Denote by H .W / the set of initial subwords of W and by T .W / the set of terminal subwords of W . Also, for a reduced non-empty word W we denote by h.W / the first letter of W and by t.W / the last letter of W . We start with the following well-known results on word equations over F . We introduce below the key notion of the work. Clearly " " is an equivalence relation, which contains the equality of elements in F .
Definitions and notation. (a) Let
The following lemma is immediate from the definition, hence its proof is omitted. 
Notice that if one of the products in parts (a)-(e), like BQ in part (d), has length one then the statements of Lemma 2.3 trivially hold true.
The following basic notions are crucial for the paper.
Definition 2.4. (a) Let R be a weakly cyclically reduced word in F and let P be a subword of a cyclic conjugate of R. P is a piece in R (or a piece relative to the symmetric closure R of R) if R has distinct cyclic conjugates R 1 and R 2 such that
2 , reduced as written, for some " 2 f1; 1g. Equivalently, P˙1 has at least two occurrences in the cyclic word y R, corresponding to the linear word R. We call the two occurrences of P in R 1 and R " 2 , respectively, a piece pair and denote it by .P; P 0 /, where A diagram over a group F is an oriented map M and a functionˆassigning to each oriented edge e of M as a label an elementˆ.e/ of F such that if e is an oriented edge of M and e 1 the oppositely oriented edge, thenˆ.e 1 / Dˆ.e/ 1 , and if D e 1 v 1 e 2 v 2 : : : e k is a path in M thenˆ. / Dˆ.e 1 /ˆ.e 2 / : : :ˆ.e k /. We denote byˆM the labelling function of M over F . If M is fixed we shall writef orˆM .
If M is planar, connected and simply connected then it is called a van Kampen diagram. In the case of diagrams M over free products the vertices are divided into two types, primary and secondary. The label on every edge of M will belong to a factor G i of F with the labels on successive edges meeting at primary vertices belonging to different factors G j , while the labels on the edges at a secondary vertex all belong to the same factor of F . For a region D in M denote by @D its boundary and by @M the boundary of M . . .
We shall need the next lemma in Section 5. As pointed out by the referee it is an immediate consequence of Lemma 2.1. We omit its proof. (ii) M contains a minimal number of regions among all the diagrams with boundary label K.
Thenˆ.Á/ contains no cyclic conjugate of A˙1.
We recall the main structure theorem from [Ju1] , where it is proved in a more general setting. Observe that the condition C.6/ & T .4/ implies the condition W .6/ in [Ju1] . .
. Define In the next definition we introduce special subdiagrams and regions, the boundaries of which share a large portion with the boundary of M . . . The next section is devoted to the improved version of Greendlinger's Lemma. A similar version was formulated in [Ju5] the proof of which, using Lemmas 2.3 and 2.11, easily can be adapted to the proof of Proposition 2.12 below. Therefore, we shall omit the details of the proof, which consists of case by case checking.
An improved version of Greendlinger's Lemma. The improved version of
Greendlinger's Lemma is given for 1-corner regions in Lemma 2.10 and for 2-corner regions in Proposition 2.12. Proof. Let .P; P 0 / be the corresponding piece pair. Then one of the following holds:
In this section we assume that the conditions of Theorem
2) P 0 overlaps with P .
In case 1) Q P , by Lemma 2.2 (a). Also, in case 2) , if jP j D 1 then Q P . Hence assume that jP j 2. In case 2) we have P D AX, P 0 D XY , Q D YQ 1 , reduced as written, Q 1 2 T .Q/. See Figure 5 (b). Applying Lemma 2.3 (a) to the first two of these equations and remembering that P 1 cannot overlap P in more than one letter (see Lemma 2.1 (c)), we get A Y X and hence, by Lemma 2.2, P Y . Applying Lemma 2.2 to the last equation implies Q P .
The lemma is proved.
2-corner regions.
Let D be a 2-corner region in M with neighbours E r and E`. See Figure 6 . Denote˛1 D @D \ @E r and denote˛2 D @D \ @E`. Let v 0 D˛1 \ @M , let v 2 D˛2 \ @M and let v 1 D˛1 \˛2. Denote P 1 Dˆ.˛1/, P 2 Dˆ.˛2/ and Q Dˆ.@D \ @M /. Let .P 1 ; P 0 1 / and .P 2 ; P 0 2 / be the piece pairs obtained from˛1 and˛2, being common edges of @E`and @D and of @E r and @D, respectively. Thus, P 0 1 and P 0 2 are subwords ofˆ.@E r / andˆ.@E`/, respectively, which are equal to P 1 and P 2 , respectively, as words, and since all the regions of M have the same boundary labels, up to sign, .P 1 ; P Figure 6 . 2-corner regions.
The proof of the following lemma is a routine case by case checking, hence we omit it. The following is our version to Greendlinger's Lemma for 2-corner regions. If k 3 then it follows from Theorem 2.7 (d) and the T .4/ condition that either P contains a 1-corner region or contains a 2-corner region D with two neighbours E r and E`such that @D \ @E r \ @M and @D \ @E`\ @M are vertices with valency three and @E r \ @M and @E`\ @M are not pieces (due to the C.6/ condition). In both cases the result follows by Proposition 2.12, where D 1 is E`, D 2 is D and D 3 is E r . See Figure 4 
The proof of Theorem C
In proving Theorem C we may assume without loss of generality that Supp.R/ D I [ J D f1; 2; : : : ; ng and we shall do so.
Suppose H J is not a free product. Then there exists a non-empty word W in G J such that .W / D 1 in G. Therefore, by [L-S, Theorem 1.1, p. 237] there exists a connected, simply connected diagram M with boundary label W . Let be a connected component of the interior of M . By Proposition 2.13 @ contains a letter from every component G i for i D 1; : : : ; n. Since, as sets, @ Â @M , @M also contains a letter from every component. This, however, violates W 2 G J , J ¤ f1; : : : ; ng. Therefore, H J is a free product,
The theorem is proved.
The structure of intersection diagrams
For the proof of Theorems A and B we may assume without loss of generality that Supp.R/ D I [ J D f1; : : : ; ng and we shall do so. In this section we shall assume the notation of the main theorems, and, moreover, that R has no cyclic conjugate R which satisfies condition (i) of Theorem A. Let W ¤ 1 be an element of H I \ H J . Then there are non-empty words U in 
Proof. Suppose jP j 3; P D hD 1 ; : : : ; D k i; k 3. Consider the extremal regions
is an inner vertex with valency three, violating the condition T .4/. Hence E 1 ¤ E 2 and since D 1 is extremal in P and D 2 is the only region of P adjacent to D 1 , hence C.E 1 / D fD 1 g and
Consequently, due to the C.6/ condition @E 1 \ @M is the product of at least two pieces, hence if u WD @D 1 \ @E 1 \ @M then u is a vertex with valency three and every piece on @E 1 starting at u and read anticlockwise is contained in @E 1 \ @M . Therefore noticing that d M .D 1 / D 2, we may apply Proposition 2.12 to D 1 to get that 
It follows from (4.1), (4.2) and (4. 
Lemma 4.5. Let ƒ be a layer decomposition for M and let P 1 be a peak of M relative to
Proof. 
and Proposition 2.12 applies to D 1 . Now, in the notation of Proposition 2.12, Proof. First observe that k@M k 2 due to Lemma 4.5 (a) (or Theorem C), and if k@M k > 2 then k@M k 4. Suppose by way of contradiction that M is not a onelayer diagram and show that k@M k 4. Let D; ƒ and L p be as above. Then due to (4.6) we may assume that L p has connected interior. It follows that all layers of ƒ have connected interior.
Let
Then due to Lemmas 4.5 and 4.3, it is enough to show that kˇk 3. Clearly, .
Claim. Consider the following statement:
Then . / holds for every i , i D 1; : : : ; p.
Proof of the Claim. By the last argument the Claim holds true for i D p. Suppose the Claim holds true for L p ; : : : ; L i and prove for L i 1 . Suppose jL i 1 j 2 and let L i 1 D hE 1 ; : : : ; Suppose now that j ¤ k. Then the arguments of the case j ¤ 1 for E k apply and yield
Assume now that k 3. If j ¤ 2 and j ¤ 1 then it follows from (i) and Proposition 2.12 that k.@E 1 [ @E 2 / \ @M k 2 and hence jˇk 3, violating our assumption. Thus
Similarly, if j ¤ k 1 and j ¤ k then it follows from (ii) and Proposition 2.12 that k.@E k [ @E k 1 / \ @M k 2 and hence jˇk 3, violating our assumption. Thus
Therefore, by (iii) and (iv), if k 3 then j 2 f1; 2g \ fk 1; kg. In particular, f1; 2g \ fk 1; kg ¤ ;. It follows that if k 3 then j D k 1 D 2, hence k D 3 and j D 2. Since d.E 2 / D 2 and @E 2 \ @D 1 is a piece, either @E 2 \ @M is connected and is the product of at least three 6 .2 C 1/ D 3 pieces or @E 2 \ @M has two connected components 1 and 3 such that @E 2 \ @St i 1 D 1 2 3 with 2 D @E 2 \@D 1 and either 1 is the product of at least two pieces or 3 is the product of at least two pieces. Therefore we may apply Proposition 2.12 for E 1 or for E 3 to give k.@L i 1 [ @L i / \ @M k 3, a contradiction. Consequently, k Ä 2, i.e. jL i 1 j Ä 2. Now it easily follows by arguments we made several times above that if jL i 1 j D 2, then a.E 1 / D 1 and a.E 2 / D 1 would imply that either k.
This would imply kˇk 3, violating our assumption, proving the claim.
We show that . / implies M is a one-layer diagram. Let K be a region of M . Suppose K is in L i , 0 < i < p and L i consists of two regions. Then b.K/ D 1 by condition . /. Also, a.K/ Ä 1 by Theorem 2.7 (c), and c.K/ Ä 1 by condition . /.
The proposition is proved. . / F -reduced as written, such that each of the following holds:
The proofs of Theorems
(ii) A i starts and terminates with an element of G I nD n f1g;
(iii) K i starts and terminates with an element of G J nD n f1g.
We call this decomposition of W its . /-decomposition. We say that the . /-decom-
reduced then it has a cyclic conjugate W with a complete . /-decomposition.
follows from the normal form theorem for free products (see [L-S, p. 175]) that W has a unique . /-decomposition. As a result, we have the following lemma, the proof of which is a routine application of the normal form theorem for free products, hence we omit it. 
Word equations that define R.
Assume now results (i) and (iii) of Theorem A do not hold and consider H I \ H J . We shall prove that necessarily result (ii) holds true. Let w be an element of H I \H J , w ¤ 1. Then there are reduced words U in
Since we assumed that result (iii) of Theorem A doesn't hold, hence kR k 4 for every cyclic conjugate R of R. Hence Proposition 4.2 applies, implying that M is a one-layer diagram, which without loss of generality has connected interior. Since kR k 4, while kU V 1 k D 2, we get jM j 2. 
where P 0 is a terminal subword of L 00 i A iC1 B iC1 and P 00 is an initial subword of
. Now, P is the label of a common boundary path of D 0 and D 1 , hence P " occurs as a subword of y R (the cyclic word R) in different positions, for some " 2 f1; 1g. (The positions of these occurrences are different because M is a reduced diagram.) Therefore, by Lemma 5.1 either P also has a . /-decomposition
Since " D 1 by the assumption of the lemma , P 0 is given by (5.7 0 ). Due to Lemma 5.1 we have
for t D 2; : : : ; k 1;
A i D A j and P 00 D Q 00 ( we count j C t and i C t; mod k/:
(5.9)
Without loss of generality we may assume i D 1 and k j > 1. 
where S D W 3 : : : W j 1 and Z D W j C1 : : : W k :
(5.10)
Finally, suppose j D k 1. The lemma is proved.
In order to find the explicit from of the relator, it is convenient to consider W 1 ; : : : ; W k as symbols, not in F and consider the equation in (5.10) as a word equation in the free semigroup, freely generated by W 1 ; : : : ; W k . We can do this due to Lemma 5.1.
We have now to find out the conditions under which the equation in (5.10) is solvable and to find the solutions. To this end we introduce some types of words. Definition 5.3 (1-solutions for the defining equations). (a) Let F 0 be the free group, freely generated by two elements X 1 and X 2 . For a natural number˛0 (˛0 0) define: 
Proof. The proof of the proposition is straightforward. We first show that for any 1-solution either x 0 D u 0 and y 0 D v 0 , or x 0 D v 0 and y 0 D u 0 . Next we check each of the cases: AxyB D ByxA and AxyB D BxyA, respectively. We omit details. 
Definition 5.5 (Exceptional words). (a) Let

The proof of Theorem A.
We keep the notation and assumptions of Sections 5.1 and 5.2. To simplify notation we shall write u for u 0 and v for v 0 .
We found in the proof of Lemma 5.2 that in the piece pair .P; P 0 / D .P; P " /, P is given by (5.7), P 0 is given by (5. 
hence R is a proper power, which as we saw above can not occur due to Lemma 2.6. Since the last argument applies also for the case k D 2, it follows that R is a .I; J /-exceptional word, as required.
Next, suppose " D 1. Then P 0 is given by (5.8). First observe that W 
