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ABSTRACT 
According to the current seismic codes, structures are designed to resist the first damaging earthquake 
during their service life.  However, after a strong main shock, a structure may still face damaging 
aftershocks.  The main shock-aftershock sequence may result in major damage and eventually the collapse 
of a structure.  Current studies on seismic hazard mainly focus on the modeling and simulation of main 
shocks.  This paper proposes a stochastic model to generate main shock-aftershock sequences.  The model 
takes into consideration the statistical properties of the aftershocks’ occurrence times, locations and 
magnitudes by using a branching aftershock sequence (BASS) model.  The stochastic model generates pairs 
of orthogonal horizontal ground motions and has separable non-stationarity in time and spectral domains.  
Prediction equations are developed for the controlling parameters, where the predictors are the site 
conditions and the aftershock characteristics from the BASS model.  The coefficients of the prediction 
equations and the correlation between the model parameters (of two horizontal components of one record 
or of several records in one sequence) are estimated using a database of aftershock accelerograms.  A 
backward stepwise deletion method is used to simplify the initial candidate model and avoid overfitting the 
data.  The most relevant features of the recorded ground motions such as intensity, spectral content and 
duration are well captured by the synthetic realizations.  The spectral shapes of the synthetic aftershock 
ground motions show good agreement with the spectral shapes of the recorded data and capture well the 
underlying uncertainties.  The model, based on easily identifiable engineering parameters, is a useful tool 
to incorporate effects of aftershocks into seismic analysis and design. 
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CHAPTER 1 -  INTRODUCTION AND PROBLEM STATEMENT 
After a strong main shock, the triggered aftershocks can be of significant magnitude and number.  Bath’s 
Law [2] states that the difference between a main shock and its largest aftershock is approximately a 
constant (typically 1.1-1.2 on the moment magnitude scale) independent of the main shock magnitude.  The 
May 12, 2008 Wenchuan earthquake (M8.0) in China had five aftershocks with magnitudes greater than 
6.0 in the following 20 days [3]; eight aftershocks with magnitudes larger than 4.5 happened in one week 
after the 2009 L'Aquila main shock (M6.3) in Italy [4]; at least 100 aftershocks with magnitudes larger than 
6.0 followed the March 11, 2011 Great East Japan earthquake (M9.0) over a one-month period [5].  These 
aftershocks can pose severe threats to structures.  Kumar and Gardoni conducted a study to estimate the 
probability of occurrence of damaging earthquakes in a structure’s service life [6].  They showed that 
because of aftershocks, the probability of observing two or more damaging earthquakes is approximately 
the same as the probability of observing only one damaging earthquake over the service life of a structure 
located in a seismic region.  According to the current seismic codes [7], [8], bridges and buildings are 
designed to resist only the first damaging earthquake during their service life.  After the occurrence of a 
damaging main shock or a damaging aftershock, it is usually impossible to have enough time to make 
sufficient repairs before the next damaging aftershock.  Kumar and Gardoni [6], [9], [10], Huang and 
Gardoni [11], studied the capacities and demands of structures before and after the seismic impacts and 
modeled the life-cycle process under the combined effect of seismic degradation and gradual deterioration.  
They showed that seismic degradation significantly increases structures’ vulnerability and that effect of the 
cumulative seismic damage on structures on reliability of structures can be larger than the corrosion in 
corrosive environment.  Recent progress in Life-Cycle Analysis (LCA) and Resilience Analysis reconfirms 
these insights [12]–[16].  Therefore, over time structures are progressively damaged by aftershocks, which 
leads to a higher probability of structural failure than when considering main shock only [17].  Bakersfield, 
California in the 1952 Kern County event sequence [18] and Big Bear, California in the 1992 Landers event
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 sequence [19] are two of many cases which showed that main damages in the community studied are 
caused by a following aftershock rather than the main shock itself [20].  More recently, the Feb 22, 2011 
Christchurch earthquake in New Zealand is far more destructive than its main shock [21].  It is worth 
noticing that although the aforementioned aftershocks had much smaller magnitudes than their 
corresponding main shocks, the proximity of the aftershock epicenters to the populated areas contributes to 
the unexpected large damage [20].  More recently, Zhai et al. [22] investigated the input energy spectra of 
main shock-aftershock (MS-AS) sequences for inelastic single-degree-of-freedom (SDOF) systems and 
concluded that the effects of aftershocks on the input energy are significant in almost the whole period 
region.  In all, the potential aftermath of aftershocks calls for models that facilitate accounting for the whole 
impact of main shock-aftershock sequences in seismic analysis and design. 
Response-history dynamic analysis is more and more frequently employed by structural engineers [1].  
A dynamic analysis requires sufficient real ground motions or their synthetic substitutes to completely and 
accurately evaluate the seismic demand [1].  However, the available real ground motions are far from 
enough to be able to match all of the possible structural design scenarios.  Aftershock ground motions 
generally have lower amplitudes and are thus more vulnerable to instruments’ defects and a variety of 
noises.  Aftershock records are less available than main shock records, but more aftershock records can be 
needed to produce a main shock-aftershock sequence.  Furthermore, whole sequences of main shock-
aftershock ground motions recorded at the same station are rare and this adds difficulty to seismic analysis 
based on recorded ground motions only to be conducted in most seismic regions.  
 Several methods such as selecting ground motions from a different scenario and modifying them by 
scaling or spectrum matching were proposed [23], [24].  Synthetic (or artificial) ground motions are, 
especially for nonlinear analysis, a more appropriate choice, since the models are constructed to incorporate 
key features of the ground motion records instead of blind scaling [25].  There are mainly two categories 
of stochastic ground motion models: Source-based models (as reviewed in [26]) and Site-based models 
[25].  We apply a site-based model to this study.  Numerous site-based stochastic ground motion models 
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have been developed and were recently reviewed in [25].  Favorable features of stochastic ground motion 
models include having both temporal and spectral non-stationarity, matching the recorded ground motions 
easily, and using parameters that can be easily related to a physical meaning.  Rezaeian and Der Kiureghian 
[1], [25], [27] proposed a model that satisfies these criteria and has separated temporal and spectral 
nonstationary characteristics with a small number of parameters.  The model is also shown to facilitate the 
application of tail-equivalent linearization method (TELM) in nonlinear random vibration analysis [28]. 
However, the model developed by Rezaeian and Der Kiureghian [1], [25], [27] focused on the 
generation of only main shock ground motions.  Aftershocks have different features than the main shocks.  
For example, results by Baltay et al. [29] have shown that the stress drops of main shock events are about 
1.6 times those of aftershock events.  This lower stress drop is used to explain the results of previous studies 
[30], [31] that the median response spectra from aftershocks are observed to be systematically 20-40% 
lower at short spectral periods than median response spectra from main shocks. 
  As to generation of synthetic MS-AS ground motion sequences, Li and Ellingwood [32] proposed to 
produce the ground motion for the largest aftershock (with largest magnitude) by scaling the corresponding 
main shocks or other main shocks (to take count for the difference of frequency content of the aftershocks 
from the main shocks, as concluded in [33]).  Han et al. [34] proposed to produce the ground motion for 
the aftershock with the largest magnitude as a combination of sinusoidal waves, which is based on 
attenuated response spectra and probabilistically simulated duration.  To our best knowledge, no stochastic 
model has been proposed to generate a main shock-aftershock sequence that consists of more than one 
aftershock ground motions.  Additionally, the aforementioned models are not capable of accurately 
modeling the temporal and spectral nonstationary characteristics of earthquake ground motions. 
To generate a sequence of aftershock synthetic ground motions, sequences of aftershocks’ magnitudes, 
locations and times of occurrence are needed.  As for generating these sequences, there are mainly two 
categories of models.  Fault models (for example, “Virtual California” proposed by Rundle et al. [35]–[37] 
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and “Standard Physical Earth Model” developed by Ward [38]) are based on known faults but are not able 
to incorporate the effects of unmapped or small faults [39].  On the other hand, seismicity-based models 
(for example, the ETAS model first formulated by Kagan and Knopoff [40] and the BASS model formulated 
by Turcotte et al. [41]) are based on observed seismicity and are not limited by the knowledge of existing 
faults.  In this study, the recently proposed BASS model is used, since it is not affected by the selection of 
minimum considered magnitude (i.e. it is fully self-similar). 
This paper proposes a model to generate main shock-aftershock ground motion sequences.  The main 
focus of the work is to develop a far-field synthetic ground motion model by extending to far-field 
aftershocks the model proposed by Rezaeian and Der Kiureghian for far-field main shocks [25] [1] [27].  
The proposed aftershock model is calibrated using aftershock ground motions from Pacific Earthquake 
Engineering Research Center (PEER) ground motion database [42].  The aftershock model is then validated 
by examinations of acceleration, velocity, displacement time series and elastic response spectra against 
those of the recorded ground motions.  The generation of the ground motions is controlled by the sequence 
of earthquake and site characteristics provided by the BASS model.  
The remaining of the paper is organized into five sections.  The next section briefly reviews the 
stochastic model proposed by Rezaeian and Der Kiureghian [25].  Section 3 proposes a novel formulation 
for prediction equations for aftershocks and the methodology applied to calibrate them.  Section 4 illustrates 
how we simulate the model parameters for specific aftershock events and site conditions and how the 
synthetic realizations are validated.  Section 5 shows how the BASS model is applied to generate a sequence 
of aftershock events and conducts case studies.  Section 6 summarizes the work and presents some 
conclusions.  
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CHAPTER 2 -  STOCHASTIC GROUND MOTION MODEL 
In this paper, the stochastic ground motion model proposed by Rezaeian and Der Kiureghian [1], [25], [27],  
is employed and therefore briefly reviewed in this section.  In a continuous form, the model defines the 
synthetic ground acceleration as  
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(2) 
  Here ( )f   represents the damping ratio and is assumed to be constant.  ( )f   is assumed to vary 
linearly with time and is controlled by parameters 
mid  and  '  as in Equation, 
 ( ) '( ).f mid midt        (3) 
The temporal non-stationarity is achieved by time-modulating the normalized filtered white-noise 
process with the time modulating function ( , )q t  .  For far-field earthquakes, the modulation function can 
be defined to be a gamma function controlled by 3 parameters 1 2 3( , , )    as follows,  
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    2 11 3, exp .q t t t
     
(4) 
This equation form is mathematically validated since the expected mean square acceleration of a 
superposition of a large number of non-stationary wave pulses can be derived to be of the same form [43]. 
A high-pass filter is needed to assure zero residual velocity and displacement as well as realistic 
response spectral values at long periods.  Instead of setting the filter frequency to be a simple constant, a 
prediction equation is calibrated to select an appropriate filter frequency in Section 4.2. 
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CHAPTER 3 -  PREDICTION EQUATIONS FOR AFTERSHOCK MODEL 
PARAMETERS 
3.1 Aftershock ground motion database 
The aftershock ground motions used in this paper are selected from the PEER NGA-West2 database [44].  
The database provides a wide range of ground motion records from all over the world for shallow 
earthquakes in Active Crustal Regions (ACR).  In addition, it also makes both the characteristics of each 
earthquake and the site conditions at each recording station easily accessible.  For an aftershock to be 
identified in the database, it has to fall within the Gardner and Knopoff [45] time window of the main shock 
and have its Joyner-Boore Rupture centroid close enough to the main shock rupture as well.  The Centroid 
Joyner-Boore Rupture Distance ( jbCR ) is defined as the shortest distance from the centroid point of the 
Joyner-Boore rupture surface of one potential aftershock to the closest point on the edge of the Joyner-
Boore rupture surface of the main shock.  We use 40jbCR km  as the upper limit to classify aftershocks 
(This is the largest upper limit for which aftershock classification is provided by PEER NGA-West2 
database).  This selection is to facilitate the study of the influence of the spatial variation of aftershock 
locations relative to the main shock source.  The aftershocks in the database have their occurrence times 
ranging from 1 minute to 171 days after the main shock and their epicenters span from 1.75 km to 53 km 
from the main shock epicenter.  There are two exceptions that are later confirmed to be outliers and thus 
excluded.  Westmorland Earthquake, is 559 days from its main shock “Imperial Valley-06” (a M6.5 main 
shock can have its Gardner and Knopoff time window as long as 790 days from the main shock).  The 
epicenter of the 'Duzce, Turkey' Earthquake is 97 km from the epicenter of the main shock.  Because the 
two points are temporally or spatially far away from the cluster of other data points, undue influence may 
rise from the their large leverages.  
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Following Abrahamson et al. [46], ground motions recorded at stations with GMX C1 codes C, D, E, 
F, G, P, Q, R, S, T are excluded, since these codes indicate that they are not representative of the free field 
conditions.  Wenchuan aftershocks are also excluded for “unusual spectral shapes and questionable 
reliability of metadata” [46].  In order to filter out ground motions with a small amplitude that may not be 
well recorded, CensorD  defined in [46] is applied to filter out unreliable records.  Limits on magnitude (
4.5wM  ) and distance to source ( 80rupR km ) are used to exclude ground motions of small intensity.  
To avoid nonlinearity of soft soil, records with 
30 250
m
sSV   are also excluded from the database. 
A common ground motion record can be considered as a combination of P-waves, S-waves and surface 
waves.  The relative arrival times of these waves strongly depend on the site’s distance to the seismic source.  
For near-fault ground motions, the P-wave may not arrive early enough to differentiate itself from the onset 
of the S-wave. This helps explain why the near-fault records generally show a much shorter initial build-
up of energy and have a different wave shape from far-field ground motions [47].  In this study, records 
with 10rupR km  are excluded to focus on far-field ground motions and keep the simplicity of the 
modulation function.  To further ensure that the selected modulation function is applicable, pulse-like 
ground motions are identified and excluded from the aftershock database according to an algorithm 
proposed by Shahi and Baker [48]. 
Under the previously mentioned constraints, 927 pairs of horizontal recordings from 47 aftershocks in 
17 worldwide sequences are selected.  Among the selected aftershocks, 13 are categorized as Strike-Slip 
earthquakes, 23 are categorized as Reverse earthquakes and the other 11 are Normal earthquakes.  The 
moment magnitudes of the aftershocks span from 4.7 to 6.5, and the magnitudes of the corresponding main 
shocks vary between 5.8 and 7.6.  More details of the selected ground motion records are shown in Table 
1 and Figure 1.  All pairs of horizontal ground motion records in the database are gradually rotated until the 
correlation between the two components reaches zero (details can be found in [27]).  Of the two horizontal 
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components, the one with larger Arias Intensity [49] is defined to be the major component and the other is 
defined to be the intermediate component.  
3.2 Identification of physically based parameter 
Following Rezaeian and Der Kiureghian [1], parameters in the model are connected to variables that have 
a physical meaning and are thus able to be easily identified from the recorded ground motions.  The three 
parameters 
1 2 3(α , α ,α )α  in the time-modulating function control the shape of the ground motion in the 
time domain.  They are related to the Arias Intensity 
2
0
( / 2g) (t)
t
aI a d   , 5 95D  , and midt .  Variable 
5 95D   is the significant duration, which is defined as the time between the instants the process achieves 
5% and 95% of the Arias Intensity and 
midt  is the time the process reaches 45% of its Arias Intensity, which 
represents the mid-point of the strong-shaking phase of the time history.  An optimal pair of 2 3( , )   can 
be found through a numerical searching process such that the variance function 
2
( , )q t  of the process can 
reach 45% aI  at midt  and that the significant duration 5 95D   equals to the interval of times reaching 
5% aI  and 95% aI .  The parameter 
1α  can then be calculated as 
 
 
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22α 1
3
1
2
2α
α ,
2α 1
aI

 
 
 (5) 
where     is the gamma function. 
The other three parameters in the filter function ( , ', )mid f    control the evolving frequency content.  
To estimate them from a real record, a second order polynomial function is fitted to the cumulative count 
of zero-level up-crossings for a real record and then differentiated to a linear function of time.  The value 
of the linear function at midt  estimates mid  and the slope at the same point estimates ' .  The filter 
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damping ratio is estimated through an interpolation of the simulation results.  For each of f  being 0.1, 
0.2, until 0.9, we use the already estimated 
mid  and '  to simulate 20 synthetic ground motions, from 
which the curves of cumulative number of negative maxima plus positive minima are calculated and 
averaged.  The curve of cumulative number of negative maxima plus positive minima of the real record is 
then interpolated between those averaged curves for each f  to find the identified f  for the recorded 
ground motion.  More details can be found in [1]. 
3.3 Formulation of prediction equations 
In order to satisfy the normality of the regression error, the physically based parameters are first fitted to a 
probabilistic distribution and transformed to standard normal space through the equation 
  1 1,...,12
ii i
v F i 
       (6) 
where , 1,...12i i   are the physically based parameters 5 95( , , , , ', )a mid mid fI D t    for the two horizontal 
components,  .
i
F denotes the fitted marginal distribution for i  and  
1 . is the inverse of the standard 
normal cumulative distribution function [1], [27]. 
The selection of distributions is based on both patterns shown by the identified data in our database and 
conventional assumptions in the literature.  The parameters of the distributions are estimated through the 
maximum likelihood method.  The statistics of the identified parameters are shown in Table 2 and the 
normalized frequency diagrams of identified parameters are shown together with the corresponding fitted 
distributions in Figure 2.  It is observed that for the identified data, the peak of '/ 2  is not at 0 as in [1], 
[50], and thus the double exponential distribution in [1] is modified with a horizontal transition, which is 
estimated through the maximum likelihood method to be 0.066 (Hz/s) for the major components and 0.064 
(Hz/s) for the intermediate components.  Diagnostic plots [51] of the transformed physically based 
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parameters are shown in Figure 3.  It is shown that the transformed physically based parameters generally 
satisfy the normality assumption. 
A mixed-effect linear regression model is used to reconcile the unequal numbers of ground motion 
records for earthquake events [1].  For aftershocks specially, an additional random effect term is added to 
represent the common effect shared by several aftershock events in the same sequence.  Therefore, the 
mixed-effect regression form is written as  
  
, , , ,
, , , ...,
i jkl i i i j i jk i jkl
v Source Path Site        
(7) 
where 1,...,12i  indexes the twelve transformed physically based parameters, 1,...,14j   indexes the 14 
aftershock sequences, 1,...,j jk n  indexes the jn  aftershocks in the j
th aftershock sequence, 
1,...,jk jkl n  indexes the records from the k
th event in the jth sequence.  ,i j , ,i jk and ,i jkl  correspond 
to normally distributed inter-sequence, inter-event and intra-event errors with zero means and variance 
2
i
, 
2
i , 
2
i .  The sum of all the three errors defines the total error, which is zero-mean and normally 
distributed with variance of 
2 2 2
i i i
    .  Here 
i is the vector of regression coefficients for the i
th 
transformed physically based parameter. 
Differently from the approaches used by [1], [27], [50], as to the selection of explanatory predictors, a 
wide range of predictor candidates are considered.  The candidate predictors are tabulated in Table 3.  They 
are chosen mostly according to the GMPEs already developed as a part of the NGA-West2 Project and the 
prediction equations developed for similar parameters in [1], [27], [50].  The time interval between the 
aftershock events and the main shock elapset , the distance from the aftershock epicenter to the main shock 
epicenter 
MA
R  and jbCR  mentioned previously are also included among the predictors.  To facilitate the 
analysis of the regression results, we made dimensionless the predictors other than those representing fault 
mechanisms by dividing them with a typical value. 
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3.4 Stepwise deletion of prediction equation terms 
Eight sets of potential predictors are highly correlated or derived based on the same parameter as shown in 
Table 4.  The sets each represent the effects of fault mechanism (reverse/normal), magnitude, path, site 
condition, relative location of the aftershock source to its corresponding main shock source and time 
interval of the aftershock and its corresponding main shock.  To find their best combination and meanwhile 
avoid collinearity, we run regression tests on all 3888 ( 2 2 3 6 3 3 3 2       ) possible cases and in 
each case, we select only one potential predictor from each set to join the predictors not included in any set 
2 2( ( ) , ( ) )RV NMf M F f M F  to form the regression model.  The model that explains the original variance 
best is selected and the results are shown in Table 5.  The formula used to evaluate the explained variance 
is  
 2
2
2 2 2 2
,fLMM
f i i i
R

   

  
 
(8) 
where 
2
f  is the variance of all the fixed effect components of the linear mixed effect model [52]. 
Since the parameters not included into any set may have comparatively smaller but still significant 
correlation with other predictors, to avoid multicollinearity of the predictors, Variance Inflation Factor 
(VIF) are calculated for each predictor in each equation.  In this study, none of the selected predictors have 
a VIF value over 10 and thus no further deletion or predictor combination is needed [53].  
As a further step, random effect terms are removed from the model one at a time, and the new model is 
tested against the previous one via a likelihood ratio test.  If the random effect is below a 10% level of 
significance, the random effect is eliminated.  F tests on fixed effects follow and the tests are based on 
Satterthwaite’s approximation.  The fixed effect terms below a 5% level of significance are eliminated.  The 
stepwise deletion is performed using package ‘lmerTest’ [54] in R.  The upper part of Table 6 shows the 
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results of this stepwise deletion process.  The conditional mean values of the transformed physically based 
parameters can be calculated as 
 
   
8
, 9 2 10 2
1
.i jkl i i RV NM
i
v X f M F f M F  

      (9) 
The decision to bin predictors that are not highly correlated but derived from the same parameter is 
subject to some judgement.  For example, elapset  and ln( )elapset  has a correlation coefficient less than 0.6.  
Nevertheless, they are binned together in this study since a preliminary test that puts them outside the bins 
shows that they together remain in the final regression equation after the stepwise deletion process.  The 
two terms form a combined function of elapset , which goes up until elapset  reaches about 10
6 seconds and 
falls down.  As stated in [42], the systematic difference of aftershocks from the main shock may attenuate 
with elapset , jbCR  and MAR due to less influence from the main shock.  However, the decreasing trend with 
elapset  after 10
6 seconds is opposite to our judgement. Therefore, we decided to put elapset  and ln( )elapset  
in one bin and select only one of them in each test case.  In order to decrease the number of cases we test 
blindly or to keep the possibility of testing more models, one may keep predictors with low correlation 
coefficients but derived from similar parameters as not binned predictors.  However, in the end, these 
predictors may remain together in the final regression model and it can be tricky to figure out whether they 
really significantly contribute to the predicted value.  One approach that helps make the decision is to delete 
one of them from the preselected predictors and apply the stepwise deletion again and check whether the 
other predictor remains in the equation after the second deletion process.  
The calibration methodology shown here is not restricted to this application and it can be useful in 
calibration of any prediction equations.  The process enables the users to combine as many potential 
predictors as possible and incorporate knowledge in the literature conveniently.  Meanwhile, it is open and 
flexible to engineering judgement through the whole binning, optimizing and stepwise deletion process. 
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In the final regression results, Arias Intensity significantly increases with the moment magnitude and 
decreases with the rupture distance related predictor and site stiffness.  The 
5 95D   and midt  tend to be higher 
with a higher distance to the source or in softer sites.  As to the evolving frequency of the ground motion, 
the dominant frequency increases with site stiffness but decreases with distance.  The change rates of the 
frequency for both components are found to be related to the interaction term of fault mechanism and 
moment magnitude.  The damping ratio increases with magnitude for both components and decreases with 
distance for the intermediate component only.  The same parameters for two components in one record 
show similar correlation with earthquake characteristics.  These generally match our expectations and 
previous results in the literature [1], [27], [50].  Compared to Rezaeian model and Dabaghi model, the fixed 
effects of magnitude for 
5 95D  , midt , mid  and  '  are not as significant.  This may be caused by the 
comparatively smaller magnitude range for the chosen aftershock data in our database.  The prediction 
equations are not very successful in explaining variance for mid , '  and f .  On one hand, this may 
present the real uncertainty lying in these model parameters.  On the other hand, this may be improved in 
the future with more data and possibly additional insights on these ground motion characteristics. 
As to the specially introduced predictors elapset , jbCR  and MAR , most of them are not confirmed 
significant and do not remain in the final regression form.  Exceptions are 
3 jb
(CR )f  in the prediction 
equation for 
5 95D   and mid .  However, they take account for only a small part of the variance.  Figure 4 
and Figure 5 show the estimated inter-event terms in the prediction equations for the nine transformed 
physically based variables with significant inter-event terms plotted against elapset , jbCR  and MAR  (the 
inter-event terms for 
5 95D   and mid  are calculated from a modified prediction equation in which term 
3 jb
(CR )f  is eliminated).  Although some figures may hint some correlations, their trend is based on 
limited number of data points and not persuasive enough. Therefore, we decide not to include terms related 
to elapset , jbCR  and MAR  into the final prediction equation.  To be rigorous, we repeated the optimization 
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approach with only the left 5 bins for each transformed physically based parameter.  The results indicate 
that the more significant the term is in the final regression model, the less sensitive the corresponding term 
selection is to bins taken in the optimization process.  For the terms that finally remain in the regression 
model, only two selections are different from the ones we are showing in Table 5.  We select 
2
5
30 / (2.5 10 )sV   instead of 30ln( ) / 6sV  in the prediction equations for 5 95D   and select 
ˆ ln( ) / 20rupM R  
instead of ( ) / 40JBR km  in the prediction equations for midt .  A new set of prediction coefficients of the 
updated part of the step-wise deletion process are presented in the lower part of  Table 6. 
 In Figure 6, Figure 7, Figure 8, Figure 9, Figure 10 and Figure 11, the QQ-plots of inter-sequence, 
inter-event and intra-event residuals for both major components and intermediate components of the model 
parameters are presented. They prove the normality of the residue terms and thus partly prove the validity 
of the calibrated prediction equation.  We also plotted the intra-residues for each prediction equation against 
typical predictors to check whether there is any systematic trend.  In Figure 12 and Figure 13, the intra-
event residues for all twelve prediction equations are plotted against predictors 30, , , ln( )rup S elapseM R V t .  
From our observation, no obvious trend can be seen for all twelve predictions and thus the calibrated 
regression model is free of biases. 
The correlation coefficients of the three categories of residuals from the prediction equations for all the 
transformed physically based parameters are stated in Table 7, Table 8, Table 9.  The most obvious 
correlations exist in the same parameters for a pair of major and intermediate components.  
5 95D  tends to 
decrease when aI  increases and this indicates that ground motions with larger intensity tend to be short in 
duration.  midt  tends to increase when 5 95D   increases.  ' tends to decrease when mid  gets higher and 
this indicates that motions with higher frequency content tends to have faster decaying frequency. These 
observations are similar to those stated in [27], [50].  
16 
 
CHAPTER 4 -  GROUND MOTION SIMULATION FOR A SINGLE EVENT  
4.1 Simulation of random realizations of physically related variables 
As in Equation (7), the residuals in each prediction equation are modeled as normally distributed with zero 
means. Therefore, we can simulate the errors as jointly normally distributed variables in order to take 
account for the underlying uncertainties.  Different from [27], [50], we also want to make sure that the 
simulated sequence of ground motions present accurately the correlation of model parameters in one 
sequence.  Therefore, instead of using the covariance of the total residues, we separate the three residuals 
and calculate their covariance matrixes.  Using the previously developed prediction equations and 
correlation matrix, jointly normal random realizations of the transformed physically based parameters v
can be generated via  
where 
v
M  is predicted by equation (9), selected predictors in Table 5 and regression coefficients 
represented in Table 6; 
1-3y are vectors of uniformly distributed random variables over (0,1)  (entries 
corresponding to prediction equations that do not have the significant corresponding random term are set 
to be zeros),   ， ，
T T T
L L L  are the lower triangular matrixes from the Cholesky decomposition of the 
covariance matrix of the three categories of  residuals.  v can be transformed back to real physically based 
parameters θ  via inverse process of Equation (6) . 
4.2 Simulation of realizations of aftershock ground motions 
The physically based parameters 1 3 5 95( : , , )a midI D t   are transformed back to the model parameters 
through the inverse of the identification process described in Section 3.2.  With Equation (3) and f  
 T T T
v ττ 1 ηη 2 σσ 3v = M + L y + L y + L y  (10) 
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assumed constant, one can substitute Equations (1) and (2), and generate realizations of synthetic ground 
motions.  To achieve zero residues for the simulated ground motion, we chose to simulate ground motions 
to as long as 5 95max(3 , 20 )D s .  We set 0.005 sect  which gives an upper usable frequency limit 
1 (2 ) 100Nf t Hz    . 
The model is intended to account for the embedded uncertainty from the summarization of specified 
earthquake and site information, but the uncertainty brought by the randomness of the white noise ( )  in 
Equation (1) may bring extra uncertainty that can lead to, for example, failing to achieve the expected aI .  
Following Dabaghi and Der Kiureghian [50], for every simulated realization, a scale factor 
 
,e
,r
a
a
I
SF
I
  (11) 
is calculated and multiplied to the original simulated realization.  In Equation (11), ,a rI  represents the Arias 
Intensity of the actual simulated realization and , 1 7ora eI    represents the expected Arias Intensity as 
used in calculating 
1α . This scaling process guarantees that the Arias Intensity of the simulated ground 
motion is equal to the inputting 
1 7or  . 
An acausal 5th order Butterworth filter is applied to each ground motion, as used by PEER database in 
their processing of the recorded ground motions to assure zero residual velocity and displacement and 
realistic response spectral values at long periods. The Butterworth filter of order n , can be written as 
 
 
 
2
2
/
( ) .
1 /
n
c
Butter n
c
f f
Y f
f f


 (12) 
Similar to the approach in Dabaghi and Der Kiureghian [50], the filter is applied in the frequency 
domain and the highpass frequency of the filter is determined by a calibrated linear function of the moment 
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magnitude. For each record in the database, a binary search is conducted among the cutoff frequencies 
between 0 Hz and 3 Hz until, after applying the low-cut filter, the mean value of Peak Ground 
Displacements of 20 simulated ground motion falls in the range [0.9 ,1.1 ]r rPGD PGD  , where rPGD  
is the Peak Ground Displacement of the corresponding recorded ground motion.  Differently from [50], a 
mixed effect linear model, instead of a single linear regression model, is used to find a linear prediction 
equation between the optimal cutoff frequencies and wM , which yields 
  10 0.3056 1.lo 23M 1= 8g + .optimal wf   (13) 
Several prediction models to characterize the relationship between wM  and the corner frequency, which 
can theoretically approximate the optimal frequency, are developed by Frankel et al. [55], Atkinson and 
Silva [56] and Boatwright and Choy [57]. Their predictions are plotted along with ours and the prediction 
from Dabaghi and Der Kiureghian [50] in Figure 14 for a comparison.  It is shown that the predictions of 
our model has similar decreasing trend and comparable slope to other models. For prediction with 
5.5wM  , most of our results fall in the interval between the higher limit and lower limit of corner 
frequency predictions proposed by Atkinson and Silva [56] and our prediction is comparable to that 
proposed by Dabaghi and Der Kiureghian [50].  For predictions with 5.5wM  , our results are comparable 
to but slightly lower than the lower limit of the corner frequency prediction equation proposed by 
Boatwright and Choy [57]. 
4.3 Model validation against recorded motions 
As a preliminary validation, the model is tested by generating ground motion realizations using the 
identified model parameters from a recorded ground motion and comparing them with the original record.  
In Figure 15, acceleration, velocity and displacement time series of the two principal components of the 
recorded ground motion RSN#298 (Recorded at Station Bovino at 19:35 pm on November, 23rd, 1980 in 
19 
 
an aftershock after the 1980 Irpinia, Italy Earthquake) are shown along with five synthetic ground motions.  
The best similarity is observed in accelerograms with matched accelerogram shape, duration and amplitude. 
The similarity can still be observed after integration to velocity time series and displacement time series 
and the amplitudes of the recorded and the synthetic time series always remain comparable.  Similarity of 
the synthetic displacement time series to the recorded ground motion is not as marked as the similarity in 
the velocity and acceleration ones.  This departure is expectable since we have fitted our model most in the 
acceleration domain.  Figure 16 compares 5% damped pseudo-acceleration, pseudo-velocity and 
displacement response spectra of 300 synthetic ground motions and the corresponding recorded ground 
motions.  Most parts of the recorded response spectra fall into the band composed of synthetic ground 
motion spectra and thus it is reasonable to take the recorded ground motion as a realization of the synthetic 
ground motion model.  Parts of the response spectra of the recorded ground motion are not fitting into the 
band.  This is due to our idealization of our model in both time and frequency domain.  Generally, the model 
fits best to a recorded ground motion that has its energy built up gradually and has a frequency content that 
is constant or varying linearly [50].  
The model is further validated by generating orthogonal horizontal components of ground motions for 
specified earthquake source and site characteristics.  A total of 50 sets of realizations of physically based 
parameters are simulated using the process described in Section 4.1. They are then transformed to model 
parameters that are later used to simulate 50 pairs of orthogonal ground motion components.  Figure 17 
presents the acceleration, velocity and displacement time series of five realizations along with those of the 
recorded ground motion RSN#298.  The variability of the duration, intensity and frequency content reflects 
the embedded uncertainty [1].  Figure 18 compares the 5% damped pseudo-acceleration response spectra 
of simulated synthetic ground motions and those of the recorded ground motion.  Most of the spectra fall 
in the band of synthetic ground motions and thus the recorded ground motion can be taken as a realization 
of the synthetic ground motions.
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CHAPTER 5 -  GENERATION OF A SEQUENCE OF SYNTHETIC GROUND 
MOTIONS 
5.1 Branching Aftershock Sequence (BASS) model 
In the Branching Aftershock Sequence (BASS) model developed by Turcotte et al.[41], a main shock acts 
as a seed and triggers first-generation (or primary) aftershocks.  Each first-generation aftershock can also 
act as a seed and trigger second-generation aftershocks and so forth.  A detailed review of this method can 
be found in [39] and validation of the model on several aspects can be found in [58].  Here this model is 
briefly introduced, since it is used in the proposed foundation to generate the magnitudes, times of 
occurrence and locations of aftershocks.   
The total number of aftershocks triggered by a triggering event is derived by Turcotte et al. [41] as 
    min
*
min 10 ,
pdb m m m
dTN N m
 
    (14) 
where 
db  is the same notion parameter in Gutenberg-Richter (GR) relation ( 10log [ ( )]d d d d dN m a b m  
).  Parameter 
pm  is the magnitude of the triggering event, minm  is the minimum considered magnitude of 
the earthquakes and *m  is the difference between the magnitude of the triggering event and the 
“inferred” largest aftershock.  This largest “inferred” aftershock is different from the actual largest 
aftershock in that it is calculated through an extrapolation of the GR relationship.  The cumulative 
distribution function of the magnitudes can then be derived and for each uniformly distributed variable CmP  
randomly generated from the range (0,1) , a corresponding magnitude can be defined by  
 
min
1
log .d Cm
d
m P m
b
    
(15) 
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With this equation, by simulating uniformly distributed CmP  over (0,1) , we can randomly generate the 
magnitudes of a sequence of aftershocks.  
It is also derived by Turcotte et al. [41] that 
    1/( 1), 1 ,pd p d Ctt c m m P     (16) 
where
CtP is a uniformly distributed variable over (0,1) , c  and p  are same notion parameters from the 
general form of Omori’s law ( 
1
(t )
(1 / c)
d p
d
R
t


 ), where c  is found to depend on dm  and pm  by 
Shcherbakov et al. [59] and Nanjo et al. [60] and the relationship is modelled as 
 
     *0, 1 10 ,p d
b m m m
p dc m m p
 
    (17) 
where 0  is a scaling parameter. 
To describe the spatial jump between one aftershock and its triggering event, Ogata [61] suggests the 
following Equation  
  0.5 1/( 1)10 1pm qd Crr d P    ， (18) 
where CrP  is a uniformly distributed variable over (0,1) , d  is a scaling parameter and q  describes the 
variation of density of triggered events with distance to the source of the triggering event.  Therefore, in the 
same way, we can further randomly simulate the times and locations of a sequence of aftershocks.  To 
completely locate the event, the direction of the triggered events relative to the triggering event epicenter 
can be simulated by 
 2d cP   (19) 
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where cP  is a uniformly distributed random variable over (0,1).  
The previously mentioned definition of aftershocks applied in PEER NGA-West2 database is slightly 
different from that applied in defining aftershocks for the models the BASS model is based on.  Although 
they both use time windows sharing comparable limit numbers that vary with main shock magnitudes, 
BASS model is based on aftershocks defined in an area centered at the main shock epicenter and the radius 
of the spatial window is defined as [62], 
 0.50.02 10 p
m
L km   (20) 
This is an approximate modeling of the fact that the area of the aftershock zone is always positively 
correlated with the main shock’s magnitude.  Equation (14) has shown that a larger magnitude main shock 
tends to trigger more aftershocks as well as increases the number of generations of aftershocks.  Equations 
(15) and (16) also suggest that a main shock with a larger magnitude can expand the time window and 
spatial window of aftershocks.  From the perspective of the PEER NGA-West2 classification, the 
aftershocks taken into consideration for BASS model are a combination of “aftershocks” and “triggered 
events” (aftershocks with jbCR  larger than a threshold value) [44].  Again in Figure 4 and Figure 5, 
although the plots for aI  hint, to some degree, that the events with a higher jbCR  have slightly larger event 
terms, the data points that support this conclusion are very sparse.  In addition, with 5jbCR km , it is 
observed that there are about half of the event terms that are comparable or even larger than the event terms 
of the “triggered events” ( 5jbCR km ).  A speculation from the BASS model perspective is that those 
events with larger event terms may belong to the second generation aftershocks or later generations and 
thus are subject to less main shock influence and yield larger event terms.  The distribution of event terms 
with 5jbCR km  is showing at least two modes and supports this speculation.  Such a conclusion needs 
to be built on sufficient data and a better recognition technique of different generations of earthquakes, 
which will not be easily achieved for now.  Therefore, despite the ongoing debate of the aftershocks’ 
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mechanism, taking into consideration of the rarity of the “triggered events”, in this study, we generally 
assume that the database we have used in section 3.1 approximately represents the features of the whole 
aftershock population defined by L  in Equation (20). 
In this study, simulated aftershocks that are more than L  away from the main shock epicenter or are 
later than the later limit of the time window are replaced by the next randomly generated qualifying event.  
This approach keeps the generated events inside the qualifying time window and spatial window, and 
meanwhile, keeps the total number of aftershocks larger than the minimum considered magnitude to be
dTN .  The distribution of aftershock magnitudes, relative locations and relative times of occurrence to the 
main shock for qualified events in the spatial window and time window is not changed by this replacement.  
5.2 Simulation of main shock-aftershock sequence 
We now give an example of the probabilistic simulation, which is a replay of the 1994 Northridge main 
shock-aftershock sequence.  The 1994 Northridge earthquake had a moment magnitude of 6.69 and for 
structural analysis, we only consider aftershocks with magnitudes larger than 4.5.  Thus, we take 
6.69pm   and min 4.5m  .  The parameters of BASS models are set according to literature and they are 
presented in Table 10. 
Using Equation (14), the total number of the first generation of aftershocks is 1 8N  .  Then, 4 sets of 
1N  uniformly distributed random numbers from (0,1)  are generated.  Through Equations (15), (16), (18), 
(19), a realization of 1N  sets of magnitudes, elapsed times and locations for all the first generation 
aftershocks can be calculated.  Then for each of these first-generation aftershocks, the same simulations for 
its triggered aftershocks’ magnitudes, elapsed times and locations are undertaken.  The same process 
continues for each generation of aftershocks until at the nth generation the rounded 0nN  .  In Figure 19, 
a realization is shown with both temporal and spatial distribution of aftershocks with a magnitude larger 
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than 
min 4.5m  .  In this simulation, 8 aftershocks with magnitude larger than min 4.5m   are generated in 
the first generation and only one is generated in the second generation.   
As expected, most of the aftershocks have occurred at locations near the epicenter of the main shock 
and most of them happened in the first 1-2 hours after the main shock.  In the BASS model, there is about 
10% probability that a simulated aftershock can have a larger magnitude than the main shock, which namely 
transforms the original main shock to be a foreshock.  For example, in Figure 19, the BASS model simulates 
an M7.68 “aftershock” in the first generation, which boosts the number of simulated aftershock events and 
enables the branching process to extend to the 4th generation. 
5.3 Simulation of main shock-aftershock ground motions 
Turning the sequence of event characteristics we get from last section into a sequence of ground motions 
can be done by simulating the model parameters described in Section 4.1 and inputting them into Equation 
(1) to simulate.  To produce realizations of the model parameters, we need to input specific event and site 
characteristics as predictors into the prediction equations calibrated in section 3.4.  Among the predictors 
of need, Mw  and elapset  can be randomly simulated via the branching process described in Section 5.1 and 
30SV  at the site is assumed to be constant.  Despite rare exceptions, the fault mechanism of an aftershock 
event can be assumed to be the same as the main shock.  For the current study, we simplify the sources of 
the events to be circles centered at the earthquake locations.  According to [63], the radius of the simplified 
circle can be calculated as 
 (M 4.07)/0.98eR   (21) 
  The effects from directivity and the depth of the source are ignored for simplicity.  Therefore, the 
rupture or Joyne-Boore distance can be assumed to be the surface distance between the site and the 
simulated event location subtracted by R.  The interval of adjacently simulated events can be set to be as 
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short as 100 s.  This time is enough for any structure to cease its vibration with its own damping after any 
realistic ground motion [22].  
Again, an example is done for 1994 Northridge earthquake.  The Elizabeth Lake Recording Station 
(34.21 N, 116.83 W) is chosen as the site (the station has the most qualified records among all recording 
stations that recorded the Northridge earthquake sequence).  In this case, 30SV  is assumed to be 326.19 m/s 
according to PEER NGA-West2 database [44].  One set of results from BASS model is presented in Table 
11.  Using prediction equations formulated in Section 3, physically based parameters are predicted and 
transformed into model parameters.  A realization of BASS model, namely a sequence of aftershocks’ 
magnitudes, locations and elapsed times, is presented in Figure 21.  The simulated ground motions in the 
form of acceleration, velocity and displacement time series are presented in Figure 22 and Figure 23.  Figure 
24 compares Pseudo-acceleration, pseudo-velocity and displacement spectra with those of the recorded 
main shock ground motion and the available aftershock records at Elizabeth Lake Station.  It can be seen 
that the spectra of the synthetic ground motions have covered the same area as those of the real recorded 
ground motions and thus the synthetic ground motions are realistic realizations of the extra hazard brought 
by the aftershocks.   
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CHAPTER 6 -  CONCLUSION 
A framework to generate an aftershock ground motion sequence for a given set of main shock and site 
characteristics is presented.  The seismicity based branching aftershock sequence (BASS) model is 
employed to generate key characteristics of the aftershock events in a ground motion sequence.  A far-field 
aftershock stochastic model is developed.  Aftershock ground motions are selected from PEER database 
and based on them, a new set of prediction equations are designed and calibrated for the aftershocks.  A 
random effect term that accounts for the common effect of several events in one sequence is added into the 
equation to more accurately describe the seismic scenario.  A new procedure for calibrating the prediction 
equations for model parameters is proposed.  A large number of potential predictors, including some 
specially introduced for aftershocks, are taken into consideration and a backward stepwise elimination 
method is applied to simplify and avoid overfitting of the regression model.  The prediction equations show 
similar trends as found in existing main shock models.  By taking into consideration the correlation of 
parameters of several ground motion records in the same sequence and parameters within two horizontal 
components of the same ground motion record, we are able to generate sequences of pairs of horizontal 
components together for any site. 
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CHAPTER 7 -  FIGURES 
 
Figure 1 Scatterplot of Magnitude and Vs30 against rupture distance of the ground motions in the database 
  
28 
 
 
Figure 2 Normalized frequency diagrams of the identified physically based parameters for the selected ground motions 
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Figure 3 Quantile plots of transformed physically based parameter. The first and third quartiles are represented by hollow circles
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Figure 4 Event terms ( ,i jk ) for major components plotted against (s)elapset , ( )jbCR km and
( )MAR km  
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Figure 5 Event terms ( ,i jk ) for intermediate components plotted against (s)elapset , ( )jbCR km
and ( )MAR km  
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Figure 6 QQ-plot of the inter-event residuals of prediction equations for four out of six physically 
based parameters for Major Components 
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Figure 7 QQ-plot of the inter-event residuals of prediction equations for five out of six physically 
based parameters for Intermediate Components 
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Figure 8 QQ-plot of the inter-sequence residuals of prediction equations for three out of six 
physically based parameters for Major Components 
 
Figure 9 QQ-plot of the inter-sequence residuals of prediction equations for four out of six 
physically based parameters for Intermediate Components  
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Figure 10 QQ-plot of the intra-event residuals of prediction equations for six physically based 
parameters for major components  
 
Figure 11 QQ-plot of the intra-event residuals of prediction equations for six physically based 
parameters for major components   
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Figure 12 Scatter plots of intra-event residuals against 30, ( ), ( / ), ln( ( ))S elapseM R km V m s t s  for 
each of the six physically based parameters for major component   
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Figure 13 Scatter plots of intra-event residuals against 30, ( ), ( / ), ln( ( ))S elapseM R km V m s t s  for 
each of the six physically based parameters for intermediate component  
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Figure 14 Comparison of prediction equations of optimal frequencies to relationships between corner frequency and earthquake magnitude in 
literature  
39 
 
 
 
Figure 15  Acceleration, velocity and displacement time series of two principal components of 
the recorded ground motion RSN#298 compared to those of 5 of its synthetic 
counterparts  
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Figure 16 Pseudo-acceleration, pseudo-velocity and displacement response spectra of RSN#298 (red) and those of its 300 synthetic ground 
motions which are generated via identified parameters from record RSN#298
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Figure 17  Acceleration, velocity and displacement time series of the recorded ground motion RSN#236 
and those of five of its synthetic counterparts  
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Figure 18 Pseudo-acceleration, pseudo-velocity and displacement response spectra of RSN#298 (red) and those of its 50 synthetic ground motions 
which are generated via randomly generated physically based parameters with means predicted from the event and site characteristics of 
RSN#298 
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Figure 19 A replay of the Northridge earthquake (M6.7) via BASS model. (With parameters 
representative of California Region) 
 
Figure 20 A special replay of the Northridge earthquake (M6.7) via BASS model with an “aftershock” with 
a larger magnitude than the main shock  
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Figure 21 BASS results for the example 
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Figure 22 A realization of the ground motion sequence model for Elizabeth Lake Recording Station subject to aftershocks of 1994 Northridge 
Earthquake (presented in Major Component time series)  
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Figure 23 A realization of the ground motion sequence model for Elizabeth Lake Recording Station subject to aftershocks of 1994 Northridge 
Earthquake (presented in Intermediate Component time series)  
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Figure 24 Simulated ground motion sequence for Elizabeth Lake Station subject to 1994 Northridge Earthquake (presented in elastic response 
spectra) along with recorded ground motions at Elizabeth Lake Recording Station  
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CHAPTER 8 -  TABLES 
Table 1 Selected ground motions 
Seq 
No. 
EQID Earthquake Name 
Fault 
Mechanism 
Moment 
Magnitude 
( )
elapse
t s
 
( )
jb
CR km
 
Num of 
Records 
36 37 'Oroville-02' 'Normal' 4.79 86520 3.29 2 
36 39 'Oroville-03' 'Normal' 4.7 556800 1.81 4 
68 69 'Irpinia, Italy-02' 'Normal' 6.2 60 2.41 9 
87 88 'Borah Peak, ID-02' 'Normal' 5.1 120180 0 3 
130 131 'Kozani, Greece-02' 'Normal' 5.1 156360 0 1 
130 132 'Kozani, Greece-03' 'Normal' 5.3 329220 0 1 
130 133 'Kozani, Greece-04' 'Normal' 5.1 511260 0 1 
234 237 
'Umbria Marche 
(aftershock 1), Italy' 
'Normal' 5.5 913440 0 1 
234 243 
'Umbria Marche 
(aftershock 2), Italy' 
'Normal' 5.6 1575780 8.84 1 
274 275 
'L''Aquila (aftershock 
1), Italy' 
'Normal' 5.6 144840 0 17 
274 276 
'L''Aquila (aftershock 
2), Italy' 
'Normal' 5.4 256740 6.88 13 
40 192 
'Friuli (aftershock 1), 
Italy' 
'Reverse' 5.2 15780 0.23 1 
40 196 
'Friuli (aftershock 5), 
Italy' 
'Reverse' 4.7 3100560 14.94 1 
40 197 
'Friuli (aftershock 6), 
Italy' 
'Reverse' 5.2 3608880 31.34 1 
40 42 'Fruili, Italy-03' 'Reverse' 5.5 11046660 0.2 3 
40 199 
'Friuli (aftershock 9), 
Italy' 
'Reverse' 5.5 11046900 0.49 3 
40 200 
'Friuli (aftershock 
10), Italy' 
'Reverse' 4.8 11228040 1.52 1 
40 43 'Friuli, Italy-02' 'Reverse' 5.91 11344500 8.79 3 
76 77 'Coalinga-02' 'Reverse' 5.09 529620 0 19 
76 78 'Coalinga-03' 'Reverse' 5.38 3382020 3.62 3 
76 79 'Coalinga-04' 'Reverse' 5.18 5817480 0.15 10 
76 80 'Coalinga-05' 'Reverse' 5.77 6922620 0 9 
76 81 'Coalinga-06' 'Reverse' 4.89 6926460 0 2 
76 82 'Coalinga-07' 'Reverse' 5.21 7253340 0 2 
113 114 'Whittier Narrows-02' 'Reverse' 5.27 245820 0 63 
127 147 'Northridge-02' 'Reverse' 6.05 60 0 16 
127 148 'Northridge-03' 'Reverse' 5.2 600 0 4 
127 149 'Northridge-04' 'Reverse' 5.93 39720 4.28 7 
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Table 1 (cont.) 
Seq 
No. 
EQID 
Earthquake 
Name 
Fault 
Mechanism 
Moment 
Magnitude 
( )
elapse
t s
 
( )
jb
CR km
 
Num of 
Records 
127 151 'Northridge-06' 'Reverse' 5.28 5388540 0.73 54 
137 171 
'Chi-Chi, 
Taiwan-02' 
'Reverse' 5.9 600 0 126 
137 172 
'Chi-Chi, 
Taiwan-03' 
'Reverse' 6.2 960 0 123 
137 174 
'Chi-Chi, 
Taiwan-05' 
'Reverse' 6.2 109620 4.99 109 
137 175 
'Chi-Chi, 
Taiwan-06' 
'Reverse' 6.3 453900 0 129 
281 346 
'Christchurch, 
New Zealand' 
'Reverse' 6.2 14800560 23.68 14 
53 54 'Livermore-02' 'Strike-slip' 5.42 199980 10.75 7 
56 57 
'Mammoth 
Lakes-02' 
'Strike-slip' 5.69 900 1.08 1 
56 58 
'Mammoth 
Lakes-03' 
'Strike-slip' 5.91 11400 2.34 4 
56 59 
'Mammoth 
Lakes-04' 
'Strike-slip' 5.7 14460 0 3 
56 60 
'Mammoth 
Lakes-05' 
'Strike-slip' 5.7 95040 0.47 1 
56 61 
'Mammoth 
Lakes-06' 
'Strike-slip' 5.94 166620 5.24 4 
56 65 
'Mammoth 
Lakes-09' 
'Strike-slip' 4.85 1426020 0 6 
76 85 'Coalinga-08' 'Strike-slip' 5.23 11180040 2.44 2 
103 104 
'Chalfant 
Valley-03' 
'Strike-slip' 5.65 540 4.01 3 
103 105 
'Chalfant 
Valley-04' 
'Strike-slip' 5.44 837600 0 2 
125 126 'Big Bear-01' 'Strike-slip' 6.46 11280 35.4 26 
137 173 
'Chi-Chi, 
Taiwan-04' 
'Strike-slip' 6.2 14340 0 111 
179 1200 '21401170' 'Strike-slip' 4.88 178740 0 1 
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Table 2 Statistics for identified physically based parameters and the fitted distributions 
 Parameter Minimum Maximum 
Sample 
Mean 
Sample 
Standard 
Deviation 
Coefficient 
of 
Variation 
Fitted 
Distribution 
Bound 
M
aj
o
r 
C
o
m
p
o
n
en
t 
( )aI s g  0.000012 0.589427 0.011164 0.030513 0.365884 Lognormal (0, )  
5 95 ( )D s  0.73 78.14 15.19 7.98 1.90 Beta [0.5,100]  
(s)midt  0.67 38.60 11.30 6.50 1.74 Beta [0.5,40]  
2 (Hz)mid   1.07 17.80 4.84 2.22 2.18 Gamma (0, )  
2 ( )f Hz s   -1.94 2.49 -0.13 0.25 -0.51 
Double 
Exponential 
[ 2.5,3]  
f  0.01 0.98 0.14 0.11 1.21 Lognormal (0, )  
In
te
rm
ed
ia
te
 
C
o
m
p
o
n
en
t 
( )aI s g  0.000008 0.234278 0.005913 0.012621 0.468499 Lognormal (0, )  
5 95 ( )D s  1.30 64.90 17.36 7.99 2.17 Beta [1,80]  
(s)midt  0.89 35.68 12.02 6.61 1.82 Beta [0.5,40]  
2 (Hz)mid   1.17 17.93 5.08 2.19 2.33 Gamma (0, )  
2 ( )f Hz s   -1.91 0.48 -0.15 0.21 -0.71 
Double 
Exponential 
[ 2.5,1]  
f  0.02 0.85 0.16 0.12 1.26 Lognormal (0, )  
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Table 3 Preselected predictors 
Predictors Description Reference 
RVF  
 1RVF  for a reverse or reverse oblique 
earthquake; = 0
RV
F  otherwise. 
Rezaeian and Der 
Kiureghian [1] 
NMF  
= 1NMF for a normal or normal oblique 
earthquake; = 0NMF  otherwise. 
 
/ 6wM  Moment Magnitude of the earthquake.  [1] 
( ) / 40rupR km  
The closest distance to the co-seismic rupture 
plane. 
[1] 
( ) / 40JBR km  Joyne-Boore distance. 
Campbell and 
Bozorgnia [64] 
30 ( ) / 450ms sV  
30
30
min( ,1100 )ms sSV V . 30SV  represents the time-
averaged shear wave velocity in the top 30m of 
the soil at the site.  
Dabaghi and Der 
Kiureghian [50] 
30ln( ) / 6sV  Logarithm of 30sV .  [50] 
2 2
ln( ) / 4
rup
R h  
“ h  is the effective focal depth; to avoid 
nonlinearity in the regression equation,  h  is set 
to be 6 km ”. 
[50] 
2 2
ln( ) / 20
RUP
M R h  wM multiplied by predictor 8. [50] 
 1( ) RVf M F  1
1 5.0
(M ) (M 4) 4.0 5.0
0 4.0
w
w w w
w
for M
f for M
for M

   






 . 
Abrahamson and 
Silva [46] 
1( ) NMf M F   [46] 
ˆ / 6M  ˆ max( , 5)
w
M M . [46] 
2ˆ(8.5 ) / 7M   [46] 
ˆ ln( ) / 20
rup
M R   [46] 
2( ) RVf M F  
1
2
(M) cosh(2 max(M 4.5, 0))
i
f

   . 
Chiou and 
Youngs [65] 
2 ( ) NMf M F   [65] 
2 3
/ (2 10 )
rup
R   Square of parameter 4  
2
5
30 / (2.5 10 )sV   Square of parameter 8  
5
( ) / (8 10 )
elapse
t s   
The time of the aftershock event to the main 
shock. 
 
ln( ( )) / 10
elapse
t s  Logarithm of parameter 20  
( ) / 20
MA
R km  
The distance between the main shock epicenter 
and the aftershock epicenter 
 
2
( ) / 450
MA
R km  Square of parameter 21  
ln( ( )) / 3MAR km  Logarithm of parameter 22  
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Table 3 (cont.) 
Predictors Description Reference 
( ) / 2.5jbCR km  
The shortest distance from the centroid point of 
the Joyner-Boore rupture surface of one potential 
aftershock to the closest point on the edge of the 
Joyner-Boore rupture surface of the main shock. 
[66] 
2 ( ) / 50jbCR km  Square of parameter 24  
3( )jbf CR  3
1
15
5
( ) 1 5 15
10
5
0
jb
jb
jb
jb
jb
for CR km
CR
f CR for km CR km
for CR km


   







 [34] 
 
 
 
 
 
Table 4 Binning of predictors 
Set. Highly correlated predictors or predictors derived from similar parameters 
1
B  1{ , ( ) }RV RVF f M F  
2B  1{ , ( ) }NM NMF f M F  
3
B  2ˆ ˆ{ / 6, / 6, (8.5 ) / 7}
w
M M M  
4B  
2 2 2 3 2 2 ˆ{ ( ) / 40, ( ) / 40, ln( ) / 4, / (2 10 ), ln( ) / 20, ln( ) / 20}
ruprup JB rup rup RUPR km R km R h R M R h M R    
5
B  
2
5
30 3030
{ ( ) / 450, ln( ) / 6, / (2.5 10 )}m s sssV V V   
6B   2jb 3 jb(km) / 2.5, (km) / 50, (CR )jbCR CR f  
7B   2( ) / 20, ( ) / 450, ln( ( )) / 3MA MA MAR km R km R km  
8B   5/ (8 10 ), ln( (s)) /10elpase elpaset t  
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Table 5 Selected combinations of predictors 
 
Predicted 
physically 
related 
variables 
1 1X B  2 2X B  3 3X B  4 4X B  5 5X B  6 6X B  7 7X B  8 8X B  
M
aj
o
r 
C
o
m
p
o
n
en
t 
aI  RVF  NMF  / 6wM  
ˆ ln( ) / 20
rup
M R  
30 ( ) / 450ms sV  3 jb
(CR )f  2 ( ) / 450
MA
R km  ln( ( )) / 10elapset s  
5 95D   1( ) RVf M F  1( ) NMf M F  ˆ / 6M  
ˆ ln( ) / 20
rup
M R  
30ln( ) / 6sV  3 jb(CR )f  ln( ( )) / 3MAR km  ln( ( )) / 10elapset s  
midt  RVF  NMF  ˆ / 6M  ( ) / 40JBR km  
2
5
30 / (2.5 10 )sV   ( ) / 2.5jbCR km  ( ) / 20MAR km  
5
( ) / (8 10 )
elapse
t s   
mid  RVF  1( ) NMf M F  / 6wM  ( ) / 40JBR km  30 ( ) / 450ms sV  3 jb(CR )f  
2
( ) / 450
MA
R km  ln( ( )) / 10elapset s  
'  RVF  NMF  / 6wM  
2 2
ln( ) / 4rupR h  30ln( ) / 6sV  3 jb(CR )f  
2
( ) / 450
MA
R km  
5
( ) / (8 10 )
elapse
t s   
f  RVF  NMF  ˆ / 6M  
2 3
/ (2 10 )
rup
R   
2
5
30 / (2.5 10 )sV   
2 (km) / 50jbCR  ln( ( )) / 3MAR km  
5
( ) / (8 10 )
elapse
t s   
In
te
rm
ed
ia
te
 
C
o
m
p
o
n
en
t 
aI  RVF  NMF  / 6wM  
2 2
ln( ) / 4rupR h  30 ( ) / 450ms sV  
( ) / 2.5jbCR km  ( ) / 20MAR km  ln( ( )) / 10elapset s  
5 95D   1( ) RVf M F  1( ) NMf M F  ˆ / 6M  
ˆ ln( ) / 20
rup
M R  
30ln( ) / 6sV  3 jb(CR )f  ln( ( )) / 3MAR km  ln( ( )) / 10elapset s  
midt  RVF  NMF  ˆ / 6M  ( ) / 40JBR km  
2
5
30 / (2.5 10 )sV   ( ) / 2.5jbCR km
 ( ) / 20
MA
R km  
5
( ) / (8 10 )
elapse
t s   
mid  RVF  1( ) NMf M F  / 6wM  ( ) / 40JBR km  30 ( ) / 450ms sV  3 jb(CR )f  
2
( ) / 450
MA
R km  ln( ( )) / 10elapset s  
'  RVF  NMF  / 6wM  
2 2
ln( ) / 4rupR h  30ln( ) / 6sV  3 jb(CR )f  ( ) / 20MAR km  
5
( ) / (8 10 )
elapse
t s   
f  RVF  NMF  ˆ / 6M  
2 3
/ (2 10 )
rup
R   
2
5
30 / (2.5 10 )sV   
2 (km) / 50jbCR  
2
( ) / 450
MA
R km  
5
( ) / (8 10 )
elapse
t s   
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Table 6 Regression Coefficients yielded from stepwise elimination of random and fixed effects 
 Intercept 1 1X B  2 2X B  3 3X B  4 4X B  5 5X B  6 6X B  7 7X B  8 8X B  2( ) RVf M F  2 ( ) NMf M F        
Regression Coefficients before eliminating 
6 8X   
M
aj
o
r 
C
o
m
p
o
n
en
t 
 
aI  −8.026   14.491 −5.113 −0.839      0.488  0.581 
5 95D   0.123 −0.484   3.375 −3.364 −0.507     0.286  0.595 
midt  −4.252   3.186 0.839 −0.134      0.230 0.270 0.479 
mid  2.161   −2.704 −0.314 0.724 0.613     0.482  0.804 
'  −0.128 0.436        −3.336   0.341 1.010 
f  −3.559   3.912 -0.174        0.578 0.912 
In
te
rm
ed
ia
te
 
C
o
m
p
o
n
en
t 
aI  −4.089   10.751 −6.251 −0.898      0.502  0.570 
5 95D   0.588 -0.449   3.123 −3.618 −0.602     0.273  0.586 
midt  −4.157   3.054 0.825 −0.134      0.233 0.274 0.452 
mid  2.694   −3.246 −0.325 0.679 0.718     0.484  0.801 
'  0.134         −4.408  0.639  0.933 
f  −3.858   4.323 −0.244        0.590 0.882 
Updated Regression Coefficients after eliminating 
6 8X   
Major 
 
5 95D   −3.143 −0.396   3.298 −0.221      0.333  0.599 
midt  −3.204    2.777 −0.130      0.232 0.238 0.481 
mid  −0.255    −0.340 0.716      0.554  0.803 
f  −3.343   3.575         0.559 0.920 
Inter 
5 95D   −2.887 −0.398   2.969 −0.236      0.245 0.198 0.592 
midt  −3.202    2.735 −0.130      0.238 0.242 0.452 
mid  −0.288    −0.351 0.665     2.013 0.526  0.801 
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Table 7 Correlation coefficient table for the inter-event residuals of transformed physically based parameters for major and intermediate components 
Correlation 
Coefficients 
Major Component Intermediate Component 
aI  5 95D   midt  mid  '  f  aI  5 95D   midt  mid  '  f  
M
aj
o
r 
C
o
m
p
o
n
en
t 
aI  1.00 −0.29 −0.13 0.08   0.98 -0.36 −0.11 0.06 -0.08  
5 95D   
 
1.00 0.43 −0.40   −0.22 0.87 0.38 -0.38 0.36  
midt  
 
1.00 −0.28   −0.07 0.34 0.97 −0.24 0.07  
mid  
 
1.00   0.08 −0.49 −0.27 0.94 -0.41  
'  
 
        
f  
 
       
In
te
rm
ed
ia
te
 
C
o
m
p
o
n
en
t 
 
aI  
Symmetric 
 
1.00 −0.34 −0.07 0.06 −0.10  
5 95D   
 
1.00 0.32 −0.51 0.49  
midt  
 
1.00 −0.22 0.07  
mid  
 
1.00 −0.49  
'  
  
1.00  
f    
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Table 8 Correlation coefficient table for the inter-sequence residuals of transformed physically based parameters for major and intermediate 
components 
Correlation 
Coefficients 
Major Component Intermediate Component 
aI  5 95D   midt  mid  '  f  aI  5 95D   midt  mid  '  f  
M
aj
o
r 
C
o
m
p
o
n
en
t 
aI              
5 95D   
 
           
midt  
 
1.00  −0.06 −0.10  0.65 0.98  0.07 −0.12 
mid  
 
         
'  
 
1.00 0.53  −0.10 −0.08  0.88 0.58 
f  
 
1.00  −0.32 −0.17  0.38 0.97 
In
te
rm
ed
ia
te
 
C
o
m
p
o
n
en
t 
aI  
Symmetric 
 
      
5 95D   
 
1.00 0.68  0.13 −0.35 
midt  
 
1.00  0.09 −0.17 
mid  
 
   
'  
  
1.00 0.41 
f   1.00 
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Table 9 Correlation coefficient table for the inter-sequence residuals of transformed physically based parameters for major and intermediate 
components 
Correlation 
Coefficients 
Major Component Intermediate Component 
aI  5 95D   midt  mid  '  f  aI  5 95D   midt  mid  '  f  
M
aj
o
r 
C
o
m
p
o
n
en
t 
aI  1.00 −0.34 −0.18 −0.12 0.03 −0.18 0.95 −0.26 −0.19 −0.11 −0.02 −0.12 
5 95D   
 
1.00 0.52 −0.09 0.03 0.28 −0.26 0.82 0.44 −0.13 0.19 0.18 
midt  
 
1.00 0.00 −0.06 0.15 −0.14 0.44 0.82 0.00 −0.04 0.11 
mid  
 
1.00 −0.41 0.08 −0.10 −0.14 0.00 0.87 -0.31 0.09 
'  
 
1.00 -0.08 0.00 0.10 −0.05 −0.22 0.51 −0.06 
f  
 
1.00 −0.15 0.25 0.15 0.13 −0.02 0.71 
In
te
rm
ed
ia
te
 
C
o
m
p
o
n
en
t 
 
aI  
Symmetric 
 
1.00 −0.25 −0.19 −0.12 0.00 −0.15 
5 95D   
 
1.00 0.48 −0.16 0.21 0.25 
midt  
 
1.00 0.00 −0.06 0.14 
mid  
 
1.00 −0.36 0.05 
'  
  
1.00 −0.02 
f   
1.00 
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Table 10 Selected BASS model parameters 
Parameter Value (unit) Reference 
0db  0.97 
Yoder et al. [58], 
Shcherbakov and 
Turcotte [67] 
0
*m  1.3 [58], [67] 
0  0.001 (day) [58], [67] 
p  1.25 [58], [67] 
d  4 (m) 
Richards-Dinger et al. 
[68] 
q  1.35 [68] 
Time Range 840 (day) [45] 
L  44.5 Kagan [62] 
 
Table 11 Magnitudes, Times since the Main shock and the Distances to the main shock epicenter from 
the site generated from BASS model 
Magnitude 
Time to 
Mainshock (min) 
Distance to 
the site (km) 
Distance to the 
Main shock 
Epicenter (km) 
6.12 2.45 49.43 4.77 
5.03 4.15 60.77 6.86 
4.79 6.03 52.68 1.38 
4.67 22.12 49.43 4.75 
4.83 28.82 46.93 24.91 
4.54 64.02 59.99 8.09 
4.63 70.29 56.70 2.78 
4.63 741.31 54.53 3.35 
4.61 838.03 66.06 13.79 
4.90 15568.47 50.44 4.73 
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