ABSTRACT Blind channel estimation (BCE) which does not require the knowledge of the source signals becomes increasingly important in various underwater acoustic applications. Unlike the conventional methods that utilize the statistical properties of the received signals, this paper proposes an acoustic modelbased BCE method that exploits the properties of the acoustic propagation and the acoustic environmental information. This method is implemented by localizing the source with a matched-field processing algorithm first, then, uses the physical model of the ocean waveguides to determine the channel impulse response. Its performance is investigated by making comparisons with the mode-based artificial time reversal and the ray-based synthetic time reversal methods, using the array data measured from the SWellEx-96 experiment at four source-array ranges. Cross-correlation coefficient and normalized projection misalignment are adopted to evaluate the performance of the proposed method, and the simulation results for different multipath channels confirm the effectiveness of the proposed method.
I. INTRODUCTION
Underwater acoustic channel is quite harsh because of its unique characteristics [1] : large delay spread due to time-varying multipath propagation causing significant inter-symbol interference for underwater acoustic communications, limited available bandwidth due to the frequencyselective attenuation, and strong spatial correlation, which make the emitted signals severely distorted. To recover the original waveform, the channel impulse response (CIR) should be estimated and compensated in the receiver. It is straightforward to deconvolve the CIR from the received signals when the source sends a preamble signal or pilot symbols. However, for those non-cooperative underwater acoustic applications including the recovery of communication signals [2] , [3] , source localization [4] , [5] and signal classification [6] , the source signal is unknown to the receiver or a priori information is difficult to acquire, then the process of estimating CIR is commonly referred as blind channel estimation (BCE) [7] .
The conventional BCE methods are often based on the statistical or structural features of the received signals such as the second-order statistics [8] , high order statistics and the cyclostationarity of the received signals. The subspace approach in [9] and [10] utilizes the orthogonality between the CIR and the noise subspace. Besides, the other BCE method termed as cross relation (CR) has been increasingly applied in single-input, multiple-out (SIMO) systems. It exploits the fact that the source signals convolved in the multiple incoming signals are identical. A least-squares (LS) approach was firstly proposed in [11] , and the connections between the LS and the subspace approaches were further studied and summarized in [12] and [13] . Adaptive approaches like multichannel time-domain LMS (MCLMS) and multichannel frequency-domain LMS (MCFLMS) were proposed to deal with nonstationary system [14] . The sparse approach exploits the sparseness of multipaths and changes the BCE problem to a sparse representation problem, making lots of sparse algorithms available [15] .
The model-based BCE methods rely on the fact that the propagation of acoustic signals is highly dependent on the acoustic environment. Acoustic models have been used for transmission loss calculation, source localization, inversion etc. [16] , providing a way of translating our understanding of ocean acoustic physics into mathematical models.
Thus we can use these models to predict the channel status [17] , [18] . The normal mode-based and the ray-based models have been used to extract the source information from an unknown source to an array data. Synthetic time reversal (STR) [5] , also known as artificial time reversal (ATR) [19] , is a representative model-based technique for BCE. This technique is implemented by utilizing a loworder mode or a specific arriving angle of ray to match with the normalized data from a vertical line array (VLA), then estimating the phase of the source signal, and finally determining the CIR. However, this model-based filtering algorithm would suffer from the mismatch problem especially for high frequency signal. This problem can be solved by the frequency-difference methods [20] - [22] , making STR work well for the high frequency signals and the sparse array.
In this paper, we propose a model-based BCE method which is implemented by localizing the source with a matched-field processing (MFP) technique firstly, then utilizing the normal mode model to determine the CIR. The purpose of this method is to make fully use of acoustic propagation information from the normal mode model for both localizing the source and estimating the CIR. Compared to the mode-based ATR method and the ray-based STR method, the proposed method does not require a broadband source signal for BCE and will not encounter the mode or ray selection problem. The proposed method could be used to recover the source signal via back propagation or inverse filtering with the estimated CIR, as well as be applied to marine robots for adaptive behavior such as path planning [23] .
The remainder of this paper is organized as follows. First, the problem of model-based blind channel estimation is formulated in section II. The Bartlett MFP algorithm for source localization and the implementation of the acoustic model for channel estimation are presented in section III. The modebased ATR and the ray-based STR methods are also described in section III for comparison. The simulation and experimental results are displayed in section IV. Comparison of the reconstructed signals by the model-based methods and further analysis by cross-correlation coefficient (CCC) and normalized projection misalignment (NPM) are also performed in section IV. Finally, conclusions are addressed in section V.
II. PROBLEM FORMULATION A. SYSTEM MODEL
Assuming a sound source with a depth of z x and a spectrum X (ω), where ω is the angular frequency, a VLA with a distance of r from the source, and denoting one element of the VLA locates at a depth of z with a spectrum Y (ω). The relationship of the variables above can be expressed as
where H (r, z x , z; ω) is the transfer function between the source and the element of the VLA, also known as the Green's function for the ocean waveguide, and V (ω) denotes the additive Gaussian noise.
For a SIMO system with N receivers, the received signals at the frequency ω can be expressed as
where H N ×1 (ω) is a vector of H (r, z x , z; ω), the range and depth parameters will be omitted for simplicity.
B. THE ACOUSTIC MODELS
The normal mode method [16] is adopted herein to achieve BCE when the source signal is unknown. The transfer function can be expressed as
where the depth dependent function m (z) is the mth mode function, and the range dependent function A m (r, z x ) denotes the corresponding mode amplitude. The mode functions are obtained by solving the Helmholtz equation at certain range with proper boundary conditions:
where k m is the horizontal wavenumber which separates the range dependent function and the depth dependent function. The mode amplitude of the mth mode function can be found as
Another common acoustic model is based on the ray method. Its transfer function is composed of propagation and reflection of rays as
where A ij and r ij represent the amplitude and the length of each ray to each receiver, andc is an average sound speed. The ith ray arrives at the receiver of an angle θ i . T (θ i ) represents the ray-travel time from the source to the receiver array, and τ j (θ i ) denotes the differential arrival time across the array.
C. BLIND IDENTIFICATION PROCESS
If we separate the Fourier transform of the source signal into its amplitude and phase parts, then the received signal at the jth receiver can be expressed as
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The implementation of a receiver array suggests one to use a spatial filtering process as
for channel estimation, where W j is a weight coefficient selected from the acoustic models. This process can be used to determine the source location by searching the weight which is best match with the transfer function in (9) . Then the CIR can be determined by the acoustic models directly. This process can also be used to extract the source phase by selecting proper weights to match a propagating mode or a reference ray. Finally, the source phase is eliminated from the normalized signals to achieve the CIR.
III. MODEL-BASED BLIND CHANNEL ESTIMATION ALGORITHMS
The source location is a critical channel geometry parameter for calculating the CIR using the acoustic model. MFP is a technique for source localization by matching the array data with the replica field calculated by acoustic model [4] . Source localization with the MFP will be introduced firstly.
To facilitate the comparison between the proposed method and the methods in references, the mode-based ATR and ray-based STR methods are described in this section. Mode filtering and beamforming algorithms are implemented for spatial filtering to select proper weights for the reference methods.
A. SOURCE LOCALIZATION WITH THE MFP FOR BLIND CHANNEL ESTIMATION
We adopt the Bartlett MFP algorithm for source localization. The output of the processor is obtained by summing the weighted signal from each receiver element,
where W (r b , z b ; ω) is referred as the replica pressures at the VLA with a source depth of z b and a source-array range of r b in the expected field, and B Bart (r b , z b ; ω) is referred as the ambiguity function of the matched-field processor.
Usually we chunk the received signal into several segments and perform FFT on these segments. Next, we observe the spectrum of received signal and pick up frequencies of interest in the observed bandwidth to calculate the Cross-Spectral Density Matrix (CSDM). Then we calculate the replica sound pressure field, and finally match the CSDM with the replicas to generate an ambiguity surface for source localization. For the L chunks of received signals, the CSDM is calculated as
where the superscript () H represents the Hermitian transpose. The Bartlett MFP in (11) can be rewritten as
The peak of the ambiguity function indicates the estimated source depthẑ x and source-array ranger. Based on the a priori knowledge of the acoustic environment information, the estimated source depth and sourcearray range are adopted to estimate the transfer function using the normal mode as folloŵ
The contents of the environment information often include the sound speed profile (SSP), the geo-acoustic parameters, and the deployment of the VLA, which can be measured or calculated from historic data. The CIR is adopted to reveal the broadband signal dispersion in ocean waveguides, and can be produced by Fourier synthesis of CW (continuous wave) results within the frequency band of interest [16] . It is convenient to estimate the channel transfer function in frequency domain using the acoustic models.
B. MODE FILTERING FOR ATR
The weights W j are selected to extract the source phase ϕ x (ω) fromỸ (ω) according to the normal mode. The modal equation in (4) is a classical Sturm-Liouville eigenvalue problem [16] , and the orthogonality of the modes can be expressed in the following form
where D is the water depth, and ρ(z) is the depth dependent density. The lth propagating mode is selected as the weight:
meaning that only the lth mode of H j (ω) is retained after weighting. This process is known as mode filtering. The phase of the mode filtered output is
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When the correction phase is successfully achieved, the transfer function can be obtained by using mode-based ATR methodĤ
The source phase is eliminated from the received signals, although a constant phase shift (l) is retained comparing with the actual normalized transfer function. This phase shift performs as a constant time shift in the estimated CIR.
C. BEAMFORMING FOR STR
The weights can be selected from a reference ray in the following form:
This reference ray can be chosen from plane-wave beamformed output energy:
where
the signal bandwidth is ω 1 < ω < ω 2 , and |θ| ≤ π/2. The estimated arrival angleθ can be achieved from (21) . By choosing the ray ofθ as the reference ray to form the weights W j (θ), the phase of the filtered transfer output is given by
which is also linearly dependent on the frequency ω.
The ray-based STR method adopts the beamforming algorithm to extract the source phase together with (θ) as follow (24) where α(θ) is the correction phase for STR to eliminate the source phase fromỸ (ω).
When the correction phase is successfully achieved, the transfer function can be obtained by using ray-based STR methodĤ
The source phase is eliminated from the received signals, although a constant phase shift (θ) is retained comparing with the actual normalized transfer function. This phase shift performs as a constant time shift in the estimated CIR.
D. PERFORMANCE EVALUATION
If the CIRs are determined by model-based BCE methods, an estimate of the original signal spectrum can be constructed via equalization. An equalizer based on least square method can be expressed aŝ
To observe the CIR in time domain, we rewrite the system of (1) in the following discrete-time form:
where y(n) is the received signal, h(n) is the CIR, and x(n) is the source signal. * denotes the linear convolution, and v(n) is the additive Gaussian noise. The self-correlation of x(n) can be expressed as
The cross-correlation output of the jth received signal with the source signal can be expressed as
and the cross-correlation output of the equalizer outputx(n) with the source signal can be expressed as
It is helpful to introduce a parameter to evaluate the multipath effect and to assess the accuracy of channel estimation. We adopt the CCC of the correlation outputs for the performance evaluation, which describes the similarity between the estimated outputˆ and the reference . The CCC is given by
We have 0 ≤ η ≤ 1, a larger value of η indicating thatˆ is more similar to . Moreover, to eliminate the delay τ between the two correlation outputs, η can be defined as Another way of evaluating the accuracy of an estimated output is using the NPM which is defined as
The NPM describes the difference of the two correlation outputs and is usually quoted in decibels. Its relationship with the CCC can be expressed as ξ ˆ , = 10 log 10 1 − η 2 dB.
IV. RESULTS FROM THE SWellEx-96 EXPERIMENT
In this section, we take advantage of the Event S5 data set from the SWellEx-96 experiment [24] to investigate the performance of the model-based BCE methods.
A. GEOMETRY AND SSP
The SWellEx-96 experiment was conducted on May 1996 near the tip of Point Loma near San Diego, California. The Event S5 data set was recorded by 21 elements vertical linear array (VLA) with 5.6 m inter-element spacing. The waveguide is consisted of four layers, the depth of water layer was approximately 216. 
B. MFP FOR SOURCE LOCALIZATION
To locate the source for mode-based channel estimation, the Bartlett MFP method introduced in section III-A is implemented with the experimental data. One minute of tone signal after the chirp signals is grabbed to calculate CSDM, thirteen frequency tones are broadcasted with a transmitted level of approximately 158 dB, and the source localization results are integrated over these frequencies at four different sourcearray ranges. Fig. 2 shows the ambiguity plots for source localization. Generally, the maximal peaks produced by the MFP method are close to the actual source locations. As shown in Fig. 2(a) and Fig. 2(b) , the MFP method can work well when the source locates at long distances from the VLA, and the sidelobes keep at a low level in both figures. Some bright spots beside the peak occur in Fig. 2(c) and Fig. 2(d) , which are probably come from the interferences generated by a shallow source. These results indicate that the environmental parameters shown in Fig. 1 were measured and optimized well for the acoustic model, which are the crucial factors for BCE. Furthermore, the broadband MFP could significantly reduce the sidelobes of ambiguity surfaces generated by the MFP processor.
To get further investigation on the performance of the MFP method, the source was tracked every minute as shown in Fig. 3 . The actual ranges calculated from the GPS data are plotted with blue line and markers in Fig. 3(a) , the estimated ranges can be found as a bright curve which is close to the blue line. Approximate source depths are plotted with blue line and markers in Fig. 3(b) , the estimated depths also can be found as a bright curve. For the most part, the estimated tracks coincide with the actual ones. The errors of range estimation shown in Fig. 3(c) occur in the case of the signal-to-noise ratio (SNR) is relatively small as shown in Fig. 3(d) . Moreover, the source stopped to broadcast frequency modulated signals instead of tone signals at the beginning, midway point, and end of the track, which has an adverse effect on the range estimation. Some frequencies close to the signal tones are chosen as noise frequencies to estimate the SNR at the array [29] , the estimated SNRs at the frequency of 49 Hz, 148 Hz and 388 Hz over the 75 mins are plotted in Fig. 3(d) . We can find that the SNR is increasing when the source is getting close to the VLA, and the SNRs at high frequency are larger than the VOLUME 6, 2018 ones at low frequency because the noise mainly concentrates in the low frequency regions.
Further on, we investigate the source localization performance subject to the number of frequencies used for the MFP. Four different source-array ranges are involved. The errors of range and depth estimation vs the number of frequencies are plotted in Fig. 4(a) and Fig. 4(b) respectively. For the range of 8.5 km, at least 6 frequencies are needed for the MFP to reduce the error to a sufficient low level. For the range of 3.11 km, at least 4 frequencies are needed. For the ranges of 1 km and 0.9 km, only one frequency is needed. Thus, more frequencies are needed for longer source-array range to improve the source localization performance.
C. WEIGHTS SELECTION FOR MODE-BASED ATR AND RAY-BASED STR
The weights for mode-based ATR method are selected from the low order modes as shown in Fig. 5 . The mode functions are calculated by the KRAKEN normal mode program [28] with properly measured environmental information including the SSP and geo-acoustic parameters. The weights for ray-based STR method are selected from the reference ray determined by the plane-wave beamformer. Fig. 6 shows the beamformer outputs from the SWellEx-96 experimental data. The received acoustic rays are characterized by the direction of arrival (DOA) from −90 • to 90 • with respect to the array axis. At the 0.94 km source-array range, the direct path shows up at −6 • and the surface-reflected path at −15 • , the bottomreflected path at 10 • , and the surface-bottom-reflected path at 15 • . Similar results can be observed at the range of 1.16 km. At the range of 3.26 km, four distinguishable angles can be observed. The strongest path from surface arrived at −9 • , the other one at −17 • , and the bottom-reflected paths arrived at 5 • and 10 • , respectively, but the sidelobes become higher. As the range increased to 8.6 km, only two angles can be observed, which are −7 • and 5 • . Moreover, with the growth of frequency, the beamformer performance degrades significantly due to the increased sidelobe levels introduced by the sparser array.
D. COMPARISON OF CIRs
The source was moving toward the VLA at a nearly constant speed of 2.5 m/s firstly, then leaving the VLA in the 60th minute. The correlator performance of LFM signals can be found some degradation due to the Doppler spread, while HFM signals keep very well for their Doppler invariant property. Hence the CIRs estimated by correlate the received HFM signals with their copies are adopted as the benchmark of the model-based BCE methods.
We compare the CIRs estimated by the following four methods: the HFM correlation method, the proposed mode-MFP method, the ray-based STR method and the mode-based ATR method, as displayed in Fig. 7 . The four rows denote the four different methods, and the four columns denote four different source-array ranges.
Multiple paths denoted by equal delayed peaks in the order of receivers can be observed from the CIRs. These multipaths appear like character ''V''s because the VLA was placed close to the bottom of water layer and the SSP shown in Fig. 1 displayed negative gradient. The direct acoustic waves and the reflected waves from the sea surface were received from top to bottom, in opposite, the acoustic waves reflected from the bottom were received from bottom to top.
Comparisons are made between the CIRs estimated by the mode-MFP method in the second row with the HFM correlation estimated CIRs. We can observe that the shapes of the curves are very similar at the range of 0.94 km, 1.16 km and 3.26 km. Furthermore, the arrival times and the amplitudes of the estimated CIRs by the proposed method are both matched well with the references. The first column shows the comparison between these two methods at the distance of 8.6 km. Most arrival times of each channel are matched quite well, but some paths in Fig. 6(a) have weaker amplitudes than the paths calculate by normal mode in Fig. 6(e) . More than 10 paths can be observed, also the maximal delay spread can reach up to 200 ms at this distance, which would severely limit the performance of the underwater acoustic communications. When the source gets closer to the VLA, as shown in Fig. 7(c) and Fig. 7(d) , the estimated CIRs show much sparser than the ones in Fig. 7(a) and Fig. 7(b) and the maximal delay spread can FIGURE 6. Power of the beamformed output as a function of frequency (Hz) from the SWellEx-96 VLA at four source-array ranges. The average outputs through the bandwidth are plotted beside them. Two propagation paths can be observed at the range of 8.6 km, while at least four paths can be observed at the short ranges. As the frequency increase, the sidelobes are more obvious for the receiving array becomes sparser.
FIGURE 7.
CIRs between the source and all the 21 elements of the VLA. The first row shows the CIRs estimated by the HFM correlation method, the second row shows the CIRs estimated by the proposed mode-MFP method, the third row shows the CIRs estimated by the ray-based STR method, and the last row shows the CIRs estimated by the mode-based ATR method. The four columns indicate four different source-array ranges. Take the first row of HFM correlation CIRs as references, the CIRs estimated by proposed method perform a better performance than the other model-based methods at long ranges.
reach up to about 60 ms. Nevertheless, the CIRs estimated by proposed method still match well with the CIRs by the HFM correlation method.
The CIRs estimated by the ray-based STR method and the mode-based ATR method are plotted in the third and the fourth rows of Fig. 7 . Four distinguishable angles observed from the beamformer outputs in Fig. 6(f) and Fig. 6 (h) are corresponded to the direct, the bottom-reflected, the surfacereflected and the surface-bottom-reflected paths estimated by the ray-based STR method as shown in Fig. 7(k) and Fig. 7(l) . Similar results can be found in Fig. 7(o) and Fig. 7(p) , indicating that the STR/ATR methods are capable of separate these paths. At the range of 3.26 km, the performance of the raybased STR method shown in Fig. 7(j) is close to the HFM correlation method shown in Fig. 7(b) , while the performance of the mode-based ATR method has some degradation as shown in Fig. 7(n) . At the distance of 8.6 km, the beamformer can hardly separate all the paths. Fig. 7(i) shows that only one ray is received by the array from top to bottom, while the other rays cannot be recovered. As well as the same problem can be found in Fig. 7(m) by mode-based ATR method. Possibly because the weights selected from the mode functions are mismatched with the modes in the received signals, leading to the estimation bias of the source phase.
Based on the observation above, we can deduce that there are some limitations of the STR/ATR methods compared to the proposed method. First, the performance of the beamformer plays a vital role for the ray-based STR method. A sparse array would introduce some spatial ambiguity to the beamformer, and high sidelobes make the beamformer outputs undistinguishable. Second, the performance of the STR methods in an acoustic channel full of multipaths would degrade rapidly, and it is hard to separate all the ray paths. Last, the STR methods can hardly deal with the source signal with single tones, because they require broadband weights to estimate the source phase throughout the bandwidth from the received signals. 
E. COMPARISONS OF CCCs AND NPMs
In this subsection, we compare the reconstructed signals by different model-based methods and further analyze their performances using the CCC and NPM.
The reconstructed signals at the source-array range of 0.94 km by different model-based methods are shown in Fig. 8 . The equalized signals in Fig. 8 (b-e) achieve higher SNRs compared to the signal without equalization, and the shapes of waveforms reconstructed using the BCE methods in Fig. 8(c-e) are similar to the one using the HFM correlation method in Fig. 8(b) .
To observe the multipath effect at different depths, we compare the cross-correlation outputs of the first receiver at the top 1 (n) and last receiver at the bottom 21 (n). The simulation results are shown in Fig. 9(a) and Fig. 9(b) . It can be seen that 1 (n) contains more paths than 21 (n), because the top receiver was in the middle of the water and received more reflections from the surface and the bottom of the water.
The CCC is used to evaluate the channel status vs the range and depth, the simulation results are shown in Fig. 9(c) . Mostly the CCCs of the bottom receiver are higher than the top receiver, indicating that the CIR of the bottom receiver contains less paths than the top receiver. It is worth noting that the average CCCs over all the receiver elements increase with the source getting close to the VLA and then decrease with the source going far away, showing that the multipath effect has a close relationship to the source-array range. The above results are consistent with the results in Fig. 7 , which confirms the effectiveness of the CCC for evaluating the channel status.
The CCC is also used to evaluate the performance of BCE methods. Comparisons of the correlator outputs and their CCCs are shown in Fig. 10 . At the range of 8.6 km, HFM selfcorrelator output in Fig. 10(a) is adopted as a reference. HFM correlation method in Fig. 10 (c) achieves a CCC of 0.89, while the proposed mode-MFP method in Fig. 10 (e) achieves a CCC of 0.86 and the level of the sidelobes is less than 0.1. The ray-based STR method in Fig. 10(g ) and the modebased ATR method in Fig. 10 (i) perform worse than proposed method with too many sidelobes at high level, indicating that the channel estimation is not good enough as shown in Fig. 10(i) and 10(m) . At the range of 0.94 km, the performance of BCE methods in Fig, 10 (f), (h) and (j) has improved, and their CCCs are close to the CCC of the HFM correlation method.
To further investigate the performance of BCE methods in different multipath channels, we perform a simulation based on the environmental settings as shown in Fig. 1 . The CCCs and NPMs along the track of the source are plotted in Fig. 11(a) and (b) . The source level and noise level are approximately 158 dB and 50 dB from the measurements in the experiment. From the CCC and NPM of the 11th receiver, we have observed that they are varying along the range periodically, indicating the multipaths are varying along the range. It can be seen that the performance of the ray-STR and mode-ATR methods will deteriorate in the situation of full of multipaths. By taking into account the all the paths of channel, the estimated CIRs by proposed method are more accurate. The CCCs of proposed mod-MFP are larger than the ray-STR and mode-ATR methods, and the NPMs of proposed approach could reach to 5 dB, which is lower than the ray-STR and mode-ATR methods. The simulation results demonstrate that the proposed method is robust in different multipath channels.
V. CONCLUSION
In this paper, an acoustic model-based BCE method exploiting the properties of the acoustic propagation and the acoustic environmental information was proposed to recover underwater acoustic signals at low frequency. First, the relationship between acoustic model and channel estimation was established, as well as a priori information of ocean environmental parameters were applied to set up a proper acoustic model. Second, the MFP method was implemented for source localization to facilitate the BCE. Moreover, the performance of the proposed method was evaluated and compared to the model-based ATR and ray-based STR methods using the data from SWellEx-96 experiment. The processing results verified that the proposed method is an effective way to estimate the channel response blindly and further to recover the underwater acoustic signals.
