As a first step toward an analysis of the capabilities of adaptive systems, including learning and evolution, we focus on the Learning Classifier System (LCS) and compare it with Reinforcement Learning (RL) that adopts the Function Approximation (FA) method. An analysis of this comparison found an equivalence of learning processes between both the two models, which brings the mathematical framework of the LCS's learning process to the level of RL with FA. Our analysis also clarified the limitations of the results.
Introduction
Adaptability is one of the essential issues in implementing real-world systems, and it is often required for dealing with dynamic environments, although their structures are not known explicitly in advance. While many approaches have been studied for developing adaptive systems, there are two approaches that originate in biological systems: (1) machine learning approach, which focuses on learning, a short-term adaptability at the level of individuals; and (2) evolutionary system approach, which focuses on evolution, a long-term adaptability at the level of species organized by individuals.
For the machine learning approach, Reinforcement Learning (RL) (1) has been developed with the aim of providing the learning ability of animals and humans. This ability is abstractly modeled as a function to solve reinforcement learning problems, in which an input must be mapped to an appropriate output supervised by rewards. Due to this abstraction, RL has a strong mathematical framework, which provides a convergence theorem to prove the convergence of learning.
For the evolutionary system approach on the other hand, the Genetic Algorithm (GA) (2) is probably the most popular method, which is expected to be an effective search and optimization method. Although its stochastic dynamics makes it difficult to assure the quality of the solution, both theoretical analyses, such as schema theorem, and experimental research for performance evaluation have been pursued (3) . Here, we focus on the Learning Classifier System (LCS) (4) (5) , which is a rule-based model with the capability of reinforcement learning, while dynamical rule creation and deletion are done by GA. Each rule in LCS is named classifier and has generalization ability. As LCS adopts both the ideas of RL and GA, LCS can be expected to integrate the advantage of learning and evolution into high adaptability. However, a comparison of LCS with RL and GA shows that LCS's theoretical analysis required to clarify the capability of LCS has not been sufficiently carried out.
Therefore, we set our research goal to build the theoretical basis of LCS, which is tackled by the following steps: (1) analyze the learning process of LCS by comparing it with RL; (2) analyze the evolutionary process of LCS by applying the theoretical analysis method of GA; and, (3) analyze the interaction between the RL and GA mechanisms in LCS to clarify the distinctive features of LCS in relation to RL and GA.
In this paper, we address the first step toward this goal, a comparison of the learning processes between LCS and RL by focusing on the generalization technique in RL called Function Approximation (FA).
The rest of the paper is organized as follows. Section 2 introduces related research. Section 3 describes the learning processes of RL and LCS. In section 4, we carry out theoretical analysis to compare the two models while focusing on their generalization mechanisms (1) . Section 5 gives discussions based on the analytical results. Section 6 presents our conclusions.
Related Research
Since LCS and RL share the common feature of dealing with reinforcement learning problems, some works comparing these two models have been carried out. Dorigo et al. compared the originally designed VSCS (Very Simple Classifier System) with Q-Learning, which is one of the well-known RL models, and showed that the learning process would be equivalent under the limitation of VSCS having neither generalization ability nor creation and deletion of classifiers (6) . In a general study to compare the two models, Lanzi implemented LCS by starting from simple Q-Learning, extending it to a rulebased model, adding a reinforcement learning, and finally adding generalization ability, which clarified the role of the GA used in LCS (7) . However, both of these works lack detailed discussion on the generalization abilities of both models from the viewpoint of the function approximation (FA) method, an often used generalization method for RL.
Accordingly, we clarify the relationship between the FA method for Q-Learning and the generalization ability of the classifier representation in LCS. For the comparison, we adopted ZCS (Zeroth-level Classifier System) (8) for the following two reasons. First, ZCS is a simple model with a minimum architecture to implement LCS, which makes our analysis more general than adopting other complicated LCS models. Second, although ZCS has a simple structure, it has the ability of generalization, which is essential for our discussion. For the RL model, we adopted Q-Learning, which makes our discussion comparable with the former works, which both adopted Q-Leaning for the comparison.
Learning Processes of Q-Learning and ZCS
In this section, we summarize the learning processes of Q-Learning with FA those of ZCS as the basis for the analysis in the next section.
Q-Learning with Function Approximation method
Q-Learning is a popular learning model for solving online reinforcement learning problems. The name Q denotes action value function Q(s, a), which estimates the action value for taking action a in state s defined as an expectation of total future rewards. In Q-Learning, Q values are updated at each time step as defined below, where s t , a t , r t and Q t denote agent's state, action, received reward, and Q values at time step t, respectively:
Parameter α is called the learning rate, and this controls the flexibility of learning. Parameter γ denotes the discount factor, which is used to avoid the divergence of action values. The action value function Q(s, a) is called a Q- Table, since it holds action values for all combinations of states and actions represented as S × A, where S and A are sets of all possible states and actions. This causes a serious problem of state space explosion when the number of dimensions of the states becomes large.
To avoid this problem, the function approximation method (FA) (1) is often used, which enables the generalization of states in RL. In the case of the FA method applied to Q-learning (9) , a Q-table with a large number of states is represented by an approximation function with a small number of parameters. As the values in a Q-table are calculated indirectly from a set of parameters, these parameters are updated instead of updating each value in the cell of the Q-table. This update procedure can be derived by using the gradient-descent method described as follows.
T ('T' here denotes transpose) approximate the action value function, where Q t (s, a) is a smooth differentiable function of θ t for all s ∈ S and a ∈ A. The gradient-descent methods updates Q t (s, a) by adjusting the parameter vector
Here, gradient ∇ θ t for a function f is defined as follows.
Especially if Q t is linear to each parameter in the parameter vector θ t , Q t can be expressed as a product of parameter vector θ t and feature vector φ s,a independent of θ t . This kind of FA is called a linear FA.
Simple Q-Learning using a Q-table can be described as a special case of linear FA in which the parameter vector is composed by listing all of the Q-values in the Q-table in a row.
Learning Process in ZCS
The Zerothlevel Classifier System (ZCS) is an LCS model introduced by Wilson with a simple architecture implementing distinctive features of LCS: functioning as a rulebased model, adopting a learning process, using rule representation with the ability of generalization, and providing dynamic rule creation and deletion through learning. To focus on the learning process of ZCS, here we only describe the learning process of the classifier strength. See (8) for the model's detailed description, including definitions of the rule representation and the rule creation and deletion processes.
The basic component of ZCS is a set of rules named classifiers. Each classifier is composed of three parts: condition, action, and strength. ZCS maintains a set of classifiers named population [P] , and when the input state arrives, the condition part of each classifier in [P] is matched with the state. All classifiers whose condition matches the state are collected to organize a match set [M] . Next, an action is selected from among those advocated by members of [M] . Many action selection schemes are possible, for example roulette wheel selection, which selects the action stochastically by the proportional probability based on the total strength of the classifiers whose action part is the same. 
The expression S [A] denotes the total value of the strength for all classifiers in action set [A] , and the left arrow in the formula denotes the operation to set the value of the right-hand side to the left-hand side. In this case, each classifier in the action set [A] is added to the value of the right-hand side, equally divided by the number of classifiers in action set [A] . Wilson also proposed an alternative update formula quite similar to the Q-Learning learning process:
where max means the potential action set in [M] with the highest total strength. In (8) , Wilson discussed the relevance between ZCS and Q-Learning based on the formula above. However, this macroscopic viewpoint for explaining the relationship between the two models only deals with the aggregated value of the classifier strengths. Such a viewpoint lacks the ability of a microscopic view to relate the two models at the level of each classifier strength reinforcement, which is the topic discussed in the next section.
Analysis of ZCS from the Viewpoint of Function Approximation Method
In this section, we clarify the relationship between the learning process of ZCS and Q-Learning with FA by taking the following three steps: (1) introducing notations that are required to compare the models; (2) comparing the models' representations, the classifier population in ZCS, and the approximated Q-value function in Q-Learning with FA, which leads to our idea that the classifier population in ZCS can be represented as an approximated Q-value function in Q-Learning with FA; and (3) comparing the update processes of Q-Learning with FA and ZCS by applying both update processes to the same ZCS representation.
Notation
For the subsequent analysis, some notations are introduced here. The sets P t , M t and A t denote classifier population, match set, and action set at time step t, respectively, while regarding classifiers as their elements. Let cl be a classifier, and then each of the three parts composing the classifier are labeled cl.condition ∈ C, cl.action ∈ A, and cl.strengh ∈ R, where the set C denotes the set of all possible condition expressions allowed under the classifier representation. Function equal(x, x ) returns 1 when x = x , else 0. Function match(s, c) for s ∈ S, a ∈ C returns 1 when condition c matches state s, otherwise it returns 0 † . † To keep the discussion general, here we do not give the detailed definition of C and match(s, c) . By defining C and match(s, c) appropriately, the following discussions can be applied to several classifier representations, such as the real-valued representations used in the XCSR classifier system (10) . 
Comparing the Representations
To compare the representations of ZCS and Q-Learning with FA, the type of representation used in each model should be stated first. In Q-Learning with FA, a Q-value of the state-action pair (s t , a t ) is directly used for action selection, which is calculated from the approximated Q-value function denoted as Q t (s t , a t ). In ZCS, the action selection is done by using the total value of each strength in a set of classifiers matching the state s t and having the action a t .
Because both the values of the approximated Q-value function and the aggregated values are used for the action selection, we can regard these as corresponding with each other. This idea is described as a graph in Fig. 1 , where the horizontal axis specifies the state-action pair and vertical axis denotes the corresponding Q-values. Here, three classifiers cl 1 , cl 2 and cl 3 match the states {s 1 , s 2 }, {s 2 } and {s 3 , s 4 }, respectively, all having the same action a 1 . In the graph in Fig. 1 , each classifier is described as a box, whose classifier strength contributes to the total strength for each state-action pair. For example, two classifiers cl 1 and cl 2 match the state s 2 having the action a 1 , so the total value of the classifier strength (cl 1 .strength + cl 2 .strength) is used for the action selection, whose value corresponds to that of the approximated function denoted as Q(s 2 , a 1 ).
To extend this idea to all possible state-action pairs, all of the classifiers in the population P t should be taken into account; however, the influence of classifiers not related to the focusing state-action pair must be excluded. This problem can be solved by using the match function previously defined, which results in the following formula:
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (7)
where the Q-value function Q t (s t , a t ) is represented by the classifier population P t with each classifier cl having the strength value cl.strengh weighted with the match function cl. match(s t , a) . This formula shows that the classifier population in ZCS can be represented as an approximated Q-value function, whose approximation design depends on the composition of classifiers in the population. Here the strength of each classifier corresponds to a parameter to approximate the Q-value function.
Comparing the Update Processes
The previous analysis revealed the exchangeability of ZCS representation to that of Q-Learning with FA. However, it is not enough to discuss the relationship between both learning processes, since the update processes might be different between ZCS and Q-Learning with FA.
To clarify the relation between the update processes, we apply the update formula of Q-learning with FA defined as Formula 2 to ZCS, whose representation is translated into the form of an approximated Q-value function described as Formula 7. This permits a comparison of the two update processes.
Let θ t be a parameter vector composed of the set of strength values cl i .strength for all classifiers in classifier population P t = {cl 1 , cl 2 , ..., cl n }, where n denotes the total number of classifiers in P t .
Then let φ be a feature vector defined as (cl 1 .match(s t , a t ) , ..., cl n .match(s t , a t ))
T . These two definitions transform Formula 7 into the form of linear FA as Formula 4.
By calculating ∇ θ t Q t (s t , a t ), we get
Using this result, we finally get the updating formula
This formula represents the process of updating the strength of the classifiers whose conditions match the state s t and have the same action a maximizing Q t (s t+1 , a), while the other classifiers' strengths are not modified. Here, if we set the value of α to 1/|A|, where |A| denotes the number of classifiers to be updated, this update process would be equivalent to that of ZCS. Finally, from the equivalence between the representation and the update process, we can conclude that the learning processes of ZCS and Q-Learning with FA are equivalent.
Discussion

Limitation of the Result
In Section 4, no limitation is placed on the condition of equivalence between the learning processes of Q-Learning with FA and ZCS. Here, we clarify such a limitation for the following discussion. Since Q-Learning does not have any dynamic mechanism to change the structure of the function approximator, any operation to change the composition of the classifier population [P] will break the equivalence of learning processes between Q-Learning and ZCS. This limitation is quite strong for ZCS, since it cuts off the most distinctive feature of dynamic classifier creation and deletion. However, it still assures the equivalence in the time periods between the invocations of such operations.
Condition for the Convergence of Value Function
From the result of the analysis in Section 4, the convergence of the learning process in ZCS can be discussed under the condition described in Section 5.1. In general, simple Q-Learning using a Q-table receives the benefit of the convergence theorem, proving convergence in probability 1 under the condition that learning rate α decreases appropriately (9) . However, in the case of Q-Learning with the FA method, the applicability of the convergence theorem depends on the class of the approximation function. For some special cases in the class of linear FA functions, such as state aggregation, the convergence theorem has already been proved (11) (13) . However, there is no proof for a typical linear FA, as Baird showed through a counterexample using a linear approximation function in which the value function diverged as the learning proceeded.
The learning process in ZCS can be seen as that of Q-Learning with the FA method, which uses Formula 7 as its approximation function and is included in a class of linear FA. Accordingly, the convergence theorem cannot be directly applied, but this discussion brings the mathematical framework of ZCS's learning process up to the level of Q-Learning with linear FA. †
Role of GA in ZCS from the Viewpoint of Q-Learning with FA
From the analysis in Section 4, the role of GA in ZCS can be explained from the viewpoint of Q-Learning with FA. We already showed that the set of classifiers existing in the classifier population P t in ZCS approximates the Q-table Q t (s t , a t ) as Formula 7. This formula shows that classifier creation and deletion in ZCS correspond to the operations of adding or deleting terms in the approximation function of a Q-table. Just as the purpose of the FA method in QLearning is to decrease the number of parameters while keeping the approximation error low, we can say that the role of GA in ZCS can be explained as a mechanism to change the design of this approximated Q-value function dynamically during the learning period, of which † Interestingly, the XCS classifier system (14) has the ability to converge its classifier population to optimally generalized classifier sets, which may fall into the class of state aggregation allowing the convergence theorem under the same limitation mentioned in Section 5.1.
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evaluation criteria is aimed at finding the appropriate design of this approximation function while keeping the number of parameters as small as possible. However, the design of GA in LCS proposed so far, including ZCS, is not intended for this purpose, which seems to cause a pathological phenomenon called overgeneralization † . To explore the possibility of additional adaptability of LCS to RL with FA, the GA design of LCS must be validated, which may require the redesign of GA from the aspect of RL with FA.
How the Result Contributes to LCS
So far, we have discussed how RL relates to LCS's learning process through a comparison of ZCS with Q-Learning. In this subsection, we discuss the contribution of our results to LCS.
As mentioned in the introduction, even though LCS has distinctive features including both learning and evolutionary approaches, LCS's weak theoretical basis is often regarded as a disadvantage. Interestingly, however, there are several examples of applying LCS to real-world systems, for example, controlling or action planning for a physical robot (15) (16) , performing aircraft maneuvers (17) (18) , and trading in the stock market (19) . This is possibly due to LCS's rule-based representation. First, LCS permits intuitive description of the learning process by adopting the rule-based representation, which seems to be easier for researchers in other fields to understand than mathematical description of reinforcement learning. Second, rule-base representation allows a distinct mechanism of dynamical rule creation and deletion in LCS, which might prove advantageous in dynamically changing environment.
From these advantage of LCS, the contribution of our results not only brings up the mathematical framework of LCS to the level of Q-Learning with the FA method, which is surely important for validating the adaptability of LCS, but also supports the adaptability of LCS, due to its rule-based representation, with an assurance that LCS's performance is no less than that of Q-Learning. Furthermore, our results also indicate that LCS has a distinctive adaptability by clarifying the role of GA in LCS.
Conclusions
In this paper, the ZCS learning classifier system is compared with Q-Learning that adopts the FA method. Theoretical analysis was done from the viewpoint of function approximation, and the analysis confirmed that the learning process of ZCS is equivalent to that of QLearning with the FA method when its condition is clarified. Consequently, this equivalence also clarified the role of GA in LCS from the aspect of RL with FA, which † Over-generalization is a phenomenon that is known to occur in LCS using classifier strength for the action selection. When over-generalization occurs, the population is occupied by classifiers with over-generalized condition parts. It is interesting that this phenomenon is avoided in XCS by adopting classifier accuracy instead of strength. In future work, the relationship between approximation error in the FA method and classifier accuracy in XCS must be analyzed within the context of GA operation.
showed the possibility of LCS having an adaptability that corresponds to the process of changing the design of the approximated Q-value function dynamically during the learning period in RL with FA. These results are expected to lead to further steps achieve an LCS theoretical framework, which will broaden the applicability of LCS.
For future work, further steps should be taken. The first is an analysis of the evolutionary process of LCS including the validation, redesign and analysis of GA in LCS by applying both the results of this paper and the theoretical analysis method of GA. Another step is an analysis of the interaction between the RL and GA mechanisms in LCS to clarify the distinctive feature of LCS in relation to RL and GA. Also, our analysis should be extended to deal with accuracy-based classifier systems (XCS) (14) , the mainstream model in the LCS research field.
