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AN ACCELERATED VARIANT OF SIMULATED ANNEALING THAT CONVERGES
UNDER FAST COOLING
MICHAEL C.H. CHOI
ABSTRACT. Given a target function U to minimize on a finite state space X , a proposal chain with gener-
ator Q and a cooling schedule T (t) that depends on time t, in this paper we study two types of simulated
annealing (SA) algorithms with generators M1,t(Q,U, T (t)) and M2,t(Q,U, T (t)) respectively. While
M1,t is the classical SA algorithm, we introduce a simple and greedy variant that we callM2,t which prov-
ably converges faster. Under any T (t) that converges to 0 and mild conditions on Q, the Markov chain
generated byM2,t is weakly ergodic. When T (t) > cM2/ log(t+1) follows the logarithmic cooling sched-
ule, our proposed algorithm is strongly ergodic both in total variation and in relative entropy, and converges
to the set of global minima, where cM2 is a constant that we explicitly identify. If cM1 is the optimal hill-
climbing constant that appears in logarithmic cooling of M1,t, we show that cM1 > cM2 and give simple
conditions under which cM1 > cM2 . Our proposedM2,t thus converges under a faster logarithmic cooling
in this regime. The other situation that we investigate corresponds to cM1 > cM2 = 0, where we give
a class of fast and non-logarithmic cooling schedule that works for M2,t (but not for M1,t). In addition
to these asymptotic convergence results, we compare and analyze finite-time behaviour between these two
annealing algorithms as well. Finally, we give an algorithm to simulateM2,t by uniformization of Markov
chains.
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1. INTRODUCTION
Given a target function U to minimize on a finite state space X , simulated annealing is a popu-
lar stochastic optimization algorithm that has found extensive empirical success in diverse disciplines
ranging from image processing to statistics and combinatorial optimization problems, see for example
Bertsimas and Tsitsiklis (1993); Catoni (2004); Geman and Geman (1984); Kirkpatrick (1984); Kirkpatrick et al.
(1983) and the references therein. At the heart of the algorithm lies in constructing a non-homogeneous
continuous-time Markov chain XM1 = (XM1t )t>0 whose generator depends on the proposal chain as
well as the so-called cooling schedule T (t). Roughly speaking, simulated annealing can be considered
as a non-homogeneous version of the Metropolis-Hastings algorithm in which the acceptance probability
depends on T (t). The cooling schedule T (t) is carefully designed so that in the long runXM1 converges
to the set of global minima of U . On one hand, T (t) cannot converge too slowly as it is impractical
to run XM1 for a long period of time; on the other hand however, T (t) cannot converge too fast as
there are well-documented instances in which XM1 may get stuck at a local minimum. Gidas (1985);
Holley and Stroock (1988) proved the optimal cooling schedule forXM1 (in the sense of weak or strong
ergodicity) is of the form
T (t) =
cM1
log(t + 1)
,
where cM1 is the hill-climbing constant to be introduced in (3.4) below. In practice however, people
adapt fast cooling schedule even though they usually do not come along with convergence guarantee.
In this paper, inspired by the recent work of the author Choi (2019); Choi and Huang (2019) who
studied a new variant of the Metropolis-Hastings algorithm, we propose a promising accelerated variant
of simulated annealing XM2 = (XM2t )t>0 that enjoys superior mixing properties, provably converges
under fast cooling and in some cases does not suffer from the drawbacks of XM1 as mentioned above.
Precisely, our contributions are the following:
(1) Derive basic yet important properties of XM2: We prove a few elementary properties and
compare them with their XM1 counterparts in Lemma 2.1. These simple results turn out to be
crucial in proving our main results. In particular, the difference in the convergence behaviour
between XM1 and XM2 stems from the difference between their quadratic forms. The spectral
gap lower bound of XM2 presented in Lemma 4.1 is also of independent interest.
(2) Weak ergodicity of XM2 under general cooling and mild conditions on the proposal chain:
For any cooling schedule that decreases to zero, we prove thatXM2 is weakly ergodic under mild
conditions on the proposal chain in Theorem 3.1. Intuitively this means XM2 forgets its initial
state in the long run even under very fast cooling.
(3) Strong ergodicity of XM2 under fast cooling: We split our ergodicity results into two regime
according to cM2 > 0 or cM2 6 0, where cM2 is a constant that we explicitly identify in (3.5)
below and depends on U and Q. In the first case when cM2 > 0 in Theorem 3.2, we establish
rigorous convergence guarantee (in total variation and in relative entropy) of XM2 when the
cooling schedule T (t) is of the form
T (t) =
cM2 + ǫ
log(t + 1)
,
where ǫ > 0. Thus the speed-up of the proposed variant depends on the difference cM1 − cM2 .
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In the second situation when cM2 6 0 in Theorem 3.3 and Theorem 3.4, we give a class of
cooling schedule that are faster than logarithmic cooling and prove the strong ergodicity ofXM2
in such setting.
(4) Finite-time convergence estimate of XM2 : In additional to asymptotic convergence theorems,
we prove finite-time convergence estimate of XM2 in Corollary 3.1, as a simple application of
the general result in Deuschel and Mazza (1994) for non-homogeneous Markov chains.
(5) XM2 effectively escapes local minima under general cooling: It is well-known that XM1 may
get trapped at a local minimum when one adapts fast cooling. As a result, one may have similar
concern for XM2 . In Theorem 3.5, we prove that such concern is not valid and XM2 effectively
escapes local minima with probability tends to 1 as time goes to infinty under general cooling. In
other words, XM2 can still effectively explore the state space even under poor initialization and
fast cooling.
(6) Propose an algorithm to simulateXM2: WhileXM1 can be efficiently simulated using the idea
of acceptance-rejection, it seems difficult to adapt such procedure to our proposed variant XM2 .
Using the idea of uniformization of non-homogeneous Markov chains, we propose a method to
simulateXM2 in Algorithm 1.
The rest of this paper is organized as follow. In Section 2, we fix our notations and introduce the
classical simulated annealingXM1 as well as the proposed variantXM2 . This is then followed by a quick
review on various notions of ergodicity for non-homogeneous Markov chains. We proceed to discuss the
main results in Section 3, and their proofs can be found in Section 4. We present the algorithm for our
proposed variant in Section 5, and discuss possible drawbacks of XM2 in the Epilogue in Section 6.
Finally, we conclude our paper with a list of possible future research direction in Section 7.
2. PRELIMINARIES
2.1. Two types of simulated annealing: XM1 and its greedy variant XM2 . In this section, we intro-
duce the two types of simulated annealing that will be the focus of this paper. Along the way we will fix
a few notations. Suppose that we are given the task to minimize a function U : X → R living on a finite
state space X . In the setting of simulated annealing, there is an ergodic homogeneous and continuous-
time Markov chain with generator Q and stationary distribution π that acts as the proposal chain. We
assume that Q is reversible with respect to π, that is, the detailed balance condition is satisfied with
π(x)Q(x, y) = π(y)Q(y, x) for all x, y ∈ X . Equvialently, Q is a self-adjoint operator in the Hilbert
space ℓ2(π), endowed with the usual inner product
〈f, g〉π :=
∑
x∈X
f(x)g(x)π(x), f, g : X → R.
For any reversibleQ, it is well-known that the quadratic form of −Q can be written as
〈−Qf, f〉π = 1
2
∑
x,y∈X
(f(y)− f(x))2Q(x, y)π(x).(2.1)
For any reversible ergodic generator −Q, we arrange its eigenvalues in non-decreasing order and write
0 = λ1(−Q) < λ2(−Q) 6 λ3(−Q) . . . 6 λ|X |(−Q). It is well-known that λ2(−Q) is the spectral gap
of Q and admits a variational formula given by
λ2(−Q) = inf
f∈ℓ2(π):π(f)=0
〈−Qf, f〉π
〈f, f〉π .(2.2)
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Apart from the proposal chain Q, another critical component in simulated annealing is a monotonely
decreasing function T (t) that we call the temperature or the cooling schedule. We assume that T (t) > 0
and decreases to 0 as t→∞. We write πT (t) to be the Gibbs distribution with probability mass function
given by
πT (t)(x) =
e−
U(x)
T (t) π(x)
ZT (t)
, x ∈ X ,
where ZT (t) =
∑
x∈X e
−
U(x)
T (t) π(x) is the normalization constant. For any x, y ∈ R, we also denote
x∨ y := max{x, y}, x∧ y := min{x, y} and x+ := x∨ 0. At each time t, classical simulated annealing
amounts to a Metropolis-Hastings or acceptance-rejection procedure: a move is proposed by the proposal
chain with generator Q, and is accepted with probability that depends on T (t) and U in a way such that
the Markov chain generated by the algorithm at time t is reversible with respect to πT (t). Precisely, we
have
Definition 2.1 (Classical simulated annealing XM1). Given a target function U on finite state space X ,
a proposal continuous-time ergodic Markov chain with generator Q and a cooling schedule T (t), the
simulated annealing algorithm XM1 = (XM1t )t>0 is a non-homogeneous Markov chain with generator
given byM1,t = M1,t(Q,U, T (t)) = (M1,t(x, y))x,y∈X for t > 0, where
M1,t(x, y) :=

Q(x, y)min
{
1, e
U(x)−U(y)
T (t)
}
= Q(x, y)e−
(U(y)−U(x))+
T (t) , if x 6= y;
−∑z:z 6=xM1,t(x, z), if x = y.
We write PM1 = (PM1s,t )06s6t = (P
M1
s,t (x, y))x,y∈X ,s6t to be the transition semigroup of X
M1 , where
PM1s,t (x, y) is the transition probability of X
M1 starting in state x at time s to state y at time t.
Recent advances in simulated annealing includes investigating piecewise deterministic Markov pro-
cesses and their annealing variants, see for example Monmarché (2016). Inspired by the recent work
by the author Choi (2019); Choi and Huang (2019), we would like to introduce a variant of XM1 that
we call XM2 . It can be constructed by mirroring the transition effect of XM1 to capture the opposite
movement. More precisely, we have
Definition 2.2 (The greedy variant XM2). Given a target function U on finite state space X , a proposal
continuous-time ergodic Markov chain with generatorQ and a cooling schedule T (t), the greedy variant
XM2 = (XM2t )t>0 is a non-homogeneousMarkov chain with generator given byM2,t = M2,t(Q,U, T (t)) =
(M2,t(x, y))x,y∈X for t > 0, where
M2,t(x, y) :=

Q(x, y)max
{
1, e
U(x)−U(y)
T (t)
}
= Q(x, y)e
(U(x)−U(y))+
T (t) = e
|U(x)−U(y)|
T (t) M1,t(x, y), if x 6= y;
−∑z:z 6=xM2,t(x, z), if x = y.
We write PM2 = (PM2s,t )06s6t = (P
M2
s,t (x, y))x,y∈X ,s6t to be the transition semigroup of X
M2 , where
PM2s,t (x, y) is the transition probability of X
M2 starting in state x at time s to state y at time t.
Remark 2.1 (On Freidlin-Wentzell theory). It is well-known that the classical simulated annealing chain
XM1 fits perfectly into the framework of Freidlin-Wentzell theory Freidlin and Wentzell (2012), and this
perspective has been employed by many researchers to derive fine eigenvalues and convergence estimates
of XM1 , see for example Chiang and Chow (1988); Del Moral and Miclo (1999); Deuschel and Mazza
(1994); Miclo (1996). However,XM2 does not fit into this Freidlin-Wentzell framework sinceM2,t does
not have exponentially vanishing transition rate.
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Comparing Definition 2.1 and 2.2, we say thatXM2 is a greedy variant ofXM1 in the following sense:
starting at a state x the transition rate of XM2 to any other state y 6= x is greater than that of XM1 at any
time t. Mathematically we see that in defining M1 we take min while in M2 we consider max for off-
diagonal entries. Intuitively, we can imagine Q as the base transition rate. XM1 and XM2 both modify
this base rate Q according to their own (and opposite) rules. If U(y) 6 U(x), XM1 leaves Q unchanged
while XM2 increases this rate to Q(x, y)e
U(x)−U(y)
T (t) . The larger the difference between U(x) and U(y),
the greater the “boost” on the base transition rate for XM2 . On the other hand if U(y) > U(x), XM1
lower this base rate to Q(x, y)e−
(U(y)−U(x))
T (t) while XM2 leaves the base rate Q unchanged. We will see
that these two key differences allow XM2 to converge under fast cooling schedule and is able to escape
local minima effectively.
The main goal of the paper is to derive convergence theorems for the greedy variant XM2 under
perhaps faster cooling schedule T (t), and to compare the properties and behaviour between XM1 and
XM2 . To allow for effective comparison between these generators, we recall the notion of Peskun or-
dering of continuous-time Markov chains. This partial ordering was first introduced by Peskun (1973)
for discrete time Markov chains on finite state space. It was further generalized by Tierney (1998) and
Leisen and Mira (2008) to general state space and to continuous-time Markov chains respectively.
Definition 2.3 (Peskun ordering). Suppose that there are two continuous-time Markov chains with gen-
erators Q1 and Q2 respectively, and both chains share the same stationary distribution π. Q1 is said to
dominate Q2 off-diagonally, written as Q1  Q2, if for all x 6= y ∈ X , we have
Q1(x, y) > Q2(x, y).
In the following, we collect a few elementary yet important observations and results on the behaviour
of generators M1,t and M2,t at a fixed time t > 0. These results will be repeatedly used to develop our
main results in Section 3.
Lemma 2.1. Given a target function U on finite state space X , a proposal continuous-time ergodic
Markov chain with generator Q and a cooling schedule T (t), at a fixed t > 0 we have
(1) (Reversibility)M1,t andM2,t are reversible with respect to the Gibbs distribution πT (t).
(2) (Peskun ordering)M2,t M1,t.
(3) (Quadratic form) For any function f : X → R with f ∈ ℓ2(πT (t)),
〈M2,tf, f〉πT (t) 6 〈M1,tf, f〉πT (t),
where
〈−M2,tf, f〉πT (t) =
1
2ZT (t)
∑
x,y∈X
(f(y)− f(x))2e−min{U(x),U(y)}T (t) Q(x, y)π(x),
〈−M1,tf, f〉πT (t) =
1
2ZT (t)
∑
x,y∈X
(f(y)− f(x))2e−max{U(x),U(y)}T (t) Q(x, y)π(x).
(4) (Spectral gap)
λ2(−M2,t) > λ2(−M1,t).
Proof. We first prove item (1). For any x 6= y, we have
πT (t)(x)M2,t(x, y) =
e−
U(x)
T (t) π(x)
ZT (t)
Q(x, y)e
(U(x)−U(y))+
T (t) =
e−
U(y)
T (t) π(y)
ZT (t)
Q(y, x)e
(U(y)−U(x))+
T (t) = πT (t)(y)M2,t(y, x),
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where in the second equality we use the reversibility of Q with respect to π and min{U(x), U(y)} =
U(x) − (U(x) − U(y))+ = U(y) − (U(y) − U(x))+. M2 is therefore reversible with respect to πT (t).
Similarly, the reversibility ofM1,t can be deduced via
πT (t)(x)M1,t(x, y) =
e
−U(x)
T (t) π(x)
ZT (t)
Q(x, y)e
−(U(y)−U(x))+
T (t) =
e
−U(y)
T (t) π(y)
ZT (t)
Q(y, x)e
−(U(x)−U(y))+
T (t) = πT (t)(y)M1,t(y, x),
where we use again the reversibility of Q and max{U(x), U(y)} = U(x) + (U(y)− U(x))+ = U(y) +
(U(x)− U(y))+.
Next, we prove item (2). For the off-digaonal entries with x 6= y,
M2,t(x, y) = Q(x, y)max
{
1, e
U(x)−U(y)
T (t)
}
> Q(x, y)min
{
1, e
U(x)−U(y)
T (t)
}
= M1,t(x, y).
Using both item (1) and item (2), item (3) follows readily from (Leisen and Mira, 2008, Theorem 5)
sinceM2,t M1,t and they are both reversible with respect to πT (t). In addition, using (2.1) and
πT (t)(x)M2,t(x, y) =
1
ZT (t)
e−
min{U(x),U(y)}
T (t) Q(x, y)π(x),
πT (t)(x)M1,t(x, y) =
1
ZT (t)
e−
max{U(x),U(y)}
T (t) Q(x, y)π(x),
we have
〈−M2,tf, f〉πT (t) =
1
2
∑
x,y∈X
(f(y)− f(x))2M2,t(x, y)πT (t)(x)
=
1
2ZT (t)
∑
x,y∈X
(f(y)− f(x))2e−min{U(x),U(y)}T (t) Q(x, y)π(x).
Similar expression can be obtained forM1,t. Finally, we prove item (4). It follows easily from item (3)
and the variational principle for spectral gap (2.2). 
2.2. Review on ergodicity of non-homogeneous Markov chains. In this section, we will give a short
detour on various notions of ergodicity of non-homogeneous Markov chains. As the classical simulated
annealing XM1 and its greedy variant XM2 are non-homogeneous Markov chains, these notions of er-
godicity are particularly important in order to properly understand our main results in Section 3. In
particular, we will apply Lemma 2.2, 2.3 and 2.4 below to derive our main results. To keep our notations
consistent with the previous section, we assume a non-homogeneous Markov chain with generator Qt
that depends on time t and Markov semigroup (Ps,t)06s6t on state space X . For any two probability
measures µ and ν on X , we write
||µ− ν||TV := 1
2
∑
x∈X
|µ(x)− ν(x)|
to be the total variation distance between µ and ν. We now recall the notions of strong ergodicity and
weak ergodicity of non-homogeneous Markov chains.
Definition 2.4 (Strong ergodicity and weak ergodicity). Let X = (Xt)t>0 be a non-homogeneous
continuous-time Markov chain with generator Qt and Markov semigroup (Ps,t)06s6t on a finite state
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space X . X is said to be strongly ergodic if there exists a probability measure µ on X such that for all
s > 0, we have
lim
t→∞
sup
x∈X
||Ps,t(x, ·)− µ||TV = 0.
X is said to be weakly ergodic if for all s > 0, we have
lim
t→∞
sup
x,y∈X
||Ps,t(x, ·)− Ps,t(y, ·)||TV = 0.
It is easy to see that strong ergodicity implies weak ergodicity using the triangle inequality of total
variation distance. While Definition 2.4 is perhaps hard to check in practice, we now state a sufficient
condition on the transition rates Qt that leads to weak ergodicity:
Lemma 2.2 (Sufficient condition for weak ergodicity Griffeath (1975)). Let X = (Xt)t>0 be a non-
homogeneous continuous-time Markov chain with generator Qt and Markov semigroup (Ps,t)06s6t on a
finite state space X . For x 6= y ∈ X , let
βx,y(t) := Qt(x, y) +Qt(y, x) +
∑
k∈X ; k/∈{x,y}
Qt(x, k) ∧Qt(y, k),
β(t) := min
x 6=y
βx,y(t).
If
∫∞
s
β(t) dt→∞ as s→∞, thenX is weakly ergodic.
In Theorem 3.1 below, we will use the above lemma to prove weak ergodicity for XM2 . In the setting
of classical simulated annealingXM1 , necessary and sufficient conditions for weak ergodicity are known,
see e.g. Miclo (1995).
Similar sufficient condition for strong ergodicity in terms of the transition rates Qt can be found in
Johnson and Isaacson (1988). We now give a sufficient condition for strong ergodicity in terms of the
spectral gap of Qt:
Lemma 2.3 (Sufficient condition for strong ergodicity Gidas (1985)). Let X = (Xt)t>0 be a non-
homogeneous continuous-time Markov chain with generator Qt and Markov semigroup (Ps,t)06s6t on
a finite state space X . Assume that Qt is reversible with respect to a probability measure µt and its
spectral gap is λ2(−Qt). If there exists a function γ(t) and a probability measure µ such that∣∣∣∣dµt(x)dt
∣∣∣∣ 6 γ(t)µt(x), x ∈ X ,∫ ∞
0
λ2(−Qt) dt = ∞,
lim
t→∞
γ(t)
λ2(−Qt) = 0,
lim
t→∞
||µt − µ||TV = 0,
then X is strongly ergodic and converges to µ in total variation distance.
Another notion of ergodicity that we will study is convergence in relative entropy. We write Entν(µ)
to denote the relative entropy of µ with respect to ν, that is,
Entν(µ) :=
∑
x∈X
µ(x) log
(
µ(x)
ν(x)
)
.
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Definition 2.5 (Convergence in relative entropy). Let X = (Xt)t>0 be a non-homogeneous continuous-
time Markov chain with generator Qt and Markov semigroup (Ps,t)06s6t on a finite state space X . Sup-
pose further that the stationary measure of Qt is µt at a fixed t > 0. We say that X converges in relative
entropy if for every x ∈ X ,
lim
t→∞
Entµt(P0,t(x, ·)) = 0.
Note that convergence in relative entropy of the classical simulated annealing XM1 are discussed
in Del Moral and Miclo (1999); Miclo (1992). We now state a sufficient condition for convergence in
relative entropy in the setting of XM1 and XM2:
Lemma 2.4 (Sufficient condition for convergence in relative entropy Del Moral and Miclo (1999); Miclo
(1992)). For i = 1, 2, let XMi = (XMit )t>0 be the non-homogeneous continuous-time Markov chain
introduced in Definition 2.1 and 2.2 with generator Mi,t and Markov semigroup (P
Mi
s,t )06s6t on a finite
state space X , where Mi,t are both reversible with respect to πT (t). If there exists a constant R > 0, a
function aT (t) and the cooling schedule is selected such that for x ∈ X ,
d
dt
EntπT (t)(P
Mi
0,t (x, ·)) 6 −a−1T (t)EntπT (t)(PMi0,t (x, ·)) +R
∣∣∣∣ ddtT (t)
∣∣∣∣ 1T (t)2 ,∫ ∞
0
a−1T (t) dt = ∞,
lim
t→∞
∣∣∣∣ ddtT (t)
∣∣∣∣ aT (t)T (t)2 = 0,
then XMi converges in relative entropy, i.e. for x ∈ X ,
lim
t→∞
EntπT (t)(P
Mi
0,t (x, ·)) = 0.
We remark that the proof of Lemma 2.3 and Lemma 2.4 are very similar: the conditions in these
lemmas guarantee that, for some functions g, h and differentiable function f that satisfy
d
dt
f(t) 6 −g(t)f(t) + h(t),
∫ ∞
0
g(t) dt = ∞, lim
t→∞
h(t)
g(t)
= 0,
then limt→∞ f(t) = 0. Another related remark is that log-Sobolev inequalities are used in Miclo (1992)
to establish the result in Lemma 2.4.
3. MAIN RESULTS
This section contains the main results of this paper. We provide four category of main results:
• In Theorem 3.1, we prove weak ergodicity of XM2 under general cooling schedule and mild
conditions on Q.
• In Theorem 3.2, we discuss strong ergodicity and convergence in relative entropy of XM2 under
logarithmic cooling. In some cases depending on U and Q, we provide convergence guarantee
under faster than logarithmic cooling in Theorem 3.3 and Theorem 3.4.
• In additional to the asymptotic convergence results forXM2 , we provide finite-time convergence
estimates for XM2 in Corollary 3.1.
• In Theorem 3.5, we show that XM2 escapes from local minimum under general cooling.
The proof of these results will be presented in Section 4. Our first result states that XM2 is weakly
ergodic provided that some conditions on the proposal generator Q are satisfied:
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Theorem 3.1 (Weak ergodicity of XM2 under general cooling). Let XM2 be the greedy variant intro-
duced in Definition 2.2, and recall that Q is the (reversible) generator of the proposal chain. If there
exists a reference state x0 such that
min
x∈X ,x 6=x0
Q(x, x0) > 0,(3.1)
then XM2 is weakly ergodic under any cooling schedule T (t) that decreases to 0 as t→∞.
Remark 3.1. (3.1) means there is a reference state x0 which is reachable from any other state. One can
easily find examples of Q that satisfy (3.1). In the following, we list a few well-known examples that
fulfill the criteria:
(1) The class of reversibleQ such that its off-digonal entries are all strictly positive, e.g. the generator
associated with the random walk on the complete graph.
(2) The generator for Metropolised independent sampling Liu (1996) also satisfies this assumption,
where we recall that in this setting we take Q = P − I , P (x, y) = µ(y) for some probability
measure µ and I is the identity matrix.
(3) The optimal reversible generator that minimizes the worst-case asymptotic variance Frigessi et al.
(1992). See also Chen et al. (2012); Huang et al. (2018) for latest development in this direction.
Weak ergodicity ofXM2 implies that the greedy variant tends to lose track of its initial state in the long
run under any cooling schedule. Before we proceed to discuss strong ergodicity ofXM2 , we introduce a
few parameters that will play a fundamental role in the cooling schedule. Similar to Holley and Stroock
(1988); Ingrassia (1994); Löwe (1996), we say that a path from x to y is any sequence of points starting
from x0 = x, x1, x2, . . . , xn = y such that Q(xi−1, xi) > 0 for i = 1, 2, . . . , n. Irreducibility of Q
guarantees such path exists for any x 6= y. Let Γx,y denote the set of paths from x to y, and elements
of Γx,y are denoted by γ = (γi)
n
i=0. If the value of U(x) are considered as the elevation at x, then the
highest elevation along a path γ ∈ Γx,y is Elev1(γ) = max{U(γi); γi ∈ γ}, and the lowest possible
highest elevation along any path from x to y is
H1(x, y) := min{Elev1(γ); γ ∈ Γx,y}.
As we shall see later, it turns out that the natural counterpart of Elev1(γ) and H1(x, y) are Elev2(γ) and
H2(x, y) respectively:
Elev2(γ) := max{U(γi−1) ∧ U(γi); γi ∈ γ, i = 1, 2, . . . , n},
H2(x, y) := min{Elev2(γ); γ ∈ Γx,y}.
We also write
Umin := {x ∈ X ; U(x) = min
y
U(y)},
πmin(x) :=


π(x)
π(Umin)
, if x ∈ Umin,
0, if x /∈ Umin.
R := max
x
U(x)−min
x
U(x),(3.2)
K := π(Umin)
−1 − 1, B := min
x∈Ucmin
U(x)−min
x
U(x).(3.3)
Two states x and y are said to be equivalent if there exists a path γx,y = (γx,yi )
n
i=0 of constant energy
from x to y, that is, U(γx,yi ) = U(γ
x,y
i+1) for i = 0, . . . , n − 1. A point x is said to be a local minimum
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either if the set {y ∈ X ; U(y) < U(x)} is empty (in such a case x is a point of global minimum) or for
each y with U(y) < U(x) and for each path γx,y = Γx,y, there exists z ∈ γx,y such that U(z) > U(x).
With these notations in mind, the two hill-climbing parameters that we are interested in are
cM1 = cM1(Q,U) := max
x,y∈X
{H1(x, y)− U(x)− U(y)},(3.4)
cM2 = cM2(Q,U) := max
x,y∈X
{H2(x, y)− U(x)− U(y)}.(3.5)
We now state a few basic properties regarding these two constants:
Proposition 3.1 (Comparison and characterizations of cM1 and cM2). Suppose that cMi are defined as in
(3.4) and (3.5) for i = 1, 2. We have
(1) cM1 > cM2 . In particular, when U does not have repeated values, cM1 > cM2 .
(2) cM1 > −miny U(y). In particular, if we assumeminy U(y) = 0 then cM1 > 0.
(3) (cM2 can be negative) For x 6= y ∈ X , we write sx,y to be the second largest element along the
path γx,y that achieves the lowest elevationH1(x, y), that is,
Ux,ymax := {w ∈ γx,y; U(w) = Elev1(γx,y) = H1(x, y)}
sx,y :=
{
max{U(w); w ∈ γx,y\Ux,ymax}, if |Ux,ymax| = 1,
Elev1(γ
x,y) = H1(x, y), if |Ux,ymax| > 1.
If sx,y 6 U(x) + U(y), then cM2 6 0.
(4) (Characterization of negative cM2) Assume that miny U(y) = 0 and U does not have repeated
values, then cM2 < 0 if and only if cM1 = 0 if and only if U has 1 local minimum (up to
equivalence).
(5) In the setting of Theorem 3.1 and assume that miny U(y) = 0, we have cM2 6 0.
Intuitively speaking, cM1 is the minimal elevation to climb from a local minimum to a global minimum,
while cM2 is bounded above by the second largest hill to climb along any path from x to y. To gain a
better understanding of these two parameters, we plot four graphs in Figure 1 as a simple illustration.
In Figure 1, U is a one-dimensional function consisting only of crosses on the graph, and we take the
proposal chainQ to be a birth-death process that explores neighbouring points on the left or on the right.
Recall that for cooling schedule of the form T (t) =
cM1 + ǫ
log(t+ 1)
, ǫ > 0, Gidas (1985); Holley and Stroock
(1988) shows the strong ergodicity of XM1 . As we will see in the next result below, cM2 plays a similar
role as that of cM1 in the cooling schedule. We split our ergodicity results into two cases according to
whether cM2 > 0 or cM2 6 0. We first look at the case cM2 > 0:
Theorem 3.2 (Strong ergodicity of XM2 and convergence in relative entropy under logarithmic cooling
and cM2 > 0). Let X
M2 be the greedy variant introduced in Definition 2.2, and suppose that cM2 > 0.
Under the logarithmic cooling schedule of the form
T (t) =
cM2 + ǫ
log(t + 1)
,
where ǫ > 0, then XM2 is
(1) strongly ergodic and converges to πmin in total variation distance in the sense of Definition 2.4;
(2) converges in relative entropy in the sense of Definition 2.5. Note that this implies item (1) by the
Pinsker’s inequality.
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0
(a) cM1 > cM2 > 0
0
(b) cM1 = cM2 > 0
0
(c) cM1 > cM2 = 0
0
(d) cM1 = 0 > cM2
Figure 1. Illustration of cM1 and cM2 in different situations. We assume that U is one-dimensional
consisting of crosses on the graph, and Q is a birth-death process that only explore neighbouring
points on the left or on the right.
Thus, the greedy variant XM2 converges at a faster logarithmic cooling compared to XM1 , and the
speed-up depends on the difference cM1 − cM2 .
At first glance, it is perhaps hard to see the reason why cM2 appears in the cooling schedule for X
M2
while cM1 is the corresponding constant forX
M1 . The reason becomes clear when one looks at the proof
of Theorem 3.2: it relies crucially on a spectral gap lower bound ofM2,t, where the difference between
cM1 and cM2 follows from the difference between the quadratic form of M1,t and M2,t in Lemma 2.1.
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This observation also leads us to the second case when cM2 6 0. In such case, the spectral gap ofM2,t
is uniformly bounded away from 0 for all t > 0, and so one expect that faster than logarithmic cooling
should work for XM2 in this regime. Situations Our next two results tell us that it is indeed the case:
Theorem 3.3 (Strong ergodicity of XM2 under faster than logarithmic cooling and cM2 6 0). Let X
M2
be the greedy variant introduced in Definition 2.2, and suppose that cM2 6 0. If the cooling schedule
satisfies
lim
t→∞
(
d
dt
T (t)
)
e
cM2
T (t)
T (t)2
= 0,(3.6)
then XM2 is strongly ergodic and converges to πmin in total variation distance in the sense of Definition
2.4. If cM2 = 0, examples of fast cooling schedule that satisfy (3.6) are
(1) (power law cooling) T (t) = (t+ 1)−α, where α ∈ (0, 1).
(2) (powers of logarithmic cooling) T (t) = (log(t+ 1))−k, where k > 1.
(3) T (t) = (t+ 1)−α (log(t+ 1))−1, where α ∈ (0, 1).
If cM2 < 0, examples of fast cooling schedule that satisfy (3.6), in addition to those listed above, are
(4) (exponential cooling) T (t) = e−t.
(5) (power law cooling) T (t) = (t+ 1)−α, where α > 0.
Note that all these examples are faster than logarithmic cooling in the sense that limt→∞ T (t) log(t +
1) = 0.
Theorem 3.4 (Convergence in relative entropy ofXM2 under faster than logarithmic cooling and cM2 6 0).
Let XM2 be the greedy variant introduced in Definition 2.2, and suppose that cM2 6 0. If the cooling
schedule satisfies ∫ ∞
0
(1 + 1/T (t))−1 exp{−cM2/T (t)} dt = ∞,(3.7)
lim
t→∞
∣∣∣∣ ddtT (t)
∣∣∣∣ exp{cM2/T (t)}T (t)2 + T (t)3 = 0,(3.8)
then XM2 converges in relative entropy in the sense of Definition 2.5. If cM2 = 0, an example of fast
cooling schedule that satisfies (3.7) and (3.8) is
(1) (power law cooling) T (t) = (t+ 1)−α, where α ∈ (0, 1).
If cM2 < 0, an example of fast cooling schedule that satisfies (3.7) and (3.8), in addition to those listed
above, is
(2) (exponential cooling) T (t) = e−t.
Note that all these examples are faster than logarithmic cooling in the sense that limt→∞ T (t) log(t +
1) = 0.
Note that the speed-up of the proposed variant is most prominent in the case when cM1 > 0 while
cM2 6 0, see for instance the cases in Figure 1c and Figure 1d. When cM1 > 0, the convergence
guarantee ofXM1 is given by the logarithmic cooling
cM1
log(t+ 1)
,
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while for XM2 one can apply a fast and non-logarithmic cooling schedule as mentioned in Theorem 3.3
and Theorem 3.4. On the other hand, the convergence guarantee of XM2 reduces to that of XM1 in the
case cM1 = cM2 > 0 (see for example Figure 1b).
While the previous two main results are asymptotic in nature and concerns about long-time conver-
gence in total variation and in relative entropy, in our next result we analyze finite-time behaviour of
XM2 . This is in fact a simple corollary from the general result in Deuschel and Mazza (1994) for non-
homogeneous Markov chains:
Corollary 3.1 (Finite-time convergence estimate ofXM2). Let XM2 be the greedy variant introduced in
Definition 2.2. If cM2 > 0, then under the logarithmic cooling schedule of the form
T (t) =
cM2
log(ρt + 1)
,
where
ρ :=
2cM2A
3R
and we recall R,K,B are defined in (3.2) and (3.3) and A is defined in Lemma 4.1. The finite-time
estimate is then
Px(X
M2
t /∈ Umin) 6 5K(ρt+ 1)
− B
cM2 +
(
π(x)−1 − 1)1/2K1/2(ρt+ 1)−R+B/2cM2 .(3.9)
Remark 3.2. Recall that in Deuschel and Mazza (1994), under the cooling schedule
T1(t) =
cM1
log(ρ1t + 1)
, ρ1 :=
2cM1A
3R
,
we have
Px(X
M1
t /∈ Umin) 6 5K(ρ1t+ 1)
− B
cM2 +
(
π(x)−1 − 1)1/2K1/2(ρ1t+ 1)−R+B/2cM1 .(3.10)
Since T1(t) is non-decreasing in cM1 and cM1 > cM2 by Proposition 3.1, the upper bound in (3.9) is less
than or equal to that of (3.10). Thus we have a tighter estimate on the finite-time performance of XM2 .
There are simple examples in the literature which demonstrate XM1 can get stuck at local mini-
mum and does not converge to Umin under fast cooling, see e.g. (Brémaud, 1999, Example 8.10) and
(Häggström, 2002, Example 13.4). As a result, one possible concern forXM2 under fast cooling is that it
may exhibit similar behaviour asXM1 and get trapped at a local minimum as the temperature cools down
quickly. Our next result shows that such concern is not valid. Let us now introduce a few notations:
N(x) := {y ∈ X ; Q(x, y) > 0},
U locmin := {x ∈ X ; U(y) > U(x), y ∈ N(x)},
δ := min{U(y)− U(x); x ∈ U locmin, y ∈ N(x)}.
Here N(x) is the neighbourhood of x induced by the proposal generator Q and U locmin is the set of local
minimum of U . If all local minima are strict local minima, then δ > 0.
Theorem 3.5 (XM2 effectively escapes local minimum while XM1 may get trapped under fast cooling).
For i = 1, 2, let XMi = (XMit )t>0 be the non-homogeneous continuous-time Markov chain introduced
in Definition 2.1 and 2.2 with generatorMi,t, proposal generatorQ and target function U . Suppose that
x ∈ U locmin and under any cooling schedule,
Px(X
M2
t = x ∀t > 0) = lim
t→∞
e−(
∑
y 6=xQ(x,y))t = 0.(3.11)
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If δ > 0 (e.g. all local minima are strict) and under cooling schedule of the form
T (t) =
δ − ǫ
log(t + 1)
,
where ǫ > 0 such that δ > ǫ, then
Px(X
M1
t = x ∀t > 0) > 0.(3.12)
4. PROOF OF THE MAIN RESULTS
In this section we prove the main results presented in Section 3.
4.1. Proof of Theorem 3.1. To prove Theorem 3.1, our plan is to invoke Lemma 2.2, where we takeQt
in that lemma to be the greedy variantM2,t. Precisely, for any x 6= y ∈ X we have
βx,y(t) = M2,t(x, y) +M2,t(y, x) +
∑
k∈X ; k/∈{x,y}
M2,t(x, k) ∧M2,t(y, k),
M2,t(x, y) = Q(x, y)max
{
1, e
U(x)−U(y)
T (t)
}
> Q(x, y).
If x0 /∈ {x, y}, then
βx,y(t) >M2,t(x, x0) ∧M2,t(y, x0) > Q(x, x0) ∧Q(y, x0) > min
x∈X ,x 6=x0
Q(x, x0).
If x0 ∈ {x, y}, then without loss of generality assume y = x0 and so we have
βx,y(t) >M2,t(x, x0) > Q(x, x0) > min
x∈X ,x 6=x0
Q(x, x0).
As a result
β(t) = min
x 6=y
βx,y(t) > min
x∈X ,x 6=x0
Q(x, x0),
and so for every s > 0,
∫∞
s
β(t) dt = ∞.Weak ergodicity of XM2 thus follows from Lemma 2.2.
4.2. Proof of Proposition 3.1. We first prove item (1). Fix x 6= y ∈ X . Along a path γx,y = (γx,yi )ni=1
that achieves the lowest elevation, we have
H1(x, y) = Elev1(γ
x,y)
= max{U(γx,yi ); γx,yi ∈ γx,y}
> max{U(γx,yi−1) ∧ U(γx,yi ); γx,yi ∈ γx,y, i = 1, 2, . . . , n} = Elev2(γx,y) > H2(x, y).
Desired result follows from substracting both sides by U(x) + U(y) and taking maximum over all x 6=
y. In particular, when U does not have repeated values, then the first inequality above becomes strict
inequality. To see item (2), first we note that cM1 is attained at some x and y0 ∈ Umin according to
Holley and Stroock (1988). For any γ ∈ Γx,y0 , using the definition of elevation we note that
Elev1(γ) > U(x),
and so
cM1 = H1(x, y0)− U(x)− U(y0) > −U(y0) = −min
y
U(y).
Next, we prove item (3), which can be seen from the observation that
H2(x, y) 6 Elev2(γ
x,y) 6 sx,y.
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We now prove item (4). The equivalence between cM1 = 0 and U having only 1 local minimum up to
equivalence is proved in (Ingrassia, 1994, Proposition 3.1). When U only has 1 local minimum and U
does not have repeated values, then using item (1) we have cM2 < cM1 = 0. To prove the other direction,
assume the contrary that we have cM2 < 0 and cM1 > 0. Without loss of generality, assume that y is a
global minimum and we find a path γx,y that attains cM1 > 0, and we thus have
max
i
U(γx,yi ) > U(x).
On the other hand, since cM2 < 0, along this selected path we have
U(x) ∧ U(γx,y2 ) 6 max
i>1
U (γx,yi ) ∧ U
(
γx,yi+1
)
< U(x),
and we have U(γx,y2 ) < U(x). Consider the path (γ
x,y
i )
n
i=2:
max
i>2
U(γx,yi )− U(γx,y2 ) > cM1 = max
i>1
U(γx,yi )− U(x),
which contradicts the definition of cM1 . Thus we have cM1 = 0. Using (Ingrassia, 1994, Proposition 3.1)
again, U only has 1 local minimum up to equivalence.
Finally, we prove item (5). Assume that the pair (x, y) attains cM2 in the sense that cM2 = H2(x, y)−
U(x), by considering the path from x to the reference state x0 then to y, we then have
H2(x, y) 6 U(x) ∧ U(x0),
and so cM2 6 0.
4.3. Proof of Theorem 3.2. In this proof, without loss of generality we assume miny U(y) = 0. In
Subsection 4.3.1, we prove Theorem 3.2 item (1), while in Subsection 4.3.2, we prove Theorem 3.2 item
(2).
4.3.1. Proof of Theorem 3.2 item (1). Assume for now that we have the following spectral gap lower
bound forM2,t. We will return to its proof at the end of this Subsection.
Lemma 4.1. [Spectral gap estimate forM2,t] There is a constant A > 0 such that for t > 0,
λ2(−M2,t) > A exp
{
− cM2
T (t)
}
,
where we recall that cM2 is defined in (3.5).
Our plan is to invoke Lemma 2.3 by taking
Qt = M2,t, µt = πT (t), T (t) =
cM2 + ǫ
log(t+ 1)
,
γ(t) = −
(
d
dt
T (t)
)
1
T (t)2
(max
y
U(y)−min
y
U(y)) =
1
(cM2 + ǫ)(t + 1)
(max
y
U(y)−min
y
U(y)),
where the form of γ(t) follows from (Gidas, 1985, equation (2.18)). Using Lemma 4.1 twice leads to∫ ∞
0
λ2(−M2,t) dt >
∫ ∞
0
A exp
{
− cM2
T (t)
}
dt
= A
∫ ∞
0
(t+ 1)
−
cM2
cM2
+ǫ dt
> A
∫ ∞
0
1
t + 1
dt = ∞,
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lim
t→∞
γ(t)
λ2(−M2,t) 6
A(maxy U(y)−miny U(y))
cM2 + ǫ
lim
t→∞
1
(t+ 1)
ǫ
cM2
+ǫ
= 0.
It is also well-known that
lim
t→∞
||πT (t) − πmin||TV = 0.
(This holds for any cooling schedule T (t) that are positive and decreases to 0 as t → ∞, see e.g.
(Brémaud, 1999, Chapter 8 Example 8.6).) It remains for us to prove Lemma 4.1.
Proof of Lemma 4.1. Our proof follows the same strategy as in (Holley and Stroock, 1988, Lemma 2.7)
and (Löwe, 1996, Theorem 2.1), except that now we are analyzing M2,t with quadratic form given in
Lemma 2.1 a. In view of the variational formula (2.2), we will prove that for all f ∈ ℓ2(πT (t)) with
πT (t)(f) = 0,
〈−M2,tf, f〉πT (t)
〈f, f〉πT (t)
> A exp
{
− cM2
T (t)
}
.
For x, y ∈ X , we pick γx,y that achieves Elev2(γx,y) = H2(x, y). Let n(x, y) be the length of the path
γx,y, and define
N := max
x,y∈X
n(x, y).
For z, w ∈ X , we denote the indicator function χz,w to be
χz,w(x, y) =
{
1, for some 0 6 i < n(x, y), γx,yi = z, γ
x,y
i+1 = w,
0, otherwise.
Let α(x, y) := π(x)Q(x, y). Reversibility ofQ impliesα is symmetric. If α(z, w) = 0, thenχz,w(x, y) =
0 for all x, y. In the following we take χz,w(x, y)/α(z, w) = 0 if χz,w(x, y) = 0. We see that
2〈f, f〉πT (t) =
∑
x,y
(f(y)− f(x))2πT (t)(x)πT (t)(y)
=
∑
x,y

n(x,y)∑
i=1
f(γx,yi )− f(γx,yi−1)


2
πT (t)(x)πT (t)(y)
6
∑
x,y
n(x, y)
n(x,y)∑
i=1
(f(γx,yi )− f(γx,yi−1))2πT (t)(x)πT (t)(y)
6 N
∑
x,y
∑
w,z
χz,w(x, y)(f(z)− f(w))2
(
α(z, w)/ZT (t)
)
e−
min{U(z),U(w)}
T (t)
πT (t)(x)πT (t)(y)ZT (t)
α(z, w)e−
min{U(z),U(w)}
T (t)
6 N
(
max
z,w
∑
x,y
χz,w(x, y)
πT (t)(x)πT (t)(y)ZT (t)
α(z, w)e−
min{U(z),U(w)}
T (t)
)
×
∑
z,w
(f(z)− f(w))2 (α(z, w)/ZT (t)) e−min{U(z),U(w)}T (t)
= 2N
(
max
z,w
∑
x,y
χz,w(x, y)
πT (t)(x)πT (t)(y)ZT (t)
α(z, w)e−
min{U(z),U(w)}
T (t)
)
〈−M2,tf, f〉πT (t)
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where the first inequality follows from Cauchy-Schwartz inequality, the second inequality follows from
n(x, y) 6 N , and the last equality follows from the quadratic form given in Lemma 2.1. Now note that
χz,w(x, y)
πT (t)(x)πT (t)(y)ZT (t)
α(z, w)e−
min{U(z),U(w)}
T (t)
=
χz,w(x, y)
α(z, w)
π(x)π(y)
ZT (t)
e
min{U(z),U(w)}−U(x)−U(y)
T (t)
6 exp
{
cM2
T (t)
}
χz,w(x, y)
α(z, w)
π(x)π(y)
π(Umin)
.
Desired result follows by taking
A−1 = N
(
max
z,w
∑
x,y
χz,w(x, y)
α(z, w)
π(x)π(y)
π(Umin)
)
.

4.3.2. Proof of Theorem 3.2 item (2). Our plan is to invoke Lemma 2.4 and identify the appropriate
aT (t). The spectral gap estimate ofM2,t in Lemma 4.1 will again play a crucial role. First, we compute
d
dt
EntπT (t)
(
PM20,t (x, ·)
)
=
∑
y
(
log
(
PM20,t (x, y)
πT (t)(y)
)
d
dt
PM20,t (x, y)−
PM20,t (x, y)
πT (t)(y)
d
dt
πT (t)(y)
)
.(4.1)
Using the Kolmogorov forward equation we see that
d
dt
PM20,t (x, y) =
∑
k
PM20,t (x, k)M2,t(k, y)
=
∑
k 6=y
M2,t(k, y)P
M2
0,t (x, k)−
∑
k 6=y
PM20,t (x, y)M2,t(y, k)
=
∑
k 6=y
πT (t)(k)M2,t(k, y)
(
PM20,t (x, k)
πT (t)(k)
− P
M2
0,t (x, y)
πT (t)(y)
)
=
∑
k 6=y
πT (t)(k)M2,t(k, y) (f(k)− f(y)) ,
where in the last equality we let
f(k) :=
PM20,t (x, k)
πT (t)(k)
.(4.2)
Substituting these back into (4.1) yields
d
dt
EntπT (t)
(
PM20,t (x, ·)
)
=
∑
y
log f(y)
∑
k 6=y
πT (t)(k)M2,t(k, y) (f(k)− f(y))−
∑
y
PM20,t (x, y)
πT (t)(y)
d
dt
πT (t)(y).
6 −2C
∑
k,y
πT (t)(k)M2,t(k, y)
(√
f(k)−
√
f(y)
)2
−
∑
y
PM20,t (x, y)
πT (t)(y)
d
dt
πT (t)(y)
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= −4C〈−M2,t
√
f,
√
f〉πT (t) −
∑
y
PM20,t (x, y)
πT (t)(y)
d
dt
πT (t)(y),(4.3)
where the first inequality follows from (Miclo, 1992, Proposition 3) and C is a constant that depends on
the size of X . Now, for this choice of f in (4.2), p ∈ (2,∞) and Lemma 4.1,
||
√
f − π(
√
f)||2ℓp(π) 6 ||
√
f − π(
√
f)||2ℓ2(π) 6
〈−Q√f,√f〉π
λ2(−Q) ,
||
√
f − πT (t)(
√
f)||2ℓ2(πT (t)) 6
〈−M2,t
√
f,
√
f〉πT (t)
λ2(−M2,t) 6 A exp
{
cM2
T (t)
}
〈−M2,t
√
f,
√
f〉πT (t),
whereA is the constant that appears in Lemma 4.1. As a result, equation (3.12) and (3.15) in Holley and Stroock
(1988) are fulfilled. By (Holley and Stroock, 1988, Theorem 3.21), there is a constantD = D(p, cM2, λ2(−Q),maxy U(y)−
miny U(y)) <∞ such that
〈−M2,t
√
f,
√
f〉πT (t) >
(1 + 1/T (t))−1 exp{−cM2/T (t)}
D
EntπT (t)
(
PM20,t (x, ·)
)
.(4.4)
Combining (4.4) and (4.3) yields
d
dt
EntπT (t)
(
PM20,t (x, ·)
)
6 −4C(1 + 1/T (t))
−1 exp{−cM2/T (t)}
D
EntπT (t)
(
PM20,t (x, ·)
)
+ (max
y
U(y)−min
y
U(y))
∣∣∣∣ ddtT (t)
∣∣∣∣ 1T (t)2 ,
where the second term follows from (Gidas, 1985, equation 2.18). This is exactly the form presented in
Lemma 2.4 with the choice of
aT (t) =
D(1 + 1/T (t)) exp{cM2/T (t)}
4C
, R = max
y
U(y)−min
y
U(y).
Under the logarithmic cooling schedule of the form T (t) =
cM2 + ǫ
log(t+ 1)
, we calculate that∫ ∞
0
a−1T (t) dt >
4C
D
∫ ∞
0
cM2 + ǫ
cM2 + ǫ+ log(t+ 1)
1
t+ 1
dt = ∞.
lim
t→∞
∣∣∣∣ ddtT (t)
∣∣∣∣ aT (t)T (t)2 = limt→∞ D(cM2 + ǫ+ log(t+ 1))
4C(cM2 + ǫ)
2(t+ 1)
1+
cM2
cM2
+ǫ
= 0
Desired result follows from Lemma 2.4.
4.4. Proof of Theorem 3.3. Similar to Subsection 4.3.1, our plan is to invoke Lemma 2.3 by taking
Qt = M2,t, µt = πT (t),
γ(t) = −
(
d
dt
T (t)
)
1
T (t)2
(max
y
U(y)−min
y
U(y)) =
1
(cM2 + ǫ)(t + 1)
(max
y
U(y)−min
y
U(y)),
Using Lemma 4.1 leads to ∫ ∞
0
λ2(−M2,t) dt >
∫ ∞
0
A exp
{
− cM2
T (t)
}
dt
> A
∫ ∞
0
1 dt
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= ∞,
where we use the assumption that cM2 6 0 in the second inequality above. It remains to check
lim
t→∞
γ(t)
λ2(−M2,t) 6 −A
−1(max
y
U(y)−min
y
U(y)) lim
t→∞
(
d
dt
T (t)
)
e
cM2
T (t)
T (t)2
= 0,
where we use again Lemma 4.1 in the first inequality, and the equality follows from the assumption on
the cooling schedule (3.6). We proceed to show the cooling schedules proposed satisfy (3.6):
(1) T (t) = (t+ 1)−α
lim
t→∞
(
d
dt
T (t)
)
1
T (t)2
= lim
t→∞
−α
(1 + t)1−α
= 0.
(2) T (t) = (log(t+ 1))−k
lim
t→∞
(
d
dt
T (t)
)
1
T (t)2
= lim
t→∞
−k(log(t+ 1))k−1
t+ 1
= 0.
(3) T (t) = (t+ 1)−α (log(t+ 1))−1
lim
t→∞
(
d
dt
T (t)
)
1
T (t)2
= lim
t→∞
− 1
(1 + t)1−α
− α log(t+ 1)
(1 + t)1−α
= 0.
(4) T (t) = e−t
lim
t→∞
(
d
dt
T (t)
)
e
cM2
T (t)
T (t)2
= lim
t→∞
−etecM2et = 0,
where we use cM2 < 0 in the last equality.
(5) T (t) = (t+ 1)−α
lim
t→∞
(
d
dt
T (t)
)
e
cM2
T (t)
T (t)2
= lim
t→∞
−α(t + 1)α−1ecM2(t+1)α = 0,
where we use cM2 < 0 in the last equality.
4.5. Proof of Theorem 3.4. Our proof follows from the proof of Theorem 3.2 item (2) in Subsection
4.3.2. Recall that we have showed
d
dt
EntπT (t)
(
PM20,t (x, ·)
)
6 −a−1T (t)EntπT (t)
(
PM20,t (x, ·)
)
+R
∣∣∣∣ ddtT (t)
∣∣∣∣ 1T (t)2 ,
aT (t) =
D(1 + 1/T (t)) exp{cM2/T (t)}
4C
, R = max
y
U(y)−min
y
U(y).
Equations (3.7) and (3.8) lead to∫ ∞
0
a−1T (t) dt = ∞, limt→∞
∣∣∣∣ ddtT (t)
∣∣∣∣ aT (t)T (t)2 = 0.
Desired result follows from Lemma 2.4. We proceed to show the cooling schedules proposed satisfy
(3.7) and (3.8):
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(1) T (t) = (t+ 1)−α, α ∈ (0, 1),∫ ∞
0
(1 + 1/T (t))−1 exp{−cM2/T (t)} dt =
∫ ∞
0
1
1 + (1 + t)α
dt >
∫ ∞
0
1
2 + t
dt = ∞,
lim
t→∞
∣∣∣∣ ddtT (t)
∣∣∣∣ exp{cM2/T (t)}T (t)2 + T (t)3 = limt→∞ α(1 + t)1−α + (1 + t)1−2α = 0,
(2) T (t) = e−t
First, we note that the integrand
(1 + 1/T (t))−1 exp{−cM2/T (t)} =
e−cM2e
t
1 + et
→∞ as t→∞,
where we use cM2 < 0. As a result,∫ ∞
0
(1 + 1/T (t))−1 exp{−cM2/T (t)} dt = ∞,
lim
t→∞
∣∣∣∣ ddtT (t)
∣∣∣∣ exp{cM2/T (t)}T (t)2 + T (t)3 = limt→∞ e
cM2e
t
e−t + e−2t
= 0.
4.6. Proof of Corollary 3.1. The result follows immediately from applying (Deuschel and Mazza, 1994,
Corollary 2.2.8), once we check the conditions there are satisfied. (Deuschel and Mazza, 1994, Equation
(2.2.2)) is satisfied with ourR, while (Deuschel and Mazza, 1994, Equation (2.2.6)) is satisfied with our
K and B, see also (Deuschel and Mazza, 1994, Example 3.1.9). Finally, (Deuschel and Mazza, 1994,
Equation (2.2.1)) is fulfilled in view of our spectral gap lower bound in Lemma 4.1.
4.7. Proof of Theorem 3.5. We first prove (3.11). When x ∈ U locmin, then (U(x) − U(y))+ = 0 for
y ∈ N(x), and so by the definition ofM2,s in Definition 2.2 we have, for s > 0,
M2,s(x, y) = Q(x, y),
M2,s(x, x) = −
∑
y 6=x
Q(x, y),
where we note that the right hand side of these two equations are independent of s. According to
(van Dijk, 1992, equation (2.6))
Px(X
M2
s = x ∀s ∈ [0, t]) = exp
{∫ t
0
M2,s(x, x) ds
}
= exp
{
−
∑
y 6=x
Q(x, y)t
}
.
Taking t → ∞ gives (3.11). Next, we prove (3.12). Using the definition of δ > 0 and M1,t, we see that
for x ∈ U locmin, y ∈ N(x),
M1,s(x, y) 6 e
− δ
T (s)Q(x, y),
M1,s(x, x) > −
∑
y 6=x
e−
δ
T (s)Q(x, y).
It follows again from (van Dijk, 1992, equation (2.6)) that
Px(X
M1
s = x ∀s ∈ [0, t]) = exp
{∫ t
0
M1,s(x, x) ds
}
> exp
{
−
(∑
y 6=x
Q(x, y)
)∫ t
0
e−
δ
T (s) ds
}
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= exp
{
−
(∑
y 6=x
Q(x, y)
)∫ t
0
1
(s+ 1)
δ
δ−ǫ
ds
}
.
Taking t→∞, the equation becomes
Px(X
M1
s = x ∀s > 0) > exp
{
−
(∑
y 6=x
Q(x, y)
)∫ ∞
0
1
(s+ 1)
δ
δ−ǫ
ds
}
> 0,
where we use the fact that
∫∞
0
1
(s+ 1)
δ
δ−ǫ
ds <∞ as
∞∑
k=1
1
k
δ
δ−ǫ
<∞.
5. ALGORITHM TO SIMULATE XM2
The objective of this section is to present an algorithm for simulatingXM2 , relying on the idea of uni-
formization of non-homogeneous continuous-timeMarkov chains. On one hand,XM1 is easy to simulate
by means of acceptance-rejection: the proposal chain Q proposes a move which is accepted according
to certain probability that depends on the target function U and temperature T (t). Such acceptance-
rejection procedure seems to be hard to adapt to the setting ofXM2 , as we are takingmax instead ofmin
in its Definition. As a result, we resort to the idea of uniformization of non-homogeneous Markov chain
as introduced in van Dijk (1992). Roughly speaking, a non-homogeneous continuous-timeMarkov chain
can be thought as a discrete-time non-homogeneous Markov chain time-changed by an associated Pois-
son process. This allows us to simulate XM2 by its discrete-time counterpart and its affiliated Poisson
process. As simulatingXM2 boils down to simulating a non-homogeneous Markov chain, the algorithm
proposed below is one among many possible ways that will serve the purpose.
Suppose that we would like to simulateXM2 = (XM2t )
t1
t=t0 with transition semigroupP
M2 = (PM2s,t )06s6t
on the interval (t0, t1). As we assume the cooling schedule T (t) is decreasing toward 0, by recalling that
R = maxx U(x) − minx U(x) as in (3.2), the transition rate at any given state x and any t ∈ (t0, t1) is
bounded above by
|M2,t(x, x)| 6 e
R
T (t1)
∑
y 6=x
Q(x, y) 6 e
R
T (t1) max
x
|Q(x, x)| =: M.(5.1)
Now, note that
PM2t := I +
1
M
M2,t(5.2)
is a valid reversible (with respect to πT (t)) stochastic matrix. According to (van Dijk, 1992, Theorem
3.1), we have
Theorem 5.1 (Continuous-time non-homogeneousMarkov chain as time-changed discrete-time non-ho-
mogeneous Markov chain).
PM2t0,t1 =
∞∑
k=0
e−(t1−t0)M ((t1 − t0)M)k
k!
∫ t1
t0
. . .
∫ t1
t0
PM2n1 PM2n2 . . .PM2nk dH(n1, . . . , nk),
where dH(n1, . . . , nk) is the density of the order statistics n1 6 n2 6 . . . 6 nk of a k-dimensional
uniform distribution in [t0, t1]× . . .× [t0, t1], and PM2n1 PM2n2 . . .PM2nk is the standard matrix product.
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Algorithm 1: An algorithm to simulate (XM2t )
t1
t=t0 by uniformization
Input: Proposal reversible generator Q, cooling schedule T (t), target function U , an estimate R of
the range of U as in (3.2), an interval (t0, t1) to simulate and an initial state x0
1 CalculateM2,t as in Definition 2.2„M as in (5.1) and PM2t as in (5.2).
2 Sample a number N from the Poisson distribution with mean (t1 − t0)M .
3 Draw N random numbers uniformly distributed on the interval (t0, t1), and sort them in ascending
order. Label them as n1 6 n2 6 . . . 6 nN .
4 for i = 1; i 6 N ; i = i+ 1 do
5 With initial state xi−1, simulate one-step of a Markov chain with matrix PM2ni .
6 Set xi to be the state after one-step.
Output: xN
One obvious drawback in applying the above algorithm is that it requires knowledge on estimating the
range R of the target function U . Such knowledge is not required in simulatingXM1 , which is simply an
acceptance-rejection procedure. Another disadvantage is that it requires simulating a step of the Markov
chain with matrix PM2ni . While it is perhaps feasible with nearest-neighbourhood or single-spin type
proposal chain Q, this step may be computationally expensive when the state space is exponentially
large.
6. EPILOGUE: IS XM2 REALLY AN ACCELERATION?
As emphasized in Section 3, the speed-up of XM2 , in the sense of adapting a faster cooling schedule,
is prominent in the case of cM2 = 0 < cM1 , see Theorem 3.3. As an illustration of this case, we recall
the plot in Figure 1c. In this section, we will mention two shortcomings in usingXM2 .
Perhaps the most important drawback ofXM2 lies in its operations complexitiy. In our analysis so far,
we have yet to consider the number of operations or the number of jumps of the Markov chains needed
to reach a certain level of approximation of the set of global minima. Recall that in Definition 2.2 we
have
M2,t(x, y) = e
|U(x)−U(y)|
T (t) M1,t(x, y).
Up to a fixed time horizon T , in view of the above equation we expect that on average XM2 will jump
much more often (meaning more function evaluations and computations of U) than its counterpartXM1 .
This calls for a more rigorous analysis on the operations complexity of XM2 , and we will leave that as a
future research direction. We now present a simple result comparing the probability of reaching a global
minimum in a finite time t while keeping both XM1 and XM2 to have the same number of jumps. For
i = 1, 2, we write NMi(t) to be the number of jumps up until time t of XMi .
Proposition 6.1. For i = 1, 2, let XMi = (XMit )t>0 be the non-homogeneous continuous-time Markov
chain introduced in Definition 2.1 and 2.2 with generatorMi,t, proposal generator Q, target function U
and cooling schedule Ti(t). For any x, y ∈ X , let k = k(x, y) be the number of steps in the shortest path
from x to y with distinct elements, that is, k = minγ∈Γx,y |γ|, then for any t > 0,
Px
(
XM2(t) = y|NM2(t) = k) > Px (XM1(t) = y|NM1(t) = k) .(6.1)
In particular, this result holds for any x ∈ X and y ∈ Umin.
Proof. We recall the notations introduced in Theorem 5.1. Let
M := e
R
T2(t) max
x
|Q(x, x)|,
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PM2t := I +
1
M
M2,t,
PM1t := I +
1
M
M1,t.
Let γx,y = (γx,yi )
k
i=0 be the shortest path(s) from x to y with distinct elements. In view of Theorem 5.1
and (van Dijk, 1992, Theorem 3.1), we have
Px
(
XM2(t) = y|NM2(t) = k) = ∫ t
0
. . .
∫ t
0
PM2n1 PM2n2 . . .PM2nk (x, y) dH(n1, . . . , nk)
=
∫ t
0
. . .
∫ t
0
∑
γx,y
k∏
i=1
PM2ni (γx,yi−1, γx,yi ) dH(n1, . . . , nk)
>
∫ t
0
. . .
∫ t
0
∑
γx,y
k∏
i=1
PM1ni (γx,yi−1, γx,yi ) dH(n1, . . . , nk)
=
∫ t
0
. . .
∫ t
0
PM1n1 PM1n2 . . .PM1nk (x, y) dH(n1, . . . , nk)
= Px
(
XM1(t) = y|NM1(t) = k) .

Another drawback of XM2 is that the speed-up in the cooling schedule depends on the difference
between the two hill-climbing constants cM1 and cM2 . One can expect that, when the state space X is
large, Figure 1a is the generic case with cM1 and cM2 being close by. The advantage of their difference
may perhaps be washed away by the extra computation time needed byXM2 .
7. CONCLUSION AND FUTURE WORK
In this paper we study a theoretically promising and accelerated variant of simulated annealing that
we call XM2 . This non-homogeneous continuous-time Markov chain enjoys a few desirable properties
compared with its classical counterpart XM1: under general cooling schedule it is weakly ergodic and
escapes from the local minimum in the long run. As for strong ergodicity, we provide convergence
guarantee in the two cases cM2 > 0 and cM2 6 0. In the former case one can adapt a fast logarithmic
cooling, while in the latter case faster than logarithmic cooling are available and the algorithm still
converges to the set of global minima. In additional to these long-run guarantees, we also give finite-
time convergence estimate for XM2 .
As mentioned in the Epilogue in Section 6, although there are a few limitations of XM2 , we believe
this work opens the door for studying new types or variants of classical annealing algorithms. Future
work includes empirical investigation of XM2 , extending XM2 to time-dependent target function Löwe
(1996), incorporating non-reversibility to speed up mixing Bierkens (2016); Chen and Hwang (2013);
Hwang et al. (1993, 2005); Löwe (1997), investigating the analog of XM2 in generalized simulated
annealing by designing the so-called cost function to increase the spectral gap Del Moral and Miclo
(1999), extending the work to more general state space and its connection with the Langevin equa-
tion Andrieu et al. (2001); Chiang et al. (1987); Geman and Hwang (1986), investigating the analogue
of XM2 in piecewise deterministic simulated annealing Monmarché (2016) and analzing the cycle de-
composition and energy landscape of XM2 Trouvé (1996).
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