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RESUMO
Dois me´todos de controle quaˆntico sa˜o aplicados a` dinaˆmica coerente de sis-
temas de dois nı´veis utilizando o campo eletromagne´tico de um laser que
interage com o sistema.
Inicialmente apresentamos uma breve revisa˜o sobre as propriedades gerais
de pulsos de laser ultracurtos, pois o laser e´ a ferramenta de controle mais
utilizada.
Estuda-se detalhadamente a teoria quaˆntica de sistemas de dois e treˆs nı´veis
interagindo com um campo eletromagne´tico monocroma´tico. Ale´m do for-
malismo da func¸a˜o de onda para um sistema quaˆntico fechado, estuda-se o
formalismo da matriz densidade para obtermos a equac¸a˜o nas aproximac¸o˜es
de Born e de Markov comumente usadas para o sistema de dois nı´veis in-
teragindo com um laser. Quando se incluem os efeitos de decoereˆncia e
de dissipac¸a˜o, a dinaˆmica do sistema e´ afetada pelo va´cuo eletromagne´tico
e a dinaˆmica oscilato´ria das populac¸o˜es tem sua amplitude amortecida, de-
caindo exponencialmente com um tempo caracterı´stico da interac¸a˜o do sis-
tema quaˆntico com o ambiente.
Finalmente, implementa-se computacionalmente o procedimento de controle
por ondas contı´nuas seccionado no tempo para um sistema de dois nı´veis.
Controlando a func¸a˜o de onda ou a matriz densidade do sistema quaˆntico,
conseguimos que o valor esperado de um observa´vel (qualquer) siga uma tra-
jeto´ria especı´fica desejada. O controle total e´ conseguido quando ignoramos
os efeitos de decoereˆncia e dissipac¸a˜o. Quando incluı´mos tais efeitos, o con-
trole e´ perdido apo´s certo tempo. Por u´ltimo, implementamos o me´todo de
controle o´timo para um sistema de dois nı´veis. Obtemos um pulso laser ca-
paz de transferir a populac¸a˜o do estado base para o estado excitado. Esta
dissertac¸a˜o discute as caracterı´sticas que teˆm cada um dos me´todos.
Palavras-chave: Pulsos de Femtossegundos, Sistemas de Dois Nı´veis, Sis-
temas de Treˆs Nı´veis, Transfereˆncia de populac¸a˜o, Dissipac¸a˜o, Decoereˆncia,
Controle Quaˆntico.

ABSTRACT
Two methods of quantum control are used to obtain the coherent quantum
dynamics of two-level systems by means of the electromagnetic field of a
laser that interacts with the system.
First, we make a short review of the general properties of laser pulses, which
are an important tool to control quantum systems.
We study, in detail, the quantum theory of two and three-level quantum sys-
tems interacting with a monochromatic electromagnetic field. In addition to
the wave function formalism for a closed quantum system, we also study the
density matrix formalism where the master equation is obtained in the fra-
mework of Born and Markov approximations, commonly used for two-level
systems interacting with a laser. When the effects of decoherence and dissi-
pation are included, the quantum dynamics of the system is affected by the
electromagnetic vacuum and the the populations dynamics are damped.
Finally, we implemented computationally the procedure for piecewise cohe-
rent control in two-level systems. By controlling the wavefunction and den-
sity matrix, we are able to control the expected value of an observable through
a specific trajectory. Total control is achieved when we ignore the effects of
decoherence and dissipation. By including such effects, the control is lost
after some time. Additionally, we applied the optimal control method for a
two-level system, and obtained a laser pulse that is capable of transfering the
population from the ground state to the excited state. The dissertation analy-
ses the characterisitics of each method.
Keywords: Femtosecond pulses, Two Level Systems, Three Level Systems,
Population transfer, Decoherence, Dissipation, Quantum Control.
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1 INTRODUC¸A˜O
O controle de estados quaˆnticos e´ um objetivo almejado por muitos
pesquisadores no campo da fı´sica e quı´mica, pois o domı´nio de tal conheci-
mento tornaria possı´vel manipular as propriedades o´pticas da mate´ria, otimi-
zar reac¸o˜es quı´micas, criar novas mole´culas e novos materiais, entre outras
conquistas. Ale´m disso, manipular a dinaˆmica de estados quaˆnticos coerentes
nos permitiria realizar operac¸o˜es envolvendo lo´gica quaˆntica. Embora a teoria
de controle seja um campo bastante desenvolvido em a´reas como engenharia
mecaˆnica e de automac¸a˜o, no campo das cieˆncias ba´sicas isso na˜o ocorre de-
vido a` natureza quaˆntica das partı´culas fundamentais, ele´trons e a´tomos neste
caso.
A invenc¸a˜o do laser1 de cristal de rubi no inı´cio dos anos 1960, por
Theodore H. Maiman, nos laborato´rios de pesquisa Hughes, gerou uma grande
expectativa, de que esse dispositivo poderia ser utilizado para controlar a
dinaˆmica de estados quaˆnticos. A radiac¸a˜o laser, na regia˜o visı´vel e ultra-
violeta do espectro eletromagne´tico, pode excitar os ele´trons mais externos
de a´tomos e mole´culas. Tais ele´trons de valeˆncia determinam muitas das pro-
priedades da mole´cula, viabilizando o controle da reatividade quı´mica por
meio da radiac¸a˜o laser. Em princı´pio uma ligac¸a˜o quı´mica pode ser cri-
ada ou rompida de forma seletiva se excitarmos a mole´cula com radiac¸a˜o
de comprimento de onda correspondente a` frequeˆncia de vibrac¸a˜o natural
dessa ligac¸a˜o. As primeiras tentativas de executar esta ideia foram feitas
nos anos 1970 (LETOKHOV, 1977; BLOEMBERGEN; YABLONOVITCH,
1978; ZEWAIL, 1980). O procedimento consistiu em ajustar um laser mo-
nocroma´tico a` frequeˆncia caracterı´stica de uma particular ligac¸a˜o quı´mica
em uma mole´cula. Esperava-se que a energia do laser seria absorvida se-
letivamente pelos a´tomos unidos pela ligac¸a˜o e, finalmente, a ligac¸a˜o seria
quebrada. Contudo, foi observado que a distribuic¸a˜o intramolecular da ener-
gia vibracional inicialmente depositada na ligac¸a˜o quı´mica dissipa rapida-
mente essa excitac¸a˜o local e, portanto, impede a quebra da ligac¸a˜o seleci-
onada (BLOEMBERGEN; ZEWAIL, 1984; ELSAESSER; KAISER, 1991;
ZEWAIL, 1996). Como efeito espu´rio, esse processo aumenta rapidamente
a temperatura dos graus de liberdade rovibracionais da mole´cula, da mesma
forma que o aquecimento incoerente, frequentemente tendo por resultado a
quebra das ligac¸o˜es mais fracas, que na˜o e´ o efeito desejado. Consequen-
temente, percebeu-se que na˜o basta ajustar a frequeˆncia do laser para que-
brar a ligac¸a˜o molecular; e´ preciso recorrer ao uso da interfereˆncia quaˆntica
como rota para o controle quaˆntico. Apo´s as tentativas iniciais, novas ideias
1Light Amplification by Stimulated Emission of Radiation.
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surgiram, como o uso de caminhos mu´ltiplos para aumentar a probabilidade
de ocorreˆncia dos processos desejados e minimizar os processos indesejados.
Desde que haja controle suficiente sobre um pulso de luz, a mecaˆnica quaˆntica
preveˆ que e´ possı´vel excitar mole´culas por meio de pulsos laser atrave´s de
duas ou mais trajeto´rias de interfereˆncia, para que as amplitudes de probabili-
dade interfiram construtivamente para o processo desejado e destrutivamente
para os processos indesejados. Simultaneamente, me´todos teo´ricos foram de-
senvolvidos para obter a combinac¸a˜o o´tima de trajeto´rias para controlar um
dado processo quaˆntico e o pulso laser capaz de promover tal dinaˆmica.
A construc¸a˜o de pulsos laser e´ essencial para o controle de estados
quaˆnticos. Com os avanc¸os da tecnologia do laser, particularmente na produc¸a˜o
de pulsos ultracurtos, atualmente ha´ condic¸o˜es te´cnicas de controlar proces-
sos quaˆnticos que ocorrem em intervalos de tempo de ate´ femtossegundos.
Por exemplo, experieˆncias modernas de controle quaˆntico utilizam um u´nico
pulso de durac¸a˜o aproximada de alguns femtossegundos para mudar as o´rbitas
do ele´tron e desse modo alterar as forc¸as que governam o movimento dos
nu´cleos, podendo determinar o resultado de um processo quı´mico. A forma
do pulso e´ definida utilizando-se um efeito fı´sico baseado na relac¸a˜o de in-
certeza tempo-largura de banda. O pulso e´ inicialmente separado em suas
componentes croma´ticas, cada qual e´ modificada pela passagem atrave´s de
um filtro e depois recombinadas para formar um pulso laser complexo, que
excita as o´rbitas de interesse.
Va´rias abordagens para o controle de mole´culas usando interfereˆncia
de ondas em sistemas quaˆnticos teˆm sido propostas e desenvolvidas, a seguir
destacamos algumas delas.
CONTROLE PUMP-DUMP
Na de´cada de 1980, Tannor e colaboradores (TANNOR; RICE, 1985;
TANNOR; KOSLOFF; RICE, 1986) propuseram um me´todo para controlar
seletivamente reac¸o˜es quı´micas intramoleculares, usando dois pulsos laser
sucessivos de durac¸a˜o de femtossegundos, com um atraso de tempo ajusta´vel
entre eles. O primeiro pulso laser de bombeio (pump) gera um pacote de esta-
dos vibracionais em uma superfı´cie excitada de energia potencial da mole´cula.
Apo´s a excitac¸a˜o inicial o pacote de ondas evolui livremente, ate´ que um se-
gundo pulso de descarte (dump) transfere a populac¸a˜o vibracional novamente
a` superfı´cie de energia potencial do estado base, sobre o canal de reac¸a˜o de-
sejado, como e´ mostrado na Fig. (1).
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Figura 1: O me´todo de controle pump dump e suas duas superfı´cies de energia
potencial de uma mole´cula. O pulso de bombeio cria um pacote de onda
dos estados da superfı´cie excitada de energia potencial. Logo vai evoluir
livremente ate´ que o pulso de laser descarte transfere a populac¸a˜o novamente
ate´ a superfı´cie de energia potencial do estado base, resultando assim o canal
de reac¸a˜o desejado.
CONTROLE ATRAVE´S DE INTERFEREˆNCIA DE TRAJETO´RIAS
QUAˆNTICAS
Brumer e Shapiro (BRUMER; SHAPIRO, 1986; SHAPIRO; HEP-
BURN; BRUMER, 1988; BRUMER; SHAPIRO, 1989) identificaram o pa-
pel da interfereˆncia quaˆntica no controle o´ptico de sistemas moleculares e
foram um dos primeiros a perceber a importaˆncia da coereˆncia no controle
quaˆntico, propondo maneiras de utiliza´-la no controle de reac¸o˜es quı´micas.
Eles propuseram usar dois feixes de laser monocroma´ticos, com frequeˆncias
e intensidades fixas, e fases ajusta´veis, para produzir interfereˆncia quaˆntica
entre duas trajeto´rias de reac¸a˜o. A ana´lise teo´rica mostrou que a diferenc¸a
de fase entre os dois campos de laser tornaria possı´vel controlar as frac¸o˜es de
desintegrac¸a˜o em reac¸o˜es moleculares (CHAN; BRUMER; SHAPIRO, 1991;
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CHEN; BRUMER; SHAPIRO, 1993). O me´todo de interfereˆncia quaˆntica
atrave´s de duas trajeto´rias tambe´m pode ser usado para controlar a trans-
fereˆncia de populac¸a˜o entre estados ligados (CHEN; YIN; ELLIOTT, 1990;
CHEN; ELLIOTT, 1990). Resumidamente, esta te´cnica de controle usa dois
estados puros. Um estado inicial discreto |i〉 e outro estado final | f 〉 que pode
estar ligado ao contı´nuo. Ambos esta˜o ligados por duas trajeto´rias o´pticas di-
ferentes de excitac¸a˜o, Trajeto´ria a e Trajeto´ria b, como e´ mostrado na Fig.
2(a).
Figura 2: Modelos do Controle por meio de duas Trajeto´rias de Interfereˆncia
Quaˆntica: a) Duas trajeto´rias de excitac¸a˜o o´ptica, a e b, interferem quando os
campos que produzem as trajeto´rias sa˜o coerentes. b) Trajeto´ria de excitac¸a˜o
o´ptica com 2×2 fo´tons. Dois fo´tons com frequeˆncia ω1 produzem a excitac¸a˜o
atrave´s da trajeto´ria a. Na trajeto´ria b, dois campos sa˜o usados: primeiro o
campo com frequeˆncia ω2 e depois o campo com frequeˆncia ω1. Neste caso,
ω2 = 3ω1, 2ω1 = ω f i e ω2−ω1 = ω f i. c) Trajeto´ria de excitac¸a˜o o´ptica com
3×1 fo´ton. Dois fo´tons do primeiro campo com frequeˆncia ω1 e outro fo´ton
do segundo campo com frequeˆncia ω2 geram a excitac¸a˜o atrave´s da trajeto´ria
a, enquanto que na trajeto´ria b um fo´ton de frequeˆncia ω3 produz a excitac¸a˜o.
A probabilidade de excitac¸a˜o para o estado | f 〉 pela Trajeto´ria a(b) e´
Pa(Pb). Quando as excitac¸o˜es dos campos o´pticos sa˜o coerentes, a probabili-
dade total e´
(Pi→ f )coe = Pa+Pb+Pab cos(∆θ +δ f ), (1.1)
O terceiro termo na Eq. (1.1) ocorre por causa do efeito da interfereˆncia
quaˆntica entre as duas trajeto´rias e permite o controle dos produtos finais. Os
argumentos da func¸a˜o cosseno sa˜o: ∆θ , a diferenc¸a de fase relativa entre os
campos laser que promovem as excitac¸o˜es atrave´s de ambas as Trajeto´rias, e
δ f e´ uma fase que depende dos detalhes das func¸o˜es de onda associadas aos
estados |i〉 e | f 〉, ale´m das especificidades do processo de excitac¸a˜o.
Para este me´todo de controle, o nu´mero de fo´tons absorvidos ao longo
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Figura 3: Configurac¸a˜o tipo Λ para um sistema quaˆntico de treˆs nı´veis. O
pulso laser 1 acopla o estado excitado |e〉 e o estado intermedia´rio |s〉. O
pulso 2 acopla o estado base |g〉 com o estado |s〉.
das duas trajeto´rias deve ser par ou ı´mpar, em ambos os casos, para garantir
que as func¸o˜es de onda excitadas tenham a mesma paridade. Normalmente,
excitac¸o˜es de um e treˆs fo´tons sa˜o consideradas. A Figura 2 ilustra Trajeto´rias
com 1×1 fo´ton (a), 2×2 fo´tons (b) e 3×1 fo´ton (c).
Girard e colaboradores (BLANCHET et al., 1997) discutem teoria e
experieˆncia relacionados ao controle temporal coerente da fotodissociac¸a˜o da
mole´cula de ce´sio (Cs2). Nessa experieˆncia sa˜o usados dois pulsos ideˆnticos
de femtossegundos para promover a superposic¸a˜o de dois pacotes de ondas
vibracionais, no estado eletroˆnico ligante do Cs2. A interfereˆncia quaˆntica
entre eles e´ controlada pelo tempo de atraso entre os pulsos para, assim, con-
trolar a probabilidade de fotodissociac¸a˜o.
CONTROLE PELO EFEITO STIRAP (STIMULATED RAMAN
ADIABATIC PASSAGE)
Em 1980, Bergmann e colaboradores (GAUBATZ et al., 1998; KU-
KLINSKI et al., 1989; GAUBATZ et al., 1990; SHORE et al., 1991) de-
monstraram um me´todo muito eficiente para a transfereˆncia adiaba´tica de
populac¸a˜o entre estados quaˆnticos discretos em a´tomos ou mole´culas. Nesta
abordagem, conhecida como STIRAP (Stimulated Raman Adiabatic Passage),
dois pulsos laser com um tempo de atraso entre ambos (geralmente, de durac¸a˜o
de alguns nanosegundos) sa˜o aplicados a uma configurac¸a˜o de treˆs nı´veis
do tipo Λ. O propo´sito do efeito e´ produzir a transfereˆncia completa de
populac¸a˜o entre os dois nı´veis inferiores, |g〉 e |e〉, na˜o acoplados diretamente
entre si, mas indiretamente acoplados por meio de um estado superior, |s〉,
como indica a Fig. (3).
A sequeˆncia usada no me´todo STIRAP e´ contra-intuitiva, pois o pulso
Stokes que acopla o estado intermedia´rio |s〉 ao estado final |e〉 precede o
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pulso de bombeio que acopla o estado inicial |g〉 ao estado intermedia´rio.
Contudo, para que o efeito de transfereˆncia ocorra os pulsos tambe´m devem
sobrepoˆr-se parcialmente. Os campos ele´tricos do laser devem ser suficien-
temente fortes para gerar muitos ciclos de oscilac¸o˜es de Rabi. A coereˆncia
induzida pelo laser entre os estados quaˆnticos e´ controlada pelo ajuste do
tempo de atraso entre os pulsos, cuidando para que a populac¸a˜o no estado
intermedia´rio permanec¸a quase zero, evitando perdas por decaimentos radi-
ativos e na˜o radiativos. Reviso˜es detalhadas do me´todo STIRAP e te´cnicas
relacionadas a` passagem adiaba´tica podem ser encontradas nas refereˆncias
(BERGMANN; THEUER; SHORE, 1998; VITANOV et al., 2001). Em-
bora a eficieˆncia do me´todo STIRAP em condic¸o˜es ideais seja muito alta,
sua aplicabilidade esta´ restrita ao controle da transfereˆncia de populac¸a˜o en-
tre estados discretos de a´tomos e mole´culas pequenas (mole´culas diatoˆmicas
e triatoˆmicas). Em mole´culas grandes (poliatoˆmicas), a elevada densidade de
estados geralmente arruı´na o efeito de passagem adiaba´tica (BERGMANN;
THEUER; SHORE, 1998; VITANOV et al., 2001).
CONTROLE O´TIMO
Os modelos de controle quaˆntico anteriores fazem uso da interfereˆncia
quaˆntica para controlar os sistemas por meio de pulsos laser. Uma carac-
terı´stica comum a esses me´todos e´ que tentam manipular a evoluc¸a˜o do sis-
tema quaˆntico, controlando apenas um paraˆmetro: a diferenc¸a de fase entre
duas trajeto´rias quaˆnticas produzida pelo tempo de atraso entre os dois pulsos
laser. Embora o controle com u´nico paraˆmetro possa ser eficaz em sistemas
relativamente simples, os sistemas mais complexos exigem um me´todo de
controle mais flexı´vel. Os esquemas de controle por u´nico paraˆmetro foram
generalizados sob o conceito de controle com pulsos laser ultracurtos modela-
dos artificialmente. Rabitz e colaboradores (SHI; RABITZ, 1988; SHI; WO-
ODY; RABITZ, 1988; SHI; RABITZ, 1989; PEIRCE; DAHLEH; RABITZ,
1988), entre outros (KOSLOFF et al., 1989; JAKUBETZ; MANZ; SCH-
REIER, 1990), sugeriram que seria possı´vel orientar a evoluc¸a˜o quaˆntica para
um canal desejado atrave´s da construc¸a˜o e adaptac¸a˜o de um campo ele´trico
dependente do tempo (pulso laser), o qual vai adaptando-se a` dinaˆmica do sis-
tema. Dentre as te´cnicas experimentais de modelamento do pulso laser, um
algoritmo gene´tico pode analisar o estado final do sistema quaˆntico, frente
ao estado final desejado, e realiza alterac¸o˜es no pulso ate´ que este esteja
otimizado, durante aplicac¸o˜es sucessivas. Um pulso laser otimizado pode
ter forma temporal e uma composic¸a˜o espectral complexas. As fases e as
frequeˆncias sa˜o otimizadas para excitar um padra˜o de interfereˆncia entre tra-
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jeto´rias quaˆnticas, para atingir objetivamente a dinaˆmica desejada (SHI; WO-
ODY; RABITZ, 1988; PEIRCE; DAHLEH; RABITZ, 1988).
SOBRE A CONTROLABILIDADE DOS SISTEMAS QUAˆNTICOS
Uma das questo˜es fundamentais do controle quaˆntico e´ avaliar a con-
trolabilidade do sistema. Um sistema quaˆntico e´ controla´vel sob um conjunto
de configurac¸o˜es ou estados, S = {ψ}, se para qualquer par de configurac¸o˜es
ψ1, ψ2 ∈ S existe um controle dependente do tempo ε(·) que pode levar o
sistema desde a configurac¸a˜o inicial ψ1 a` configurac¸a˜o final ψ2 em um tempo
finito T . Aqui, a noc¸a˜o de configurac¸a˜o pode designar o estado do sistema
(ρ), o valor esperado de um observa´vel (Tr[ρΘ]), o operador de evoluc¸a˜o Uˆ
ou o mapa KrausΦ, dependendo do problema de controle. A controlabilidade
de sistemas quaˆnticos fechados com dinaˆmica unita´ria e´ um problema bem es-
tudado (HUANG; TARN; CLARK, 1983; TURINICI; RABITZ, 2003, 2010;
MENDES; MANKO, 2011), mas a controlabilidade de sistemas quaˆnticos
abertos tem sido investigada apenas recentemente (LLOYD; L.VIOLA, 2001;
WU et al., 2007; MENDES, 2009; DIRR et al., 2009).
Segundo a definic¸a˜o proposta por Schirmer et al. (SCHIRMER; FU;
SOLOMON, 2001), um sistema quaˆntico
H =H0+HI , H0 =
N
∑
n=1
En|n〉〈n|, HI =
M
∑
m=1
fm(t)Hm,
e´ completamente controla´vel se cada operador de evoluc¸a˜o Uˆ e´ acessı´vel
desde o operador identidade Iˆ atrave´s da equac¸a˜o de Schro¨dinger para o ope-
rador evoluc¸a˜o temporal
ih¯
∂
∂ t
Uˆ(t, t0) = (H0+HI)Uˆ(t, t0), (1.2)
assegurando assim uma evoluc¸a˜o unita´ria e da´ lugar a um conjunto de estados
acessı´veis atrave´s do operador Uˆ(t, t0).
A evoluc¸a˜o unita´ria preserva o espectro do estado quaˆntico (ou seja,
os autovalores da matriz densidade). Todas as matrizes densidade que teˆm os
mesmos autovalores formam um conjunto de estados unitariamente equiva-
lentes (por exemplo, o conjunto de todos os estados puros). Portanto, em uma
evoluc¸a˜o unita´ria, um sistema quaˆntico pode ser dito controla´vel unicamente
dentro de um conjunto de estados unitariamente equivalentes (SCHIRMER;
SOLOMON; LEAHY, 2002b, 2002a). A controlabilidade da matriz densi-
dade quer dizer que para qualquer par de matrizes unitariamente equivalentes
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ρ1 e ρ2, existe um controle ε(·) que leva do estado inicial ρ1 ao estado final
ρ2 em um tempo finito T . Tem sido demonstrado (SCHIRMER; SOLOMON;
LEAHY, 2002b; ALBERTINI; ALESSANDRO, 2003) que a controlabilidade
da matriz densidade e´ equivalente a` controlabilidade do operador de evoluc¸a˜o.
EXEMPLO: CONTROLABILIDADE TOTAL PARA UM SISTEMA DE
DOIS NI´VEIS
Para mostrar que o sistema de dois nı´veis e´ completamente controla´vel
sob uma interac¸a˜o dipolar entre o laser e o sistema, utilizamos os teoremas
de (RAMAKRISHNA et al., 1995; SCHIRMER; FU; SOLOMON, 2001).
Usando esses teoremas, constro´i-se uma a´lgebra de Lie, L0, de operadores
hermitianos iH0 e iHI que descrevem o sistema. Uma condic¸a˜o necessa´ria e
suficiente para a controlabilidade completa de um sistema quaˆntico com (1.2)
e´ que a a´lgebra de Lie L0 tenha uma dimensa˜o N2. Em particular, o sistema
de dois nı´veis tem uma a´lgebra L0 de dimensa˜o N2 = 22. Para construir L0,
usamos a aproximac¸a˜o proposta em (SCHIRMER; FU; SOLOMON, 2001).
Escrevemos o Hamiltoniano do sistema de dois nı´veis na forma
H =
1
2
h¯(ωg+ωe)Iˆ+
1
2
h¯(ωg−ωe)σz−E(t)dσx,
onde σk sa˜o as matrizes de Pauli com as relac¸o˜es de comutac¸a˜o: [σi,σ j] =
2iεi jkσk. Cria-se uma matriz W , a qual representa a base de L0. Se a dimensa˜o
de W e´ N2 o sistema e´ completamente controla´vel. A matriz W e´ constituı´da
de colunas W:,k, i.e., W =
(
W:,1,W:,2, · · · ,W:,N2
)
. As colunas sa˜o calculadas
da seguinte forma:
• A coluna W:,1 :=H0 usando o Hamiltoniano sem perturbar, i.e., W:,1 =
h¯(ωg,0,0,ωe)†.
• A coluna W:, j :=H j para o Hamiltoniano de interac¸a˜o. Para o sistema
de dois nı´veis W:,2 = (0,E(t)d,E(t)d,0)
†.
• A coluna W:,3 calcula-se atrave´s do comutador entre H0 e H j. Por-
tanto,
W:,3 =(0, h¯ωegE(t)d,−h¯ωegE(t)d,0)†, ondeωeg =ωe−ωg e´ a frequeˆncia
de transic¸a˜o atoˆmica.
• A coluna W:,4 calcula-se apo´s ter adicionado a nova coluna; todos os
comutadores com as colunas precedentes teˆm que ser avaliados e adi-
cionados. Enta˜o,
W:,4 = (2E2(t)d2h¯ωeg,0,0,−2E2(t)d2h¯ωeg)†.
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Assim, a matriz W para o sistema de dois nı´veis e´
W =

h¯ωg 0 0 2E2d2h¯ωeg
0 Ed h¯ωegEd 0
0 Ed −h¯ωegEd 0
h¯ωe 0 0 −2E2d2h¯ωeg
 .
Se ωe 6=−ωg o rank da matriz W e´ N2 = 4 e portanto o sistema e´ completa-
mente controla´vel. Se ωe =−ωg (i.e., ωeg =−2ωg) a matriz W e´
W =

h¯ωg 0 0 −4E2d2h¯ωg
0 Ed −2h¯ωgEd 0
0 Ed 2h¯ωgEd 0
−h¯ωg 0 0 4E2d2h¯ωg
 ,
e o (rank) e´ 
h¯ωg 0 0 −4E2d2h¯ωg
0 Ed −2h¯ωgEd 0
0 Ed 2h¯ωgEd 0
−h¯ωg 0 0 4E2d2h¯ωg

R4→ r1 + r4
R3→ r2− r3

h¯ωg 0 0 −4E2d2h¯ωg
0 Ed −2h¯ωgEd 0
0 0 −4h¯ωgEd 0
0 0 0 0

R2→ 12 r3− r2

h¯ωg 0 0 −4E2d2h¯ωg
0 −Ed 0 0
0 0 −4h¯ωgEd 0
0 0 0 0
 ,
i.e., o (rank) da matriz W e´ N2− 1 = 3 e o sistema e´ na˜o e´ completamente
controla´vel de acordo a` definic¸a˜o. Em outras palavras, a diferenc¸a em ser
controla´vel ou na˜o, depende de seH0 tiver trac¸o zero ou na˜o. O fato descon-
certante na dependeˆncia de H0 sobre a controlabilidade e´ que se temos um
hamiltoniano H0 sem trac¸o, i.e., ωe = −ωg, podemos mudar por um hamil-
tonianoH0 com trac¸o diferente de zero com so´ mudar seus nı´veis de energia,
mas essa mudanc¸a na˜o tem significado fı´sico. Isto pode ser resolvido no caso
de um hamiltoniano H0 para o qual so´ perdemos o controle sobre a fase do
estado, mas isto na˜o e´ relevante no caso da inversa˜o de populac¸a˜o. Assim,
ainda para um hamiltoniano sem trac¸oH0, com ωe =−ωg, existe um campo
laser que leva o sistema de um estado inicial a um nu´mero de ocupac¸a˜o dese-
jado.
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2 PULSOS ELETROMAGNE´TICOS ULTRACURTOS.
O controle coerente de sistemas quaˆnticos deve ocorrer em escalas de
tempo que sa˜o menores que o tempo de decoereˆncia do sistema. Esse tempo
de decoereˆncia depende da interac¸a˜o do sistema quaˆntico com o ambiente, e
das caracterı´sticas deste, por exemplo sua quantidade de graus de liberdade.
De qualquer forma, o tempo de decoereˆncia pode variar desde microssegun-
dos ate´ femtossegundos. Portanto devemos levar em conta a estrutura espec-
tral/temporal dos pulsos eletromagne´ticos ultracurtos que estara˜o interagindo
com os estados quaˆnticos da mate´ria. No caso atoˆmico temos estados dis-
cretos com separac¸a˜o energe´tica da ordem de 1 eV , no entanto a separac¸a˜o
energe´tica diminui e a largura dos nı´veis aumenta com o nu´mero de graus de
liberdade do sistema quaˆntico e com a temperatura. Isso deve ser levado em
conta nos modelos matema´ticos utilizados para controle quaˆntico coerente.
Nesta sec¸a˜o faremos uma ana´lise da estrutura espectral-temporal dos
pulsos eletromagne´ticos.
A dependeˆncia temporal do pulso eletromagne´tico pode ser descrita
por meio de uma oscilac¸a˜o sinusoidal de frequeˆnciaω0, denominada frequeˆncia
portadora, multiplicada por uma func¸a˜o envelope que varia mais lentamente
com o tempo. No´s vamos detalhar o caso do envelope Gaussiano. Nesse caso,
o campo ele´trico e´ escrito como
E(t) = e(−Γt
2+iω0t) = e−at
2
ei(ω0t+bt
2), (2.1)
onde o paraˆmetro complexo Γ ≡ a− ib. A parte imaginaria do paraˆmetro Γ,
b, e´ denominado paraˆmetro chirp 1.
A variac¸a˜o temporal da mudanc¸a da fase do campo ele´trico da Eq.
(2.1) e´
E(t) ∝ exp[i(ω0t+bt2)] = exp[iφtot(t)] (2.2)
e a frequeˆncia instantaˆnea e´ definida como
ωi(t) =
dφtot(t)
dt
. (2.3)
Um pulso Gaussiano e´ chamado um pulso chirped quando sua frequeˆncia
instantaˆnea muda durante a durac¸a˜o do pulso. Na Eq. (2.1), isso implica
em uma variac¸a˜o linear da frequeˆncia instantaˆnea. A Fig. (4) mostra um
pulso Gaussiano forte chirp, onde se observa uma variac¸a˜o considera´vel da
frequeˆncia instantaˆnea dentro do pulso.
1O verbo ingleˆs to chirp significa chilrear, gorjear
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Figura 4: Um pulso Gaussiano chirped.
Para simplificar os ca´lculos, consideremos um pulso sem chirp, i.e.,
b = 0. A largura do pulso Gaussiano, τp, esta´ definida como a largura total a`
meia altura do envelope (FWHM2), (ANTHONY, 1986)
τp =
√
2ln2
a
. (2.4)
Podemos relacionar a largura espectral e a durac¸a˜o de um pulso atrave´s
da transformada de Fourier, no espac¸o da frequeˆncia e a transformada inversa
no tempo, isto e´
E(t) =
1
2pi
∫ ∞
−∞
E(ω)e−iωtdω, (2.5)
E(ω) =
∫ ∞
−∞
E(t)eiωtdt, (2.6)
onde E(ω) representa o campo ele´trico do pulso no domı´nio das frequeˆncias
e E(t) representa e evoluc¸a˜o temporal. Ja´ que as caracterı´sticas temporal e
2Em ingleˆs: Full Width at Half Maximum
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espectral do campo esta˜o relacionadas entre elas atrave´s da transformada de
Fourier, a largura de banda ∆ωp e a durac¸a˜o do pulso τp na˜o podem variar
independentemente uma em relac¸a˜o a` outra. Existe um mı´nimo no produto
entre a largura de banda e a durac¸a˜o do pulso dada por
〈∆t〉 =
∫ ∞
−∞ t|E(t)|2dt∫ ∞
−∞ |E(t)|2dt
, (2.7)
〈∆ω2〉 = −
∫ ∞
∞ ω2|E(ω)|2dω∫ ∞
−∞ |E(ω)|2dω
, (2.8)
e cumprem a desigualdade universal
∆t∆ω ≥ 1
2
. (2.9)
Portanto, vemos que para um pulso de curta durac¸a˜o, temos um espectro de
frequeˆncia grande que descreve o pulso e, ale´m disso, temos um limite para o
produto tempo-largura de frequeˆncia. Nos experimentos, as quantidades mais
fa´ceis de medir sa˜o as larguras FWHM. Assim, a desigualdade e´ usualmente
escrita como
∆ν∆τp ≥ χ, (2.10)
onde ∆ν e ∆τp sa˜o as larguras espectrais e temporais do pulso a` meia altura,
respectivamente. χ e´ um nu´mero o que depende da forma do pulso. A Tabela
1 apresenta os valores de χ para algumas formas de pulsos (RULLIE`RE,
2005).
Para o pulso Gaussiano da Eq. (2.1), com b=0, fazendo a transformada
de Fourier obtemos o campo ele´trico no domı´nio das frequeˆncias, atrave´s da
Eq. (2.6)
E(ω) =
∫ +∞
−∞
cos(ω0t)e−at
2
eiωtdt. (2.11)
Simplificamos o integrando
cos(ω0t)eiωt =
1
2
(
eiω0t + e−iω0t
)
eiωt
=
1
2
ei(ω+ω0)t +
1
2
ei(ω−ω0)t . (2.12)
Por razo˜es pra´ticas, na˜o e´ conveniente usar func¸o˜es que na˜o sa˜o zero para
frequeˆncias negativas (DIELS, 2006), portanto so´ usamos frequeˆncias positi-
vas. Assim tomamos o segundo termo Ω= (ω−ω0) para fazer a integrac¸a˜o.
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Ignorando o termo constante 12 , a Eq. (2.11) torna-se
E(ω) =
∫ ∞
−∞
exp
(−at2+ iΩt)dt
=
∫ ∞
−∞
exp
[
−a
(
t2− iΩt
a
)]
dt
=
∫ ∞
−∞
exp
[
−a
(
t2− iΩt
a
−
(
iΩ
2a
)2
+
(
iΩ
2a
)2)]
dt
= exp
(
−Ω
2
4a
)∫ ∞
−∞
exp
[
−a
(
t− iΩ
2a
)2]
dt.
Fazendo a substituic¸a˜o x =
√
at − i Ω2√a , tal que dt = 1√a dx, e ignorando o
fator constante, temos que
E(ω) =
1√
a
exp
[
− (ω−ω0)
2
4a
]∫ ∞
−∞
e−x
2
dx =
√
pi
a
exp
[
− (ω−ω0)
2
4a
]
≈ exp
[
− (ω−ω0)
2
4a
]
. (2.13)
O FWHM da largura espectral e´ tomada como a separac¸a˜o entre dois tempos,
Forma E(t) χ
Func¸a˜o Gaussiana exp[−(t/t0)2/2] 0.441
Func¸a˜o exponencial exp[−(t/t0)/2] 0.140
Secante hiperbo´lica 1/cosh(t/t0) 0.315
Retaˆngulo — 0.892
Seno cardinal sin2(t/t0)/(t/t0)2 0.336
Func¸a˜o Lorentziana
[
1+(t/t0)2
]−1 0.142
Tabela 1: Valores de χ para algumas formas de pulsos.
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quando a intensidade e´ reduzida a` metade do valor do pico (ANTHONY,
1986)
∆ν =
∆ωp
2pi
=
√
2aln2
pi
. (2.14)
Das Eqs. (2.4) e (2.14), obtemos o resultado do produto tempo-largura espec-
tral para um pulso de forma Gaussiana
∆τp∆ν =
2ln2
pi
≈ 0.441. (2.15)
A Eq. (2.15) mostra o mı´nimo (sem chirp) produto tempo-largura espec-
tral para um pulso Gaussiano. Esse valor depende da forma do pulso. Essa
relac¸a˜o teo´rica mı´nima para o produto largura espectral/temporal chama-se
Transformada Limitada de Fourier.
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3 INTERAC¸O˜ES DE UM A´TOMO DE DOIS NI´VEIS COM UM
CAMPO ELETROMAGNE´TICO CLA´SSICO E AS
OSCILAC¸O˜ES DE RABI.
3.1 MODELO DO A´TOMO DE DOIS NI´VEIS INTERAGINDO COM O
CAMPO ELE´TRICO.
O acoplamento entre o campo eletromagne´tico e o a´tomo e´ fundamen-
tal para entendermos os efeitos de interac¸a˜o mate´ria-radiac¸a˜o. Em especial,
as oscilac¸o˜es de Rabi surgem devido a esse acoplamento. Com o intuito de
compreender tal efeito, consideremos apenas dois estados de um a´tomo, os
quais interagem mais fortemente com o campo eletromagne´tico do laser: |g〉
com energia Eg e |e〉 com energia Ee, onde Ee > Eg, como vemos na Fig. (5).
Essa aproximac¸a˜o, muito utilizada, trata o a´tomo como um sistema de dois
Figura 5: Modelo de um a´tomo de dois nı´veis interagindo com um campo
laser e o va´cuo eletromagne´tico.
nı´veis discretos. Portanto, o estado quaˆntico do a´tomo pode ser descrito como
|ψ(t)〉at = cg(t)|g〉+ ce(t)|e〉, (3.1)
onde cg(t) e ce(t) sa˜o coeficientes complexos arbitra´rios, tal que |cg(t)|2 +
|ce(t)|2 = 1. Sem o efeito do campo do laser, o Hamiltoniano para o a´tomo
isolado e´
H0 = Eg|g〉〈g|+Ee|e〉〈e|. (3.2)
O Hamiltoniano de um a´tomo que interage com o campo do laser deve incluir
um novo termo, V (t),
H =H0+V (t), (3.3)
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que e´ escrito como
V (t) = −d ·E(t) (3.4)
= −(|g〉〈g|+ |e〉〈e|)d(|g〉〈g|+ |e〉〈e|)(E e−iωt + c.c) (3.5)
= −|E |(dge|g〉〈e|+deg|e〉〈g|)
(
e−i(ωt−φ)+ ei(ωt−φ)
)
, (3.6)
onde ω e´ a frequeˆncia do laser e φ sua fase. Pelo momento assumimos um
campo laser monocroma´tico e cla´ssico. A polarizac¸a˜o eˆ e´ suposta linear, por
simplicidade, mas tambe´m pode ser descrita como circular se for necessa´rio.
Os elementos matriciais do momento dipolar ele´trico satisfazem a proprie-
dade dge = d∗eg = 〈g|d|e〉. Temos tambe´m que dgg = dee = 0, que sempre e´
va´lido para interac¸o˜es dipolares. A interac¸a˜o radiac¸a˜o-mate´ria esta´ escrita na
aproximac¸a˜o dipolar. Isto e´, rigorosamente, o campo deve ser escrito como
E(r, t) = E ei(k·r−ωt)+ c.c,
mas localmente podemos fazer a aproximac¸a˜o k · r 1, que e´ va´lida quando
o comprimento de onda e´ muito maior que as dimenso˜es do a´tomo. Escreve-
mos a amplitude do campo laser (vetorial) como E = |E |eiφ e os elementos
do momento dipolar ele´trico como dge = |dge|e−iθ , que inclui a orientac¸a˜o
relativa entre d e E.
Segundo a equac¸a˜o (3.6), o termo de acoplamento radiac¸a˜o-mate´ria
pode ser escrito como
V = −|E |
(
|dge|e−iθσ−+ |dge|eiθσ+
)(
e−i(ωt−φ)+ ei(ωt−φ)
)
= −|E ||dge|
(
e−iωte−i(θ−φ)σ−+ eiωte−i(θ+φ)σ−
+ e−iωtei(θ+φ)σ++ eiωtei(θ−φ)σ+
)
(3.7)
= −h¯ΩR
(
e−iωte−iϕ−σ−+ eiωte−iϕ+σ−
+ e−iωteiϕ+σ++ eiωteiϕ−σ+
)
,
onde definimos os operadores σ− = |g〉〈e|, de decaimento, e σ+ = |e〉〈g|, de
excitac¸a˜o, ϕ− = θ−φ e ϕ+ = θ+φ . A frequeˆncia de Rabi, ΩR = |E ||dge|/h¯,
descreve a dinaˆmica quaˆntica de oscilac¸a˜o do sistema, entre os estados |g〉 e
|e〉, sob a influeˆncia do laser. A evoluc¸a˜o temporal de |ψ(t)〉at e´ descrita pela
equac¸a˜o de Schro¨dinger
ih¯
∂
∂ t
|ψ(t)〉at =H |ψ(t)〉at , (3.8)
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para a qual precisamos de uma condic¸a˜o inicial sobre |ψ(0)〉at . Para obter
a evoluc¸a˜o temporal dos coeficientes, substituı´mos a Eq. (3.1) na Eq. (3.8),
tomamos o produto interno com 〈g| e, separadamente, com 〈e|, de onde obte-
mos as equac¸o˜es para os coeficientes de expansa˜o da func¸a˜o de onda |ψ(t)〉at
i
∂
∂ t
cg(t) = ωgcg(t)−ΩR
(
e−iωte−iϕ− + eiωte−iϕ+
)
ce(t), (3.9)
i
∂
∂ t
ce(t) = ωece(t)−ΩR
(
e−iωteiϕ+ + eiωteiϕ−
)
cg(t). (3.10)
Fazendo as substituic¸o˜es
cg(t) = e−iωgt c˜g(t), (3.11)
ce(t) = e−iωet c˜e(t), (3.12)
que equivale a adotar o quadro de interac¸a˜o, obtemos equac¸o˜es para as novas
amplitudes c˜g(t) e c˜e(t)
∂
∂ t
c˜g(t) = iΩR
(
e−i(ω+ωeg)te−iϕ− + ei(ω−ωeg)te−iϕ+
)
c˜e(t),
∂
∂ t
c˜e(t) = iΩR
(
e−i(ω−ωeg)teiϕ+ + ei(ω+ωeg)teiϕ−
)
c˜g(t),
onde definimos ωeg = ωe−ωg.
Fazendo a aproximac¸a˜o de onda rotante (R.W.A)1 e definindo ∆≡ω−
ωeg como o detuning entre a frequeˆncia do laser e a frequeˆncia de transic¸a˜o
do a´tomo, temos
∂
∂ t
c˜g(t) ' iΩRei∆te−iϕ+ c˜e(t), (3.13)
∂
∂ t
c˜e(t) ' iΩRe−i∆teiϕ+ c˜g(t). (3.14)
Resolvendo o sistema de equac¸o˜es diferenciais, obtemos a evoluc¸a˜o temporal
1A aproximac¸a˜o de onda rotante consiste em desprezar os termos que oscilam muito ra´pido,
ou seja, aqueles que oscilam com frequeˆncias iguais a` soma das frequeˆncias do laser e da
transic¸a˜o do atoˆmica ωeg.
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dos coeficientes de expansa˜o da func¸a˜o de onda no quadro de interac¸a˜o
c˜g(t) = ei
∆
2 t
{
i
ΩR
Ω
e−iϕ sin(Ωt)ce(0)
+
[
cos(Ωt)− i ∆
2Ω
sin(Ωt)
]
cg(0)
}
, (3.15)
c˜e(t) = e−i
∆
2 t
{
i
ΩR
Ω
eiϕ sin(Ωt)cg(0)
+
[
cos(Ωt)+ i
∆
2Ω
sin(Ωt)
]
ce(0)
}
, (3.16)
onde definimosΩ=
√
(ΩR)2+(∆/2)2, como uma frequeˆncia de Rabi efetiva
para um detuning diferente de zero; Ω reduz-se a ΩR quando ∆ = 0. Sem
perda de generalidade escrevemos ϕ+ = ϕ . Tambe´m podemos ver que se
cumpre a condic¸a˜o de normalizac¸a˜o |c˜g(t)|2+ |c˜e(t)|2 = 1, para t ≥ 0.
Claramente vemos que para uma ressonaˆncia exata, i.e., ∆ = 0, as
equac¸o˜es se reduzem a
c˜g(t) = cos(ΩRt)cg(0)+ ie−iϕ sin(ΩRt)ce(0),
c˜e(t) = ieiϕ sin(ΩRt)cg(0)+ cos(ΩRt)ce(0).
A frequeˆncia de Rabi ΩR representa a frequeˆncia de oscilac¸a˜o do sistema
entre seus dois estados sob a influeˆncia do campo laser. Outra quantidade u´til
para caracterizar o estado do sistema atoˆmico e´ a inversa˜o de populac¸a˜o, ou
simplesmente inversa˜o, definida como
Wcl(E , t) = |c˜e(t)|2−|c˜g(t)|2, onde −1≤Wcl ≤ 1, (3.17)
Usando as equac¸o˜es (3.15) e (3.16) temos que
Wcl(E , t) =
1
4Ω2
{(|ce(0)|2−|cg(0)|2)(4Ω2 cos2(Ωt)+ (∆2−4Ω2R)sin2(Ωt))
+4e−iϕce(0)c∗g(0)ΩR
(
∆sin2(Ωt)− iΩsin(2Ωt))+ c.c}
que para ∆= 0 se reduz a
Wcl(E , t)=
(|ce(0)|2−|cg(0)|2)cos(2ΩRt)+i(eiϕcg(0)c∗e(0)− c.c)sin(2ΩRt) .
A notac¸a˜oWcl(E , t) quer dizer que estamos trabalhando com um campo cla´ssico,
sendo E a magnitude do campo.
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3.2 A REPRESENTAC¸A˜O DE FEYNMAN-VERNON-HELLWARTH
(FVH)
Vamos mostrar a vantagem de representar graficamente as interac¸o˜es
de um campo laser interagindo com um a´tomo de dois nı´veis em repouso.
Em um trabalho fundamental Feynman-Vernon-Hellwarth (FEYNMAN; JR.;
HELLWARTH, 1957) demostraram que pode-se fazer uma generalizac¸a˜o so-
bre a esfera de Bloch para qualquer conjunto de sistemas de dois nı´veis que
na˜o esta˜o interagindo entre si, mas que estejam submetidos a uma perturbac¸a˜o
com uma onda eletromagne´tica monocroma´tica. Nessa forma a equac¸a˜o de
Schro¨dinger pode ser escrita como uma equac¸a˜o vetorial em treˆs dimenso˜es,
dr/dt =Ω× r. As componentes do vetor r determinam a func¸a˜o de onda do
sistema quaˆntico de dois nı´veis, ou a matriz densidade para um estado puro
ou misturado, e as componentes de Ω representam a perturbac¸a˜o dependente
do tempo. Tambe´m pode-se fazer uma transformac¸a˜o para o referencial ro-
tante na frequeˆncia do campo laser, para eliminar a dependeˆncia temporal.
Figura 6: Dependeˆncia temporal da populac¸a˜o do estado base |cg(t)|2, do
estado excitado |ce(t)|2 e a inversa˜o de populac¸a˜o |ce(t)|2− |cg(t)|2 para o
a´tomo de dois nı´veis interagindo com o campo laser. Linha vermelha para
∆= 0, linha verde para ∆= 2ΩR e linha azul para ∆= 4ΩR, e t tem unidades
de Ω−1R .
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Originalmente, Feynman et al. fizeram a generalizac¸a˜o usando modelos de
ressonaˆncia magne´tica nuclear para sistemas de spin 1/2, os quais satisfazem
as mesmas equac¸o˜es diferenciais que os sistemas atoˆmicos de dois nı´veis in-
teragindo com um campo laser. Nesse u´ltimo temos, em vez de momento
dipolar magne´tico, um momento dipolar ele´trico e, em vez de um campo
magne´tico, um campo ele´trico. Assim, o comportamento do estado de um
sistema quaˆntico pode ser analisado simplesmente observando como o vetor
r muda sob a ac¸a˜o de Ω.
O estado de um sistema simples pode ser escrito por meio da Eq. (3.1),
com a energia de cada nı´vel escrita como Eg =W− h¯ω0/2 e Ee =W + h¯ω0/2,
onde ω0 e´ a frequeˆncia de transic¸a˜o do sistema e sempre e´ considerada posi-
tiva. Por simplicidade, podemos considerar W = 0.
Geralmente, resolvemos a equac¸a˜o de Schro¨dinger para alguma perturbac¸a˜o
externa sobre o sistema e encontramos a evoluc¸a˜o temporal dos coeficientes
de expansa˜o da Eq. (3.1), e assim calculamos as propriedades que precisamos
do sistema. Lembremos que o Hamiltoniano de um sistema atoˆmico de dois
nı´veis pode ser representado pela matriz de dimensa˜o 2
H =
(
Ee Veg
Vge Eg
)
, (3.18)
onde a interac¸a˜o mate´ria-radiac¸a˜o pode ser escrita como
Veg =−degE(t).
A matriz densidade pode ser escrita, tambe´m, por meio de uma matriz de
dimensa˜o 2
ρ =
(
cec∗e cec∗g
cgc∗e cgc∗g
)
, (3.19)
onde cg e ce sa˜o os coeficientes de expansa˜o da func¸a˜o de onda do sistema
de dois nı´veis 2. Como as matrizes de Pauli formam uma base completa
para o espac¸o das matrizes de dimensa˜o 2 (HAMERMESH, 1989), podemos
expressar o Hamiltoniano e a matriz densidade como uma combinac¸a˜o linear
das matrizes de Pauli. As matrizes σˆ j, onde j = 1,2,3,4, relacionam-se com
2Notemos a ordenac¸a˜o de linhas e colunas na representac¸a˜o do HamiltonianoH e da matriz
densidade ρ , que e´ diferente da sec¸a˜o anterior. Esta ordenac¸a˜o sera´ feita nesta sec¸a˜o para seguir
o formalismo desenvolvido em (FEYNMAN; JR.; HELLWARTH, 1957).
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as matrizes de Pauli da seguinte forma:
σˆ1 = 12
(
0 1
1 0
)
, σˆ2 =
1
2
(
0 −i
i 0
)
,
σˆ3 = 12
(
1 0
0 −1
)
, σˆ4 =
1
2
(
1 0
0 1
)
. (3.20)
Assim, o Hamiltoniano e a matriz densidade podem ser escritos, em
termos das matrizes de Pauli, como:
H = (Vge+Veg)σˆ1+ i(Veg−Vge)σˆ2
+(Ee−Eg)σˆ3+(Ee+Eg)σˆ4, (3.21)
ρ = (cgc∗e + c
∗
gce)σˆ1+ i(c
∗
gce− cgc∗e)σˆ2
+(cec∗e− cgc∗g)σˆ3+(cec∗e + cgc∗g)σˆ4. (3.22)
Substituiremos as Eqs. (3.21) e (3.22) na equac¸a˜o de Liouville-von Neumann:
ih¯
∂
∂ t
ρ = [H ,ρ] . (3.23)
Na Eq. (3.22), vemos que o coeficiente de σ4 e´ a populac¸a˜o eletroˆnica total
do a´tomo e, portanto, e´ independente do tempo ja´ que |cg(t)|2 + |ce(t)|2 = 1.
Calculemos as relac¸o˜es de comutac¸a˜o para as matrizes σ ’s:
[σˆ1, σˆ2] = iσˆ3, [σˆ2, σˆ3] = iσˆ1, [σˆ3, σˆ1] = iσˆ2, (3.24)
[σˆ4, σˆi] = 0 para i = 1,2,3. (3.25)
Portanto, podemos escrever o Hamiltoniano e a matriz densidade unicamente
em termos de σ1, σ2 e σ3 :
H =
Ω1︷ ︸︸ ︷
(Vge+Veg) σˆ1+
Ω2︷ ︸︸ ︷
i(Veg−Vge) σˆ2+
Ω3︷ ︸︸ ︷
(Ee−Eg) σˆ3
ρ = (cgc∗e + c
∗
gce)︸ ︷︷ ︸
r1
σˆ1+ i(c∗gce− cgc∗e)︸ ︷︷ ︸
r2
σˆ2+(cec∗e− cgc∗g)︸ ︷︷ ︸
r3
σˆ3.
Agora, a equac¸a˜o de Liouville-von Neumann torna-se:
ih¯(r˙1σˆ1+ r˙2σˆ2+ r˙3σˆ3) = i(Ω2r3−Ω3r2)σˆ1− i(Ω1r3−Ω3r1)σˆ2
+i(Ω1r2−Ω2r1)σˆ3. (3.26)
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Se definirmos dois vetores tridimensionais
r = (r1,r2,r3), (3.27)
Ω =
1
h¯
(Ω1,Ω2,Ω3), (3.28)
a equac¸a˜o de Liouville-von Neumann 3 pode ser escrita como:
d
dt
r =Ω× r. (3.29)
Note-se que r3 e´ a inversa˜o de populac¸a˜o definida anteriormente, Eq. (15).
Pode-se dizer que a componente z do vetor r e´, portanto, a diferenc¸a de
populac¸a˜o. As componentes x e y sa˜o as polarizac¸o˜es, i.e., a parte real e
imaginaria da coereˆncia da amplitude nos dois nı´veis.
Podemos ver que a Eq. (3.29) pode ser escrita de forma matricial como r˙1r˙2
r˙3
= 1
h¯
 0 −Ω3 Ω2Ω3 0 −Ω1
−Ω2 Ω1 0
 r1r2
r3
 . (3.30)
Esta u´ltima representac¸a˜o tem um inconveniente, pois Ω1 e Ω2 de-
pendem explicitamente do tempo 4. Para um campo laser definido como
anteriormente, i.e., E(t) = E (e−iωt + eiωt), temos da Eq. (3.7), que Veg =
−h¯ΩRe−iϕ+e−iωt , e Vge =−h¯ΩReiϕ+eiωt , onde ϕ+ esta´ definido na sec¸a˜o an-
terior. Portanto
Ω = (−2ΩR cos(ωt+ϕ),−2ΩR sin(ωt+ϕ),ωeg) . (3.31)
A dependeˆncia temporal deΩ pode ser eliminada fazendo uma transformac¸a˜o
em um referencial rotante com a mesma frequeˆncia do campo laser. Para isso,
definimos um novo vetor de populac¸a˜o, r′ = Uˆ−1r, onde
Uˆ =
 cos(ωt) −sin(ωt) 0sin(ωt) cos(ωt) 0
0 0 1
 , Uˆ−1 =
 cos(ωt) sin(ωt) 0−sin(ωt) cos(ωt) 0
0 0 1
 .
(3.32)
3Esta forma de escrever a equac¸a˜o de Liouville-von Neumann e´ possı´vel, u´nica e exclusiva-
mente, quando se esta´ trabalhando com sistemas de dois nı´veis.
4So´ e´ possı´vel usar a Eq.(3.29) quando Ω e´ independente do tempo. Se Ω depende explicita-
mente do tempo, a forma da Eq. (3.29) deve ser modificada (LANDAU, 1994).
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A Eq. (3.29) torna-se em
d
dt
(Uˆr ′) =Ω×Uˆr ′. (3.33)
Expandindo a derivada do lado esquerdo, reorganizando os temos, e multipli-
cando ambos os lados da equac¸a˜o por Uˆ−1, temos
d
dt
r ′ = Uˆ−1ΩUr ′−Uˆ−1 ˙ˆUr ′. (3.34)
Utilizando a forma matricial de Ω na Eq. (3.34) e usando a Eq. (3.32),
temos que r˙′1r˙′2
r˙′3
=
 0 ω−ωeg −2ΩR sinϕ+−(ω−ωeg) 0 2ΩR cosϕ+
2ΩR sinϕ+ −2ΩR cosϕ+ 0
 r′1r′2
r′3
 .
(3.35)
Expressando a Eq. (3.35) na forma de um produto vetorial, obtemos
d
dt
r ′ =Ω′× r ′, (3.36)
onde Ω′ tem componentes
Ω′ = (−2ΩR cosϕ+,−2ΩR sinϕ+,ωeg−ω) . (3.37)
Podemos ver que Ω′ e´ independente do tempo, assim e´ va´lido trabalhar com
a forma vetorial da Eq. (3.36).
A interpretac¸a˜o geome´trica da Eq. (3.36) e´ que o vetor r ′ precessa em
torno da perturbac¸a˜o vetorial Ω′, que e´ ana´loga a` precessa˜o de um momento
magne´tico cla´ssico em um campo magne´tico. Ω′ tem o papel do vetor do
campo magne´tico e r ′ tem o papel do vetor momento dipolar magne´tico. Esta
representac¸a˜o para sistemas quaˆnticos de dois nı´veis e´ chamada ”Representac¸a˜o
Feynman-Vernon-Hellwarth”(FVH). Ela oferece uma visa˜o geome´trica, pela
qual podemos entender o efeito de uma variedade de efeitos de pulsos o´pticos
em sistemas de dois nı´veis.
Por exemplo, uma imagem geome´trica da oscilac¸a˜o de Rabi e´ mos-
trada na Fig. (7). Assumindo que para t = 0 a populac¸a˜o toda esteja no es-
tado base, enta˜o a posic¸a˜o inicial do vetor r ′ e´ (0,0,−1), portanto r ′ aponta na
direc¸a˜o negativa do eixo z. Para um campo que e´ ressonante com a frequeˆncia
de transic¸a˜o atoˆmica do sistema de dois nı´veis, i.e., ω −ωeg = 0, o vetor Ω
aponta na direc¸a˜o positiva de x. A Eq. (3.36) diz que o vetor populac¸a˜o sim-
plesmente vai precessar em torno do eixo x o tempo todo, sobre a superfı´cie
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de uma esfera unita´ria. Esse vetor apontara´ periodicamente na direc¸a˜o do
eixo positivo de z, o qual corresponde a` populac¸a˜o toda no estado excitado.
Se o campo na˜o estiver em ressonaˆncia com a transic¸a˜o atoˆmica do sistema,
o vetor Ω na˜o apontara´ na direc¸a˜o do eixo x, mas numa direc¸a˜o arbitra´ria
sobre o plano x− z. O vetor populac¸a˜o ainda precessa em torno do vetor
Ω′ mas, agora, formando um aˆngulo com o eixo z. Assim, a projec¸a˜o do
vetor populac¸a˜o sobre o eixo z nunca sera´ igual a 1 e, portanto, nunca tere-
mos uma inversa˜o de populac¸a˜o completa. A representac¸a˜o FVH e´ o ana´logo
da representac¸a˜o desenvolvida originalmente por Bloch para a ressonaˆncia
magne´tica nuclear. Tal vetor de estado e´ chamado tambe´m como o “vetor de
Figura 7: Representac¸a˜o geome´trica de FVH fazendo uso do isomorfismo en-
tre um sistema de dois nı´veis e um vetor de estado r ′ que precessa sobre uma
esfera unita´ria. O vetor de estado r ′ precessa em torno de um campo vetorial
Ω′, de acordo com a equac¸a˜o r˙ ′ = Ω× r ′. A componente z do vetor r ′ e´ a
diferenc¸a de populac¸a˜o entre os dois estados quaˆnticos. As componentes x e y
sa˜o as polarizac¸o˜es, i.e., as partes real e imaginaria da coereˆncia da amplitude
nos dois nı´veis, respectivamente. No refereˆncial rotante de frequeˆncia ω , a
componente z do vetor Ω′ e´ o detuning do campo ressonante, e as componen-
tes x e y indicam a amplitude do campo para cada direc¸a˜o, respectivamente.
No referencial rotante, a componente y pode ser escolhida igual a 0 (ja´ que
a fase total do campo e´ irrelevante), a menos que haja uma mudanc¸a na˜o
uniforme na fase do campo durante o processo.
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Bloch” e a esfera como “esfera de Bloch”.
A representac¸a˜o FVH permite visualizar os resultados de sequeˆncias
complicadas de pulsos laser. Um pulso laser que leva o vetor r ′ de (0,0,−1)
ate´ (0,0,1) e´ chamado de “pulso pi” ja´ que o vetor r ′ precessa pi radianos
em torno do campo vetorial Ω′. Outro pulso laser importante e´ o que leva o
vetor de estado de (0,0,−1) ate´ (+1,0,0), chamado de “pulso pi/2”. O estado
representado pelo vetor (+1,0,0) e´ uma superposic¸a˜o coerente do estado base
e do estado excitado do sistema.
3.3 A ESFERA DE BLOCH E A REPRESENTAC¸A˜O GEOME´TRICA DA
EQUAC¸A˜O DE SCHRO¨DINGER PARA SISTEMAS DE DOIS NI´VEIS.
A esfera de Bloch e´ uma representac¸a˜o gra´fica de qualquer estado
quaˆntico de um sistema de dois nı´veis, seja este puro ou estado misturado.
Os coeficientes de expansa˜o, cg e ce, da func¸a˜o de onda determinam as pro-
babilidades das medic¸o˜es nos experimentos na base {|g〉 ↔ | ↑〉, |e〉 ↔ | ↓〉}.
Em particular, a fase entre cg e ce tem um significado fı´sico importante na
mecaˆnica quaˆntica . Os estados | ↑〉 e | ↓〉 representam as projec¸o˜es do spin
sobre qualquer eixo coordenado; no´s escolhemos o eixo z. Dois nu´meros re-
ais, o aˆngulo polar θ e o aˆngulo azimutal ϕ , descrevem a orientac¸a˜o do vetor
de spin nas treˆs dimenso˜es espaciais.
Uma simetria e´ uma transformac¸a˜o que atua sobre um estado do sis-
tema e deixa todas as propriedades dos observa´veis do sistema sem mudar
(HAMERMESH, 1989). Uma simetria pode deixar essas probabilidades sem
mudar (quando rotamos o sistema e o aparelho de medic¸a˜o). A simetria atua
como
|ψ〉 → |ψ ′〉= U|ψ〉,
onde U e´ unita´ria.
Para cada operac¸a˜o sime´trica R que atua sobre nosso sistema, existe
uma transformac¸a˜o unita´ria correspondente U(R). Podemos exigir que a si-
metria cumpra o seguinte: que o resultado de aplicar uma transformac¸a˜o e
logo fazer a evoluca˜o do sistema seja o mesmo que primeiro evoluir o sistema
e logo aplicar a transformac¸a˜o. Em outras palavras, como mostra o diagrama,
o processo e´ comutativo. O operador de evoluc¸a˜o temporal e−iH t/h¯ pode
comutar com a transformac¸a˜o de simetria U(R)
U(R)e−iH t/h¯ = e−iH t/h¯U(R),
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e fazendo uma expansa˜o ate´ ordem linear em t obtemos
U(R)H =H U(R).
Lembremos, da teoria geral das rotac¸o˜es espaciais e do momento angular,
que uma rotac¸a˜o infinitesimal dθ em torno do eixo especificado pelo vetor
unita´rio nˆ = (n1,n2,n3), pode ser expressa como
R(nˆ,dθ) = I− idθ nˆ ·J
h¯
,
onde (J1,J2,J3) sa˜o as componentes do momento angular. Uma rotac¸a˜o finita
pode ser expressada como
R(nˆ,θ) = exp
(
− iθ nˆ ·J
h¯
)
.
As rotac¸o˜es sobre eixos diferentes na˜o comutam. Das propriedades elemen-
tares das rotac¸o˜es, temos as relac¸o˜es de comutac¸a˜o para o momento angular
[Jk,Jl ] = ih¯εklmJm,
onde εklm e´ um tensor totalmente antissime´trico com ε123 = 1, e εklm = 0 se
ha´ ı´ndices repetidos.
A representac¸a˜o irredutı´vel mais simples das rotac¸o˜es e´, em duas di-
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menso˜es, dada pelas matrizes de Pauli
J =
1
2
h¯σ ,
onde
σ x =
(
0 1
1 0
)
,σ y =
(
0 −i
i 0
)
,σ z =
(
1 0
0 −1
)
, (3.38)
As matrizes de Pauli tambe´m tem propriedades de anticomutac¸a˜o
σ kσ l +σ lσ k = 2δkl1.
Assim, podemos ver que (nˆ ·σ )2 = nknlσ kσ l = nknk1 = 1. Fazendo uma
expansa˜o em serie de Taylor, vemos que para uma rotac¸a˜o finita de um aˆngulo
θ sobre alguma direc¸a˜o nˆ, o operador de rotac¸a˜o pode ser escrito, como
U(nˆ,θ) = exp
(
−iθ
2
nˆ ·σ
)
= 1cos
θ
2
− inˆ ·σ sin θ
2
. (3.39)
As matrizes unita´rias 2× 2 mais gerais podem ser escritas na forma da Eq.
(3.39). Enta˜o, podemos obter qualquer estado de spin 1/2 (ou estado de dois
nı´veis) aplicando uma transformac¸a˜o unita´ria que so´ vai realizar uma rotac¸a˜o
do estado inicial.
Uma propriedade peculiar da representac¸a˜o U(nˆ,θ)e´ que uma rotac¸a˜o
de 2pi , sobre qualquer eixo, e´ representado por
U(nˆ,θ = 2pi) =−1.
Enta˜o, a representac¸a˜o do grupo de rotac¸o˜es e´ realmente
U(R1)U(R2) =±U(R1 ◦R2).
Imaginemos que temos uma partı´cula de spin 1/2. A matriz densidade na
forma mais geral pode ser escrita em termos de 4 matrizes, {1,σ x,σ y,σ z},
onde 1 e´ a matriz identidade 2× 2, e σ x,σ y,σ z sa˜o as matrizes de Pauli.
Podemos, ainda, expressar ρ em termos do vetor de Bloch r = (rx,ry,rz)
como
ρ =
1
2
(1+ r ·σ ) = 1
2
(1+ rxσ x+ ryσ y+ rzσ z).
Portanto, a matriz densidade pode ser visualizada na esfera de Bloch, com
o vetor de Bloch. O comprimento do vetor de Bloch esta´ limitado entre
0 ≤ |r| ≤ 1, onde o valor 1 corresponde a estados puros, que esta˜o sobre a
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superfı´cie da esfera de Bloch de raio unita´rio. O valor 0 corresponde a um
estado completamente misturado, ρ = 12 1.
3.4 O TEOREMA ADIABA´TICO QUAˆNTICO
3.4.1 Processo Adiaba´tico
Em um processo adiaba´tico ocorre uma mudanc¸a temporal gradual
nos paraˆmetros do Hamiltoniano do sistema. Ha´ dois tempos caracterı´sticos
relevantes num processo adiaba´tico: Ti, o tempo da dinaˆmica intrı´nseca do
sistema na˜o perturbado (por exemplo, o perı´odo das oscilac¸o˜es de Bohr), e o
tempo externo, Te, durante o qual os paraˆmetros do sistema mudam aprecia-
velmente. Os processos adiaba´ticos sa˜o caracterizados pela condic¸a˜o Te Ti.
A maneira tradicional de tratar um processo adiaba´tico consiste em, primeiro,
resolver o problema (e.g., calcular seus autoestados) com os paraˆmetros exter-
nos fixos e, ao final levar em conta a mudanc¸a dos paraˆmetros com o tempo.
A seguir descrevemos o conteu´do essencial da aproximac¸a˜o adiaba´tica.
Suponhamos que o Hamiltoniano muda gradualmente de uma forma inicial
H i para alguma forma final H f . O teorema adiaba´tico diz que se uma
partı´cula encontra-se inicialmente no ene´simo autoestado de H i, esta per-
manecera´ no ene´simo autoestado deH f .
Inicialmente, consideremos um Hamiltoniano independente do tempo
em que o estado inicial do sistema e´ o ene´simo autoestado, ψn, conforme a
equac¸a˜o de autovalores
H ψn = Enψn, (3.40)
Com a evoluc¸a˜o temporal o sistema deve permanecer no ene´simo autoestado,
so´ mudando por um fator de fase,
Ψn(t) = ψne−iEnt/h¯. (3.41)
Agora, se o Hamiltoniano muda com o tempo, enta˜o os autovetores e os au-
tovalores passam a ser dependentes do tempo
H (t)ψn(t) = En(t)ψn(t), (3.42)
Mas ainda continuam sendo um conjunto ortonormal
〈ψn(t)|ψm(t)〉= δnm, (3.43)
e completo.
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Assim, uma soluc¸a˜o geral da equac¸a˜o de Schro¨dinger dependente do
tempo,
ih¯
∂
∂ t
Ψ(t) =H (t)Ψ(t), (3.44)
pode ser expressa como uma combinac¸a˜o linear dos autovetores ψn
Ψ(t) =∑
n
cn(t)ψn(t)eiθn(t), (3.45)
com
θn(t) =−1h¯
∫ t
0
En(t ′)dt ′. (3.46)
Para demonstrar esse resultado, substituı´mos a Eq. (3.45) na Eq. (3.44)
obtemos
ih¯∑
n
(
c˙nψn+ cnψ˙n+ icnψnθ˙n
)
eiθn =∑
n
cnH ψneiθn . (3.47)
Usando as eqs. (3.42) e (3.46), os dois u´ltimos termos se cancelam e a Eq.
(3.47) torna-se
∑
n
c˙nψneiθn =−∑
n
cnψ˙neiθn . (3.48)
Fazendo o produto interno comψm, e usando a ortonormalidade das autofunc¸o˜es
instantaˆneas, Eq. (3.43), temos
c˙m(t) =−∑
n
cn〈ψm|ψ˙n〉ei(θn−θm). (3.49)
Derivando a Eq. (3.42) em relac¸a˜o ao tempo, temos que
H˙ ψn+H ψ˙n = E˙nψn+Enψ˙n,
e daqui, fazendo de novo o produto interno com ψm
〈ψm|H˙ |ψn〉+ 〈ψm|H |ψ˙n〉= E˙nδmn+En〈ψm|ψ˙n〉. (3.50)
Utilizando a hermiticidade deH , podemos escrever
〈ψm|H |ψ˙n〉= Em〈ψm|ψ˙n〉,
que aplicada a` Eq. (3.50) resulta em
〈ψm|H˙ |ψn〉= (En−Em)〈ψm|ψ˙n〉 (3.51)
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para n 6= m. Substituindo a Eq. (3.51) na Eq. (3.49) conclui-se que
c˙m(t) =−cm〈ψm|ψ˙m〉− ∑
n6=m
cn
〈ψm|H˙ |ψn〉
En−Em e
− ih¯
∫ t
0 [En(t
′)−Em(t ′)]dt ′ . (3.52)
Ate´ aqui, esse desenvolvimento e´ exato. Agora usamos a aproximac¸a˜o
adiaba´tica: assumindo que H˙ e´ extremamente pequeno, tal que o segundo
termo pode ser desprezado, a Eq. (3.52) torna-se
c˙m(t) =−cm(t)〈ψm|ψ˙m〉, (3.53)
cuja soluc¸a˜o e´
cm(t) = cm(0)eiγm(t), (3.54)
onde
γm(t) = i
∫ t
0
〈ψm(t ′)| ∂∂ t ′ψm(t
′)〉dt ′. (3.55)
Em particular, se o sistema comec¸a no ene´simo autoestado, i.e. cm(0) = δmn,
enta˜o a Eq. (3.45) se escrevera´ como
Ψn(t) = eiθn(t)eiγn(t)ψn(t), (3.56)
A func¸a˜o de onda permanecera´ no ene´simo autoestado do Hamiltoniano evoluı´do,
adquirindo duas fases extras.
Como exemplo, vejamos o caso no qual um ele´tron em repouso na
origem, na presenc¸a de um campo magne´tico de magnitude constante B0,
mas cuja orientac¸a˜o gira com velocidade angular constante ω fazendo um
cone de aˆngulo α com a direc¸a˜o zˆ, como mostra a Fig. 8
B(t) = B0 [sinα cos(ωt)xˆ+ sinα sin(ωt)yˆ+ cosα zˆ] . (3.57)
O Hamiltoniano de interac¸a˜o e´
H (t) =
e
m
B ·S = eh¯B0
2m
[sinα cos(ωt)σx+ sinα sin(ωt)σy+ cosασz]
=
h¯ω1
2
(
cosα e−iωt sinα
eiωt sinα −cosα
)
,
com
ω1 =
eB0
m
. (3.58)
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Os autovetores normalizados de H (t), na base dos autoestados de Sz, sa˜o
escritos como
χ+(t) =
[
cos(α/2)
eiωt sin(α/2)
]
(3.59)
e
χ−(t) =
[
e−iωt sin(α/2)
−cos(α/2)
]
, (3.60)
no momento da direc¸a˜o instantaˆnea de B(t). Os autovalores de H (t) sa˜o
independentes do tempo
E+ =
h¯ω1
2
e E− =− h¯ω12 . (3.61)
Vamos supor que o ele´tron comec¸a no autoestado χ+, da direc¸a˜o B(0),
χ(0) =
[
cos(α/2)
sin(α/2)
]
. (3.62)
A soluc¸a˜o exata da Eq. de Schro¨dinger dependente do tempo sera´
χ(t) =
 [cos(λ t/2)− iω1−ωλ sin(λ t/2)]cos(α/2)e−iωt/2[
cos(λ t/2)− iω1+ωλ sin(λ t/2)
]
sin(α/2)eiωt/2
 , (3.63)
Figura 8: Campo magne´tico fazendo um cone com uma velocidade angular
ω .
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onde
λ =
√
ω2+ω21 −2ωω1 cosα. (3.64)
Expressando esta soluc¸a˜o como combinac¸a˜o linear de χ+ e χ−
χ(t) =
[
cos
(
λ t
2
)
− i (ω1−ω cosα)
λ
sin
(
λ t
2
)]
e−iωt/2χ+(t)
+i
[
ω
λ
sinα sin
(
λ t
2
)]
eiωt/2χ−(t).
(3.65)
A probabilidade de transic¸a˜o para o estado χ− na direc¸a˜o instantaˆnea de B e´
|〈χ(t)|χ−(t)〉|2 =
[
ω
λ
sinα sin
(
λ t
2
)]2
. (3.66)
O teorema adiaba´tico diz que a probabilidade dessa transic¸a˜o sera´ nula no
limite Te Ti, onde Te e´ o tempo caracterı´stico para mudanc¸as no Hamiltoni-
ano (neste caso, 1/ω) e Ti e´ o tempo caracterı´stico para mudanc¸as na func¸a˜o
de onda (neste caso, h¯/(E+−E−) = 1/ω1). Enta˜o na aproximac¸a˜o adiaba´tica
ω1 ω . No regime adiaba´tico λ ' ω1, e portanto
|〈χ(t)|χ−(t)〉|2 '
[
ω
λ
sinα sin
(
λ t
2
)]2
→ 0, (3.67)
como espera´vamos. Ao contra´rio, se ω  ω1 enta˜o λ ' ω , e o sistema faz
transic¸o˜es perio´dicas entre os estados χ+ e χ−, como mostra a Fig. 9.
Figura 9: Gra´fico da probabilidade de transic¸a˜o, eq. (3.66), no regime na˜o
adiaba´tico (ω  ω1), e no regime adiaba´tico (ω1 ω).
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4 A´TOMO DE TREˆS NI´VEIS INTERAGINDO COM UM CAMPO
ELETROMAGNE´TICO CLA´SSICO.
4.1 MODELOS PARA UM SISTEMA DE TREˆS NI´VEIS INTERAGINDO
COM O CAMPO ELETROMAGNE´TICO.
O conjunto de nı´veis de energia de um a´tomo (ou mole´cula) consiste
de um nu´mero infinito de estados ligados discretos e de um contı´nuo de nı´veis
que correspondem ao sistema ionizado. Quando um sistema molecular esta´
sujeito a um campo eletromagne´tico composto por muitas frequeˆncias, for-
mando um pulso, diferentes transic¸o˜es atoˆmicas podem estar em ressonaˆncia
com as mu´ltiplas frequeˆncias que compoe˜m o pulso. Como uma generalizac¸a˜o
do modelo de dois nı´veis, vamos considerar um a´tomo de treˆs nı´veis, cujos
estados podem ser representados por |g〉, |e〉 e |s〉. As treˆs configurac¸o˜es
possı´veis para um sistema de treˆs nı´veis podem representadas com generali-
dade pelos modelos escada Ξ, V e Λ, como se veˆ na Fig. (10).
Figura 10: As treˆs configurac¸o˜es possı´veis dos nı´veis de energia de um a´tomo
de treˆs nı´ves: (a) Ξ, (b) V, e (c) Λ, onde (0) e´ o estado |g〉, (1) o estado |e〉, e
(2) o estado |s〉.
• Configurac¸a˜o tipo Ξ:
Na configurac¸a˜o Ξ as transic¸o˜es dipolares permitidas sa˜o |g〉 ↔ |e〉 e
|e〉 ↔ |s〉, com a transic¸a˜o dipolar |g〉 ↔ |s〉 proibida. Na aproximac¸a˜o
dipolar, isso quer dizer que os estados |g〉 e |s〉 teˆm a mesma paridade,
e o estado intermedia´rio |e〉 tem paridade oposta. Portanto, quando um
sistema com tais caracterı´sticas e´ excitado ao estado de energia mais
alta, |s〉, ele deve decair ao estado base |g〉 por meio de uma sequeˆncia
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de emisso˜es em cascata, as quais produzem dois fo´tons de frequeˆncia
ωse e ωeg.
Consideramos o Hamiltoniano
H =H0+V (t), (4.1)
onde H0 e´ o Hamiltoniano do a´tomo isolado e V (t) e´ a interac¸a˜o do
tipo Ξ entre o a´tomo e o campo laser. O Hamiltoniano do a´tomo iso-
lado,H0, pode ser escrito como
H0 = h¯ωgσgg+ h¯ωeσee+ h¯ωsσss, (4.2)
onde σµν = |µ〉〈ν | e´ o operador de projec¸a˜o. O Hamiltoniano de
interac¸a˜o entre o campo laser e o a´tomo pode ser escrito na forma
V (t) =−d · [E1(t)+E2(t)], (4.3)
com as duas componentes E j = {E je−iω jt + c.c}eˆ j do campo total.
Neste caso, escolhemos as frequeˆncias ω j e/ou as polarizac¸o˜es eˆ j dos
campos de tal forma que o campo E1 interage com o a´tomo produzindo
transic¸o˜es entre |g〉 ↔ |e〉 e o campo E2 entre |e〉 ↔ |s〉.
Por meio de uma generalizac¸a˜o apropriada do Hamiltoniano para um
sistema quaˆntico de dois nı´veis interagindo com um campo laser mo-
nomodo, temos que o Hamiltoniano de interac¸a˜o para o a´tomo de treˆs
nı´veis interagindo com um campo de dois modos, na aproximac¸a˜o da
onda rotante, e´
V (t) =−h¯(Ω1e−iφ1e−iω1tσeg+Ω2e−iφ2e−iω2tσse+H.c.) , (4.4)
onde φ1 e φ2 sa˜o as somas das fases dos momentos dipolares com a
amplitude do campo laser. Ω1 e Ω2 sa˜o as frequeˆncias de Rabi associa-
das aos acoplamentos com os modos do campo laser de frequeˆncia ω1
e ω2, para as transic¸o˜es |g〉 ↔ |e〉 e |e〉 ↔ |s〉, respectivamente.
A func¸a˜o de onda para o sistema de treˆs nı´veis e´
|ψ(t)〉= cg(t)|g〉+ ce(t)|e〉+ cs(t)|s〉, (4.5)
e substituindo na equac¸a˜o de Schro¨dinger, o sistema de equac¸o˜es dife-
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renciais torna-se
c˙g(t) = −iωgcg(t)+ iΩ1eiω1tce(t),
c˙e(t) = −iωece(t)+ iΩ1e−iω1tcg(t)+ iΩ2eiω2tcs(t),
c˙s(t) = −iωscs(t)+ iΩ2e−iω1tce(t).
Fazendo a seguinte substituic¸a˜o para os coeficientes
cg(t) = c′g(t)e
−iωgt ,
ce(t) = c′e(t)e
−i(ωg+ω1)t ,
cs(t) = c′s(t)e
−i(ωg+ω1+ω2)t ,
obtemos o sistema de equac¸o˜es diferenciais
c˙′g(t) = iΩ1c
′
e(t),
c˙′e(t) = i∆1c
′
e(t)+ iΩ1c
′
g(t)+ iΩ2c
′
s(t), (4.6)
c˙′s(t) = i(∆1+∆2)c
′
s(t)+ iΩ2c
′
e(t),
que deixa os coeficientes independentes do tempo para o sistema de
equac¸o˜es diferenciais. Aqui ∆1 = ω1−ωeg e ∆2 = ω2−ωse sa˜o os de-
tunings dos campos para cada transic¸a˜o eletroˆnica correspondente. A
transformac¸a˜o anterior e´ diferente de transformar ao quadro de interac¸a˜o
cµ = c˜µe−iωµ t , mas as duas transformac¸o˜es esta˜o relacionadas na forma
c′g = c˜g, c′e = c˜eei∆1t e c′s = c˜sei(∆1+∆2)t . Portanto, o Hamiltoniano para
a configurac¸a˜o Ξ e´
HΞ =−h¯[∆1σee+(∆1+∆)σss]− h¯[Ω1σeg+Ω2σse+H.c]. (4.7)
Os coeficientes de expansa˜o da func¸a˜o de onda para a configurac¸a˜o Ξ,
particularmente para o caso ressonante, ∆1 = ∆2 = 0, sa˜o
58
c′g(t) =
1(
Ω21+Ω
2
2
) ×{Ω2 [c′g(0)Ω2− c′s(0)Ω1]
+ Ω1
[
c′g(0)Ω1+ c
′
s(0)Ω2
]
cosh
[√
−(Ω21+Ω22)t
]
(4.8)
− ic′e(0)Ω1
√
−(Ω21+Ω22)sinh
[√
−(Ω21+Ω22)t
]}
,
c′e(t) =
e−
√
−(Ω21+Ω22)t
2(Ω21+Ω
2
2)
×
{
−i
[
−1+ e2
√
−(Ω21+Ω22)t
][
c′g(0)Ω1+ c
′
s(0)Ω2
]√−(Ω21+Ω22)
+c′e(0)
[
1+ e2
√
−(Ω21+Ω22)t
][
Ω21+Ω
2
2
]}
, (4.9)
c′s(t) =
1(
Ω21+Ω
2
2
) ×{Ω1 [c′s(0)Ω1− c′g(0)Ω2]
+ Ω2
[
c′g(0)Ω1+ c
′
s(0)Ω2
]
cosh
[√
−(Ω21+Ω22)t
]
(4.10)
− ic′e(0)Ω2
√
−(Ω21+Ω22)sinh
[√
−(Ω21+Ω22)t
]}
.
Assim, a dinaˆmica da populac¸a˜o dos estados para o sistema de treˆs
nı´veis na configurac¸a˜o Ξ e´ mostrada na Fig. (11), onde temos usado os
seguintes valores: c′g(0) = 1, c′e(0) = 0, c′s(0) = 0, Ω1 = 1, Ω2 = 2Ω1
e t esta´ em unidades de Ω−11
• Configurac¸a˜o tipo V:
Na configurac¸a˜o V, o sistema tem um estado base esta´vel, |g〉, e dois
estados excitados, |e〉 e |s〉, com os dois u´ltimos acoplados ao estado
base atrave´s de transic¸o˜es dipolares, mas na˜o entre si. Assim, quando
o sistema esta´ excitado no estado |e〉 ou |s〉, ele pode decair esponta-
neamente ao estado base |g〉 e emitir um fo´ton com frequeˆncia ωeg ou
ωse. O Hamiltoniano para esta configurac¸a˜o tambe´m e´ descrito pela Eq.
(4.3). Como na configurac¸a˜o tipo Ξ, vamos escolher o mesmo tipo de
campo laser com duas frequeˆncias e/ou polarizac¸o˜es, que va˜o gerar as
transic¸o˜es permitidas pelo modelo: E1 para a transic¸a˜o |g〉 ↔ |e〉, e E2
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para a transic¸a˜o |g〉↔ |s〉. Portanto, o Hamiltoniano de interac¸a˜o para a
configurac¸a˜o V, na aproximac¸a˜o de onda rotante e com a generalizac¸a˜o
feita para o caso de um Hamiltoniano de um sistema de dois nı´veis
interagindo com um campo laser monocroma´tico e´
V (t) =−h¯(Ω1e−iφ1e−iω1tσeg+Ω2e−iφ2e−iω2tσsg+H.c) , (4.11)
onde φ1 e φ2 sa˜o as mesmas fases da configurac¸a˜o Ξ, e Ω1 e Ω2 sa˜o as
frequeˆncias de Rabi associadas aos acoplamentos dos modos do campo
laser de frequeˆncia ω1 e ω2 para as transic¸o˜es |g〉 ↔ |e〉 e |g〉 ↔ |s〉,
respectivamente.
Resolvendo a equac¸a˜o de Schro¨dinger obtemos o sistema de equac¸o˜es
diferenciais
c˙g(t) = −iωgcg(t)+ iΩ1eiω1tce(t)+ iΩ2eiω2tcs(t),
c˙e(t) = −iωece(t)+ iΩ1e−iω1tcg(t),
c˙s(t) = −iωscs(t)+ iΩ2e−iω2tcg(t).
Fazendo uma substituic¸a˜o similar ao caso para a configurac¸a˜o Ξ
cg = c′ge
iωgt , ce = c′ee
−i(ωg+ω1)t , cs = c′se
−i(ωg+ω2)t , (4.12)
Figura 11: Populac¸o˜es do estado base |g〉 (azul), estado excitado |e〉 (rosa) e
do estado auxiliar |s〉 (amarela) para a configurac¸a˜o Ξ.
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obtemos o seguinte sistema de equac¸o˜es diferenciais
c˙′g(t) = iΩ1c
′
e(t)+ iΩ2c
′
s(t),
c˙′e(t) = i∆1c
′
e(t)+ iΩ1c
′
g(t), (4.13)
c˙′s(t) = i∆2c
′
s(t)+ iΩ2c
′
g(t),
onde ∆1 =ω1−ωeg e ∆2 =ω2−ωsg sa˜o os detunings dos campos para
cada transic¸a˜o eletroˆnica correspondente. De novo, na transformac¸a˜o
anterior os coeficientes no quadro de interac¸a˜o esta˜o relacionados por
meio de c′g = c˜g, c′e = c˜eei∆1t , c′s = c˜sei∆2t . Assim, o Hamiltoniano para
a configurac¸a˜o V e´
HV =−h¯[∆1σee+∆2σss]− h¯[Ω1σeg+Ω2σsg+H.c]. (4.14)
Os coeficientes de expansa˜o da func¸a˜o de onda para a configurac¸a˜o Ξ,
particularmente para o caso ressonante, sa˜o
c′g(t) =
e−
√
−(Ω21+Ω22)t
2(Ω21+Ω
2
2)
×
{
−i
[
−1+ e2
√
−(Ω21+Ω22)t
][
c′e(0)Ω1+ c
′
s(0)Ω2
]√−(Ω21+Ω22)
+c′g(0)
[
1+ e2
√
−(Ω21+Ω22)t
][
Ω21+Ω
2
2
]}
,
c′e(t) =
1(
Ω21+Ω
2
2
) ×{Ω2 [c′e(0)Ω2− c′s(0)Ω1]
+ Ω1
[
c′e(0)Ω1+ c
′
s(0)Ω2
]
cosh
[√
−(Ω21+Ω22)t
]
− ic′g(0)Ω1
√
−(Ω21+Ω22)sinh
[√
−(Ω21+Ω22)t
]}
,
c′s(t) =
1(
Ω21+Ω
2
2
) ×{Ω1 [c′s(0)Ω1− c′e(0)Ω2]
+ Ω2
[
c′e(0)Ω1+ c
′
s(0)Ω2
]
cosh
[√
−(Ω21+Ω22)t
]
− ic′g(0)Ω2
√
−(Ω21+Ω22)sinh
[√
−(Ω21+Ω22)t
]}
.
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A dinaˆmica da populac¸a˜o para os estados na configurac¸a˜o V e´ mostrado
na Fig. (12), usando os mesmos valores que para a configurac¸a˜o Ξ
Figura 12: Populac¸o˜es do estado base |g〉 (azul), estado excitado |e〉 (rosa) e
do estado auxiliar |s〉 (amarela) para a configurac¸a˜o V .
• Configurac¸a˜o tipo Λ:
A configurac¸a˜o Λ sera´ examinada mais detalhadamente, devido a` sua
importaˆncia. Neste caso, o sistema tem um estado excitado, |e〉, o qual
pode decair espontaneamente para qualquer dos estados de menor ener-
gia, |g〉 ou |s〉. O estado |g〉 e´ um estado esta´vel, enquanto o estado |s〉
e´ um estado metaesta´vel, i.e., com um tempo de vida radiativo relativa-
mente grande. As u´nicas transic¸o˜es dipolares permitidas pelo modelo
sa˜o |e〉 ↔ |g〉 e |e〉 ↔ |s〉. Esta configurac¸a˜o e´ frequentemente cha-
mada de configurac¸a˜o Raman. O Hamiltoniano de interac¸a˜o tambe´m
tem a mesma forma da Eq. (4.3), com as mesmas caracterı´sticas de
frequeˆncia e polarizac¸a˜o para o campo laser em relac¸a˜o a`s transic¸o˜es
permitidas para a configurac¸a˜o tipo Λ. Podemos introduzir o opera-
dor atoˆmico σµν = |µ〉〈ν |, os quais sa˜o os operadores de decaimento
e excitac¸a˜o para sistema de mu´ltiplos nı´veis. O Hamiltoniano para um
sistema de treˆs nı´veis na configurac¸a˜o Λ e´
V (t) =−h(Ω1e−iφ1e−iω1tσeg+Ω2e−iφ2e−iω2tσes+h.c) , (4.15)
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onde φ1 e φ2 sa˜o as somas de fases, como nas configurac¸o˜es anteriores.
Ω1 e Ω2 sa˜o as frequeˆncias de Rabi associadas com os acoplamentos
dos modos do campo laser de frequeˆncia ω1 e ω2, para as transic¸o˜es
|e〉 ↔ |g〉 e |e〉 ↔ |s〉, respectivamente.
Usando a equac¸a˜o de Schro¨dinger para as amplitudes cµ do vetor de
estado do sistema de treˆs nı´veis, Eq. (4.5), obtemos o seguinte sistema
de equac¸o˜es diferenciais
c˙g(t) = −iωgcg(t)+Ω1eiω1tce(t),
c˙e(t) = −iωece(t)+Ω1e−iω1tcg(t)+Ω2e−iω2tcs(t)
c˙s(t) = −iωscs(t)+Ω2eiω2tce(t).
Fazendo a seguinte substituic¸a˜o
cg = c′ge
−iωgt , ce = c′ee
−i(ωg+ω1)t , cs = c′se
−i(ωg+ω1−ω2)t , (4.16)
obtemos o conjunto de equac¸o˜es diferencias
c˙′g(t) = iΩ1c
′
e(t),
c˙′e(t) = i∆1c
′
e(t)+ iΩ1c
′
g(t)+ iΩ2c
′
s(t), (4.17)
c˙′s(t) = i(∆1−∆2)c′s(t)+ iΩ2c′e(t).
A transformac¸a˜o anterior relaciona aos coeficientes do quadro de interac¸a˜o
por meio de c′g = c˜g, c′e = c˜eei∆1t e c′s = c˜sei(∆1−∆2)t . Finalmente, o Ha-
miltoniano para a configurac¸a˜o Λ e´
HΛ =−h¯[∆1σee+(∆1−∆2)σss]− h¯[Ω1σeg+Ω2σes+H.c]. (4.18)
Para esse caso em particular os coeficientes de expansa˜o para a func¸a˜o
de onda sa˜o iguais aos coeficientes (no caso ∆1 = ∆2 = 0) das Eqs.
(4.8), (4.9), (4.10) na configurac¸a˜oΞ. Assim, os gra´ficos para a populac¸a˜o
do estado base, excitado e auxilar sera˜o tambe´m os mesmos que para o
caso da configurac¸a˜o em cascata.
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5 SISTEMA QUAˆNTICO ABERTO
Um sistema quaˆntico S, composto por um a´tomo de dois nı´veis e o
campo eletromagne´tico cla´ssico do laser, na˜o pode ser rigorosamente descrito
como isolado, pois esta´ em contato com o va´cuo eletromagne´tico, que possui
uma quantidade infinita de graus de liberdade e pode ser considerado um re-
servato´rio (sistema R). Portanto o sistema S em contato com R e´ considerado
aberto e o tradicional formalismo da funca˜o de onda na˜o pode ser aplicado
ao conjunto S+R. Por interac¸a˜o com o ambiente R, efeitos de dissipac¸a˜o e
decoereˆncia podem afetar irreversivelmente a func¸a˜o de onda que descreve o
sistema S e, consequentemente, informac¸a˜o sobre o estado quaˆntico de S pode
ser perdida no contato com o ambiente. Um formalismo baseado na equac¸a˜o
mestra, aplicada ao operador densidade ρˆ , e´ normalmente utilizado para des-
crever a dinaˆmica de sistemas quaˆnticos abertos. Nesse caso, toma-se o trac¸o
dos graus de liberdade do reservato´rio para levar em conta sua influeˆncia so-
bre S. Nem sempre e´ possı´vel descrever a interac¸a˜o S+R de maneira exata,
enta˜o supo˜e-se que a interac¸a˜o V SR e´ suficientemente fraca para ser tratada
por meio de teoria de perturbac¸o˜es. A seguir apresentamos os passos para se
obter a equac¸a˜o mestra para o operador densidade reduzido do sistema S.
5.1 OPERADOR DENSIDADE REDUZIDO
Consideremos um sistema quaˆntico pequeno, que denominamos sis-
tema S, o qual esta´ acoplado a um sistema grande que tem infinitos estados
quaˆnticos e vai ser chamado de reservato´rio (R)1. Vamos ter dois Hamiltoni-
anos, um para o sistema S, H S, e outro para o reservato´rio, H R. Tambe´m
vamos considerar a interac¸a˜o entre os dois sistemas, V SR. Portanto o Hamil-
toniano total do sistema e´
H =H S +H R+V SR ≡H 0+V SR. (5.1)
O sistema total S+R (a´tomo interagindo com o campo laser + va´cuo eletro-
magne´tico) esta´ isolado, posto que S e R esta˜o acoplados unicamente entre
si. Portanto, a evoluc¸a˜o do sistema completo e´ unita´ria e assume-se que H
e´ independente do tempo. Assim, a energia total vai ser uma constante de
movimento. Para o tempo t = 0, sabemos que o sistema esta´ em um estado
ρS0 e o reservato´rio em ρ
R
0 . Assumimos que este u´ltimo na˜o vai ser afetado
pela interac¸a˜o V SR, pois o reservato´rio e´ um sistema ta˜o grande que os efei-
1A`s vezes, tambe´m e´ chamado de banho.
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tos sofridos por sua interac¸a˜o com o sistema pequeno sa˜o desprezı´veis. Nosso
interesse e´ encontrar uma equac¸a˜o de movimento para o operador densidade
do sistema pequeno, ρS, que descreva sua dinaˆmica sob influeˆncia do reser-
vato´rio. Costuma-se modelar o reservato´rio como um conjuntos de infinitos
osciladores harmoˆnicos, com seus operadores de criac¸a˜o e aniquilac¸a˜o, b†k
e bk, respectivamente, onde k designa um modo do campo eletromagne´tico
quantizado. Para o caso particular no qual o sistema pequeno tambe´m e´
um oscilador harmoˆnico, os operadores do sistema sa˜o, igualmente, opera-
dores de criac¸a˜o e aniquilac¸a˜o, a† e a. No caso aqui descrito, um a´tomo
de dois nı´veis, temos operadores de decaimento e excitac¸a˜o, σ− e σ+, res-
pectivamente. Seja ρ˜(t) o operador densidade do sistema total no quadro de
interac¸a˜o, sua evoluc¸a˜o esta´ dada pela equac¸a˜o de von Neumann
∂
∂ t
ρ˜(t) =− i
h¯
[V˜ SR(t), ρ˜(t)], (5.2)
onde a dependeˆncia temporal de V˜ SR(t) vem da transformac¸a˜o para o quadro
de interac¸a˜o, V˜ SR(t) = e
i
h¯H0tV SRe−
i
h¯H0t . Para t = 0, ρ˜(0) = ρ0. Quando e´
possı´vel solucionarmos a Eq. (5.2), encontramos ρ˜(t), mas isto na˜o e´ pra-
tica´vel na maioria dos casos. Contudo, o operador densidade do reservato´rio
ρ˜R na˜o sera´ afetado significativamente, portanto e´ suficiente encontrarmos
uma equac¸a˜o de movimento para o operador densidade do sistema ρ˜S, medi-
ante um conjunto de aproximac¸o˜es fundamentais. Com esse fim, definimos o
operador densidade reduzido
ρ˜S ≡ TrR(ρ˜), (5.3)
obtido ao fazermos o trac¸o parcial sobre os graus de liberdade do reservato´rio
do operador densidade total ρ˜(t). Se os operadores densidade na˜o esta˜o aco-
plados, como e´ o caso para t = 0, i.e., ρ0 = ρS0 ⊗ρR0 , temos
TrR(ρ0) = ρS0 TrR(ρ
R
0 ) = ρ
S
0 , (5.4)
que e´ o operador densidade exato para o sistema S. Se fazemos o trac¸o sobre
dois sistemas que esta˜o interagindo, em um tempo t os dois sistemas va˜o
estar emaranhados e quando fazemos o trac¸o sobre R na˜o vamos mais ter um
operador densidade dependendo so´ de varia´veis de S. Lembremos que o valor
esperado de qualquer operadorO que atua so´ sobre S e´ 〈O〉=Tr(ρSO). Ale´m
disso, a equac¸a˜o de movimento para o operador de densidade de S, chamada
tambe´m de equac¸a˜o mestra, e´ uma ferramenta essencial para a derivac¸a˜o das
equac¸o˜es de movimento dos valores esperados desses operadores.
Uma das te´cnicas adotadas e´ a teoria de perturbac¸o˜es, que produz uma
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equac¸a˜o de movimento em se´ries de poteˆncias da interac¸a˜o V˜ SR e pode ser
truncada no termo apropriado. Assim, a Eq. (5.2) torna-se
ρ˜(t) = ρ˜(0)− i
h¯
∫ t
0
dt ′[V˜ (t ′), ρ˜(t ′)]. (5.5)
Substituindo a Eq. (5.5) na Eq (5.2) e fazendo o trac¸o sobre R, temos
∂
∂ t
ρ˜S(t) =− i
h¯
TrR[V˜ SR(t), ρ˜(0)]− 1
h¯2
∫ t
0
dt ′TrR[V˜ SR(t), [V˜ SR(t ′), ρ˜(t ′)]],
(5.6)
que e´ uma expressa˜o exata para ∂t ρ˜S, mesmo depois de fazermos o trac¸o sobre
R, pois ainda na˜o fizemos nenhuma aproximac¸a˜o. Podemos fazer iterac¸o˜es
repetidamente, gerando uma se´rie de poteˆncias da interac¸a˜o V˜ SR, mas isto
na˜o e´ conveniente. Precisamos que a interac¸a˜o seja linear nos operadores do
sistema e do reservato´rio, envolvendo so´ produtos de operadores de R com S.
O operador densidade de R deve ser diagonal em t = 0 , pois representa um
estado de equilı´brio para alguma temperatura. Se na˜o estivesse em equilı´brio,
terı´amos um reservato´rio interagindo com outro sistema de magnitude similar,
mas com uma diferente temperatura, que na˜o e´ o nosso caso. Diante dessas
duas condic¸o˜es, temos que
TrR[V˜ SR, ρ˜(0)] = TrR[V˜ SR,ρS(0)⊗ρR(0)] = 0,
pois quando fazemos o trac¸o sobre R, na representac¸a˜o dos autoestados de
H R (i.e., autoestados de b†kbk), os elementos diagonais dos operadores do re-
servato´rio contidos em V˜ SR, b†k e bk, va˜o desaparecer. Assim, o lado esquerdo
torna-se
∂
∂ t
ρ˜S(t) =− 1
h¯2
∫ t
0
dt ′ TrR[V˜ SR(t), [V˜ SR(t ′), ρ˜(t ′)]]. (5.7)
Como supomos que o reservato´rio e´ um sistema muito grande, no qual a
interac¸a˜o do sistema pequeno pode ser desprezada, podemos escrever o ope-
rador densidade ρ˜(t ′) de maneira aproximada como ρ˜S(t)⊗ρR0 , no comutador
da Eq. (5.7), obtendo portanto
∂
∂ t
ρ˜S(t) =− 1
h¯2
∫ t
0
dt ′ TrR[V˜ SR(t), [V˜ SR(t ′), ρ˜S(t ′)⊗ρR0 ]]. (5.8)
Esta equac¸a˜o relaciona a derivada de ρ˜S(t) com ρ˜S(t ′) em todos os tempos
anteriores t ′ ≤ t. Isto quer dizer que o reservato´rio chega ao equilı´brio em um
curto intervalo de tempo, em comparac¸a˜o com o tempo que ρ˜S(t ′) leva para
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sofrer uma mudanc¸a significativa. Supondo que os tempos de decaimento
do reservato´rio sa˜o suficientemente curtos, consequeˆncia de sua grande (su-
ave) densidade de estados, conclui-se que os termos de correlac¸o˜es da forma
V˜ SR(t)V˜ SR(t ′) e V˜ SR(t ′)V˜ SR(t) sa˜o picos pronunciados em torno de t = t ′.
Assim, podemos substituir t ′ por t em ρ˜S(t ′), que corresponde a` aproximac¸a˜o
de Markov. Temos assim
∂
∂ t
ρ˜S(t) =− 1
h¯2
∫ t
0
dt ′ TrR[V˜ SR(t), [V˜ SR(t ′), ρ˜S(t)⊗ρR0 ]]. (5.9)
A evoluc¸a˜o temporal ainda depende do estado inicial do sistema em
t = 0. Esta dependeˆncia na˜o importa desde que as condic¸o˜es para aproximac¸a˜o
de Markov sejam satisfeitas. Esta dependeˆncia pode ser eliminada fazendo
uma mudanc¸a de varia´vel t ′→ t− t ′ e estendendo o limite de integrac¸a˜o ate´
∞, isto e´
∂
∂ t
ρ˜S(t) =− 1
h¯2
∫ ∞
0
dt ′ TrR[V˜ SR(t), [V˜ SR(t− t ′), ρ˜S(t)⊗ρR0 ]], (5.10)
e essa e´ a equac¸a˜o de Born-Markov. Esta equac¸a˜o envolve duas aproximac¸o˜es:
a aproximac¸a˜o de Born, que consistem em truncar a Eq. (5.5) para levar em
conta apenas o termo na˜o nulo de ordem mais baixa em V˜ SR, e a aproximac¸a˜o
de Markov.
No´s vamos considerar o sistema sendo um a´tomo de dois nı´veis e o
reservato´rio sendo o va´cuo eletromagne´tico. Neste caso, a interac¸a˜o pode ser
escrita na forma
V˜ SR =A ⊗B, (5.11)
onde A eB sa˜o operadores hermitianos para o sistema e o reservato´rio, res-
pectivamente. Assume-se tambe´m que os operadores A e B tem elementos
na matriz diagonal na representac¸a˜o que diagonaliza os respectivos Hamil-
tonianos H S e H R, i.e., a energia dos autoestados. Sejam |i〉, | j〉, · · · , os
autoestados deH S, e suas energias va˜o ser h¯ωi, h¯ω j, · · · ,. Assim, o operador
A pode ser escrito como
A =∑
i j
|i〉〈i|A | j〉〈 j|=∑
i j
Ai j|i〉〈 j| ≡∑
i j
αi j =∑
i j
α†ji, (5.12)
onde os operadores αi j ≡Ai j|i〉〈 j| esta˜o no quadro de Schro¨dinger. Cumpre-
se que
[H S,αi j] = h¯ωi jαi j, [H S,α†i j] =−h¯ωi jα†i j, [H S,α†jiαi j] = 0, (5.13)
onde ωi j ≡ ωi −ω j. Transformando os operadores A e B no quadro de
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interac¸a˜o, temos que
˜A (t) ≡ e ih¯H StA e− ih¯H St =∑
i j
αi jeiωi jt (5.14)
B˜(t) ≡ e ih¯H RtBe− ih¯H Rt =∑
k
β˜k(t), (5.15)
onde explicitamente indica-se a forma do operador B˜(t) como uma soma
sobre todas as frequeˆncias dos modos do reservato´rio
β˜ k(t) = iε k(b
†
ke
iωkt −bke−iωkt), (5.16)
sendo ωk a frequeˆncia de cada modo k. A interac¸a˜o sistema-reservato´rio
V˜ SR(t) pode ser escrita como
V˜ SR(t) = ˜A (t)⊗ B˜(t) =∑
i j
∑
k
e−iω jitαi j⊗ β˜k(t). (5.17)
Como foi suposto que o reservato´rio esta´ sempre em equilı´brio te´rmico, seu
operador densidade e´ diagonal na representac¸a˜o dos autoestados de energia,
e como consequeˆncia temos que
〈β˜k(t)〉R = TrR(β˜k(t)ρR0 ) = 0. (5.18)
Expandido os comutadores da equac¸a˜o mestra (5.10) e substituindo
V˜ (t) e V˜ (t− t ′) pelos operadores αi j e β˜k, temos que
∂
∂ t
ρ˜S(t) = ∑
i j, j′i′
∑
kk′
ei(ω j′i′−ω ji)t
[
Gkk′(ω ji)(αi jρ˜S(t)α j′i′ −α j′i′αi jρ˜S(t))
Gkk′(ω ji)(α j′i′ ρ˜S(t)αi j− ρ˜S(t)αi jα j′i′)
]
, (5.19)
onde Gkk′(ω ji) e Gkk′(ω ji) sa˜o definidos como
Gkk′(ω ji) ≡
1
h¯2
∫ ∞
0
dt ′eiω jit
′〈β˜k′(t)β˜k(t− t ′)〉R, (5.20)
Gkk′(ω ji) ≡
1
h¯2
∫ ∞
0
dt ′eiω jit
′〈β˜k(t− t ′)β˜k′(t)〉R, (5.21)
e 〈·〉R e´ uma notac¸a˜o para TrR(·ρR0 ). Essas quantidades representam as trans-
formadas de Fourier das func¸o˜es de correlac¸a˜o do reservato´rio. Para um re-
servato´rio no estado de equilı´brio, temos [H R,ρR] = 0, e assim, para um
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processo estaciona´rio ∂tρR = 0, implica que
〈β˜k′(t)β˜k(t− t ′)〉R = 〈β˜k′(t ′)β˜k(0)〉R, (5.22)
〈β˜k(t− t ′)β˜k′(t)〉R = 〈β˜k(0)β˜k′(t ′)〉R, (5.23)
i.e., as func¸o˜es de correlac¸a˜o dependem da diferenc¸a do tempo e na˜o da ori-
gem do tempo t.
Lembrando que ω ji e ω j′i′ sa˜o as diferenc¸as de frequeˆncia ω j−ωi e
ω j′ −ωi′ , respectivamente, a aproximac¸a˜o de onda rotante em (5.19) corres-
ponde a manter so´ os termos onde ω ji = ω j′i′ , e apenas quando i = i′ e e
j = j′. Usando a notac¸a˜o
Gi j ≡∑
kk′
Gkk′(ω ji), Gi j ≡∑
kk′
Gkk′(ω ji), (5.24)
onde Gi j e Gi j sa˜o constantes complexas. Portanto a equac¸a˜o mestra (5.19),
pode ser escrita como
∂
∂ t
ρ˜S(t) =∑
i j
[
Gi j(αi jρ˜S(t)α†i j−α†i jαi jρ˜S(t))
+ Gi j(α†i jρ˜
S(t)αi j− ρ˜S(t)αi jα†i j)
]
. (5.25)
5.2 DECAIMENTO ESPONTAˆNEO DE UM A´TOMO DE DOIS NI´VEIS
A equac¸a˜o mestra geral (5.25) pode ser simplificada para ter uma
forma mais transparente quando a natureza exata do sistema e do reservato´rio
sa˜o levados em conta. Um a´tomo de dois nı´veis em contato com va´cuo ele-
tromagne´tico (espac¸o aberto sem fo´tons presentes) e´ um caso de interesse
importante na o´ptica quaˆntica.
O sistema atoˆmico e´ constituı´do por um a´tomo de dois nı´veis com
estados de energia |g〉 e |e〉, referentes ao estado base e ao estado excitado,
respectivamente. O Hamiltoniano dos estados atoˆmicos pode ser escrito como
H A = 12 h¯ωegσz, ondeωeg e´ a frequeˆncia de transic¸a˜o |e〉→ |g〉 e σz = |e〉〈e|−|g〉〈g| e´ um operador atoˆmico.
O Hamiltoniano do reservato´rio e´ escrito comoH R =∑kλ h¯ωkb
†
kλbkλ ,
onde k designa o vetor de onda e λ a polarizac¸a˜o do modo k, que caracteri-
zam os modos do campo eletromagne´tico. A interac¸a˜o a´tomo - reservato´rio
na aproximac¸a˜o dipolar tem a forma
V =−d ·E(t), (5.26)
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com o operador dipolar atoˆmico d e´ escrito por
d = degσge+dgeσeg ≡ degσ−+dgeσ+, (5.27)
com σge = |g〉〈e| e σeg = |e〉〈g|. O operador do campo ele´trico quantizado e´
E = i∑
kλ
eˆkλ εk[bkλ −b†kλ ], (5.28)
com εk ≡
√
h¯ωk/2ε0V , onde ε e´ a permitividade do va´cuo e eˆkλ e´ o vetor
de polarizac¸a˜o do fo´ton. Em analogia com a expressa˜o (5.17), o operador
dipolar d e´ um operador do sistemaA . Como o a´tomo tem so´ dois nı´veis, |g〉
e |e〉, os ı´ndices i j daquele caso correspondem apenas a`s transic¸o˜es ge e eg.
Enta˜o, o operador αi j e seu hermitiano conjugado α†i j sa˜o dados por
α i j = d jiσi j, α †i j = di jσi j, (i j = ge,eg). (5.29)
O operador associado ao sistemaB corresponde aos operadores β˜kλ dos mo-
dos do campo eletromagne´tico do reservato´rio
β˜kλ (t) = −ieˆkλ
√
h¯ωk
2ε0V
(
bkλ e
−iωkt −b†kλ eiωkt
)
. (5.30)
A matriz densidade do campo eletromagne´tico multimodo do reservato´rio,
em equilı´brio te´rmico a` temperatura T, e´ um produto direto de matrizes den-
sidades para todos os modos kλ do campo,
ρR0 =
⊗
kλ
vkeµkb
†
kλ bkλ =
⊗
kλ
[
vk∑
nkλ
eµknkλ |nkλ 〉〈nkλ |
]
, (5.31)
onde
vk =
1
1+n(ω)
, µk = ln
n(ωk)
1+n(ωk)
, (5.32)
e n(ωk) e´ o nu´mero me´dio de quanta no modo de frequeˆncia ωk, dado pela
fo´rmula de Planck
n(ωk)≡ 〈b†kbk〉R =
1
eh¯ωk/kBT −1 . (5.33)
Sabe-se que ρR0 e´ uma matriz diagonal na base {
⊗
kλ |nkλ 〉}. Para o campo
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ele´trico do va´cuo, descrito como um reservato´rio a` temperatura T, temos
〈E〉R = Tr(E(t)ρR0 ) = 0. (5.34)
As func¸o˜es de correlac¸a˜o do reservato´rio sa˜o
〈β˜k′λ ′(t)β˜kλ (t− t ′)〉R =−
h¯
√ωk′ωk
2ε0V
eˆk′λ ′ eˆkλ
×
[
〈bk′λ ′bkλ 〉Re−i(ωk′+ωk)teiωkt
′
−〈bk′λ ′b†kλ 〉Re−i(ωk′−ωk)te−iωkt
′
−〈b†k′λ ′bkλ 〉Rei(ωk′−ωk)teiωkt
′
+ 〈b†k′λ ′b†kλ 〉Rei(ωk′+ωk)te−iωkt
′]
, (5.35)
e similarmente para 〈β˜kλ (t−t ′)β˜k′λ ′(t)〉R. Vemos que as func¸o˜es de correlac¸a˜o
sa˜o independentes de t, so´ dependem da diferenc¸a temporal t− t ′. Por ρR0 ser
diagonal as func¸o˜es de correlac¸a˜o sa˜o diferentes de zero apenas em dois casos
〈b†k′λ ′bkλ 〉R = n(ωk)δkk′δλλ ′ , (5.36)
〈bk′λ ′b†kλ 〉R = (1+n(ωk))δkk′δ ′λλ , (5.37)
〈bk′λ ′bkλ 〉R = 〈b†k′λ ′b†kλ 〉R = 0. (5.38)
Enta˜o, podemos calcular as func¸o˜es Gi j e Gi j
Gi j = ∑
kλ
ωk
2ε0h¯V
∫ ∞
0
dt ′
[
(1+n(ωk))ei(ω ji−ωk)t
′
+n(ωk)ei(ω ji+ωk)t
′]
,
(5.39)
Gi j = ∑
kλ
ωk
2ε0h¯V
∫ ∞
0
dt ′
[
(1+n(ωk))ei(ω ji+ωk)t
′
+n(ωk)ei(ω ji−ωk)t
′]
.
(5.40)
Podemos substituir a soma sobre kλ por uma integral
∑
kλ
→ V
(2pi)3
∫
d3k =
V
(2pi)3c3
∫ ∞
0
dωkω2k
∫
dΩ,
se consideramos o espectro contı´nuo do reservato´rio. Integrando sobre o
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aˆngulo so´lido e usando a relac¸a˜o∫ ∞
0
dt ′eiωt
′
= piδ (ω)+ iP
1
ω
, (5.41)
onde P e´ a parte principal da integral e δ (ω) e´ a delta de Dirac, obtemos
Gi j =
1
4piε0
2
3pi h¯c3
∫ ∞
0
dωkω3k [(1+n(ωk))δ (ω ji−ωk)+n(ωk)δ (ω ji+ωk)]
+i
1
4piε0
2
3pi h¯c3
P
∫ ∞
0
dωkω3k
[
1+n(ωk)
ω ji−ωk +
n(ωk)
ω ji+ωk
]
, (5.42)
Gi j =
1
4piε0
2
3pi h¯c3
∫ ∞
0
dωkω3k [(1+n(ωk))δ (ω ji+ωk)+n(ωk)δ (ω ji−ωk)]
+i
1
4piε0
2
3pi h¯c3
P
∫ ∞
0
dωkω3k
[
1+n(ωk)
ω ji+ωk
+
n(ωk)
ω ji−ωk
]
.
(5.43)
Nas expresso˜es anteriores, os limites de integrac¸a˜o sa˜o para valores positivos
de ωk, ωk ∈ [0,∞). Contudo, a diferenc¸a de frequeˆncias ω ji pode ser negativa
ou positiva, dependendo dos valores das energias E j e Ei. Assim, so´ vamos
utilizar as partes reais de Gi j e Gi j, i.e., quando a distribuic¸a˜o delta de Dirac
tem como argumento (ω ji −ωk) para ω ji > 0, e (ω ji +ωk) para ω ji < 0.
Como so´ temos dois tipos de ı´ndices i j, ge e eg, temos que
Gge|deg|2 = 12Γeg(1+n(ωeg))+ iSge, (5.44)
Geg|deg|2 = 12Γegn(ωge)− iSge, (5.45)
Gge|deg|2 = 12Γegn(ωge)+ iSge, (5.46)
Geg|deg|2 = 12Γeg(1+n(ωeg))− iSge, (5.47)
onde
Γeg =
1
4piε0
4ω3eg|deg|2
3h¯c3
, (5.48)
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e´ a taxa de decaimento espontaˆneo do estado excitado |e〉. O outro termo
Sge =
1
4piε0
2|deg|2
3pi h¯c3
P
∫ ∞
0
dωkω3k
[
1+n(ωk)
ωeg−ωk +
n(ωk)
ωeg+ωk
]
, (5.49)
Seg =
1
4piε0
2|deg|2
3pi h¯c3
P
∫ ∞
0
dωkω3k
[
1+n(ωk)
ωeg+ωk
+
n(ωk)
ωeg−ωk
]
, (5.50)
descreve a mudanc¸a de frequeˆncia da transic¸a˜o atoˆmica. No limite n(ωk)→ 0
(reservato´rio a` temperatura T → 0), Sge e Seg correspondem ao deslocamento
Lamb do estado excitado |e〉. Podemos redefinir a frequeˆncia, incluindo em
ωeg esta mudanc¸a. Enta˜o, podemos expandir a soma sobre i j, e da Eq. (5.25),
obtemos a equac¸a˜o mestra para um a´tomo de dois nı´veis
∂
∂ t
ρ˜A =
1
2
Γ(1+n)(2σ−ρ˜Aσ+−σ+σ−ρ˜A− ρ˜Aσ+σ−)
+
1
2
Γn(2σ+ρ˜Aσ−−σ−σ+ρ˜A− ρ˜Aσ−σ+), (5.51)
onde se tem feito uma simplificac¸a˜o na notac¸a˜o, Γeg = Γ, enquanto n =
n(ωeg), i.e., o nu´mero meio de fo´tons te´rmicos para uma frequeˆncia de transic¸a˜o
ωeg. No limite n→ 0, o qual e´ o caso relevante quando kBT  h¯ωeg, obtemos
∂
∂ t
ρ˜A = 12Γ(2σ−ρ˜
Aσ+−σ+σ−ρ˜A− ρ˜Aσ+σ−)≡L ρ˜A, (5.52)
o qual descreve o decaimento espontaˆneo para um a´tomo de dois nı´veis aco-
plado com um reservato´rio de radiac¸a˜o vazio.
5.3 A´TOMO DE DOIS NI´VEIS INTERAGINDO COM UM CAMPO ELE-
TROMAGNE´TICO E O VA´CUO ELETROMAGNE´TICO COMO RE-
SERVATO´RIO
Consideremos a interac¸a˜o de um campo de radiac¸a˜o de frequeˆncia ω
com um a´tomo de dois nı´veis de frequeˆncia de transic¸a˜o ω0 na presenc¸a de
va´cuo eletromagne´tico quantizado, i.e, zero fo´tons (|0〉 no espac¸o de Fock). O
estado |g〉 representa o estado base enquanto o estado |e〉 representa o estado
excitado do a´tomo. Esses estados sa˜o autoestados do Hamiltoniano H0 com
autovalores h¯ωg e h¯ωe, respectivamente,
H =H0+V (t),
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onde H0 e´ o Hamiltoniano livre do a´tomo de dois nı´veis, e pode se escrever
como
H0 = (|g〉〈g|+ |e〉〈e|)H0 (|g〉〈g|+ |e〉〈e|)
= h¯ωg|g〉〈g|+ h¯ωe|e〉〈e|.
O campo do laser leva o a´tomo coerentemente do estado |g〉 ao estado |e〉
e vice-versa. O decaimento espontaˆneo da populac¸a˜o do estado excitado
|e〉 e´ causado pelo acoplemento do sistema de dois nı´veis com o va´cuo ele-
tromagne´tico. A evoluc¸a˜o do operador densidade reduzido para o sistema
quaˆntico, ρ˜ , que neste caso e´ o operador densidade para o sistema de dois
nı´veis, e´ dado por
∂
∂ t
ρ˜ =− i
h¯
[H˜ , ρ˜]+L ρ˜, (5.53)
onde o primeiro termo do lado direito conte´m a interac¸a˜o do campo do la-
ser com o a´tomo. Este termo corresponde a uma dinaˆmica unita´ria. O se-
gundo termo descreve o decaimento espontaˆneo atoˆmico e uma dinaˆmica na˜o
unita´ria, descrita por
L ρ˜ =
1
2
Γ (2σ−ρ˜σ+−σ+σ−ρ˜− ρ˜σ+σ−), (5.54)
onde Γ e´ a taxa de decaimento da populac¸a˜o do estado |e〉 ao estado |g〉.
Inserindo as equac¸o˜es (3.7) (no quadro de interac¸a˜o) e (5.54) na equac¸a˜o
(5.53), obtemos o seguinte sistema de equac¸o˜es diferenciais acopladas para
os elementos da matriz densidade reduzida
∂
∂ t
ρ˜gg = iΩR
(
ρ˜egei∆te−iϕ − ρ˜gee−i∆teiϕ
)
+Γ ρ˜ee, (5.55)
∂
∂ t
ρ˜ge = iΩRei∆te−iϕ (ρ˜ee− ρ˜gg)− γegρ˜ge, (5.56)
∂
∂ t
ρ˜eg = iΩRe−i∆teiϕ (ρ˜gg− ρ˜ee)− γegρ˜eg, (5.57)
∂
∂ t
ρ˜ee = iΩR
(
ρ˜gee−i∆teiϕ − ρ˜egei∆te−iϕ
)
−Γ ρ˜ee. (5.58)
Vemos claramente que ρ˜ge = ρ˜∗eg, com γeg sendo a taxa de relaxac¸a˜o da coereˆncia
quaˆntica ρ˜eg.
Geralmente, a taxa de relaxac¸a˜o pode ser descrita como γ = 12Γ +
2Γf ase, onde 12Γ e´ uma contribuic¸a˜o resultante do decaimento espontaˆneo do
estado |e〉, e Γf ase representa todos os possı´veis mecanismos de relaxac¸a˜o de
coereˆncia quaˆntica que na˜o afetam as populac¸o˜es. Essas taxas podem ser
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processos como mudanc¸as de fases devido a coliso˜es ela´sticas e/ou relaxac¸a˜o
devido a flutuac¸o˜es do campo cla´ssico. Podem ser representadas pelo Liou-
villiano
L f aseρ˜ ≡ 12Γf ase(2σzρ˜σz−σzσzρ˜− ρ˜σzσz) = Γf ase(σzρ˜σz− ρ˜),
e esse Liouvilliano pode ser adicionado ao lado direito da equac¸a˜o (5.53). Γ
e´ chamada a relaxac¸a˜o diagonal e γeg e´ a relaxac¸a˜o fora da diagonal. Assim,
denota-se Γ como 1/T1 e γeg como 1/T2, onde T1 e T2 sa˜o os correspon-
dentes tempos de relaxac¸a˜o. Em nosso caso, so´ consideramos o decaimento
espontaˆneo, portanto γeg = Γ/2.
Para excitac¸a˜o ressonante, ou seja ∆= 0, as soluc¸o˜es dos coeficientes
da matriz densidade sa˜o
ρ˜gg(t) = − 1Ω¯(Γ2+8Ω2R)
e−
3
4Γ(t−t0)
×
{
− sinh
(
Ω¯
4
(t− t0)
)
[
4iΩR(Γ2+8Ω2R)(ρeg(t0)e
−iϕ −ρge(t0)eiϕ)
+Γ(12ρgg(t0)Ω2R+ρee(t0)(20Ω
2
R+Γ
2))
]
+cosh
(
Ω¯
4
(t− t0)
)
[
−4ρgg(t0)Ω2RΩ¯+ρee(t0)Ω¯(Γ2+4Ω2R)
]
−e 34Γ(t−t0)Ω¯(Γ2+4Ω2R)
}
,
(5.59)
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ρ˜ge(t) = − 12Ω¯(8Ω2R+Γ2)
e−
3
4Γ(t−t0)
×
{
cosh
(
Ω¯
4
(t− t0)
)
[
− Ω¯(8Ω2R+Γ2)(ρge(t0)− e−2iϕρeg(t0))−4ie−iϕΓΩRΩ¯
]
−sinh
(
Ω¯
4
(t− t0)
)
[
Γ(8Ω2R+Γ
2)
(
ρge(t0)− e−2iϕρeg(t0)
)
−4ie−iϕΩR
(
16(ρgg(t0)−ρee(t0))Ω2R− (ρgg(t0)+5ρee(t0))Γ2
)]
−e Γ4 (t−t0)Ω¯(8Ω2R+Γ2)(ρge(t0)+ e−2iϕρeg(t0))
+4ie−iϕe
3
4 (t−t0)ΩRΓΩ¯
}
,
(5.60)
ρ˜eg(t) = − 12Ω¯(8Ω2R+Γ2)
e−
3
4Γ(t−t0)
×
{
cosh
(
Ω¯
4
(t− t0)
)
[
− Ω¯(8Ω2R+Γ2)(ρeg(t0)− e2iϕρge(t0))+4ieiϕΓΩRΩ¯
]
−sinh
(
Ω¯
4
(t− t0)
)
[
Γ(8Ω2R+Γ
2)
(
ρeg(t0)− e2iϕρge(t0)
)
+4ieiϕΩR
(
16(ρgg(t0)−ρee(t0))Ω2R− (ρgg(t0)+5ρee(t0))Γ2
)]
−e Γ4 (t−t0)Ω¯(8Ω2R+Γ2)(ρeg(t0)+ e2iϕρge(t0))
−4ieiϕe 34 (t−t0)ΩRΓΩ¯
}
,
(5.61)
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ρ˜ee(t) =
1
Ω¯(Γ2+8Ω2R)
e−
3
4Γ(t−t0){
− sinh
(
Ω¯
4
(t− t0)
)
[
4iΩR(Γ2+8Ω2R)(ρeg(t0)e
−iϕ −ρge(t0)eiϕ)
+Γ(12ρgg(t0)Ω2R+ρee(t0)(20Ω
2
R+Γ
2))
]
+cosh
(
Ω¯
4
(t− t0)
)
[
−4ρgg(t0)Ω2RΩ¯+ρee(t0)Ω¯(Γ2+4Ω2R)
]
+4e
3
4Γ(t−t0)Ω2RΩ¯
}
,
(5.62)
onde temos definido Ω¯≡
√
Γ2−64Ω2R. Pode-se ver que estamos cumprindo
ρgg(t)+ρee(t) = 1 e ale´m disso ρge(t) = ρ∗eg(t).
Na figuras (13), (14) e (15) podemos ver o comportamento do a´tomo inicial-
mente no estado |g〉. Para tempos curtos, o a´tomo sofre oscilac¸o˜es de Rabi, as
quais sa˜o amortecidas por o termo γeg, e para tempos longos, as populac¸o˜es
dos estados |g〉 e |e〉 alcanc¸am um estado de equilı´brio. Tambe´m podemos ver
a inversa˜o de populac¸a˜o ρee−ρgg e como essa tambe´m chega ao seu estado
de equilı´brio.
O estado estaciona´rio e´, portanto, caracterizado por um equilı´brio dinaˆmico
entre dois processos: decaimentos espontaˆneos de |e〉 a |g〉, e emissa˜o estimu-
lada pelo campo do laser do estado |g〉 a |e〉. Para um sistema de dois nı´veis
e fechado, a transic¸a˜o |g〉 ↔ |e〉 e´ chamada transic¸a˜o cı´clica, luz dispersada
constitui a fluoresceˆncia ressonante.
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Figura 13: Populac¸a˜o do estado base, |g〉.
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Figura 14: Populac¸a˜o do estado excitado, |e〉.
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Figura 15: Populac¸a˜o da inversa˜o da populac¸a˜o, |ce|2−|cg|2.
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6 PROCEDIMENTO POR PEDAC¸OS INDEPENDENTE DO
TEMPO PARA CONTROLAR SISTEMAS DE DOIS NI´VEIS
O me´todo de controle por pedac¸os de tempos e´ um me´todo matema-
ticamente simples ja´ que se assume que os paraˆmetros de um potencial de
interac¸a˜o externo, o qual interage com o sistema de dois nı´veis, podem mu-
dar rapidamente em instantes especı´ficos e manteˆ-los constantes em certos
intervalos curtos de tempo ∆t. Esse me´todo e´ simples ja´ que na˜o precisa-
se solucionar sistemas de equac¸o˜es diferenciais nem integrais para levar a
evoluc¸a˜o dos observa´veis que sera˜o estudados. O tipo de controle e´ um pro-
cedimento de controle inverso ja´ que, pela escolha de uma trajeto´ria desejada
para o valor esperado de um operador arbitra´rio, encontramos os valores dos
paraˆmetros λn do potencial de interac¸a˜o externo U . Esses paraˆmetros λn sa˜o
mudados para instantes de tempos especı´ficos t j, e va˜o se manter constantes
durante intervalos de tempos ∆t j. Dentro de cada intervalo de tempo ∆t j te-
mos um problema independente do tempo para se resolver.
Podemos controlar um sistema quaˆntico de dois nı´veis o qual esta´
isolado de qualquer interac¸a˜o com o ambiente (ou de qualquer outro sis-
tema maior como algum reservato´rio) atrave´s da equac¸a˜o de Schro¨dinger,
ou atrave´s da equac¸a˜o de Liouville - von Neumann com Γ= γ = 0. Primeiro
veremos como usar o me´todo de controle para o caso da equac¸a˜o de Schro¨din-
ger, ja´ que e´ o mesmo me´todo usado para o caso de ter um sistema quaˆntico
de dois nı´veis com dissipac¸a˜o, como veremos depois. O Hamiltoniano de
nosso sistema, no quadro de interac¸a˜o e depois de fazer a aproximac¸a˜o de
onda rotante, e´
V˜ (t) = −h¯ΩR
(
ei(ω−ωegt)e−iϕσ−+ e−i(ω−ωeg)eiϕσ+
)
. (6.1)
A evoluc¸a˜o dos coeficientes esta˜o dadas pelas equac¸o˜es (3.15) e (3.16).
Enta˜o, para determinados instantes t j, podemos mudar rapidamente os valo-
res dos paraˆmetros ΩR que e´, relembrando, a frequeˆncia de Rabi, e da fase do
campo laser ϕ , para especificar os valores ΩR, j e ϕ j, os quais sa˜o constantes
durante intervalos de tempo ∆t j+1 = t j+1− t j, com ( j = 0,1,2, · · ·). Rapida-
mente quer dizer que o tempo que se precisa para uma transic¸a˜o u j−1,ϕ j−1→
u j,ϕ j e´ muito menor que qualquer tempo caracterı´stico do sistema.
Comumente, no controle dos sistemas quaˆnticos, a meta e´ controlar o valor
esperado de certos observa´veis de interesse, Vˆ . Assim, no´s temos S(t˜), o qual
e´ o valor sobre a trajeto´ria S(t) para t = t˜. Queremos que o valor esperado do
observa´vel, 〈ψ(t)|Vˆ |ψ(t)〉, cumpra o valor desejado no tempo t˜. Temos que
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lembrar que S(t) esta´ restrito, i.e., v− ≤ S(t)≤ v+, onde v± sa˜o os autovalores
do observa´vel Vˆ .
Suponhamos que Vˆ esta´ escrito na base {|0〉, |1〉}, enta˜o podemos escrever
matricialmente o operador V como
Vˆ =
(
v0 ve−iα
veiα v1
)
, (6.2)
onde v0, v1, v sa˜o nu´meros reais e 0≤ α ≤ 2pi .
O valor esperado do operador Vˆ pode ser escrito, usando as equac¸o˜es (3.15),
(3.16) e (6.2), como
Vˆ (t) = 〈ψ(t)|Vˆ |ψ(t)〉
=
(
c˜∗g(t) c˜
∗
e(t)
)( v0 ve−iα
veiα v1
)(
c˜g(t)
c˜e(t)
)
= |c˜g(t)|2v0+ |c˜e(t)|2v1+2vRe[c˜∗g(t)c˜e(t)e−iα ]. (6.3)
Para encontrar os valores especı´ficos de ϕ , ΩR no tempo t = t˜, para o valor
de S˜, precisa-se resolver a equac¸a˜o (6.3) igualada ao valor desejado St˜, a qual
sera´ uma equac¸a˜o polinoˆmica trigonome´trica e pode-se resolver numerica-
mente. Agora precisa-se impor uma trajeto´ria especı´fica para S(t) na qual em
certos instantes vamos a ter os valores desejados St˜. Isto se faz do seguinte
jeito:
1. Definir um conjunto de intervalos {∆t j}. Comumente, escolhe-se inter-
valos temporais os quais sejam menores que os tempos caracterı´sticos
do sistema.
2. Para t = t˜, resolve-se a equac¸a˜o S(t˜) = 〈ψ(t˜)|Vˆ |ψ(t˜)〉 para os corres-
pondentes ϕ e ΩR. Como temos uma equac¸a˜o e duas inco´gnitas, temos
que fixar o valor de um dos paraˆmetros, por exemplo, fixamos o valor
de ΩR e encontramos o valor de ϕ .
A gra´fica (16) mostra um sistema quaˆntico de dois nı´veis o qual deseja-se
controlar o valor esperado do operador |e〉〈e|, ou seja, vamos controlar a
populac¸a˜o do estado excitado do sistema, para uma trajeto´ria meta S(t) =
t/tmax onde tmax = 8 ps, e 4 intervalos ∆t = 2 ps. A frequeˆncia de Rabi e´
ΩR = 2pi ps−1, o detuning ∆ = 0, e com condic¸o˜es iniciais: c˜g(0) = 1/2 e
c˜e(0) = exp[ipi/4]/2. Vemos assim que cada 2 ps o valor esperado S(t) cum-
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pre o valor desejado concordando com a trajeto´ria meta.
Na Figura (17), vemos que o me´todo de controle para a trajeto´ria meta,
S(t) = (pi/2+ tan−1(pi/tmax(t− tmax/6)))/pi , e conservando os mesmos valo-
res dos paraˆmetros e das condic¸o˜es iniciais. Vemos, portanto, que o me´todo
de controle faz que a populac¸a˜o do estado excitado do sistema de dois nı´veis
atinja os valores desejados para a trajeto´ria meta S(t).
Nos exemplos anteriores, vimos que o me´todo de controle foi implementado
para instantes de tempo especı´ficos (i.e., cada 2 ps). Se desejamos que o
me´todo de controle seja aplicado ao sistema de dois nı´veis, tal que o valor
esperado de nosso observa´vel seja controlado quase continuamente, devemos
ter intervalos de tempo ∆t j ainda muito menores e assim que no caso anterior,
Figura 16: O observa´vel Vˆ = |e〉〈e|. Na Fig. (a), o sistema de dois nı´veis
evolui livremente devido a sua interac¸a˜o com o laser (linha vermelha). Esta´-
se sempre monitorando a pureza do sistema de dois nı´veis (linha azul). Na
Fig. (b), o me´todo de controle e´ implementado para controlar a populac¸a˜o do
estado excitado do sistema de dois nı´veis para ∆t = 2 ps. A trajeto´ria meta,
S(t) = t/tmax, para 〈 ˆV (t)〉 (linha preta).
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e assim, o nu´mero de pontos sobre S(t) vai-se convertir em uma “trajeto´ria”.
Uma trajeto´ria total pode ser realizada fazendo ∆t j → 0, i.e., um con-
trole verdadeiramente dependente do tempo. Mas esse na˜o e´ nosso caso.
Podemos tomar S(t) como quase uma trajeto´ria se tomamos um valor para
∆t j muito menor mas que tenha um valor finito. Por exemplo, podemos to-
mar intervalos de durac¸a˜o de 0.033 ps. Nas figuras (18) e (19), vemos que
a populac¸a˜o do estado excitado e´ controlada seguindo quase uma trajeto´ria
contı´nua sobre a trajeto´ria meta S(t). Na simulac¸a˜o computacional temos to-
mado os mesmos valores dos para´metrosΩR, ϕ , c˜g(0) e c˜e(0) das figuras (16)
e (17). Para os gra´ficos anteriores, as trajeto´rias metas sa˜o: S(t) = t/tmax, Fig.
(18)), e S(t) = 2tan−1(t)/pi , Fig. (19).
Assim, conclui-se que o me´todo de controle aplicado ao sistema de
Figura 17: O observa´vel Vˆ igual a |e〉〈e|. Na Fig. (a), o sistema de dois nı´veis
evolui livremente devido a sua interac¸a˜o com o laser (linha vermelha). Esta´-
se sempre monitorando a pureza do sistema de dois nı´veis (linha azul). Na
Fig. (b), o me´todo de controle e´ implementado para controlar a populac¸a˜o do
estado excitado do sistema de dois nı´veis para ∆t = 2 ps. A trajeto´ria meta,
S(t) = (pi/2+ tan−1(pi/tmax(t− tmax/6)))/pi , para 〈 ˆV (t)〉 (linha preta).
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dois nı´veis para controlar a populac¸a˜o do estado escitado, i.e., 〈Vˆ 〉 = |1〉〈1|,
e´ efetivo e trajeto´ria meta e´ atingida independente do tamanho do intervalo
de tempo e do tempo de controle. Isto deve-se a que o sistema de dois nı´veis
na˜o esta´ em interac¸a˜o com nenhum reservato´rio e assim podemos obter um
controle total sobre o valor esperado de qualquer observa´vel arbitra´rio.
Agora, tambe´m podemos controlar um sistema quaˆntico de dois nı´veis
o qual esta´ interagindo com o ambiente (neste caso a interac¸a˜o e´ com o va´cuo
eletromagne´tico) mas o me´todo de controle e´ quase similar ao me´todo usado
para um sistema de dois nı´veis isolado. Neste caso temos que encontrar a
evoluc¸a˜o temporal dos coeficientes da matriz densidade reduzida (so´ a matriz
densidade para o sistema de dois nı´veis interagindo com o campo laser). Essas
Figura 18: O observa´vel Vˆ igual a |e〉〈e|. Na Fig. (a), o sistema de dois
nı´veis evolui livremente devido a sua interac¸a˜o com o laser (linha vermelha).
Esta´-se sempre monitorando a pureza do sistema de dois nı´veis (linha azul).
Na Fig. (b), o me´todo de controle e´ implementado para controlar a populac¸a˜o
do estado excitado do sistema de dois nı´veis para ∆t = 0.033 ps. A trajeto´ria
meta, S(t) = t/tmax, para 〈 ˆV (t)〉 (linha preta).
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evoluc¸o˜es esta˜o dadas pelas equac¸o˜es (5.59), (5.60), (5.61) e (5.62). Mas
no formalismo da matriz densidade, o valor esperado de um operador esta´
definido como
〈Vˆ (t)〉= Tr{ρ(t) ·Vˆ}. (6.4)
O me´todo de controle se usa da mesma forma que para caso de um sistema
quaˆntico de dois nı´veis descrito no formalismo da func¸a˜o de onda, so´ que
neste caso, na aplicac¸a˜o do me´todo de controle, usamos a equac¸a˜o (6.4) para
um valor de S(t˜) no tempo t = t˜ e, de novo, temos uma equac¸a˜o e duas
inco´gnitas, onde fixamos o valor de um dos dois paraˆmetros livre do campo
laser, para encontrar o valor da outra. Em nosso caso fixamos o valor de ΩR
e encontramos o valor de ϕ . Esse valor de ΩR se deixa fixo ate´ na˜o encon-
Figura 19: O observa´vel Vˆ igual a |e〉〈e|. Na Fig. (a), o sistema de dois
nı´veis evolui livremente devido a sua interac¸a˜o com o laser (linha vermelha).
Esta´-se sempre monitorando a pureza do sistema de dois nı´veis (linha azul).
Na Fig. (b), o me´todo de controle e´ implementado para controlar a populac¸a˜o
do estado excitado do sistema de dois nı´veis para ∆t = 0.033 ps. A trajeto´ria
meta, S(t) = 2tan−1(t), para 〈 ˆV (t)〉 (linha preta).
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trar um valor para ϕ , enta˜o logo muda-se progressivamente ate´ encontrar um
valor novo para ϕ , deixando novamente fixo o valor de ΩR, e assim sucessi-
vamente.
Nas figuras (20) e (21) vemos a aplicac¸a˜o do me´todo de controle para
controlar a populac¸a˜o do estado excitado de um sistema de dois nı´veis que
esta´ interagindo coerentemente com um campo laser e incoerentemente com
o va´cuo eletromagne´tico. Deseja-se que a populac¸a˜o do estado excitado siga
a trajeto´ria meta S(t) = t/tmax e S(t) = (pi/2+ tan−1(pi/tmax(t− tmax/6)))/pi ,
respectivamente. De novo, as condic¸o˜es iniciais do sistema de dois nı´veis e
os valores dos paraˆmetros do campo laser sa˜o iguais aos exemplos do me´todo
de controle sem dissipac¸a˜o com ∆t = 2 ps.
Figura 20: O observa´vel Vˆ igual a |e〉〈e|. Na Fig. (a): a evoluc¸a˜o livre da
populac¸a˜o do estado excitado do sistema de dois nı´veis interagindo com o
campo laser e com o va´cuo eletromagne´tico, i.e., sem a aplicac¸a˜o do me´todo
de controle (linha vermelha). A pureza e´ monitorada o tempo todo (linha
azul). Na Fig. (b): Implementac¸a˜o do me´todo de controle para controlar a
populac¸a˜o do estado excitado para ∆t = 2 ps. A trajeto´ria meta e´ S(t)= t/tmax,
para 〈Vˆ 〉 (linha preta).
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Figura 21: O observa´vel Vˆ igual a |e〉〈e|. Na Fig. (a): a evoluc¸a˜o livre da
populac¸a˜o do estado excitado do sistema de dois nı´veis interagindo com o
campo laser e com o va´cuo eletromagne´tico, i.e., sem a aplicac¸a˜o do me´todo
de controle (linha vermelha). A pureza e´ monitorada o tempo todo (linha
azul). Na Fig. (b): Implementac¸a˜o do me´todo de controle para controlar
a populac¸a˜o do estado excitado para ∆t = 2 ps. A trajeto´ria meta e´ S(t) =
(pi/2+ tan−1(pi/tmax(t− tmax/6)))/pi , para 〈Vˆ 〉 (linha preta).
Nas figuras (22) e (22) vemos, agora, o me´todo de controle para a
trajetoria S(t) = t/tmax e S(t) = (pi/2+ tan−1(pi/tmax(t − tmax/6)))/pi , res-
pectivamente; mas neste caso o u´nico que muda com as Figuras (20) e (21) e´
que temos 300 intervalos em 10 ps.
Como vemos nas Figuras (20), (21), (22) e (23), a aplicac¸a˜o do me´todo
de controle para o sistema de dois nı´veis interagindo com o va´cuo eletro-
magne´tico na˜o e´ completado em tmax. A populac¸a˜o do estado excitado na˜o
consigue seguir toda a traje´toria independente do tamanho do intervalo ∆t.
A amplitude da oscilac¸a˜o de Rabi na˜o consigue-se aumentar e a cada inter-
valo ∆t e a interac¸a˜o do va´cuo eletromagne´tico domina a interac¸a˜o com o
campo laser. Assim, temos como resultado final a perda do controle do sis-
tema quando interage com um reservato´rio.
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Figura 22: O observa´vel Vˆ igual a |e〉〈e|. Na Fig. (a): a evoluc¸a˜o livre da
populac¸a˜o do estado excitado do sistema de dois nı´veis interagindo com o
campo laser e com o va´cuo eletromagne´tico, i.e., sem a aplicac¸a˜o do me´todo
de controle (linha vermelha). A pureza e´ monitorada o tempo todo (linha
azul). Na Fig. (b): Implementac¸a˜o do me´todo de controle para controlar a
populac¸a˜o do estado excitado para ∆t = 0.033 ps. A trajeto´ria meta e´ S(t) =
t/tmax, para 〈Vˆ 〉 (linha preta).
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Figura 23: O observa´vel Vˆ igual a |e〉〈e|. Na Fig. (a): a evoluc¸a˜o livre da
populac¸a˜o do estado excitado do sistema de dois nı´veis interagindo com o
campo laser e com o va´cuo eletromagne´tico, i.e., sem a aplicac¸a˜o do me´todo
de controle (linha vermelha). A pureza e´ monitoreada o tempo todo (linha
azul). Na Fig. (b): Implementac¸a˜o do me´todo de controle para controlar a
populac¸a˜o do estado excitado para ∆t = 0.033 ps. A trajeto´ria meta e´ S(t) =
2tan−1(t), para 〈Vˆ 〉 (linha preta).
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7 CONTROLE QUAˆNTICO O´TIMO
O controle da dinaˆmica quaˆntica, na fı´sica e na quı´mica, atrave´s do
desenho de pulsos laser e´ um objetivo o qual tem sido pesquisado teo´rica e
experimentalmente desde as u´ltimas treˆs duas de´cadas atra´s. Essa conquista
tornou-se possı´vel grac¸as a` forte pesquisa na a´rea experimental, onde se tem
logrado te´cnicas sofisticadas para o desenvolvimento de pulsos laser de curta
durac¸a˜o e que inclui uma grande largura de frequeˆncias, que permite realizar
um controle coerente da dinaˆmica atoˆmica e molecular. O desenho teo´rico
dos pulsos laser para a transfereˆncia de um estado inicial a um determinado
estado final pode ser desenvolvido com a ajuda da teoria do controle quaˆntico
o´timo.
A teoria do controle o´timo tem sido aplicada tambe´m na a´rea da enge-
nharia, por exemplo no desenho das trajeto´rias para sate´lites e em estac¸o˜es es-
paciais. Agora, a aplicac¸a˜o da teoria do controle o´timo na mecaˆnica quaˆntica
comec¸ou nos finais da de´cada de 1980 (citeKosloff11,Peirce) e tem mos-
trado um progresso contı´nuo desde enta˜o. Um dos desenvolvimentos mais
importantes da teoria do controle o´timo aplicada a` mecaˆnica quaˆntica, foi a
introduc¸a˜o de esquemas de iterac¸a˜o que convergem rapidamente (ZHU; BO-
TINA; RABITZ, 1998; ZHU; RABITZ, 1998; MADAY; TURINICI, 2003),
a inclusa˜o do efeito de dissipac¸a˜o (BARTANA; KOSLOFF; TANNOR, 1993,
1997; OHTSUKI; ZHU; RABITZ, 1999; OHTSUKI et al., ) e o controle para
mu´ltiplos objetivos (OHTSUKI; ZHU; RABITZ, 1999).
7.1 TEORIA
Considere-se um ele´tron em um potencial externo V (r), sob a in-
flueˆncia de um campo laser que esta´-se propagando na direc¸a˜o zˆ. Dado um
estado inicial Ψ(r,0) = φ(r), a evoluc¸a˜o temporal do ele´tron esta´ descrita
pela equac¸a˜o de Schro¨dinger dependente do tempo. O termo de energia de
interac¸a˜o entre o campo laser e o sistema quaˆntico e´ escrito na aproximac¸a˜o
dipolar
i
∂
∂ t
Ψ(r, t) = H Ψ(r, t), (7.1)
H = H0−d ·E(t), (7.2)
H0 = T +V , (7.3)
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Adotamos, neste capı´tulo, unidades atoˆmicas: h¯ = m = e = 1. Aqui d =
(dx,dy) e´ o operador dipolar ele´trico do sistema quaˆntico eE(t)= (Ex(t),Ey(t))
e´ o campo ele´trico dependente do tempo. O operador de energia cine´tica do
ele´tron e´ T =−522 .
7.1.1 Derivac¸a˜o das Equac¸o˜es do Controle
Consideremos o seguinte problema de controle quaˆntico:
Nossa meta e´ encontrar um pulso laser E(t) que leva o sistema quaˆntico do
seu estado inicial |Ψ(0)〉 ao estado final |Ψ(T )〉, de tal modo que o valor
esperado de um operador O e´ maximizado ao final da interac¸a˜o do sistema
quaˆntico com o laser:
max J1︸ ︷︷ ︸
E(t)
com J1[Ψ] = 〈Ψ(T )|O|Ψ(T )〉. (7.4)
A u´nica restric¸a˜o sobre O e´ que seja um operador hermitiano. Ale´m da
maximizac¸a˜o de J1[Ψ], deseja-se que a influeˆncia do campo laser sobre o
sistema quaˆntico seja a menor possı´vel. Esta condic¸a˜o e´ cumprida quando
minimizamos o seguinte funcional
J2[E(t)] =−∑
j
∫ T
0
dtα jE2j (t), j = x,y. (7.5)
onde Ex(t) e Ey(t) sa˜o as componentes do campo laser perpendiculares a`
direc¸a˜o de propagac¸a˜o. As constantes positivas α j fazem um papel de fator
de penalidade: quanto maior sejam os valores dos α j mais negativo sera´ J2
e assim vai ser menor a influeˆncia do campo laser sobre o sistema quaˆntico.
A soma J1 + J2, portanto, vai ser menor. Tambe´m podemos ter fatores de
penalidade dependentes do tempo, como no caso da Ref. (??), onde α j(t)
da´ a forma ao envolto´rio do pulso laser e que pode ser de tipo Gaussiano
ou sinusoidal, entre outros. Existe tambe´m uma condic¸a˜o sobre a func¸a˜o de
onda, na qual exige-se que a func¸a˜o de onda deve satisfazer a equac¸a˜o de
Schro¨dinger durante todo o tempo onde esta´-se implementando o me´todo de
controle. Esse funcional pode ser escrito como
J3[E,Ψ,χ] =−2Im
∫ T
0
dt
〈
χ(t)
∣∣∣∣(i ∂∂ t −H (t)
)∣∣∣∣Ψ(t)〉 , (7.6)
onde temos introduzido o multiplicador de Lagrange χ(t).
93
O funcional de Lagrange tem a forma
J[χ,Ψ,E] = J1[Ψ]+ J2[E]+ J3[χ,Ψ,E]. (7.7)
Esse e´ o funcional padra˜o para o problema do controle o´timo.
7.2 VARIAC¸A˜O DE J
Para encontrar o campo laser o´timo por meio da Eq. (7.7) efetua-se a
variac¸a˜o total do funcional. Posto que as varia´veis Ψ, χ e E sa˜o linearmente
independentes, escrevemos a variac¸a˜o de J como
δJ =
∫ T
0
dτ
∫
dr
{
δJ
δΨ(r,τ)
δΨ(r,τ)+
δJ
δχ(r,τ)
δχ(r,τ)
}
+ ∑
k=x,y
∫ T
0
dτ
δJ
δEk(t)
δEk(t)
= δΨJ+δχJ+ ∑
k=x,y
δEk J
e impomos a condic¸a˜o
δJ = 0 =⇒ δΨJ = 0, δχJ = 0, δEk J = 0. (7.8)
7.2.1 Variac¸a˜o com respeito a` func¸a˜o de onda Ψ
A derivada funcional de J com respeito a Ψ e´
δJ1
δΨ(r′,τ)
=OΨ∗(r′,τ)δ (T − τ), (7.9)
δJ2
δΨ(r′,τ)
=0, (7.10)
δJ3
δΨ(r′,τ)
=− i
(
i
∂
∂τ
+H (τ)
)
χ∗(r′,τ)− [χ∗(r′, t)δ (t− τ)] |T0 . (7.11)
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Na u´ltima derivac¸a˜o do funcional temos usado a seguinte integrac¸a˜o por par-
tes:∫ T
0
dt
〈
χ(t)
∣∣∣∣i ∂∂ t −H (t)
∣∣∣∣Ψ(t)〉
= i〈χ(t)|Ψ(t)〉 |T0 − i
∫ T
0
dt
〈
∂
∂ t
χ(t) |Ψ(t)
〉
−
∫ T
0
dt 〈H (t)χ(t)|Ψ(t)〉
= i〈χ(t)|Ψ(t)〉 |T0 +
∫ T
0
dt
〈(
i
∂
∂ t
−H (t)
)
χ(t) |Ψ(t)
〉
.
Portanto, a variac¸a˜o com respeito a Ψ e´
δΨJ =〈Ψ(T )|O|δΨ(T )〉+ i
∫ T
0
dτ
〈
(i
∂
∂τ
−H (τ))χ(τ)|δΨ(τ)
〉
(7.12)
−〈χ(T )|δΨ(T )〉+ 〈χ(0)|δΨ(0)〉︸ ︷︷ ︸
=0
. (7.13)
A variac¸a˜o de δΨ(0) e´ zero quando se tem uma condic¸a˜o inicial fixa, Ψ(0) =
φi.
7.2.2 Variac¸a˜o com respeito ao multiplicador de Lagrange χ
Para encontrar a variac¸a˜o de χ , usa-se os mesmos passos que tem sido
usados na variac¸a˜o de Ψ:
δJ1
δχ(r′,τ)
=
δJ2
δχ(r′,τ)
= 0,
δJ3
δχ(r′,τ)
= i
(
i
∂
∂τ
+H (τ)
)
Ψ∗(r′,τ)
(7.14)
Contrariamente a` variac¸a˜o com respeito a Ψ, neste caso na˜o temos termos
com condic¸o˜es de contorno. Portanto, a variac¸a˜o de J com respeito a χ e´
δχJ =−i
∫ T
0
dτ
〈(
i
∂
∂τ
−H (τ)
)
Ψ(τ) | δχ(τ)
〉
, (7.15)
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7.2.3 Variac¸a˜o com respeito ao campo
A derivada funcional com respeito ao campo Ek(t) e´
δJ1
δEk(τ)
= 0,
δJ2
δEk(τ)
=−2αkEk(τ), (7.16)
δJ3
δEk(τ)
= −2Im〈χ(τ)|dk|Ψ(τ)〉, k = x,y. (7.17)
Assim, a variac¸a˜o com respeito a Ek(t) e´
δEk J =
∫ T
0
dτ (−2Im〈χ(τ)|dk|Ψ(t)〉−2αkEk(τ))δEk(τ). (7.18)
7.3 EQUAC¸O˜ES DE CONTROLE
Assumindo que cada variac¸a˜o no funcional J e´ igual a zero, obtemos
as equac¸o˜es de controle que precisamos para controlar o sistema quaˆntico.
Fazendo δEk J = 0, obtemos
αkEk(t) =−Im〈χ(t)|dk|Ψ(t)〉 k = x,y. (7.19)
Portando, o campo laser e´ calculado atrave´s da func¸a˜o de onda |Ψ(t)〉 e do
multiplicador de Lagrange |χ(t)〉, simultaneamente. A variac¸a˜o δχJ da´ lugar
a uma equac¸a˜o de Schro¨dinger dependente do tempo para a func¸a˜o de onda
|Ψ(t)〉 com a condic¸a˜o inicial |Ψ(0)〉= φi,(
i
∂
∂ t
−H (t)
)
Ψ(r, t) Ψ(r,0) = φi(r). (7.20)
Vemos que esta equac¸a˜o tambe´m depende implicitamente do campo laser
E(t) atrave´s do Hamiltoniano.
A variac¸a˜o com respeito a` func¸a˜o de onda δΨJ, da´ lugar a` equac¸a˜o(
i
∂
∂ t
−H (t)
)
χ(r, t) = i(χ(r, t)−OΨ(r, t))δ (t−T ). (7.21)
Como precisamos que o multiplicador de Lagrange χ(t) seja contı´nuo em
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t = T , podemos resolver as duas equac¸o˜es, em vez da Eq. (7.21):(
i
∂
∂ t
−H (t)
)
χ(r, t) = 0, (7.22)
χ(r,T ) = OΨ(r,T ). (7.23)
Assim, o multiplicador de Lagrange satisfaz a equac¸a˜o de Schro¨dinger depen-
dente do tempo com o vı´nculo (7.23) em t = T . O conjunto de equac¸o˜es que
precisamos resolver para controlar um sistema quaˆntico sa˜o (7.19), (7.20),
(7.22) e (7.23). Para encontrar um campo de controle o´timo E(t) que satisfac¸a
as equac¸o˜es anteriores, temos que usar um algoritmo iterativo.
7.4 OPERADORES META
Nesta sec¸a˜o, vamos ver os diferentes tipos de operadores que podem
ser controlados e que podem ser usados como operadores meta,O , para nosso
sistema quaˆntico especı´fico a controlar.
7.4.1 Operador projec¸a˜o
Escolhendo o operador projec¸a˜oO = |φ f 〉〈φ f |, vamos ter uma maximizac¸a˜o
de J1 a qual vai ter como resultado o estado final |φ f 〉 desejado, projetado so-
bre a func¸a˜o de onda no tempo final T , isto e´
J1 = 〈Ψ(T )|φ f 〉〈φ f |Ψ(T )〉= |〈φ f |Ψ(T )〉|2. (7.24)
Utilizando um operador de projec¸a˜o como operador meta no algoritmo do
controle o´timo, encontramos um pulso laser que vai levar o sistema de um es-
tado inicialΨ(0) ate´ o estado desejado φ f adicionando um fator de fase global
eiγ . Pode ser provado facilmente que J1 e´ invariante sob a transformac¸a˜o
φ f −→ eiγφ f . (7.25)
7.4.2 Operador local
Em vez de usar um operador na˜o local como o operador de projec¸a˜o,
podemos usar um operador local como O = f (r). O exemplo mais popular
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de operador local e´ a distribuic¸a˜o delta de Dirac, δ ,
J1 = 〈Ψ(T )|δ (r− r0)|Ψ(T )〉= |Ψ(T,r0)|2, (7.26)
o qual maximiza (no caso de uma partı´cula isolada) a densidade no ponto r0.
7.4.3 Operadores meta de mu´ltiplos objetivos
Dentro do formalismo obtido, na˜o estamos restritos a usar so´ um sim-
ples objetivo. Podemos aplicar operadores meta com mu´ltiplos objetivos, do
tipo
O =∑
j
β jO j. (7.27)
Por exemplo, os operadores O j podem ser operadores de projec¸a˜o para di-
ferentes estados excitados. Os paraˆmetros β j sa˜o os fatores de peso para os
diferentes objetivos. Se β j e´ negativo, a optimizac¸a˜o tentara´ minimizar o va-
lor esperado de O j. Tambe´m e´ possı´vel fazer combinac¸o˜es de uma soma de
operadores locais mais operadores de projec¸a˜o.
7.4.4 Penalidade finita versus controlabilidade completa
Introduzindo um fator de penalidade (positivo) α , temos como con-
sequeˆncia o fato de que a ocupac¸a˜o do estado meta na˜o pode ser alcanc¸ada
com uma certeza do 100%. Isto pode ser provado facilmente tendo como
resultando uma contradic¸a˜o.
Consideremos que foi encontrado o campo ele´trico o´timo Eot(t), o
qual leva o sistema de estado inicial φi = |Ψ(0)〉 ao estado final |Ψ(T )〉 =
φ f . De acordo com a Eq. (7.23), o estado inicial para o multiplicador de
Lagrange e´ χ(T ) = φ f . Ja´ que os Hamiltonianos das Eqs. (7.20) e (7.22)
sa˜o os mesmos, os operadores de evoluc¸a˜o temporal para Ψ(t) e χ(t) va˜o ser
ideˆnticos, e
Ψ(T ) = U(T, t)U(t,0)Ψ(0) = χ(T )
⇒ U(t,0)Ψ(0) =U(t,T )χ(T )
⇒ Ψ(t) = χ(t).
Substituindo este resultado na Eq. (7.19), temos que
αkEk(t) =−Im〈Ψ(t)|d|Ψ(t)〉= 0, k = x,y,
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O resultado implica que Eot = 0 e que transic¸a˜o na˜o pode ser realizada. Ex-
ceto para o caso trivial E(t) = 0, o qual presenta um mı´nimo para o funcional
se o estado inicial e o estado final sa˜o ortogonais, 〈φi|φ f 〉 = 0. Assim, o
100% da ocupac¸a˜o do estado final na˜o pode ser transferida com este tipo de
algoritmo, ainda se o sistema e´ completamente controla´vel.
7.5 ALGORITMO
Na implementac¸a˜o da teoria do controle o´timo, o me´todo variacional
requer a soluc¸a˜o de um conjunto de equac¸o˜es na˜o lineares acopladas. Muitos
me´todos nume´ricos1 teˆm sido usados, mas poucos sa˜o eficientes.
Aqui, consideramos o problema mais geral de executar o controle
quaˆntico sobre o valor esperado de um operador hermitiano, por meio de
um campo laser externo, minimizando a energia do laser. Para isso, temos o
funcional objetivo J f i,
J f i =〈ψi(T )|O|ψi(T )〉−α0
∫ T
0
[E(t)]2dt (7.28)
−2Re
[∫ T
0
〈
χ f (t)
∣∣∣∣ ∂∂ t + i[H0+V −µ ·E(t)]
∣∣∣∣ψi(t)〉dt] , (7.29)
o qual sera´ maximizado. Utilizamos o algoritmo da Ref. (??) (mantendo a
mesma notac¸a˜o), ja´ que esse e´ o algoritmo que no momento converge mais
ra´pido e e´ o mais usado na literatura. Aqui, ψi(t) e´ a func¸a˜o de onda que vai
evoluir devido a` influeˆncia do laser, E(t). A func¸a˜o de onda inicial e´ ψi(0)≡
ϕi(0), e O e´ o operador hermitiano que desejamos maximizar no tempo final
T . α0 e´ o fator de penalidade (positivo). χ f (t) e´ o multiplicador de Lagrange
que garante o cumprimento da equac¸a˜o de Schro¨dinger para |ψ(t)〉. H0 e´
o Hamiltoniano sem interac¸a˜o, V e´ a energia potencial, e µ e´ o momento
dipolar ele´trico.
Novamente, como se requer que δJ f i = 0, obtemos as equac¸o˜es (7.20),
(7.22), (7.19) e (7.23). Substituindo a Eq. (7.19) nas Eqs. (7.20) e (7.19),
1O me´todo de Krotov (SHI; RABITZ, 1991; COMBARIZA et al., 1991) e o me´todo do
gradiente conjugado (SOMLOI; KAZAKOV; TANNOR, 1993) sa˜o alguns deles.
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obtemos
i
∂
∂ t
ψi(t) = (H0+V )ψi(t)+
µ
α0
ψi(t)Im〈χ f (t)|µ|ψi(t)〉, (7.30)
ψi(0) = ϕi(0)
i
∂
∂ t
χ f (t) = (H0+V )χ f (t)+
µ
α0
χ f (t)Im〈χ f (t)|µ|ψi(t)〉, (7.31)
χ f (T ) = Oψi(T ).
7.5.1 Algoritmo de Iterac¸a˜o
Para resolver as Eqs. (7.30) e (7.31), temos que fazer um procedimento
iterativo:
Passo 1:
i
∂
∂ t
ψ(0)i (t) = (H0+V )ψ
(0)
i (t)−µ ·E(t)ψ(0)i (t),
i
∂
∂ t
χ(1)f (t) = (H0+V )χ
(1)
f (t)+
µ
α0
χ(1)f (t)Im〈χ(1)f (t)|µ|ψ(0)i (t)〉,
i
∂
∂ t
ψ(1)i (t) = (H0+V )ψ
(1)
i (t)+
µ
α0
ψ(1)i (t)Im〈χ(1)f (t)|µ|ψ(1)i (t)〉.
Passo 2:
i
∂
∂ t
χ(2)f (t) = (H0+V )χ
(2)
f (t)+
µ
α0
χ(2)f (t)Im〈χ(2)f (t)|µ|ψ(1)i (t)〉,
i
∂
∂ t
ψ(2)i (t) = (H0+V )ψ
(2)
i (t)+
µ
α0
ψ(2)i (t)Im〈χ(2)f (t)|µ|ψ(2)i (t)〉.
Passo 3:
i
∂
∂ t
χ(3)f (t) = (H0+V )χ
(3)
f (t)+
µ
α0
χ(3)f (t)Im〈χ(3)f (t)|µ|ψ(2)i (t)〉,
i
∂
∂ t
ψ(3)i (t) = (H0+V )ψ
(3)
i (t)+
µ
α0
ψ(3)i (t)Im〈χ(3)f (t)|µ|ψ(3)i (t)〉.
...,
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onde as condic¸o˜es de contorno para χ f (t) em cada passo sa˜o
χ(1)f (T ) = Oψ
(0)
i (T ),
χ(2)f (T ) = Oψ
(1)
i (T ),
χ(3)f (T ) = Oψ
(2)
i (T ),
....
O campo laser correspondente para cada iterac¸a˜o pode ser escrito como
E(t) = 0 (ou qualquer outra func¸a˜o constante),
α0E(0)(t) = −Im〈χ(1)f (t)|µ|ψ(0)i (t)〉,
α0E(1)(t) = −Im〈χ(1)f (t)|µ|ψ(1)i (t)〉,
α0E(2)(t) = −Im〈χ(2)f (t)|µ|ψ(1)i (t)〉,
α0E(3)(t) = −Im〈χ(2)f (t)|µ|ψ(2)i (t)〉,
α0E(4)(t) = −Im〈χ(3)f (t)|µ|ψ(2)i (t)〉,
α0E(5)(t) = −Im〈χ(3)f (t)|µ|ψ(3)i (t)〉,
....
7.5.2 Implementac¸a˜o discreta do algoritmo
Devemos escolher um me´todo de propagac¸a˜o especı´fico para imple-
mentar numericamente o algoritmo. O me´todo de propagac¸a˜o utilizado e´ a
discretizac¸a˜o do operador evoluc¸a˜o ate´ segunda ordem (SOD, Second Order
Differencing), ja´ que o Hamiltoniano H esta´ composto por dois operadores
que na˜o comutam,H0 e V −µE(t). Os passos para aplicar o me´todo iterativo
de controle sa˜o
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Passo 1:
ψ(0)i (t0+∆t) = e
−iH0∆t/2e−i[V −µE(t0+∆t/2)]∆te−iH0∆t/2ψ(0)i (t0),
ψ(0)i (t0) = ϕi(0);
χ(1)f (t0−∆t) = eiH0∆t/2ei[V −µE
(0)(t0−∆t/2)]∆teiH0∆t/2χ(1)f (t0),
E(0)(t0−∆t/2) = − 1α0 Im
〈
χ(1)f (t0)
∣∣∣∣µ+ i∆t2 [µ,H0]
∣∣∣∣ψ(0)i (t0)〉 ,
χ(1)f (T ) = Oψ
(0)
i (T );
ψ(1)i (t0+∆t) = e
−iH0∆t/2e−i[V −µE
(1)(t0+∆t/2)]∆te−iH0∆t/2ψ(1)i (t0),
E(1)(t0+∆t/2) = − 1α0 Im
〈
χ(1)f (t0)
∣∣∣∣µ− i∆t2 [µ,H0]
∣∣∣∣ψ(1)i (t0)〉 ,
ψ(1)i (0) = ϕi(0).
Passo 2:
χ(2)f (t0−∆t) = eiH0∆t/2ei[V −µE
(2)(t0−∆t/2)]∆teiH0∆t/2χ(2)f (t0),
E(2)(t0−∆t/2) = − 1α0 Im
〈
χ(2)f (t0)
∣∣∣∣µ+ i∆t2 [µ,H0]
∣∣∣∣ψ(1)i (t0)〉 ,
χ(2)f (T ) = Oψ
(1)
i (T );
ψ(2)i (t0+∆t) = e
−iH0∆t/2e−i[V −µE
(3)(t0+∆t/2)]∆te−iH0∆t/2ψ(2)i (t0),
E(3)(t0+∆t/2) = − 1α0 Im
〈
χ(2)f (t0)
∣∣∣∣µ− i∆t2 [µ,H0]
∣∣∣∣ψ(2)i (t0)〉 ,
ψ(3)i (0) = ϕi(0);
....
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O algoritmo desenvolvido pode ser entendido graficamente como vemos na
Fig. (24) Nas equac¸o˜es acima o campo laser foi expandido em se´rie de Taylor
Figura 24: Esquema do algoritmo para o controle o´timo.
ate´ primeira ordem:
E(t+δ t) = E(t)+
∂E(t)
∂ t
δ t. (7.32)
A implementac¸a˜o teo´rica do me´todo de controle o´timo e´ realizada de
uma forma diferente a` implementac¸a˜o experimental.
A Fig. (25) mostra um esquema da implementac¸a˜o teo´rica do controle o´timo
quaˆntico. Resolvendo iterativamente as equac¸a˜o de controle, encontramos um
campo laser o´timo que faz ao sistema atingir a meta desejada maximizando o
valor esperado de um operador arbitra´rio O o qual e´ equivalente a maximizar
o valor de |〈ψmeta|ψ(T )〉|2.
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A Fig. (26) mostra a forma da implementac¸a˜o experimental do con-
trole o´timo quaˆntico. Um gerador de pulsos eletromagne´ticos cria um campo
laser inicial constate o qual vai interagir com uma amostra molecular (um
ensamble de sistemas quaˆnticos que sera˜o controlados). Logo temos um de-
Figura 25: Implementac¸a˜o teo´rica do controle o´timo quaˆntico.
Figura 26: Implementac¸a˜o experimental do controle o´timo quaˆntico.
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tetor que vai medir os produtos da reac¸o˜es moleculares devido a` sua interac¸a˜o
campo laser. Essa sinais sera˜o retroalimentadas para gerar um pulso otimi-
zado atrave´s de um algoritmo gene´tico por meio de um processo feedback ate´
conseguir o melhor pulso que fac¸a ao sistema atingir a meta desejada.
Aplicamos o me´todo para um sistema de dois nı´veis, com
H0 = Eg|g〉〈g|+Ee|e〉〈e|, (7.33)
e
V = 0,
i.e., o campo laser inicial E(t) = 0. Assume-se que o sistema interage unica-
mente com o campo laser, ou seja, e´ um sistema fechado.
Nosso objetivo e´ encontrar um campo laser para transferir a populac¸a˜o do es-
tado base |g〉 ao estado excitado |e〉 no intervalo de tempo T = 400. De acordo
a isto, no´s queremos maximizar o valor esperado do operadoO = |e〉〈e|. Para
isso, implementamos numericamente o algoritmo descrito anteriormente uti-
lizando a linguagem de programac¸a˜o Python2, por meio da interface IPython.
Consideramos um fator de penalidade α = 1.0 e uma aproximac¸a˜o inicial para
o campo laser E(t) = 0.0. O momento dipolar d = 0.8 e uma frequeˆncia de
transic¸a˜o atoˆmica de ω0 =Ee−Eg = 0.600119. Apo´s 5000 iterac¸o˜es obtemos
uma ocupac¸a˜o do estado final de 0.997781.
Vemos que o funcional encontra um campo laser que produz uma alta
ocupac¸a˜o eletroˆnica do estado excitado e uma baixa influeˆncia sobre o sis-
tema. Esse pulso o´timo tem uma frequeˆncia igual a` frequeˆncia de transic¸a˜o
atoˆmica do sistema de dois nı´veis, verificando assim que quando temos res-
sonaˆncia entre o campo laser e o sistema de dois nı´veis, obtemos a ma´xima
transfereˆncia de populac¸a˜o de acordo a` teoria de dois nı´veis para sistemas
quaˆnticos fechados.
As Fig. (27) e (28) apresentam a dinaˆmica das populac¸o˜es eletroˆnicas
no estado inicial, |g〉, e no estado final, |e〉. O campo laser e´ mostrado na
Fig. (29). O campo o´timo tem uma amplitude de 0.04 e uma frequeˆncia de
ω = 0.600119.
A Fig. (30) e a Fig. (31) mostram a transfereˆncia de populac¸a˜o
atoˆmica do estado base ao estado excitado e o campo o´timo que faz o sis-
tema atingir a meta desejada, respectivamente, com um fator de penalidade
α = 1.0.
A Fig. (32) e a Fig. (33) mostram, de novo, a transfereˆncia de populac¸a˜o
atoˆmica do estado base ao estado excitado e o campo o´timo que faz o sistema
atingir a meta desejada, respectivamente, mas neste caso o fator de penalidade
2Python e´ uma linguagem de programac¸a˜o de alto nı´vel, interpretada, imperativa, orientada a
objetos, de tipagem dinaˆmica e forte. Foi lanc¸ada por Guido van Rossum em 1991.
105
e´ α = 0.2.
Vemos que a transfereˆncia de populac¸a˜o e´ mais ra´pida, na Fig. (32),
ja´ que a influeˆncia de campo laser sobre o sistema e´ maior na u´ltimo caso.
Assim, isto e´ verificado, atrave´s da Fig. (33), onde temos uma amplitude de
campo laser maior que a amplitude do campo da Fig. (31). Isto e´ devido
ao fato de ter um fator de penalidade menor no u´ltimo caso. Em conclusa˜o,
entre menor seja o fator de penalidade, maior sera´ a influeˆncia do laser sobre
o sistema.
Figura 27: Populac¸a˜o do estado base do sistema de dois nı´veis apo´s de 5000
iterac¸o˜es com um fator de penalidade de α = 1 e campo aproximado de
E(t) = 0.
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Figura 28: Populac¸a˜o do estado excitado do sistema de dois nı´veis apo´s de
5000 iterac¸o˜es com um fator de penalidade de α = 1 e campo aproximado de
E(t) = 0.
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Figura 29: Campo laser optimizado apo´s de 5000 iterac¸o˜es com um fator de
penalidade de α = 1 e campo aproximado de E(t) = 0.
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Figura 30: Transfereˆncia da populac¸a˜o para µge = µeg = 1.0, E(0) = 0.1 e
5000 iterac¸o˜es.
Figura 31: Campo o´timo para a transfereˆncia da populac¸a˜o.
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Figura 32: Transfereˆncia da populac¸a˜o para µge = µeg = 1.0, E(0) = 0.1 e
5000 iterac¸o˜es.
Figura 33: Campo o´timo para a transfereˆncia da populac¸a˜o.
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8 CONCLUSO˜ES
O objetivo desta dissertac¸a˜o foi realizar um estudo teo´rico dos me´todos
de controle coerente para sistemas quaˆnticos de nı´veis discretos interagindo
com um campo eletromagne´tico monocroma´tico. Foram considerados siste-
mas de 2 e 3 nı´veis interagindo com campos eletromagne´ticos monocroma´ticos
em pulsos laser. A dificuldade de se aplicar me´todos de controle quaˆntico em
processos quı´micos e fı´sicos realistas e´ devido a` efeitos como a decoereˆncia e
a dissipac¸a˜o. Ale´m disso, os tempos caracterı´sticos da dinaˆmica quaˆntica sa˜o
muito curtos, em escalas de femtossegundos ate´ microssegundos. Estuda-se
detalhadamente a teoria geral de sistemas de dois e treˆs nı´veis interagindo
com um campo eletromagne´tico monocroma´tico. Para o sistema de dois
nı´veis, observa-se como a evoluc¸a˜o temporal dos coeficientes de expansa˜o
da func¸a˜o de onda oscilam com uma frequeˆncia sinusoidal o qual mostra que
a populac¸a˜o dos dois estados do sistema quaˆnticos oscila com uma frequeˆncia
de Rabi que depende linearmente da amplitude do campo electromagne´tico
que interage com o sistema.
Inicialmente estudamos o sistema de dois nı´veis interagindo com um
campo eletromagne´tico monocroma´tico. A interac¸a˜o radiac¸a˜o-mate´ria foi
modelada na aproximac¸a˜o dipolar e no referencial de onda rotante. Ale´m
de trabalharmos com o formalismo da func¸a˜o de onda, trabalhou-se tambe´m
com um me´todo mais visual utilizando a esfera de Bloch, por meio da qual
pode-se descrever a dinaˆmica quaˆntica do sistema de dois nı´veis interagindo
com o campo laser. Com esse me´todo pode-se observar facilmente como a
evoluc¸a˜o do estado quaˆntico do sistema de dois nı´veis e´ afetado pela interac¸a˜o
com o campo laser. Pulsos de durac¸a˜o pi/2 e pi sa˜o interpretados visual-
mente. O me´todo na˜o se limita a` pulsos laser sobre sistemas de dois nı´veis,
mas se aplica tambe´m a um sistema de spin 1/2 interagindo com um campo
magne´tico. Assim, e´ possı´vel desenvolver uma sequeˆncia de pulsos sobre
um qubit para criar modelos de controle na computac¸a˜o quaˆntica. No final
desse capı´tulo estudamos uma te´cnica muito utilizada para a transfereˆncia
de populac¸a˜o em sistemas de dois e treˆs nı´veis. O efeito STIRAP corres-
ponde a` transfereˆncia de populac¸a˜o eletroˆnica entre dois estados discretos
usando um estado auxiliar, que nunca e´ preenchido. Essa transfereˆncia de
populac¸a˜o ocorre adiabaticamente, pois sua dinaˆmica e´ caracterizada por len-
tas mudanc¸as nos paraˆmetros do Hamiltoniano que descreve o sistema. Na
sequeˆncia estudamos va´rias configurac¸o˜es de sistemas de treˆs nı´veis intera-
gindo com dois campos laser.
Estudamos a teoria que descreve os sistemas quaˆnticos abertos, com a
qual derivamos a equac¸a˜o mestra para um sistema de dois nı´veis interagindo
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com um campo eletromagne´tico e o va´cuo eletromagne´tico. Calculamos os
elementos da matriz densidade para a equac¸a˜o mestra de Lindblad, obtida
apo´s as aproximac¸o˜es de Born e de Markov usadas para a equac¸a˜o mestra.
Nesse caso a dinaˆmica das populac¸o˜es tem um comportamento oscilato´rio
amortecido, que decai exponencialmente devido a` interac¸a˜o com o va´cuo ele-
tromagne´tico. Essa interac¸a˜o causa o decaimento do estado eletroˆnico ex-
citado do sistema de dois nı´veis. Portanto, os processos de decaimento e
decoereˆncia sa˜o altamente estudados na teoria do controle quaˆntico ja´ que
a dinaˆmica dos estados excitados sempre esta˜o submetidos a este tipo de
interac¸a˜o com um ambiente.
Foram implementados dois procedimentos de controle quaˆntico para
sistemas de dois nı´veis: o me´todo de controle por ondas contı´nuas seccio-
nado em faixas de tempo (KUHN; LUZ, 2007) e um procedimento baseado
baseado na teoria de controle o´timo (KOSLOFF et al., 1989; PEIRCE; DAH-
LEH; RABITZ, 1988) (me´todo de Zhu-Rabitz (ZHU; RABITZ, 1998)). Para
o primeiro caso levamos em conta os efeitos de dissipac¸a˜o e decoereˆncia.
Conclui-se, finalmente, que os me´todos para controle coerente de sis-
temas quaˆnticos teˆm sido objeto de muito estudo, para criar va´rios modelos de
controle que podem ser implementados de acordo as necessidades do sistema
fı´sico. Um dos propo´sitos centrais desses me´todos e´ o desenho de pulsos la-
ser, pois e´ melhor usar me´todos onde se faz uso da coereˆncia dos campos ele-
tromagne´ticos, em vez de usar me´todos de controle baseados em interac¸o˜es
com coliso˜es atoˆmicas e/ou ioˆnicas para obter uma dinaˆmica quaˆntica co-
erente. Ale´m de novos modelos teo´ricos de controle tambe´m e´ necessa´rio
aprimorar e desenvolver novas tecnologias e ferramentas para realizar o con-
trole. Portanto, se requer um estudo conjunto de me´todos teo´ricos de controle
e da tecnologia do laser, que e´ a ferramenta mais apropriada para controlar
processos atoˆmicos extremadamente curtos.
Tambe´m concluı´mos que o estudo de sistemas de dois nı´veis, ainda
que sendo um sistema bem simples, gera contribuic¸o˜es nas a´reas da teoria de
controle quaˆntico, para as teorias de fundamentos da mecaˆnica quaˆntica e a`
teoria de informac¸a˜o quaˆntica, onde o qubit e´ o bit quaˆntico de informac¸a˜o.
Verifica-se tambe´m que e´ muito difı´cil controlar sistemas quando a
dinaˆmica quaˆntica na˜o e´ do tipo Hamiltoniana, mas sistemas quaˆnticos aber-
tos. Poucos me´todos sobre teoria do controle quaˆntico para sistemas abertos
teˆm sido desenvolvidos. Por essa raza˜o modificamos o me´todo de controle
por ondas contı´nuas seccionado no tempo. Atualmente, a maior quantidade
de trabalhos para a classe de sistemas abertos esta´ relacionado com a teoria
do controle o´timo, pois esses me´todos sa˜o mais gerais, tanto para o caso de
sistemas fechados como para sistemas abertos. Apesar de ser um me´todo que
tem um custo computacional maior que o procedimento de seccionamento
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temporal, a teoria de controle o´timo apresenta um formalismo mais eficiente
para ajustar as diversas propriedades do pulso, tais como: a amplitude e o
formato do pulso, seu tempo de durac¸a˜o e sua frequeˆncia angular.
8.1 FUTURAS PERSPECTIVAS
Com relac¸a˜ ao me´todo de controle quaˆntico seccionado no tempo,
usado para manipular a dinaˆmica sistemas de dois nı´veis incluindo efeitos de
dissipac¸a˜o, no´s pretendemos complementar o me´todo de controle aqui apre-
sentado fazendo uso de uma func¸a˜o auxiliar h(t), a qual definimos a seguir.
Para obter o controle sobre o observa´vel V no tempo t˜ devemos resol-
ver a equac¸a˜o
〈V (t˜)〉= Tr(V ρ(t˜)) = S(t˜).
Ale´m disso, a pureza esta´ limitada pelos valores
1
d
≤ Tr(ρ2(t))≤ 1,
onde d e´ a dimensa˜o do espac¸o de Hilbert do sistema quaˆntico.
Enta˜o, definimos a func¸a˜o auxiliar
h(t)≡ α[〈V (t)〉−S(t)]2−βTr(ρ2(t)),
onde α e β sa˜o os pesos para dar maior importaˆncia a` dispersa˜o [〈V (t)〉−
S(t)]2 ou para a pureza Tr(ρ2(t)).
Assim, podemos ter controle sobre o valor esperado do observa´vel V ,
que deve estar pro´ximo ao valor desejado, e tambe´m sobre a pureza do sis-
tema. Isto sera´ feito por meio da minimizac¸a˜o da func¸a˜o auxiliar h(t) atrave´s
do me´todo de gradiente conjugado na˜o linear. Com esse procedimento, en-
contramos valores para os paraˆmetros do campo de controle (ΩR e ϕ j) que
sera˜o unicamente determinados se temos um mı´nimo global na˜o degenerado
para a func¸a˜o h(t).
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