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Abstract
Studies of resonant magnetic perturbations (RMP) have been an active topic in the tokamak
research. The RMP technique involves the use of magnetic perturbations generated by external coils
installed on a tokamak device. The resonant interaction between the plasma and RMP has favorable
effects on magnetohydrodynamic (MHD) stability and other plasma parameters in tokamaks. The
RMP experiments are carried out in the Saskatchewan Torus-Modified (STOR-M) tokamak using
(l = 2, n = 1) helical coils carrying a static current pulse. The effect of RMP on the (m = 2,
n = 1) magnetic islands is examined during ohmic discharges with high MHD activities. The
amplitude and frequency of (2, 1) Mirnov fluctuations are significantly reduced after application of
RMP. A phase of improved plasma confinement, characterized by a reduction in the Hα emission
level and an increase in the soft x-ray (SXR) emission, is induced after application of RMP. It is
also observed using the ion Doppler spectroscopy (IDS) that RMP can strongly affect the plasma
rotation in STOR-M. It is found that during the RMP pulse, the toroidal velocity of CIII impurities
(located at the plasma edge) increases in the co-current direction. However, the toroidal velocities
of OV and CVI impurities (located near the plasma core) change direction from counter-current to
co-current. The reduction of the toroidal flow velocity is accompanied by a reduction of the MHD
frequency. It is also found that radial profiles of ion saturation current and floating potential in
the edge region can be modified by RMP. An increase in the pedestal plasma density and a more
negative electric field are observed at the plasma edge region during the RMP pulse. An internal
probe array is assembled and installed in STOR-M to study the RMP penetration and the plasma
response to RMP.
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Chapter 1
Introduction
1.1 Energy Resources
Energy is an essential component to sustain life on planet earth and to advance human civi-
lization. The quality of life and the stability of global economy in the modern world are directly
correlated with the energy. The global energy consumption and the world population have been
rapidly increasing in the major industrialized regions. Several reports issued by the United Na-
tions Development Programme (UNDP) have suggested that the human development index (HDI)
of various countries is closely related to the amount of per capita electricity consumption [1]. The
HDI curve shown in Figure 1.1 is mostly dominated by the developing nations with low figures for
the developed world. It has been estimated that the global energy demand will increase by a factor
of 3 by the year 2050 [2].
Since the last century most of the energy production has been mainly based on fossil fuels.
Fossil fuels are deemed to be the major source of global warming through the emission of green-
house gases. Reserves of fossil fuels also began to deplete as the oil and gas reserves will be used
up in a few tens of years, and coal reserves will last for only a few hundred years. Political and
military conflicts for control of oil and gas reserves have already dominated the world energy sce-
nario over the past few decades. Nuclear energy solutions, such as fission-based nuclear power,
have been facing political and public opposition regarding some issues such as nuclear prolifera-
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Figure 1.1: United Nations Human development index of 60 countries in 2007 plotted as a function
of per capita energy use in kWh [1].
tion, radioactive fuel wastes, and potential nuclear disasters like Chernobyl and Fukushima Daiichi
nuclear disasters.
The search for sustainable energy alternatives is still ongoing. The development of a new energy
technology will likely take a considerable time before promoting it as a cost efficient, environmen-
tally friendly energy source. Some clean energy resources (i.e. solar and wind power) have shown
promising potential to become a reliable energy source. However, energy density, efficiency and
production cost have prevented such technologies to become a major energy source especially in
large urban industrial nations.
Since the proposal of nuclear fusion as a new energy alternative in the fifties of the past century,
the progress of nuclear fusion research has seen many developments and advancements. Fusion
power has shown a great potential maintaining the high energy demand with low pollution levels.
Fusion energy also has attractive features such as the abundance of fuel, safety, and the low impact
on environment. It is estimated that in the next few decades the thermonuclear power will estab-
lish itself as the primary energy supplier. However, some technical difficulties must be addressed
before promoting the fusion technology for the commercial use. Therefore, the current fusion re-
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search programme is aiming towards resolving these issues which requires a global effort. The
international cooperation in fusion research led to the construction of the first experimental fusion
reactor called the International Thermonuclear Experimental Reactor (ITER) [3].
1.2 Fusion Energy
Fusion energy is released when two light atomic nuclei are fused together to form heavier ones.
The sum of two nuclei masses before the fusion reaction is larger than the sum of masses after the
reaction. The difference in masses ∆m, according to the relativity theory, is released by the fusion
reaction as energy in form of ∆mc2, where c is the speed of light. There are many fundamental
nuclear reactions that can be used as a source of fusion energy. However, the following fusion
reactions are more favorable [4]:
D2 + D2 → T3 + p+ 4.0MeV
D2 + D2 → He3 + n+ 3.3MeV
D2 + T3 → He4 + n+ 17.6MeV
D2 + He3 → He4 + p+ 18.3MeV (1.1)
where D is deuterium, T is tritium, p is proton, He is helium and n is neutron. Due to the abundant
supply of deuterium in seawater (0.015% of hydrogen in seawater ≈ 1.35 × 109 km3), the D-D
reaction seems a practical source for fusion energy. The D-T reaction, however, is easier to realize.
The reason why the D-T reaction is preferred to other reactions is clearly shown in Figure 1.2. The
cross-section of D-D and D-He3 reactions are considerably less than that of the D-T reaction except
at very high energies.
The probability of a fusion reaction depends on the cross-section of the target nucleus which is
defined by σ. The D-T fusion reaction occurs when the D nucleus makes a successful collision with
the T nucleus. The probability of such a reaction is a function of the kinetic energy of D nucleus.
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Figure 1.2: Cross-sections of different fusion reactions as a function of the kinetic energy of inci-
dent D nucleus on the target nucleus [5].
As shown in Figure 1.2, the cross-section of the D-T reaction has a maximum value of about 5 ×
10−28 m2 when the kinetic energy of the incident D is around 100 keV. When the D nucleus at a
velocity of v collides with the T nuclei with a density of nT, the reaction rate (number of reactions
per unit time) can be expressed by nTσv. It is necessary to average σv over the velocity distribution
when the plasma has a Maxwellian ion temperature distribution Ti. The fitting equation of 〈σv〉, in
the unit of m3/s, for a D-T reaction as a function of Ti (keV) is given by [6]:
〈σv〉 = 3.7× 10
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The energy released by the fusion reactions exceeds that of the chemical reactions by millions
of times. For example, the chemical reaction typically produces energy of 2.96 eV for the reaction
H2 + 12O2→ H2O. The energy released by the D-D reaction is around 3.3 MeV, which is about six
orders of magnitude higher. The binding energy per nucleon is much smaller in very light nuclides
compared with the binding energy of nuclides with atomic mass number around 60. For this reason,
a tremendous amount of energy can be released when the light nuclei are fused.
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1.3 Fusion Techniques
In order to utilize fusion for energy production, high-density fusion reactants have to be heated
to a sufficiently high temperature and confined for a long time away from any surrounding materi-
als. Fuels at such high temperatures are ionized and form a plasma. There are two main approaches
for achieving fusion in the laboratory: inertial confinement and magnetic confinement. The inertial
confinement works on a pulsed fashion. The fusion reactions in inertial confinement are achieved
through micro-implosions of fuel pellets induced by high power laser or particle beams at a high
repetition rate [7].
The magnetic confinement, on the other hand, utilizes the properties of the charged plasma
particles in electromagnetic fields. The charged particles are magnetically confined away from
the surrounding walls using a specific magnetic field configuration. A steady magnetic field can
restrain the motion of the charged particles in a plasma across magnetic field lines. The plasma
particles, however, are free to move along the field lines. The research on magnetic confinement
led to a variety of confinement configuration concepts. However, the most successful approach
of confining the plasma particles along the magnetic field lines has been achieved by the tokamak
concept.
A tokamak is one of several magnetic confinement devices proposed for producing controlled
thermonuclear fusion power. The idea of the tokamak was originally proposed by the two Rus-
sian physicists Igor Tamm and Andrei Sakharov at the Kurchatov Institute back in the 1950’s [8].
The term ”Tokamak” is an acronym of a Russian phrase (Toroidal’naya kamera s magnitnymi
katushkami) which literally means ”toroidal chamber with magnetic coils”. The tokamak is a torus-
shaped device that uses a strong magnetic field to confine the plasma in a toroidal chamber. This
simple, toroidal magnetic field alone, however, is not sufficient to establish a plasma equilibrium.
In order to achieve equilibrium in tokamaks, in which the plasma pressure is balanced by the
magnetic forces, it is necessary to have a poloidal magnetic field. This field is produced by the
plasma current flowing in the toroidal direction. The superposition of the toroidal field Bφ and the
poloidal field Bθ produces magnetic field lines that move around the torus in a helical trajectory.
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The toroidal field travels around the torus in circles, whereas the poloidal field travels in circles
orthogonal to the toroidal field. As shown in Figure 1.3, The plasma torus is regarded as a single
secondary winding of a transformer. A current flowing in the primary transformer winding induces
a plasma current by transformer actions (with either iron or air core).
Figure 1.3: Schematic view of a tokamak device.
It was clear from early experiments that tokamak plasmas are subject to a wide range of large-
scale (macroscopic) instabilities. Those instabilities limit the amount of plasma current and pres-
sure confined by the helical magnetic field. The most active instabilities in tokamaks can be de-
scribed, in a simple form, by the magnetohydrodynamic (MHD) model. Those instabilities are
driven mainly by two destabilizing sources: current gradients and pressure gradients. A typical
example of current and pressure-driven instabilities are the kink and the ballooning instabilities.
The current-driven instabilities can be suppressed by applying a strong toroidal magnetic field. The
pressure-driven instabilities (i.e. ballooning modes) can be avoided by operating the tokamak in
the stable domain of the (s, α) diagram, where s is the magnetic shear parameter and α is the
ballooning parameter. Nevertheless, other types of instabilities can still be excited in tokamaks [9].
The tearing modes are another class of MHD instabilities which are driven by the magnetic
shear. The tearing modes tend to break magnetic flux surfaces to form helical structures known
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as magnetic islands. Magnetic islands are radially localized magnetic structures developed on so-
called rational flux surfaces [10]. The destabilizing effects of tearing modes on the plasma may
result in minor and major disruptions. The minor disruptions destabilize the plasma and degrade
the particle and energy confinement. The major disruptions, however, are more severe since they
can end a plasma discharge [11].
The tearing modes grow on resonant magnetic surfaces with rational values of the safety factor
q. The fluctuations associated with the tearing mode instabilities in tokamaks, such as Mirnov
oscillations [12] and sawtooth oscillations [13], are usually monitored and analyzed by various
diagnostics and data processing techniques. Mirnov and sawtooth oscillations do not significantly
affect the operation of the tokamak, hence can be observed during the normal operation. The
fluctuating signals of Mirnov and sawtooth oscillations are characterized by temporal evolutions
and spatial structures expressed by the poloidal and toroidal mode numbers (m, n).
It is believed that Mirnov oscillations are generally caused by the rotation of nonlinearly sat-
urated magnetic islands formed by the tearing modes. The rotation of magnetic islands causes
oscillating helical perturbations in the poloidal magnetic fields (Bθ) which can be detected at the
edge of plasma using magnetic probes called Mirnov coils [14]. The soft x-ray (SXR) radiation
emitted from the plasma can be observed by SXR photodiodes typically installed inside tokamaks.
The radiation intensity of SXR depends on the electron temperature, density and on the impu-
rity concentration in the plasma. The SXR radiation is mainly produced by the impurity spectral
lines and bremsstrahlung radiation [15]. There are two typical SXR signals observed in tokamaks:
helical oscillations correlated with Mirnov oscillations and sawtooth oscillations. The sawtooth
oscillations are best observed when the amplitudes of Mirnov oscillations are small.
It has been reported in many tokamaks that the major disruptions are likely caused by the
interaction of (2, 1) magnetic islands with the limiter or with the cold plasma surroundings [16].
Other theories suggested that the major disruptions are triggered by coupling of a growing (2, 1)
island with (1, 1) mode [17] or with (3, 2) mode [18]. Since most of the major disruptions are
related to (2, 1) islands, the growth of (2 ,1) mode was expected to be either postponed or activated
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by means of (l = 2, n = 1) helical coils [19]. The resonant magnetic perturbations (RMP) generated
by the coils can strongly influence the magnetic islands on the q = 2 resonant surface in tokamaks,
leading to more stable plasma discharges especially when the coils are fed with small DC currents
(typically 1-4% of the total plasma current). RMP can effectively reduce the width of magnetic
islands and hence suppress the Mirnov oscillations [20].
1.4 Resonant Magnetic Perturbations
It has been known that major disruptions impose serious limitations on the normal operation
of tokamaks. Different procedures and techniques have already been proposed to avoid disruptions
[21]. One of the proposed techniques is influencing the tokamak plasmas with radial magnetic
fields called resonant magnetic perturbations (RMP) produced by external helical coils with low
m and n winding values. The produced RMP counteracts magnetic islands of the same helicity.
On one hand, the application of moderate RMP showed that Mirnov oscillations could be strongly
suppressed and the onset of the disruptive instability could be delayed. On the other hand, the
external helical coils have been used to study the nature of major disruptions since the disruptions
can be artificially triggered if the coils are fed with substantially higher RMP current (IRMP).
The first study with RMP was carried out in the Pulsator tokamak [22], which showed that the
occurrence of major disruptions can be controlled by means of external helical windings. The early
RMP experiments have been performed with a variety of coils, either complete or local sets mainly
to study the interaction between RMP and MHD modes. Most of the early experiments have been
conducted with an (2, 1) windings, such as in Pulsator [22], ATC [23], TO-1 [24], HT-6B [25],
TBR-1 [26], Tokoloshe [27] and DITE [28] tokamaks. The resonant coils have also been used to
interact with (1, 1) [29], (3, 2) [30], (4, 2) [31], (3, 1) [32] and (4, 1) [33] islands.
Alternating current (AC) coils with a mode-locking feedback system have been used in several
early tokamaks (e.g. ATC [23], DITE [28] and TO-1 [34] tokamaks), and more recently in TEX-
TOR [35] and J-TEXT [36] tokamaks. The suppression of (2, 1) tearing modes, resulted from the
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phase locking between the coils and tearing modes, has been clearly demonstrated in those ma-
chines. Reduction in MHD frequency and improvement in energy and particle confinement times
have been observed as well. In the earlier experiments with DC RMP currents (i.e. TOSCA [37]
and TORIUT-4 [38] tokamaks), a regime of suppressed Mirnov signals has been observed, which
delayed the precursor of the disruptive instability. Other observations include sawtooth modula-
tions and changes in particle and energy confinement times. However, as mentioned earlier, the
disruptive instabilities can be precipitated by applying relatively high helical coil currents. The
most harmful characteristics of disruptive instabilities are energy dissipation, the complete loss
of plasma confinement, and the induced forces on the tokamak structure [39]. The hypothesis that
disruptive instabilities are caused by a (2, 1) island interacting with another structure (island or lim-
iter) inside the plasma has been supported by many experimental evidences. Disruptive instabilities
can also be triggered by radiation losses, magnetic field line ergodization, multifaceted asymmetric
radiation from the edges (MARFES) and microturbulence [40].
The first successful attempt to influence a tokamak plasma by a local, external resonant helical
field was carried out in the Pulsator tokamak (major radius R = 70 cm, minor radius a = 14 cm,
toroidal magnetic field Bφ = 2.7 T and plasma current Ip = 125 kA) [41]. Pulsator is equipped
with a set of (2, 1) windings. The main purpose of this set was to achieve equilibrium for a current-
less pre-ionization plasma which could improve the startup schemes in tokamaks. However, this
purpose was never realized, instead the helical windings have been proven to be a very effective
tool for the investigation of disruptive instabilities. It has been found that if the tokamak magnetic
field and the superimposed RMP have the same helicity, a disruption in plasma current can be stim-
ulated by a well-producible value of IRMP. On the other hand, at lower helical currents, a drastic
reduction in the m = 2 mode amplitude has been observed, which led to longer plasma pulses even
with high density.
The stabilization of the m = 2 tearing mode was explained by the local flatness of the temper-
ature and current density profiles at the resonant surfaces. When the particles move along the field
lines of the island, they connect the inner and outer regions after a few toroidal rotations, which
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enhances the radial transport process of energy and particles. It has also been observed that the
width of magnetic island increases with IRMP. It is believed that when the island edge approaches
the limiter, an effective magnetic limiter is formed due to the energy and particles transfer from
the island to the limiter. Furthermore, more pronounced ergodization of field lines was created by
helical currents antiparallel to the plasma current, resulting in smaller critical values of IRMP.
The previous works have reported different explanations for the suppression of Mirnov oscilla-
tions observed during RMP. It was not clear whether the observed suppression of Mirnov signals
was due to mode suppression, to a change in mode rotation, or to a combination of both effects. A
systematic study conducted in COMPASS-C [42] has shown that in low q and low density plasmas
the Mirnov oscillations can be drastically suppressed as a result of mode stabilization. The mode
stabilization occurs when the rotating frequency of magnetic islands is reduced during application
of RMP. It has been found that the reduction of mode frequency correlates with the reduction of
mode amplitude rather than with the RMP amplitude. The earlier belief that the reduction in mode
frequency is associated with the mode locking has been argued by the fact that the locked modes,
in the JET tokamak for example [43], are often followed by a plasma current degradation and high-
current disruptions, which is not the case for RMP if it is properly applied [44]. However, since
locked modes can occur without causing disruptions [45], a better argument can be made in terms
of the amplitude and frequency behaviour of locked modes [46]. In general, the suppression of
Mirnov oscillation signals (B˙) may be attributed to the reduction of mode magnitude and/or the
reduction in frequency.
It should also be noted that the applied helical current (IRMP) has a critical limit. Exceeding this
threshold results in a plasma disruption. The reported disruption has no characteristic differences
to that caused by natural disruptive instabilities. The disruptive instabilities are usually preceded by
the growth of m = 2 mode to a large amplitude. The disruption is often characterized by negative
spikes in the loop voltage, sudden loss in particle and energy confinement, and unpredictable ex-
pansion in the plasma minor radius. The disruptive instabilities can terminate the plasma discharge
and damage the walls. However, these instabilities can be avoided by optimizing the operating
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parameters, such as q-value and plasma density profile [47].
RMP has also been used for error field correction [48]. In theory, the configuration of mag-
netic fields in tokamaks is ideally axisymmetric. However, the presence of eddy currents and the
imperfection of manufacturing and assembling the coil systems in tokamaks cause asymmetries in
magnetic fields called error fields. A small deviation in the magnetic field symmetry with amplitude
as low as Br/Bφ ∼ 10−4 (where Br is the radial magnetic field and Bφ is the toroidal magnetic
field) can create mode locking in large tokamaks such as ITER [49]. The error field correction
with RMP has been carried out in many tokamaks such as COMPASS-D [50], DIII-D [51] and
JET [52] tokamaks. It has been found that the direct compensation for error fields in tokamaks is
rather complicated since the magnetic structure of error fields contains a wide range of harmonics
(m, n). Most of the correction systems in tokamaks are designed to compensate for error fields
with different harmonic numbers. It has been found that harmonics with odd n numbers are usually
dominant, particularly the n = 1 harmonic [53].
One of the common applications of RMP is the active control of the so-called edge localized
modes (ELMs). ELMs are a type of non-disruptive MHD instability occurring at the edge of a toka-
mak plasma during the improved confinement phase (H-mode) [54]. The first successful attempt
to mitigate ELMs by RMP was conducted in the DIII-D tokamak [55]. RMP coil systems have
been widely implemented in many tokamaks, such as JET [56], ASDEX-U [57] and MAST [58],
to control ELMs during the H-mode operation. It is believed that the peeling-ballooning modes
are responsible for ELMs formation [59]. When RMP fields are applied near the plasma edge they
form a stochastic magnetic field layer, causing an enhancement in the local radial transport [60].
During the ELMs mitigation the pedestal pressure gradient is reduced below the stability limit of
peeling-ballooning modes. It has been observed during ELMs suppression phase that the pedestal
temperature increases and the reduction in the pedestal pressure gradient is mainly caused by a
phenomenon called the density pump-out effect [61]. The density pump-out effect does not always
occur during ELMs mitigation. For example, it has been observed in the TEXTOR tokamak that
in some discharge scenarios the electron density is increased due to the increase of electric field
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shear (E × B) [62]. The density pump-out effect can also be observed during the normal con-
finement phase (L-mode) if there is a good alignment between RMP and the pitch of equilibrium
magnetic field lines which would maximize the size of the resonant components of the applied
perturbation [63].
The RMP fields have been successfully utilized to control plasma rotation in tokamaks. Pre-
vious experiments have shown that tokamak plasmas can be confined and stabilized by plasma
rotation. The efficiency and the performance of tokamaks can be enhanced by understanding the
mechanism of plasma rotation and maintaining the optimal rotation profile. Plasma rotation also
has stabilizing effects on edge plasma turbulence and MHD instabilities, most notably the resistive
wall modes (RWM) [64] and the neoclassical tearing modes (NTM) [65]. The E× B shear result-
ing from the interaction between plasma rotation and the radial electric fields affects the turbulent
transport in tokamaks [66]. It has been demonstrated in many tokamaks that both resonant [67–69]
and non-resonant (NRMP) [70–72] configurations of RMP modify the rotation profile and the E×B
shear. It has been reported that RMP fields induce either electromagnetic (EM) torque in the res-
onant configuration [73], or neoclassical toroidal viscosity (NTV) torque in the non-resonant con-
figuration [74]. The NTV torque is generated by a nonambipolar radial particle flux caused by
the breaking of the toroidal magnetic symmetry in low collisionality plasmas [75]. Plasma rota-
tion also reduces the error field penetration depth which can enhance the error field tolerance in
tokamaks [76].
RMP has been implemented in other important applications in tokamaks such as modifying
the edge transport [77–79] and suppressing the runaway electrons [80–82]. RMP fields are also
used to study the linear and nonlinear plasma response to external magnetic fields in tokamaks
both in experiment [83–85] and theory [86–88]. The plasma response to RMP was measured in
the TEXTOR tokamak using an internal magnetic probe array inserted from the low-field side on
TEXTOR [89]. The magnetic array measures the radial, poloidal and toroidal components of the
local magnetic field inside the plasma. The local magnetic field contribution comes from both
vacuum field and plasma response field. The pure plasma response to RMP can be obtained by
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subtracting the vacuum magnetic field from the local magnetic field. The local measurements
of magnetic field provides a better understanding of the local interaction between RMP and the
tokamak plasma as well as the role of plasma flow rotation in RMP penetration and screening
[90–94].
The implementation of the ion Doppler spectroscopy (IDS) systems in many tokamak devices
allowed the non-intrusive measurements of plasma flow velocity of different ion impurities [95–97].
The IDS system is a novel approach to detect Doppler broadening and shifting of ion spectral lines
in tokamak plasmas. The IDS system can be used to estimate the ion temperature and the flow
velocity at different radial locations. The IDS measurements depend mainly on the line radiation
of impurity ions rather than the primary plasma ions. The temperature and the flow velocity of
main plasma ions have to be approximated from the IDS measurements. A new IDS system has
been installed in the Saskatchewan Torus-Modified (STOR-M) tokamak to measure the toroidal
flow velocity of impurity ions [98]. The toroidal flow velocities measured in STOR-M are obtained
mostly from CIII, OV and CVI line emissions. The toroidal plasma flow has been examined in
STOR-M during RMP with different magnitudes and configurations [99].
Within the framework of this Ph.D. research, the emphasis is to actively control the MHD
instabilities by RMP. The RMP field in STOR-M is generated by an (l = 2, n = 1) helical coil
powered by a set of capacitor banks and gated by an insulated-gate bipolar transistor (IGBT) switch.
Additional capacitor bank was also added to the existing power supply of RMP coil system. A
separate charging circuit, trigger circuit and semiconductor-controlled rectifier (SCR) switch were
designed and built for the new RMP bank. The additional capacitor bank provides a sharp current
pulse, similar to the turbulent heating (TH) current pulse [100]. The sharp RMP pulse is typically
fired during the current flat-top phase of RMP pulse to study the RMP penetration. The flat RMP
pulse presets the rotation speed of plasma flow and the superimposed sharp RMP pulse is used to
study the radial penetration/attenuation of the magnetic field at that rotation speed.
The magnetic fluctuations associated with MHD modes are monitored in STOR-M by a set of
discrete Mirnov coils placed at various poloidal and toroidal locations. The Mirnov arrays are com-
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plemented with an SXR detection system and electrostatic probe arrays to measure density, tem-
perature and potential fluctuations in the STOR-M tokamak. An internal magnetic probe array was
assembled and installed on STOR-M to study the RMP penetration and the plasma response to the
RMP fields. The valuable information regarding MHD instabilities are retrieved by using various
signal processing techniques. The time-resolved frequency analysis of transient and non-stationary
fluctuating MHD signals is performed by the Morlet wavelet function [101]. The harmonic MHD
analysis is carried out using the spatial Fourier series [102] and the singular value decomposition
algorithm [103].
1.5 Thesis Motivations and Objectives
The primary goal of this thesis is to implement RMP technique in the STOR-M tokamak and
to study its effects on MHD instabilities, toroidal plasma flow, and plasma properties in the edge
and the scrape-off layer (SOL) regions. An array of internal magnetic probes is also used to inves-
tigate the features of RMP penetration and plasma response in STOR-M. The main objectives and
motivations of this thesis work are outlined below:
1. Winding two sets of (l = 2, n = 1) helical windings poloidally separated by 90◦ and installed
outside the vacuum chamber of STOR-M.
2. Constructing an RMP power supply consisting of two capacitor banks and IGBT switch to
generate a slow RMP (SRMP) pulse.
3. Building an additional capacitor bank gated by SCR to produce a fast RMP (FRMP) pulse
superimposed on the SRMP pulse.
4. Designing, fabricating and calibrating a movable internal magnetic probe array comprised of
4 poloidal magnetic probes which are radially separated by 1 cm.
5. Investigating the influence of SRMP on MHD instabilities using Mirnov coil arrays and SXR
camera system.
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6. Studying the effects of SRMP on the toroidal plasma flow and edge/SOL plasma parameters
using the IDS system and a rake array of Langmuir probes.
7. Employing the internal probe array and the FRMP pulse to study the plasma response and
RMP penetration in STOR-M.
1.6 Thesis Outline
Chapter 1 was an introduction to the global energy consumption, fusion energy and the common
fusion approaches used in the fusion energy research. A literature review of the history of RMP as
well as its current applications in tokamaks was also highlighted in this chapter.
The basics of magnetic confinement, plasma equilibrium and heating methods in tokamaks are
briefly explained in Chapter 2. An overview of STOR-M tokamak and related diagnostics is also
presented.
Chapter 3 covers the fundamentals of MHD instabilities, magnetic islands, plasma rotation
and transport in tokamaks. This chapter also explains the mathematical background of numerical
techniques used for data analysis.
The apparatus of RMP system is described in Chapter 4. The diagnostics used in RMP exper-
iments such as the Mirnov coil arrays, the SXR cameras, the IDS system, the rake probe and the
internal probe array are discussed as well.
Chapter 5 highlights the main results of RMP experiments. The effects of RMP pulse on
magnetic islands, toroidal plasma flow and other plasma parameters are studied in STOR-M. The
plasma response and the RMP penetration are also examined using the internal probe array.
Chapter 6 summarizes the major results of this work and provides suggestions for future re-
search.
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Chapter 2
Tokamak
2.1 Introduction
The tokamak is a fusion research device that utilizes the concept of magnetic confinement to
confine hot plasmas. The tokamak plasmas are generated by several heating techniques including
the ohmic heating, the neutral beam injection and the radio frequency heating. The charged parti-
cles in the plasma (i.e. electrons and ions) are subject to guiding center drifts that deteriorate the
plasma confinement in a simple toroidal field configuration. These particle drifts can be neutralized
by a helical magnetic field formed by a combination of external toroidal field and poloidal field in-
duced by the plasma itself. The fundamentals of magnetic confinement, plasma equilibrium and
heating are discussed in this chapter. An overview of the main components and diagnostics in the
STOR-M tokamak is also presented.
2.2 Magnetic Confinement
Plasmas are confined in tokamaks by a combination of toroidal magnetic field Bφ generated by
external coils and poloidal magnetic field Bθ induced by the plasma current flowing in the toroidal
direction. A single-particle model is often used to explain how a tokamak works. As shown in
Figure 2.1, when a current flows in the primary transformer windings, it induces a toroidal plasma
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Figure 2.1: Coil system and magnetic fields in tokamak. The transformer winding acts as a primary
winding of a transformer and the plasma current is regarded as a one-turn secondary winding.
current by transformer actions. The motion of plasma particles in a magnetic field B is determined
by the Lorentz force [104]:
m
dv
dt
= q(v× B) (2.1)
where q andm are the particle charge and mass, respectively. For a straight, uniform magnetic field
B generated by a helical current, plasma species (i.e. electrons and ions) move along the magnetic
field lines in a spiral motion, depending on the initial velocity of particles. The helical motion of
particles is characterized by the cyclotron frequency ωc [105]:
ωc =
|q|B
m
(2.2)
The radius of gyration of particles about their guiding centers is defined by the Larmor radius:
rL =
v⊥
ωc
=
mv⊥
|q|B (2.3)
where v⊥ is the velocity component of the particle in the plane perpendicular to the magnetic field.
The motion of particles perpendicular to the magnetic field lines is bound within the Larmor radius.
The particles, however, are free to move along the field lines. Although the toroidal magnetic field
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provides the main confinement of the plasma in tokamaks, bending the straight magnetic field lines
to close on themselves and to form a torus is not sufficient to confine the plasma. The toroidal
magnetic field in tokamaks is stronger at smaller radii and weaker at larger radii, causing different
types of particle drifts.
The orbital radius of particles, according to Equation 2.3, is determined by the strength of the
magnetic field. The particles rotate at smaller major radial locations with stronger B have narrower
orbits than those at larger major radial locations. The particles in this simple toroidal configuration
are subject to two types of particle drifts [106], the curvature drift
vR =
mv2‖
qB2
Rc × B
R2c
(2.4)
and the gradient (or grad-B) drift:
v∇B = ±1
2
v⊥rL
B×∇B
B2
(2.5)
where Rc is the radius of magnetic field curvature, v‖ and v⊥ are the parallel and the perpendicular
components of the particle velocity relative to the magnetic field. The direction of curvature and
gradient drifts is determined by the sign of the particle charge. As shown in Figure 2.2, the electrons
and ions move in opposite vertical directions, creating a charge separation. The charge separation
between the plasma species induces a vertical electric field which causes another type of drift called
the E× B drift:
vE×B =
E× B
B2
(2.6)
In a pure toroidal configuration, the E × B drift degrades the plasma confinement as it causes
the particles to drift towards the outer wall. The concept to confine charged particles in toka-
maks is to superimpose an additional poloidal magnetic field Bθ on the toroidal magnetic field Bφ.
The poloidal field in tokamaks is induced by the toroidal plasma current. The combination of the
toroidal and poloidal fields results in a magnetic field with closed, helical magnetic field lines. This
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Figure 2.2: Particle drifts in a simple toroidal magnetic field [106].
helical magnetic field can neutralize the charge separation; this is because the electrons and ions
spiral along the helical magnetic field lines. The motion of electrons and ions along the toroidal
direction will eventually move them to the bottom (top) and neutralize the charge separation caused
by the curvature and grad-B drifts. This concept is called the rotational transform and it is essential
in any toroidal magnetic confinement device.
2.3 Plasma Equilibrium
Tokamak plasmas are subject to two kinds of equilibria. Firstly there is the internal balance
between the pressure gradient of plasma and the forces due to the magnetic field. Secondly there
is an equilibrium between the expansion forces acting on the plasma and the Lorentz force induced
by an external vertical magnetic field. A single-fluid model is often used to analyze the plasma
equilibrium. The force balance equation between the pressure and the magnetic forces in plasma is
given by [107]:
∇p = J× B (2.7)
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where p = nT is the plasma pressure which may be assumed to be isotropic in tokamaks. Substi-
tuting Ampe`re’s law
∇× B = µ0J (2.8)
into the force balance equation (Equation 2.7) yields:
∇p = 1
µ0
(∇× B)× B (2.9)
The above equation can be reduced to:
∇p = 1
µ0
[
(B · ∇)B−∇
(
B2
2
)]
(2.10)
where the vector identity
∇(A · B) = A× (∇× B) + B× (∇× A) + (B · ∇)A + (A · ∇)B (2.11)
has been used. Equation 2.10 can be rearranged as:
∇
(
p+
B2
2µ0
)
=
1
µ0
(B · ∇)B (2.12)
The above equation is called the pressure balance equation which is a nonlinear differential equation
for B. It can be solved for B subject to the constraint ∇ · B = 0. When rewritten in terms of
the poloidal magnetic flux function, the pressure balance equation reduces to the Grad-Shafranov
equation. The gradients of the plasma pressure p and the magnetic pressure B
2
2µ0
on the left hand
side are counterbalanced by the curvature term (B · ∇)B which comes from bending the magnetic
field lines.
Figure 2.3 shows an example of equilibrium in a cylindrical plasma column of radius a with
cylindrical coordinates (r, θ, z). The equilibrium is treated by assuming axial symmetry. The
axial plasma current has a current density distribution Jz(r). The axial current Jz(r) generates an
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azimuthal magnetic field Bθ(r). The combination of Bθ(r) and the magnetic field Bz(r) (directed
along the axis of the cylinder) is a helical magnetic field B = Bθ + Bz. The radial component of
the pressure balance equation (Equation 2.12) is given by [108]:
∂
∂r
(
p+
B2θ
2µ0
+
B2z
2µ0
)
= − 1
µ0
B2θ
r
(2.13)
Figure 2.3: Equilibrium in a cylindrical plasma column.
The axial field Bz is omitted because it is assumed to be straight and the curvature term acts only
in the azimuthal direction (θ):
(B · ∇B)r =
Bθ
r
∂
∂θ
(Bθeθ) = −B
2
θ
r
er (2.14)
where the vector identity
∂eθ
∂θ
= −er (2.15)
has been substituted in Equation 2.14. The radial balance equation (Equation 2.13) can be written
as:
∂
∂r
(
p+
B2z
2µ0
)
= − 1
2µ0
1
r2
∂
∂r
(rBθ)
2 (2.16)
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Further manipulation yields:
∂p
∂r
= JθBz − JzBθ = − 1
µ0
∂
∂r
B2z
2
− 1
µ0
Bθ
r
∂
∂r
rBθ (2.17)
Multiplying the above equation by r2 and integrating over the plasma cross-section provide the
equilibrium condition for the cylindrical plasma:
〈p〉 = 1
2µ0
[
B2θ (a) +B
2
z (a)− 〈B2z 〉
]
(2.18)
where 〈p〉 and 〈B2z 〉 are the averages across the plasma cross-section:
〈p〉 = 2pi
pia2
∫ a
0
p(r)rdr (2.19)
〈B2z 〉 =
2pi
pia2
∫ a
0
B2z (r)rdr (2.20)
Equation 2.18 describes the force balance condition in the minor radius direction. It remains
valid even when the straight discharge is weakly bent into a torus as in tokamaks. The toroidal mag-
netic field in tokamaks is much larger than the poloidal field (Bφ  Bθ). More importantly, since
the tokamak is characterized by a curvature radius R, an equilibrium condition in the major radius
direction is required to maintain the balance with the expansion forces acting in that direction.
The plasma confined in a toroidal chamber has a natural tendency to expand outward in the
radial direction to increase its inductance [109]:
L = µ0R
[
ln
(
8R
a
)
− 2 + li
2
]
(2.21)
where µ0 is the vacuum permeability, R is the major radius of the plasma and a is the minor radius.
The parameter li is the internal inductance parameter defined for a plasma cylinder by:
li =
〈B2θ〉
B2θ (a)
=
2pi
∫ a
0
B2θ (r)rdr
pia2B2θ (a)
(2.22)
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The above expression for li is also valid for large aspect ratio tokamaks ( = aR  1, where 
is the inverse aspect ratio). The internal inductance parameter li has known values depending on
the radial profile of toroidal current density Jφ. As shown in Figure 2.4, the internal inductance li
ranges from zero for a skin current, li = 12 for a uniform toroidal current, to greater than
1
2
for a
centrally peaked current distribution.
Figure 2.4: Dependence of the internal inductance li on the radial distribution of toroidal plasma
current density [110].
The magnetic energy associated with the self-inductance of plasma induces a radially expanding
force given by:
F1 =
∂
∂R
(
1
2
LI2p
)
=
1
2
µ0I
2
p
[
ln
(
8R
a
)
− 1 + li
2
]
(2.23)
The ballooning force also exerts an outward radial force on the plasma:
F2 =
∂
∂R
(
2pi2Ra2〈p〉) = 2pi2a2〈p〉 (2.24)
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where 〈p〉 is the average plasma pressure defined by Equation 2.19. The radial force due to the
change in the toroidal magnetic field is:
F3 = −2pi2a2 1
2µ0
[〈B2φ〉 −B2φ] (2.25)
where 〈B2φ〉 is the toroidal magnetic field averaged over the plasma cross-section:
〈B2φ〉 =
2pi
pia2
∫ a
0
B2φ(r)rdr (2.26)
Recalling the force balance equation (Equation 2.18) in the toroidal coordinate system (r, θ, φ)
yields:
1
2µ0
[〈B2φ〉 −B2φ] = 12µ0B2θ (a)− 〈p〉 (2.27)
The left hand side term can be simplified to:
1
2µ0
[〈B2φ〉 −B2φ] = B2θ (a)2µ0 (1− βp) (2.28)
where
βp =
〈p〉
B2θ (a)/2µ0
(2.29)
is the poloidal beta. The total expansion force FR acting on the tokamak plasma in the major radial
direction is given by:
FR =
µ0I
2
p
2
[
ln
(
8R
a
)
+ βp +
li
2
− 3
2
]
(2.30)
As shown in Figure 2.5, the radial force FR can be counterbalanced by applying an additional
magnetic field B⊥. The vertical magnetic field induces a radially inward Lorentz force, so that
FL = FR = 2piRIpB⊥, where FL is the Lorentz force. The required vertical field is expressed by:
B⊥ =
FR
2piRIp
=
µ0Ip
4piR
[
ln
(
8R
a
)
+ βp +
li
2
− 3
2
]
(2.31)
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Figure 2.5: Tokamak equilibrium in the major radius direction. The outward expanding force FR
is counterbalanced by the inward Lorentz force FL induced by the vertical magnetic field B⊥.
As the plasma pressure and current density distribution vary, the vertical field should accord-
ingly be adjusted to maintain the plasma discharge at a desired position. In modern tokamaks
(including STOR-M), the majority of vertical field is provided by a pre-programmed field which
is roughly proportional to the plasma current. The vertical feedback field based on the measured
plasma horizontal position ∆H provides the remaining vertical field.
2.4 Plasma Heating
The tokamak plasmas require substantial heating to reach relevant fusion temperatures (∼
20keV). Tokamak plasmas are initially formed by the ohmic heating which is also used for the
current ramp-up and quasi-steady current phase. The ohmic heating exploits the finite resistivity in
a plasma caused by the electron-ion collisions. The ohmic heating density is given by [111]:
PΩ = ηJ
2 (2.32)
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where η is the resistivity of the plasma and J is the current density. At low temperatures the ohmic
heating is very effective. However, according to the Spitzer resistivity, the ohmic heating becomes
ineffective since the resistivity rapidly decreases when the electron temperature (Te) increases. The
Spitzer resistivity based on Coulomb scattering is given by [112]:
η = 1.65× 10−9Zeff ln Λ
T
3
2
e
(2.33)
where Te is the electron temperature in keV, Zeff is the effective ion charge number (≈ 1.5), and
ln Λ is the Coulomb logarithm calculated from:
ln Λ = ln
(
12pine
(
ε0Te
nee2
)3/2)
(2.34)
which is insensitive to plasma density and temperature. For a typical STOR-M discharge (ne '
5 × 1018 m−3, Te ' 200 eV), ln Λ is around 17. The ohmic heating can achieve a maximum elec-
tron temperature of a few keV due to the anomalously short energy confinement times in tokamaks.
However, since the energy confinement scales with the tokamak size, it is expected for future toka-
maks to attain higher temperature plasmas by ohmic heating alone. Implementing ohmic heating at
high temperatures also requires high magnetic field. The modern tokamaks use other supplemen-
tary heating methods to increase the plasma temperatures to ignition temperatures.
The two main auxiliary methods used for plasma heating in tokamaks are the neutral beam
injection (NBI) and the radio frequency (RF) heating. These heating techniques have been suc-
cessfully used to heat the plasma to the temperature required for fusion. They have also shown
significant degradation in the energy confinement time as the injected power increased. The energy
confinement time (τE) has a strong dependence on the heating power [113]:
τE ∝ 1√
P
(2.35)
where P is the auxiliary heating power. The energy confinement is determined mainly by turbulent
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processes in plasmas, which are significantly influenced by the heating processes themselves.
NBI is one of the auxiliary heating methods used in tokamaks [114]. It involves injecting high
energy neutral atoms (∼ 100 keV) into the tokamak plasma. When the energetic atoms penetrate
the plasma core, they become ionized and transfer their energy to the plasma, raising the overall
temperature. Higher NBI energy is required as the tokamak size increases. The NBI accelerator
proposed for ITER will provide neutral beams with energies up to 1 MeV [115].
The ion cyclotron resonance heating (ICRH) has been the most successful method in RF heating
[116]. The ICRH heating has many attractive features such as the relatively low frequency (tens of
MHz) and efficient power absorption. However, the electron cyclotron resonance heating (ECRH)
has some advantages over ICRH like the ability to deposit energy at a desired location where
the resonance occurs. This feature is useful for controlling the plasma current profile, which is
important in optimizing the energy confinement and in stabilizing the plasma. Figure 2.6 shows a
typical RF heating system used in tokamaks.
Figure 2.6: Schematic layout of a typical RF heating system [117].
2.5 STOR-M Tokamak
The Saskatchewan Torus-Modified (STOR-M) tokamak is currently the only Canadian research
tokamak which is located at the University of Saskatchewan. STOR-M is a small iron core toka-
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mak built in 1987 as an upgrade for the previous Saskatchewan Torus-1 Modified (STOR-1M) toka-
mak [118] which is currently on loan to Utah State University. The toroidal coil system of STOR-M
was upgraded in 1994 to increase the strength of toroidal field [119]. Several experiments have been
conducted on STOR-M with relevance to larger tokamak programs. Those experiments include al-
ternating current (AC) plasma operation [120], turbulent heating (TH) current pulse [100], plasma
biasing [121], spheromak startup simulation [122], density fluctuations studies [123], characteriza-
tion of MHD instabilities [124], diamagnetic [125] and plasma edge measurements [126,127]. The
University of Saskatchewan Compact Torus Injector (USCTI) was also implemented in STOR-M
in 1995 to study fueling in tokamaks, control of plasma rotation, and to drive the bootstrap current
through density profile optimization [128]. The compact torus (CT) injector has the ability to fire
tangential [129,130] and vertical [131] CTs relative to the toroidal field of STOR-M. The discharge
parameters in STOR-M are listed in Table 2.1
Parameter Value
Toroidal Magnetic Field (Bφ) 6 1 T
Vertical Magnetic Field (B⊥) 60 G
Plasma Current (Ip) 20-30 kA
Loop Voltage (Vl) 3 V
Average Electron Density (〈ne〉) 1018-1019 m−3
Average Electron Temperature (〈Te〉) 150 eV
Average Ion Temperature (〈Ti〉) 50 eV
Energy Confinement Time (τE) 2 ms
Discharge Duration 40 ms
Minor Radius (a) 12.5 cm
Major Radius (R) 46 cm
Table 2.1: Typical discharge parameters in STOR-M.
The STOR-M tokamak consists of a donut-shaped vacuum chamber and a circular limiter made
of stainless steel (304L alloy). The limiter consists of a circular part with a radius of 13 cm and a
horizontal rail at 12 cm, allowing up to±1 cm of horizontal plasma displacement without additional
scrape-off. The vacuum chamber has two circular stainless steel elbows attached on one end to
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stainless steel bellows to form the two halves of the vacuum chamber. Bellows are used to reduce
the mechanical stress on the machine. The chamber is equipped with 23 ports: 11 vertical, 10
horizontal, and 2 tangential available for diagnostics, pumps, the CT injector, and the gas feed
system. The vacuum chamber is evacuated to a base pressure of 1 × 10−7 Torr using a turbo-
molecular pump (TMP) with a pumping capacity up to 1000 L/sec [132], complemented with a
rotary pump for rough pumping. The vacuum chamber is filled with ultra pure hydrogen (99.999%)
through a PV-10 piezoelectric valve [133] to maintain a typical operating pressure of about 1.8 ×
10−4 Torr through a feedback control system. Additional gas puffing pulses are used to adjust the
plasma density during the discharge.
An iron core transformer with inductive magnetic flux capacity of ±0.1 Wb is used for gener-
ating the toroidal ohmic plasma current in STOR-M. The plasma is initiated with a negative bias
magnetic flux to gain a sufficient flux swing. The ohmic discharge circuit consists of three ca-
pacitor banks. A bias bank (20 mF, 450 V) induces a negatively biased magnetic flux on the iron
core. The initial ionization and the current ramp-up is provided by a fast bank (200 mF, 450 V).
A slow bank (10 F, 100 V) is used to maintain the plasma current plateau. The horizontal position
of the plasma column is controlled by a vertical magnetic field provided by the image currents and
the pre-programmed vertical field. A real-time PID feedback (FB) controller [134] maintains the
horizontal plasma position based on the position signals. Figure 2.7 shows a vertical cross-section
of STOR-M tokamak and the locations of the ohmic heating (OH) primary coils, the vertical equi-
librium (VE) coils, and FB coils.
2.6 STOR-M Diagnostics
The discharge parameters are monitored in tokamaks by various diagnostic tools. Some of the
diagnostics, like the magnetic probes, are passive, thus they are installed away from the plasma.
The non-invasive diagnostics allow the measurements of plasma parameters without disturbing the
plasma itself. However, other probes (e.g. Langmuir probes) require a direct contact with the
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Figure 2.7: Side view of the STOR-M tokamak showing the locations of the vertical equilibrium
(VE), ohmic heating (OH), and feedback (FB) windings.
plasma which can be a source of impurities. The long exposure to the hot plasma may also burn
and damage the probes. Discharge parameters are routinely monitored in STOR-M by a variety of
diagnostic instruments listed in Table 2.2. This section describes the basics of some diagnostics
used in STOR-M.
2.6.1 Rogowski Coils
Tokamaks are equipped with numerous Rogowski coils to measure electric currents and to
compensate for stray magnetic fields. As shown in Figure 2.8, Rogowski coil is a torus-shaped
solenoid with a winding density n (turns/m) and a uniform cross-sectionA. According to Ampe`re’s
law, an electric current (I) passing through the center of the coil induces a perpendicular magnetic
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Diagnostic Parameter
Rogowski Coils Plasma Current (Ip) and Toroidal Field (Bφ)
Voltage Pick-Up Loop Loop Voltage (Vl) and Transformer Flux (ΦOH)
Microwave Interferometer (4 mm) Line-Averaged Electron Density (〈ne〉)
Position Sensing Coils Plasma Position (∆H)
Mirnov Coils MHD Magnetic Fluctuations (B˜)
Optical Spectrometry Hα Emissions
Ion Doppler Spectroscopy Impurity Flow Measurements
Gundestrup Probe Plasma Flow Measurements (M‖,⊥)
Langmuir Probes Floating Potential (Vf ) and Ion Saturation Current (Isi)
Soft X-Ray Cameras Perturbed Electron Density (n˜e) and Temperature (T˜e)
Table 2.2: List of available STOR-M diagnostics.
field Bθ [135]: ∮
l
Bθ · dl = µI (2.36)
Figure 2.8: Schematic of Rogowski coil [136].
where dl is the the line element along the solenoidal axis, and µ is the magnetic permeability of
the medium in the solenoid. The total magnetic flux Φ enclosed by the coil is determined by the
Faraday’s law of induction as:
Φ = n
∮
l
∫
A
dABθ · dl (2.37)
Substituting Equation 2.36 into Equation 2.37 provides the magnetic flux expressed in terms of I:
Φ = nAµI (2.38)
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The time rate of change of the magnetic flux represents the voltage picked up by the Rogowski coil:
V = Φ˙ = nAµI˙ (2.39)
Integrating the above equation yields the current measured by the Rogowski coil:
I =
1
nAµ
∫
V dt (2.40)
Rogowski coils used in STOR-M are homemade coils that measure the currents in various
field windings and in the plasma itself. Each coil has a frequency response up to 800 kHz which
is adequate for current measurements in STOR-M. The coils are calibrated against a commercial
Rogowski coil (Pearson Electronics). The output signals of the coils are integrated by actively
gated integrators and connected to a data acquisition system.
2.6.2 Voltage Pick-Up Loop
The measurements of loop voltage in tokamaks provide useful information about the plasma
resistance and temperature as well as the level of impurities concentration. The measured loop
voltage (Vl) consists of resistive and inductive components:
Vl = IpRp +
d
dt
(IpLp) (2.41)
where Rp is the plasma resistance and Lp is the plasma inductance. The plasma resistance is given
by [137]:
Rp = η
2piR
pia2
(2.42)
where R is the major radius, a is the minor radius and η is the plasma resistivity. The plasma
inductance was previously introduced in Equation 2.21. The loop voltage, combined with the
plasma current, is used to estimate the electron temperature from the neoclassical plasma resistivity
(ηnc). In the quasi-steady plasma, the plasma resistance defined by Equation 2.42 can be simplified
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to Rp ≈ Vl/Ip. The neoclassical resistivity can be approximated with the following expression
[138]:
ηnc =
ηS
1− 1.95√+ 0.95 (2.43)
where ηS is the classical Spitzer resistivity defined by Equation 2.33, and  is the inverse aspect
ratio of a tokamak ( = a
R
≈ 0.3 in STOR-M) which accounts for trapped electrons. √ is ap-
proximately the fraction of trapped electrons. The electron temperature can be estimated from the
plasma resistivity as:
Te ≈
(
0.01326
1− 1.95√+ 0.95
IpR
Vla2
)2/3
(2.44)
For a typical STOR-M discharge (Ip ≈ 25 kA, Vl ≈ 3 V), the average electron temperature is
around 200 eV.
The loop voltage is measured in STOR-M by a single turn coaxial cable mounted on top of
the vacuum chamber and parallel to the plasma current. The output signal is transmitted to the
data acquisition system via a triaxial cable. A 100:1 voltage divider is used to attenuate the output
voltage and to provide the necessary impedance matching. Figure 2.9 shows the loop voltage circuit
used in STOR-M.
Figure 2.9: Voltage pick-up loop circuit [139].
2.6.3 Position Sensing Coils
The performance of a tokamak discharge depends on the accuracy of the plasma position (∆H)
control. A set of magnetic coils called position sensing coils are implemented in tokamaks to
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measure the location of the plasma inside the vacuum chamber. The coil arrangement shown in
Figure 2.10 is used in STOR-M to measure the vertical and horizontal displacement of the plasma
column. The coils are installed outside the vacuum chamber at a radius of r = 17 cm. The coil
system consists of six magnetic probes. Four of the probes, poloidally separated by 90◦, measure
the poloidal magnetic field Bθ at the same toroidal location. The remaining two coils are installed
above and below the vacuum chamber to detect the radial magnetic field Br.
Figure 2.10: Position sensing coils in STOR-M [140].
The position coils detect magnetic fields from the plasma as well as from the toroidal coil
system due to the coils misalignment and imperfection. The unwanted fields can be eliminated
from the position signals by using a compensation circuit. Rogowski coils are used to determine
the current waveforms that produce the stray fields. These waveforms are then added with the
appropriate amplitude and polarity to the position sensing coil signals to cancel out the unwanted
fields.
34
2.6.4 Optical Spectrometer
The quality of a tokamak plasma can be determined by measuring the intensity of the line
emissions from hydrogen and impurities in the plasma. The Hα radiation represents the recycling
process of plasma particles in the edge region. A lower Hα emission level indicates better plasma
confinement. As shown in Figure 2.11, the Hα emission line (656.28 nm) is measured in STOR-M
by a 350 mm focal length single-pass Czerny-Turner grating monochromator (Heath EU-700) with
a relative aperture of f /6.8 and a resolution of 1 A˚. The grating has 1180 lines/mm and is blazed at
2500 A˚. The monochromator is connected to optical lenses via a fiber optical bundle to detect the
light emission from a quartz window located at the bottom of the vacuum chamber. The dispersed
light is collected by a photomultiplier tube (RCA IP-28) shielded from the external magnetic fields
with µ-metal and enclosed in a brass and copper housing.
Figure 2.11: Monochromator set-up for Hα measurements in STOR-M.
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Chapter 3
Theory
3.1 Introduction
One of the successful models to study the plasma dynamics is the MHD model. The MHD
theory is a single-fluid approximation which can explain the behaviour of a conductive fluid in
electric and magnetic fields (such as plasmas). Furthermore, plasma equilibria and macroscopic
instabilities observed in tokamaks are well described by the MHD theory. This chapter explains
the basics of the MHD theory and the macroscopic instabilities, particularly the magnetic islands.
The mechanisms of plasma rotation and transport in tokamaks are also discussed along with a
theoretical background of some signal processing techniques.
3.2 MHD Theory
The MHD theory is a theoretical model that describes the macroscopic dynamics created by
the motion of charged particles in a charge-neutral fluid such as a plasma. The MHD theory also
studies the interaction between the charged particles and the surrounding magnetic fields. The
motion of the charged particles creates electric currents which in turn generate magnetic fields. In
the ideal MHD theory, all dissipative effects such as viscosity, resistivity and thermal conductivity
are negligible, except the thermal conductivity along the magnetic field which is taken to be infinite.
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Furthermore, the collisions between electrons and ions are ignored, and the simple Ohm’s law
E + v× B = 0 is adopted.
The two-fluid model treats the electron and ion fluids separately as a conducting fluid. The two
fluids interact through the self-induced electric and magnetic fields. These fields respond to the
changes in the charge densities and currents of the two fluids. The macroscopic scale of each fluid
is assumed to contain a large number of charged particles. The spatial scale of the two fluids is
large compared to the mean-free path between the particle collisions and the Larmor radius of each
individual particle [141].
In the ideal MHD model, the derivation of MHD equations can be limited to the case of a hydro-
gen plasma, in which the ions and electrons have respective charges ±e and the charge neutrality
is satisfied (ni ≈ ne ≈ n). The contribution of electrons to the fluid inertia can also be neglected
due to the incomparable mass of electrons to that of ions. The MHD model treats the plasma as a
single fluid with ion mass density [142]
ρ = niM + nem ≈ n (M +m) ≈ nM (3.1)
ion mass velocity
v =
niMvi + nemve
ρ
≈ Mvi +mve
M +m
≈ vi (3.2)
and current density:
J = e(nivi − neve) ≈ ne(vi − ve) (3.3)
where m is the electron mass, M is the ion mass, n is the plasma density, ve is the electron velocity
and vi the ion velocity. The terms that contain the mass ratiom/M are ignored because the electron
mass m is negligible compared with the ion mass M . The single-fluid MHD equations can be
derived by taking various linear combinations of the individual ion and electron equations. In
particular, the two individual continuity equations
∂ni,e
∂t
+∇ · (ni,evi,e) = 0 (3.4)
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are multiplied by the ion and electron masses M and m, and added together to produce the mass
continuity equation:
∂ρ
∂t
+∇ · (ρv) = 0 (3.5)
Similarly, the individual fluid equations of motion [143]
Mni
dvi
dt
= eni(E + vi × B)−∇pi (3.6)
mne
dve
dt
= −ene(E + ve × B)−∇pe (3.7)
are added together to produce the combined single-fluid equation of motion:
ρ
dv
dt
= ρ
(
∂v
∂t
+ v · ∇v
)
= J× B−∇p (3.8)
where (v · ∇v) is the convection term and the total pressure p is the sum of the ion and electron
pressures:
p = pe + pi = n(Te + Ti) (3.9)
where Te and Ti are the electron and ion temperatures, respectively. The MHD model also requires
an equation of state to describe the time variation of plasma pressure p:
p = Cργ → d
dt
(
p
ργ
)
= 0 (3.10)
where C is a constant and γ is the adiabatic index defined for an ideal gas with an N number of
degrees of freedom as:
γ =
2 +N
N
(3.11)
The set of MHD equations is completed by including Maxwell’s equations with some approxima-
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tions for plasma, i.e., the displacement current and the net charge density are negligible [144]:
∇× B = µ0J (3.12)
∇× E = −∂B
∂t
(3.13)
∇ · B = 0 (3.14)
∇ · E = 0 (3.15)
3.3 MHD Instabilities
Tokamak plasmas are subject to various types of instabilities. The simplest form of tokamak
instabilities is described by the MHD model. MHD instabilities are long wavelength electromag-
netic modes characterized by large spatial scales (λ ion Larmor radius) and long temporal scales
(ω  ωci). MHD instabilities cause the destruction of magnetic surfaces, the degradation of plasma
confinement, and the termination of tokamak discharge [145]. MHD instabilities are divided into
two main categories: ideal MHD modes which occur when the plasma is perfectly conducting, and
resistive MHD modes which are dependant on the finite resistivity of the plasma.
The stability of ideal MHD modes can be determined by a theoretical principle called the energy
principle. The energy principle examines the change in the potential energy due to the plasma
displacement. It implies that the ideal MHD modes are regarded as unstable if they lower the
potential energy of the plasma. The resistive MHD modes are also considered unstable if the
plasma resistivity η is significant in the MHD equations. The change in the potential energy can be
estimated by introducing an arbitrary displacement ξ:
ξ = ξ0e
i(mθ−nφ−ωt) (3.16)
where m and n are the poloidal and toroidal oscillation modes, and ω is the angular frequency of
MHD mode that grows and/or decays at rate of iω. The displacement ξ defines the deviation from
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the equilibrium position. The energy change due to the displacement ξ is given by the integration
over the plasma volume:
δW = −1
2
∫
ξ · F(ξ)dV (3.17)
where F(ξ) is the force causing the displacement ξ. The force F(ξ) is defined by the linearized
momentum equation as:
F(ξ) = ρ
∂2ξ
∂t2
= J˜× B0 + J0 × B˜−∇p˜ (3.18)
where the indices 0 and ∼ describe the stable and perturbed quantities, respectively. The perturbed
pressure p˜ can be related to the plasma displacement by integrating and linearizing the adiabatic
equation (Equation 3.10):
p˜ = γp0∇ · ξ − ξ · ∇p0 (3.19)
The perturbed magnetic field B˜ is derived from integrating Faraday’s law of induction (Equation
3.13) together with Ohm’s law for a perfect conductor
E + v× B = ηJ = 0 (3.20)
to obtain:
B˜ = ∇× (ξ × B0) (3.21)
The perturbed current density J˜ can be obtained from Ampe`re’s law (Equation 3.12) as:
J˜ =
∇× B˜
µ0
(3.22)
Substituting Equations 3.18, 3.19, 3.21, and 3.22 into Equation 3.17 yields:
δW =
1
2
∫ (
B˜2
µ0
+ γp0(∇ · ξ)2 + (ξ · ∇p0)∇ · ξ − J0 · (B˜× ξ)
)
dV+
1
2
∫ (
p˜+
1
µ0
B0 · B˜
)
ξ·dS
(3.23)
The last term on the right hand side is a surface term arising from the Gauss’s theorem which was
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also used in deriving the previous equation. This term is zero if the normal displacement at the
surface is zero. The surface term represents the energy transferred from the plasma to the vacuum
if there is a vacuum region outside the plasma. The amount of energy transferred to the vacuum is
given by:
δWvacuum =
∫ (
B˜2v
2µ0
)
dV (3.24)
where B˜v is the perturbed magnetic field in vacuum. The total change in the potential energy can
be rewritten as:
δW =
1
2
∫
plasma
(
B˜2
µ0
+ γp0(∇ · ξ)2 + (ξ · ∇p0)∇ · ξ − J0 · (B˜× ξ)
)
dV +
∫
vacuum
(
B˜2v
2µ0
)
dV
(3.25)
The plasma is regarded as stable if the change in the potential energy is positive (δW > 0). Oth-
erwise, the plasma is unstable. According to Equation 3.25, MHD instabilities are driven mainly by
the plasma pressure gradient and the current density gradient [146]. Therefore, MHD instabilities
are classified relative to their destabilizing forces into two types: pressure-driven instabilities which
are proportional to the pressure gradient term ∇p0, and current-driven instabilities correspond to
the current source J0.
Figure 3.1 shows examples of MHD instabilities observed in tokamak plasmas. The sausage
and kink modes are typical current-driven instabilities. The plasma is vulnerable mostly to the
screw instabilities due to the finite resistivity of the plasma and the helical nature of the magnetic
fields in tokamaks. The stability of the screw instabilities is determined by the Shafranov-Kruskal
criterion for a toroidal plasma cylinder [147]:
Bφ >
R
a
Bθ(a) =
Bφ
q(a)
→ q(a) = aBφ
RBθ
> 1 (3.26)
where q is a safety factor typically varies from 1 at the plasma center (r = 0) to 3 or higher at
the plasma edge (r = a). The maximum plasma current achieved in a tokamak discharge is also
limited by the so-called q = 2 barrier. It is difficult to cross the q = 2 barrier without a sufficient
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Figure 3.1: Plasma column perturbed by different types of MHD instabilities. The dashed lines
outline the unperturbed plasma column.
plasma current ramp-up. The maximum plasma current allowed by the q = 2 barrier is determined
by:
Ip 6
1
µ0
pia2
R
Bφ (3.27)
which in turn limits the ohmic heating power in tokamaks.
3.4 Magnetic Islands
The helicity of magnetic field lines plays an important role in characterizing magnetic surfaces
in a toroidal equilibrium configuration such as in tokamaks. MHD equilibrium is defined in low
beta tokamaks by the magnetic surfaces nested around a single magnetic axis. A field line following
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a helical path along a surface either encloses onto itself after a finite integer number of toroidal
rotations m around the major axis of the torus with another integer number of poloidal rotations n
around the minor torus axis, or continues filling the entire surface indefinitely without closing on
itself. The rotation of magnetic field lines inside a toroidal device is described by the rotational
transform factor ι [148]:
ι(r) =
RBθ(r)
rBφ(r)
(3.28)
which depends on the poloidal and toroidal magnetic fields. The rational values of ι factor can be
expressed by the ratio of two integer numbers m and n:
ι =
n
m
(3.29)
where m and n are the poloidal mode number and the toroidal mode number, respectively. The
twist of magnetic field lines is defined by the safety factor q, the inverse of ι [149]:
q(r) = ι−1(r) =
rBφ(r)
RBθ(r)
(3.30)
hence:
q =
m
n
(3.31)
The magnetic field B is well defined inside the plasma by the current density J. The magnetic
field satisfies the following divergence-free conditions [150]:
∇× B = µ0J (3.32)
∇ · B = 0 (3.33)
As mentioned in Section 2.3, the plasma equilibrium is maintained by the force balance between
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the Lorentz force J × B and the pressure gradient∇p:
J× B = ∇p (3.34)
The above equation yields the following conditions for the plasma equilibrium:
B · ∇p = 0 (3.35)
J · ∇p = 0 (3.36)
It is evident from the previous equations that the pressure p is a constant quantity along both
the magnetic field B and the current J. It is also clear from Equation 3.35 that the magnetic field
lines cover the surface of a constant p, and the pressure gradient∇p is perpendicular to that surface.
Furthermore, surfaces with different constant pressures do not cross each others. These conditions,
however, are satisfied only if the surfaces are nested toroidally. In the magnetic field equilibrium,
the nested toroidal surfaces covered by the field lines are called the magnetic flux surfaces. Figure
3.2 shows a schematic of magnetic surfaces uniformly nested around the magnetic axis.
It has been explained earlier that in a low beta equilibrium the magnetic surfaces are toroidally
concentric around the magnetic axis. The radial magnetic perturbations in tokamaks, however,
tend to break the magnetic surfaces with rational values of q (i.e. resonant surfaces) into thin
helical structures called magnetic islands. The magnetic islands, also known as tearing modes, are
driven by current gradients in the resistive plasma. As shown in the left diagram of Figure 3.3,
there are two equilibrium regions of magnetic field B with opposite directions at both sides of the
(m, n) resonant surface. For a plasma with equilibrium magnetic field B, a small radial magnetic
perturbation can be assumed in the form:
Br = Br,0e
imχ (3.37)
where Br,0 is the radial magnetic field at equilibrium, and χ is an angular coordinate orthogonal to
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Figure 3.2: Nested magnetic flux surfaces formed by magnetic field lines.
the equilibrium field lines at the (m, n) resonant surface:
χ = θ − n
m
φ (3.38)
The amplitude of the radial perturbations Br is constant over the minor radius and grows only at
the resonant surface s. The equilibrium field in the χ direction is defined by:
B∗ = Bθ
(
1− n
m
q
)
(3.39)
The Taylor expansion of the above equation around the resonant surface yields:
B∗ = −
(
Bθ
q′
q
)
s
z (3.40)
where z = r − rs is the radial distance to the rational surface s at minor radius rs, and q′ = dq/dr
is the local magnetic shear. The change in the magnetic geometry can be estimated by determining
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the trajectory of the magnetic field line:
dr
rsdχ
=
Br
B∗
(3.41)
The last equation suggests that the presence of any small radial perturbations can alter the topology
of the magnetic field lines. The radial magnetic perturbations Br can be written in the following
form [151]:
Br = Br,0 sin(mχ) (3.42)
The differential equation for the magnetic field line is defined in a slab geometry by:
−
(
Bθ
q′
q
)
s
zdz = rsBr,0 sin(mχ)dχ (3.43)
which is derived from substituting Equations 3.40 and 3.42 into Equation 3.41. The radial magnetic
field Br,0 is constant over the radial extent of the magnetic island. Integrating Equation 3.43 yields
the equation of the magnetic field line:
z2 =
w2
8
(cos(mχ)− cos(mχ0)) (3.44)
where χ0 is the value of χ at z = 0, and w is the width of the magnetic island defined by the
following relation [152]:
w = 4
√(
rqBr,0
mq′Bθ
)
s
(3.45)
In the region where the perturbed radial field is positive, the field line located below the ra-
tional surface will move up through the surface, resulting in magnetic reconnection with the field
line located above the rational surface and pushed down by the negative radial perturbations. The
magnetic structure after the reconnection is shown in the right diagram of Figure 3.3, which illus-
trates the typical topology of a magnetic island. The magnetic flux surfaces inside the reconnection
zone are nested around a single magnetic axis called the O-point. The point where the magnetic
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reconnection occurs is called the X-point. The flux surfaces connecting the X-points define the
separatrix. The island width w is defined by the distance of two separatrix surfaces near the O-
point.
Figure 3.3: The topology of the magnetic island before the magnetic reconnection (left) and after
the reconnection (right). The island is formed by the superposition of the perturbed radial magnetic
field Br on the equilibrium field B∗ at the resonant surface.
3.5 Plasma Rotation
Plasma rotation plays an important role in many physical phenomena observed in tokamaks.
Plasma rotation enhances the stability of magnetic confinement, and suppresses plasma turbulence
and MHD instabilities in the edge region. Plasma rotation also controls the plasma transport in
tokamaks through the interaction with the radial magnetic fields. The velocity of plasma flow is
governed mainly by ions in tokamaks due to the larger ion mass compared with that of electrons:
v ≈ Mvi +mve
M +m
≈ vi (3.46)
The direction of plasma flow velocity can be defined either with respect to the tokamak coor-
dinate system (r, θ, φ), or with respect to the total magnetic field B. As shown in Figure 3.4, the
geometric velocities vφ and vθ represent the toroidal and poloidal components of the plasma veloc-
ity v. The components of plasma velocity parallel and perpendicular to the magnetic field are given
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by v‖ and v⊥, respectively. In tokamaks, different diagnostics measure different components of
plasma flow. For instance, the optical diagnostics measure the toroidal and poloidal flow velocities,
whereas the electrostatic probes (i.e. Mach and Gundestrup probes) measure the plasma flow in
parallel and perpendicular directions to the magnetic field.
Figure 3.4: The velocity components of plasma flow with respect to the tokamak coordinates (r,
θ, φ) and the total magnetic field B.
The plasma flow is dominated by two types of drifts: the E× B drift and the diamagnetic drift.
These basic plasma drifts can be derived for the hydrogen plasma (Z = 1) using the equation of
motion for ions [153]:
Mn
(
∂v
∂t
+ v · ∇v
)
= en(E + v× B)−∇p (3.47)
Assuming a steady state plasma (∂/∂t = 0) and negligible convective term (v · ∇v), the above
equation can be reduced to:
en(E + v× B)−∇p = 0 (3.48)
Taking the cross product with B produces the velocity component perpendicular to the magnetic
field:
en(E× B− v⊥B2)−∇p× B = 0 (3.49)
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where v⊥ is the perpendicular ion velocity. Solving Equation 3.49 for v⊥ yields:
v⊥ =
E× B
B2
+
1
en
B×∇p
B2
(3.50)
The first term in Equation 3.50
vE×B =
E× B
B2
(3.51)
is the E× B drift velocity, and the second term
v∗i =
1
en
B×∇p
B2
(3.52)
is the diamagnetic drift velocity for ions. The diamagnetic drift velocity can be generalized for ions
and electrons as:
v∗ =
1
qn
B×∇p
B2
(3.53)
The diamagnetic drift is a fluid drift that creates ion and electron diamagnetic currents of op-
posite directions. On the contrary, the E × B drift is a particle drift which only causes a charge
separation. The main contribution of electric field in the plasma flow comes from the radial compo-
nent Er since the toroidal electric field Eφ mostly drives electrons rather than ions. The magnetic
field in tokamaks is radially asymmetric due to the toroidal geometry of the vacuum chamber. The
radial profile of the toroidal magnetic field
Bφ ' B0
(
1− r
R
cos θ
)
(3.54)
implies that the toroidal magnetic field is stronger in the inner tokamak side compared with the
outer side. The poloidal plasma flow vθ experiences a periodic variation in the magnetic field
which called the magnetic pumping [154]. Therefore, the poloidal rotation is damped except for
the neoclassical contribution of the ion temperature gradient. The toroidal flow velocity vφ can
be derived from the radial force balance equation. The radial force balance equation is defined
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by [155]:
Bθvφ −Bφvθ = Er − 1
en
dp
dr
(3.55)
which is the radial component of Equation 3.48. The toroidal flow velocity is the sum of the E×B
drift velocity and the ion diamagnetic velocity in the toroidal direction:
vφ =
1
Bθ
(
Er − 1
en
dp
dr
)
(3.56)
The poloidal flow vθ is omitted due to the poloidal flow damping. The previous equation clearly
suggests that the direction of vφ is determined by the direction of the poloidal magnetic field Bθ
that is produced by the plasma current Ip in tokamaks. As shown in Figure 3.5, the direction of
toroidal flow is assumed to be in the same direction as that of Ip, so that v∗i > vE×B. Reversing the
direction of plasma current causes the reversal of the poloidal magnetic field, which consequently
reverses the direction of toroidal flow.
Figure 3.5: The direction of toroidal flow velocity vφ with normal plasma current configuration
and reversed current configuration.
3.6 Plasma Transport
In a collisionless plasma with straight magnetic field lines, particles move along the field lines
in a circular motion with a radius defined by the Larmor radius rL. In such a plasma, there is no
perpendicular particle transport since there is no perpendicular displacement of particles from one
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field line to another. However, collisions between the particles cause a deviation in the particle tra-
jectory. The particles are displaced by a distance in the order of Larmor radius and in the direction
perpendicular to the magnetic field. The classical transport in a cylindrical plasma is given by the
particle diffusivity across the magnetic field:
Dc = νr
2
L (3.57)
where ν is the collision frequency which is the electron-ion collision frequency in a fully ionized
plasma. The magnetic curvature and gradient in the toroidal magnetic field lead to an enhanced
transport called the neoclassical transport. The neoclassical transport depends on the collisional-
ity of the plasma. In a highly collisional plasma, the transport is known as the Pfirsch-Schlu¨ter
transport, whereas in a low collisional plasma, the trapped particles cause the so-called banana
transport. The classical diffusivity in a toroidal geometry is enhanced by a factor of (1 +q2) due to
the toroidicity [156]:
Dps = νr
2
L(1 + q
2) (3.58)
where q is the safety factor. The above equation is known by the Pfirsch-Schlu¨ter formula which is
valid in the collisional regime characterized by:
ν >
vT
qR
(3.59)
where vT is the electron thermal velocity. It seems that as the plasma temperature increases the
collision frequency decreases, leading to less diffusivity in the plasma. On the contrary, in the
collisionless regime (banana region), the diffusivity is enhanced by the trapped particles [157]:
D ' Dps
3/2
(3.60)
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where  is the inverse aspect ratio. Equation 3.60 is only valid in regimes with a collision frequency
of:
ν < 3/2
vT
qR
(3.61)
In the intermediate collisionality regime, where
3/2
vT
qR
< ν <
vT
qR
(3.62)
the diffusivity becomes insensitive to the collision frequency:
D ' r2Lq2
vT
qR
(3.63)
This regime is called the plateau regime [158]. Figure 3.6 shows the neoclassical prediction of the
diffusion coefficient D as a function of the collisionality parameter ν∗ (= νqR
vT
).
Figure 3.6: The variation of the diffusion coefficient with the collisionality parameter in the three
neoclassical transport regimes. The dashed line represents the behaviour of the classical diffusion
coefficient.
For standard STOR-M parameters at the plasma center (ne ' 2× 1019 m−3, Te ' 200 eV), the
electron-ion collision frequency is about 2.2 ×105 s−1. The estimated collision frequency is three
times smaller than 3/2vT/qR (' 6.9 ×105 s−1), and the plasma is marginally in the collisionless
regime. However, the plasma density and temperature are low in the edge region of STOR-M
(ne ' 3 × 1018 m−3, Te ' 30 eV). The collision frequency at the plasma edge is around 1 ×106
s−1, which is smaller than vT/qR (' 2 ×106 s−1) and larger than 3/2vT/qR (' 2.6 ×105 s−1).
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Therefore, the edge plasma in STOR-M is in the plateau regime, or near the collisional regime.
3.7 Frequency Analysis
Plasma diagnostics often measure fluctuations caused by plasma instabilities in tokamaks.
These fluctuations contain useful information in the frequency domain. Different numerical tech-
niques are implemented to convert the fluctuating signals from the time domain to the frequency
domain. The Fourier transform is considered the leading technique of domain conversion. How-
ever, the Fourier transform is known for its limitation in handling transient and non-stationary
signals. Alternative methods such as the wavelet transform are necessary for the time-resolved
frequency analysis. The Fourier and wavelet transforms are discussed in this section.
3.7.1 Fourier Transform
The Fourier transform is one of the best-known integral transforms. It was first introduced by
Joseph Fourier in the early 1800’s. The Fourier transform has led to the development of many
efficient algorithms for signal processing. The Fourier transform decomposes any waveform into
an infinite sum of harmonic oscillations at definite frequencies equal to the integer multiples of the
fundamental frequency (lowest non-zero frequency in the sequence). Any aperiodic function can
be expressed by the Fourier transform as an integral sum over a continuous range of frequencies.
The equivalent Fourier integral for a continuous function x(t) in the time domain can be expressed
by [159]:
x(t) =
∫ ∞
−∞
X(f)ei2piftdf (3.64)
The determination of X(f) represents the central problem of Fourier analysis. The function
X(f) is known as the Fourier transform of x(t) in the frequency domain:
X(f) =
∫ ∞
−∞
x(t)e−i2piftdt (3.65)
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where the independent variable t represents time in seconds, and the transform variable f is the fre-
quency in hertz. A discrete version of Fourier transform has also been developed for data recorded
by digitizers. The discrete Fourier transform (DFT) of a discrete signal x(tn) with a total number
of samples M and sampling time ts is defined by [160]:
X(fk) =
M−1∑
n=0
x(tn)e
−i2pikn/M , k = 0, 1, 2, · · · ,M − 1 (3.66)
where X(fk) is computed at discrete frequencies fk. The inverse discrete Fourier transform (IDFT)
is given by:
x(tn) =
1
M
M−1∑
k=0
X(fk)e
i2pikn/M , n = 0, 1, 2, · · · ,M − 1 (3.67)
The definition of DFT in Equation 3.66 indicates that M complex multiplications are needed to
calculate one output. In order to compute M outputs, a total of approximately M2 complex multi-
plications are required. A 1024-point DFT requires more than one million complex multiplications
and additions. The number of DFT computations was drastically reduced when the fast Fourier
transform (FFT) was introduced by James Cooley and John Tukey [161]. The FFT algorithm takes
the advantage of the fact that many computations are redundant in the DFT analysis due to the
periodic nature of the twiddle factor e−i2pi/M . However, the FFT algorithm is more complicated to
implement than DFT because it becomes lengthy when M is not a power of 2. This restriction on
M can be overcome by appending zeros at the end of the sequence to makeM a power of 2 without
changing the spectrum of the signal.
3.7.2 Wavelet Transform
The wavelet transform is based on a concept called the multi-resolution analysis which provides
a comprehensive time-frequency spectrum for any transient signal. The wavelet analysis calculates
the spectrum using a fully scalable modulated window shifted along the signal. This process is re-
peated multiple times with a slightly shorter (or longer) window for every new cycle. The wavelet
spectrum contains a collection of time-frequency representations of the signal with different reso-
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lutions, which defines the concept of multi-resolution analysis. The wavelet transform described
earlier is known as the continuous wavelet transform (CWT). The wavelet coefficients for a one-
dimensional signal x(t) are rigorously calculated from [162]:
CWT{x(t)}(s, τ) = 〈x(t), ψs,τ 〉 =
∫ ∞
−∞
x(t)ψ∗s,τ (t)dt (3.68)
where the asterisk (*) denotes complex conjugate. The wavelet coefficients are generated from the
mother wavelet ψ(t). The time and the frequency axes of the wavelet spectrum are determined
respectively by the time parameter τ and the scale s. The wavelet function ψs,τ (t) (also called the
child wavelet) is defined as the translation and the re-scale of the mother wavelet ψ(t):
ψs,τ (t) =
1√
s
ψ
(
t− τ
s
)
(3.69)
There is a wide variety of choices for mother wavelets. The choice of a particular mother
wavelet is utterly determined by the application of interest. For a basic signal analysis, it is prefer-
able to choose a complex-valued mother wavelet with a simple relationship between the scale and
the frequency. This criteria is well satisfied by a modulated Gaussian function called the Morlet
wavelet. The Morlet wavelet ψMorlet(t) is defined by [101]:
ψMorlet(t) =
1√
pifb
e
i2pifct−
(
t2
fb
)
(3.70)
which depends on the bandwidth frequency fb and the central frequency fc. Although the central
frequency of the Morlet wavelet has a full control on the time and the frequency resolutions, the
admissibility condition of the Morlet wavelet is verified only if fc > 0.8 Hz (the wavelet duration
is in seconds) to avoid problems at low central frequency (high time resolution) [163].
The scales of the wavelet analysis are similar to those used in maps. The high scales correspond
to a non-detailed view of the signal, whereas the low scales provide more details about the signal.
In a real signal analysis, the low scales do not last the entire duration of the signal as they appear
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from time to time as short bursts, unlike the high scales which usually last longer.
3.8 Harmonic Analysis
Magnetic islands observed in tokamaks usually rotate on different resonant surfaces with either
the same or different oscillating frequencies. The corresponding magnetic oscillations contain
information about the spatial and temporal harmonics of islands. Numerical techniques such as
the spatial Fourier series and the singular value decomposition algorithm are utilized to perform a
harmonic analysis on signals carrying multiple harmonics. The techniques used for the harmonic
analysis are explained briefly below.
3.8.1 Spatial Fourier Series
The spatial Fourier series decomposes any continuous function into an infinite set of simple
oscillating functions, namely sines and cosines. The time-varying function x(t) can be decomposed
into an infinite sum of harmonicsm at multiples of the fundamental frequency f . The Fourier series
expansion of x(t) is given by [164]:
x(t) =
C0
2
+
∞∑
m=1
[Cm cos(2pimft) + Sm sin(2pimft)] (3.71)
where C0, Cm and Sm are the Fourier coefficients of the mth harmonic. The Fourier coefficients
can be evaluated by integrating over an arbitrary period (−p, p):
C0 =
1
p
∫ p
−p
x(t)dt
Cm =
1
p
∫ p
−p
x(t) cos
mpit
p
dt
Sm =
1
p
∫ p
−p
x(t) sin
mpit
p
dt (3.72)
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where the frequency f was replaced by 1
2p
. C0 is the cosine coefficient at m = 0, whereas Cm and
Sm are the cosine and the sine coefficients of m > 1. The sine coefficient S0 at m = 0 is zero
because sin(0) = 0. The Fourier series of a periodic function x(t) can be reduced to a half-ranged
expansion within the interval (0, p):
C0 =
2
p
∫ p
0
x(t)dt
Cm =
2
p
∫ p
0
x(t) cos
mpit
p
dt
Sm =
2
p
∫ p
0
x(t) sin
mpit
p
dt (3.73)
The Fourier coefficients in Equation 3.73 can be generalized for a discrete signal x(θ, t) as [165]:
C0(t) =
2
N
N∑
i=1
x(θi, t)
Cm(t) =
2
N
N∑
i=1
x(θi, t) cosmθi
Sm(t) =
2
N
N∑
i=1
x(θi, t) sinmθi (3.74)
where m is a spatial harmonic carried by the signal x(θi, t) and observed at the angular location
θi = i
(
2pi
N
)
. The Fourier expansion of x(θ, t) is given by:
x(θ, t) =
C0(t)
2
+
N/2∑
m=1
[Cm(t) cos(mθ) + Sm(t) sin(mθ)] (3.75)
The above equation can be rewritten as:
x(θ, t) =
C0(t)
2
+
N/2∑
m=1
[bm(t) cos(mθ − φm(t))] (3.76)
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where bm(t) and φm are the magnitude and the phase of the mth harmonic:
bm(t) =
√
C2m(t) + S
2
m(t) (3.77)
φm(t) = tan
−1
(
Sm(t)
Cm(t)
)
(3.78)
3.8.2 Singular Value Decomposition
Singular value decomposition (SVD) is a linear algebraic algorithm that calculates the eigen-
vectors and the eigenvalues of the covariance matrix for any data matrix. SVD decomposes any
matrix X with a size of M ×N , where M(number of rows) > N(number of columns), into a fac-
torization of three matrices USVT . The U matrix is an M ×M column-orthogonal matrix, S is
an M × N diagonal matrix, and VT is the transpose of V, an N × N orthogonal matrix. The full
expansion of X is given by [166]:
X =

x11 · · · x1N
x21 · · · x2N
... . . .
...
xM1 · · · xMN

=

u11 u12 · · · u1M
u21 u22 · · · u2M
...
... . . .
...
uM1 uM2 · · · uMM

·

s11 · · · 0
... . . .
...
0 · · · sNN
... . . .
...
0 · · · 0

·

v11 · · · v1N
... . . .
...
vN1 · · · vNN

T
(3.79)
The columns of U are the normalized eigenvectors of the time-covariance matrix XXT . Simi-
larly, the columns of V are the normalized eigenvectors of the space-covariance matrix XTX. The
columns of U and V are orthogonal, so that UTU = VTV = I, where I is the unitary matrix [167].
In signal processing applications, the columns of V are called principal axes (PAs) which represent
the spatial structure of signal harmonics. The projection of X along U (the product of US) defines
the matrix of principal components (PCs). The columns of PC matrix carry the time information
of the corresponding principal axes. The diagonal elements of matrix S, called singular values
(SVs), are the square root of the non-zero eigenvalues obtained from solving the covariance ma-
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trices XXT and XTX. The SVs are stored in descending order proportional to the amplitude of the
signal harmonics [168].
The output of SVD analysis can be examined by assuming a simple sinusoidal signal repre-
senting a traveling wave in a form of x(θ, t) = cos(mθ − 2pift). The data matrix of a signal x(θ,
t) carrying a spatial harmonic m and collected at N equidistant angles (i.e. θj =
2pi(j−1)
N
) can be
written in the form of equation:
Xij =
1√
M
cos
[
2pim
N
(j − 1)− 2pifts(i− 1)
]
(3.80)
where i and j are the row and column indices. The signal x(θ , t) is sampled every ts and normalized
by a factor of 1√
M
. Equation 3.80 generates the following M ×N data matrix:
X =
1√
M

x1(0) · · · xN(0)
... . . .
...
x1((M − 1)ts) · · · xN((M − 1)ts)
 (3.81)
SVD decomposes the matrix X into three matrices USVT . The diagonal matrix S contains two
dominant SVs with equal values of
√
N
2
. The dominant SVs correspond to the sine and cosine
coefficients of the spatial mode m. The spatial structure of m is determined by the first two PAs in
the V matrix. The PAs lag each other with a phase difference of pi
2
:
v
(1)
i =
√
2
N
cos
[
2pim
N
(i− 1)
]
v
(2)
i =
√
2
N
sin
[
2pim
N
(i− 1)
]
(3.82)
The first two PCs (divided by their corresponding SVs) represent the time evolution of the spatial
mode m. The PCs also lag each other by a phase angle of pi
2
:
u
(1)
i =
√
2
M
cos [2pifts(i− 1)]
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u
(2)
i =
√
2
M
sin [2pifts(i− 1)] (3.83)
The remainder of SVs are very small compared with the two dominant SVs. The small SVs are
usually below the noise level and, therefore, can be discarded.
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Chapter 4
Experimental Setup
4.1 Introduction
Plasma parameters and instabilities are monitored in STOR-M by various diagnostics. The
magnetic perturbations are measured outside the vacuum chamber using arrays of discrete Mirnov
coils. The SXR emissions associated with the internal MHD instabilities are monitored by two
SXR cameras inserted through vertical and horizontal ports on STOR-M. The toroidal flow mea-
surements of impurity ions are carried out using an IDS system. A rake probe array consisting
of 16 Langmuir probes is used for measuring plasma parameters, such as the electron density and
temperature, in the edge and SOL regions. A new magnetic probe array is assembled and cali-
brated to study the plasma response to external fields. This chapter describes the general layout of
diagnostics used in this research along with the main components of the RMP system.
4.2 Mirnov Arrays
The magnetic perturbations are monitored in STOR-M by 32 discrete Mirnov probes. Each
probe consists of 200 turns of 30 AWG magnet wire with a cross-section of 0.25 × 3 cm2. The
Mirnov probes are approximately 1 cm long, corresponding to an angular spread of 3.3◦. The
probes are arranged into four poloidal arrays. The coils are wound around a teflon strip with a
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length of 108 cm, corresponding to the circumference of a circle with a radius of 17.2 cm. Two
of the poloidal arrays consist of 12 Mirnov coils with a poloidal separation of 30◦. The arrays are
mounted on thin bellows with a thickness of 0.5 mm and toroidally apart by 180◦. The spatial
resolution of arrays can resolve poloidal mode numbers up to m = 6 (= total no. of coils/2).
The remaining 8 probes are wound on two additional arrays (4 coils per array), allowing the
measurement of poloidal modes up to m = 2. The magnetic probes are evenly spaced by 90◦. The
additional arrays are 90◦ away from the bellows and installed on the chamber wall with a thickness
of 4 mm. The toroidal modes can be identified by four sets of toroidal arrays. Each toroidal array
consists of 4 Mirnov coils toroidally separated by 90◦. The outboard toroidal array is often used
to detect the toroidal mode numbers n = 1 and n = 2 which are the dominant toroidal modes in
STOR-M [169]. Figure 4.1 shows a schematic of Mirnov arrays installation in STOR-M.
Figure 4.1: The arrangement of Mirnov arrays in STOR-M.
Mirnov coils detect the perturbations in the poloidal magnetic field. The perturbed poloidal
field B˜θ(θ, t) detected atN poloidal locations can be written as a sum of poloidal Fourier harmonics
[170]:
B˜θ(θ, t) =
C0(t)
2
+
N/2∑
m=1
[Cm(t) cos(mθ) + Sm(t) sin(mθ)] (4.1)
where the factor C0(t)
2
is associated with the unperturbed poloidal fieldBθ,0. The numerical methods
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mentioned in Sections 3.7 and 3.8 are used to extract the dominant harmonics and their correspond-
ing frequencies from the raw Mirnov signals. The Mirnov signals are terminated by 50 Ω resistors
and transmitted to an aluminium break-out box via a 1.5 m flat-twisted ribbon cable. The sig-
nals are sent across the tokamak room to a multichannel data acquisition system through 50 Ω
coaxial cables. The data acquisition system consists of 5 National Instruments digitizer cards (NI
PXI-6133), each with 14-bit resolution. There are 8 analog input channels for each card with a
maximum sampling rate of 3 MS/s per channel [171].
4.3 SXR System
The internal instabilities of a tokamak plasma can be studied by monitoring the SXR radiation
emitted from the plasma core. MHD perturbations near the q = 1 surface are associated with the
internal kink instability and characterized by relaxations with a fast collapse or crash of the central
plasma pressure followed by a gradual build-up phase. The SXR radiation is produced by the
thermal electrons emitted from the plasma. The SXR radiation consists of the bremsstrahlung and
recombination radiation of partially ionized impurities. The SXR energy is usually in the range of
0.1-10 keV. The radiation intensity is sensitive to the electron density ne, the electron temperature
Te and the concentration of impurities. The perturbations in the electron density n˜e and temperature
T˜e appear in the SXR signals as sawtooth oscillations superimposed on the sawtooth crashes. The
sawtooth oscillations can be observed by photodiodes installed outside the plasma [172].
The SXR system in STOR-M consists of two miniature pinhole cameras. Each SXR camera
consists of a 20-channel photodiode array (IRD AXUV-20EL) and a rectangular slit with a size of 1
× 4 mm2. The photodiode arrays are located 1 cm away from the entrance slit. The SXR radiation
level is monitored by a total of 24 fan-like lines of sight. The size and location of the pinhole is
optimized to provide a fine spatial resolution with minimal overlapping between the nearby lines
of sight. Aluminum foils with a thickness of 1.8 µm are placed at each camera pinhole to filter out
the low energy photons (i.e. visible light) from the high energy spectrum. The SXR cameras are
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inserted through small circular horizonal and vertical ports separated by 90◦.
The photodiode current is preamplified using a set of IRD AMP16 preamplifiers with fixed
gains of 105 V/A. The photodiodes are arranged in a biased common anode configuration and
connected to the preamplifiers using coaxial cables with a length of 1 m. The preamplified signals
are further amplified and transmitted to the data acquisition system via homemade amplifiers with
variable gains [173]. The lines of sight of SXR cameras over the plasma cross-section are illustrated
in Figure 4.2.
Figure 4.2: Schematic of SXR cameras in STOR-M.
4.4 IDS System
The toroidal flow velocity of impurity ions is measured using an IDS system developed and
installed recently in STOR-M [98]. The IDS system uses various emission lines from intrinsic
impurities, such as carbon and oxygen emission lines, for the plasma flow measurements. The
velocity resolution of the IDS system is in the range of 1-2 km/s. The IDS system consists of
fiber optics with collimators, a spectrometer, a cylindrical rod lens and a 16-channel PMT array.
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The Czerny-Turner spectrometer (SPEX 1702) consists of an entrance slit, a reflection grating
(1200 lines/mm), and two concave mirrors with a focal length of 0.75 m. The spectrometer has an
aperture of f /7.0 and operates in the range of 0-15000 A˚ with a mechanical resolution of 0.3 A˚.
Figure 4.3 shows a schematic layout of the IDS system in STOR-M.
Figure 4.3: Layout of the IDS system in STOR-M.
The IDS system uses tangential, normal and vertical ports for the flow measurements. The
ports are equipped with quartz windows to allow the plasma radiation to pass through. The vertical
port is used for measuring the radial distribution of the impurity spectral lines. The emission
lines collected from the tangential port are used for estimating the Doppler shift, whereas the lines
measured from the normal port serve as a reference of the unshifted wavelengths. A collimator with
a diameter of 25.4 mm and an aperture of f /2.0 collects the light from the plasma. The dispersed
spectrum is transmitted to the spectrometer via optical fiber guide and the image of spectrum is
magnified by a cylindrical lens. A 16-channel PMT array is used to record the spectrum. The PMT
array is enclosed in an aluminum housing. The PMT signals are amplified using current amplifier
circuits and sent to the data acquisition system using coaxial cables.
The radial distribution of impurity emissivity is measured through the vertical port by changing
the vertical line of sight between discharges. The Abel inversion technique is used to reconstruct
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the radial profile from the line-integrated emission signals. Figure 4.4 shows the radial profiles of
CIII (464.7 nm), OV (650.0 nm), and CVI (529.0 nm) impurity lines which have different ionization
states and radial locations. The radial profile of CIII emission line is peaked at r = 7 cm, the OV
profile is peaked near r = 3 cm, while the CVI profile is peaked at the plasma center (r = 0). These
emission lines are chosen for the flow measurements in STOR-M because of their high brightness.
Figure 4.4: The normalized radial profiles of CIII, OV and CVI line emissions [174].
4.5 Rake Probe
A rake probe is an array of Langmuir probes that measures the local plasma properties at
different spatial locations simultaneously. The Langmuir probe is a metal tip biased at a fixed
voltage or unbiased at the so-called floating potential. The current-voltage (I-V) characteristic
curve of a Langmuir probe is obtained by sweeping the biasing voltage and collecting the current
as shown in Figure 4.5. The Langmuir probe measures the electron temperature Te, the electron
density ne, the floating potential Vf and the plasma potential Vp in the plasma. The usage of
Langmuir probes is restricted to low temperature plasmas or the edge region of hot plasmas to
avoid damaging the probes. The total current collected by the Langmuir probe can be expressed by
the sum of the electron and ion currents:
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Figure 4.5: The I-V characteristic curve of Langmuir probe [175].
I = Isi
(√
M
2pim
ee(Vb−Vp)/kBTe − 1
)
(4.2)
where Vb and Vp are the electrode and the plasma potentials with respect to ground, and kB is the
Boltzmann constant. The ion saturation current Isi is collected by biasing the electrode negatively
with respect to the plasma. The ion saturation current is given by:
Isi = e
− 1
2 eneAeff
√
kBTe
M
(4.3)
where Aeff is the effective surface area of the probe. The factor e−
1
2 accounts for the pre-sheath
density reduction and depends on the ratio between the ion and electron temperatures [176]. The
floating potential Vf is defined by the plasma potential when there is no current flowing in the
electrode (I = 0):
Vf =
kBTe
2e
ln
(
M
2pim
)
(4.4)
The rake probe used in STOR-M consists of 16 Langmuir probes arranged into two rows with
poloidal separation of 2.5 mm. Each row includes 8 pins radially separated by 2.5 mm. The pins
are made of tungsten wire with a diameter of 0.5 mm and an exposed length of 4 mm. The pins
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are 9 mm long and tightly fit in a grid of single-in-line (SIL) sockets inside the probe head. The
sockets have 16 leads to connect the pins to electric wires.
As shown in Figure 4.6, the probe head is made of boron nitride with a diameter of 10 mm
and a length of 26.7 mm. The head is attached to a 75 mm long alumina rod with inner and outer
diameters of 5 mm and 6.35 mm, respectively. The rod is inserted 5 mm into the probe head from
one end and attached to a stainless steel mount from the other end. The mount is screwed to a
linear-rotary feedthrough which allows the innermost pair of pins to be moved between minor radii
180 mm and 80 mm. The whole probe assembly is secured with Torr Seal epoxy.
Figure 4.6: Top and side view of the rake probe used in STOR-M [177].
4.6 RMP System
4.6.1 RMP Coils
The RMP system in STOR-M consists of RMP coils, power supplies, trigger circuits, IGBT
and SCR switches. The RMP coil is a 30 m long wire formed by two sets of 8 AWG wires with an
(l = 2, n = 1) configuration connected in series. The two sets of helical windings are poloidally
separated by 90◦ illustrated in Figure 4.7(a) by the blue and red lines. The coils are externally
wound and secured against the outer surface of the vacuum chamber at a radius of 17 cm. The total
resistance and inductance of the RMP windings are about 100 mΩ and 15 µH, respectively.
The RMP fields are produced by driving a current pulse IRMP with equal magnitudes and oppo-
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site directions through the coil sets. The resonant interaction can be achieved between RMP and
the (2, 1) magnetic islands by matching the helicity direction (pitch angle direction) of the helical
coil with the helicity of the targeted islands. The helicity of (2, 1) island is defined by the directions
of Ip and Bφ. In STOR-M, the resonant condition is satisfied when the direction of Ip is counter-
clockwise and Bφ is clockwise (viewed from the top). The (2, 1) magnetic islands developed along
the twisted magnetic field lines are indicated by the black line in Figure 4.7(a). The non-resonant
RMP (NRMP) configuration can be archived by reversing the direction of plasma current. The
reversal of plasma current causes a mismatch between the winding direction of the RMP coils and
the helicity direction of the (2, 1) islands.
The RMP coils produce a mode spectrum with a dominant mode number of (m = 2, n = 1).
The mode spectrum is obtained by firing a fast current pulse in the RMP coils and collecting the
corresponding signals using Mirnov arrays. Figure 4.7(b) shows the normalized magnitude of each
poloidal mode calculated by the spatial Fourier series. The dominant mode m = 2 represents about
44% of the total spectrum amplitude. The poloidal mode spectrum also consists of other sideband
modes, all with dominant n = 1 toroidal mode. The sideband modes are found to be m = 1 (15%),
m = 3 (22%) and m = 4 (12%) modes.
(a) (b)
Figure 4.7: (a) The layout of RMP coils in STOR-M. The blue and red lines illustrate the helical
configuration of RMP coils used to control (2, 1) magnetic islands (the black line). (b) The poloidal
mode spectrum generated by the RMP field at the plasma edge.
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The purpose of generating the RMP field using two sets of helical windings is to avoid an unnec-
essary coupling between the RMP coils and other toroidal coils of the tokamak, such as the ohmic
heating coils and the vertical field coils for the position control. The RMP field can be produced
by using only one coil set. However, the single coil configuration couples with tokamak fields,
inducing electromotive forces across the RMP coils and driving unwanted currents either with or
against the intended IRMP direction. Moreover, the RMP windings act like a transformer, driving
the plasma current through transformer actions, which alters the equilibrium plasma. Therefore,
it is advantageous to use two sets of windings with opposite polarities to cancel out the induction
currents as well as to minimize the transformer effect of other coils on the RMP windings.
4.6.2 RMP Circuit
Figure 4.8 shows a schematic of the RMP circuit used in STOR-M. The RMP circuit produces
two types of RMP fields: slow RMP (SRMP) and fast RMP (FRMP) fields. The SRMP field is
generated by two capacitor banks. The first bank (50 mF, 450 V) is used to achieve a fast current
ramp-up for the SRMP pulse, whereas the second bank (420 mF, 100 V) maintains the current
flat-top. The power supplies consisting of variacs, isolation transformers, and bridge rectifiers can
charge the banks up to 200 V. However, the voltage on the second bank should not exceed a rated
voltage of 100 V. The capacitor banks are equipped with diodes to prevent the banks from charging
each other. The banks are designed to be charged simultaneously with the OH banks in STOR-M.
The amplitude of the SRMP pulse depends on the voltages of the capacitor banks. The first and
second banks are typically charged at voltages of 100 V and 90 V to produce a nearly constant 1
kA SRMP pulse with a duration of 8 ms. The current in the circuit is limited by the IGBT switch.
The FRMP power supply consists of a variac, a 1:2 step-up transformer, a bridge rectifier,
and an additional capacitor bank (2.5 mF, 450 V). The FRMP bank and the OH banks are also
synchronized to charge together. The FRMP bank can be charged to a voltage of 400 V to produce
a 1.5 kA FRMP pulse for about 0.5 ms. The FRMP pulse is typically fired during the SRMP flat-
top. The FRMP circuit is equipped with a diode to prevent the RMP current from ringing. The
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RMP current generated by the SRMP and FRMP power supplies is monitored by a commercial
Rogowski coil with a calibration factor of 100 A/V positioned at the low branch of a 10:1 current
divider. The RMP current waveform is transmitted to the data acquisition system using a coaxial
cable and attenuated by a standard 10× BNC attenuator.
The SRMP pulse is gated by a 1200 A, 1700 V Eupec IGBT module (model no. FZ1200R17KF4).
The IGBT switch is connected to an isolated trigger circuit shown in Figure 4.9. The IGBT circuit
is triggered by an optical signal sent from a computer-controlled pulse generator located in the
control room. The output signal of the circuit is about 12 V, which is sufficient for the gate-emitter
voltage of IGBT (8-20 V) [178]. The pulse width of the output signal can be adjusted by a 100 kΩ
variable resistor connected to a 555 timer chip. The trigger circuit generates an output signal with a
duration up to 26 ms. The IGBT module is mounted on a heat sink and shielded in a metal housing.
The IGBT module can be operated at twice the rated current limit as long as the module temper-
ature does not exceed the rated temperature (i.e. 150 C◦). The increase in the IGBT temperature
is determined by the pulse width and the repetitive rate of RMP, which are relatively small in the
RMP experiments conducted in STOR-M (single RMP pulse with a maximum duration of 8 ms).
Figure 4.9: IGBT trigger circuit.
The FRMP bank is discharged through a Powerex SCR switch clamped with two aluminum bus-
bars and secured by a homemade fiberglass clamps. The SCR module (model no. T9G0121203DH)
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is rated for a voltage of 2400 V and a single pulse current of 27 kA [179]. The typical gate voltage
of SCR is about 3 V, which is provided by a gate driver shown in Figure 4.10. The gate driver re-
ceives the trigger signal from the control room via optical fiber. The gate driver circuit is enclosed
in an aluminum box and isolated from the high voltage components.
Figure 4.10: SCR gate driver.
A double RMP (DRMP) pulse is generated by modulating the input trigger signal of the IGBT
module using an astable 555 timer circuit. The astable circuit shown in Figure 4.11 is powered by a
6 V battery and triggered by an optical signal sent from the control room. The output signal of the
circuit is a square wave alternating between 0 and 6 V. The high and low times of the output signal
are adjusted by 1 kΩ variable resistors. The output signal is sent to an optical transmitter connected
to the IGBT trigger circuit by an optical cable. The typical DRMP pulse used in STOR-M consists
of two consecutive RMP pulses with a length of 3 ms and separated by a 2 ms period.
4.6.3 RMP Circuit Analysis
Circuit analyses have been carried out for the RMP discharges. The RMP discharge circuit
in STOR-M can be simplified to a series RLC circuit shown in Figure 4.12. The RLC circuit
consists of two sub-circuits. A circuit consisting of first and second banks generates the SRMP
current, and the second circuit consisting of a fast bank produces the FRMP current. The SRMP
and FRMP circuits are respectively gated by IGBT and SCR switches. The capacitor banks of the
SRMP circuit are independently charged to voltages denoted by Vs1 and Vs2. The capacitance of
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Figure 4.11: Astable timer circuit for the double RMP pulse.
the first and second banks are given by Cs1 and Cs2, respectively. The charging voltage and the
capacitance of the fast bank are denoted by Vf and Cf . The capacitor banks in both circuits are
connected in parallel when they are all conducting currents, so that the total capacitance is given
by Cs1 + Cs2 + Cf .
Figure 4.12: RLC circuit of the RMP system.
The governing differential equation of an RLC circuit can be found by substituting the voltages
acrossR, L andC into Kirchhoff’s voltage law (KVL). The current equation of a source-free, series
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RLC circuit is given by:
L
dI
dt
+RI +
1
C
∫
Idt = 0 (4.5)
where L and R are the inductance and resistance of the RMP coil. Differentiating the previous
equation leads to:
L
d2I
dt2
+R
dI
dt
+
I
C
= 0 (4.6)
The current I is related to the capacitor(s) voltage V by:
I = C
dV
dt
(4.7)
Substituting the above equation into Equation 4.5 and dividing by C yields the voltage equation of
the RLC circuit:
L
d2V
dt2
+R
dV
dt
+
V
C
= 0 (4.8)
Equations 4.6 and 4.8 are second-order linear homogeneous equations with a characteristic equation
defined by:
Lm2 +Rm+
1
C
= 0 (4.9)
The complementary solution of the characteristic equation is called the natural response of the
circuit which depends on the natural frequency m:
m1,2 = − R
2L
±
√
R2
4L2
− 1
LC
= −α±
√
α2 − ω20 (4.10)
where α is the damping coefficient and ω0 is the resonance frequency of the circuit. The damping
factor ζ is defined by the ratio of α and ω0:
ζ =
α
ω0
=
R
2
√
C
L
(4.11)
The differential equations of the circuit have three different characteristic solutions depending on
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the value of ζ . The natural response of the circuit is over-damped when ζ > 1. The general solution
of the differential equations is given by:
I(t) = A1e
m1t + A2e
m2t (4.12)
V (t) = B1e
m1t +B2e
m2t (4.13)
where the roots m1 and m2 are real, distinct and negative. The circuit is critically damped if ζ = 1,
so that:
I(t) = (A1 + A2t)e
−αt (4.14)
V (t) = (B1 +B2t)e
−αt (4.15)
The roots of the characteristic equation (Equation 4.9) are negative, real and equal to −α. The
general solution for an under-damped circuit (ζ < 1) is expressed by:
I(t) = (A1 cosωt+ A2 sinωt)e
−αt (4.16)
V (t) = (B1 cosωt+B2 sinωt)e
−αt (4.17)
which implies that the roots of Equation 4.9 are complex conjugates (−α ± iω). The frequency ω
is the damped resonance frequency of the circuit defined by:
ω =
√
1
LC
− R
2
4L2
=
√
ω20 − α2 (4.18)
Figure 4.13 shows an analytical RMP discharge consisting of SRMP and FRMP pulses. At the
beginning, the capacitor banks are charged at different voltages, so that Vf > Vs1 > Vs2. The first
SRMP bank is fired at t = 0 to achieve the current ramp-up of SRMP pulse. The voltage Vs1 drops
until t = t1 at which the voltages on the first and second banks are equal (Vs1(t1) = Vs2). Both
capacitor banks discharge together with a total capacitance Cs1 + Cs2 until firing the FRMP pulse
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at t = t2. Since Vf > Vs1 > Vs2, the SRMP circuit stops conducting momentarily. The FRMP
pulse rises and drops quickly due to the small capacitance and the high voltage of the fast bank.
The voltage of the fast bank (Vf ) decreases until t = t3 at which the voltages on all banks are the
same. The banks discharge together with a total capacitance Cs1 + Cs2 + Cf until turning off the
IGBT switch at t = t4. The voltage on the fast bank continues to drop until it reaches zero at t = t5.
Since there is no voltage to drive the current in the circuit, the only available current is the induction
current produced by the energy stored in the RMP coils. The stored energy decays exponentially at
a rate of R/L. The induction current in the circuit is readily defined by:
I(t) = I0e
−tR/L (4.19)
The diode in the FRMP circuit reduces the ringing as well as it prevents the fast bank from being
charged negatively. Table 4.1 contains the natural response, the initial conditions, and the coeffi-
cients of the general solutions for the RMP circuit at different discharge phases.
Figure 4.13: RMP discharge waveforms. The numbers 1-6 indicate different discharge phases.
A comparison between analytical and experimental RMP pulses are shown in Figure 4.14. The
experimental RMP pulse is about 7 ms long with a FRMP pulse fired around 3 ms. The first
and second SRMP banks are charged to respective voltages of 100V and 90V. The FRMP bank is
charged to 350V. The amplitude of SRMP current is about 900 A with a rising time of 600 µs. The
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Discharge Phase Circuit Response Initial Conditions Solution Coefficients
(1) Over-Damped
I(0) = 0 A1 =
Vs1
L(m1−m2)
dI
dt
(0) = Vs1
L
A2 =
−Vs1
L(m1−m2)
V (0) = Vs1 B1 =
m2Vs1
m2−m1
dV
dt
(0) = 0 B2 =
−m1Vs1
m2−m1
(2) Over-Damped
I(0) = I(t1) A1 =
Vs2−(R+m2L)I(t1)
L(m1−m2)
dI
dt
(0) = Vs2−RI(t1)
L
A2 = I(t1)− A1
V (0) = Vs2 B1 =
V ′(0)−m2Vs2
m1−m2
dV
dt
(0) = −I(t1)
Cs1+Cs2
B2 = Vs2 −B1
(3) Under-Damped
I(0) = I(t2) A1 = I(t2)
dI
dt
(0) =
Vf−RI(t2)
L
A2 =
Vf−(R−αL)I(t2)
ωL
V (0) = Vf B1 = Vf
dV
dt
(0) = −I(t2)
Cf
B2 =
V ′(0)+αVf
ω
(4) Over-Damped
I(0) = I(t3) A1 =
Vs1(t2)−(R+m2L)I(t3)
L(m1−m2)
dI
dt
(0) = Vs1(t2)−RI(t3)
L
A2 = I(t3)− A1
V (0) = Vs1(t2) B1 =
V ′(0)−m2Vf (t3)
m1−m2
dV
dt
(0) = −I(t3)
Cs1+Cs2+Cf
B2 = Vs1(t2)−B1
(5) Under-Damped
I(0) = I(t4) A1 = I(t4)
dI
dt
(0) =
Vf (t4)−RI(t4)
L
A2 =
Vf (t4)−(R−αL)I(t4)
ωL
V (0) = Vf (t4) B1 = Vf (t4)
dV
dt
(0) = −I(t4)
Cf
B2 =
V ′(0)+αVf (t4)
ω
(6) RL Discharge
I(0) = I(t5) −
V (0) = 0
Table 4.1: Natural response, initial conditions, and solution coefficients of the RMP circuit at
different discharge phases.
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SRMP current drops roughly by 100 A (∼ 12%) during the 7 ms pulse duration. The FRMP pulse
is about 0.5 ms long with a peak current of 1.3 kA and a rising time of 80 µs.
Figure 4.14: Comparison between analytical and experimental RMP current discharges.
4.7 Internal Magnetic Probe Array
The measurements of magnetic fluctuations are conducted in STOR-M using a movable internal
magnetic probe array. The internal array consists of 4 miniature magnetic probes oriented in the
poloidal direction to measure the poloidal magnetic field at different radial locations. Each probe
consists of 50 turns of 32 AWG magnet wire with a cross section of 5 × 6 mm2. The probes are 3
mm long and radially separated from center to center by 1 cm. The resistance and the inductance
of the probes are around 1 Ω and 4.5 µH, respectively. The cutoff frequency of the probes is about
35 kHz. The cutoff frequency is the frequency at which the probe attenuates the signal to half its
original amplitude. The cutoff frequency fc is calculated by the following relation:
fc =
R
2piL
(4.20)
The probe coils are wound around a teflon rod with a diameter of 6 mm and a length of 72.5
mm. The array is center bored from one end to feed through the magnet wires from the coils. The
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bore is 25 mm long and 3 mm in diameter. Each pair of magnet wires is twisted around each other
to reduce the pickup noise. The twisted pairs of wires are insulated from each other by flexible
teflon tubes. The array is inserted into a 65 mm tube closed on one end to protect the probes from
the hot plasma. The tube is made of alumina ceramic with inner and outer diameters of 7 mm and
9 mm. The schematic design of the internal probe array and the alumina tube are shown in Figure
4.15.
Figure 4.15: Schematic of the internal probe array and the alumina tube.
The probe array is attached to a stainless steel cylinder with Torr Seal epoxy. The cylinder
is fixed to the array mount with a machine screw. The array mount consists of a linear-rotary
manipulator and a circular 8-pin electrical feedthrough welded to a flange adapter. Each pair of pins
is connected to one probe on the vacuum side and a BNC connector on the other side. The array
mount is equipped with a stainless steel bellows to reduce the mechanical stresses and vibrations.
The array assembly is mechanically supported by two aluminum brackets attached to the STOR-M
structure. The array mount allows the innermost probe to be moved between minor radii 180 mm
and 80 mm. The radial positions of probes can be adjusted with a manual dial. The probe array is
inserted from the low-field side of STOR-M through a horizontal port. The signals collected by the
probes are transmitted across the tokamak room to the data acquisition system via coaxial cables.
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Due to the high impedance of the data acquisition system (∼ 1 MΩ), it is important to terminate
the signals by 50 Ω resistors installed parallel to the digitizers to avoid any reflection in the signals.
Figure 4.16 shows a photograph and installation of the internal probe array in STOR-M.
The magnetic probes are calibrated using the FRMP power supply. The current generated by
the power supply passes through a 4 m long aluminium rod with a radius of 0.5 cm. The rod is
aligned parallel to the magnetic probes and connected to a inductor used to produce the desired
current pulse waveform for calibration. The distance between the rod and the probes is 13 cm. The
current passing through the rod induces an azimuthal magnetic field on the probes with the same
amplitude. The azimuthal magnetic field Bθ is related to the current I by:
Bθ(r) =
µ0I
2pir
(4.21)
where r is the distance between the aluminum rod and the probes. The power supply is charged
to a voltage of 400 V and fired manually using a hand-held trigger. The current waveform is mon-
itored by a commercial Rogowski coil mounted on a 10:1 current divider. Several discharges are
performed for the same distance between the rod and the probes (r = 13 cm). The signals picked
up by the probes are collected simultaneously by the data acquisition system and integrated nu-
merically using MATLAB. The waveforms of the source current/magnetic field and the integrated
signals of magnetic probes are shown in Figure 4.17. The innermost probe in the array is denoted
by P1, whereas the outermost probe is labelled P4. There is a different response time between the
current waveform collected by the Rogowski coil and the array signals. The time delay in the array
signals (∼ 70-200 µs) might be caused by either the slow response time of probes or the numerical
integration of signals. This delay affects the measurements of RMP penetration as it will be shown
later in Section 5.6.
Similar calibration discharges are carried out for 4 other distances (15, 17, 19, and 21 cm). The
distance between the rod and the probes is increased incrementally by 2 cm and the calibration
procedure is repeated for every new distance. The absolute calibration factor of each probe is
calculated by dividing the source field over the integrated probe signal and taking the mean value at
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(a) Photograph of the internal probe array (assembled) and a spare coil
assembly.
(b) Installation of the internal probe array in STOR-M.
Figure 4.16: Photograph and installation of the internal probe array in STOR-M.
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Figure 4.17: (Left) The current/azimuthal field waveform from the current source. (Right) The
integrated signals of the internal probes before the calibration. The distance between the current
source and the probes is 13 cm.
all distances. The error bars of each probe are estimated by the standard deviation of the measured
field at all distances. The absolute calibration factors of the probes are listed in Table 4.2.
Probe Calibration Factor (G/V)
P1 3.5082 ± 0.1106
P2 4.1654 ± 0.1278
P3 4.1809 ± 0.0606
P4 4.0060 ± 0.0852
Table 4.2: Calibration factors of the internal magnetic probes.
Figure 4.18 shows the azimuthal magnetic field measured by the probe P1 at different distances
from the rod. The magnetic field induced by the current source decays at a rate of 1/r as suggested
by Equation 4.21. The measured field can be fitted by a reciprocal function A/r, where A is a
constant. The curve fitting of the measured field is illustrated by the red curve in Figure 4.18.
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Figure 4.18: The azimuthal magnetic field measured by the first probe (P1) at different distances
from the current source. The curve fitting is represented by the red curve.
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Chapter 5
Experimental Results
5.1 Introduction
The resonant interaction between the RMP fields and the magnetic islands is studied in the
STOR-M tokamak. The study is carried out numerically using a 2D, fixed boundary Grad-Shafranov
solver code. The experimental RMP study is performed in STOR-M during low-q ohmic dis-
charges with high MHD activities. The modification of toroidal flow velocity of impurity ions
is also demonstrated by means of RMP fields. The effects of RMP on plasma edge parameters,
namely the ion saturation current Isi and the floating potential Vf , are examined using the rake
probe. Preliminary studies on RMP penetration and plasma response to the RMP field in STOR-M
are conducted using the internal probe array.
5.2 MHD Measurements
5.2.1 RMP Simulation
The mechanism of resonant interaction between RMP and magnetic islands has been studied
theoretically by several groups [180, 181]. Two analytical methods have been proposed to model
the magnetic influence of RMP on MHD fluctuations. The first method is purely additive, meaning
the RMP field is directly added to the perturbed magnetic field of the target island [182, 183]. This
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method depends on the phase difference between the RMP field and the magnetic island. The
method was revised later using the Hamiltonian formulation of magnetic field lines to describe the
perturbative effect of RMP [184,185]. The second method takes into the account the change in the
plasma current, density and temperature profiles due to the application of RMP [186]. A numerical
RMP simulation, adopted from the first method, is carried out in STOR-M. The simulation produces
an equilibrium contour of poloidal flux surfaces, then adds magnetic perturbations on a selected
resonant surface (q = 2 surface in this case). Afterwards, the simulation adds the perturbations of
RMP to model the interaction between the RMP field and the magnetic island. It should be pointed
out that the resonant interaction between magnetic islands and RMP can be treated as a two-fluid
MHD problem [187]. The model described here uses a zeroth order approximation and does not
take into consideration the attenuation of the RMP field due to the vacuum chamber or the plasma
itself.
The numerical simulation is performed for three different scenarios of STOR-M equilibrium for
actual STOR-M geometries (a = 0.12 m and R = 0.46 m), helical coil configurations and plasma
parameters [188]. A 2D, fixed boundary Grad-Shafranov code, called the TOSCA code [189], is
used to calculate the poloidal magnetic flux surfaces in equilibrium. The code also calculates the
Shafranov shift as well as the profile of the safety factor q. A supplementary MATLAB code has
been developed to impose magnetic perturbations on the q = 2 resonant surface, simulating anm =
2 magnetic island. The magnetic perturbations are approximated by [190]:
ψmn =
∑
m,n
αmn
[
mq(1 + cos(nφ−mθ))
2|m− nq|
]
(5.1)
where m and n are the poloidal and toroidal mode numbers and αmn is a numerical factor desig-
nated for the strength of the island perturbations for a particular mode. Since the above equation
diverges whenm = nq, the term (m−nq) in the dominator must be excluded from the perturbation
calculations at the resonant surface q = m/n. The perturbations are calculated for a (2, 1) island
with α21 = 0.3× 10−6, 0.25× 10−6 and 0.2 × 10−6. It should be mentioned that other formulae
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for poloidal flux perturbations have been proposed in other works which provide a better fit for the
experimental observations [191]. The MATLAB code has also been used to model the RMP coils
by four toroidal current conductors with a square cross-section of 25 mm2. The coils located at
poloidal angles 45◦ and 225◦ carry negative currents, while those located at 135◦ and 315◦ carry
positive currents. The coils are placed at a distance 17 cm from the plasma center. Three cases are
considered in this simulation, all with the same poloidal beta βp (= 0.5) and Bφ (= 0.575 T), but
different plasma currents Ip (20, 22.5 and 25 kA). The corresponding edge safety factors q(a) for
the three cases are 4.5, 4 and 3.6, respectively. The q-profile and the unnormalized radial profile of
the magnetic perturbations (ψ21)r = mq/|m − nq| are shown in Figure 5.1 for the case with Ip =
22.5 kA.
Figure 5.1: The radial profiles of the magnetic perturbations (ψ21)r and the q-profile for the inter-
mediate case (Ip = 22.5 kA). The vertical line indicates the radial location of the resonant surface
(2, 1).
The first case considered in the numerical simulation was a discharge with parameters of Ip =
20 kA, Bφ = 0.575 T, q(a) = 4.5 and α21 = 0.3× 10−6. A discharge with such parameters has
been routinely established in STOR-M. Figure 5.2(a) shows the flux surfaces at equilibrium (no
RMP applied) with an m = 2 magnetic island located at 3.2 cm from the plasma center. In Figure
5.2(b), the width of the m = 2 island does not change when the RMP current (IRMP) increases from
0 to 1.2 kA (about 6% of Ip). The attenuation of RMP by the conducting plasma is not included
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in this simulation and all other simulations to follow. A further increase in IRMP to 2.4 kA and
3.6 kA (Figures 5.2(c) and (d), respectively) does not show any significant impact on the island
width either. This qualitatively agrees with the results of RMP experiment conducted in the HT-6B
tokamak (a small tokamak with a size similar to STOR-M) [25]. In that experiment, it was difficult
to observe any effect from RMP on the m = 2 resonant surface when q(a) > 4. The simulation
clearly indicates that the RMP coils are too far from the island and the current in the coils severely
distorts the outer tokamak magnetic surface before it has any effect on the island itself.
Figure 5.2: Effect of RMP current on an m = 2 magnetic island during a STOR-M discharge with
Ip = 20 kA, Bφ = 0.575 T, q(a) = 4.5 and α21 = 0.3× 10−6.
The RMP experiment in HT-6B also demonstrated that RMP could effectively suppress the
m = 2 fluctuations when q(a) was near or lower than 4. In order to model those cases, a discharge
with Ip = 22.5 kA, Bφ = 0.575 T, α21 = 0.25× 10−6 and low q(a) (∼ 4) is simulated to study the
effect of RMP on m = 2 islands. At equilibrium, the m = 2 island, shown in Figure 5.3(a), has
a width of approximately 0.28 cm and is located at a radius of 7.4 cm. The distance between the
island and the RMP coil is approximately 9.6 cm. As shown in Figure 5.3(b), the island width is
diminished to half its value (0.14 cm) when IRMP increases from 0 to 1 kA. The island completely
vanishes (Figure 5.3(c)) when IRMP reaches a critical value of 2 kA, which corresponds to 8.8% of
Ip. Exceeding the critical IRMP triggers a disruptive m = 2 instability. This can be clearly seen in
Figure 5.3(d) as IRMP increases to 3 kA; a newm = 2 magnetic island is formed with a width of 0.28
cm at a radius of 6.9 cm. Increasing IRMP even further aggravates the island which may eventually
lead to a major disruption in the plasma discharge as observed previously in other tokamaks (e.g.
the Tokoloshe tokamak) [192].
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Figure 5.3: Effect of RMP current on an m = 2 magnetic island during a STOR-M discharge with
Ip = 22.5 kA, Bφ = 0.575 T, q(a) = 4 and α21 = 0.25× 10−6.
Based on the simulation results for q(a) = 4.5 and 4 tokamak discharges, it is expected to
reduce the critical value of IRMP by decreasing the safety factor q(a). However, q-value at the
plasma edge should be kept above 3 to avoid deterioration in confinement time and large helical
magnetic perturbations [193]. In another numerical simulation, the plasma current Ip is increased
to 25 kA, corresponding to q(a) = 3.6 at Bφ = 0.575 T. The α21 parameter is 0.2× 10−6. The
m = 2 island shown in Figure 5.4(a) is now located 8.5 cm from the plasma center. The width
of the island is roughly 0.35 cm in the absence of IRMP. Increasing IRMP gradually from 0 to 800
A decreases the island width from 0.35 to 0.14 cm, as illustrated in Figure 5.4(b). It should be
pointed out that in the previous case a higher IRMP (about 1 kA) was required to reduce the m =
2 island width from 0.28 to 0.14 cm. Figure 5.4(c) shows a nearly complete suppression of the
m = 2 island when the IRMP magnitude reaches a critical value of 1.6 kA, which is about 6.4% of
the total plasma current. Suppressing the m = 2 island with a lower IRMP is an expected result as
the distance between the q = 2 surface and the RMP coils (8.5 cm) is shorter compared with the
previous case (9.6 cm). When IRMP increases to a value of 2.4 kA, a new m = 2 island with a width
of 0.14 cm is produced (shown in Figure 5.4(d)).
The simulation clearly illustrates that the width of the intrinsic m = 2 islands can be controlled
by the RMP fields. If the controlled islands are made too wide, they interact with the limiter and
induce disruptions. However, if the controlled islands are made smaller, they flatten the current
profile at the q = 2 surface and reduce the shear on that surface. The shear reduction slows down
the growth of tearing modes, thus improving the discharge and avoiding disruptions. Therefore,
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Figure 5.4: Effect of RMP current on an m = 2 magnetic island during a STOR-M discharge with
Ip = 25 kA, Bφ = 0.575 T, q(a) = 3.6 and α21 = 0.2× 10−6.
natural disruptions occur in the plasma only when the discharge conditions allow the growth of
very large islands [194].
5.2.2 RMP Experiment
The influence of RMP on plasma parameters was investigated experimentally in STOR-M
[195]. During the discharge #225915, an RMP current pulse of about 2 ms was applied during
an MHD active phase. The discharge parameters shown in Figure 5.5(a) are, from the top, plasma
current Ip, loop voltage Vl, horizontal plasma position ∆H , Hα radiation, edge safety factor q(a),
SXR emission and Mirnov fluctuations. In this discharge (Ip = 23.5 kA, Vl = 3.5 V, q(a) = 3.7),
the RMP pulse is applied at 20 ms during the plasma flat-top. The current in the RMP coils is about
600 A (2.5% of total plasma current). Flatness in the plasma current with a slight reduction in the
loop voltage and clear suppression in the Hα emission level (∼ 40%) are observed approximately
0.7 ms after applying RMP. The plasma column is shifted by 3 mm in the outward direction. The
main effect of RMP on the discharge is the significant suppression in the MHD fluctuation signal
and the increased SXR emission from the plasma core. Figure 5.5(b) shows the three expanded
waveforms of IRMP, central SXR and Mirnov fluctuation signals. The negative peak in IRMP is an
artefact due to the fast change in the current when the IGBT is switched off. This spike was later
removed after adding the FRMP circuit with a diode connected across the RMP coil (see Figure
4.8). The amplitude of MHD oscillations is strongly attenuated between 20.7 and 22 ms. However,
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the MHD activities start to grow even before the termination of RMP and resume the fluctuation
level to the initial frequency and amplitude when IRMP is turned off.
(a) (b)
Figure 5.5: Effect of RMP on plasma parameters during STOR-M discharge #225915. The reso-
nant field was applied at 20 ms for about 2 ms during the plasma current plateau.
The frequency characteristics of MHD and SXR signals are examined using wavelets. Mirnov
signals before, during and after applying RMP are analyzed using SVD and the spatial Fourier
series. Contour plots of Mirnov and SXR raw signals during the RMP pulse are shown in Figure
5.6(a). The suppression of Mirnov oscillations does not occur immediately when the RMP pulse is
applied, possibly to due the time needed for the RMP field to penetrate the plasma. The emission
level of SXR increases around the time when Mirnov oscillations are suppressed. Figure 5.6(b)
shows wavelet spectra of Mirnov and SXR signals. Both signals are clearly coherent at a frequency
of 25 kHz before and after applying RMP. However, during the RMP pulse, a gradual reduction in
MHD amplitude and frequency can be seen on the Mirnov spectrum between 20 and 20.7 ms. The
MHD frequency is reduced from 25 to 20 kHz. This gradual reduction in amplitude and frequency
is missing on the SXR spectrum since the m = 2 oscillations on the SXR signal reduced to an
undetectable level immediately following application of RMP. The difference in the response time
of SXR and Mirnov signals to RMP seems to suggest that the plasma temperature peaks before the
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magnetic structure of island vanishes. This phenomenon demonstrates that the response time for
temperature/density in the plasma is different from that for the current and magnetic field. Another
plausible explanation is the nonlinear response of the SXR detector to the emission intensity.
(a) (b)
Figure 5.6: Comparison between the effect of the RMP field on Mirnov and SXR signals using (a)
contour plots and (b) wavelet power spectra. Mirnov and SXR signals are highly coherent at 25
kHz before and after the RMP pulse.
Figure 5.7 shows the expanded traces of Mirnov and SXR signals around the time of the RMP
pulse. The traces shown in this figure are signals from two central SXR chords V7 and V8 (see
Figure 4.2) and from an inboard magnetic probe. Clear sawtooth and inverted sawtooth oscillations
can be seen in V7 and V8 signals, respectively, indicating that the q = 1 surface is located between
0.9 cm and 2.1 cm at that time. Sawtooth oscillations are active when the relative amplitude of
Mirnov signals is low during the period from 15 to 18 ms. However, the sawtooth oscillations
vanish when Mirnov oscillations start growing at 18 ms. During the high Mirnov amplitude phase,
the oscillations imposed on SXR signals are found to be well correlated with Mirnov oscillations
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(refer to Figure 5.6(b)). The helical current applied at 20 ms causes a strong decay in the Mirnov
amplitude and an increase in the averaged SXR level in the V7 channel.
Figure 5.7: Expanded traces of Mirnov and SXR signals during shot#225915.
The spatial structure and the temporal evolution of MHD modes before applying RMP, during
the MHD suppression and after turning off RMP are extracted using the SVD analysis. Three
time windows, each 0.5 ms long, are chosen for the SVD analysis. The time windows are located
before (19.5-20 ms), during (21-21.5 ms) and after (22.25-22.75 ms) applying RMP. As mentioned
in Subsection 3.8.2, SVD extracts the spatial and temporal features of MHD modes in a form of
eigenvectors called PAs and PCs. PAs and PCs of the dominant poloidal MHD modes before, during
and after the RMP pulse are, respectively, shown in Figures 5.8(a), (b) and (c). The middle polar
plot corresponds to the dominant mode during the MHD suppression. The spatial structure can be
clearly identified as an m = 3 mode. The first and last modes are spatially distorted, although they
have a similar structure. The distortion in PA indicates that two or more modes oscillate at the same
frequency (i.e. mode coupling). The coupled MHD harmonics can be identified by performing a
spatial Fourier analysis on the distorted PA. The toroidal mode number corresponds to n = 1 in
this discharge, which is the typical case for most of the STOR-M discharges.
Figure 5.9 shows the relative mode spectra of PAs as extracted by the Fourier analysis. The
spectrum of the first PA (before firing RMP) shows that the coupled mode consists mainly ofm = 2
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(a) (b) (c)
Figure 5.8: Spatial structure and temporal evolution of dominant poloidal MHD modes (a) before
(b) during and (c) after applying RMP as extracted by SVD.
mode (∼ 52%) and m = 3 mode (∼ 26%). Other modes (i.e. m = 1 and m = 4 modes) also appear
in the spectrum with no significant contribution to the global mode amplitude. During the MHD
suppression phase (21-21.5 ms), the mode spectrum indicates that the dominant poloidal number is
m = 3 with energy content up to 54%. Although m = 2 also contributes to the spectrum by 23%, it
does not distort the spatial structure of the dominant m = 3 mode, as shown in Figure 5.8(b). After
turning off RMP, the m = 2 mode grows again causing a spatial distortion to the dominant mode,
similar to the case before applying RMP. The m = 2 mode oscillates with a relative amplitude of
48%, while the m = 3 mode oscillates with an amplitude of 28%. Apparently RMP does not have
a strong effect on m = 1 and m = 4 modes since they maintain the same relative amplitude in
the three cases. Note that the plots are percentage amplitudes normalized for signals within each
time window. The absolute amplitudes of any particular mode for the three time windows cannot
be extracted from Figure 5.9.
The magnitudes of harmonics from m = 1 to m = 4 modes can be obtained using the spatial
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Figure 5.9: Spatial Fourier analysis of PAs before, during, and after applying RMP.
Fourier series. The spatial Fourier series decomposes the sine and cosine components of each
mode from raw Mirnov signals. The analysis was performed on the time segment 19-23 ms (1 ms
before and after applying RMP). The mode magnitudes are plotted in Figure 5.10. The m = 2
mode has the highest magnitude among the other modes before firing the RMP pulse. There is no
visible change in mode magnitudes for about 0.7 ms after applying the helical current. However,
the m = 2 magnitude drops suddenly by 90% at 20.7 ms, while the other modes are suppressed
by approximately 65-75%. The m = 3 fluctuation amplitude dominates over the other modes
during the suppression phase. The suppression lasts for about 1.5 ms until t = 22 ms when the
modes start oscillating at their original amplitudes prior to applying RMP, with m = 2 being the
dominant mode again. The spike on the figure at 22 ms is caused by a noise spike in RMP when the
current is suddenly turned off by the IGBT switch, as shown in Figure 5.5(b). The spike appears
on some Mirnov signals when the coil is close to RMP windings, but it does not appear on other
diagnostic signals (see Figure 5.5(a)). As mentioned earlier, this spike was eliminated in the later
RMP experiments by adding a diode that blocks any return currents in the RMP circuit.
Figures 5.5, 5.6 and 5.10 show that the amplitude of B˙θ fluctuation signal remains intact during
the initial 0.7 ms after applying the RMP pulse even though the frequency reduces from 25 to 20
kHz. This behaviour seems to be different from that associated with the locked mode described
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Figure 5.10: Mode magnitudes for MHD modes up to m = 4 around the time of firing RMP.
in other devices [196]. After 0.7 ms, the m = 2 mode and other harmonics suddenly decrease
significantly (up to 90% for m = 2 mode, see Figure 5.10). After the suppression phase, the
fluctuation level gradually increases even before the RMP pulse is turned off, indicating a transient
feature of MHD suppression by RMP. After RMP is switched off, the MHD fluctuation level returns
to the level before application of RMP.
Figure 5.11(a) shows the radial distribution of SXR intensity for the time period 15-25 ms. The
intensity profile is constructed along the impact parameter of vertical SXR chords ρ (in cm), where
ρ = 0 corresponds to the tokamak center. The SXR profile peaks during the sawtooth activities
from 15 to 18 ms. The profile flattens afterwards as the Mirnov oscillations grow in amplitude.
When RMP is applied at 20 ms, a slight increase and displacement in SXR radial profile occur,
associated with the MHD suppression and the low Hα emission level. Figure 5.11(b) shows three
radial profiles of SXR emissivity constructed at 19.84, 21.96 and 22.74 ms. The profiles at 19.84
and 22.74 ms, corresponding to the phase before and after applying RMP, have a similar radial
distribution centered around channel V8. However, during the RMP pulse (21.96 ms), a high SXR
emission level is observed in channel V5. In addition, the radial SXR brightness profile shifts
outwards along with the plasma displacement ∆H .
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(a) (b)
Figure 5.11: (a) 3D radial distribution of SXR emissions and (b) radial profiles of SXR intensity
for instants before, during and after applying the RMP pulse.
5.3 Plasma Flow Measurements
5.3.1 MHD Frequency Simulation
It is commonly recognized in the ideal MHD theory that the magnetic perturbations created by
magnetic islands are frozen within the plasma, forcing the islands to move at the same macroscopic
velocity of the plasma [197]. However, the two-fluid theory suggests the inclusion of the electron
diamagnetic frequency in the island rotation velocity. The magnetic islands observed in tokamaks
rotate in the direction of the electron diamagnetic drift, which is the characteristic of resistive
MHD modes. The extended theory of tearing modes, which takes into account the effects of the
finite Larmor radius, predicts that the MHD rotation frequency is in the order of the electron drift
frequency. The experimental observations, however, have shown a rough agreement between the
MHD frequency and the electron diamagnetic frequency. It has been observed experimentally
that the MHD frequency is often associated with the toroidal plasma rotation at the rational q
surfaces. The recent observations in the MAST tokamak suggested that the poloidal plasma rotation
may also contribute to the MHD frequency [198]. However, previous experiments conducted in
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ASDEX-U [199] and TEXTOR [200] tokamaks have shown that the poloidal plasma rotation can
be neglected due to the poloidal flow damping. Furthermore, it has been observed in the TEXT
tokamak that the toroidal plasma rotation is damped by the momentum loss due to the ion-neutral
charge exchange [201]. The sheared radial electric field can also play an important role in the MHD
frequency as some ideal and resistive modes rotate with the E× B drift velocity.
A model is adopted for STOR-M to understand the main mechanisms that determine the rota-
tion frequency of islands. Various assumptions for the MHD frequency have been considered in
previous theoretical works to link the observed MHD frequency with the plasma flow velocities.
One of the common approaches to study the rotation of magnetic islands in tokamaks is to assume
rigid body rotation of the plasma column and to measure the MHD frequency associated with the
fluctuations in the electron cyclotron emission (ECE), reflectometry, or magnetic probe signals.
A magnetic island rotating in the toroidal/poloidal direction causes fluctuations in the signal
detected by a magnetic probe at a fixed location. The magnetic signals collected by the Mirnov
probes can be used to identify the direction of the island rotation. The coordinate system is chosen
so that the positive φ direction is along the toroidal magnetic field and the positive θ direction is
along the electron diamagnetic drift velocity (v∗e ). Therefore, if the direction of the plasma current
and the toroidal field is the same, then Bθ is positive. Otherwise, Bθ is negative. In STOR-M, the
direction of Ip is typically counter-clockwise and Bφ is clockwise (viewed from the top), unless
stated otherwise. Figure 5.12 shows poloidal and toroidal contour plots obtained by the poloidal
and toroidal Mirnov arrays. The colored stripes on the contour plots point to the direction of the
island propagation. The plots suggest that the island rotates poloidally in the direction of electron
diamagnetic drift and toroidally in the direction opposite to the plasma current direction (counter-
current). There are two peaks on the poloidal contour plot when θ changes from 0 to 2pi at a fixed
time, indicating an m = 2 mode. Similarly, the toroidal n = 1 mode can be identified from the
toroidal contour plot. Experiments on STOR-M have shown that reversing Ip does not change the
direction of the island rotation because the electron diamagnetic drift is only determined by the
directions of Bφ and the electron pressure gradient∇pe.
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Figure 5.12: Poloidal and toroidal contour plots of Mirnov oscillations. The magnetic island
rotates poloidally in the direction of v∗e and toroidally in the counter-current direction.
The model requires extracting the poloidal and toroidal MHD mode numbers from the fluc-
tuation signals. In addition, poloidal drifts of charged electrons and ions play important roles in
determining MHD fluctuation frequencies. Two well-known cross-field drifts are the diamagnetic
and the E × B drifts determined by the local radial profiles of pressure, temperature, density, and
electric field. Since the local measurements of plasma equilibrium profiles are rather complicated,
the so-called Kadomtsev-Tayler (K-T) model can be used to produce these profiles [202]. The
natural density, temperature and pressure profiles are respectively expressed by:
ne(r) = ni(r) = n(0) · f(r) (5.2)
Te(r) = Ti(r) = T (0) · f 2(r) (5.3)
pe(r) = pi(r) = p(0) · f 3(r) (5.4)
where n(0), T (0) and p(0) are the density, the temperature and the pressure at the plasma center
(r = 0). The axially symmetric distribution function f (r) is given by:
f(r) =
(
1 +
(
q(a)
q(0)
− 1
)
r2
a2
)−2/3
(5.5)
where q(a) is the safety factor at the plasma edge. The safety factor at the magnetic axis q(0) can
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be approximated for a sawtoothing plasma by:
q(0) =
q(a)
q(a) + 1
(5.6)
The distribution function f (r) can be simplified by:
f(r) =
(
1 + q(a)
r2
a2
)−2/3
(5.7)
Figure 5.13 shows the radial profiles of plasma parameters in STOR-M which are calculated using
the following experimental values: Ip = 20 kA, Bφ = 0.575 T, a = 0.12 m, R = 0.46 m, 〈ne〉 = 1
× 1019 m−3, and Te(0) = 200 eV.
Figure 5.13: Radial profiles of temperature, density, pressure and pressure gradient assumed for
the STOR-M tokamak.
The diamagnetic drift in tokamaks is mainly in the poloidal direction due to the large toroidal
magnetic field compared with the poloidal field. The diamagnetic drift of a selected MHD mode is
often expressed in terms of frequency rather in velocity. In order to calculate the electron diamag-
netic frequency, the pressure gradient and local density profiles are needed. The electron diamag-
netic frequency at any given minor radius r is expressed by:
f ∗e =
1
2pir
1
eneBφ
dpe
dr
(5.8)
The poloidal and toroidal components of ion velocity in tokamaks can be calculated from the neo-
classical theory of plasma rotation [203]. The neoclassical expressions for the poloidal velocity
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and the derivative of toroidal velocity are given by [204]:
vneoθ =
κ
eBφ
dTi
dr
(5.9)
dvneoφ
dr
= 0.107
κTiq
2
eBθ
(
d lnTi
dr
)2
(5.10)
where the collisionality coefficient κ depends on the collisionality regime: κ = 1.17 in the banana
regime, κ = −0.5 in the plateau regime, and κ = −1.83 in the Pfirsch-Schlu¨ter regime. The radial
profile of q is assumed to be quadratic, so that:
q(r) = q(0)
(
1 + q(a)
r2
a2
)
(5.11)
The radial profile of Bφ in Equation 5.9 can be obtained from the following expression:
Bφ(r) =
µ0
2pi
NI
r +R
(5.12)
where N is the total number of turns in the toroidal windings and I is the current passing through
the windings. In STOR-M, N is 144 turns and I is about 9 kA to generate a 0.575 T toroidal field.
The local poloidal magnetic field in Equation 5.10 can be derived from the plasma current profile:
Bθ(r) =
µ0
2pi
Ip(r)
r
(5.13)
The current profile can be estimated from the radial profile of the plasma current density Jp which
is defined by:
Jp(r) = Jp(0) · f 3(r) = Jp(0)
(
1 + q(a)
r2
a2
)−2
(5.14)
where Jp(0) is the current density in the plasma center which is given by:
Jp(0) =
1 + q(a)
pia2
Ip(a) (5.15)
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Integrating Equation 5.14 from 0 to r and over the plasma cross-section yields:
Ip(r) =
∫ 2pi
0
∫ r
0
Jp(r
′)r′dr′dθ = Ip(a)
(
r2
a2
1 + q(a)
1 + q(a)r2/a2
)
(5.16)
Substituting Equation 5.16 into Equation 5.13 leads to:
Bθ(r) =
µ0
2pi
Ip(a)
r
(
r2
a2
1 + q(a)
1 + q(a)r2/a2
)
(5.17)
Figure 5.14 shows the radial profiles of Ip, Jp, Bφ and Bθ used in the model.
Figure 5.14: Radial profiles of plasma current, toroidal and poloidal magnetic fields in STOR-M.
The related analyses and calculations of the electron diamagnetic frequency and the neoclassical
plasma velocities are shown in Figure 5.15. The κ parameter is chosen to be −1.83 for STOR-M
discharge conditions. Note that the κ coefficient determines the direction of poloidal rotation.
In the banana regime, the poloidal plasma flow rotates in the direction of the ion diamagnetic
drift direction, whereas, in the collisional (Pfirsch-Schlu¨ter) regime, the poloidal rotation is in the
direction of the electron diamagnetic drift.
The toroidal rotation calculated from the neoclassical theory seems higher than the toroidal
flow measurements conducted recently in STOR-M. One reason is that the neoclassical toroidal
rotation is assumed only for primary ions in plasma without taking into the account the impurity
flow velocity. As mentioned in Section 4.4, the experimental flow measurements in STOR-M are
only carried out for some impurity species at selected radial locations. Moreover, the neoclassical
poloidal rotation seems significant in STOR-M, although a comparison with experimental data is
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Figure 5.15: (Left) Radial profile of calculated electron diamagnetic drift frequency. (Right) Theo-
retical (neoclassical) calculations of poloidal and toroidal rotation velocities in STOR-M with κ =
−1.83.
not possible since the poloidal flow measurements are not available in STOR-M. In small tokamaks
such as CT-6B [205] and TCABR [206] tokamaks, the poloidal rotation was reported to be signifi-
cant and unaffected by the poloidal flow damping, indicating that the poloidal rotation in STOR-M
might behave similarly to the poloidal rotation in those tokamaks.
Many plasma rotation theories either assume that the impurity rotation is in the same order
of the primary ions rotation or completely omit the impurities contribution. However, there is a
fundamental discrepancy between the experimental observations and the theoretical predictions of
plasma rotation, at least in the collisional regime. In the collisional plasma, the toroidal flows of
primary ions and impurities are strongly coupled through the parallel friction, while the poloidal
flows are weakly coupled due to the poloidal flow damping. It has been found that the difference
in the poloidal rotation depends mainly on the pressure gradients of impurities and primary ions,
whereas the toroidal rotation depends only on the gradients of ion density and temperature. Further-
more, the toroidal flow in pure ohmic plasmas rotates at different values and directions, depending
on the local discharge conditions of a tokamak. It has been observed that the ion flow rotates in the
counter-current direction in some machines, and in the co-current direction in others. The toroidal
flow can change directions in the same discharge, or even rotates in one direction in the plasma
core and in the opposite direction at the plasma edge.
The magnetic fluctuations observed in the STOR-M tokamak usually oscillate in the frequency
range of 20-40 kHz. The dominant MHD mode numbers associated with such oscillations are
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typically between m = 2 and m = 4 with low toroidal mode number (n = 1). In this model,
various assumptions are considered for the MHD frequency observed in STOR-M. The different
assumptions are described by the following equations:
fMHD = mf
∗
e (5.18)
fMHD = nfφ +mf
∗
e (5.19)
fMHD = nfφ + nfθ (5.20)
fMHD = nfφ + nfθ +mf
∗
e (5.21)
where m and n are the poloidal and toroidal mode numbers. fφ and fθ are the toroidal and poloidal
rotation frequencies associated with the toroidal and poloidal flow velocities vφ and vθ. The toroidal
and poloidal rotation frequencies are evaluated respectively by:
fφ =
vφ
2piR
(5.22)
fθ =
vθ
2pir
(5.23)
The radial profiles of frequency assumptions are plotted in Figure 5.16 against a quadratic q-
profile. The vertical lines in the figure indicate the radial location of resonant surfaces. It seems
Equation 5.18 represents the lowest boundary estimation of MHD frequency as the case in many
MHD theories. The MHD frequency peaks in the plasma core and decreases towards the plasma
edge. At the plasma center it appears that Equation 5.21 yields the highest MHD frequency (∼
150 kHz) among other assumptions. The frequency of all assumptions becomes comparable at the
plasma edge region.
Figure 5.17 shows a comparison between theoretical MHD frequencies at different rational
surfaces and an experimental MHD frequency. The experimental MHD frequency is an averaged
value of MHD frequencies of a series of STOR-M discharges with similar conditions. The dominant
MHD mode and frequency of each discharge were extracted by the spatial Fourier series. The
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Figure 5.16: Radial profiles of different assumptions for the MHD frequency. The vertical lines
indicate the radial location of the rational q surfaces.
dominant MHD mode was found to be (3, 1) oscillating at an average frequency of 38.6±3.1
kHz. There is a rough agreement between the theoretical and experimental MHD frequencies
near the q = 3 surface. However, Equation 5.21 seems to provide the best fit for the observed
MHD frequency in STOR-M. The theoretical MHD frequency calculated by Equation 5.21 and
the experimental frequency of (3, 1) island differ only by 4.6 kHz. The frequency of electron
diamagnetic term (mf ∗e ) is around 12 kHz, which corresponds to 35.4% of the total frequency of
(3, 1) island. The toroidal flow frequency (nfφ) is about 7.3 kHz, comprising only 21.5% of the
MHD frequency. The rotation frequency of poloidal flow (mfθ = 14.7 kHz) contributes by 43.1%
to the MHD frequency at the q = 3 surface.
5.3.2 Toroidal Flow Measurements
The influence of RMP on magnetic fluctuations was examined during the discharge #247587.
The RMP pulse was applied at 20 ms during the plasma flat-top for a duration of 8 ms. The current
in the RMP coils is about 1.1 kA. The top panel in Figure 5.18(a) shows the waveforms of IRMP
and magnetic fluctuations. The spatial harmonic analyses revealed that the magnetic fluctuations
are associated with a dominant (3, 1) magnetic island. It has been shown previously in Subsection
5.2.2 that the RMP field suppresses not only the (2, 1) islands, but also interacts with other islands,
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Figure 5.17: Comparison between theoretical MHD frequencies and experimental MHD frequency
of (3, 1) island.
such as (3, 1) and (4, 1) islands, via the sideband islands. The corresponding wavelet spectrum of a
magnetic fluctuation signal during the RMP pulse is shown in the middle panel. Clear reduction in
(3, 1) amplitude and frequency can be seen on the wavelet spectrum. The frequency and amplitude
of MHD oscillations seem to respond differently to RMP as the mode frequency drops immediately,
while the suppression of mode amplitude occurs 0.5 ms after applying the RMP pulse. The MHD
frequency drops from 40 kHz to about the half (∼ 20 kHz). The amplitude of Mirnov oscillations
also drops by ∼ 50% during the RMP pulse, suggesting that the reduction in Mirnov signal is
mainly due to the reduction in frequency. The amplitude and frequency of (3, 1) fluctuations return
to the normal levels prior to applying RMP. The last panel in Figure 5.18(a) shows the fluctuation
frequency and amplitude (RMS value) of the dominant (3, 1) magnetic island during application of
the RMP field. The frequency and amplitude of magnetic island are substantially reduced during
the RMP pulse. The island frequency is reduced from 40 kHz to roughly 20 kHz. This braking
phenomenon illustrates the effect of the electromagnetic (EM) torque induced by the RMP field on
the magnetic island.
The toroidal EM torque exerted by RMP on magnetic islands is similar to the EM torque gen-
erated by error fields during the mode locking. The resonant flux surfaces can be treated as a thin
conducing layer. When the RMP field penetrates the resonant surface, helical eddy currents are
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generated on that surface in response to the radial component of RMP field. The RMP field inter-
acts with a fraction of the eddy currents to produce an EM torque. The EM torque is sensitive to
the phase difference between the RMP field and the eddy currents. If the phase shift between RMP
and the eddy currents is denoted by ϕ, then the EM torque is proportional to sinϕ. The EM torque
is maximum when the phase shift is pi
2
and minimum when the phase shift is zero. The phase shift
has a strong dependence on the rotation frequency at the resonant surface [207].
The toroidal flow velocities of CIII, OV and CVI impurity lines were measured by the IDS system
in the presence of the RMP field. The CIII emission line is located near r = 7 cm and OV line is at
r = 3 cm, while the CVI line peaks at r = 0. It should be mentioned that the radial profile of CIII line
peaks near the q = 2 resonant surface (∼ 7 cm) as shown in Subsection 5.3.1 and suggested by other
calculations of safety factor profile in STOR-M. When the q = 2 surface is located at r = 7 cm,
a 1 kA RMP current generates a 30 G radial magnetic field at that radial location, which is about
0.5% of the total toroidal field. Figure 5.18(b) shows the change of the impurity velocities during
a 600 A RMP pulse applied between 12 and 17 ms. In the figure, the positive velocity indicates a
rotation in the counter-current direction (clockwise), and the negative sign indicates a rotation in
the co-current direction (counter-clockwise). Before turning on RMP the CIII impurities rotate in
the co-current direction, while OV and CVI impurities rotate in the counter-current direction. When
the RMP pulse is fired at 12 ms, the flow velocity of CIII increases in the co-current direction. The
RMP field, however, slows down the toroidal velocities of OV and CVI impurities and even reverses
their direction to the co-current direction.
The relationship between the change of toroidal flow velocity of impurities in the core region
(q < 2) and the magnitude of RMP current is investigated. As mentioned before, the OV and CVI
impurities are respectively located at r = 3 cm and 0 cm. Figure 5.19 shows the flow velocity of OV
and CVI impurities for the cases with zero RMP current and with three other IRMP values. Without
IRMP (black curves), the direction of toroidal flow is in the counter-current direction (positive). Once
the current of the RMP pulse, applied between 20 and 28 ms, exceeds a threshold, the magnitude
of toroidal flow velocity of OV and CVI impurities is reduced and the change is more significant
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(a) (b)
Figure 5.18: (a) Suppression and braking of magnetic islands by a single RMP pulse during
shot#247587. The RMP current is about 1.1 kA and applied between 20 and 28 ms. (b) Effect
of a 600 A RMP pulse on the toroidal velocities of CIII, OV and CVI impurities.
with the increase of the RMP current. The toroidal OV and CVI flows even reverse their directions
at IRMP = 850 A and 1.1 kA to the co-current direction (negative).
Figure 5.19: Modification of the toroidal flow velocities of OV and CVI impurities at several RMP
currents. The RMP current is turned on at 20 ms for 8 ms. The tokamak discharge current is 20
kA.
The toroidal rotation of magnetic islands in STOR-M is in the counter-current direction, con-
sistent with the impurity flow direction measured by the IDS system near the island location. The
difference in the ion flow and magnetic island velocities is caused by the combination of diamag-
netism and neutral damping effects. The ion velocity profile generally peaks inside the magnetic
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island, resulting in flattening in the pressure gradient. The pressure flattening inside the island elim-
inates the diamagnetic term which leaves only the contribution of the E × B drift term in the ion
flow velocity [208]. In STOR-M, larger RMP current induces stronger suppression in the magnetic
fluctuations and greater change in the toroidal flow velocities. The frequency of magnetic islands
and the toroidal flow velocity of OV impurities are plotted in Figure 5.20(a) against the RMP current
and the amplitude of MHD fluctuations (RMS value). The trend of modification against the RMP
currents and the RMS values is the same for both the OV flow velocity and the island frequency.
The OV flow velocity changes nearly linearly with the RMP current at low current values and shows
some signs of saturation at larger RMP currents. When the RMP current is 1.1 kA, the velocity of
the OV flow changes from 5.3 km/s in the counter-current direction to 2.3 km/s in the co-current
direction. The change in the CVI flow velocity, shown in Figure 5.20(b), against the RMP currents
and the RMS values of magnetic fluctuations is similar to that for OV impurities.
(a) (b)
Figure 5.20: Comparison between the frequency of magnetic islands and the toroidal flow velocity
of (a) OV and (b) CVI impurities as functions of the RMP current and the RMS value of magnetic
fluctuations.
Another RMP experiment was conducted in STOR-M to demonstrate the possibility to contin-
uously modulate the flow velocity by the double RMP (DRMP) pulse. During the ohmic discharge
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#251349, the first RMP pulse was turned on at 15 ms for 3 ms and the second pulse with the same
duration at 20 ms. The two pulses are separated by 2 ms. The traces of the DRMP pulse and a
MHD fluctuation signal are shown in the top diagram of Figure 5.21. The fluctuations of (3, 1)
island are dominant before applying the DRMP pulse. The wavelet spectrum of (3, 1) oscillations
shown in the middle diagram of Figure 5.21 reveals a clear modulation in the MHD frequency and
amplitude. The frequency of (3, 1) fluctuations drops significantly during DRMP and grows back
after DRMP is turned off. The last diagram of Figure 5.21 shows the corresponding frequency and
RMS value of MHD fluctuation amplitude, behaving similarly to the case with single RMP pulse
in terms of the reduction in both frequency and amplitude.
Figure 5.21: Effect of the DRMP pulse on the frequency and amplitude of MHD fluctuations
during shot#251349.
Figure 5.22 shows the modulation of toroidal flow velocities of OV and CVI impurities induced
by the DRMP pulse. The direction of the toroidal flow of OV and CVI impurity ions is in the
counter-current direction before applying the DRMP pulse. As the first RMP pulse is turned on at
15 ms, the directions of OV and CVI flow velocities change towards the co-current direction and a
greater change is observed with a larger RMP current. When the first RMP pulse is switched off
at 18 ms, the toroidal flow velocities return to the original direction and amplitude. The second
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RMP pulse applied at 20 ms induces a change in the flow velocities similar to that induced by the
first RMP pulse. It is expected that a continuous modulation of flow velocity can be achieved with
additional RMP pulses.
Figure 5.22: Modulation of toroidal flow velocities of OV and CVI impurities by the DRMP pulse.
The 3 ms long RMP pulses are switched on at 15 and 20 ms.
Although the single and DRMP pulses have shown a consistent effect on the rotation of mag-
netic islands and impurity ions, the effect of non-resonant RMP (NRMP) pulse on the rotation of
islands and impurity flow was quite different. As mentioned in Subsection 4.6.1, the NRMP con-
figuration can be achieved by reversing the direction of the plasma current from counter-clockwise
to clockwise (see Figure 4.7(a)), resulting in a helicity direction mismatch between the RMP wind-
ings and the helicity of magnetic field lines. The non-resonant interaction between the NRMP pulse
and magnetic islands was studied during the STOR-M discharge #250060. The waveforms shown
in Figure 5.23 are, from the top, the NRMP current (INRMP), a Mirnov signal, the wavelet spectrum
of Mirnov signal, the frequency and RMS value of MHD fluctuations. The NRMP pulse is applied
between 20 and 28 ms with a current magnitude of 1.1 kA.
The NRMP pulse induces some effects on MHD activities as seen by the amplitude reduction
of the Mirnov signal. The spatial structure of the dominant magnetic island before firing NRMP
is (3, 1) structure as extracted by the harmonic analysis. The reduction of (3, 1) amplitude is also
visible in the wavelet spectrum, which is similar to the amplitude suppression observed during the
previous RMP experiments. The (3, 1) frequency, however, responds differently to NRMP as it
drops at slower rate compared with the RMP case. While the MHD frequency drops immediately
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Figure 5.23: The non-resonant interaction between magnetic islands and NRMP during
shot#250060. The NRMP pulse is applied at 20 for 8 ms. The NRMP current is around 1.1 kA.
from 40 to 20 kHz during the RMP pulse, it is slowly reduced from 40 to 30 kHz during the NRMP
pulse. As a result, the magnetic island requires a longer time to slow down, suggesting that the
island experiences different braking mechanism.
The application of NRMP field during STOR-M discharges causes a slight change in the toroidal
flow of OV and CVI impurities. As shown in Figure 5.24, the base flow velocity without NRMP
(black curves) is now reversed to the counter-clockwise direction (negative) and remains in the
counter-current direction since the direction of plasma current is also reversed. The flow velocities
of OV and CVI impurity ions at different NRMP currents are also shown in Figure 5.24. The NRMP
pulse is applied between 20 and 28 ms. It is clear from the figure that the toroidal flow during
NRMP is reduced only when the NRMP current is increased to a very high value of 1.1 kA.
5.4 Edge Plasma Measurements
The other effects of RMP on plasma parameters in STOR-M, particularly at the plasma edge
and SOL regions, were investigated during an L-mode ohmic discharge #247580. The rake probe
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Figure 5.24: The flow measurements of OV and CVI impurity lines during the NRMP pulse. The
NRMP current is fired at 20 ms for 8 ms.
described in Section 4.5 was used to measure the radial profiles of the ion saturation current (Isi)
and the floating potential (Vf ). Figure 5.25 shows from the top the time traces of MHD fluctuations,
the RMP current waveform, the wavelet spectrum of MHD fluctuations, and the mean values of Isi
and Vf signals obtained during the discharge. The RMP pulse is applied at 20 ms for 8 ms with a
current magnitude of 1.1 kA. The harmonic analysis conducted on this discharge revealed that the
(3, 1) mode, oscillating at a frequency of 40 kHz as illustrated in the wavelet spectrum, is dominant
before applying RMP. When the RMP pulse is fired at 20 ms, the island is strongly suppressed and
slowed down to a frequency of 20 kHz.
During the MHD suppression phase, the ion saturation current responds immediately to RMP
and increases from 160 to 370 mA. Since the ion saturation current is the direct measure of the
quantity ne
√
Te (refer to Equation 4.3), there is a clear indication that the local edge density is
increased by about 56%, assuming a constant temperature in the edge region during the discharge.
The temperature measurements were absent in this experiment, however the average electron tem-
perature at the edge region is in the range of 20 eV as reported in previous experiments conducted
in STOR-M [127]. During the RMP pulse, the floating potential also experiences a change from
+20 to −10 V. As the RMP current is terminated at 28 ms, the magnitudes of MHD fluctuations,
Isi and Vf signals return to their original values prior to applying RMP.
The profiles of Isi can be obtained by moving the rake probe at different radial locations between
a series of ohmic discharges with similar conditions. The radial profiles of Isi are constructed by
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Figure 5.25: The influence of a single RMP pulse on MHD fluctuations, the ion saturation current
Isi and the floating potential Vf during shot#247580. Isi and Vf signals are collected at r = 11.5
cm (r/a = 0.95). The RMP pulse is applied at 20 ms for 8 ms with a current magnitude of 1.1 kA.
averaging a 1 ms time window around the maximum value of Isi during the RMP pulse. The error
bars are estimated by the standard deviation of all measured values at a particular position over a
number of similar STOR-M discharges. Figure 5.26(a) shows the radial profiles of Isi and ∆Isi (the
difference in Isi before and during RMP) between the radial locations r = 11.5 cm and r = 12.75
cm. The limiter is located approximately at r = 12 cm. There is a clear increase in the Isi values as
the RMP current increases from 0 to 1.1 kA. The increase in the gradient of Isi profile suggests an
increase in the gradient of plasma density n (and subsequently ∇p) at the edge and SOL regions.
It seems that the increase is larger in the plasma edge than in SOL. The value of Isi at r = 12 cm
along with the frequency of magnetic islands are plotted in Figure 5.26(b) against different RMP
currents and RMS values of MHD fluctuations. The Isi value gradually increases with the increase
of RMP current, consistent with the decrease of island frequency. Isi increases roughly from 165
mA at IRMP = 0 to 300 mA at IRMP = 1.1 kA, resulting in a 45% higher ne
√
Te value at the plasma
edge.
The rake probe was also used to measure the floating potential at different radial locations for
various RMP currents. The radial profiles of Vf are constructed similarly by taking the average
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(a) (b)
Figure 5.26: (a) Radial profiles of Isi and ∆Isi at different IRMP values. (b) The frequency of
magnetic islands and the value of Isi (at r = 12 cm) against different RMP currents and RMS
values of MHD fluctuations.
value of a 1 ms time window around the minimum value of Vf at the same radial position of rake
probe for a set of similar discharges. The standard deviation is used to estimate the error bars of
all measured values at a fixed position over a number of similar discharges. The ∆Vf profiles are
calculated by taking the difference in Vf values before and during RMP. The radial profiles of Vf
and ∆Vf are shown in Figure 5.27(a). The figure shows that RMP not only reduces the magnitude
of floating potential, but also modifies the gradient of Vf as the RMP current increases from 0 to
1.1 kA. As the Vf value drastically decreases with the increase in the RMP current, a negative Er
is generated near the limiter at 11.5 cm < r < 12.5 cm. The modification of Er is an expected
result as the slowdown of plasma rotation by RMP causes a significant change in the E × B shear
around the rational surfaces. Figure 5.27(b) shows the change of Vf (at r = 12 cm) and the MHD
frequency with respect to the RMP currents and the RMS values of magnetic fluctuations. As IRMP
increases the value of Vf drops and more negative Er is produced at the plasma periphery. Vf is
reduced from +11.3 to −13.5 V as IRMP increases from 0 to 1.1 kA.
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(a) (b)
Figure 5.27: (a) Radial profiles of Vf and ∆Vf at different IRMP values. (b) The frequency of
magnetic islands and the Vf value (at r = 12 cm) against different RMP currents and RMS values
of MHD fluctuations.
5.5 Plasma Response
The plasma response to the RMP field was experimentally measured in the STOR-M tokamak
using the internal probe array described in Section 4.7. The plasma, like any conducting medium,
is sensitive to external magnetic fields such as the RMP fields. The plasma responds to the RMP
field by generating induction currents in the plasma. The induction currents in return modify the
original magnetic topology of the RMP field. The plasma response to the RMP field is different
from the plasma response to the vacuum field in tokamaks which is defined by the Grad-Shafranov
equation.
Before carrying out the measurements of plasma response, the internal probe array was first
tested in STOR-M without RMP. The local magnetic fluctuations were measured by moving the
internal array at different radial locations between discharges. In the following experiments the
original limiter was replaced by a new one installed at r = 13 cm. Figure 5.28 shows the RMS
values of magnetic fluctuations and the local poloidal field Bθ at the plasma edge (r = 11 cm), the
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limiter (r = 13 cm) and the SOL region (r = 15 cm). The local poloidal field is plotted with the
plasma current Ip in the same diagram for comparison. The RMS values indicate that the magnetic
fluctuations are higher in the plasma edge and lower in the SOL region. The RMS values are tripled
as the probe array is moved from r = 15 cm to r = 11 cm. The poloidal field also increases as the
probe array is moved from the SOL region to the plasma edge. The waveforms of Bθ and Ip are
similar because the two quantities are mutually proportional (see Equation 5.13).
Figure 5.28: Time traces of the RMS value and the poloidal magnetic field at different radial
locations. The poloidal field is plotted with the Ip waveform in the same diagram for comparison.
The radial profiles of the RMS values and the local poloidal field are shown in Figure 5.29. The
radial profiles of RMS and Bθ are constructed by moving the internal magnetic probes between
discharges from r = 21 cm (outside the vacuum chamber) to r = 8.5 cm (inside the plasma). The
RMS value increases from almost zero outside the vacuum chamber to 0.056 inside the plasma.
The local poloidal field gradually increases as the probe array is moved deeper into the plasma.
However, the poloidal field drastically increases from 128 G to 182 G as the innermost probe is
moved from 9 to 8.5 cm.
The plasma response measurements were carried out for a series of ohmic discharges with an
RMP pulse fired during the plasma flat-top. The discharges have similar plasma parameters (Ip =
20 kA, Vl = 3 V, q(a) = 4.5). The RMP pulse was applied between 15 and 22 ms with a current
magnitude of 1 kA. Figure 5.30 shows the waveforms of RMS and the poloidal field at different
radial locations (11, 13, and 15 cm). Slight reduction can be seen on the RMS waveforms during
the RMP pulse, indicating the suppression of MHD fluctuation signals. The reduction is more clear
at smaller radius (r = 11 cm) compared with that at outer location (r = 15 cm). The local poloidal
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Figure 5.29: Radial profiles of the RMS values and the poloidal field. The limiter is located at 13
cm.
field is also reduced during the RMP pulse. The poloidal field is reduced by almost 20% in the edge
and limiter regions, and by only 15% in the SOL region. The reduction in the local poloidal field is
caused by the sign difference between the total plasma field and the RMP field.
Figure 5.30: Time traces of RMS and Bθ at different radial locations during the RMP pulse. The
RMP current is about 1 kA applied between 15 and 22 ms.
Figure 5.31 shows the radial profiles of the RMS values and the poloidal field with and without
the RMP field. The RMS profiles with and without RMP are nearly the same outside the plasma
(r = 15-16 cm). The RMS profiles, however, diverge near the limiter. The difference between the
RMS profiles at the radial location r = 11.5 cm is more apparent (∼ 12%). The radial profiles of
local poloidal field with and without RMP are also similar outside the plasma, and diverge in the
region around the limiter. The difference in Bθ profiles is consistent throughout the edge region (∼
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18%), contrary to the RMS profiles.
Figure 5.31: Radial profiles of RMS and Bθ with and without the RMP field.
The plasma response to the RMP field is plotted at three radial locations (11, 13, and 15 cm)
in Figure 5.32(a). The RMP pulse is about 1 kA and applied at 15 ms for a duration of 7 ms. The
plasma response (Bp) is calculated by measuring the vacuum field (Bv) in the presence of RMP at
one radial location and subtracting it from the total magnetic field (Btot) measured at that location.
The plasma response during the RMP pulse is about 85 G in the SOL region (r = 15 cm) and
increases respectively by 20% and 40% in the limiter and edge regions. Figure 5.32(b) shows the
radial profiles of the total field Btot, the plasma response Bp, and the vacuum field Bv during the
RMP flat-top. The Bp profile is higher than the Btot profile because the total and the vacuum fields
are in opposite direction. The polarity of the vacuum field is reversed from positive outside the
vacuum chamber (r = 16 cm) to negative inside the vacuum chamber (r = 11-15.5 cm), resulting
in a higher plasma response compared with the total field.
5.6 RMP Penetration
The RMP propagation in STOR-M was examined using the internal probe array. A 2 kA FRMP
pulse was applied at 18 ms for a duration of 400 µs. The FRMP field was fired 3 ms after applying
a 1 kA SRMP with a duration of 7 ms. The FRMP propagation was studied in both vacuum and
plasma. Figure 5.33(a) shows the waveform of the FRMP pulse along with the probe signals at
different radial locations in vacuum. The magnetic signals are integrated numerically between
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(a) (b)
Figure 5.32: (a) Plasma response at different radial locations to a 1 kA RMP pulse fired at 15
ms for 7 ms. (b) Radial profiles of the total magnetic field Btot, the plasma response Bp, and the
vacuum field Bv during the RMP pulse.
17.5-19 ms (during the SRMP flat-top). There is a time delay between the FRMP pulse and the
probe signals which has also been observed while calibrating the probes (see Section 4.7). The
time delay is associated with either the slow response time of probes or the numerical integration
of signals. This discrepancy should be eliminated in future experiments. The delay increases as the
probes are moved away from the RMP windings which are located outside the vacuum chamber at
r = 17 cm. The waveforms of the FRMP pulse and the probe signals at different radial locations
in plasma are shown in Figure 5.33(b). The time delay is also clear between the FRMP pulse
waveform and the probe signals. However, the delay seems shorter compared with the vacuum
case. The probe signals at r = 11 cm experience different time delays in vacuum and plasma as
the delay in vacuum (177 µs) is higher than that in plasma (158 µs). The probe signals, however,
experience the same time delay (148 µs) at the limiter (r = 13 cm).
The radial profiles of time delay (τ ) between the magnetic signals and the FRMP pulse in
plasma (τp) and vacuum (τv) are shown in Figure 5.34(a). The black curve in the figure is the
difference between the time delays in vacuum and plasma. The time difference remains nearly
constant in the SOL region and increases in the plasma edge. Figure 5.34(b) shows the radial
profiles of time difference (∆T ) between two adjacent probe signals in plasma (∆Tp) and vacuum
(∆Tv). The time differences in plasma and vacuum are similar in the SOL region, implying that the
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(b)
Figure 5.33: Waveforms of FRMP current (black line) and integrated magnetic signals at different
radial locations in (a) vacuum and (b) plasma. The FRMP pulse is fired around 18 ms (3 ms during
the SRMP pulse) for a duration of 400 µs.
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FRMP pulse travels at the same speed in both cases. However, The ∆T profiles in the edge region
suggest that the FRMP pulse propagates differently in plasma and vacuum.
(a) (b)
Figure 5.34: (a) Radial profiles of time delay (τ ) in plasma and vacuum. (b) Radial profiles of time
difference (∆T ) between two adjacent probes in plasma and vacuum.
Figure 5.35(a) shows the radial profiles of the peak values of magnetic signals in plasma (Bp)
and vacuum (Bv). The radial profiles gradually increase in the SOL region and peak at the limiter
region (r = 13 cm) before they decay at the plasma edge. The radial profiles of Bp and Bv are
similar in the SOL region and diverge at the edge region. TheBp profile is lower than theBv profile
at the plasma edge, suggesting that the FRMP pulse is attenuated and screened by the plasma.
Figure 5.35(b) shows the radial profiles of the difference in signal peaks for two adjacent magnetic
probes in plasma (∆Bp) and vacuum (∆Bv) during the FRMP pulse. The radial profiles of ∆Bp
and ∆Bv are reduced at the same rate as the FRMP pulse penetrates deeper into the plasma. The
radial profiles change their sign at the edge region, indicating that the FRMP pulse experiences
more attenuation in that region.
Figures 5.36(a) and (b) are contour and 3D plots of the signal peaks in the plasma during a
FRMP pulse. The FRMP current is about 2 kA and fired at 18 ms for a duration of 0.4 ms. The
limiter location is represented by the horizontal dashed line at r = 13 cm. The time delay between
the signal peaks and the FRMP pulse is illustrated by the slope of the dashed black line on the
contour plot. The time delay increases as the FRMP pulse travels deeper into the plasma. The
radial distribution of signal peaks is uniformly centered around the limiter region.
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(a) (b)
Figure 5.35: (a) Radial profiles of signal peaks during the FRMP pulse in plasma and vacuum. (b)
Radial profiles of the difference in signal peaks of two adjacent probes during the FRMP pulse in
plasma and vacuum.
(a) (b)
Figure 5.36: (a) Contour and (b) 3D plots of the signal peaks in plasma during a FRMP pulse fired
at 18 ms.
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Chapter 6
Summary and Suggested Future Work
6.1 Summary
Active control of MHD instabilities and other plasma parameters, such as the plasma rotation,
has been an intriguing topic in the fusion energy research. One of the promising techniques devel-
oped for this purpose involves the use of RMP fields. RMP has been successfully used for the ELM
mitigation and the error field correction. RMP has also been implemented in many applications in
tokamaks such as modifying the edge transport, controlling the plasma rotation, and suppressing
the tearing modes and the runaway electrons. The RMP technique was successfully implemented
in the STOR-M tokamak. The RMP system in STOR-M consists of (l = 2, n = 1) helical coils
powered by a set of capacitor banks and gated by IGBT and SCR switches. Experimental studies
were carried out in the STOR-M tokamak to investigate the effects of RMP on the tokamak plasma,
particularly on the tearing modes, the plasma rotation, and plasma parameters in the edge and SOL
regions. An internal magnetic probe array was also used to study the plasma response and the RMP
penetration in STOR-M.
The use of external resonant helical windings is made in the STOR-M tokamak to generate mag-
netic field perturbations with (2, 1) helical structures which are used to control MHD instabilities,
particularly the tearing instabilities associated with the magnetic islands. It is found that externally
applied helical fields during STOR-M discharges could effectively interact with magnetic islands of
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the same helicity, leading to the suppression of MHD activities. A significant reduction in Mirnov
oscillation frequencies is observed in STOR-M as the magnitude of RMP is increased. The reso-
nant condition, however, cannot be established when the applied helical fields and tearing modes
have opposite helicity configurations. It is demonstrated experimentally in other tokamak machines
that as the RMP magnitude increased, a critical current limit is exceeded at which a disruptive-like
instability is triggered.
The interplay between RMP and magnetic islands was simulated for different STOR-M dis-
charge conditions. The simulation was conducted for three equilibrium states of STOR-M with
different Ip (20 kA, 22.5 kA and 25 kA) and the same Bφ (0.575 T), corresponding to different
edge safety factors q(a) (4.5, 4 and 3.6, respectively) in STOR-M. In this simulation, different
RMP currents were tested to estimate the required critical IRMP to completely suppress a (2, 1)
magnetic island. In the first case with q(a) = 4.5, the RMP currents did not exhibit any significant
influence on the q = 2 surface due to the fact that the island superimposed on that surface was
located deep inside the plasma core and far away from the RMP coils. However, when the q(a)
value was lowered to 4 in the second case, the (2, 1) island was successfully suppressed by the
RMP field. The critical amount of IRMP required to eliminate the island was about 8.8% of the
total plasma current. In the third case, a further decrease in q(a) to 3.6 reduced the threshold of
the helical current required to eliminate the (2, 1) island to 6.4% of Ip, which qualitatively agreed
with the experimental observations made in other tokamaks. Moreover, an island with (2, 1) helical
structure was produced when the helical current exceeded a critical limit, which may disrupt a real
tokamak discharge in a manner similar to the disruptive instabilities. This condition has not been
tested due to the current limitation of IGBT switches.
The influence of RMP was investigated experimentally in STOR-M during a low-q ohmic dis-
charge (Ip = 23.5 kA, Vl = 3.5 V, q(a) = 3.7). During a phase with rich Mirnov activities, a short
RMP pulse (∼ 2.5% of Ip) was applied for 2 ms at approximately 20 ms during the plasma flat-top
region. A clear reduction in loop voltage Vl and Hα traces was observed 0.7 ms after application
of RMP. The effect of RMP was more pronounced on Mirnov signals as the fluctuation amplitude
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and frequency of MHD oscillations were remarkably reduced. The harmonic analysis performed
around the time of firing RMP revealed that the amplitude of m = 2 dropped by about 90% while
only by 65-75% for m = 1, m = 3 and m = 4 fluctuation modes. It was inferred that the m =
3 mode was predominant during the MHD suppression phase before the m = 2 oscillations dom-
inated the discharge again when the RMP field was turned off. The wavelet spectrum analysis
revealed that both SXR and Mirnov oscillations were strongly coherent at a frequency of 25 kHz
before and after applying RMP. During the MHD suppression phase, high SXR emissions were
observed by central SXR chords, owing to improved plasma confinement.
A theoretical study was carried out to investigate the mechanisms that determine the rotation
frequency of MHD modes in STOR-M. The plasma profiles required for the study, such as density,
temperature and pressure profiles, were constructed using the Kadomtsev-Tayler model. Various
assumptions were considered for the MHD frequency observed in STOR-M. In previous theoretical
works, it has been reported that different combinations of poloidal, toroidal, and electron diamag-
netic frequencies might provide an explanation for the observed MHD frequency in tokamaks. The
poloidal and toroidal rotation frequencies were calculated by the neoclassical rotation theory which
does not take into consideration the velocity of impurities. A comparison between the theoretical
MHD frequencies and the experimental MHD frequency of (3, 1) island revealed that the MHD
rotation in STOR-M is mainly governed by the electron diamagnetic rotation and changes with the
toroidal rotation of impurity ions. However, due to the absence of poloidal flow measurements in
STOR-M, it is still inconclusive if the poloidal rotation is significant enough to contribute to the
MHD frequency in STOR-M.
The toroidal plasma flow in STOR-M was experimentally studied under the influence of RMP
field. It was observed that the toroidal flow could be significantly modified by RMP fields. The
toroidal flow measurements were conducted in STOR-M using the IDS system which utilizes the
line emission from selected impurity ions (namely CIII, OV and CVI ions) to calculate the toroidal
flow velocity at different radial locations. The experiments were carried out using resonant and
non-resonant RMP configurations. It was observed that RMP not only reduced the amplitude and
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frequency of magnetic islands, but also modified the toroidal plasma flow. The flow measurements
of CIII, OV and CVI impurity lines revealed that the flow direction changed towards the co-current
direction during RMP. The change in the flow velocity of OV and CVI impurity ions behaved con-
sistently with the change in the frequency of magnetic islands. The flow velocity and the island
frequency were both reduced at the same rate during RMP. The reduction was nearly proportional
to the RMP current when IRMP < 850 A, and showed some saturation with further increase in IRMP.
Similar observations were made during the double RMP experiments. The NRMP field, however,
interacted differently with the plasma. Despite the reduction in the island frequency during NRMP,
the reduction in the toroidal flow velocity seemed insignificant even at high NRMP currents.
The modification of the ion saturation current and the floating potential was investigated by the
rake probe in the presence of the RMP field. The radial profile of Isi increased at the plasma edge
and the SOL region as the RMP current increased, indicating an improved confinement accom-
panied by an enhanced pressure gradient at the edge region. RMP also reduced and modified Vf
profile, generating more negative radial electric field Er near the limiter. The modification of Er
was attributed to the change in the E× B shear rate caused by the spin-down of plasma rotation.
The internal probe array was used to study the plasma response and the RMP penetration in
STOR-M. The plasma response was obtained by measuring the vacuum field (including the RMP
field) at a particular radial location and subtracting it from the total field at that location. The
plasma response was found to be higher than the total field due to the polarity difference between
the vacuum and the total fields. The propagation of RMP was also studied in vacuum and plasma.
More experimental work is needed to interpret the results of this experiment due to the systematic
time delay between the RMP field and the magnetic signals collected by the internal array. The
time delay was believed to be caused by either the slow response time of probes or the numerical
integration of signals.
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6.2 Suggested Future Work
The RMP system developed for the STOR-M tokamak in this research will facilitate the RMP
studies in future experiments. Further experiments have already been planned to study the effects
of RMP on the plasma rotation using the SRMP and FRMP pulses. The SRMP pulse will be
used for setting a specific plasma rotation speed, whereas the FRMP pulse will be used to study
the penetration of the RMP field at the preset rotation speed. It has also been planned to study
the effects of edge safety factor q(a) on the effectiveness of RMP by changing the plasma current
and/or toroidal magnetic field. Changing the edge safety factor will change the radial location of
m = 2 island which will determine the distance between the m = 2 island and the RMP coils.
The existing helical RMP coils will be replaced with discrete saddle coils like those installed
in the J-TEXT tokamak [209]. The saddle coils are easy to install and maintain, unlike the helical
coils installed now in STOR-M. Due to the existence of several large ports in STOR-M, installing
helical windings of selected modes around the tokamak chamber with high accuracy has been dif-
ficult. Discrete saddle coils will be designed, fabricated and installed outside the STOR-M vacuum
vessel. Combinations of currents passing through coils with various amplitudes and polarities pro-
vide a convenient means to produce any desired dominant modes of RMP. The plan is to install
8 poloidal by 4 toroidal coil arrays. Each coil will be driven by an off-shelf professional audio
amplifier, similar to an arrangement on the EXTRAP T2R reversed field pinch device [210]. The
advantage of discrete saddle coils for generating radial magnetic field is the possibility for feed-
back control of MHD modes if the sensing coils are installed and the data analyzed in real-time.
The previous experience of feedback control of the STOR-M tokamak plasma position using fuzzy
logic algorithm [139] will be extended to feedback control of MHD instabilities in STOR-M.
The internal probe array is currently installed on STOR-M and ready for use in any future
experiments. The internal probe array was successfully used to measure the plasma response to the
RMP fields. However, the slow response time of probe array affected the measurements of RMP
penetration. The response time of probe array has to be improved by redesigning the probe array
and the associated electronics.
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