ABSTRACT Jain et al. introduced the Local Pooled Error (LPE) statistical test designed for use with small sample size microarray gene-expression data. Based on an asymptotic proof, the test multiplicatively adjusts the standard error for a test of differences between two classes of observations by =2 due to the use of medians rather than means as measures of central tendency. The adjustment is upwardly biased at small sample sizes, however, producing fewer than expected small P-values with a consequent loss of statistical power. We present an empirical correction to the adjustment factor which removes the bias and produces theoretically expected P-values when distributional assumptions are met. Our adjusted LPE measure should prove useful to ongoing methodological studies designed to improve the LPE's performance for microarray and proteomics applications and for future work for other high-throughput biotechnologies.
INTRODUCTION
The Local Pooled Error (LPE) statistical test (Jain et al., 2003) is one of a number of small n tests developed for microarray geneexpression data which borrow strength from other genes in estimating error variance associated with differential expression between two classes of observations. The test has the added advantage of being resistant to outliers by virtue of estimating expression differences between medians rather than means.
One problematic assumption of the test, however, is that error variance varies solely (or at least primarily) as a function of signal intensity. This assumption can be criticized on empirical evidence that error variability for microarray data varies across genes. In this circumstance, the LPE test will underestimate P-values for some genes and overestimate it for others. Modifications of the LPE test have been proposed for microarrays and mass spectrometry proteomics to address this limitation. Cho and Lee (2004) , for example, propose an Empirical Bayes approach for microarray data in which LPE error estimates are used as priors to be updated by gene-specific information. Park et al. (2007) take probe error heterogeneity into account in a method that combines LPE and weighted ANOVA error estimates for tiling expression arrays. For mass spectrometry proteomics applications, Cho et al.'s (2007) L w statistic estimates error variance as a weighted function of the LPE algorithm and individual protein error estimates.
The effectiveness of these and other modifications to the LPE, e.g. Allet et al. (2004) , depends crucially on the test's assumption that the multiplicative adjustment to error variance estimates of differential expression derived from medians rather than means is independent of sample size. We demonstrate that the adjustment is overly conservative for small sample sizes, however, and propose an empirical correction.
LOCAL POOLED ERROR
The LPE method pools variance estimates of genes with similar intensities in order to gain an improved error estimate and increased degrees of freedom. A calibration curve of variance versus mean intensity is generated for each group and the genespecific median intensity is used to obtain the gene's variance estimate from the calibration curve. A multiplicative adjustment of =2 is applied to the variance estimate obtained from the calibration curve for the purpose of statistical testing.
The LPE z-statistic is as follows:
where
2 i ðMed i Þ are the variances derived from the calibration curve using the median of the gene intensities for a particular group. n i is the number of replicates for a particular group. The associated probability of the z-statistic under the null hypothesis is calculated by reference to the standard normal distribution.
A proof by Mood et al. (1974) shows that with normal data the ratio of the squared standard error of the median relative to that of the mean is asymptotically =2. Figure 1 shows that the ratio converges to =2 when the sample size is large, around 100, but is less than =2 when the sample sizes are small, from 3 to 10. The ratio of variances at small sample sizes also oscillates lower *To whom correspondence should be addressed. to higher depending on whether the sample size is even or odd. This fluctuation is due to the difference in obtaining the median with even and odd sample sizes. The middle value of the ordered distribution is used as the median with odd sample sizes while the mean of the two middle values of the ordered distribution is used with even sample sizes. There is higher variability when taking the middle value of a distribution (with odd number of samples) than taking the average of the two middle values (with even number of samples) (Stuart and Ord, 1994) .
MODIFICATION OF THE LPE METHOD
The use of an empirically estimated variance ratio adjustment, c i , based on sample size can correct the bias caused by the =2 adjustment. The =2 term in Equation (1) is replaced by the empirically generated ratio of the variance of sampling a median over the variance of sampling a mean. Equation (1) then becomes:
The parameters, c 1 and c 2 , are the ratio of variances of sampling the median and mean based on the number of replicates for each group (Fig. 1) . Figure 2 shows that the LPE test has a lower than expected false positive rate (FPR) which fluctuates between even and odd sample sizes (average FPR with odd and even samples sizes is 0.030 and 0.022, respectively) in a similar manner as the ratio of variances in Figure 1 . The LPE method also shows a nonuniform P-value distribution with fewer than expected small P-values. The =2 adjustment increases the variance by an overly large proportion and causes the LPE test statistics to be smaller than they should be and skews the P-value distribution leftward. In contrast, the adjusted LPE test produced theoretically expected values. Figure 3 summarizes the results of the LPE and adjusted LPE methods applied to the HGU95 Affymetrix spike-in dataset (www.affymetrix.com). The HGU95 data is based on a 14Â 14 Latin Square design of 'spiked-in' transcripts (14 concentrations per microarray chip Â 14 groups) with three replicates for each group. The concentrations for the 'spiked-in' transcripts were doubled for each consecutive group (0 and 0.25 to 1024 pM inclusive). To assess the performance of the statistical tests we used the FPR, the true positive rate (TPR, which is the proportion of transcripts correctly identified as being differentially expressed), and the partial area under the curve [pAUC, which measures the area under a receiver operator characteristic (ROC) curve below a false positive cutoff of 0.05]. The pAUC has a value between 0 (worst performance) and 1 (perfect performance).
The adjusted LPE method has higher TPRs and pAUCs across all normalization methods. The adjusted LPE method also has a more uniform P-value distribution and a FPR closer to the expected value of 0.05, using a P-value cutoff of 0.05, than the original LPE method. We have applied the LPE and adjusted LPE methods to other simulated and experimental datasets (data not shown) and the adjusted LPE method consistently exhibits higher power and generates more uniform P-value distributions.
Conflict of Interest: none declared. Fig. 3 . P-value histograms and boxplots of FPR, TPR and pAUC from the LPE and adjusted LPE methods applied to the HGU95 latin square dataset. The data were normalized using six different normalization methods (labeled by row).
