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A performance comparison between two design techniques for non-linear output feedback control
C. XIEy and M. FRENCHy*
For a system possessing a non-linear output feedback normal form, an observer backstepping design is compared to a
high gain observer design with respect to non-singular performance cost functional. If the initial error between the initial
condition of the state and the initial condition of the observer is large, the high gain observer design is shown to have
better performance than the observer backstepping design. An output feedback system with parametric uncertainty is
then considered. It is shown that if an a priori estimate for the bound of the uncertain parameter is conservative, then an
adaptive observer backstepping design has better performance than the adaptive high gain observer design.
1. Introduction
In recent years several alternative constructive
control techniques have been proposed for controlling
non-linear systems using output feedback. In this paper
we will be concerned with two major classes of control
designs. The ﬁrst class of controllers are based on
high gain observers with saturated controls (see, e.g.
Esfandiari and Khalil 1992, Khalil and Esfandiari
1993, Khalil 1996, Atassi and Khalil 1999). We refer
to this class of control designs as Khalil designs. The
second class of controllers are based on backstepping
techniques (Kristic et al. 1995), and we refer to this
class of controllers as KKK designs.
The Khalil designs are applicable to aﬃne systems of
full relative degree, whilst the KKK designs are appli-
cable to an alternative class of systems, namely those
which possess an output feedback normal form. By con-
sidering systems which are both full relative degree and
have an output feedback normal form, we can compare
the behaviour of the controllers on common systems.
(Note also that such systems are characterized in a coor-
dinate free manner (Kristic et al. 1995).) This motivates
the study of comparison of diﬀerent designs, as initiated
in Khalil (1999).
The results in Khalil (1999) are purely numerical,
and give rise to many interesting questions, such as:
. When are the Khalil designs more sensitive to
disturbances than the KKK designs, and vice
versa?
. When do the KKK designs require greater control
eﬀort than the Khalil designs, and vice versa?
. When do the Khalil designs have superior output
transients to the KKK designs, and vice versa?
In particular, by introducing suitable measures of
performance and sensitivity we would like to be able
to characterize situations in which one design is prefer-
able to another. Such characterizations have obvious
consequences for design choices, and also should give
insight into the dynamics and trade-oﬀs inherent in
these controllers.
In this paper we will consider the latter two points,
by considering a non-singular cost functional penalizing
both the output transient and the control eﬀort.
It should be observed that whilst there are many results
concerning the transient performance of the output (see,
e.g. Kristic et al. 1995), there is little work in the litera-
ture on non-singular costs for non-optimal designs.
See, however, French et al. (2000), French (2002) and
Beleznay and French (2003) for related results and
techniques.
In particular, for an output feedback system S with
input u and output y, and a controller X mapping y !u,
we consider the following cost which penalizes both the
control and the output signal
PðS,XÞ¼
ð
L2ðT Þ
y
2 dt þ sup
t2Rþ
juðtÞj
¼k yk
2
L2ðT Þ þk ukL1ðRþÞ
where the time set T  is deﬁned by
T  ¼ t   0
     jyðtÞj > 
no
and   is a small positive number. Such a cost penalizes
the input and output response of the system whilst
yðtÞ= 2½  ,   , hence for a closed loop whose goal is to
regulate y to zero, keeping y,u bounded, this cost is
ﬁnite and is a reasonable penalty on the transient behav-
iour. Note that whilst a direct L
2 penalty on the output
could be considered for the designs given, the relaxation
of the output penalty is physically meaningful, and
considerably simpliﬁes the technical treatment.
In }2 we show that a Khalil design out-performs with
a KKK design when the information on initial state is
poor and leads to a large initial observer error. In }3w e
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of Southampton, Southampton SO171BJ, UK.establish a result in the reverse direction. We consider an
output feedback system with an unknown parameter,
and then show that an adaptive KKK design out-
performs an adaptive Khalil design as the information
on the size of the parameter becomes conservative.
2. Performance of output feedback system
In this section we study the performances of a KKK
design and a Khalil design for a system Sðx0Þ which can
be expressed in the output feedback form
Sðx0Þ : _ x x ¼ Ax þ ’ðyÞþBu, xð0Þ¼x0 ð1aÞ
y ¼ Cx ð1bÞ
where
x ¼
x1
x2
. .
.
xn
0
B B B @
1
C C C A
, x0 ¼
x01
x02
. .
.
x0n
0
B B B @
1
C C C A
, ’ðyÞ¼
’1ðyÞ
’2ðyÞ
. .
.
’nðyÞ
0
B B B @
1
C C C A
A ¼
010    00
001    00
000    01
000    00
0
B B B B B @
1
C C C C C A
, B ¼
0
. .
.
0
1
0
B B B B B @
1
C C C C C A
,
C ¼ 1,0,...,0 ðÞ
and u is the control input, y is the measured output, x0
is the initial condition of the state, and the functions ’i
are suﬃciently smooth and Lipschitz continuous, more-
over, we assume that ’ið0Þ¼0, i ¼ 1,...,n through this
paper.
2.1. Initialization of the observer
Let us ﬁrst consider a generic observer based
controller Xð^ x x0Þ, where ^ x x0 is the initial condition for
the observer. The performance of the closed loop
ðSðx0Þ,Xð^ x x0ÞÞ is dependent on both the initial state x0
and the initial condition for the observer ^ x x0. Whilst the
initial state x0 is the property of a system, the control
designer has the freedom to choose the initial condition
^ x x0 for the observer.
It is intuitive that good performance results from
initializing the observer state ^ x x0 to be close to the actual
initial state x0. Of course, in practice, the initial state
is often unknown, so it can be hard to initialize in
this manner. Nevertheless standard practice is to try to
minimize
k~ x x0k¼k x0   ^ x x0k
according to the best information available. To establish
a rigorous justiﬁcation for this intuitive idea (or more
precisely: to characterize the situations when it is valid)
remains an open research problem; in this paper we
simply illustrate the validity of this approach on a single
example, as discussed next.
Consider the two-dimensional system
S
0ðx0Þ : _ x x1 ¼ x2
_ x x2 ¼ ’ðyÞþu, xð0Þ¼ð x01,x02Þ
T
y ¼ x1
where ’ðyÞ is a Lipschitz continuous function. We con-
sider a KKK controller (see Kristic et al. 1995; Ch. 7,
p. 291) deﬁned as
X
0
Oð^ x x0Þ : u ¼  2ðy, ^ x x1, ^ x x2Þ
_ ^ x x ^ x x1 ¼ ^ x x2 þ k1ðy  ^ x x1Þ
_ ^ x x ^ x x2 ¼ k2ðy  ^ x x1Þþ’ðyÞþu, ^ x xð0Þ¼ð^ x x01, ^ x x02Þ
T
where
 1ðyÞ¼y
 1ðyÞ¼  c1 1   d1 1
 2ðy, ^ x x1, ^ x x2Þ¼^ x x2    1ðy, ^ x x1Þ
 2ðy, ^ x x1, ^ x x2Þ¼  c2 2    1   d2
@  1
@y
   2
 2
  k2ðy   ^ x x1Þ ’ðyÞþ
@ 1
@y
^ x x2
and k1, k2, ci, di,1  j   2 are positive constants.
Since we can measure x1, we can always take
^ x x01 ¼ x01. However, x02 may be unknown, and so it is
meaningful to compare the behaviour of the closed
loops with the alternative choices of
^ x x02 ¼ x02, ^ x x02 ¼ 0
We can then show the following proposition, whose
proof is given in the Appendix.
Proposition 1: Consider the system S0ðx0Þ and the
controller X0ð^ x x0Þ, then there exist ci, di, ki ði ¼ 1,2Þ
such that
lim
x02!1
PðS
0ðx0Þ, X
0
Oððx01,0Þ
TÞÞ
 
  PðS
0ðx0Þ,X
0
Oððx01,x02Þ
TÞÞÞ ¼ þ1
This proposition shows that as x02 becomes large,
the diﬀerence of performance between PðS
0ðx0Þ,X
0
O 
ððx01,0Þ
TÞÞ and PðS
0ðx0Þ,X
0
Oððx01,x02Þ
TÞÞ can be larger
than any positive constant. Therefore, it is advantageous
to initialize the second state of the observer close to
actual state rather than to initialize it at zero.
However, we may well not possess complete infor-
mation concerning the value of the initial condition of
the state, that is we do not exactly know x0, and hence
we have to take ^ x x0 to be the best estimate to x0. Then we
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estimate of x0 is not accurate and k~ x x0k is large, in par-
ticular how does poor information on x0 (which causes
‘bad’ choices of ^ x x0), aﬀect the performance of the
controllers?
2.2. KKK design
We ﬁrst consider a KKK design (Kristic et al. 1995)
which achieves global regulation of the output.
Although the KKK design has a global region of attrac-
tion (in ðx0, ^ x x0Þ), we will prove that the performance
of the controller can degrade arbitrarily as the initial
error k~ x x0k becomes large for any ﬁxed initial state
condition x0.
The KKK design (Kristic et al. 1995) for system Sðx0Þ
is as follows.
First, an observer is deﬁned by
_ ^ x x ^ x x ¼ A^ x x þ kðy   ^ y yÞþ’ðyÞþBu, ^ x xð0Þ¼^ x x0 ð2aÞ
^ y y ¼ C ^ x x ð2bÞ
where
k ¼ð k1,k2,...,knÞ
T, ki > 0, 1   i   n
is chosen such that A kC is Hurwitz.
Then deﬁne
 1ðyÞ¼y
 1ðyÞ¼  c1 1   d1 1   ’1ðyÞ
 iðy, ^ x x1,..., ^ x xiÞ¼^ x xi    i 1ðy, ^ x x1,..., ^ x xi 1Þ
 iðy, ^ x x1,..., ^ x xiÞ¼  ci i    i 1   di
@ i 1
@y
   2
 i
  kiðy   ^ x x1Þ ’iðyÞ
þ
@ i 1
@y
^ x x2 þ ’1ðyÞ ðÞ
þ
X i 1
j¼1
@ i 1
@^ x xj
ð^ x xjþ1 þ kjðy   ^ x x1Þþ’jðyÞÞ
i ¼ 2,3,...,n
where ci, di,1  i   n are positive constants. The con-
troller is then deﬁned as
XOð^ x x0Þ : u ¼  nðy, ^ x x1,..., ^ x xnÞ
_ ^ x x ^ x x ¼ A^ x x þ kðy   ^ y yÞþ’ðyÞþBu, ^ x xð0Þ¼^ x x0
^ y y ¼ C ^ x x
The following result summarizes the standard properties
of this closed loop.
Proposition 2: Consider the closed loop system ðSðx0Þ,
XOð^ x x0ÞÞ. For any initial data x0 2 R
n and ^ x x0 2 R
n, the
following hold:
(1) The signals x, ^ x x, u and y and bounded;
(2) The output is regulated to zero
lim
t!1
yðtÞ¼0
(3) The performance is ﬁnite
PðSðx0Þ,XOð^ x x0ÞÞ < 1
Proof: The proof of 1, 2 can be found in Kristic et al.
(1995). Let mðT Þ denote the Lebesgue measure of the
set T . Note that mðT Þ < 1 since yðtÞ!0a st !1
hence
kykL2ðT Þ   mðT Þ
1=2kykL1ðRþÞ < 1
by 1. The boundedness of the performance follows
directly. œ
We now establish the critical performance property
for the KKK design, which states that the performance
gets arbitrarily large as the initial observer error
increases.
Theorem 1: For any choice of the controller gains ki,
1   i   n, and for any ﬁxed initial state x0 of the system
Sðx0Þ, the performance of the controller XOð^ x x0Þ has the
property
limsup
k~ x x0k!1
PðSðx0Þ,XOð^ x x0ÞÞ ¼ 1 ð3Þ
Proof: For the convenience of notation, the following
deﬁnitions are introduced
 ið0Þ¼ iðy, ^ x x1,..., ^ x xiÞjt¼0
 ið0Þ¼ iðy, ^ x x1,..., ^ x xiÞjt¼0
j ¼ 1,2,...,n
To prove this theorem, it suﬃces to show
limsup
k~ x x0k!1
kukL1ðRþÞ ¼1
Since u(t) is continuous, to establish the above equation,
we only need to show
limsup
k~ x x0k!1
uð0Þ¼limsup
k~ x x0k!1
 nð0Þ¼1 ð 4Þ
Let C   R
n 1 be a compact set, deﬁne
Cr ¼ ^ x x0 2 R
n jð^ x x01,..., ^ x x0,n 1Þ2C; ^ x x0n ¼ r
  
Consider the initial data of the observer ^ x x0 2 Cr.
Because x0 is ﬁxed, if we can prove that
lim
r!1 sup
^ x x02Cr
 nð0Þ¼1 ð 5Þ
then (4) will hold.
266 C. Xie and M. FrenchWe now establish (5). Since all ’i and its derivatives
are continuous functions it follows that  i and  i are
continuous functions of their variables. Note that
 ið0Þ¼^ x x0i    i 1ð0Þ
 ið0Þ¼  ci ið0Þ  i 1ð0Þ di
@ i 1
@y
       
t¼0
   2
 ið0Þ
  ki ðx01   ^ x x01Þ ’iðx01Þ
þ
X i 1
j¼1
@ i 1
@^ x xj
       
t¼0
  
ð^ x x0,jþ1 þ kjðx01   ^ x x01Þþ’jðx01ÞÞ
So, for 1   i   n   1,  ið0Þ,  ið0Þ are independent of ^ x x0n,
i.e. bounded independently of r. Therefore there exists
M>0 dependent on C and x01 but not on r, for which
sup
^ x x02Cr
j ið0Þj   M, sup
^ x x02Cr
j ið0Þj   M,1   i   n   1
Now we compute  nð0Þ. First, we have
 nð0Þ¼^ x x0n    n 1ð0Þ¼r    n 1ð0Þ
and so
 nð0Þ¼  ci nð0Þ  n 1ð0Þ dn
@ n 1
@y
       
t¼0
   2
 nð0Þ
  knðx01   ^ x x01Þ ’nðx01Þþ
X n 1
j¼1
@ n   1
@^ x xj
       
t¼0
  
 ð^ x x0,jþ1 þ kjðx01   ^ x x01Þþ’jðx01ÞÞ
¼  cn   dn
@ n 1
@y
       
t¼0
   2  !
r þ
@ n 1
@n 1
       
t¼0
  
r
þ Fðx01, ^ x x01,..., ^ x x0,n 1Þ
where
Fðx01, ^ x x01,..., ^ x x0,n 1Þ
¼ cn þ dn
@ n 1
@y
       
t¼0
   2
 
@ n 1
@^ x xn 1
       
t¼0
 !
 n 1ð0Þ
þ  n 1ð0Þ knðx01   ^ x x01Þ ’nðx01Þ
þ
X n 2
j¼1
@ n 1
@^ x xj
       
t¼0
  
ð^ x x0,jþ1 þ kjðx01   ^ x x01Þþ’jðx01ÞÞ
is independent of ^ x x0n, namely r. Let us consider the
second term of the expression for  nð0Þ.
@ i
@^ x xi
¼  ci
@ i
@^ x xi
  di
@ i 1
@y
   2@ i
@^ x xi
þ
@ i 1
@^ x xi 1
¼  ci   di
@ i 1
@y
   2
þ
@ i 1
@^ x xi 1
:
Therefore, by recursive substitution we obtain
@ n 1
@^ x xn 1
¼
X n 1
j¼2
 cj   dj
@ j 1
@y
   2  !
þ
@ 1
@^ x x1
¼
X n 1
j¼2
 cj   dj
@ j 1
@y
   2  !
since  1 is independent of ^ x x1.
Hence,
 nð0Þ¼r
X n
j¼2
 cj   dj
@ j 1
@y
       
t¼0
   2  !
þ Fðx01, ^ x x01,..., ^ x x0,n 1Þ:
Because cj and dj are all positive numbers, and F is
independent of r, this establishes (5) as required. œ
2.3. Khalil design
It is well known that by a suitable coordinate trans-
formation the system Sðx0Þ can also be written as inte-
grator chain with a matched nonlinearity. Concretely,
we deﬁne a coordinate transformation
T:R
n ! R
n, z ¼ TðxÞ
by
T: z1 ¼ x1, z2 ¼ x2 þ  1ðx1Þ,...,
zn ¼ xn þ  n 1ðx1,x2,...,xn 1Þ
where
 i ðx1,...,xiÞ¼’iðx1Þþ
X i 1
j¼1
@ i 1
@xj
xjþ1 þ ’jðx1Þ
  
,
1   i   n
Then in the z coordinates, Sðx0Þ is of the form
Sðz0Þ: _ z z ¼ Az þ Bð ðzÞþuÞ, zð0Þ¼z0 ð6aÞ
y ¼ Cz ð6bÞ
where
z0 ¼ Tðx0Þ
 ðzÞ¼ n T
 1ðzÞ
  
 nðxÞ¼ nðx1,...,xnÞ
9
> > > =
> > > ;
ð7Þ
Since the system Sðx0Þ has a uniform relative degree
n, the mapping T is a global diﬀeomorphism in R
n; see
Isidori (1989). Hence the inverse mapping T
 1 exists.
Remark 1: Since the output y is unchanged by the
transformation T, and the control input u is indepen-
dent of the change of variables, the performance P is
independent of T.
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and Khalil (1992), Khalil and Esfandiari (1993) and
Atassi and Khalil (1999) can be applied to the system
Sðz0Þ. Typical results establish semiglobal regulation
of the output. The Khalil designs utilize a high gain
observer and a nonlinear separation principle (Atassi
and Khalil 1999) which allow the observer and a glob-
ally bounded state feedback controller to be designed
separately, and then combined using certainty equiva-
lence, to ensure semiglobal results and closeness of the
output feedback controller’s trajectory to the underlying
state feedback controller’s trajectory. For the system
Sðx0Þ,i f’i and its higher derivatives are globally
bounded, it is straightforward to design a globally
bounded state feedback controller achieving bounded
performance. Hence through the high gain observer we
can design an output feedback controller, which, for
ﬁxed initial condition of the state z0 ¼ Tðx0Þ and any
initial condition of the observer ^ z z0 also has bounded
performance. Furthermore, if the initial error
k~ z z0k¼k z0   ^ z z0k
becomes large, this design still achieves a bounded
performance independent of the initial condition of the
observer.
To design an output feedback controller, we ﬁrst
give a state feedback controller for Sðx0Þ. The controller
u ¼   ðzÞþv ð8Þ
feedback linearizes the system Sðx0Þ, yielding
_ z z ¼ Az þ Bv, zð0Þ¼z0 ð9aÞ
y ¼ Cz ð9bÞ
We ﬁrst design a bounded state feedback controller
for the linear system (9). From Sussmann et al. (1994)
we have the following lemma.
Lemma 1: The system (9) is null controllable with
bounded control (ANCBC) if and only if:
(1) A has no eigenvalues with positive real part;
(2) The pair (A,B) is stabilizable in the ordinary
sense.
Now since all the eigenvalues of A are zero, namely,
without positive real parts, and the pair (A,B) is stabi-
lizable, the system (9) is null controllable with bounded
control, and, furthermore, there exists bounded state
feedback controllers for the system (9). An explicit
example (Sussmann et al. 1994) of such a bounded
state feedback controller is given by
v ¼ 
X n
i¼1
 
i satðhiðzÞÞ ð10Þ
where 0 <   1
4, each hi: R
n ! R,1  i   n, is a linear
function, and satð Þ is the saturation function deﬁned by
satðwÞ¼
 1, w <  1
w,  1   w   1
1, w > 1
8
<
:
This controller achieves global asymptotic stability for
the resulting closed-loop system (Sussmann et al. 1994).
Consequently, the state feedback controller
Xs : u ¼   ðzÞ 
X n
i¼1
 
i satðhiðzÞÞ ð11Þ
globally asymptotically stabilizes the origin of system
Sðz0Þ.
Now we design a output feedback controller for
Sðx0Þ. Following Esfandiari and Khalil (1992) and
Atassi and Khalil (1999), we deﬁne the high gain
observer as
_ ^ z z ^ z z ¼ A^ z z þ Hðy   ^ z z1Þ; ^ z zð0Þ¼^ z z0 ð12Þ
where
H ¼ Hð Þ¼
 1
 
,
 2
 2 ,...,
 n
 n
   T
ð13Þ
and   is a positive constant to be speciﬁed. The positive
constants  i,1  i   n, are chosen such that the roots
of the equation
s
n þ  1s
n 1 þ   þ n 1s þ  n ¼ 0
are in the open left-half plane.
To apply the non-linear separation principle, the
state feedback controller is required to be globally
bounded. Generally, this property can be achieved by
saturating the controller outside some set. But in our
case we are interested in the initial condition of the
observer becoming large. Instead, we introduce further
assumptions on ’i to ensure that   is globally bounded.
Lemma 2: For system Sðx0Þ, suppose ’i 2 Cn iðRÞ,
’
ðkÞ
i 2 L1ðRÞ,1  i   n;1   k   n, then   deﬁned by
(7) lies in L1ðR
nÞ.
Proof: Since ’i 2 Cn iðRÞ, ’
ðkÞ
i 2 L1ðRÞ, from (6) we
have that  nðxÞ is continuous and in L1ðR
nÞ.N o t e
that the mapping T is a global diﬀeomorphism, we
know that  ðzÞ also is continuous and in L1ðR
nÞ. œ
Suppose that the conditions of Lemma 2 are satis-
ﬁed, then the state feedback controller (11) is globally
bounded, so an output feedback controller for system
Sðx0Þ can be taken as
XHð Þð^ z z0Þ : u ¼   ð^ z zÞ 
X n
i¼1
 
i satðhið^ z zÞÞ ð14aÞ
_ ^ z z ^ z z ¼ A^ z z þ Hðy   ^ z z1Þ; ^ z zð0Þ¼^ z z0 ð14bÞ
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troller XHð Þð^ z z0Þ, relevant properties of the closed loop
are summarized below.
Proposition 3: For system Sðz0Þ, suppose that z0 ¼
Tðx0Þ, x0 is ﬁxed, and the assumption of Lemma 2 is
satisﬁed. Then for any ~ z z0 ¼ z0   ^ z z0 there exists    such
that for all  : 0 < <    the output feedback controller
XHð Þð^ z z0Þ guarantees:
(1) The signals z, ^ z z, u and y are bounded;
(2) The output is regulated to zero
lim
t!1
yðtÞ¼0
(3) The following limit
lim
 !0
zðt, Þ¼  z zðtÞ
holds uniformly in t for all t 0, where zðt, Þ is the
solution of the closed system ðSðz0Þ,XHð Þð^ z z0ÞÞ; and
  z zðtÞ is the solution of the state feedback control
closed system ðSðz0Þ,XsÞ.
(4) The performance is ﬁnite
PðSðz0Þ,XHð Þð^ z z0ÞÞ < 1
Proof: First, the function
pðzÞ¼   ðzÞ 
X n
i¼1
 
i satðhiðzÞÞ
is locally Lipschitz continuous since  ðzÞ is continuous
and
Pn
i¼1  
i satðhiðzÞÞ is bounded. Second, pðzÞ is
bounded from Lemma 2. Third, the origin is an asymp-
totically stable equilibrium of the closed-loop of the
state feedback control. Hence Assumption 2 in Atassi
and Khalil (1999) is satisﬁed. Assumptions 1 and 3 for
the system in Atassi and Khalil (1999) are also satisﬁed.
Take any compact set C 2 R
n and ^ C C 2 R
n such
that z0 2 C and ^ z z0 2 ^ C C, then 1, 2, 3 follow directly
from Theorem 1 and Theorem 2 in Atassi and Khalil
(1999). As to 4, the ﬁniteness of kykL2ðT Þ is obtained
from 2. Note that   is continuous and ^ z z is bounded
by 1. Hence, kukL1ðRþÞ is also ﬁnite. So, PðSðx0Þ,
XHð Þð^ z z0ÞÞ is ﬁnite. œ
Now it is straightforward to uniformly bound the
performance of system Sðx0Þ for the Khalil design.
Theorem 2: Let x0 be ﬁxed and consider the system
Sðx0Þ. Let z0 ¼ Tðx0Þ. Let ’i 2 Cn iðRÞ, ’
ðkÞ
i 2 L1ðRÞ,
1   i   n;1   k   n. Then there is a positive constant
M, such that for any ~ z z0 there exists  >0 for which
the controller XHð Þð^ z z0Þ achieves a uniformly bounded
performance
PðSðz0Þ,XHð Þð^ z z0ÞÞ < M ð15Þ
Proof: First note that
PðSðz0Þ, XHð Þð^ z z0ÞÞ ¼
ð
T 
jyj
2 dt þk ukL1ðRþÞ
¼
ð
T 
jz1ðt, Þj
2 dt þk ukL1ðRþÞ
ð16Þ
From Lemma 2, we know that  ð^ z zÞ is bounded. So,
the control input u has a bound which is independent of
^ z z0. By Proposition 3, if   is small enough, then z1ðt, Þ
tends uniformly in t to   z z1ðtÞ, which is independent of ^ z z0
and uniformly bounded. Hence,   z z1ðtÞ has a bound that
is independent of ^ z z0. Similarly the measure of the time
set T  is also independent of ^ z z0 and ﬁnite. Hence the
integral in (16) is ﬁnite and the bound is independent
of ^ z z0. Therefore, we can ﬁnd a constant M such that (15)
holds. œ
2.4. Comparison
Theorem 1 shows that for ﬁxed initial state x0, when
the initial error k~ x x0k becomes large, the performance of
the KKK design is not uniformly bounded even if ’i and
its higher derivatives are globally bounded. On the other
hand, Theorem 2 shows for the Khalil design, if ’i and
its higher derivatives are globally bounded, then for any
initial error ~ z z0, through the high gain factor, we can
design a globally bounded controller, achieving a uni-
formly bounded performance.
Hence we obtain the following comparative result.
Corollary 1: Consider the system Sðx0Þ, where
’i 2 C
n iðRÞ,’
ðkÞ
i 2 L
1ðRÞ,1  i   n. Then there exist
 >0and ^ x x0 such that for any ^ z z0 we have
PðSðz0Þ, XHð Þð^ z z0ÞÞ < PðSðx0Þ,XOð^ x x0ÞÞ
Proof: The result follows directly from Theorems 1
and 2. œ
3. Performance of parametric output feedback system
In this section we study the performances of the
KKK design and the Khalil design for system
Sð ,x0Þ: _ x x ¼ Ax þ Bð  ðyÞþuÞ, xð0Þ¼x0 ð17aÞ
y ¼ Cx ð17bÞ
where
x ¼ð x1,x2,...,xnÞ
T
x0 ¼ð x01,x02,...,x0nÞ
T
and A,B and C are as in }2,  ðyÞ is a Lipschitz continu-
ous function and  ð0Þ¼0, and   2 R is an unknown
constant. This is a parametric output feedback system,
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to achieve regulation of the output and bounded
performance.
To design a Khalil-type output feedback controller
with a high gain observer, we need ﬁrst to design a
globally bounded state feedback controller. Generally,
this is achieved by saturation of the state feedback con-
troller. But we also require that the saturated controller
stabilizes the system. For this purpose, we need to deter-
mine suitable saturation levels. However, the required
saturation levels are typically dependent on  , the
unknown constant. Therefore, we have to ﬁrst quantify
a priori estimates for the magnitude of  . Since   is
assumed to be unknown our knowledge of it is typically
poor. Hence we have to estimate   conservatively. But
when our a priori upper bound for j j is conservative, we
will show that the performance of the Khalil design
becomes poor.
However, for a KKK design, the performance is
independent of the any a priori upper bound for j j.
Therefore, the performance keeps uniformly bounded
as the a priori upper bound for j j becomes conservative.
Hence, for this system we will establish a result with
the contrary performance relationship to that in }2.
3.1. KKK design
The KKK design for the parametric output feedback
system Sð ,x0Þ as follows (Chapter 7 in Kristic et al.
1995).
Choose a vector K such that A0 ¼ A   KC is
Hurwitz, and deﬁne the ﬁlters
_    0 ¼ A0 _    0 þ Ky
_    1 ¼ A0 1 þ B ðyÞ
_ v v0 ¼ A0v0 þ enu
The controller is deﬁned by:
XAð#0, ^ x x0Þ : u ¼  n
_ # #1 ¼ G!1ðy,      
ð2Þ,   v v
ð2ÞÞ 1
_ # #2 ¼ G !2ðy,      
ð2Þ,   v v
ð2Þ,   # #
ð2ÞÞþ 1e2
  
 2
_ # #i ¼ G!iðy,      
ðiÞ,   v v
ðiÞ,   # #
ði 1ÞÞ i, i ¼ 3,...,n
^ x xð0Þ¼^ x x0 ¼ð^ x x01, ^ x x02,..., ^ x x0nÞ
T
#ð0Þ¼#0 ¼ð #01,#02,...,#0nÞ
T
where ei denotes the ith coordinate vector in R
2, and
 i, !i,  i, i ¼ 1,...,n are deﬁned by the recursive
expressions
 1 ¼ y
 i ¼ v0,i    i 1ðy,   # #
iÞ
 1 ¼  #
T
1!1
 2 ¼  c2 2   #2,2 1   d2
@ 1
@y
   2
 2 þ
@ 1
@y
 0,2
  #
T
2!2 þ k2v0,1 þ
@ 1
@ 0
ðA0 0 þ KyÞ
þ
@ 1
@ 1
ðA0 1 þ B ðyÞÞ þ
@ 1
@v0
A0v0 þ
@ 1
@#1
G!1 1
 i ¼  ci i   di
@ i 1
@y
   2
 i þ
@ i 1
@y
 0,2   #
T
i !i þ kiv0,1
þ
@ i 1
@ 0
ðA0 0 þ KyÞþ
@ i 1
@ 1
ðA0 1 þ B ðyÞÞ
þ
@ i 1
@v0
A0v0 þ
@ i 1
@#1
G!1 1 þ
@ i 1
@#2
Gð!2 þ  1e2Þ 2
þ
X i 1
j¼3
@ i 1
@#j
G!j j, i ¼ 3,...,n
!
T
1 ¼ð c1 1 þ d1 1 þ  0,2,v0,2Þ
!
T
i ¼ 
@ i 1
@y
ð 1,2,v0,2Þ, i ¼ 2,...,n   1
!
T
n ¼ 
@ n 1
@y
ð’ þ  1,2,v0,2Þ
     
ðiÞ ¼ð  0,1,..., 0,i,..., 1,1,..., 1,iÞ, i ¼ 1,...,n
  v v
ðiÞ ¼ð v0,1,...,v0,iÞ, i ¼ 1,...,n
  # #ðiÞ ¼ð #
T
1,...,#
T
i Þ, i ¼ 1,...,n
We summarize the relevant well-known properties
of this controller in the following proposition.
Proposition 4: For the system Sð ,x0Þ the controller
XAð#0, ^ x x0Þ guarantees the global boundedness of all sig-
nals and the regulation of output
lim
t!1yðtÞ¼0
Moreover, the controller achieves bounded performance
PðSð ,x0Þ,XAð#0, ^ x x0ÞÞ < 1
3.2. Khalil design
We deﬁne a Khalil controller using the non-linear
separation principle (Atassi and Khalil 1999). The stan-
dard steps in this synthesis procedure is as follows:
ﬁrstly design a state feedback controller; then saturate
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knowledge of the worst case bounds for the closed loop
signals; next replace the unmeasurable state variables
by the estimated states from a high gain observer. This
deﬁnes an output feedback control.
3.2.1. Controller design. Firstly we design a state feed-
back controller based on Lyapunov theory, and obtain
a priori worst case estimates for the bounds of the closed
loop signals.
We chose a vector
K ¼ð k1,k2,...,knÞ
such that matrix A þ BK is Hurwitz, and let matrix P be
the positive deﬁnite symmetric solution of the Lyapunov
equation
ðA þ BKÞ
TP þ PðA þ BKÞ¼  I
By considering the Lyapunov function
Vðx, ^    Þ¼x
TPx þ 1
2ð    ^    Þ
2
we deﬁne a state feedback controller
Xsð^    0,x0Þ : u ¼  ðx, ^    Þ¼Kx   ^     ðyÞð 18aÞ
_ ^     ^     ¼  ðx, ^    Þ¼2x
TPB ðyÞ, ^    ð0Þ¼^    0
ð18bÞ
noting that along the solution of the closed loop,
we have
_ V V ¼  x
Tx   0
This suﬃces to show global stability and regulation of
the output to zero.
To design an output feedback controller through a
high gain observer, the functions   and   should be
globally bounded (Atassi and Khalil 1999). So, we sat-
urate   and   outside some suitably deﬁned sets which
ensure that the modiﬁed controller still stabilizes the
system. For this purpose, we utilize a priori estimates
of x and ^    .
Firstly, from _ V V   0, we get
1
2ð    ^    Þ
2   VðtÞ Vð0Þ¼x
T
0Px0 þ 1
2ð    ^    0Þ
2
Hence
j^    j  m þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 ðPÞ 2
m þð  m þj^    0jÞ
2
q
¼: Y0 ð19Þ
where  m and  m are the a priori estimates of upper
bound for the magnitude of the unknown parameter  
and the magnitude of the initial state jx0j, and  ðPÞ
is the largest eigenvalue of P.
Similarly,
kxk¼ð x
TxÞ
1=2  
1
 ðPÞ
x
TPx
   1=2
 
1
 ðPÞ
Vð0Þ
   1=2
 
1
 ðPÞ
 ðPÞ 
2
m þ
1
2
ð m þj^    0jÞ
2
      1=2
¼: X0 ð20Þ
where  ðPÞ is the smallest eigenvalue of P and
jyj¼j x1j k xk X0 ð21Þ
Finally, from (18a)
j j nkX0 þ Y0C0 ¼: U0 ð22Þ
where
k ¼ max
1 j  n
fjkjjg
C0 ¼ sup
jx1j X0
fj ðx1Þjg
On the other hand, suppose that p is the biggest
element in the last row of P, then by (18b) we obtain
j j npkxkC0   npX0C0 ¼: V0 ð23Þ
Now we saturate   and   as
 sðx, ^    Þ¼U0 sat
 ðx, ^    Þ
U0
 !
 sðx, ^    Þ¼V0 sat
 ðx, ^    Þ
V0
 !
to obtain a globally bounded state feedback controller
X
b
sð m, m, ^    0,x0Þ : u ¼  sðx, ^    Þð 24aÞ
_ ^     ^     ¼  sðx, ^    Þ, ^    ð0Þ¼^    0 ð24bÞ
Consequently a Khalil controller can be obtained as
XHð Þð m, m, ^    0, ^ x x0Þ : u ¼  sð^ x x, ^    Þð 25aÞ
_ ^     ^     ¼  sð^ x x, ^    Þ, ^    ð0Þ¼^    0 ð25bÞ
_ ^ x x ^ x x ¼ A^ x x þ Hðy   ^ x x1Þ, ^ x xð0Þ¼^ x x0
ð25cÞ
The properties of this controller are summarized in the
following Proposition.
Proposition 5: For the system Sð ,x0Þ, if j j  m, then
when   is small enough, the controller XHð Þð m, m,
^    0, ^ x x0Þ guarantees the global boundedness of all signals
and the regulation of output
lim
t!1yðtÞ¼0
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PðSð ,x0Þ,XHð Þð m, m, ^    0, ^ x x0ÞÞ < 1
Proof: The system Sð ,x0Þ is global normal form,
hence satisﬁes Assumptions 1 and 2 in Khalil (1996).
The state feedback control input  sðx, ^    Þ and update
law  sðx, ^    Þ are deﬁned the same as those in Khalil
(1996). So, by Theorem 2 of Khalil (1996), we obtain
the boundedness of all signals and the regulation of
output.
The proof of the boundedness of the performance
follows from the boundedness of the closed-loop
signals. œ
3.2.2. Performance. First we are going to establish the
following lemma.
Lemma 3: Let
e0j ¼ x0j   ^ x x0j,1   j   n
and suppose that at least one of e0j,1  j   n   1, is
not equal to zero. Then for the closed loop ðSð ,x0Þ,
XHð Þ ð m, m, ^    0, ^ x x0ÞÞ, we have
lim
 !0
kukL1ðRþÞ ¼ U0 ð26Þ
Proof: From the deﬁnition of the controller XHð Þ ð m,
 m, ^    0, ^ x x0Þ, it suﬃces to prove that
lim
 !0
sup
t2Rþ
k^ x xðtÞk
 !
¼1 ð 27Þ
Now let
ej ¼ xj   ^ x xj,1   j   n
 j ¼
1
 n j ej,1   j   n
Then the closed loop ðSð ,x0Þ,XHð Þð m, m, ^    0, ^ x x0ÞÞ is
given by
_ x x ¼ Ax þ Bð^     ðyÞþ sð^ x x, ^    ÞÞ, xð0Þ¼x0 ð28aÞ
_ ^     ^     ¼  sð^ x x, ^    Þ, ^    ð0Þ¼^    0 ð28bÞ
 _     ¼ D  þ  Bð^     ðyÞþ 
sð^ x x, ^    ÞÞ,  ð0Þ¼ 0 ð28cÞ
where L ¼ð  1, 2,..., nÞ
T, the matrix D ¼ A   LC is
Hurwitz and
 0 ¼
e01
 n 1 ,...,
e0,n 1
 
,e0n
   T
To prove (27) it is enough to show
lim
 !0
sup
t2Rþ
keðtÞk
 !
¼1 ð 29Þ
Since  n ¼ en, it is suﬃcient to show
lim
 !0
sup
t2Rþ
j nðtÞj
 !
¼1 ð 30Þ
On the other hand, let t ¼   , then (28c) can be writ-
ten into
d 
d 
¼ D  þ  Bð^     ðyÞþ 
sð^ x x, ^    ÞÞ,  ð0Þ¼ 0 ð31Þ
When   is small enough, the output y ¼ x1 converges
uniformly in t to the solution of state feedback closed
system, and hence is uniformly bounded, therefore
 ðyÞ is uniformly bounded. So, the term Bð^     ðyÞþ
 
sð^ x x, ^    ÞÞ in (31) is bounded uniformly in  . Therefore,
when   ! 0, the solution of (31) is convergent uniformly
in   to the solution of
d 
d 
¼ D ,  ð0Þ¼ 0 ð32Þ
Hence, we only need to show
lim
 !0
sup
t2Rþ
j nðtÞj
 !
¼1 ð 33Þ
Note that
D ¼
 d1 10    0
 d2 01    0
 dn 1 00    1
 dn 00    0
0
B B B @
1
C C C A
and by induction we can show
D
j ¼
        1j 10    0
          1     0
                1
        n 00    0
0
B B B B B B @
1
C C C C C C A
,1   j   n
ð34Þ
where the  s are elements which do not need to be
speciﬁed. Let
s ¼ min
1  j  n 1
fj je0j 6¼ 0g
and consider the time
t  ¼    
where
   ¼  
ðn s  Þ=s
and
  ¼
1
2
min
n   s
s þ 1
,1
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 ð Þ¼e
D   0
i.e. equivalently by
 ðtÞ¼e
Dðt= Þ  0 ð35Þ
Hence
 ðt Þ¼e
D    0
Now
Noting that e0j ¼ 0 for 1   j   s   1, yields
 nðt Þ¼    n
 
s
 
s!
þ o  
sþð1=2Þ
 
     
e0s
 n s þ o  
sþð1=2Þ
 
   e0,sþ1
 n s 1
þ   þo  
sþð1=2Þ
 
   e0,n 1
 
þ 1 þ o  
sþð1=2Þ
 
     
e0n
¼ 
 ne0s
s!   þ e0n þ oð 
 Þð 36Þ
where
  ¼
n   s þ  
2s
> 0
But by assumption,  n > 0, and e0s 6¼ 0. Therefore, (36)
implies (33). This completes the proof. œ
From this lemma, we can obtain the following
theorem.
Theorem 3: Let  , x0 be ﬁxed, and suppose jx0j  m.
Consider the system Sð ,x0Þ and the controller
XHð Þð m, m, ^    0, ^ x x0Þ. Suppose that at least one of the
initial errors e0j,1  j   n   1, is not equal to zero. Then
for the closed loop system ðSð ,x0Þ,XHð Þð m, m, ^    0, ^ x x0ÞÞ,
we have
lim
 !0
lim
 m!1
P Sð ,x0Þ,XHð Þð m, m, ^    0, ^ x x0Þ
     
¼1
Proof: For the closed loop system ðSð ,x0Þ,
XHð Þð m, m, ^    0, ^ x x0ÞÞ, the saturation levels U0 and V0
for the output feedback controller are dependent on  m,
the a priori estimate of upper bound for the unknown
parameter  . When  m is large, from (19)–(22), U0 and
V0 are large. By Lemma 3, as the high gain factor   is
small, kukL1ðRþÞ is also large, that is the performance
becomes large. œ
3.3. Comparison
For the system Sð ,x0Þ, as the a priori estimate of
upper bound  m for the uncertain parameter   becomes
conservative, Proposition 4 shows that the KKK design
guarantees uniform bounded performance of the con-
troller, whereas Theorem 3 shows that the performance
of the Khalil design becomes large. Here we have the
following comparative result.
Corollary 2: Let  ,x0 be ﬁxed, and suppose jx0j  m.
For the system Sð ,x0Þ, if the bound  m for the unknown
parameter   is conservative enough, and the gain factor  
is small enough, then
PðSð ,x0Þ,XAð#0, ^ x x0ÞÞ < PðSð ,x0Þ,XHð Þð m, m, ^    0, ^ x x0ÞÞ
Proof: The result follows directly from Proposition 4
and Theorem 3. œ
4. Conclusion
Through the comparison of performances for KKK
and Khalil designs, we have established the following
results:
. For output feedback system, the performance of
KKK design is sensitive to the initial datum of the
observer. The performance of the KKK design is
not uniformly bounded in the initial error between
the initial datum of the state and the initial datum
of the observer. When the initial error becomes
large, the performance becomes large. Whereas,
for the Khalil design, for any initial error, by
choosing small high gain factor, we can design
a globally bounded controller, achieving a uni-
formly bounded performance. Therefore, if the
initial error is large or in the case that we have
poor information for the initial datum of the
state, the Khalil design has better performance
than the KKK design.
. For parametric output feedback system, the per-
formance of the KKK design is independent of
the a priori estimate bound of the uncertain
parameter. When the a priori estimate becomes
conservative the performance remains uniformly
bounded. Whilst, for the Khalil design, the perfor-
mance is dependent on the saturation levels for the
e
D   ¼ I þ   D þ
 
2
 
2!
D
2 þ   þ
 
s
 
s!
D
s þ o  
sþð1=2Þ
 
  
¼
      1s          
      nð 
s
 =s!Þþo  
sþð1=2Þ
 
  
o  
sþð1=2Þ
 
  
    o  
sþ1=2
 
  
1 þ o  
sþð1=2Þ
 
  
0
@
1
A
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on the a priori estimate bound of the uncertain
parameter, and the performance becomes large
as the a priori estimate becomes conservative.
Hence, if we have poor information for the
unknown parameter and the a priori estimate
bound is conservative, the KKK design has better
performance than the Khalil design.
The primary contribution of this paper is to provide
rigorous statements and proofs of the intuitively reason-
able trade-oﬀs in performance between the diﬀering
classes of designs. The results have been expressed in
qualitative terms only. The purpose of the paper is to
illustrate the asymptotic diﬀerences between the designs.
It should also be noted that the results are asymptotic in
nature, that is they require some parameter (either an
initial condition or an uncertainty level) to be large in
order to make the required comparison. Of course, in
practice these parameters cannot be arbitrarily large
without causing the control to run into physical limits.
A more quantitative approach is challenging, as achiev-
ing tight bounds on non-singular performance is diﬃ-
cult. This is an interesting avenue for future research.
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Appendix. The proof of proposition 1
Consider the closed loop ðS
0ðx0Þ,X
0
Oðx0ÞÞ. First,
observe that the observation error ~ x x ¼ x   ^ x x satisﬁes
_ ~ x x ~ x x1 ¼  k1 ~ x x1 þ ~ x x2 ð37aÞ
_ ~ x x ~ x x2 ¼  k2 ~ x x1, ~ x xð0Þ¼~ x x0 ð37bÞ
hence satisﬁes equation
€ ~ x x ~ x x1 þ k1_ ~ x x ~ x x1 þ k2 ~ x x1 ¼ 0 ð38aÞ
~ x x1ð0Þ¼x01   ^ x x01 ð38bÞ
_ ~ x x ~ x x1ð0Þ¼x02   ^ x x02   k1ðx01   ^ x x01Þð 38cÞ
where
~ x x0 ¼ x0   ^ x x0 ¼ð x01   ^ x x01,x02   ^ x x02Þ
T
Second, note that the control signal u can be
expressed as
X
0
Oð^ x x0Þ: u ¼  2ðy, ^ x x1, ^ x x2Þ¼k2 ^ x x1   h2 ^ x x2   hy   ’ðyÞ
ð39Þ
where
h ¼ c2 þ d2ðc1 þ d1Þ
2   
ðc1 þ d1Þþk2 þ 1
h2 ¼ c2 þ d2ðc1 þ d1Þ
2 þ c1 þ d1
So, the closed loop system can be written as
_ x x1 ¼ x2 ð40aÞ
_ x x2 ¼  hx1 þ k2 ^ x x1   h2 ^ x x2 ð40bÞ
_ ^ x x ^ x x1 ¼ k1x1   k1 ^ x x1 þ ^ x x2 ð40cÞ
_ ^ x x ^ x x2 ¼  h1x1   h2 ^ x x2 ð40d Þ
where
h1 ¼ h   k2 ¼ c2 þ d2ðc1 þ d1Þ
2   
ðc1 þ d1Þþ1
Consider the ﬁrst situation ^ x x0 ¼ x0, namely, ~ x x0 ¼ 0.
The solution of (37) is ~ x x ¼ 0, so ^ x xðtÞ xðtÞ, and the
closed system (40) reduces to
_ x x1 ¼ x2 ð41aÞ
_ x x2 ¼  h1x1   h2x2 ð41bÞ
Thus we have
€ x x1 þ h2 _ x x1 þ h1x1 ¼ 0 ð42aÞ
x1ð0Þ¼x01, _ x x1ð0Þ¼x02 ð42bÞ
Write the solution of the above equation as x
0
1ðtÞ, and
observe that x
0
1ðtÞ can be expressed as
x
0
1ðtÞ¼x01q1ðtÞþx02q2ðtÞ
where q1,q2 are functions which are independent of
x01,x02. Moreover, we can choosey ci, di, i ¼ 1,2 such
that q2ðtÞ > 0 for t>0, and furtherz x
0
1ðtÞ > 0 for t>0
if x02 > 0.
Now consider the second situation ^ x x01 ¼ x01 and
^ x x02 ¼ 0, namely, ~ x x01 ¼ 0 and ~ x x02 ¼ x02. So, the problem
(38) becomes
€ ~ x x ~ x x1 þ k1_ ~ x x ~ x x1 þ k2 ~ x x1 ¼ 0 ð43aÞ
~ x x1ð0Þ¼0, _ ~ x x ~ x x1ð0Þ¼x02 ð43bÞ
The solution of the above problem can be written as
~ x x1 ¼ x02 f1ðtÞð 44Þ
yFor example, we can choose ci,di,i ¼ 1,2 such that
h
2
2 > 4h1, and let
 1 ¼ 
1
2
h2  
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h2
2   4h1
q   
,  2 ¼ 
1
2
h2 þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h2
2   4h1
q   
then q1ðtÞ and q2ðtÞ can be written as
q1ðtÞ¼
1
 1    2
 1 e
 2t    2 e
 1t   
,
q2ðtÞ¼
1
 1    2
e
 1t   e
 2t   
> 0, t > 0
zHere, x
0
1ðtÞ can also be written as
x
0
1ðtÞ¼
1
 1    2
x02    1x01 ðÞ e
 1t   x02    2x01 ðÞ e
 2t   
It can verify that if x02 > 0 then _ x x
0
1ðtÞ > 0 for t > 0. Note that
x
0
1ð0Þ¼0, then x
0
1ðtÞ > 0 for t > 0.
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dent of x02. At the same time, ~ x x2 can be written as
~ x x2 ¼ x02 f2ðtÞð 45Þ
also where f2ðtÞ is a continuous function which is
independent of x02.
Now substitute ^ x x ¼ x   ~ x x into the closed loop (40),
and rewrite the ﬁrst two equations as
_ x x1 ¼ x2 ð46aÞ
_ x x2 ¼  h1x1   h2x2   k2 ~ x x1 þ h2 ~ x x2 ð46bÞ
or
€ x x1 þ h2 _ x x1 þ h1x1 ¼ x02 fðtÞð 47Þ
where
fðtÞ¼  k2 f1ðtÞþh2 f2ðtÞ
is also independent of x02. Again we can choose} k1,k2
such that fðtÞ > 0.
Solve the following problem
€ x x1 þ h2 _ x x1 þ h1x1 ¼ x02 fðtÞð 48aÞ
x1ð0Þ¼x01, _ x x1ð0Þ¼x02 ð48bÞ
We can express the solution of (48) as
x1ðtÞ¼x
0
1ðtÞþ
ðt
0
 ðt    Þx02 fð Þd 
where  ðtÞ is the solution of (42a) which satisﬁes
 ð0Þ¼0 and _    ð0Þ¼1, namely  ðtÞ¼q2ðtÞ. Write
gðtÞ¼
ðt
0
q2ðt    Þ fð Þd 
then
x1ðtÞ¼x
0
1ðtÞþx02 gðtÞ
where gðtÞ > 0.
Writing
T  ¼ t   0
     jx1ðtÞj > 
no
T
0
  ¼ t   0
     jx
0
1ðtÞj > 
no
then T
0
    T  since x1ðtÞ > x
0
1ðtÞ. Hence
kx1k
2
L2ðT Þ  k x
0
1k
2
L2ðT0
 Þ
 
ð
T0
 
ðx1ðtÞÞ
2  ð x
0
1ðtÞÞ
2   
dt
¼ x
2
02a þ x02b ð49Þ
where
a ¼
ð
T0
 
gðtÞ
2 þ 2q2ðtÞgðtÞ
  
dt
is a positive constant since gðtÞ,q2ðtÞ > 0 and
b ¼
ð
T0
 
2x01q1ðtÞdt
is a constant which is independent of x02.
Write the control input of controller X
0
Oðx01,x02Þ as
u
0, and the control input of controller X
0
Oðx01,0Þ as u
1.
Then by a tedious calculation, we can obtain
ku
0k x02a0 þ b0 ð50aÞ
ku
1k x02a1 þ b1 ð50bÞ
since ’ is Lipschitz continuous, where ai,bi, i ¼ 1,2, are
positive constants which are independent of x02.
Therefore, from (49) and (50), we obtain
lim
x02!1
1
x2
02
PðS
0ðx0Þ,X
0
Oðx01,0ÞÞ   PðS
0ðx0Þ,X
0
Oðx01,x02ÞÞ
¼ lim
x02!1
1
x2
02
ðkx1k
2
L2ðT Þ  k x
0
1k
2
L2ðT0
 ÞÞ
þ
1
x2
02
ðku
1k k u
0kx
2
02Þ a > 0
So, ﬁnally, we obtain that
lim
x02!1
PðS
0ðx0Þ,X
0
Oðx01,0ÞÞ
 
 PðS
0ðx0Þ,X
0
Oðx01,x02Þ
 
¼þ1
This completes the proof.
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