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Two powerful theoretical predictions, Anderson localization and the Imry-Ma argument, impose significant
restrictions on the phases of matter that can exist in the presence of even the smallest amount of disorder in
one-dimensional systems. These predictions forbid conducting states and ordered states respectively. It was
thus remarkable that a mechanism to circumvent Anderson localization relying on the presence of correlated
disorder was found, that is also realized in certain biomolecular systems. In a similar manner, we show that
the Imry-Ma argument can be circumvented resulting in the formation of stable ordered states with discrete
broken symmetries in disordered one dimensional systems. Specifically, we simulate a family of Hamiltonians
of spinless fermions with correlated disorder and interactions, where we find that a charge density wave is stable
up to a finite critical disorder strength. Having circumvented the Imry-Ma mechanism, we then investigate other
mechanisms by which disorder can destroy an ordered state.
Disorder can have drastic effects on electronic properties,
especially in low dimensions. On the one hand, it lifts the
degeneracy between competing phases through "order by dis-
order" mechanisms [1–3], and on the other it localizes clean
metallic states [4–8], and even creates unusual emergent ex-
citations [9, 10]. In one dimension, the essential physics of
disorder is captured by Anderson localization [4] for transport
properties, and work related to the seminal paper of Imry and
Ma [11–13] for understanding the disorder-driven destruction
of ordered phases. The dimensionality dependence of both
effects weakens with increasing spatial dimension, thus their
strongest effects are seen in one dimension.
An interesting exception to Anderson localization arises
due to correlations in the disorder. In particular, Refs.
[14, 15] discovered a class of non-interacting random n-mer
models where a band of single-particle states which exhibit
no backscattering exist; a condition key for circumventing lo-
calization. The focus of this article is to show that correlated
disorder of this type can also avoid the Imry-Ma argument,
and may lead to the stabilization of ordered phases in interact-
ing, disordered chains.
In all n-mer models there are two types of ‘atoms’, which
we call A and B, differing only in their on-site energy, which
are placed at random on a one-dimensional chain; with the
condition that n B’s (an "n-mer") are always placed consecu-
tively. With the inclusion of nearest neighbor repulsive inter-
actions, the Hamiltonian for spinless electrons that we study
is:
H =
∑
i
ini − t
∑
i
c†i ci+1 + H.c. + V
∑
i
nini+1 (1)
where c†i (ci) and ni refer to the usual spinless electron cre-
ation (destruction) and density operators respectively on site i
which is occupied by either an A or B atom, and correspond-
ingly the on-site energy i is either A (set to zero throughout)
or B , which will be referred to as the “disorder strength,"
t is the nearest-neighbor hopping parameter, and V is the
nearest-neighbor interaction strength. We use the terminol-
ogy - "monomer", "dimer", "trimer," and "quadrumer" for the
cases n = 1, 2, 3, 4 respectively.
Remarkably, materials with this form of disorder have been
identified; for example, it was found that the unusual trans-
port properties of polyaniline can be explained via an effective
Hamiltonian approach that maps this molecule onto the ran-
dom dimer model [16]. Further interest in the n−mer mod-
els has been fueled by their possible relevance to describing
transport in large classes of biomolecules such as DNA [17–
20]. Most work on n-mer models has been devoted to the
non-interacting case [14, 21], which is analytically and nu-
merically tractable, while the interacting case has been treated
only at the mean field level [22, 23], and with exact diagonal-
ization for small systems [24]. Thus, the effects of interactions
on these phases are still largely unexplored.
The disorder-free system at small V/t is known to be
a Tomonaga-Luttinger liquid [25] which at half-filling, and
a critical interaction strength (V/t = 2), forms a charge
density wave (CDW) state that remains stable for all larger
V/t [25, 26]. However, according to the Imry-Ma argu-
ment [11, 27], such a state should not exist upon the slight-
est introduction of disorder; here we show how the n−mer
models avoid this.
Given a pinned, commensurate CDW with every even site
(mostly) occupied [28], as is depicted in Fig. 1, let us assess
its stability to the introduction of weak disorder (for which
we closely follow Ref. 27). Consider a segment of length 2L
that is part of the full 1D lattice with a large number of sites,
and divide it into odd and even sublattices, to be labelled as
1 and 2 respectively. If the sum of all the on-site energies on
the even sites is greater than the sum of the on-site energies
on all the odd sites, then it is energetically favorable for each
electron in the segment to shift by one site, despite the cost
of the repulsive interaction of neighboring electrons, hence
forming a domain wall.
For uncorrelated disorder, and forL sufficiently large to ap-
ply statistical arguments, the difference between the summed
energies on the two sublattices is of the order ±√L. Since
forming a domain wall costs only an energy of order V , the
former effect always wins for some large enough L; hence,
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Figure 1. (Color online): The top panel shows a schematic of the
electronic density (proportional to area of circles) demonstrating for-
mation of domain walls in a charge density wave in a generic dis-
ordered model. The Imry-Ma argument predicts that such domains
are (typically) energetically favorable even for the smallest non-zero
disorder. The bottom panel shows schematics of a domain of length
2L in the random monomer and random dimer models. The red
and blue sites correspond to A type (monomers with on-site energy
A = 0.0t) andB type (monomers or dimers with on-site energy B)
sites respectively. For the random monomer case, the typical differ-
ence in summed sublattice energies of the order of
√
L while it is
zero in the random dimer case.
the system acts to reduce its energy by the formation of do-
mains. Thus, there is no (quasi) long-range CDW order in
one dimension upon the slightest introduction of uncorrelated
disorder.
However, the situation is markedly different when the dis-
order is correlated. Let us define nα,j to be the number of
sites where α is an index for the disorder site (A or B), and j
is the sublattice index (1 or 2). Then, for any disorder realiza-
tion of the random dimer model, and any interval of 2L sites,
we have the conditions,
nA,1 + nB,1 = L
nA,2 + nB,2 = L. (2)
Since the instances of B occur only as dimers, nB,1 must be
equal to nB,2 (assuming the segment of length 2L does not
contain any incomplete dimers) which, in turn, implies that
nA,1 = nA,2, i.e., the number of A-type sites on each sub-
lattice are also exactly equal. For example, the 2L = 12 site
segment of the random dimer disorder realization in Fig. 1
has nA,1 = 2 and nB,1 = 4, the latter forcing the condition
nB,2 = 4, and hence nA,2 = 2. We emphasize that the rela-
tionship (2) holds globally and, more importantly, locally for
any subset with an even number of lattice sites. Thus, the dif-
ference between summed on-site energies on the even and odd
sublattices is zero, i.e.,
∆E ≡
∑
i∈1
i −
∑
i∈2
i = 0. (3)
This energy difference does not grow with L, and therefore
the Imry-Ma argument for the formation of domains is not
expected to apply. In fact, the condition nB,1 = nB,2, and
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Figure 2. (Color online): Root mean squared value of the difference
in summed sublattice energies, ∆E, versus the length of the segment
L computed for six types of disorder distributions. For each disor-
der type, 2000 realizations, each comprising of 105 sites, were used.
The uniform (box) distribution corresponds to maximum and min-
imum energies of 1 and −1 respectively, the Gaussian distribution
has a mean of 0 and a spread (σ) of 1, and the monomer through
quadrumer models each have A = 0 and B = 1. Inset: ∆E vs L
for several individual disorder realizations of the random monomer
and dimer models. The former shows large fluctuations in ∆E while
the latter has ∆E = 0 or±1 (not visualized on the scale of the plot).
hence Eq. (3), holds for any n-mer model with n even. This
is demonstrated in Figure 2 which shows the special cancel-
lation (or lack thereof) of the sublattice energy imbalance for
the even (odd) n−mer models for an ensemble of disorder re-
alizations. In instances of segments where one or more bound-
ary cuts a dimer in half, there is an edge correction of one or
two lattice sites, which is small on the scale of L and does
not affect our conclusions in the regime of weak-to-moderate
disorder (B <∼ V ).
We verify these arguments by performing numerically ac-
curate density matrix renormalization group (DMRG) [29]
calculations of the n−mer models for n = 1, 2, 3, 4, discussed
further in the Methods section of the Supplemental Informa-
tion. Results from our simulations for individual disorder re-
alizations are shown in Fig. 3 where we have plotted the elec-
tronic density on every even site for V = 5t and three disor-
der strengths. The boundary conditions have been chosen to
slightly favor the high occupation of the even sites, and thus
any rapid decrease from high to low density is the signature of
a domain wall.
At B = 0.5t, the random monomer and trimer models
show large but finite domains whose size decreases with in-
creasing disorder strength. In comparison, the random dimer
and quadrumer show no tendency to form domain walls up to a
critical (V -dependent) disorder strength. For example, for all
of the individual random dimer and quadrumer realizations in
Fig. 3, the first domain walls are seen only around B = 2.5t
when V = 5t.
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Figure 3. (Color online): Fermionic density on every even site for individual realizations of the random monomer, dimer, trimer and quadrumer
models at disorder strengths B = 0.5t, 2.0t, 2.5t for V = 5t. At small disorder, the odd-n models show the formation of domain walls in
agreement with the Imry-Ma argument, while the even-nmodels, which circumvent the argument, do not (within the size considered). Beyond
some critical disorder strength, domain wall formation is favorable for all models, i.e., CDW order persists only in local patches.
The eventual occurrence of domain walls in the random
dimer and quadrumer models can be explained as follows.
First, for sufficiently large disorder B >∼ V , the effect of the
heretofore ignored edges in the n-mer version of the Imry-Ma
argument now starts to play an important role. The energy of
the CDW is now reduced by order B , which is greater than
the price of forming a domain wall (order V ). Second, any
B site would like to have lower density wherever possible,
causing fluctuations of the density that grow large enough to
destroy the ordered state. For example, for the realization in
Fig. 3, for B = 0.5t, the density fluctuations are seen to be
small (∼ 0.03), compared to the maximum occupation of a
site (∼ 0.95), and eventually grow past 0.5, at which point
CDW order is lost.
This secondary mechanism can also be qualitatively under-
stood by considering just a single dimer of B sites placed at
the center of a 1D chain otherwise purely made of A sites.
When B is small, our numerical calculations indicate that the
CDW is relatively robust with only a minor local rearrange-
ment of electron occupations. Then, above a finite (non-zero)
critical (V dependent) B , it is energetically favorable for the
density on both the B sites to be small. This creates a "phase
slip" on the dimer forcing the rest of the chain, made solely
of A sites, to maintain a CDW with opposite phases on either
side of the dimer. (Further discussions have been presented in
the Supplemental Information). In fact, this argument holds
for any even n-mer since favorable occupation on an even
number of consecutive sites will cause a phase slip.
Let us now look beyond individual realizations and perform
statistical analyses of our samples; Fig. 4 shows the average
size of the CDW domains as a function of disorder strength.
As is anticipated from the Imry-Ma argument, the random
monomer and trimer models show divergence in domain size
around vanishing disorder for all V/t considered. This is in
contrast to the random dimer and quadrumer models which
have no domain walls until a critical B∗(V ) is reached.
We emphasize that to prevent the formation of domain
walls, the condition (3) must be satisfied at all short and long
length scales. For example, to show that the local cancellation
is important, let us concoct disorder realizations of the follow-
ing type. Take a randomly generated monomer chain of L/2
sites and define its "complement": form a realization of length
L/2 where every A type site is replaced by a B type site and
vice versa. Then place these two segments (sample and its
complement) side by side to form a L-site chain. Each such
disorder realization has nA,1 = nA,2 = nB,1 = nB,2 = L/4
and thus satisfies (3), but only globally. Interestingly, we find
from numerics (shown in the Supplemental Information) that
domain wall formation is still favorable, and the Imry-Ma
mechanism is still effective. Despite this failure, this proposed
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Figure 4. (Color online): Profiles of the disorder-averaged domain
size (〈D〉) versus disorder-strength (B in units of t) for the spinless
fermion random monomer (n = 1), dimer (n = 2), trimer (n = 3)
and quadrumer (n = 4) models at half filling at various interaction
strengths V . Around 80 disorder realizations, each of 1000 sites,
were used for the averaging procedure. The dashed lines indicate ap-
proximate trends and serve as guides to the eye. The critical disorder
strength for the occurrence of finite domains in the odd n−mer cases
is consistent with zero in concordance with the Imry-Ma argument.
In the even n−mer case, the critical disorder strength is non-zero.
construction raises the interesting possibility of constructing
lattices from small blocks of length ` and their "complements"
such that for sufficiently small ` condition (3) holds quasi-
locally (and hence, also globally). This might provide another
route to realizing a model where the Imry-Ma argument may
be circumvented.
In conclusion, we have explored an aspect of the interplay
between interactions and disorder in one dimensional systems,
an exciting avenue for both theory and experiments. Using an
interacting version of n−mer models where Anderson local-
ization is avoided, we have explicitly shown that the Imry-Ma
argument for destroying CDW order does not directly hold
either, for even n. In the absence of a sub-dominant mecha-
nism that destroys the order at small disorder strength, charge
density waves are stabilized in media with correlated disor-
der. From the experimental viewpoint, of particular relevance
are recent cold atom studies that have created and measured
the strength of charge density waves in one dimensional ge-
ometries in the presence of quasiperiodic (correlated) disor-
der [30]; such a setup should provide the first controlled test
of the existence of the phenomenon proposed here.
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