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tional regression problem in the Reproducing Kernel Hilbert Space (RKHS).
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This procedure can be thought of as a generalization of scalar-valued nonlinear
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A General Framework for Nonlinear Functional
Regression with Reproducing Kernel Hilbert
Spaces
Re´sume´ : Nous proposons une me´thode d’estimation de la fonction de re´gression
sur des donne´es fonctionnelles repre´sente´es par des courbes. Notre me´thode est
base´e sur les noyaux fonctionnels et les espaces de Hilbert fonctionnels. Un
noyau fonctionnel est une fonction a` valeurs ope´rateurs et un espace de Hil-
bert fonctionnel est un espace des fonctions a` valeurs dans un espace de Hilbert
re´el. L’ide´e est d’approximer la fonction de re´gression par une combinaison
d’ope´rateurs de´termine´s par le biais du noyau fonctionnel.
Mots-cle´s : re´gression non line´aire, donne´es fonctionnelles, espace de Hilbert
noyaux reproduisant, fonctions valeurs ope´rateurs
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1 Introduction
Observing and saving complete functions as a result of random experiments is
nowadays possible by the development of real-time measurement instruments
and data storage resources. Functional Data Analysis (FDA) deals with the
statistical description and modeling of samples of random functions. Functional
versions for a wide range of statistical tools (ranging from exploratory and de-
scriptive data analysis to linear models and multivariate techniques) have been
recently developed. See Ramsay and Silverman [10] for a general perspective on
FDA, and Ferraty and Vieu [5] for a non-parametric approach.
Firms are now being interested by taking advantage of functional data analy-
sis techniques which allow increasing the performance of prediction tasks [2] and
reduce total cost of ownership. The goal of our work is to provide a prediction
method for workload curves that lets planners match supply and demand in
a just-in-time manner. In this paper we characterize the workloads of com-
pany applications to gain insights into their behavior. The insights support the
development and the improvement of management tools.
Curves prediction problem can be cast as a functional regression problem
which include some components (predictors or responses) that may be viewed
as random curves [6, 8, 9]. Therefore, we consider a functional regression model
which takes the form
yi = f(xi) + ǫi
where one or more of the components, yi, xi and ǫi, are functions. Three
subcategories of such model can be distinguished: predictors are functions and
responses are scalars; predictors are scalars and responses are functions; both
predictors and responses are functions. In this work, we are concerned with the
latter case which is usually referred to as general functional regression model.
Most previous works on this model suppose that is a linear relation between
functional responses and predictors. In this case, functional regression model
model is extension of the multivariate linear linear regression model y = βx,
employing a regression parameter matrix β, to the case of inﬁnite-dimensional or
functional data. The data are a sample of pairs of random functions (x(t), y(t))
and the extension of the linear regression model to functional data is then
y(t) =
∫
x(s)β(s, t)ds+ ǫ(t)
with a parameter function β(., .). A practical method to estimate β(., .) is to
discretize the problem, ﬁrst solving for a matrix β in a multivariate regression
approach, and then adding a smoothing step to obtain the smooth regression
parameter function β(., .).
In this paper, we adopt a more general point a view than linear regression
in which functional observational data are modelled by a function which is a
nonlinear combination of the model parameters and depends on one independent
variable. We use the Reproducing Kernel Hilbert Space (RKHS) framework to
extend the results of statistical learning theory in the context of regression of
functional data and to develop an estimation procedure of the functional valued
function f .
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2 RKHS and functional data
The problem of functional regression consist in approximating an unknown
function f : Gx −→ Gy from function data (xi, yi)
n
i=1 ∈ Gx × Gy such as
yi = f(xi) + ǫi, with ǫi some noise. Assuming that xi and yi are functions,
we consider Ga : Ωa −→ R; a ∈ {x, y}, as a real reproducing kernel Hilbert
space equipped with an inner product. The estimate f∗ of f is obtained by
minimizing, over a suitable class of functional Hilbert space F , the empirical
risk deﬁned by
n∑
i=1
‖yi − f(xi)‖
2
Gy
Depending on F , this problem can be ill-posed and a classical way to turn it
into a well-posed one is to use regularization theory [12]. Therefore the solution
of the problem is the f∗ ∈ F that minimizes the regularized empirical risk
n∑
i=1
‖yi − f(xi)‖
2
Gy + λ‖f‖
2
F
In the case of scalar data and under general conditions on real RKHS, the
solution of this minimization problem can be written as
f∗(x) =
n∑
i=1
βik(xi, x)
where k is the reproducing kernel of a real Hilbert space.
Working on functional data, we investigate functional extension of real RKHS.
Basic notions and proprieties of real RKHS are generalized to functional RKHS
which can be deﬁned as a Hilbert space of functional-valued functions gener-
ated by a bivariate positive deﬁnite operator-valued function K(s, t) called the
kernel.
2.1 Functional Reproducing Kernel Hilbert Space
We want to learn functions f : Gx −→ Gy , where Ga;a∈{x,y} is a real Hilbert
space. Let L(Ga) the set of bounded operators from Ga to Ga. Hilbert spaces
of scalar functions with reproducing kernels were introduced and studied in [1].
In [6] Hilbert spaces of vector-valued functions with operator-valued reproduc-
ing kernels for multi-task learning [3] are constructed. In this section, we outline
the theory of reproducing kernel Hilbert spaces (RKHS) of operator-valued func-
tions [11] and we demonstrate some basic properties of real RKHS which are
restated for functional case.
Definition 1 An L(Gy)-valued kernel KF (w, z) on Gx is a function KF (., .) :
Gx × Gx −→ L(Gy); it is called Hermitian if KF (w, z) = KF (z, w)
∗ and it
is called nonnegative on Gx if it is Hermitian and for every natural number
r and all {(wi, ui)i=1,...,r} ∈ Gx × Gy, the block matrix with ij-th entry <
K
F
(wi, wj)ui, uj >Gy is nonnegative.
The steps for functional kernel KF construction are described in section 3.1.
INRIA
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Definition 2 A Hilbert space F of functions from Gx to Gy is called a reproduc-
ing kernel Hilbert space if there is a nonnegative L(Gy)-valued kernel KF (w, z)
on Gx such that:
(1) The function z 7−→ KF (w, z)g belongs to F for every choice of w ∈ L(Gx)
and g ∈ L(Gy)
(2) For every f ∈ F , < f,KF (w, .)g >F=< f(w), g >Gy
The kernel, on account of (2), is called the reproducing kernel of F , it is uniquely
determined and the functions in (1) are dense in F
Theorem 1 If a Hilbert space F of function on G admits a reproducing kernel,
then the reproducing kernel KF (w, z) is uniquely determined by the Hilbert space
F
Proof Let KF (w, z) be a reproducing kernel of F . Suppose that there exists
another kernel K ′F (w, z) of F . Then, for all w, w
′, h and g ∈ G, applying the
reproducing propriety for K and K ′ we get
< K ′(w′, .)h,K(w, .)g >F=< K
′(w′, w)h, g >G (1)
we have also
< K ′(w′, .)h,K(w, .)g >F =< K(w, .)g,K
′(w′, .)h >F
=< K(w,w′)g, h >G
=< g,K(w,w′)∗h >G
=< g,K(w′, w)h >G
=< K(w′, w)h, g >G (2)
(1) and (2) =⇒ KF (w, z) ≡ K
′
F (w, z)
Theorem 2 In order that a L(Gy)-valued kernel KF (w, z) on Gx be the repro-
ducing kernel of some Hilbert space F it is necessary and sufficient that it be
positive definite.
Proof. Necessity. Let KF (w, z), w, z ∈ G be the reproducing kernel of a
Hilbert space F . Using the reproducing propriety of the kernel KF (w, z) we
obtain
n∑
i,j=1
< KF (wi, wj), uj >Gy =
n∑
i,j=1
< KF (wi, .)ui,KF (wj , .)uj >F
= <
n∑
i=1
KF (wi, .)ui,
n∑
i=1
KF (wi, .)ui >F
= ‖
n∑
i=1
KF (wi, .)ui‖
2
F ≥ 0
for any {wi, wj} ∈ Gx and {ui, uj} ∈ Gy ; i = 1, . . . , n ∀ n ∈ N.
Suﬃciency. Let F0 the space of all Gy-valued functions f of the form
f(.) =
n∑
i=1
KF (wi, .)αi where wi ∈ Gx and αi ∈ Gy, i = 1, . . . , n. We deﬁne the
inner product of the functions f and g from F0 by
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f(.) =
n∑
i=1
KF (wi, .)αi and g(.) =
n∑
j=1
KF (zj , .)βj then
< f(.), g(.) >F0 = <
n∑
i=1
KF (wi, .)αi,
n∑
j=1
KF (zj , .) > βj >F0
=
n∑
i,j=1
< KF (wi, zj)αi, βj >Gy
< f(.), g(.) >F0 is an antisymmetric bilinear form on F0 and due to the the
positivity of the kernel KF , ‖f(.)‖ =
√
< f(.), g(.) >F0 is a quasi-norm in F0 .
The reproducing propriety in F0 is veriﬁed with the kernel KF (w, z). In
fact, if f ∈ F0 then f(.) =
n∑
i=1
KF (wi, .)αi and ∀ (w,α) ∈ Gx × Gy
< f(.),KF (w, .)α >F0 = <
n∑
i=1
KF (wi, .)αi,KF (w, .)α >F0
= <
n∑
i=1
KF (wi, w)αi, α >Gy
= < f(w), α >Gy
Moreover using the Cauchy Schwartz Inequality we have ∀ (w,α) ∈ Gx ×Gy
< f(w), α >Gy=< f(.),KF (w, .)α >F0≤ ‖f(.)‖F0‖KF (w, .)α‖F0
Thus, if ‖f‖F0 = 0, then < f(w), α >Gy= 0 for any w and α, and hence f ≡ 0.
Thus (F0, < ., . >F0) is a pre-Hilbert space. This pre-Hilbert space is in general
not complete. We show below how constructing the Hilbert space F of Gy-valued
functions the completeness of F0.
Consider any Cauchy sequence {fn(.)} ⊂ F0. For every w ∈ Gx the func-
tional f(w) is bounded
‖f(w)‖Gy = < f(y), f(y) >Gy
= < f(.),KF (w, .)α >F0
≤ ‖f(.)‖F0‖KF (w, .)α‖F0
≤ ‖f(.)‖F0 < KF (w,w)α, α >Gy
≤ Mw‖f(.)‖F0 with Mw =< KF (w,w)α, α >Gy
Consequently,
‖fn(w)− fm(w)‖Gy ≤Mw‖fn(.)− fm(.)‖F0
It follows that {fn(w)} is a Cauchy sequence in Gy and by the completeness of the
space Gy there exist a Gy-valued function f where ∀w ∈ Gx, f(w) = lim
n→∞
fn(w).
So the cauchy sequence {fn(.)} deﬁnes a function f(.) to which it is convergent
at every point of Gx.
We denote by F the linear space containing all the functions f(.) limits of
Cauchy sequences {fn(.)} ⊂ F0 and consider the following norm in F
‖f(.)‖F = lim
n→∞
‖fn(.)‖F0
where fn(.) is a Cauchy sequence of F0 converging to f(.). This norm is well
deﬁned since it does not depend on the choice of the Cauchy sequence. In
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fact, suppose that two Cauchy sequences {fn(.)} and {gn(.)} in F0 deﬁne the
same function f(.) ∈ F . Then {fn(.) − gn(.)} is also a Cauchy sequence and
∀w ∈ Gx, lim
n→∞
fn(w)− gn(w) = 0. Hence, lim
n→∞
< fn(w)− gn(w), α >Gy= 0 for
any α ∈ Gy and using the reproducing propriety, it follows that lim
n→∞
< fn(.)−
gn(.), h(.) >F0= 0 for any function h(.) ∈ F0 and thus lim
n→∞
‖fn(.)−gn(.)‖F0=0.
Consequently,
| lim
n→∞
‖fn‖ − lim
n→∞
‖gn‖ | = lim
n→∞
| ‖fn‖ − ‖gn‖ | ≤ lim
n→∞
‖fn − gn‖ = 0
So that for any function f(.) ∈ F deﬁned by two diﬀerent Cauchy sequences
{fn(.)} and {gn(.)} in F0, we have lim
n→∞
‖fn(.)‖F0 = lim
n→∞
‖gn(.)‖F0 = ‖f(.)‖F .
‖.‖F has all the proprieties of a norm and deﬁnes in F a scalar product which
on F0 coincides with < ., . >F0 already deﬁned. It remains to be shown that F0
is dense in F which is a complete space.
For any f(.) in F deﬁned by the Cauchy sequence fn(.), we have
lim
n→∞
‖f(.)− fn(.)‖F = lim
n→∞
lim
m→∞
‖fm(.)− fn(.)‖F0 = 0
It follows that f(.) is a strong limit of fn(.) in F and then F0 is dense in F .
To prove that F is a complete space, we consider {fn(.)} any Cauchy se-
quence in F . Since F0 is dense in F , there exists a sequence {gn(.)} ⊂ F0
such that lim
n→∞
‖gn(.) − fn(.)‖F = 0. Besides {gn(.)} is a cauchy sequence in
F0 and then deﬁnes a function h(.) ∈ F which verify lim
n→∞
‖gn(.)− h(.)‖F = 0.
So {gn(.)} converge strongly to h(.) and then {fn(.)} also converges strongly to
h(.) which means that the space F is complete. In addition, KF (., .) has the
reproducing propriety in F . To see this, let f(.) ∈ F then f(.) is deﬁned by a
cauchy sequence {fn(.)} ⊂ F0 and we have for all w ∈ Gx and α ∈ Gy
< f(w), α >Gy = < lim
n→∞
fn(w), α >Gy
= lim
n→∞
< fn(w), α >Gy
= lim
n→∞
< fn(.),KF (w, .)α >F0
= < lim
n→∞
fn(.),KF (w, .)α >F
= < f(.),KF (w, .)α >F
Finally, we conclude that F is a reproducing kernel Hilbert space since F is
a real inner product space that is complete under the norm ‖.‖F deﬁned above
and has KF (., .) as reproducing kernel.
2.2 The representer theorem
Let consider the problem of minimizing the functional [4] Jλ(f) deﬁned by
Jλ : F −→ R
f 7−→
n∑
i=1
‖yi − f(xi)‖
2
Gy
+ λ‖f‖2F
where λ is a regularization parameter.
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Theorem 3 Let F a functional reproducing kernel Hilbert space. Consider an
optimization problem of the form
min
f∈F
n∑
i=1
‖yi − f(xi)‖
2
Gy + λ‖f‖
2
F
Then the solution f∗ ∈ F has the following representation
f∗(.) =
n∑
i=1
KF (xi, .)βi
Proof
min
f∈F
Jλ(f)⇔ f
∗ \ J
′
λ(f
∗) = 0. To compute J
′
λ(f), we can use the directional
derivative deﬁned by
DhJλ(f) = lim
τ−→0
Jλ(f + τh)− Jλ(f)
τ
since ∇Jλ(f) =
∂Jλ
∂f
and DhJλ(f) =< ∇Jλ(f), h >
Jλ can be written as follow Jλ(f) =
n∑
i=1
Hi(f) + λG(f)
• G(f) = ‖f‖2F
lim
τ−→0
‖f + τh‖2F − ‖f‖
2
F
τ
= 2 < f, h >
=⇒ G
′
(f) = 2f (1)
• Hi(f) = ‖yi − f(xi)‖
2
G
lim
τ−→0
‖yi − f(xi)− τh(xi)‖
2
G − ‖yi − f(xi‖
2
G
τ
= −2 < yi − f(xi), h(xi) >G
using reproducing propriety
= −2 < KF (xi, .)(yi − f(xi)), h >F
= −2 < KF (xi, .)αi, h >F
with αi = yi − f(xi)
=⇒ H
′
i (f) = 2KF (xi, .)αi (2)
(1), (2) and J
′
λ(f
∗) = 0 =⇒ f∗(.) =
1
λ
n∑
i=1
KF (xi, .)αi
3 Functional nonlinear regression
In This section we detail the method used to compute the regression function
of functional data. To do this, we suppose that the regression function is in a
reproducing kernel functional Hilbert space which is constructing from a positive
functional kernel. We shown in the section 2.1 that it is possible to construct a
prehilbertian space of functions in real Hilbert space from a positive functional
INRIA
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kernel and with some additional assumptions we can complete this prehilbertian
space to obtain a reproducing kernel functional Hilbert space. Therefore, it is
important to consider the problem of constructing positive functional kernel.
3.1 Construction of the functional kernel
In this section we present methods used to construct a functional kernel KF (., .)
and we discuss the choice of kernel parameters for RKHS construction from KF .
A functional kernel is a bivariate operator-valued function on a real Hilbert
space KF (., .) : Gx × Gx −→ L(Gy). Gx is a real Hilbert space since input
data are functions and the kernel function outputs an operator in order to learn
functional-valued function (output data are functions). Thus to construct a
functional kernel, one can attempt to build an operator Th ∈ L(Gy) from a
function h ∈ Gx. We call h the characteristic function of the operator T [11]. In
this ﬁrst step we are building a function f : Gx −→ L(Gy) where H is a Hilbert
space on R or C. The second step can be made by two ways. Building h from a
combination of two function h1 and h2 in H or combining two operators created
in the ﬁrst step using the two characteristic function h1 and h2. The second
way is more diﬃcult because it requires the use of a function which operates
on operator variables. Therefore, in this work we are interesting only in the
construction of functional kernels using a characteristic function created from
two functions in Gx.
The choice of the operator Th plays an important role in the construction of
functional RKHS. Choosing T presents two major diﬃculties. Computing the
adjoint operator is not always easy to do and then not all operators verify the
Hermitian condition of the kernel. Otherwise the kernel must be nonnegative,
this propriety is given according to the choice of the function h. It is useful to
construct positive functional kernel from combination of positive kernels. Let
K1 = T
f1
1 and K2 = T
f2
2 two kernels constructed using operators T1 and T2 and
functions f1 and f2. We can construct a kernel K = T
f = Ψ(T1, T2)
ϕ(f1,f2) from
K1 and K2 using operators combination T = Ψ(T1, T2) and function combina-
tion f = ϕ(f1, f2). In this work we discuss only the construction of a positive
kernel K = Tϕ(f1,f2) from positive kernels K1 = T
f1 and K2 = T
f2 .
Definition 3 Let A ∈ L(Gy), where Gy is a Hilbert space.
1. There exists a unique operator A∗ ∈ L(Gy) that satisfies
< Az1, z2 >Gy=< z1, A
∗z2 >Gy for all z1, z2 ∈ Gy
This operator is called the adjoint operator of A
2. We say that A is self-adjoint if A = A∗
3. A is nonnegative if < Az, z >Gy≥ 0, for all z ∈ Gy
4. A is called larger or equal to B ∈ L(Gy) or A ≥ B if A-B is positive, i.e
< Az, z >Gy≥< Bz, z >Gy for all z ∈ Gy
Theorem 4 Let K1(., .) = A
f1(.,.) and K2(., .) = B
f2(.,.) two nonnegative ker-
nels
i. Af1 +Bf2 is a nonnegative kernel
RR n° 6908
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ii. If Af1(Bf2) = Bf2(Af1) then Af1(Bf2) is a nonnegative kernel
Proof
Obviously i. follows from the linearity of inner product. To prove ii. we
deﬁne a sequence (Bf2n )n∈N of linear operators by
B
f2
1 =
Bf2
‖Bf2‖
, B
f2
2 = B
f2
1 − (B
f2
1 )
2, . . . , Bf2n = B
f2
n−1 − (B
f2
n−1)
2, n ∈ N
K2 is a self-adjoint operator and then B
f2
n are self-adjoint. (B
f2
n )n∈N is a de-
creasing sequence since
< Bf2n z, z > = < B
f2
n+1z, z > + < (B
f2
n+1)
2z, z >
= < Bf2n+1z, z > + < B
f2
n+1z,B
f2
n+1z >
≥ < Bf2n+1z, z >
=⇒ Bf2n ≥ B
f2
n+1∀ n ∈ N
We will show by induction that (Bf2n )n∈N is bounded below. B
f2 is a positive
operator and then
0 ≤ < Bf2z, z > ≤ ‖Bf2‖‖z‖ =⇒ Bf21 =
1
‖Bf2‖
< Bf2z, z > ≤ < z, z >
=⇒ Bf21 ≤ I (1)
Let the statement P (n) : Bf2n ≥ 0 ∀n ∈ N, B
f2
1 =
1
‖Bf2‖
< Bf2z, z > ≥ 0 and
then P (1) is true. Suppose that P (n) is veriﬁed, from (1) we have I − Bf2n is
positive and then < I − Bf2n x, x > ≥ 0 ∀x ∈ Gy, in particular for x = B
f2
n z we
have < (I −Bf2n )B
f2
n z, TB
f2
n z > ≥ 0. Thus
(Bf2n )
2(B − T f2n ) ≥ 0 (2)
since
< (I −Bf2n )B
f2
n z,B
f2
n z > = < (B
f2
n )
2(I −Bf2n )z, z >
Similarly, Bf2n is positive and then < B
f2
n (I − B
f2
n )z, (I − B
f2
n )z > ≥ 0. Also
we have
< Bf2n (I −B
f2
n )z, (I −B
f2
n )z > = < (I −B
f2
n )
2Bf2n z, z >
and thus
(I −Bf2n )
2Bf2n ≥ 0 (3)
Using (2) and (3) we obtain
(Bf2n )
2(I −Bf2n ) + (I −B
f2
n )
2Bf2n ≥ 0
=⇒ Bf2n − (B
f2
n )
2 ≥ 0
=⇒ Bf2n+1 ≥ 0
This implies that P (n+1) is true. So m = 0 is the lower bound of the sequence
(Bf2n )n∈N. Also this sequence is decreasing and then it is convergent. It easy to
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see that lim
n−→∞
Bf2n = 0. Furthermore, we have
n∑
k=1
(Bf2k )
2 =
n∑
k=1
B
f2
k − B
f2
k+1 =
B
f2
1 −B
f2
n+1 and then
B
f2
1 z = lim
n−→∞
n∑
k=1
(Bf2k )
2z
Af1 is positive and Af1Bf2k = B
f2
k A
f1 , thus
∑
i,j
< K(wi, wj)ui, uj >=
∑
i,j
< Af1(wi,wj)Bf2(wi,wj)ui, uj >
=
∑
i,j
‖Bf2(wi,wj)‖ < Af1(wi,wj)
∑
k
(B
f2(wi,wj)
k )
2ui, uj >
=
∑
k
∑
i,j
‖Bf2(wi,wj)‖ < B
f2(wi,wj)
k A
f1(wi,wj)B
f2(wi,wj)
k ui, uj >
=
∑
k
∑
i,j
‖Bf2(wi,wj)‖ < Af1(wi,wj)B
f2(wi,wj)
k ui, B
f2(wi,wj)
k uj > ≥ 0
then we conclude that K = Af1(Bf2) is a nonnegative kernel.
Gaussian kernel is widely used in real RKHS, in this work we discuss exten-
sion of this kernel to functional data domain. Suppose that Ωx = Ωy and then
Gx = Gy = G. Assuming that G is the Hilbert space L
2(Ω) over R endowed with
an inner product < φ,ψ >=
∫
Ω
φ(t)ψ(t)dt, a L(G)-valued gaussian kernel can
be written in the following form:
KF : G × G −→ L(G)
x, y 7−→ T exp(c.(x−y)
2)
where c ≤ 0 and Th ∈ L(G) is the operator deﬁned by
Th : G −→ G
x 7−→ Thx ; T
h
x (t) = h(t)x(t)
< Thx, y >=
∫
Ω
h(t)x(t)y(t) =
∫
Ω
x(t)h(t)y(t) =< x, Thy >, then Th is a
self-adjoint operator. Thus KF (y, x)
∗ = KF (y, x) and KF is Hermitian since
(KF (y, x)
∗z)(t) = T exp(c (y−x)
2)z(t)
= exp(c (y(t)− x(t))2z(t)
= exp(c (x(t)− y(t))2z(t)
= (KF (x, y)z)(t)
The Nonnegativity of the kernel KF can be shown using the theorem 4. In fact,
we have
KF (x, y) = T
exp(c (x−y)2) = T exp(c (x
2+y2)). exp(−2c xy)
= T exp(c (x
2+y2))T exp(−2c xy) = T exp(−2c xy)T exp(c (x
2+y2))
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and then KF is nonnegative if the kernels K1 = T
exp(c (x2+y2)) and K2 =
T exp(−2c xy) are nonnegative.
∑
i,j
< K1(wi, wj)ui, uj > =
∑
i,j
< T exp(c (w
2
i +w
2
j ))ui, uj >
=
∑
i,j
< exp(c (w2i + w
2
j ))ui, uj >
=
∑
i,j
< exp(cw2i ) exp(cw
2
j )ui, uj >
=
∑
i,j
< exp(cw2i ) exp(cw
2
j )ui, uj >
=
∑
i,j
∫
Ω
exp(cwi(t)
2) exp(cwj(t)
2)ui(t)uj(t)dt
=
∫
Ω
∑
i
exp(cwi(t)
2)ui(t)
∑
j
exp(cwj(t)
2)(t)uj(t)dt
=
∫
Ω
(∑
i
exp(cwi(t)
2)ui(t)
)2
dt ≥ 0
thenK1(., .) is a nonnegative kernel. To show thatK2(., .) is nonnegative, we use
a Taylor expansion for the exponential function. T exp(β xy) = T 1+βxy+
β2
2!
(xy)2+...
for all β ≥ 0, thus it is suﬃcient to show that T βxy is nonnegative to obtain
the nonnegativity of K2. It not diﬃcult to verify that
∑
i,j
< T βwiwjui, uj >=∑
i,j
β‖wiui‖
2 ≥ 0 which implies that T βxy is nonnegative. Since K1 and K2 are
nonnegative, by theorem 4 we conclude that the kernelKF (x, y) = T
exp(c.(x−y)2)
is nonnegative. It is also Hermitian and then KF is the reproducing kernel of a
functional Hilbert space.
3.2 Regression function estimate
Using the functional exponential kernel deﬁned in the section 3.1, we are be
able to solve the minimization problem
min
f∈F
n∑
i=1
‖yi − f(xi)‖
2
Gy
+ λ‖f‖2F
using the representer theorem
⇐⇒ min
βi
n∑
i=1
‖yi −
n∑
j=1
KF (xi, xj)βj‖
2
Gy
+ λ‖
n∑
j=1
KF (., xj)βj‖
2
F
using the reproducing propriety
⇐⇒ min
βi
n∑
i=1
‖yi −
n∑
j=1
KF (xi, xj)βj‖
2 + λ
n∑
i,j
(KF (xi, xj)βi, βj)G
⇐⇒ min
βi
n∑
i=1
‖yi −
n∑
j=1
cijβj‖
2
Gy
+ λ
n∑
i,j
< cijβi, βj >G
cij is computed using the function parameter h of the kernel, cij = h(xi, xj) =
exp(c(xi, xj)
2). We note that the minimizing problem becomes a linear mul-
tivariate regression problem of yi on cij . In practice the functions are not
continuously measured but rather obtained by experiments at discrete points
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{t1, . . . , tp}, then the minimizing problem takes the following form
min
β
n∑
i=1
p∑
l=1
(
yi(t
l
i)−
n∑
j=1
cij(t
l
ij)βj(t
l
j)
)2
+λ
n∑
i,j
p∑
l
cij(t
l
ij)βi(t
l
i)βj(t
l
j)
⇐⇒ min
β
p∑
l=1
(
‖Y l − Clβl‖2 + λβl
T
Clβl
)
where Y l = (yi(t
l
i))1≤i≤n, C
l = (cij(t
l
ij))1≤i≤n ; 1≤j≤n and β
l = (βi(t
l
i))1≤i≤n.
Taking the discrete measurement points of functions, the solution of the
minimizing problem is the matrix β = (βl)1≤l≤n. It is computed by solving p
multiple regression problems of the form min
βl
‖Y l−Clβl‖2+λβl
T
Clβl. Solution
of this problem is computed from (Cl + λI)βl = Y l.
4 Conclusion
We propose in this paper a nonlinear functional regression approach using
Hilbert spaces Theory. Our approach is based on approximating the regres-
sion function using functional kernel. Functional kernel is an operator-valued
function allowing a mapping from some space of functions to another function
space. Positive kernels are deeply related to some particular Hilbert spaces in
which kernels have a reproducing propriety. From a positive kernel, we con-
struct a reproducing kernel functional Hilbert space which contains functions
deﬁned and having values in a real Hilbert space. We study in this paper the
construction of positive functional kernels and we extend to functional domain
a number of facts which are well known in the scalar case.
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