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We investigate the competition between electron-solid and quantum-liquid phases in graphene,
which arise in partially filled Landau levels. The differences in the wave function describing the elec-
trons in the presence of a perpendicular magnetic field in graphene with respect to the conventional
semiconductors, such as GaAs, can be captured in a form factor which carries the Landau level in-
dex. This leads to a quantitative difference in the electron-solid and -liquid energies. For the lowest
Landau level, there is no difference in the wave function of relativistic and non-relativistic systems.
We compute the cohesive energy of the solid phase analytically using a Hartree-Fock Hamiltonian.
The liquid energies are computed analytically as well as numerically, using exact diagonalization.
We find that the liquid phase dominates in the n = 1 Landau level, whereas the Wigner crystal and
electron-bubble phases become more prominent in the n = 2 and n = 3 Landau level.
PACS numbers: 73.20.Qt, 73.22.Pr, 73.43.Nq
I. INTRODUCTION
Since it experimental realization in 20051, graphene
has attracted much attention in the scientific world, not
only for its potential use in technological devices, but
also because of its linear energy dispersion, which allows
for the realization of relativistic electrons in table-top
experiments2. Due to the presence of Dirac cones in the
energy spectrum, the integer quantum Hall effect (IQHE)
exhibits anomalous features, as predicted theoretically3
and observed experimentally4. In addition, the fractional
quantum Hall effect (FQHE), arising due to electronic in-
teractions, was also observed to display some anomalous
behavior in graphene5–11.
In conventional two-dimensional electron systems
(2DES) like GaAs, strong magnetic field restricts the dy-
namics of electrons to a singe Landau level. Because
of the reduced Hilbert space, the form of the effective
Coulomb potential felt by electrons can then vary from
one Landau level to the next. Typically, the lowest
two partially filled Landau levels give rise to a plethora
of FQHE liquid phases, such as the Laughlin12 and
“composite-fermion” states13. When the electron filling
factor becomes very low, electrons instead form a Wigner
crystal14. Additionally, in higher Landau levels an effec-
tive short-range attractive interaction favors the forma-
tion of electron stripes or electron-bubble solids with two,
three or more electrons per site15–24. A competition be-
tween the Wigner crystal (WC), electronic-bubble, and
the quantum-liquid phase gives rise to a reentrant IQHE
25–31. This effect consists of a series of first-order quan-
tum phase transitions, much like the classical phase tran-
sition from ice to water, which occurs upon increasing
the temperature. In GaAs, the quantum phase transi-
tion can repeat itself upon increasing the magnetic field,
producing an electron-solid that melts into a normal liq-
uid, which becomes an incompressible quantum-liquid at
particular values of the filling factor, and then solidifies
again upon increasing the magnetic field even further.
The phenomenon is accompanied by reentrant plateaus in
the Hall resistance, which become quantized at the value
of the resistivity of the most nearby integer, every time
when the electrons in the partially filled Landau level so-
lidify. The question then arises whether this effect can be
also observed in graphene. As in the conventional 2DES,
the Landau level wave functions for electrons in graphene
can be written as a generic form factor multiplied by a
Gaussian32,33. However, except for the lowest Landau
level, which exhibits the same behavior as in the 2DES,
in graphene this form factor mixes two adjacent Landau
levels, and the resulting effective Coulomb potential is
generally different from GaAs34.
In this paper, we investigate how the theory of the
reentrant IQHE in conventional 2DES should be mod-
ified, in order to describe the competition between
electron-solid and electron-liquid phases in graphene. We
find that upon an appropriate rescaling that takes into
account the special form factor of graphene, a universal
scaling behavior emerges for the real-space interaction.
As for GaAs25,35, the effective interaction contains a
short-range attractive part, which leads to the formation
of electron-bubble phases. First, we calculate the cohe-
sive energies of the WC and of the electron-bubble phase
using the Hartree-Fock approximation. Subsequently, we
calculate the energy of the Laughlin liquid analytically
and the exact ground-state energies of finite systems by
numerical diagonalization. We find that in the n = 1
Landau level, the Laughlin liquid has much lower energy
than the WC and it is improbable that electron-solid
phases would be observed, contrarily to GaAs. In the
n = 2 and n = 3 Landau levels, we find these phases
should be observable for certain ranges of the filling fac-
tor. We have also considered the effect of impurities in
the sample by modeling them by a Gaussian impurity po-
tential. It turns out that the electron-solid energies can
be lowered by the impurities, especially at low fillings,
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2thereby washing out some of the FQH states.
The outline of this paper is as follows: in Sec. II, we
explain the model for electronic interactions in graphene
in partially filled Landau levels and the universal scal-
ing behavior. Subsequently, we derive the energies of
the electron-solid and electron-liquid phases in Sec. III
and IV, respectively. The phase diagrams arising from
the competition between the phases are constructed in
Sec. V for several partially filled Landau levels, and our
conclusions are provided in Sec. VI. Appendix A con-
tains details about the numerical calculations using the
exact-diagonalization method.
II. THE MODEL
We consider spinless electrons and restrict their dy-
namics to the n-th Landau level. In the absence of inter-
Landau-level excitations, we can express the partial fill-
ing of the n-th Landau level as ν¯ = ν−[ν] = N/NΦ, where
N is the number of electrons in the topmost Landau level
and NΦ = A/2pi`
2
B is the degeneracy in each Landau
level, given in terms of the area of the sample A and the
magnetic length `B =
√
~/eB. The wave functions in
the n-th Landau level are given by ψσ(r) = e
iσK·rχσ(r),
for σ = ±1, with ±K the corners of the Brillouin zone
(the K and K′ valleys) and32
χ+(r) =
1√
2
∑
n,m
(
i
√
1 + δn,0 〈r||n|,m〉
sgn(n)〈r||n| − 1,m〉
)
,
χ−(r) =
1√
2
∑
n,m
(
sgn(n)〈r||n| − 1,m〉
i
√
1 + δn,0 〈r||n|,m〉
)
.
The density operator in the n-th Landau level is then
the sum of the two sublattice density operators ρα(r) =∑
σ,σ′ ψ
†
α,σ(r)ψα,σ′(r). In reciprocal space it is given by
ρn(q) = ρn1 (q) + ρ
n
2 (q) =
∑
σ,σ′
Fσ,σ
′
n (q)ρ¯
σ,σ′(q), (1)
where the projected density operators ρ¯σ,σ
′
(q) =∑
m,m′〈m|e−i[q+(σ−σ
′)K]·R|m′〉c†n,m,σcn,m′,σ′ project
onto the lowest Landau level32. Here, c†n,m,σ (cn,m,σ)
creates (annihilates) a state |n,m〉 in the n-th Landau
level in the valley σ and R is the guiding center operator.
The components of the form factor, which capture the
Landau-level dependence, are given in terms of Laguerre
polynomials by
Fσ,σn =
1
2
[
L|n|
(
q2`2B
2
)
+ L|n|−1
(
q2`2B
2
)]
e−q
2`2B/4,
Fσ,−σn =
λi`B [q + q
∗ − σ(K +K∗)]
2
√
2|n|
× L1|n|−1
(
`2B |q − σK|2
2
)
e−|q−σK|
2`2B/4,
where we used the complex notation q = qx − iqy and
K = Kx − iKy32.
Since all electrons under consideration are in the same
Landau level, the kinetic energy is quenched and the
Hamiltonian consists only of the Coulomb interaction
v(r) between the electrons,
H =
1
2
∫
d2rd2r′ρn(r)v(r − r′)ρn(r′).
Transforming it to reciprocal space and using the pro-
jected density operators defined in Eq. (1), we can write
this Hamiltonian as32,35
H =
1
2
∑
σ1,··· ,σ4
∑
q
vσ1,··· ,σ4n (q)ρ¯
σ1σ3(−q)ρ¯σ2σ4(q),
where we absorbed the form factor into an effective in-
teraction, which is given by32,33
vσ1,··· ,σ4n (q) = v(q)F
σ1σ3
n (−q)Fσ2σ4n (q),
with v(q) = 2pie2/q the usual Coulomb interaction
in reciprocal space, where  denotes the dielectric con-
stant. Since terms of the form Fσ,σn (∓q)Fσ
′,−σ′
n (±q) or
Fσ,−σn (−q)Fσ,−σn (q) are exponentially small in a/`B and
backscattering terms of the form Fσ,−σn (−q)F−σ,σn (q) are
algebraically small in a/`B
32, we may write the inter-
action Hamiltonian up to leading order in perturbation
theory as
H =
1
2
∑
σ,σ′
∑
q
vgn(q)ρ¯σ(−q)ρ¯σ′(q), (2)
where we defined ρ¯σ(q) ≡ ρ¯σσ(q) and vgn(q) is the effec-
tive interaction in graphene, given by
vgn(q) = v(q)[F
g
n(q)]
2, (3)
with F gn(q) the graphene form factor
F gn 6=0(q) =
1
2
[
L|n|
(
q2`2B
2
)
+L|n|−1
(
q2`2B
2
)]
e−q
2`2B/4, (4)
F g0 (q) = e
−q2`2B/4. (5)
Notice that for n = 0, the form factor coincides with the
one for conventional 2DEGs25 and for n > 0 it averages
two of them over two adjacent GaAs Landau levels.
A. Effective interaction
For GaAs, the effective Coulomb potential in Landau
level n is
vn(q) = v(q)
[
Ln
( |q|2`2B
2
)]2
e−|q|
2`2B/2.
3As shown by Goerbig et al.35, by rewriting the effec-
tive interaction in real space and subsequently scaling
it by RC/`B , while simultaneously scaling the coordi-
nates by RC , a universal curve arises for all n > 0, where
RC denotes the cyclotron radius. In the scaled interac-
tion, a shoulder emerges at a universal length scale of
2RC , which can lead to the formation of electron-bubble
phases.
The real-space interaction for various Landau levels
in graphene is shown in Fig. 1a. To construct a scaled
potential for graphene, we must take into account that
the appropriate cyclotron radius must also be averaged
over two Landau levels, because of the averaging of two
form factors. Hence, it reads
R¯C =
`B
2
(√
2n+ 1 +
√
2(n− 1) + 1
)
.
The scaled real-space potential v˜n(r), defined by
v˜gn(r/R¯C)
R¯C/`B
= vgn(r),
is shown in Fig. 1b. Here, we can see a universal length
scale of 2R¯C emerging in the scaled potential, except in
the n = 1 Landau level, which remains scale free. This
is a consequence of the averaging of the n = 1 and n = 0
Landau level, since the lowest Landau level interaction is
also scale free25. Hence, we expect only a Wigner crystal
or a liquid phase in the n = 1 Landau level, since the
existence of bubbles is intrinsically linked to the effective
attractive interaction at length scales R¯C < r < 2R¯C ,
which manifests as a shoulder (a plateau) in the effective
rescaled potential for n > 1.
III. SOLID PHASE
As a first step in describing electron-solid phases (like
Wigner crystals and bubble phases) in graphene, we con-
sider a fully spin- and valley-polarized state, such that
the interaction Hamiltonian reads
H =
1
2
∑
q
vgn(q)ρ¯(−q)ρ¯(q).
As shown by Goerbig et al.25, the electron-solid phases
in GaAs are accurately described by the Hartree-Fock
Hamiltonian
HHF =
1
2
∑
q
uHFn (q)〈ρ¯(−q)〉ρ¯(q),
where
uHFn (q) = u
H
n (q)− uFn (q),
where the Hartree term is simply the effective interaction
uHn (q) = vn(q) and the Fock exchange term is given in
n = 1
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FIG. 1: (Color online) (a) Effective real-space potential in
various Landau levels. (b) The rescaled potential. A universal
length scale emerges, except in the n = 1 Landau level.
terms of vn(q) by
uFn (q) =
1
NΦ
∑
p
vn(p)e
−i(pyqx−qypx)`2B .
For graphene, we can use the same Hartree-Fock Hamil-
tonian by simply substituting the appropriate effec-
tive potential vgn(q). The Hartree term is then simply
uHn (q) = v
g
n(q), and the exchange potentials u
F
n (q) in
graphene can be computed explicitly. In the first few
Landau levels they read
uF1 (q) =
e−q˜
2/4
32nΦ
√
pi
2
[
(22 + 2q˜2 + q˜4)I0
(
q˜2
4
)
−(4q˜2 + q˜4)I1
(
q˜2
4
)]
, (6)
uF2 (q) =
e−q˜
2/4
512nΦ
√
pi
2
×
[
(290− 12q˜2 + 28q˜4 − 2q˜6 + q˜8)I0
(
q˜2
4
)
−(56q˜2 + 30q˜4 + q˜8)I1
(
q˜2
4
)]
, (7)
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FIG. 2: (Color online) Cohesive energy of the WC and 2-
bubble phases for conventional 2DEGs25 (dashed line) and
graphene (solid line) in the n = 1 Landau level.
uF3 (q) =
e−q˜
2/4
18432nΦ
√
pi
2
[
(9270− 1458q˜2 + 1809q˜4
−360q˜6 + 114q˜8 − 14q˜10 + q˜12)I0
(
q˜2
4
)
−(1836q˜2 + 1563q˜4 − 192q˜6 + 92q˜8
−12q˜10 + q˜12)I1
(
q˜2
4
)]
, (8)
where nΦ = NΦ/A and q˜ ≡ `Bq. Using these potentials,
the cohesive energy of an M -electron bubble phase can
be written as25
EBcoh(n;M, ν¯) =
nΦν¯
M
∑
l
uHFn (Gl)
J1(
√
2M`B |Gl|)2
`2B |Gl|2
,
where Gl are the lattice vectors of the reciprocal trian-
gular lattice that is formed by the electrons. In Fig. 2,
we have compared the cohesive energy of the relevant
solid phases in the n = 1 Landau level for graphene and
GaAs. The Wigner crystal phase clearly has lower energy
in graphene than in GaAs for filling factors larger than
0.1, whereas the 2-electron-bubble phase in graphene has
a higher energy for small filling factors and a lower energy
for filling factors larger than 0.3, approximately.
When comparing our results to numerical calculations
of the bubble energies using Green’s functions, done by
Zhang et al.36, we can conclude that the results are in
qualitative agreement, as can be seen from Table I. The
transition points between the Wigner crystal and the
2-electron-bubble phase and the transition between the
2-electron-bubble and 3-electron-bubble phase occur at
similar values of the filling factor. The only significant
difference is in the n = 1 Landau level. Furthermore,
they also calculated the energy of the oblique Wigner
crystal and it turns out that this phase becomes the
ground state near half filling36. Hence, it does not in-
terfere with the solid phases that we consider, and we
neglect this possibility in the following.
LL Transtition point Numerical re-
sults by Zhang
et al.36
Our analyti-
cal results
n = 1 WC → 2-bubble ν¯ = 0.62 ν¯ = 0.44
n = 2
WC → 2-bubble ν¯ = 0.28 ν¯ = 0.25
2-bubble → 3-bubble ν¯ = 0.43 ν¯ = 0.43
n = 3
WC → 2-bubble ν¯ = 0.18 ν¯ = 0.18
2-bubble → 3-bubble ν¯ = 0.30 ν¯ = 0.30
TABLE I: Comparison between our analytical results and nu-
merical results by Zhang et al.36 of the filling factors at which
the transition of various phases occurs.
IV. LIQUID PHASE
In terms of FQHE liquid candidate states, we confine
ourselves to the Laughlin states12 at filling factors ν¯L =
1/(2s + 1), with s integer. The total energy of such a
state is then given by25
U = ELcoh(n, s)−
ν¯
2A
∑
q
vn(q). (9)
The cohesive energy of the liquid phase ELcoh(n, s) is
given, in terms of Haldane’s pseudopotentials37
V n2m+1 =
1
NΦ
∑
q
vn(q)L2m+1(q
2`2B)e
−q2`2B/2, (10)
by
ELcoh(n, s) =
ν¯
pi
∞∑
m=0
cs2m+1V
n
2m+1, (11)
where cs2m+1 are dimensionless coefficients that are sub-
ject to three sum rules that stem from charge neutrality,
perfect screening and compressibility38. Usually the co-
efficients are calculated by Monte Carlo simulations using
these sum rules as constraints38. However, they can also
be calculated analytically assuming that cs2m+1 = 0 for
m ≥ s + 3, together with the condition that the elec-
trons repel each other at short distances, such that we
can write cs2m+1 = −1 for m < s39. This procedure
yields the coefficients given in Table II, which are used
below to analytically calculate the energy of the Laughlin
liquid62.
cs1 c
s
3 c
s
5 c
s
7 c
s
8 c
s
11 c
s
13
s = 1 -1 17/32 1/16 -3/32 0 0 0
s = 2 -1 -1 7/16 11/8 -13/16 0 0
s = 3 -1 -1 -1 -25/32 79/16 -85/32 0
s = 4 -1 -1 -1 -1 -29/8 47/4 -49/8
TABLE II: Coefficients cs2m+1, where s represents the frac-
tional filling ν¯ = 1/(2s+ 1).
5ν¯ = 1/3 ν¯ = 1/5
analytic numerical analytic numerical
n = 0 -0.409 −0.409± 0.001 -0.327 −0.327± 0.002
n = 1 -0.370 −0.369± 0.001 -0.311 −0.311± 0.002
n = 2 -0.265 −0.290± 0.002 -0.273 −0.273± 0.003
ν¯ = 1/7
analytic numerical
n = 0 -0.280 −0.281± 0.003
n = 1 -0.271 −0.271± 0.004
n = 2 -0.252 −0.251± 0.005
TABLE III: Comparison of our analytic results for the to-
tal ground state energies U of the Laughlin liquid phase in
graphene (in units of e2/`B) with the exact ground state
energies obtained numerically (see Appendix A).
For graphene, we can calculate these cohesive ener-
gies by substituting the effective potential vgn(q) in the
Haldane’s pseudopotentials (10). To compute the total
energy, we also have to substitute vgn(q) in Eq. (9). The
analytic results for the total energy using these equa-
tions are shown in Table III, together with the results
from exact-diagonalization calculations. (Details on the
exact diagonalization method can be found in the Ap-
pendix A). Note that the numerical result in Table III
refers to the exact ground state energy (per particle) of
the Coulomb interaction, extrapolated to the thermody-
namic limit (as NΦ →∞); in contrast, the analytic result
is the variational energy that is obtained when the trial
state is assumed to be described by the Laughlin wave
function. Although in general these two values can be
different, we can conclude that the theoretical and nu-
merical calculations are in excellent agreement: all the
values coincide within the range of uncertainty of the nu-
merical calculations, except for ν¯ = 1/3 in the n = 2
Landau level. However, this is to be expected if we com-
pare the energies of the electron-liquid and electron-solid
phases (see Section V), because for that filling the energy
of the electron-solid is lower than that of the Laughlin
liquid.
In the vicinity of the Laughlin states, we can use a first-
order expansion to include the energy of the quasiparticle
and quasihole excitations ∆±. The total cohesive energy
of the quantum liquid then reads25
Eq−lcoh (n, s, ν¯±) = E
L
coh(n, s) + [±ν¯(2s+ 1)− 1]∆n±(s).
The quasiparticle/quasihole excitation energies
(∆+/∆−) in the n-th Landau level were derived
using Murthy and Shankar’s “Hamiltonian theory”40,41.
They read
∆n+(s, p) =
1
2
∫
q
vn(q)〈p|ρ¯p(−q)ρ¯p(q)|p〉
−
∫
q
vn(q)
p−1∑
j′=0
|〈p|ρ¯p(q)|j′〉|2,
∆n−(s, p) =−
1
2
∫
q
vn(q)〈p− 1|ρ¯p(−q)ρ¯p(q)|p− 1〉
+
∫
q
vn(q)
p−1∑
j′=0
|〈p− 1|ρ¯p(q)|j′〉|2,
where the matrix elements are given explicitly by25
〈j|ρ¯p(q)|j′〉 =
√
j′!
j!
(−i(qx − iqy)`∗Bc√
2
)j−j′
× e−|q|2`∗2B c2/4
[
Lj−j
′
j′
( |q|2`∗2B c2
2
)
−c2(1−j+j′)e−|q|2`∗2B /2c2Lj−j′j′
( |q|2`∗2B
2c2
)]
,
with `∗B = `B/
√
1− c2 and c2 = 2ps/(2p+1), with s and
p integers.
When we calculate the quasiparticle/quasihole energies
for graphene by inserting the appropriate effective inter-
action vgn(q), we do not obtain good agreement with the
numerical results (see Table IV). However, there are sev-
eral possible complications that we must consider when
interpreting this result. First, the finite-size extrapola-
tion of numerical data is much less accurate for excited
states, compared to the ground-state energy. Second, it
should be noted that even for the conventional 2DES,
there is a factor of 2 discrepancy between the predictions
of the Hamiltonian theory and numerical calculations.
In Fig. 3, this is illustrated by a comparison of the gaps
∆ = ∆++∆− calculated analytically by the Hamiltonian
theory of Murthy and Shankar41 and numerically by Park
et al.42 for a conventional 2DES in the lowest Landau
level. The gaps are plotted as a function of the thickness
parameter λ, which appears in the so-called Zhang-Das
Sarma potential as40 v(q) = (2pie2/q)e−qλ. This phe-
nomenological interaction mimics the “softening” of the
Coulomb interaction due to finite thickness of the 2DES.
In our case, only λ = 0 is relevant because graphene
is atomically thin in the perpendicular direction. From
this figure, we see that for λ = 0 the gap calculated with
the Hamiltonian theory is twice as large as the numerical
one. Remarkably, the theory of Goerbig et al.25, which
uses the Hamiltonian theory to compute the quasiparti-
cle and quasihole energies, reproduces the experimental
phase diagram of GaAs very accurately43. We therefore
adopt this approach as a first-order approximation to the
competing solid and liquid phases in graphene Landau
levels.
6LL ν¯ Numerical results Analytic results
n = 1
1/3 0.116± 0.002 0.143
1/5 0.020± 0.002 0.064
1/7 0.007± 0.001 0.040
n = 2
1/3 0.02± 0.01 0.114
1/5 0.026± 0.003 0.067
1/7 0.008± 0.001 0.048
TABLE IV: Comparison of numerical and analytic results for
the excitation gap ∆ = ∆+ + ∆−.
FIG. 3: Charge gaps δ [∆ in our notation] in the lowest Lan-
dau level calculated analytically using the Hamiltonian theory
of Murthy and Shankar40,41 and numerically by Park et al.42.
The p = 1 case corresponds to the filling ν¯ = 1/3. The figure
is reproduced from Ref. [40].
V. COMPETITION BETWEEN PHASES
Now, we compare the energies of the solid phases with
those of the liquid phase to determine the phase diagram
in various Landau levels. Remember that in the lowest
Landau level the energies in graphene are the same as in
GaAs.
For the n = 1 Landau level, the results are shown in
Fig. 4(a). The first thing to notice is that the Laughlin-
liquid energies are always well below those for the Wigner
crystal (blue solid line) or bubble phase (yellow solid
line). Away from the filling factors ν¯ = 1/(2s + 1), the
energies of the liquid phase are expected to be slightly
higher than the Laughlin-liquid energy because of the in-
compressibility gap. However, because the slopes of the
energies of the liquid phase, which are determined by the
quasiparticle and quasihole energies, are so small, it is
very unlikely that the liquid-phase energies will exceed
the electron-solid energies. This case is actually quite
similar to the lowest Landau level. The resemblance is
understandable because the form factor in graphene is a
combination of the n-th and the (n − 1)-th form factor
of GaAs, hence the lowest Landau level behavior may be
dominating in this case.
For the n = 2 Landau level shown in Fig. 4(b), the
FQHE is not expected to occur at ν¯ = 1/3, since the 2-
electron-bubble phase is lower in energy. The other FQH
states might be visible, however.
For the n = 3 Landau level in Fig. 4(c), the ν¯ = 1/3
and the ν¯ = 1/5 Laughlin states are always higher in
energy than the bubble phases, thus they will not be
visible. At higher filling factors, there are 2-electron-, 3-
electron- and possibly 4-electron bubbles appearing and
also coexisting, as it would be evident by performing a
Maxwell construction.
A. The effect of impurities
Until thus far, we have not considered impurities in the
sample. These impurities can collectively pin the solids
and lower their energy, while the incompressibility of the
liquid phases makes them not very susceptible to impuri-
ties. Hence, we neglect the small change in the liquid en-
ergy due to disorder. To take the impurities into account,
we model them by a Gaussian impurity potential with
strength V0 and correlation length ξ in the weak-pinning
limit. In this limit, the energy gained by individually fol-
lowing the impurity potential is small compared to the
elastic energy it costs to deform the crystal. However,
the energy gained by collectively following the impurity
potential is large enough to overcome the elastic energy
of the deformation. The energy density that describes
this competition is given by44,45
(L0) =
µξ2
L20
− V0
√
nel
L0
,
where µ is the elasticity of an M -electron bubble and is
given by µ ≈ 0.25M2e2n3/2M /, with nM = ν¯/2piMl2B the
bubble density25. Furthermore, L0 is the Larkin length,
which is the typical length scale on which the electron-
solid is collectively pinned by impurities. Minimizing
this energy with respect to L0 yields the reduction of
the solid-phase energy due to pinning by impurities, as
derived in Ref. 25,
δEBcoh(M, ν¯) = −
e2
`B
(2pi)3/2√
Mν¯3/2
E2pin,
where the dimensionless pinning energy is defined as
Epin = (V0/ξ)/(e
2/`2B) and M is the number of elec-
trons per bubble. We re-evaluate the phase diagrams
with this energy, as shown in Fig. 5.
In the n = 1 Landau level, the ν¯ = 1/3 and ν¯ = 1/5 liq-
uid states are much lower in energy than the solid phases,
even when taking the impurities into account. On the
other hand, for a strong impurity potential the Wigner
crystal phase can become the ground state for small fill-
ing factors. Reentrant behavior, where solid and liquid
phases alternate with each other, is also conceivable if
the impurity potential is very strong.
In the n = 2 Landau level, the dashed lines in Fig. 5(b)
show that if there are a lot of impurities in the sample,
the FQH states at low fillings might be dominated by the
Wigner crystal. The ν¯ = 1/5 state seems to be the most
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FIG. 4: (Color online) Energies of various bubble phases in
the (a) n = 1, (b) n = 2 and (c) n = 3 Landau level in
graphene. The dashed lines denote the slope of a single quasi-
particle or quasihole energy, computed by the Hamiltonian
theory, relative to the ground state. Note that the plots show
only the cohesive part of the total energy, therefore the liquid
energies in this figure differ from Table III.
likely to be visible in this Landau level. For filling factors
within the range 0.2− 0.32 there might also be a Wigner
crystal coexisting with a 2-electron bubble.
In the n = 3 Landau level, the FQH states at lower fill-
ings may only be seen in very clean samples, as indicated
by the dashed lines in Fig. 5c. Otherwise, the Wigner
crystal will be the ground state for low filling and since
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FIG. 5: (Color online) Energies of various bubble phases in
the (a) n = 1, (b) n = 2 and (c) n = 3 Landau level in
graphene, where the dashed (dashed-dotted) lines represent
the solid phases in an impurity potential with Epin = 10
−4
(Epin = 2.5 · 10−5).
the crystal is pinned by the impurities, the collective slid-
ing mode is suppressed25, which leads to a broadening of
the plateau in the Hall resistance at integer filling.
B. The effect of Landau-level mixing
Besides sample impurities, there are some other fac-
tors that can have an influence on the energies of the
8liquid and solid phases. One of them is Landau-level
mixing46–54. Thus far, we have assumed that there are
no inter-Landau-level excitations, hence all dynamics was
restricted to one single Landau level. However, if the
Coulomb interaction energy becomes of the same order
as the inter-Landau-level separation ~vF /`B , then these
excitations can have a considerable probability, even if
the Landau level is only partially filled. Note that the no-
tion of Landau-level mixing should not be confused with
the fact that the form factor in graphene is a sum of the
usual form factors in the n-th and (n−1)-th Landau level.
Although this may intuitively appear as a mixing of the
two consecutive Landau levels, our previous discussion
has neglected the explicit inter-Landau-level excitations.
To quantitatively characterize the effect of Landau
level mixing, one introduces the mixing parameter κ, de-
fined by
κ =
e2/`B
~vF /`B
=
e2
~vF
.
The only parameters that determine the value of κ are
the Fermi velocity vF and the dielectric constant . These
are material properties, which depend on the substrate.
For free-standing graphene κ ≈ 2.2, while on substrates
such as SiO2 or BN, it takes slightly lower values κ ≈ 0.9
and κ ≈ 0.5−0.8, respectively51. In Ref. [51], the effect of
Landau level mixing in graphene on the Laughlin-liquid
states in the ν¯ = 1/3 case is investigated in the n = 0 and
n = 1 Landau level. This effect turns out to be negligi-
ble for κ . 2 in the lowest Landau level and for κ . 1 in
the n = 1 Landau level. Hence, for not too large values
of κ most states will be unaffected. However, the Lan-
dau level mixing is expected to get stronger for higher
values of n. Additionally, the corrections to the renor-
malized Coulomb interaction due to Landau level mixing
include not only two-body terms, but also three body
(and higher-order) terms, which break particle-hole sym-
metry. Such terms could affect, for example, the stability
of ν¯ = 1/3 state relative to ν¯ = 2/3. The full treatment
of Landau-level mixing effects, however, is beyond the
scope of present work.
On the level of the Hartree-Fock approximation, which
we expect to hold for the solid phases, we note that
Ref. [55] has investigated the validity of the single-
Landau-level approximation. In turns out that there
are no qualitative changes in the phase diagram, e.g.,
in the n = 2 Landau level there are still phase transi-
tions from Wigner crystal to 2-electron bubble and then
to 3-electron bubble, but these transitions might occur at
slightly different filling factors. Furthermore, the cohe-
sive energies stay in the same range as they were (within
about 10%). As a last remark, we note that the inter-
Landau-level spacing becomes smaller for higher Landau
levels, since it scales like
√
n+ 1−√n, which goes to zero
for increasing n, and one might argue that Landau-level
mixing then becomes dominant. However, in Ref. [55] it
was also shown that this argument is too simplistic, and
it turns out that the single-Landau-level approximation
stays in fact applicable, even for large n.
VI. CONCLUSIONS
We calculated the energies of various electronic phases
in partially-filled Landau levels in graphene. For the
liquid phase, we compared our analytic calculations for
the electron-liquid energies to the exact values obtained
by numerical diagonalization and finite-size scaling. We
found excellent agreement between the two approaches.
For the lowest Landau level (n = 0), graphene behaves in
the same way as GaAs, which exhibits no charge-density
waves but only electron-liquid phases. Thereby, the frac-
tional quantum Hall effect can be observed at filling fac-
tors ν¯ = 1/(2s+ 1), for integer s. For the n = 1 Landau
level in graphene, we have seen that there are still some
characteristics of the lowest Landau level present, as a
consequence of the Landau level averaging in the form
factor. We have shown that the liquid phases are lower
in energy than the solid phases for all filling fractions.
However, impurities in the sample can lower the energy
of the electron-solid phases, especially at low filling. In-
deed, if the impurity potential is sufficiently strong, the
ν¯ = 1/7 and ν¯ = 1/9 fractional quantum Hall states can
be washed out. The plateau in the resistivity will then
be broadened. In higher Landau levels, the electron-solid
phases become more pronounced. In the n = 2 Landau
level, for instance, the ν¯ = 1/3 fractional quantum Hall
state is dominated by the 2-electron-bubble phase, even
without impurities. As the Landau level increases, more
bubble phases emerge and there might also be phase co-
existence between different electron-solid phases. From
the phase diagrams that we constructed, one can deter-
mine the filling factors for which there might be electron
bubbles and in future experiments one can attempt to
measure these bubble phases to verify existing predic-
tions that were done using numerical calculations on the
local density of states56.
In this work, we have assumed that graphene’s SU(4)
symmetry32 is completely broken, and the fractional
states mentioned above correspond to partial fillings
of a sublevel with the given spin- and valley quantum
number. Under SU(4) symmetry, integer quantum Hall
states in graphene occur at experimental filling factors
ν0 = ±2(2k + 1), k = 0, 1, 2, 3, . . .. Thus, our Landau
level n = 0 corresponds to the range of experimental fill-
ing factors −2 ≤ ν0 ≤ 2, Landau level n = 1 on the elec-
tron side is 2 < ν0 ≤ 6, Landau level n = 2 is 6 < ν0 ≤ 10,
etc. In experiment, our results suggest that first possible
signatures of electron solid phases occur at fillings around
or above ν0 +0.3 for ν0 ∈ {6, 7, 8, 9}. Moreover, electron-
solid phases are expected to become more prominent at
fillings above ν0 + 0.2, ν0 ≥ 10.
Although charge-density waves have been observed in
graphene, the underlying mechanisms are very different
to the one described in this work. For example, charge-
density waves were observed in twisted graphene layers57.
9By twisting the two layers of bilayer graphene, the van
Hove singularities are lowered and charge-density waves
become experimentally observable. In recent Hofstadter
butterfly experiments in graphene superlattices58, there
were also signs of charge-density waves. However, in
monolayer graphene, there have been no experimental
signs thus far of a charge-density wave that arises due to
electronic interactions in a quantum Hall system, which
is the system that we have described here. It would be
interesting to see whether future experiments in higher
Landau levels can verify our theoretical predictions of the
various electron phases in graphene, just like they did for
GaAs.
Appendix A: Exact diagonalization results
For the purposes of numerical finite-size calculations,
we must choose an appropriate geometry (boundary con-
dition). Since the FQHE occurs in an effectively contin-
uum system of electrons, various choices are possible and
have been used in the literature: finite disk, sphere, and
periodic boundary conditions, either along one direction
(cylinder geometry) or both x and y-directions (torus).
Our goal is to compute the ground-state energy and
excitation gap, which are bulk properties. Therefore, it
is convenient to choose a closed system in order to elim-
inate edge effects. This rules out finite disk and cylinder
geometry. In many cases, sphere geometry would be the
simplest choice because the ground state of incompress-
ible liquids is always unique (while on a torus, it has a de-
generacy of at least q for filling fraction ν = p/q). Unfor-
tunately, due to the more complicated form of graphene
form-factors in Eq. (4), we expect that the correspond-
ing Haldane pseudopotentials on a finite sphere must be
computed numerically. More importantly, because we
consider a competition between electron-liquid and -solid
phases, it is essential that they are treated on the same
footing. This is difficult to achieve in the spherical ge-
ometry, which intrinsically favors liquid phases over crys-
talline ones. Hence, for our purposes the torus geometry
remains as the most natural choice for finite-size calcu-
lations.
The description of FQHE in the torus geometry is in-
troduced and explained in detail in Refs. [59,60]. The
2DES is placed on a surface Lx×Ly with periodic bound-
ary conditions along both x and y-directions. Because of
the magnetic field, the system is invariant under magnetic
translations, which are ordinary translations followed by
a gauge transformation. Haldane has shown59 how to
construct an eigenbasis in the many-body Hilbert space
that is invariant under such transformations. This also
results in a conserved quantum number – the “pseudo-
momentum” – which labels all many-body states. The
final Hamiltonian is similar to Eq. (2) except that the
density operators must also be compatible with the mag-
netic translations, and the Coulomb potential must be
periodic in the unit cell. This periodicity implies that in
order to calculate the energy of the 2DES, we must in-
clude a correction due to the interactions of an electron
with its periodic images, known as the Madelung term60.
Using iterative (Lanczos) diagonalization, in Fig. 6 we
compute the ground-state energy of a finite 2DES con-
taining N electrons in the n = 0, 1, 2 Landau levels of
graphene. In all the calculations, the unit cell of the
2DES is a square with area equal to 2pi`2BN/ν. In each of
the Landau levels, we obtain the ground state for three
filling factors ν = 1/3, 1/5, 1/7. By performing a sim-
ple 1/N fit, we are able to obtain accurate estimates
of the energy per electron in the thermodynamic limit.
These values agree with the previous data in the liter-
ature (where available) and with our analytic results in
Sec. IV. The extrapolation is less trustworthy in the
n = 2 Landau level; here we expect the ground state
to break translation symmetry and therefore its energy
should be very sensitive to the shape of the unit cell.
By imposing the square unit cell, we have likely intro-
duced another finite-size effect; this could possibly be
minimized by looking for a global energy minimum be-
tween all possible shapes of the unit cell for each given
N , but we have not performed such an exhaustive search.
Additionally, by diagonalizing the system in sectors of
the Hilbert space that contain N electrons in an area of
size 2pi`2B(N/ν± 1), we can obtain the energy of the sys-
tem with one added quasiparticle (-) or quasihole (+). In
these cases, in order to get the total energy, we must care-
fully correct for the fact that a quasiparticle or quasihole
also interacts with own images due to periodic bound-
ary conditions. Assuming the excitation is a point ob-
ject (i.e., much smaller in area than 2pi`2BN/ν, which is
justified for the Laughlin states), this correction can be
computed in the way explained in Ref. [61]. Accounting
for this, in Fig. 7 we plot the “charge gaps” defined as
∆ = EN,2pi`2B(N/ν+1) + EN,2pi`2B(N/ν−1) − 2EN,2pi`2BN/ν in
the n = 1 and n = 2 Landau levels of graphene. Typi-
cally, the finite-size effects in the scaling of gaps are worse
than for the ground-state energy. We see that our extrap-
olations are still rather accurate in the n = 1 Landau
level, but become significantly worse in the n = 2 Lan-
dau level. Similar to the energy calculation, if the ground
state in the n = 2 Landau level is not a liquid, there is no
reason to assume that the optimal shape of the unit cell
should be a square. This may be partly responsible for
the poorer scaling of the data in this case. The fact that
the system displays such sensitivity to the geometry is a
strong indication that the ground state is not a liquid.
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