ABSTRACT To fully understand the mechanisms of defibrillation, it is critical to know how a given electrical stimulus causes membrane polarizations in cardiac tissue. We have extended the concept of the activating function, originally used to describe neuronal stimulation, to derive a new expression that identifies the sources that drive changes in transmembrane potential. Source terms, or virtual electrodes, consist of either second derivatives of extracellular potential weighted by intracellular conductivity or extracellular potential gradients weighted by derivatives of intracellular conductivity. The full response of passive tissue can be considered, in simple cases, to be a convolution of this "generalized activating function" with the impulse response of the tissue. Computer simulations of a two-dimensional sheet of passive myocardium under steady-state conditions demonstrate that this source term is useful for estimating the effects of applied electrical stimuli. The generalized activating function predicts oppositely polarized regions of tissue when unequally anisotropic tissue is point stimulated and a monopolar response when a point stimulus is applied to isotropic tissue. In the bulk of the myocardium, this new expression is helpful for understanding mechanisms by which virtual electrodes can be produced, such as the hypothetical "sawtooth" pattern of polarization, as well as polarization owing to regions of depressed conductivity, missing cells or clefts, changes in fiber diameter, or fiber curvature. In comparing solutions obtained with an assumed extracellular potential distribution to those with fully coupled intra-and extracellular domains, we find that the former provides a reliable estimate of the total solution. Thus the generalized activating function that we have derived provides a useful way of understanding virtual electrode effects in cardiac tissue.
INTRODUCTION
The question of how an applied electric field affects the heart is of fundamental importance in cardiac electrophysiology, particularly as it relates to widespread clinical treatment of defibrillation. The mechanisms of defibrillation, while largely unresolved, are known to involve changes in the transmembrane potentials of cardiac cells (Witkowski and Kerber, 1991; Walcott et al., 1994) . Thus the effects a given electrical stimulus will have on the transmembrane potential in a region of tissue (i.e., whether it depolarizes or hyperpolarizes the membrane, and the magnitude of this polarization) are very relevant.
Theoretical models and computer simulations have proved to be valuable in understanding the mechanisms of electrical stimulation of cardiac tissue (and of other excitable tissues as well). Obviously, theorizing alone cannot replace rigorous and well-designed experiments, but the proper framework for considering the problem of electrical stimulation can help in making predictions and gaining insight from previously obtained results. The body of theoretical and computational work that relates to cardiac stimulation is considerable, and many possible mechanisms for stimulation have been described (for review see Roth, 1994, Roth and Wikswo, 1996) . These mechanisms can be divided into effects that occur close to the stimulating electrodes or tissue boundaries, so-called near-field or boundary effects, and those that occur far away from the electrodes, in the bulk of the myocardium, which we will refer to as bulk effects. Examples of the former include the fall-off in potential due to current redistribution near a tissue border, and the "dog bone" pattern of membrane polarization and virtual electrode effects caused by point stimulation of tissue (Sepulveda et al., 1989; Knisley et al., 1994) . Most investigations to date on possible bulk mechanisms have focused on the predicted "sawtooth" potential pattern produced by relatively high resistance gap junctions between adjacent cells (Plonsey and Barr, 1986a; Krassowska et al., 1987; Cartee and Plonsey, 1992; Trayanova and Pilkington, 1993) , but recently it has been suggested that fiber curvature and fiber branching may also contribute to membrane polarization away from the electrodes (Trayanova and Roth, 1992; . With few recent exceptions (Trayanova, 1996) , the analyses of boundary and bulk effects have tended to proceed along different lines, and the two cases have been considered to occur by different mechanisms. To date, little has been done to develop a common framework for understanding different mechanisms of cardiac stimulation.
Rattay, in analyzing the stimulation of a neuron by a point source, used the phrase "activating function" to describe the source term that acted to excite the fiber (Rattay, 1986 (Rattay, , 1988 . Building on the earlier work of McNeal (1976) , Rattay noted that the second derivative of extracellular potential along the fiber axis drove changes in transmem-1410 brane potential. Since these investigations several other researchers have examined and applied these ideas to their studies of electrical stimulation (Warman et al., 1992; Plonsey and Barr, 1995; Neunlist and Tung, 1995) . It is now widely recognized that although the activating function does not describe the full response of the fiber, it can be useful for predicting the locations and magnitudes of the current sources that will influence the membrane, for determining the initial change in transmembrane potential at all points along the fiber, and for estimating the eventual pattern of transmembrane potentials in the nerve fiber (Altman and Plonsey, 1990; Roth, 1994; Durand, 1995) . However, because a neuron is thin enough that it can be considered isopotential across its diameter, this analysis has been confined to the one-dimensional case and has not been widely used to study cardiac stimulation, where the anisotropy inherent in cardiac tissue (Clerc, 1976; Roberts et al., 1979) can play an important role in stimulation. The application of these concepts has also been limited because the activating function implicitly assumes that the potentials outside the tissue can be determined, are unchanging throughout the stimulus, and are affected little by the tissue transmembrane currents. In cardiac tissue, where the intracellular and extracellular domains are electrically coupled, it is not known how well these assumptions will hold when strong stimuli are applied. Thus, until now it has not been clear how applicable the idea of the activating function may be to the problem of stimulation of the heart.
In this study we demonstrate that the concept of the activating function can be extended to higher dimensions. We derive a general form for the activating function that includes contributions of nonuniform fields and nonuniform intracellular conductivities. We investigate the assumptions inherent in this formulation, and show that this "generalized activating function" is useful for understanding known mechanisms of stimulation and for predicting new ways in which virtual electrode effects can be produced. As has been shown in one-dimensional simulations (Warman et al., 1992; Neunlist and Tung, 1995; Plonsey and Barr, 1995) , the response of the tissue can be thought of as a convolution of the activating function with the point response of the tissue, so the transmembrane potential distribution appears as a filtered version of the activating function. THEORY Derivation of the generalized activating function Our analysis begins with the bidomain equations, which describe the relationship between potential, conductivity, and membrane current in multidimensional cardiac tissue.
In regions devoid of external stimulation, the appropriate equations are (Henriquez, 1993) V * (GiV(Di) = Im The right-hand side is the activating function in its most general form (which we will refer to as S). When a stimulus is applied at diastole, initially Vm is zero everywhere in the tissue, and ionic current is zero, so the first and third terms on the left-hand side will drop out. Under these conditions, we see that the activating function will drive the initial change in membrane potential.
Exact and approximate steady-state solutions Clearly, the generalized activating function represents a source term for Vm, but thus far we have said nothing about how the extracellular potential distribution is established. The circumstances of the stimulation, such as the electrode placement and the magnitude of the stimulating current, will have a large influence on the potentials and fields that exist outside the cells, and often a good prediction of these potentials can be arrived at by considering these conditions. For example, in some cases circumstances suggest that a region of tissue will experience a uniform field. We refer to this estimate as the primary potential distribution, and denote it by (P. However, tissue membrane currents, which in general cannot be predicted a priori, will have a secondary effect on (De, which can be seen by examining Eq. 2. Thus we can write the extracellular potential as the sum of the primary potential distribution, (DP, and a secondary potential, V, that reflects the influence of the tissue on these potentials. In other words,,e = (P + F, where (De represents the total, exact solution for extracellular potential that is determined by solving Eqs. 4 and 2 simultaneously. Since the extracellular potential gradient is part of the generalized activating function, we can also write this term as the sum of primary and secondary components. For passive, steady-state conditions, Eq. 4 becomes Sobie et al. 1411 Volume 73 September 1997
where the volume-specific membrane resistance, R' (in Q _ cm3), is related to the area-specific resistance by 63. An exact solution for membrane potential must take into account both components of the extracellular fields, but an approximate solution can be obtained if only the primary sources are considered, provided that the primary source term dominates the secondary source term. We expect that this will be the case in many situations, because the applied fields, and hence extracellular currents, can be large compared with the membrane currents. In some of our simulations, we will examine the validity of this assumption as well as investigate how a reliable estimate of the primary potential distribution can be obtained.
Definition of conductivity tensor
Orthotropic anisotropy is the most general case of anisotropy, and to characterize a domain of this sort we must define conductivities in each of three principal directions (Nielsen et al., 1991; Hunter et al., 1992) . In light of the fibrous structure of the heart, we denote these conductivities as gl, along the fiber axis, and gt and gu, in the two principal directions perpendicular to the fiber axis. In the fiber coordinate system, the conductivity tensor is diagonal: (Warman et al., 1992; Neunlist and Tung, 1995; Plonsey and Barr, 1995 The system of linear equations that defined the potentials in the tissue was solved with an LU decomposition routine that took advantage of the bandedness and sparseness of the system matrix. All simulations were implemented in MAT-LAB (The Math Works, Natick, MA) on a Silicon Graphics (Mountain View, CA) workstation.
Boundary conditions and stimulation
In one case, we simulate the response of a thin, twodimensional sheet of myocardium to a point source of current situated above the center of the tissue in a semiinfinite isotropic extracellular space. We solve the approximate problem in this case, and specify extracellular potentials assuming a I/r falloff in potential from the source, as would occur in an infinite isotropic volume conductor. Because of symmetry, we need only solve for the potentials in one quadrant of the tissue, and we assume that all edges of the sheet are sealed (i.e., current cannot flow off the tissue). To calculate the tissue impulse response in these simulations, we assume the extracellular space is grounded and inject a unitary intracellular current at the origin.
In other cases under consideration, we are interested in examining the response of a region that is assumed to lie in the tissue bulk, far from the electrodes. There, current will distribute between the intra-and extracellular domains such that the fields in both domains are equal if the fiber direction is uniform. The relative magnitudes of these currents are easily calculated from the intra-and extracellular conductivities. In the bidomain model, these "redistributed currents" are applied in both domains along the edges of the tissue that are perpendicular to the direction of the applied field. The tissue edges that run in the orthogonal direction are sealed so that no current flows off these borders. The magnitudes of the applied currents are scaled such that the local potential gradients are both equal to 1-V/cm. In the approximate model, a similar strategy is employed, except that currents need to be specified only in the intracellular domain. Because the potential difference between adjacent extracellular nodes is well defined, the intracellular currents needed to cause a 1-V/cm field are easily computed.
Model parameters
Model parameters are given in Table 1 . Intracellular conductivity, membrane conductivity, and surface area-to-volume ratio were chosen in accordance with those used by Sepulveda et al. (1989) . The computed intra-and extracellular conductivities assume an intra-to extracellular volume ratio of 0.7/0.3. We assume the extracellular space to be isotropic. Although resistance measurements in tissue have shown that this is probably not the case (Clerc, 1976) , we feel that this condition is not truly restrictive and will cause only quantitative differences in our results, because our tissue will have an unequal anisotropy ratio. In the twodimensional case, Roth has argued that the tissue anisotropy ratio is more important than the anisotropy of either domain per se in determining the response of the tissue to a point stimulus (Roth, 1992) . Even though we will simulate conditions different from those examined by Roth (i.e., unbounded volume conductor in Fig. 1 and curving fibers in Fig. 6 ), the response of our tissue to stimulation should be qualitatively similar to that of tissue with an anisotropic extracellular space, because the anisotropy ratios in the two domains are unequal.
RESULTS
We begin by examining some well-known examples from the cardiac stimulation literature that illustrate the utility of the generalized activating function. After these, we unbounded volume conductor. When tissue with such unequal anisotropy is stimulated with a point electrode, a "dog bone" pattern of polarization develops, as is shown in Fig.  1 A, which is a contour plot of the resulting transmembrane potential profile. Because of symmetry about the origin, only one quadrant of the tissue is displayed. As has been predicted (Sepulveda et al., 1989; Roth, 1992) and experimentally verified (Neunlist and Tung, 1995; Knisley, 1995; Wikswo et al., 1995) in other studies, the potential induced by the stimulus decays monotonically to zero in the transverse (y) direction, and a region of oppositely polarized tissue (what has been termed the virtual anode) exists in the longitudinal (x) direction. Contours of the corresponding generalized activating function (normalized to its peak value) are displayed in Fig. 1 B. This term is defined by Eq.
16, except that the third term is zero since we are only considering a two-dimensional sheet of tissue. The generalized activating function, which defines the virtual sources, resembles the Vm distribution, but the contour lines are clustered much closer to the origin (note the different x and y axis scales in Fig. 1, A (Jack et al., 1976; Sepulveda et al., 1989) . In Fig. 2 we see that the generalized activating function predicts this phenomenon. The conditions of this simulation are identical to those of Fig. 1 , except that here the intracellular transverse (y) conductance is identical to the longitudinal (x) conductance. Fig. 2 A displays contours of the induced Vm, which are seen to peak at the origin, where the point source is located, and fall off monotonically in all directions. The generalized activating function contours are shown in Fig. 2 B, and again we observe that the tissue response is a low-pass filtered version of this term. Fig. 2 , C and D, illustrates why the generalized activating function predicts oppositely polarized regions when the tissue is unequally anisotropic, but only one polarity of Vm when the tissue is isotropic. From Eq. 15, we see that the source term has two components, gxa2'I4/x2 and gyd2'Fe/ay2, which are plotted in Fig. 2 , C and D, respectively. Surface plots are displayed instead of the contour plots used previously, because these can be visually summed more easily. The two partial second derivatives of potential contribute to the activating function, but their relative contributions depend on the longitudinal and transverse conductivities. When they are equally weighted and summed, the oppositely polarized virtual sources in the x and y directions will mask each other such that the overall activating function becomes the monopolar source shown in Fig. 2 B. If they are unequally weighted, though, sources of opposite polarity will exist side by side. This is apparent when the extreme case of unequal anisotropy, complete transverse uncoupling, is considered. This situation leads to the most pronounced dog-bone pattern (Roth, 1992) and is equivalent to setting either gx or gy to zero, so that the activating function consists of only one of the two terms.
A second mechanism of stimulation that is well studied in the cardiac literature is the "sawtooth" polarization pattern caused by resistive discontinuities at gap junctions between adjacent cells (Plonsey and Barr, 1986a; Krassowska et al., 1987; Cartee and Plonsey, 1992) . Fig. 3 shows that this mechanism can be understood in terms of the generalized activating function as well. As schematically illustrated in 0.1~~~~~~.
x (mm) y (mm) Fig. 3 A, we impose a uniform electric field on a sheet of tissue with a uniform fiber direction, and periodically vary the longitudinal conductivity such that the conductance is decreased by a factor of 1000 every 100 ,um. Both the field and the fibers are assumed to be oriented along the x direction. The generalized activating function in this case reduces to one term, ag,/ax * aelax, because the field is uniform (all second derivatives are zero), and all off-diagonal terms in the conductivity tensor are zero. This remaining term is nonzero only where the conductance changes: it is a positive virtual source where the conductance decreases (in the direction of the field), and a negative source where the conductance increases. Thus every location with depressed conductivity represents a dipole source, as illustrated in Fig. 3 B. The response of the tissue to this stimulus is displayed in Fig. 3 In Fig. 4 , we consider another situation in which discontinuities in conductivity can induce secondary sources when a uniform field is applied to tissue. Fig. 4 A displays tissue containing a region where intracellular conductivity is depressed, as might occur if cells are ischemic. We assume that a uniform field is oriented as shown and that both longitudinal and transverse conductivities are decreased by a factor of 3 throughout the region. In this case the activating function is again ag,/ax -aelax, so a positive virtual source is produced at the left edge and a negative source at the right edge of the depressed region, as seen in Fig. 4 B. The magnitudes of the sources are proportional to the applied field and to the change in conductivity, and the sources are constant across the transverse extent of the region. The tissue response is displayed in Fig. 4 C, and again we show the approximate solution with solid contour lines and the bidomain solution with dotted lines. With the 50 ,um X 100 ,um depressed region that is simulated, and a 1-V/cm field, the maximum depolarization/hyperpolarization produced is ± 3.91 mV with the bidomain solution and ±4.20 mV in the approximate model. In Fig. 4 A change in fiber diameter is another condition that could lead to membrane polarization in the tissue bulk. Qualitatively, when a fiber narrows, current is forced across the membrane because of the increased resistance in the longitudinal direction, and the membrane near the narrowing is depolarized. A two-dimensional simulation of this is illustrated in Fig. 5 . If we consider a 500-,um-wide tissue strip that narrows to a width of 250 ,um over 1 mm, as indicated in Fig. 5 A, positive virtual sources are produced along the edges of the narrowing, as shown in Fig. 5 B. The Vm profiles produced in this narrowing strip are shown with solid and dotted lines in Fig. 5 C, from which we observe that maximum depolarizations of 16.37 mV (bidomain) and 16.38 mV (approximate) are produced from a 1-V/cm stimulus field.
As a final example, we consider the polarization pattern that results when a uniform field is applied to fibers that are curving around an anatomical obstacle. Fig. 6 A schematically illustrates half of the region of tissue that we are simulating. If we flip the structure in Fig. 6 A around its left edge to produce the left half of the region, we see that the domain under consideration contains a long, oval-shaped hole with fibers curving around it. Current is applied at the left border of the tissue and is removed at the right edge. Because of the symmetry about the center of the obstacle with the field oriented as shown, each location on the half of the tissue that is displayed is exactly oppositely polarized from its "mirror image" on the other side. Fig. 6 Fig. 4 , the errors are 0.042 and 0.031 mV when conductivity is reduced by a factor of 3 (Fig. 4 C) and 0.046 and 0.038 mV when conductivity is zero in the depressed region (Fig. 4 D) .
Finally, for the narrowing fiber shown in Fig. 5 cally varying conductivity, defined two space scales and solved the "global" and "local" problems separately (Krassowska et al., 1987 (Krassowska et al., , 1990 ); Trayanova and Roth speak of "continuous" and "discrete" mechanisms for stimulation ; Fishler et al. discuss "nearfield" and "far-field" effects (Fishler et al., 1996) ; Plonsey and Barr refer to "primary" and "secondary" sources (Plonsey and Barr, 1986a,b); and Trayanova et al. differentiate between "surface" and "bulk" polarizations . The generalized activating function provides a formalism by which one can predict various effects of a stimulus without having to separate these mechanisms into classifications. For example, when a uniform field is applied to a discontinuous, one-dimensional cardiac fiber, the polarizations that occur within a few space constants of the stimulating electrodes are caused by the combination of the field and the large changes in conductance at the fiber's sealed ends, whereas the sawtooth oscillations in potential that dominate in the center of the fiber are driven by the product of the field strength and the changes in intracellular conductance at the gap junctions between adjacent cells.
Furthermore, the formulation that we have introduced provides, as far as we are aware, the most general expression derived to date that applies the concept of the activating function to the study of cardiac tissue. Other researchers have used this idea to lend understanding to their studies, but, without a more inclusive formula, these have been applicable only under specific conditions. Roth has used Rattay's activating function to draw parallels between the cardiac dog-bone potential pattern and effects observed during neuronal stimulation (Roth, 1992) ; Trayanova et al. have derived one-dimensional formulas that help explain how fiber curvature and fiber branching cause potentials to develop in the bulk of their spherical heart model ; and Keener has recently noted that an expression which includes the effects of spatially varying conductivity acts as a source term in his study of sawtooth effects in a one-dimensional strand of muscle (Keener, 1996) . Our approach is comprehensive and can bring together these disparate applications of the notion of the activating function.
Here we should point out that we give the term "virtual electrode" a meaning that differs from that given to it in previous works (Wikswo et al., 1991 (Wikswo et al., , 1995 Knisley et al., 1994) . The term "virtual cathode" has been used to refer to the region of tissue that is depolarized, if any exists, when excitable tissue is stimulated with an extracellular electrode. However, we believe the term "virtual cathode" should indicate the region where a depolarizing source is produced, delineated by the activating or forcing function, which, as our simulations show, is not the same as the region that is eventually depolarized. The previous definition makes sense from an experimental perspective, because sources cannot be directly measured, but on theoretical grounds we consider it more accurate to define the virtual electrode as the source that acts to polarize the membrane, rather than the polarization that is produced. This is a subtle, but nonetheless important, distinction.
As we have seen above, when resting cardiac tissue is electrically stimulated, the generalized activating function, defined by V * (GiVWe), describes the sources that drive changes in transmembrane potential or, in other words, delineates the locations and magnitudes of the virtual electrodes. When we expand this term for arbitrary, possibly spatially varying, conductivity (Eq. 14), we observe that membrane potentials can develop if the second derivative of extracellular potential is nonzero, or if the applied field is uniform and gradients in intracellular conductivity exist. The reasons for this can be understood if we consider what the circumstances must be for transmembrane potential not to develop. If Vm = 0, then we must have (i = (e, and, furthermore, any gradient in extracellular potential must be matched in the intracellular space. If the extracellular field is uniform and intracellular conductivity is unchanging in space, then (D can match be by way of a constant intracellular current density. However, if the extracellular field varies in space, then the intracellular current density must change to match this new extracellular field and maintain zero transmembrane potential. Intracellular current density can change only by way of a membrane current, and this current will create a voltage where it crosses the membrane. Therefore, a transmembrane potential must develop if the applied field is nonuniform.
On the other hand, if the extracellular field is constant, potentials can still develop in regions where the intracellular conductivity is changing. In regions where Vm is zero, current has divided (redistributed) between the intracellular and extracellular spaces such that the potential gradients in the two domains are equal. If the intracellular current encounters a region where conductance changes, the fractions of the total current in each of the two domains will no longer be appropriate. Current will cross the membrane to redistribute the current, and a nonzero transmembrane potential will result.
A corollary of the discussion above is that transmembrane potentials can develop only if the anisotropy ratios between the intra-and extracellular spaces are not equal everywhere. This can be seen by examining the primary extracellular potential distributions that we have chosen: each satisfies either V -(GeV(DP) = 0 or V -[(Gi + Ge)V'pe] = 0. When tissue is equally anisotropic, the two conductivity tensors are scalar multiples of one another. If we substitute Ge = kGi into either of the above equations, we see that the generalized activating function, V * (GiVDP), is zero everywhere. Fig. 6 examines the effects of fiber curvature under unequally anisotropic conditions, so to verify that the above reasoning is correct, we computed the response of this model under the condition of equal anisotropy. For the approximate solution we numerically solved V * (GeV(DP) and used this potential distribution (no longer a uniform field) in our model. As expected, significant arose because of the anatomical obstacle in either the approximate or exact bidomain model (results not shown).
It should be noted that the expression we have derived is not the only possible source term that can be considered to operate when electrical stimuli are applied to the heart. This tern is unique to the particular set of bidomain equations that we have chosen to work with, but various linear transformations of the bidomain equations can be performed to yield different equivalent governing equations (Hooke et al., 1994) . These different sets of equations will lend themselves to manipulations that can yield alternative expressions for source terms (e.g., Goel and Roth, 1994) . Furthermore, if the sources for a variable besides transmembrane potential, such as intracellular potential, are desired, then different expressions will result, as have been derived for the case of axonal stimulation (Rubinstein and Spelman, 1988; Rubinstein, 1991) . Nevertheless, we feel that our generalized activating function serves as a good intuitive source term because it describes the initial change in Vm and because it is a logical extension of the one-dimensional activating function as originally proposed by Rattay (1986) .
Even though we have only examined steady-state phenomena in this study, we can gain at least a qualitative idea of the temporal evolution of tissue tranmembrane voltages by examining the relationship between the generalized activating function (sources) and the tissue response. As others have shown with Rattay's activating function in the one-dimensional case (Warman et al., 1992; Neunlist and Tung, 1995; Plonsey and Barr, 1995) , the tissue response can be considered a convolution of the generalized activating function with the tissue impulse response if the tissue is shift-invariant. Thus all time dependence is contained in the impulse response term because we assume that the activating function does not change in time (see below for a discussion of this assumption). When current is injected into passive tissue, potentials first develop in tissue very close to the source, and over time, charge diffuses to more peripheral tissue, causing potentials to develop away from the source. Thus, near the beginning of the stimulus, the potential distribution will resemble the activating function, and at longer and longer times, as the impulse response spreads out, the potentials induced in the tissue become more smoothed out or low-pass filtered. Although we did not specifically examine time-dependent phenomena in this study, this intuition is consistent with other studies that have examined the temporal evolution of dog-bone Roth and Wikswo, 1994) and sawtooth (Cartee and Plonsey, 1992; Fishler, 1997) In many of our simulations we were able to easily estimate an accurate extracellular potential distribution because the circumstances of the stimulation suggested a simple answer for this distribution (i.e., a uniform field). In the example of Fig. 6 , however, where fiber direction was variable in the sheet, our initial estimate of a uniform field provided an approximate solution that was qualitatively similar to the exact solution but was quantitatively inaccurate. In this instance, we had to first solve Laplace's equation with a parallel combination of intra-and extracellular conductivities (Eq. 20) to determine the primary potential distribution, and then use these potentials to obtain an accurate estimate of Vm. This method is computationally equivalent to solving two approximate problems, which is nevertheless still easier than solving the full bidomain system.
When we solved Eq. 20 to determine the primary extracellular potentials and used this distribution to solve the approximate problem, the error decreased greatly for the case of curved fibers considered in Fig. 6 , increased significantly for the sawtooth pattern shown in Fig. 3 , and decreased slightly in all other cases considered. This approach of first solving Laplace's equation for the parallel combination of intra-and extracellular conductivities seems to provide a more accurate solution in situations where the conductivity is changing gradually and currents may be more fully redistributed but not work as well when the conductivity changes abruptly. Further investigation is needed to determine the best way of estimating the primary potential distribution for an arbitrary fiber geometry.
Because our simulations only apply to specific geometries and represent passive conditions, it is worthwhile to consider other instances in which the approximate solution may be more or less accurate. The restrictiveness of the extracellular space should affect how much the membrane currents perturb the applied extracellular fields, with a given current producing larger fields in more confined spaces. Our intra-to extracellular volume ratio of 0.7/0.3 is typical of that used by other investigators and is consistent with the To obtain an order of magnitude estimate of the perturbations in extracellular fields caused by nonlinear and timedependent membrane currents, we can consider the extracellular fields caused by a propagating wavefront. This should represent an upper limit because large current densities flow across the cell membrane during the depolarization phase of the action potential. Extracellular potentials during propagation have been measured (Knisley et al., 1991) and computed (Henriquez and Plonsey, 1990; Roth, 1991) , both on the surface of a slab of tissue and in the deeper layers of the muscle. These potentials reach maximum amplitudes on the order of 50 mV peak to peak deep within the tissue. If we assume that depolarized tissue lies 1-2 mm from excitable tissue at the leading edge of a cardiac wavefront, then the maximum fields produced by the membrane currents should be on the order of 25-50 mV/mm, or 0.2-0.5 V/cm. These fields will be at least an order of magnitude less than the primary fields applied during a defibrillation shock, and will be even smaller near the surface of cardiac tissue.
Applications to defibrillation
Even though there is still disagreement over the mechanisms by which a strong electrical stimulus revives a fibrillating heart, defibrillation is generally acknowledged to be impossible without changes in the transmembrane potentials of cells in a significant majority of the myocardium (Dillon, 1992) . Thus the question of how cells away from the electrodes become polarized has been of major importance in defibrillation research, and as noted in previous sections, many different mechanisms have been proposed. A related question concerns whether the extracellular potential gradient (electric field) or the gradient of the potential gradient is the more important factor in determining whether cells are affected by a given stimulus. This work shows that second derivatives in extracellular potential cause sources that are weighted by the tissue conductivity (Eq. 15), and as illustrated in Fig. 1 and Fig. 2 , the relative contributions of these weights influence the eventual shape of the generalized activating function. In this respect our generalized activating function differs from Rattay's original formulation, as he neglected the conductivity term in his definition. Sources due to uniform extracellular fields are weighted by gradients in intracellular conductivity (Eq. 16). Thus both gradients in extracellular potential and changes in these extracellular fields can act to cause polarization of cardiac tissue, but the tissue architecture is equally important in determining the polarities and relative magnitudes of the sources. Future work will be necessary to assess the relative contributions of these two source terms.
Some leading theories of defibrillation mechanisms postulate that a minimum extracellular potential gradient must be produced throughout the myocardial volume for the shock to succeed . Because of this, experimental measurements of Kleber and Riegger (1987). 1421 Sobie et al.
cuffent-day research on electrode configurations focuses on the potential gradients produced in the myocardial volume and aims to create a potential distribution such that the electric field is as uniform as possible and above a certain value everywhere in the heart (Karlon et al., 1993; Panescu et al., 1995; Schmidt and Johnson, 1995) . Large computer models of the human thorax are constructed to solve Laplace's equation (Johnson et al., 1992) , or, on the experimental side, epicardial sock electrodes and intramural plunge electrodes are used to measure the potentials caused by the shock for a given set of electrode characteristics (Tang et al., 1992; Wharton et al., 1992) . Our research suggests additional steps that can be taken to improve this process and make it more biophysically based. With the extracellular potentials measured in an experiment or computed from a torso model and some estimate of fiber structure, the generalized activating function can be used to calculate the sources. If desired, the membrane polarizations caused by the shock can then be computed based on this source term and an assumed tissue impulse response. By following this procedure, an investigator would know not only the extracellular fields, but would also have an estimate of the changes in Vm caused by a given stimulus. To assess whether a given shock would defibrillate, more information, such as the action potential prolongation, or the induced spatial excitatory response, would be needed, but simply having an estimate of the induced Vms would represent a significant improvement over the methods currently used.
CONCLUSIONS
In this study we have shown that the concept of the activating function, which has been a useful tool in the study of neuronal stimulation for many years, can be generalized and applied to the multidimensional problem of cardiac electrical stimulation. The generalized activating function that we have derived represents the virtual electrodes that are present during a given electrical stimulus and describes how transmembrane potentials will initially change when the stimulus is applied. Sources can be due to extracellular fields or gradients in these fields. However, the tissue characteristics are also important in that they determine the relative influence of a given source. In passive, steady-state, two-dimensional computer simulations, we have shown that the generalized activating function can predict many mechanisms of membrane polarization. If the extracellular potentials caused by a given stimulus and the tissue architecture can be reliably estimated, which should often be the case when strong electrical stimuli are applied to the heart, then the generalized activating function provides a method for assessing the transmembrane potentials caused by a shock with reduced effort, greater insight, and a relatively high degree of accuracy.
