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ABSTRACT 
A numerical model of a 6-level, baroclinic ocean with a fiat bottom and a regular coast line extending 
from 51.25S to 48.75N is integrated over 125 years of simulated time using a finite-difference analog of the 
primitive equations. The surface atmospheric conditions which drive the circulation, both mechanically 
and thermally, are prescribed and depend on latitude only. The numerical integration is done in two phases. 
In the first phase (100 years), the temperature is predicted from the complete thermal energy equation, 
while the equations of horizontal motion are linear and the vertical mean current is constant in time. In the 
second phase (25 years), the complete primitive equations are used, and the coefficients of eddy viscosity 
and eddy conductivity are reduced. 
Integration of the first phase produces western boundary currents in both hemispheres, a surface counter-
current at 7N, an eastward undercurrent at the equator, and a narrow band of cold surface water along the 
equator which is maintained by a narrow belt of strong vertical velocities of the order of 200 cm day-1 at 
the bottom of the first layer. However, the calculated undercurrent and western boundary current speeds 
are only 253 as strong as those observed, and in the equatorial region the calculated thermocline is too deep. 
The most interesting differences in the results of the two phases occur in equatorial regions where the 
eastward transport by the model undercurrent nearly doubled in the second phase. By comparing the under-
current transport predicted by Gill's theory, with that obtained in the first and second phases, respectively, 
it is shown that density stratification increases the eastward transport by a factor of 4 while increased baro-
clinity and nonlinear effects increase the transport an additional 753 over the stratified case. 
A calculation of the different modes of poleward heat transport in the second phase shows that the mean 
meridional circulation transports most of the heat, and that the eddies in both the vertical shear current 
and the vertical mean current transport heat equatorward. An analysis of the energy balance in the second 
phase of the model shows that, in the mean, kinetic energy is transformed into potential energy and that 
this is related to the thickness of the thermal boundary layer in the vicinity of the western boundary. There 
is also a positive, though small, transformation from the kinetic energy of the vertical shear flow to the 
kinetic energy of the vertical mean flow, which is related to the relatively large lateral eddy viscosity re-
quired by the coarse grid. 
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1. Introduction very sensitive to the underlying ocean surface tempera-
tures. In tropical and equatorial regions, this heat of 
condensation drives the atmospheric Hadley circula-
tion. The Hadley circulation, in turn, transports heat 
and angular momentum poleward, maintaining the 
mid-latitude baroclinity from which the extratropical 
cyclones draw their energy. 
This work represents a beginning study of the prob-
lem of the planetary-scale interaction between the ocean 
and the atmosphere. In the large-scale ocean-atmos-
phere interaction, the ocean primarily supplies heat to 
the atmosphere while the atmosphere supplies both 
heat and momentum to the ocean. The atmosphere 
receives its heat from the ocean in the form of longwave 
radiation and the turbulent flux of sensible and latent 
heat. The latent heat supplied to the atmosphere by 
evaporation from the ocean is the ultimate source of 
the largest single heating component for the atmosphere 
-the heat of condensation. Because of the existence of 
convective instability of the second kind (CISK) in 
the tropical atmosphere, the amount of heat of con-
densation released at any given place in the tropics is 
1 Present affiliation: Department of Meteorology, Naval Post-
graduate School, Monterey. 
While the atmospheric circulation is driven by the 
differential heating it receives by way of the ocean, 
the ocean circulation is driven by the differential heating 
it receives from the sun and from the atmosphere and 
by surface forces which are due to the wind. The net 
radiative heating of the ocean depends on the sun's 
elevation angle, the albedo of the ocean surface, and 
the distribution of the atmospheric temperature, water 
vapor, clouds and ozone. 
The effect of the wind on the water is not a simple one. 
When the wind blows over the undulating surface of 
the ocean, a portion of the momentum transferred from 
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the air to the water goes into waves and a portion goes 
into currents. When the waves break, their momentum 
produces currents and mixes the surface layers. The 
mechanical mixing of the upper layers of the ocean 
during periods of strong winds can be very effective in 
reducing the temperature of the surface of the ocean 
by mixing cooler water into the shallow surface layer 
above the seasonal thermocline. 
It is clear that the atmosphere and ocean is a coupled, 
interacting system. The atmospheric patterns determine 
the oceanic flows which in turn influence where and how 
much heat is released to the atmosphere. We know from 
observations that, from time to time, the coupled sys-
tem exhibits anomalous behavior. For example, not 
every winter is like every other winter. Anomalous 
behavior which lasts for more than a few months is 
likely to involve the ocean simply because of the rela-
tively short time scale of purely atmospheric motion. 
The large-scale interaction between the ocean and 
atmosphere has been examined by observational studies 
and by numerical simulations. In a series of quantita-
tive analyses of observational data from the atmosphere 
and ocean, Bjerknes (1966, 1969, 1971, 1972) has not 
only shown that large and intense sea surface tempera-
ture anomalies exist in the equatorial regions, but he 
has also presented evidence showing that the response 
of the atmosphere to such equatorial anomalies of the 
sea surface temperature may not be confined to just 
the equatorial region itself. Similar studies by Namias 
(1959, 1969) have suggested that planetary-scale 
ocean-atmosphere coupling in middle latitudes is also 
important. The response of the atmosphere to forced 
anomalous heating has been numerically simulated by 
Rowntree (1972) but it is important to note that his 
results may have been significantly affected by the 
equatorial wall in his model. 
In a recent series of pioneering studies, Manabe 
(1969), Bryan (1969a), and Wetherald and Manabe 
(1972) performed the first numerical integration of a 
joint ocean-atmosphere model in which the two media 
were simultaneously affecting and altering each other. 
By comparing the results of an integration of that 
coupled model with those of the atmosphere and ocean 
models integrated separately, they were able to deter-
mine some of the effects of the ocean circulation in 
maintaining the climate of the atmosphere. Ambitious 
as their computation was, still more ambitious ones will 
be required in the future in order to quantitatively 
simulate the general circulation of the coupled system 
and make moderate-to-long-range predictions of its 
future state. 
There are two approaches one can take toward 
developing a comprehensive baroclinic model of the 
world ocean. One approach is to take into account the 
actual configuration of the earth's continents and ocean 
basins from the start, but use a simple dynamical 
model, as for example, the barotropic models of Takano 
(1969), Il'in et al. (1969), O'Brien (1971), Bye and Sag 
(1972) and Bryan and Cox (1972), or the diagnostic 
density model of Holland and Hirschman (1973). The 
other approach is to take into account the complete 
dynamics from the beginning, but use a basin of 
idealized shape, as done, for example, by Gormatyuk 
and Sarkisyan (1965) and Bryan and Cox (1967; 
1968a,b). Recently, Crowley (1967) and Bryan (1969b) 
have presented numerical methods for calculating the 
circulation in the irregularly shaped, multi-connected 
world oceans using the complete dynamical equations, 
and Takano2 has successfully made a long-term inte-
gration of a multi-level model in such a domain. The 
present numerical model considers an idealized ocean 
basin, and while it is similar in many respects to the 
above models, it differs especially in the form of the 
upper boundary condition, which leads to different 
results in the tropical and equatorial regions. 
As indicated above, the existence of CISK makes the 
large-scale tropical atmospheric circulation very sensi-
tive to the ocean surface temperatures. This greatly 
increases the importance of the equatorial and tropical 
oceans in the coupled ocean-atmosphere system. Be-
cause of this, the present model extends across the 
equator. Although the model of Bryan and Cox 
(1968a,b) had good horizontal resolution near the 
equator, that model had a wall at the equator, and the 
·vertical resolution was too coarse to resolve a westward 
current in the surface layer. In the coupled ocean-
atmosphere model of Bryan (1969a) and Manabe 
(1969), the vertical and horizontal resolution of the 
equatorial oceans was too coarse, and while there was no 
wall at the equator, the boundary conditions were so 
symmetric about the equator that no apparent asym-
metries developed. 
The principal difference between the present model 
and earlier numerical models is the form of the upper 
boundary condition in the thermal energy equation. 
In all the previous ocean models, with the exception of 
the coupled ocean-atmosphere model mentioned above, 
that boundary condition specifies the ocean surface 
temperature. The downward heat flux into the top layer 
is then determined using the same value of K that is 
used for the vertical eddy diffusion of heat in the ocean 
depths. In the present model, the surface boundary 
condition is not put upon the ocean temperature, but 
on an equivalent atmospheric equilibrium tempera-
ture r: and a heat exchange coefficient Q2, which are 
prescribed as functions of latitude (Haney, 1971). The 
latitudinal dependence of Q2 parameterizes the fact 
that the transfer of latent and sensible heat from sea to 
air depends in part on the prevailing wind speed over 
the sea. 
In addition, the space-staggered grid and the space-
differencing scheme used in the present model are im-
provements over those used previously. It is well 
known that when centered space differencing is used 
2 Personal communication. 
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FIG. 1. The horizontal domain of the model with a portion of 
the grid points used. Scalar variables are defined on the dots 
while the horizontal velocity vector is defined between the dots. 
with a space-unstaggered grid, a computational mode 
in space can develop analogous to the so-called "time-
splitting" which occurs with the centered (leapfrog) 
time-differencing scheme. The space-staggered grid 
used in the present model prevents the occurrence of 
such computational modes in space. This space-stag-
gered grid was first used for the atmosphere by Leith 
(1965a) and for the ocean by Crowley (1967). This 
same grid was also utilized by Cox (1970) and Gill and 
Bryan (1971) but with Bryan's (1969b) space-differ-
encing scheme. The space-differencing scheme used in 
the present model is a simplified version of the scheme 
used in the UCLA atmospheric general circulation 
model as documented by Gates et al. (1971). The 
present scheme does not conserve square vorticity in 
the two-dimensional barotropic case as the UCLA 
scheme does. 
2. The physical model and governing equations 
The model is based on the primitive equations which 
are integrated in time starting from a specified initial 
condition. The idealized ocean basin is everywhere 4 km 
deep, 90° of longitude wide, and extends from 51.25S 
to 48. 75N. Although it is known that coastline orienta-
tion and bottom topography can strongly influence the 
path of ocean currents (Warren, 1963; Holland, 1967, 
1973; Sarkisyan and Ivanov, 1971), it is believed that 
the idealized side and bottom boundaries do not mark-
edly affect the solution in the tropical and equatorial 
regions which are the regions of primary interest. 
Fig. 1 shows the horizontal domain of the model and 
a portion of the grid points used. The idealized northern 
and southern boundaries are placed as close as possible 
to the latitudes where the wind stress curl vanishes 
(Hellerman, 1968), and the surface geostrophic current 
is zonal (Reid, 1961). The grid points are uniformly 
placed 3° of longitude and 2.5° of latitude apart. Thus, 
a grid point near 32° represents a square 275 km on a 
side. The vertical structure is essentially that proposed 
by Wyrtki (1961) with two additional levels near the 
surface. There are six levels, placed respectively at 20, 
100, 300, 700, 1500 and 3000 m below the undisturbed 
surface. The top three levels lie above the permanent 
thermocline, while the bottom three levels lie in the 
intermediate water, the deep water, and the bottom 
water, respectively. 
The model is based on the hydrostatic and Bousinesq 
approximations. This means that the ocean is assumed 
incompressible, and the density is replaced by a constant 
everywhere except in the hydrostatic equation where it 
is multiplied by the acceleration of gravity. A major 
simplification is the neglect of salinity and the assump-
tion that the density is a linear function of temperature 
alone. The governing equations may be written within 
the above framework as 
du -1 ap u a2u 
+ Jv+--v sin'{'+ Am V'2u+K-, (1) 
dt poa coscp ffA. a coscp az2 
dv -1 ap u <Vv 
-=---fu---u sincp+AmV'2v+K-, 
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angular speed of the earth's rotation 
Coriolis parameter [ = 2Q sin cp J 
radius of the earth 
acceleration of gravity 
eastward velocity component 
northward velocity component 
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w vertical velocity component 
T temperature 
To constant reference temperature 
p density 
po density of water at reference temperature 
a coefficient of thermal expansion. 
The horizontal redistribution of heat and momentum 
by subgrid-scale eddies is specified by a simple linear 
lateral diffusion of heat and momentum, with the diffu-
sion coefficient for both momentum, AM, and heat, AH, 
made proportional to the four-thirds power of the grid 







where Axo is the constant north-south grid distance, 
approximately 275 km. In the second phase of this 
model, A1 = 1.2X108 cm2 sec-1, while A2=3.0X107 cm2 
sec-1• The values of all constants used in the model 
are given in Table 1. The above value of Ai gives a 
frictional width to the western boundary current 
(Munk, 1950) which is marginally resolved by the 
coarse numerical grid. The value of A2 is an order of 
magnitude less than that used by Sellers (1973) in his 
climate model which is based on eddy diffusion alone. 
The vertical redistribution of heat and momentum by 
subgrid-scale eddies is also specified in terms of a simple 
vertical eddy diffusion with a constant coefficient, 
K= 1.5 cm2 sec-1, which is the same for both heat and 
momentum. A scale analysis of the above equations 
using the hydrostatic and geostrophic scaling introduced 
by Bryan and Cox (1968a) results in the following 
numerical values for the effective external (open ocean) 
Reynolds and Peclet numbers: 
Re= V*a/A1=8 } 
Pe= V*a/ A2= 32 
(8) 
In (8), V* is the velocity scale for the thermally driven 
geostrophic current. With such values for these param-
eters, nonlinear effects will be important in determining 
the temperature structure but not the currents. How-
ever, nonlinear effects may be important in determining 
both the temperature and the currents in the vicinity 
of the equator or lateral boundaries where the above 
scaling is not valid. The term 00 (T) in (S) represents a 
simple instantaneous adjustment of the temperature to 
the isothermal lapse rate which is made if, because of 
advection or surface cooling,· the lapse rate would 
become unstable: Details are given in the Appendix. 
The lateral boundary conditions on heat and mo-
mentum at all four walls of the basin are those of 
perfect insulation and zero slip. The ocean floor is also 
thermally insulated, but free slip is allowed. 
The circulation is driven and controlled by the wind 
stress and the heat flux at the ocean surface. Fig. 2 
shows the annual mean zonal wind stress for all oceans 
combined (Hellerman, 1968) which is used in this study. 
The stress is not symmetric about the equator. It is 
nearly 40% larger in the Southern Hemisphere than the 
Northern Hemisphere and the equatorial easterly stress 
has a minimum at 4N. In this model the meridional 
wind stress was neglected. 
The formulation of the surface thermal boundary 
condition used in this model is given in Haney (1971). 
By employing a heat budget analysis appropriate to 
zonally and time averaged conditions within the atmo-
sphere, the net downward heat flux at the ocean's 
surface can be expressed as 
(9) 
TABLE 1. Values of constants used in the model. 
fl=2,,- day-1 
Cp=0.958 cal gm-1(°K)-1 
To=278.2K 









K= 1.5 cm2sec-1 
~2.0X 108cm2sec1 (Phase I) A 1 = 1.2X10scm2seC1 (Phase II) 2.0X 108cm2sec1 (Phase I) A 2 = 3.0X 107cm2sec1 (Phase II) 
Llt=S hr 
earth rotation rate 
specific heat of sea water 
reference temperature 
density at temperature To 
thermal expansion coefficient 
zonal grid spacing 
meridional grid spacing 
number of levels in vertical 
latitude of southern boundary 
latitude of northern boundary 
longitudinal extent of domain 
total ocean depth 
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FJG. 2. The annual mean zonal stress for all oceans combined 
(Hellerman, 1968) which is used in this study. 
where T, is the ocean surface temperature, r: is an 
atmospheric equilibrium temperature (essentially the 
air temperature at 10 m), and Q2 is a coupling coefficient 
determined from the zonally and time averaged atmo-
spheric data. Fig. 3 shows r: and Q2 obtained from the 
data as described by Haney (1971). The coupling coeffi-
cient Q2 is most sensitive to variations in surface wind 
speed and is therefore nearly twice as large in the 
region of strong Southern Hemisphere winds (south of 
30S) as it is at other latitudes. In the present model, 
the total downward heat flux Q is calculated from (9) 
with T. replaced by the temperature at the top level 
in the model which is at 20 m. 
3. Method of solution 
Eqs. (1)-(6) represent a closed system for the six 
dependent variables u, v, w, p, p, T. The variables 
u, v and T are prognostic variables whose time rates of 
change are predicted by (1), (2) and (5) while p, w 
and p are diagnostic variables which are obtained from 
(3), (4) and (6). In order to obtain the pressure and 
vertical velocity uniquely, dynamic and kinematic 
boundary conditions must be specified. Since the model 
ocean has a fiat horizontal bottom, the vertical velocity 
is required to vanish there. Therefore, by integrating 
the continuity equation upward from the ocean floor, 
z= -H, to the level z, we obtain 
1 J' [au a J w(z)= --- -+-(v coscp) d~. 
a COS<p -H aA acp 
(10) 
In the usual method of solving the primitive equations, 
the continuity equation is integrated up to the ocean 
surface and the free surface boundary condition is 
applied there to obtain a prediction equation for the 
height of the surface. The height of the surface and the 
(atmospheric) pressure there are then used to uniquely 
obtain the pressure by integrating the hydrostatic 
equation downward from the surface. 
An alternative approach, which is used in this study, 
was first developed for an atmospheric general circula-
tion model by Smagorinsky (1958), and later used in 
an ocean circulation model by Bryan and Cox (1967). 
In this method one assumes that the ocean surface is 
not a free surface but rather a balanced surface at which 
W""'O. In this case, the height of the ocean surface is not 
predicted by the continuity equation, and therefore 
external gravity waves are not possible. This allows the 
use of a much larger time step in the numerical model 
than is possible in a model with a free upper surface. 
While putting w""'O at the ocean surface removes ex-
ternal gravity waves and thereby permits the use of 
a longer time step, it also removes the vertical mean 
divergence from all scales of motion, including the large-
scale barotropic Rossby waves, and it is clear that this 
artificial constraint influences the speed with which 
these waves are propagated westward across the mid-
latitude ocean gyres toward the western boundary 
(Gates, 1968). However, it is felt that this method of 
extending the time step is preferable to simply slowing 
the external gravity waves by using an artifically 
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FIG. 3. The apparent atmospheric equilibrium temperature T':i. 
(solid line), and coupling coefficient Q2 (dashed line) which are 
used to calculate the downward flux of heat into the ocean 
from (9). 
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For any quantity q, let its vertical average and 
departure therefrom be denoted by q and q', respec-
tively. Since w= 0 at the top and bottom, the vertical 
average of (3) shows that the vertical mean current 






a coscp at. 
(11) 
(12) 
The streamfunction itself is predicted from the vorticity 
equation which is derived from the vertical average of 
(1) and (2), i.e., from 
a 1 [a 
-\121/;=-- -(G+AM"il2v) 
at a coscp at.. 
1 ay; af 
------, (13) 
a2 coscp at.. acp 
where 
1 [a ( 1 ay;) a (coscp ay;)J 
\1
2
1/;= a coscp at.. a coscp a-x + acp -a- acp ' (14) 
1 [a a J F= --- -(uu)+-(uv coscp) 
a coscp at.. acp 
a UV sincp 
--(wu)+--, (15) 
az a coscp 
( au av) (TA ) K- K- = - 0 az' az z=O Po' ' (16) 
and G is similar to F. Eq. (16) is the surface boundary 
condition in which TA is the zonal stress (Fig. 2). 
The vertical shear current (u',v') is predicted from 
the primitive equations (1) and (2) after subtracting 
the vertical mean. The results are 
au' -1 ap' a2u' 
+ jv'+AM"V2u'+K--
iJt poa coscp at.. az2 
av' -1 ap' a2v' -
-=---fu'+AM"V2v'+K-+G-G. (18) 
at poa acp az2 
In (17) and (18), p' is the departure of the pressure 
from the vertical average pressure. Using (3), p' is 
expressed in terms of p as 
J•U 1 10 (JO ) P'= , pgd~- H -H • pgd~ dz, (19) 
where ~ is a dummy variable representing the vertical 
coordinate. · 
The thermodynamic energy equation (5) is numeri-




(20) ( ar) K- =0 az z~H 
( ar) K- =0 an lateral boundaries 
The method of solution consists of predicting if;, u', v' 
and T from (13), (17), (18) and (5), respectively, and 
calculating w, p and p' from (10), (6) and (19), respec-
tively. The total current is then obtained by adding the 
vertical shear part to the vertical average part after the 
latter is obtained from if; using (11) and (12). The finite-
difference analogs to these equations and the exact 
formulation of the boundary conditions are given in 
the Appendix. 
4. Results 
a. Initial conditions and the two phases of integration 
The long-term integration is separated into two 
phases for several reasons: the first is simply the desire 
to use the available computer time more efficiently 
during the long-term integration anticipated; the second 
is that there is a physical basis for making certain 
simplifying approximations to the complete equations; 
finally, there is a scientific interest in comparing the 
results of the two phases, and determining the useful-
ness of the simplifying approximations. 
The physical basis for the simplification is simply that 
in a scale analysis of oceanic motions one finds that 
the advection terms in the equations of motion are of 
the order of the Rossby number, while the advection 
terms in the thermal energy equation are of order unity. 
Since the Rossby number is very small over almost the 
whole ocean, a solution based upon a linearized form of 
the equations of motion should be physically meaning-
ful. Also, with the nonlinear terms omitted, there is no 
interaction between the vertical shear current and the 
vertical mean current. This means that with a steady 
wind stress, the only transients in the vertical mean 
current are the barotropic Rossby waves predicted by 
the linearized vorticity equation. If, in addition to the 
linearization, the barotropic Rossby waves are ignored 
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by assuming that the i•orticity equation is steady state, 
a considerable amount of computer time can be saved 
by not having to perform the relaxation procedure for 
the streamfunction at every time step. 
For the above reasons, a preliminary first phase 
integration of 100 years is made. In this first phase the 
temperature is predicted from the complete thermal 
energy equation (5), while the vertical shear current is 
predicted from the linearized forms of the vertical shear 
equations which are obtained by putting F= G= 0 in 
(17) and (18), and the vertical mean current is constant 
in time corresponding to the solution of the linearized 
steady state vorticity equation which is obtained by 
putting F= G= aif;/ at= 0 in (13). In the second phase 
the complete nonlinear form of all the equations is used. 
In addition to the above differences between the two 
phases, the coefficients of lateral eddy viscosity and 
conductivity are larger in the first phase than in the 
second phase as shown in Table 1. 
b. Results of the first phase 
The transport streamfunction if;H, which is the 
steady-state solution to the linearized form of the 
vorticity equation (13), is shown in Fig. 4. The western 
boundary layers are clearly the linear viscous type 
(Munk, 1950) in which the maximum meridional cur-
rents are located at the latitude of maximum wind 
stress curl and the regions of boundary layer inflow and 
outflow are alike. The poleward transport by the anti-
cyclonic gyre in the Northern and Southern Hemi-
spheres is 43X1012 and 57X1012 cm3 sec1, respectively. 
The vertical mean current associated with this pattern 
is everywhere less than 1.0 cm sec1, except in the 
western boundary region where the maximum poleward 
current in the Northern and Southern Hemispheres is 
3. 7 and 5.0 cm sec1, respectively. 
Starting from an initial state with no vertical shear 
current and an isothermal temperature of SC every-
where, the first phase was integrated over a period of 
100 years. At the end of the 100-year period, there was 
a small net heat flux (10 ly day-1) across the ocean 
surface which was warming the ocean as a whole at the 
rate of less than 1C per century. Because of the slow 
process of downward heat diffusion, the average tem-
peratures in the bottom two levels (1500 and 3000 m) 
were slowly increasing while the average temperatures 
in the upper four levels were steady. At the same time, 
the kinetic energy of the vertical shear current was 
slowly increasing due to unrealistic currents which 
were developing along with an associated thermal field 
in the deep equatorial layers. 
Away from the equator, the results of the first phase 
are quite similar to the rather viscous numerical solu-
tion of Bryan and Cox (1967; their Case II) and there-
fore will not be examined in detail. Figs. 5 and 6 show 
the temperature and currents (vertical shear plus 
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FIG. 4. The transport streamfunction for the first phase. 
Isopleths for the volume transport are drawn for every 10Xl012 
cm3 sec-1• 
averaged over the last 5 of the total 100-year integra-
tion of the first phase. Looking first at the temperature 
field, one sees a large region of warm water in the 
western half of the basin in the tropics with cold water 
along the immediate western boundaries and along the 
equator. The cold water along the equator is much less 
extensive at 100 m than at 20 m (not shown) because 
the upwelling at the equator (also not shown) does 
not penetrate very deep. As one might expect, the flow 
pattern at 100 m consists of two large westward in-
tensified anticyclonic gyres in each hemisphere separ-
ated by an equatorial current system. The most inter-
esting feature of the equatorial current system is that 
the current has reversed with depth at the equator 
thereby establishing a narrow eastward flowing under-
current. At 20 m (not shown), the current flows west-
ward and away from the equator while at 100 m, it 
flows eastward and toward the equator. The shallow 
meridional part of the circulation is due to the diverg-
ence of the Ekman drift in the uppermost layer which 
is produced by the easterly wind stress. The reversal 
of the zonal components of the vertical shear current 
on the equator between 20 and 100 m can be explained, 
in part, by a linear homogeneous model in which vertical 
and horizontal eddy viscosity combine to balance the 
net force due to the surface wind stress (Gill, 1971). 
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Fw. 5. Temperature (°C) at 100 m, averaged over the 
last five years of the first phase. 
90 
According to Gill's theory, the eastward mass transport 
by the equatorial undercurrent relative to the vertical 
mean current is independent of the eddy viscosity and 
given by 
(21) 
where r-,. is the zonal wind stress on the equator. From 
Fig. 2, r-,.= -0.3 dyn cm-2 which gives an eastward 
transport of 4X 1012 gm sec1• Gill's theory does not 
include the effects of density stratification or non-
linearity, while the first phase of the present model 
includes the effect of density stratification but not that 
of nonlinearity. An estimate of the single effect of 
stratification on the undercurrent can therefore be 
made by comparing the relative eastward transport in 
the first phase of the present model with that predicted 
by (21). The relative eastward transport by the under-
current (at 100 and 300 m combined) in the first phase 
of the present model is 16X1012 gm sec1• According to 
the above argument, the difference of 12X1012 gm sec-1 
ii; attributed to the effect of density stratification, The 
effect of density stratification, therefore, is to incrert:'le 
the eastward transport of the equatorial µndercqrrent 
by a factor of 4. The additional enhancement of the 
transport by decreased viscosity and nonlirw~r ~ffect~ 
WiH lJ~ «Xli!-nJ,ineq in the pe~t ~ection, 
As stated above, one of the reasons for integrating 
the first phase was to examine the effects of using 
linearized momentum equations. One such effect was the 
development of unrealistic currents and associated 
small-scale temperature variations below 100 m in the 
eastern half of the equatorial region. These unrealistic 
features disappeared when the nonlinear terms were 
added in the second phase. Although it might be possible 
to surpress these unrealistic currents by introducing 
bottom friction or a higher value of the eddy viscosity, 
it does not seem that the linearized form of the mo-
mentum equations will give satisfactory results in a 
model that includes the equator. 
c. Temperature and currents in the second phase 
Starting from the instantaneous fields at the end of 
the lOOth year of the first phase, the second phase was 
integrated for 25 years using the complete momentum 
and vorticity equations (17), (18) and (13). After the 
25-year integration, the average bottom temperatures 
were still increasing at a very slow rate due to the 
continuing downward diffusion of heat, but the hori-
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FIG. 7. As in Fig. 4 except for the second phase. 
shear kinetic energy were steady and the unrealistic 
currents and temperatures in the deep eastern equa-
torial region were gone. All the results shown for this 
second phase are averages'over the last year of the total 
in tegra ti on. 
Fig. 7 shows the one-year average transport stream-
function. The general pattern is rather similar to that 
of the linear solution in the first phase (Fig. 4) ; how-
ever, because of the reduced value of AM in this phase, 
viscous recirculation occurs in the western boundary 
regions on the scale of the grid size. As a result, the 
maximum transport in the western boundary regions is 
about 15% greater in the second phase. Although most 
of this increase must be a false amplification caused by 
the restriction placed on the boundary layer width by 
the grid size, at least some of the increase may be 
attributed to nonlinear effects. This is because in the 
first phase the maximum transport occurs exactly at 
the latitude of maximum wind stress curl as predicted 
by linear theory but in the second phase it occurs 
slightly downstream of that latitude as predicted by a 
perturbation analysis of nonlinear effects (Veronis, 
1966). Another indication of the relative importance of 
nonlinearity in the western boundary region is obtained 
by comparing the size of the two nondimensional length 
1>c(l!es, 
Lr=Rol } 
L"'= (R0Re-1)t ' 
(22) 
where Ro= V*(2Qa)-1 and Re is given in (8). These 
scales measure the width of the lateral boundary layers 
associated with momentum advection and friction re-
spectively (Bryan and C'ox, 1968a). In the second 
phase of the present mode Lr=0.004 and L"'=0.013, 
showing that nonlinear effects, while small, are not com-
pletely negligible. 
The currents at the upper three levels are shown in 
Figs. 8-10. The general current patterns are similar to 
those in the first phase (Fig. 6) but the current speeds 
are much larger and there are more small-scale features 
in this phase. At the top level, the maximum western 
boundary current in the Northern and Southern 
Hemispheres is 30 and 54 cm sec1, respectively, which 
is more than a threefold increase over the first phase. 
Although some of this increase may be attributable to 
nonlinear effects, most of it must be due to the order-
of-magnitude decrease in the coefficient of horizontal 
eddy conductivity which permits a much larger hori-
zontal temperature gradient and associated vertical 
shear current to exist in the western boundary region. 
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experiments of Bryan and Cox (1967) and a recent 
analytic study by Barcilon (1971). 
Another interesting feature of the currents at these 
levels is the eastward undercurrent on the equator 
whose speed increased from 20 cm sec1 in the first 
phase to 43 cm sec1 in this phase. Since the vertical 
concentration of the undercurrent changed very little 
(the undercurrent exists at levels 2 and 3 in both 
phases), the relative eastward transport increased from 
16X1012 gm sec1 in the first phase to 28X1012 gm sec1 
in the second phase. Since the transport is independent 
of the eddy viscosity, this 75% increase in transport 
from the first to the second phase must be attributed 
to effects of nonlinearity and increased baroclinity 
caused by the smaller lateral heat diffusion. The major 
factor is undoubtedly the increased baroclinity (in this 
case the transport increase is similar to the Phase I 
enhancement over Gill's transport); however, nonlinear 
effects cannot be altogether negligible because of their 
apparent role in correcting the unrealistic currents in 
the deeper equatorial layers. The undercurrent trans-
ports are summarized in Table 2. Although the total 
eastward transport of 29X 1012 gm sec1 (which includes 
a transport of 1X1012 gm sec1 by the vertical mean 
current) is reasonably close to the observed transport 
(Knauss, 1960, 1966), the 43 cm sec-1 speed of the 
zonal current at this depth is well below the observed 
speed of"" 125 cm sec1• The comparatively slow under-
current in the present model is attributed to the in-
ability of the model to properly simulate the sharp 
vertical concentration of the Cromwell current. This, 
in turn, is most likely due to the simple form of vertical 
mixing in the model and partly due to the somewhat 
coarse vertical resolution. 
In addition to finding a stronger undercurrent with a 
larger transport in this phase than in the first phase, 
the pattern of the flow at 100 m indicates that the 
eastward flow which is the subsurface extension of the 
model's North Equatorial Counter Current has merged 
with the equatorial undercurrent. The model's North 
Equatorial Counter Current is a wind-induced feature 
of the vertical shear current which exists only in the 
Northern Hemisphere and is most evident at. level 2. 
Recent observational evidence indicates that the 
Cromwell Current has a much more complicated 
vertical structure than originally thought (Rotschi, 
1971) and that it may indeed join laterally with the 
subsurface extension of the North Equatorial Counter 
Current in the western Pacific (Kort, 1971). These 
observations and the results of this numerical study 
suggest that the Cromwell Current should not be 
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TABLE 2. Eastward transport by the equatorial undercurrent re-
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understood within the broader framework of the 
general circulation in the tradewind zone of the ocean. 
The vertical velocity at the bottom of the first layer 
is shown in Fig. 11. The overall pattern is qualitatively 
similar to that obtained in the first phase. Away from 
the lateral boundaries, the vertical velocity is clearly 
that due to the convergence or divergence of the Ekman 
drift. In the anticyclonic gyres of both hemispheres 
there is sinking motion of the order of 10 cm day-1, 
while in the cyclonic gyre near 12N, there is rising 
motion of the order of 5 cm day-1• Because of the 
horizontal extension of the Ekman layer into the 
equatorial region, there is a narrow band of strong 
rising motion on the equator of "-'175 cm day-1 except 
at the extreme eastern and western boundaries where it 
is much larger-over 500 cm day-1• The other regions 
of strong vertical velocities are located in middle 
latitudes where the meridional boundaries intersect the 
natural direction of the surface flow. It is interesting 
that the regions of strong rising motion on the western 
boundary are displaced equatorward, and the regions 
of strong sinking motion on the eastern boundary are 
displaced poleward from their location in the first phase. 
The temperature patterns at the upper three levels 
are shown in Figs. 12-14. The major change from the 
first phase at these levels is an increase in the mean 
north-south temperature difference between the warm 
tropical regions and the boundaries, and a sharpening 
of the east-west gradients in the vicinity of the western 
boundary. In the warm western boundary region of the 
Southern Hemisphere, the temperatures are as much as 
7C above the zonal mean. The rather unrealistic equa-
torward bend in the isotherms near the northern and 
southern boundaries is due to vertical motion and the 
equatorward drift of the Ekman current which exists 
near those boundaries, while the absence of coastal 
upwelling (Fig. 11) and cold water along the extreme 
eastern boundaries analogous to the California or Peru 
currents is attributed to the use of an idealized stress 
pattern which has no meridional component. 
Because of the existence of a narrow band of very 
strong vertical velocities below the upper layer along 
the equator, the temperatures at 20 m show a distinct 
equatorial minimum. This minimum occurs on the 
equator even though the atmospheric equilibrium tem-
perature T~ is a maximum there. In the real ocean-
















FIG. 11. Vertical velocity (cm day-1) at 60 m, the bottom of the 
first level, averaged over the last year of the second phase. Up-
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Fm. 12. Temperature (°C) at 20 m, averaged over the last year 
of the second phase. 























FIG. 13. As in Fig. 12 except at 100 m. 
90 
observed on the equator is instrumental in allowing the 
ITCZ to form some 10° or so north of the equator. 3 
The mean ITCZ, on the other hand, is significant in 
producing a minimum in the equatorial easterly trades 
which, in the present model at least, is responsible for 
maintaining the North Equatorial Counter Current. 
At the same time, a comparison of the temperature field 
at level 3 in the model with observations at 300 m shows 
that the entire equatorial region from 10S to 10N is 
almost 4C warmer than observed. Evidently, this simple 
model does not adequately simulate the sharp, shallow 
thermocline which is characteristic of equatorial re-
gions. It is possible that some improvement in the 
vertical thermal structure in this region of the model 
can be obtained by simply reducing the value of K. 
However, it is more likely that the model thermocline, 
like the model undercurrent, is too thick because the 
vertical mixing in the model completely ignores such 
important physical effects as surface wind mixing, 
vertical current shear, and density stratification (in the 
stable case). 
The circulation patterns in the intermediate and 
bottom levels are shown in Figs. 15 and 16. Because of 
the strong geostrophic constraint in middle latitudes, 
the flow pattern at 3000 m is a reversal of the flow pat-
tern at 700 m, and the 1500 m level (not shown), which 
is the closest to being a "level of no motion" in the 
3 In the "critical latitude" theory of the formation of the ITCZ 
(Holton et al., 1971; Chang, 1973), the mean latitude of the 
ITCZ is determined by the frequency of propagating wave dis-
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model, serves as a layer of transition between the two. 
The equatorial flow is more complicated. The circula-
tion in the eastern two-thirds of the equatorial region 
is very weak but generally anticyclonic while the flow 
in the western two-thirds of the equatorial region is 
probably not well resolved by the horizontal grid. 
Nevertheless, it is interesting that the western boundary 
region is the only place at these levels where cross-
equatorial flow occurs. 
The vertical resolution in the bottom levels is also 
too coarse in the equatorial region where, for example, 
the zonal current alternates in direction from level 4 
(westward) to level 5 (eastward, not shown) to level 6 
(westward). However, it is felt that the vertical resolu-
tion through the upper four levels is adequate to resolve 
the surface and intermediate level motions including 
the undercurrent. 
The temperature fields at 700 and 3000 m are shown 
in Figs. 17 and 18, respectively. The horizontal gradients 
at 700 m are considerably weaker than at the upper 
levels, but the general pattern of a westward intensified 
pool of warm water is still evident in the middle lati-
tudes of each hemisphere. The temperature pattern at 
3000 m is completely shaped by the strong vertical 
velocities which occur in the vicinity of the northeast 






































FIG. 17. As in Fig. 12 except at 700 m. 
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flow intersects the coastline (Fig. 16). Because of the 
strength of the Southern Hemisphere circulation, the 
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FrG. 18. As in Fig. 12 except al 3000 m. 
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strong sinking motion and warm temperatures in the 
extreme southeast corner of the basin. The production 
and maintenance of bottom temperatures which are 
several degrees lower than the lowest surface tempera-
tures is an unrealistic feature of the model which is 
attributed to vertical truncation error caused by the 
very coarse vertical resolution in the bottom levels. 
The vertical velocity at 1100 and 2250 m are shown 
in Figs. 19 and 20, respectively. In the open ocean, the 
vertical velocity is approximately that due to geo-
strophic convergence, i.e., upward motion where the 
bottom flow is poleward and downward where it is 
equatorward. Along the lateral boundaries, the vertical 
velocity is much stronger wherever the boundaries 
intersect the natural direction of the interior flow. 
d. Heat transport in the second phase 
The heat transport calculated in the model can only 
be considered meaningful in a qualitative sense because, 
as noted above, the circulation has not completely 
reached a statistical steady state and because tem-
peratures that are several degrees colder than the coldest 
surface water exist in the bottom level due to the large 
vertical truncation error there. An error in the average 
bottom temperature of a few degrees produces a 203 
error in the mean lapse rate which in turn produces a 
similar error in the heat transport by the mean merid-
ional circulation. It is therefore estimated that the 









FIG. 19. As in Fig. 11 except at 1100 m, the hottom 
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FJG. 20. As in Fig. 11 except at 2250 m, the hottom 
of the fifth level. 
circulation may be about 203 too large due to the 
erroneous bottom temperatures. With these limitations 
in mind, however, the results can provide useful, 
qualitative information on the general heat balance in 
the model. 
Fig. 21 shows the downward heat flux at the ocean 
surface. The ocean is heated at low latitudes and cooled 
at high latitudes; however, the high~latitude cooling 
in the Southern Hemisphere is more than twice as large 
as it is in the Northern Hemisphere. The maximum 
downward heat flux occurs in the region of cold ocean 
temperatures on the equator and the maximum upward 
heat flux occurs in the regions of warm ocean tempera-
tures near the western boundaries. 
In a steady state, the heat taken up in low latitudes 
must be transported poleward to offset the heat given 
off in high latitudes. The total northward heat flux Ho 
consists of a part due to the currents and a part due to 
lateral eddy diffusion, and is given by 
(23) 
The total heat flux Ho and the two flux components on 
the right side of (23) are shown in Fig. 22. It is clear 
that subgrid-scale eddy diffusion plays an important 
role in this model, especially in the higher latitudes 
where the meridional temperature gradient is large. 
Away from higher latitudes, however, the large majority 
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Fw. 21. Downward heat flux at the ocean surface (ly day-1) 
calculated from (9) and averaged over the last year of the second 
phase. 
of the heat is transported by the currents. The most 
interesting feature in the total heat transport is the 
southward transport across the equator which allows 
the heat transport to be about three times as large in 
the Southern Hemisphere as in the Northern Hemi-
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ocean almost equally on both sides of the equator (Fig. 
21); however, some of the heat which enters the ocean 
north of the equator is transported southward across 
the equator and on to higher latitudes to help balance 
the larger heat loss occurring there. The larger heat 
loss in the Southern Hemisphere is attributed to the 
larger value of Q2 (Fig. 3) in the higher latitudes of the 
Southern Hemisphere which, according to (8), must be 
accompanied by either a larger surface heat flux or a 
smaller air-sea temperature difference at the latitude 
where Q2 is larger. The latter is evidently not possible 
though it is not at all clear why. 
The heat transport by the currents can be separated 
into a part by the mean meridional circulation and a 
part by the eddies. Denoting the zonal mean of a 
quantity q by [q] and the departure therefrom by 
q*, the northward heat transport by the total current, 
H v, can be written 
Jo fx.v Hv=poCp vT coscpd\dz, 
-H 0 
JO (AM = PoCp -H} 0 ([v][T]+v*T*)a coscpdt..dz. (24) 
Fig. 23 shows Hv and the heat transported by the mean 
meridional circulation and the eddies separately. It is 
obvious that the large majority of the poleward heat 
transport is carried by the mean meridional circulation 
which, as estimated previously, is perhaps 20% too big. 
It can also be seen that the eddies in middle latitudes 
transport heat equatorward. A similar result was first 
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FIG. 23. Northward heat transport by the mean meridional circulation, lI1, the eddies, 
l12, and their sum, Hv. 
The heat transport in the model was also separated 
into a part due to the vertical shear current and a part 
due to the vertical mean current. It was found that the 
heat transport by the eddies (H2 in Fig. 23) is shared 
about equally between the vertical shear current and 
the vertical mean current, both of which transport heat 
equatorward in the middle latitudes. In summary, the 
poleward heat transport by the currents in the model 
is accomplished primarily by the vertical shear currents' 
mean meridional circulation, while the eddies in both 
the vertical shear current and the vertical mean current 
are comparatively small and transport heat equator-
ward in each hemisphere. 
e. The energy balance 
One way to study the separate roles of wind and 
thermal forcing in driving the large-scale ocean circula-
tion is to examine the energy sources, energy sinks, and 
energy transformations associated with the motion. Al-
though the flat bottom and regular coastline geometry 
in the present model make it very idealized and eddies 
of several hundred kilometer scales are heavily para-
meterized (perhaps erroneously) by the eddy momen-
tum transport hypothesis, additional insight into the 
workings of this model can be obtained through such 
an energy analysis. Since the currents in the model are 
separated 'into a vertical shear current and a vertical 
mean current, it is convenient to discuss the kinetic 
energy balance in terms of these two modes. 
Let K' and K be the average over the ocean domain 
of the kinetic energy of the vertical shear current and 
of the vertical mean current, respectively. By using the 
continuity equation (4), the hydrostatic equation (3), 
and the boundary conditions, the time rate of change of 






{ P · K'} = ~ { o:p0gwTdV, (26) 
V Jv 





{K' ·A}=-~ f p0AM(u'\72u'+v'V'2v')dV, 
v v 




The integrals in (26)-(30) represent the transformation 
of potential energy into kinetic energy, the transforma-
tion of kinetic energy from the vertical mean current to 
the vertical shear current, the rate of working by the 
wind stress on the vertical shear current, and the rate 
of working by the vertical shear current against lateral 
and vertical eddy viscosity, respectively. 
Since the vertical mean current is predicted by the 
vorticity equation, the time rate of change of K is also 
governed by the vorticity equation. Multiplying (13) 
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by 1/.1 and integrating over the entire domain one obtains 
aK. - - -
-= {K'·K}+{r·K}-{K·A}, (31) 
at 
where 
_ 1 J po1/.t [a(} a _ J {K'·K}=-- -- ---(Fcoscp) HdS, 
v s a coscp at.. acp 
(32) 
(33) 
_ 1 J poif; [a {K·A} =- -- --(Au\72ii) 
v s a coscp at.. 
-~(AM coscp\72u)]HdS. (34) 
acp 
The integrals in (32)-(34) represent the transformation 
of kinetic energy from the vertical shear current to the 
vertical mean current [which can be shown to be equal 
to -{K·K'} in (27)], the rate of working by the wind 
stress on the vertical mean current, and the rate of 
working by the vertical mean current against lateral 
eddy viscosity, respectively. 
Taking the potential energy to be zero at the ocean 
floor, z= -H, and defining z*=z+H, the domain 
averaged potential energy is 
(35) 
The potential energy equation is obtained by differ-
entiating (35) with respect to time and using (4), (5), 





{ K' · P} = _2._ f ap0gwTdV, 
v v 
{ Q · P} = _2._ f apog..!J.__HdS, 
V s PoCp 
{K·P} =~ f apogK[T(z=O)-T(z= -H)]dS, 
v s 







The integrals in (38)-(40) represent the transformation 
of kinetic energy into potential energy and the rate of 















FIG. 24. The energetics of the model averaged over the last 
year of the second phase. The units of energy are ergs cm-3 and of 
energy transformations ergs cm-3 day-1. 
ward heat diffusion, and upward heat convection, re-
spectively. Since the vertical velocity is zero at the top 
and bottom of the ocean, all the potential energy that is 
converted into kinetic energy goes into that of the 
vertical shear current (Wiin-Nielsen, 1962). Thus, there 
is no transformation between the potential energy and 
the kinetic energy of the vertical mean current, and 
the inportant joint effect of baroclinity and bottom 
relief (Sarkisyan and Ivanov, 1971) is absent from this 
model. 
The energy flow diagram depicting Eqs. (25), (31) 
and (36) is shown in Fig. 24. The kinetic energy of both 
the vertical shear current and the vertical mean current 
is clearly in a steady-state balance but the potential 
energy is not. Because of the net downward flux of heat 
across the ocean surface noted earlier, { Q· P} dominates 
the balance and causes the potential energy to decrease 
at a net rate of 2.32 ergs cm-3 day-1• In this model, the 
only kinetic energy source is the working of the surface 
wind stress, {r·K'}, on the vertical shear current. This 
kinetic energy input by the wind is partly used to do 
work against gravity, {K'·P}>O, and the rest is dis-
sipated-mostly through lateral friction. Because of the 
relatively large eddy viscosity in the model, the kinetic 
energy transformation {K'·K} is small; thus, the 
vertical shear and vertical mean currents are nearly 
independent of each other. 
The negative value of the energy transformation 
{P·K'} is consistent with the results of Holland (1972) 
who found that its sign depends upon the relative sizes 
of the boundary layer length scales Lr and LF, given in 
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(22), and L111= Pe-1 which represents the boundary 
layer width associated with lateral heat diffusion. In 
the present model, LM=0.030 so LM>LF>Lr. A pos-
sible physical interpretation of the results is that since 
LM>LP, the thermal boundary layer determined by 
LM, is wide enough that the warmest water is located 
far enough offshore in a region of sinking motion. This 
contributes to a negative correlation between w and T 
in the western boundary region which is evidently large 
enough to make {P·K'} negative. It is important to 
note that the energetics of this model, as shown in 
Fig. 24, is quite different from that of Bryan and Cox's 
(1968b) model in which the earth's rotation rate was 
purposely but artificially reduced. 
An approximate value of the available potential 
energy in the model was calculated from the expression 
ap0g Jo _(af)-1 
PA=-- HT')2 - dz, 
H -H az 
(41) 
where the overbar represents an area average at a given 
depth and the prime represents the departure there-
from. The value calculated in the model was PA= 1233 





which is similar to that same ratio in the atmosphere 
(Lorenz, 1955). A further discussion of the balance of 
available potential energy in the model is beyond the 
scope of this paper but will be the subject of future work. 
5. Summary and conclusions 
This model was developed as the first step in an 
eventual numerical study of the interaction between 
the global atmosphere and the world ocean. Because of 
the significance of equatorial regions in the interaction 
between the atmosphere and ocean, a major goal of the 
present work was to develop a model that extends across 
the equator and to subject it to asymmetric wind and 
thermal forcing. A second objective was to compare the. 
first phase, which contained large horizontal eddy dif-
fusion and utilized linearized momentum equations, 
with the second phase which contained smaller hori-
zontal eddy diffusion and utilized the complete mo-
mentum equations. 
Integration of both phases produced enhanced 
western boundary currents in the middle latitudes of 
each hemisphere, an eastward undercurrent on the 
equator, and cold equatorial surface temperatures main-
tained by strong vertical velocities below the surface 
layer on the equator. integration also produced an 
eastward surface countercurrent at 7N but no such 
countercurrent in the Southern Hemisphere and this 
was clearly related to the asymmetric distribution of 
the easterly stress across the equator. A comparison of 
various results showed that the baroclinic effect intro-
duced by vertical density stratification greatly increases 
the eastward transport of the model undercurrent and 
that nonlinear effects and increased baroclinity caused 
by decreased heat diffusion also increase the transport. 
Although the maximum speed in the model undercur-
rent is much less than observed speeds in the Cromwell 
Current, the total eastward transport in the model is 
comparable to observed transports because the model 
undercurrent is spread over a greater vertical thickness 
than the Cromwell Current. This weak vertical con-
centration of the model undercurrent and the exces-
sively deep equatorial thermocline in the model are no 
doubt closely related features, and future study fa 
needed in order to correct them. 
Probably the most conspicuous result obtained in the 
model is the large southward heat transport across the 
equator. This heat transport is required to help balance 
the large heat losses which occur in the higher latitudes 
of the Southern Hemisphere where the heat exchange 
coefficient Q2 is largest. A calculation of the individual 
modes of heat transport agreed with similar calculations 
by Bryan (1969a), and a calculation of the energy 
balance in the model showed that the main energy 
source for the circulation is the working by the wind 
stress on the vertical shear current while the energy 
transformation {P·K'} is negative and {K'·K} is posi-
tive but small. 
A comparison of the results of the two phases was 
primarily useful in showing the importance of'increased 
baroclinity and nonlinearity in the momentum equa-
tions at the equator. Also, when the first phase was · 
terminated, the currents and temperatures were not 
realistic in the deep equatorial eastern boundary region. 
In the second phase the eddy viscosity was so small that 
an artificial viscous recirculation on the scale of the 
grid size existed in the western boundary region and 
because of the limited vertical resolution in the deep 
layers, temperatures existed there which were several 
degrees colder than the coldest surface water. It was 
estimated that this error at least caused the heat trans-
port values to be about 203 too large, but it may have 
produced other effects as well. 
The weaknesses, as well as the strengths, of the 
present model justify studying the externally driven 
circulation of an idealized ocean basin before attempting 
to simulate the complete dynamical coupling of the 
atmosphere and the ocean. For example, the large-scale 
response of the ocean surface temperatures in the equa-
torial regions to changing wind or thermal forcing will 
not be accurately simulated until the vertical tempera-
ture and current structure of the equatorial waters are 
adequately described by the model. For this, we must 
properly parameterize the effect of surface wind mixing 
and the subgrid-scale vertical transfer of heat and mo-
mentum in the upper Jayers of the ocean in the case of 
both stable and unstable stratification. These problems, 
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as well as those mentioned above concerning the resolu-
tion, can easily be studied within the context of a 
simple model such as the present one. At this writing, 
the model has already been generalized to include 
salinity (Maxwell, 1972), and to include the irregular 
geometry of the North Pacific Ocean (Huang, 1973) for 
the purpose of studying the development and evolution 
of anomalous ocean behavior as observed and theorized 
by Bjerknes (1966) and Namias (1969). In addition, 
a high-resolution version of the model, with other 
appropriate modifications, will be used in cooperation 
with Profs. Yale Mintz and Alan Robinson and Dr. 
Kenzo Takano to study mesoscale motions in the open 
ocean such as have been observed during MODE. 
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APPENDIX 
Finite Difference Equations 
a. Space finite differencing 
The space-differencing scheme is based upon the 
conservation principles of Arakawa (1966) and is a 
simplified version of the scheme used in the UCLA 
general circulation model as documented by Gates et al 
(1971). In the notation to follow, the letters i, j, k will 
always be integers. The placement of the variables in 
the vertical is shown in Fig. 25. The vertical index is k 
and the variables (u,v,T) are located at the kth level, 
k= 1, ... , K, while the vertical velocity w is defined be-
tween these levels. If Zk denotes the height (negative) 
of the kth level, the thickness between the levels are 
defined as 
.6z}= -2z1 } 
.6zk-t=Zk-1-Zk, k= 2, · · • ,K, 
.6zK+~= 2(zz+H) 
(Al) 
where H > 0 is the total ocean depth. The thickness of 
w=o 
u, v, T 
w 
u, v, T 
w 
u, v, T 
w=o 
Z=-H 7nnnrr?rr?rnnnr 
FIG. 25. Vertical placement of the variables. The horimntal 
velocity and temperature, (it,v) and T, are located at six levels 
denoted z1, ••• , z6 • The vertical velocity w is localed between 
these levels and at the ocean top (z=O) and bottom (z= -Il). 
the kth level is defined as 
(A2) 
The finite-difference form of the hydrostatic equation 
(3) is chosen so that, as far as the vertical differencing 
is concerned, a proper analog of the energy transforma-
tion {P·K'} is maintained. The result is 
pk-Pk+i=-Pk+tg.6zkH, k=1, ···,K-1, (A3) 
where 
(A4) 
By defining the finite-difference analog of the vertical 
average of a quantity q as 
1 K 
q=- L qk.6Zk, 
H k~i 
(AS) 
and using (A3), the finite-difference analog of (19) is 
derived to be 
(A6) 
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where 
(A7) 
The horizontal domain of the model (Fig. 1) maps 
into the rectangle [Ao~~),:( lw, cpo:( cp:( cpM] in the (X, cp) 
plane. The horizontal placement of the variables is 
shown in Fig. 26. The streamfunction, temperature and 
vertical velocity are located at grid points defined by 
integer values of i, j with coordinates 
A;=Xo+(i-1)11X, i=1, .. .,J}, (AS) 
cpj=cpo+(j-1)11cp, j=l, .. .,J 
where Ar= AM, cpJ= cpM, and 11A and 11<P are the longi-
tude-latitude grid intervals of 3° and 2.5°, respectively. 
The horizontal velocity components are located at the 
half-integer grid points Ci+!-, j+!-), i= 1, ···,I -1, 
j= 1, · · ·, J -1. The space-differencing scheme makes 
use of the following definitions of the grid distances 
and volume elements: 
mi= a COScpjl1A} 
n=al1cp . 
7r ik= minl1zk · 
(A9) 
The continuity equation is used to compute the 
vertical velocity between the k levels. Using the lower 
boundary condition WK+!= 0, the finite-difference analog 
to (10) is 















v* (u, vl 
I x 





FIG. 26. Horizontal placement of the variables in the vicinity 
of the southern boundary. The quantities if;, T and ware located 
at integer grid points including the boundary. The horizontal 
velocity (u,v) is located at half-integer grid points inside the 
domain, while the mass fluxes u* and v*, defined by (All), are 
located as sh6wn. 
where 
. 
W;J,k-1=w1, 1 ,k-Jmin l 
u;+l.i,k = Hui+LiH+u,H .i-!hn11zk l 
v;,iH ,k = !- ( v;H .iH +vi-l .iH) kmi+tl1ZkI' 
miH = Hmi+mi+1) 
(All) 
The finite-difference analogs of (11) and (12) [see 
(Al9)] are such that the divergence of the vertically 
averaged current is zero. Therefore, (AlO) satisfies the 
upper boundary condition Wi,i,t= 0. 
The finite-difference analog of the thermal energy 




= -[(Tu).+1 ·-(Tu)·_, ·+(Tv)·· ·+1-(Tv)• ._,] .. l :l ,J • Z :l ,J i ,j :l 't,) :l II 
-[(Tw)• · k-1-(Tw)• · k+'] 1,J' .. 1,J' " 
+[(Tx)i+u-(Tx)H.i+(Ty);,iH-(Ty)i.i-tJk 
+[ (Tz); .:'.k-!-(Tz)i.i.kH]+oc(T)7ri,k, 
where 
. . 
(Tu),+t.i.k= HTi.i+ Ti-H.ihui+t.J,k 
(Tv):.i+J .k= ~ (Ti.i+ Ti.i+1hv:.1+!.k 
. . 
(Tw) i,j,k+J= ~ (T;,;,k+ T,-.;,k+1)w;,;,k+l 
(Tx),+Li.k= A u;(T;+1.j-Ti . .i)knl1zk/m; 
(Ty);,;+J,k= A u,+i(T;,;+1-T;J)kmi+Jl1zdn 
(Tz);J,k+J= K(T;,j,k-Ti,i,k+1)min/ 4zk+! 
AH;=A2(mjn) 4 !3 
A IIJ+l =!-(AH,+ Ani+J 
(Al2) 
(Al3) 
In the last term, oc(T) represents the time rate of 
change of temperature due to the convective adjust-
ment mechanism. If the new temperature field pre-
dicted during one time step by the advection and diffu-
sion terms alone contains an unstable lapse rate, 
(Tk-1<Tk), the two temperatures are instantaneously 
set equal to the vertically averaged temperature of the 
two layers. After such an adjustment, the temperature 
field is again examined to see if any other layers have 
been made unstable by the previous adjustment, and 
if so, the adjustment process is repeated until finally all 
layers are gravitationally stable. 
The finite-difference analogs 0£ the equations of 
motion for the vertical shear current are obtained by 
writing the finite difference analogs of (1) and (2) and 
then subtracting the vertical mean of these using the 
definition (AS). The resulting finite difference analog of 
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(17) is 
where 
I I I I 
(Px)i+l.i+P= ![(Pi+1,j+ Pi+l.i+1)-(Pi.i+Pi.i+1) ]kn/ Po 
h+i= 2SJ(coScpj-COS<pj+I)/ Acp 
' ' (uy)iH,j,k=AM;(UiH.iH-UiH.i-l)kmi/n (A15) 
' ' 
(uzh+i = K(UiH.i+l,k-Ui+UH.k+I)mi+!n/ AZk+! 
F;+l.i+J,kAZk= -[(uu)i+I.i+1-(uu)i,i+1+(uv);H.i+1-(uv);+1,Jk 
-[ ( uw) k-i -(uw) k+!]+vi+l .i+J ,kUi+Li+! ,k(mi-mi+1)Azk 
and 
1 * * * * l (uu); .i+Lk = 8 (ui-J.i+! +u;+u+!) k X (u;-1.i+u,.+1.i+u,._;.i+1 +ui+Li+I) k t 
* * * * (uv)i+j,j,k = i(ui+U- i+ui+U+!)kX (v;,j-j+Vi,j+!+vi+I,j-J+Vi+I,iH)k . (A16) 
1 * * * * (uw) k+! = g-(UiH.i+!.k+Ui+l.i+Lk+I) x ( wu+wi+l,j+Wi,j+l +wi+l,j+I) kH 
The finite-difference analog of (18) has a similar form. 
The finite-difference analog of the vorticity equation 
(13) is derived by cross finite differencing the finite 
difference analogs of the vertical mean of (1) and (2). 








1 _ X 
Fl;+J.i+l = -[Fi+!.iH+ri+lmiHn/(poH) 
n 
+(uy);+JJp-(uy);+u] (A18) 
U;+l .i+ln = ~[ (if;,.,;+Y.,;+1,j)- (l/;i,i+1 +i/!;+1.i+1)]} 
ii;+l .J+lmi+l = ![(l/;;+1.j+1fi+1.J+ 1)-(if;,.,i+if;,.,i+1)] ' 
(A19) 
and Cl has a form similar to Fl. On the left hand side 
of (A17), minV(if;;i) is the finite-difference analog of 
the circulation about the grid point i,j and is a sum of 
terms which are products of quantities like mi-r1/n and 
il'i+l.i> etc., which involve fat i,j and eight surrounding 
points. In the present model the following finite-
difference analog of (14) is used: 
1 
v (Y,,;,;) = -(i1'1+1,j+hi+1 +it-i-1,j 
m1n 
+f1,j-1-4i/!u). (A20) 
This approximation has second-order accuracy in the 
grid size m and greatly speeds the relaxation phase of 
the integration but neglects some of the variation of 
the grid size with latitude. Since the results of integra-
tions performed using the complete 9-point formulation 
and those using (A20) were practically identical, the 
more economical formulation (A20) was used. 
b. Boundary conditions 
The lateral boundary conditions will only be given 
for the southern boundary, j= 1, since the other 
boundaries are treated similarly. As shown in Fig. 26, 
f;,; and T;,j,k are defined at grid points which coincide 
with the lateral boundaries while (u,v);+!.i+P is de-
fined at points located one-half grid distance inside the 
domain. The streamfunction if;;,j is simply set equal to 
zero at all boundary points. The zero normal flux con-
dition is maintained at the southern boundary by im-
posing the following antisymmetric condition on the 
normal flux: 
(A21) 
In all terms except the friction terms, the following 
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Ui+},t,k= Ui+~.! ,knf1Zk. (A22) u1 <z+ 1)= u'<1-lJ+--{Aucn+nuu-i) 
In all vertical advection terms the vertical mass flux 
is set equal to zero at the top and bottom of the ocean, 
i.e., 
• • Wt=WK+~=O. (A23) 
In the friction terms, the zero velocity condition is 
maintained at the southern boundary by setting 
(uy);H.I,k= 2AM1Ui+t,pm1/n } . 
(vy);H,t,k= 2A,111Vi+L!.km1/n 
(A24) 
In the eddy heat diffusion terms, thermal insulation is 
maintained at the southern boundary by imposing the 
following antisymmetric condition on the normal tem-
perature gradient: 
(Ty);,p= - (Ty)q,k. (A25) 
The conditions of thermal insulation and free slip 





The downward fluxes of heat and momentum at the 
ocean surface are calculated from 
z (.T:).;·:·:: (~2:j(T~1;-T1.j,1)mjn/ (pocp) } 
(u ),+,.1+,., T1+,m1+,n/ Po ' 
( vz) i+!.i+U = 0 
(A27) 
where r~+l' (Qz)i and r; are taken from Figs. 2 and 3. 
c. Time finite dijf erencing 
Time integration in the model utilized the leapfrog 
scheme with a regular restart every 50 time steps using 
the Euler-backward scheme (Matsuno, 1966) to remove 
solution separation. In addition, the trapezoidal implicit 
scheme was used for the Coriolis force in order to render 
inertia oscillations neutral with a large time step, and 
the forward scheme was used for the friction terms. 
If l and At denote the time level and time step re-
spectively, the time differencing of the thermal energy 
equation (A12) is written 
ru+t)= T(l-!)+2At[A (l)+D(l-I)]/1Ti,k, (A28) 
where A represents the advection terms and D the 
diffusion terms on the right side of (A12). The convec-
tive adjustment is then applied to ru+i) before begin-
ning the next time step. The time differencing of the 
where Au represents the sum of the pressure gradient 
term and the (F-F) term on the right hand side of 
(A14) while Du represents the friction and stress terms. 
Eq. (A29) and the corresponding equation for v'<HIJ 
are solved simultaneously for u' (l+tJ and v' Cl+l). For 
linear computational stability, the coefficients a and b 




In this model, a=0.55 and b=0.45, which produces 
very slight damping of inertia oscillations. In the 
vorticity equation (Al 7), the forward scheme is used 
for the friction terms and the leapfrog scheme is used 
for all other terms. 
When restarting, the trapezoidal implicit scheme is 
still used for the Coriolis terms in the equations of 
·motion, but the Matsuno scheme is used everywhere 
else. 
Since external gravity waves are removed from the 
model and inertia oscillations are neutral, the maximum 
time step which can be used is determined approxi-
mately by the frequency of internal waves. The phase 
speed of such waves is (g'H):, where g' is reduced 
gravity, gAp/ po. Using the values g' = 1 cm sec~2 , 
H=4 km, and f1x:::o:200 km, we have from the linear 
computational stability criterion At~ 0.36 day. In this 
model all integrations have been stable with At= 0.33 
day. 
REFERENCES 
Arakawa, A., 1966: Computational design for long-term numerical 
integration of the equations of fluid motion: Two-dimensional 
incompressible flow. Part I. J. Comput. Phys., 1, 119-143. 
Barcilon, V., 1971: A simple model of the thermocline in a bounded 
ocean. J. Phys. Oceanogr., 1, 7-11. 
Bjerknes, J., 1966: A possible response of the atmospheric Hadley 
circulation to equatorial anomalies of ocean temperature. 
Tellus, 18, 820-829. 
-~, 1969: Atmospheric teleconnections from the equatorial 
Pacific. Mon. Wea. Rev., 97, 163-172. 
--, 1971: Large-scale ocean-atmosphere interaction resulting 
from variable heat transfer at the equator. Proc. Joint 
Oceanogr. Assembly, Tokyo, 1970, p. 145. 
--, 1972: Large-scale atmospheric response to the 1964-65 
Pacific equatorial warming. J. Phys. Oceanogr., 2, 212-217. 
Bryan, K., 1969a: Climate and the ocean circulation: III. The 
ocean model. Mon. Wea. Rev., 97, 806-827. 
--, 1969b: A numerical method for the study of the circulation of 
the world ocean. J. Comput. Phys., 4, 347-376. 
--, and M. D. Cox, 1967: A numerical investigation of the 
oceanic general circulation. Tellus, 19, 54-80. 
--, and --, 1968a: A nonlinear mode] of an ocean driven by 
APRIL 1974 ROBERT L. HANEY 167 
wind and differential healing: Part I. J. Atmos. Sci., 25, 
945-967. 
--, and --, 1968b: A nonlinear model of an ocean driven by 
wind and differential heating: Part II. J. Atmos. Sci., 25, 
968-978. 
--, and --, 1972: The circulation of the world ocean: A 
numerical study. Part I, A homogeneous model. J. Phys. 
Oceanogr., 2, 319-335. 
Bye, J. A. T., and T. W. Sag, 1972: A numerical model for circu-
lation in a homogeneous world ocean. J. Phys. Oceanogr., 2, 
305-318. 
Chang, C.-P., 1973: A dynamical model of the intertropical con-
vergence zone. J. Atmos. Sci., 30, 190-211. 
Cox, M. D., 1970: A mathematical model of the Indian Ocean. 
Deep-Sea Res., 17, 47-75. 
Crowley, W. P., 1967: A global numerical ocean model: Part I. 
Rept. UCRL-50354, Part I, Lawrence Radiation Laboratory, 
University of California, Livermore, 38 pp. 
Gates, W. L., 1968: A numerical study of transient Rossby 
waves in a wind-driven homogeneous ocean. J. Atmos. Sci., 
25, 3-22. 
--, E. S. Batten, A. B. Kahle and A. B. Nelson, 1971: A docu-
mentation of the Mintz-Arakawa two-level atmospheric 
general circulation model. Rept. R-877-ARPA, The Rand 
Corporation, Santa Monica, Calif., 408 pp. 
Gill, A. E., 1971: The equatorial current in a homogeneous ocean. 
Deep-Sea Res., 18, 421-431. 
--, and K. Bryan, 1971: Effects of geometry on the circulation 
of a three-dimensional Southern-Hemisphere ocean model. 
Deep-Sea Res., 18, 685-721. 
Gormatyuk, Yu. K., and A. S. Sarkisyan, 1965: Results of 4-level 
model calculations of North Atlantic Currents. Izv. Atmos. 
Oceanic Phys., 1, 313-326. 
Haney, R. L., 1971: Surface thermal boundary condition for 
ocean circulation models. J. Phys. Oceanogr., 1, 241-248. 
Hellerman, S., 1968: An updated estimate of the wind stress on the 
world ocean. Mon. Wea. Rev., 96, 63-74. 
Holland, W.R., 1967: On the wind-driven circulation in an ocean 
with bottom topography. Tellus, 19, 582-599. 
--, 1972: Energetics of baroclinic oceans. Paper presented at 
the Symposium on Numerical Models of the Ocean Circula-
tion, Durham, New Hampshire, October 17-20. 
--, 1973: Baroclinic and topographic influences on the trans-
port in western boundary currents. Geophys. Fluid Dyn., 4, 
187-210. 
--, and A. D. Hirshman, 1973: A numerical calculation of the 
circulation in the North Atlantic Ocean. J. Phys. Oceanogr., 
2, 336-354. 
Holton, J. R., J.M. Wallace and J. A. Young, 1971: On boundary 
layer dynamics and the ITCZ. J. Atmos. Sci., 28, 275-280. 
Huang, J. C. K., 1973: Numerical modeling study in NORPAX. 
Unpublished preliminary report, Scripps Institution of 
Oceanography, La Jolla, Calif., 5 pp. 
Il'in, A. M., V. M. Kamenkovich, T. G. Zhugrina and M. M. 
Silkina, 1969: On the calculation of the complete circulation 
in the world ocean (stationary problem). lzv. Atmos. Oceanic 
Phys., 5, 1160-1171. 
Knauss, J. A., 1960: Measurements of the Cromwell Current. 
Deep-Sea Res., 6, 265-286. 
--, 1966: Further measurements and observations on the 
Cromwell Current. J. Marine Res., 24, 205-240. 
Kort, V. G., 1971: Specific features of water circulation in the 
tropical Pacific, based on the data of the Soviet studies. 
Proc. Joint Oceanogr. Assembly, Tokyo, 1970, 224--225. 
Leith, C. E., 1965a: Numerical simulation of the earth's atmo-
sphere.Methods in Computational Physics, Vol. 4, New York, 
Academic Press, 1-28. 
--, 1965b: Numerical treatment of turbulent flows. AIAA J., 
3, 1364--1365. 
Lorenz, E. N., 1955: Available potential energy and the main-
tenance of the general circulation. Tellus, 7, 157-167. 
Manabe, S., 1969: Climate and the ocean circulation: II. The 
atmospheric circulation and the effect of heat transfer by 
ocean currents. Mon. Wea. Rev., 97, 775-805. 
Matsuno, T., 1966: Numerical integrations of the primitive 
equations by a simulated backward difference method. 
J. Meteor. Soc. Japan, 44, 76-84. 
Maxwell, B. R., 1972: An ocean forecasting model for the equa-
torial region. M.S. thesis, Naval Postgraduate School, 
Monterey, Calif., 96 pp. 
Munk, W. S., 1950: On the wind-driven ocean circulation. J. 
Meteor., 7, 79-93. 
Namias, J., 1959: Recent seasonal interactions between North 
Pacific water and the overlying atmosphere circulation. 
J. Geophys. Res., 64, 631-646. 
--, 1969: Seasonal interactions between the North Pacific Ocean 
and the atmosphere during the 1960's. Mon. Wea. Rev., 97, 
173-192. 
O'Brien, J. J., 1971: A two-dimensional model of the wind driven 
North Pacific. Invest. Pesq., 35, 331-349. 
Reid, J. L., 1961: On the geostrophic flow at the surface of the 
Pacific Ocean with respect to the 1,000-decibar surface. 
Tellus, 13, 489-496. 
Rotschi, H., 1971: Some aspects of the equatorial and inter-
tropical circulation in the western and central South Pacific. 
Proc. Joint Oceanogr. Assembly, Tokyo, 1970, 221-223. 
Rowntree, P. R., 1972: The influence of tropical East Pacific 
Ocean temperatures on the atmosphere. Quart. J. Roy. 
Meteor. Soc., 98, 290-321. 
Sarkisyan, A. S., and V. F. Ivanov, 1971: Joint effect of baro-
clinicity and bottom relief as an important factor in the 
dynamics of sea currents. Izv. Atmos. Oceanic Phys., 7, 
173-188. 
Sellers, W. D., 1973: A new climatic model. J. Appl.Meteor., 12, 
241-254. 
Smagorinsky, J., 1958: On the numerical integration of the primi-
tive equations of motion for baroclinic flow in a closed region. 
Mon. Wea. Rev., 86, 457-466. 
Takano, K., 1969: General circulation in the global ocean. J. 
Oceanogr. Soc. Japan, 25, 48-50. 
Veronis, G., 1966: Wind-driven ocean circulation-Part 1. Linear 
theory and perturbation analysis. Deep-Sea Res., 13, 17-29. 
Warren, B. A., 1963: Topographical influences on the path of the 
Gulf Stream. Tellus, 15, 167-183. 
Wetherald, R. T., and S. Manabe, 1972: Response of the joint 
ocean-atmosphere model to the seasonal variation of the 
solar radiation. Mon. Wea. Rev., 100, 42-59. 
Wiin-Nielsen, A., 1962: On transformation of kinetic energy 
between the vertical shear flow and the vertical mean flow 
in the atmosphere.Mon. Wea. Rev., 90, 311-323. 
Wyrtki, K., 1961: The thermohaline circulation in relation to the 
general circulation in the oceans. Deep-Sea Res., 8, 39-64. 
