Abstract-In this letter, we present a novel efficient automated tracing algorithm, called Compound Ray Recorder (CRR), to measure landscape heterogeneity efficiently without any supporting data sets. The main advantages of this method are: 1) the definition of a unified calculation framework for landscape heterogeneity is proposed and 2) no ancillary data are required, and the whole procedure can be automatically performed without any expert support or subjective evaluation. The results of tests using the proposed CRR method with actual satellite data show that it can accurately quantify the level of heterogeneity of a variety of landscapes. By normalizing the image size, the method constructs a unified framework for comparison of different regions or image extents. Meanwhile, the CRR method has been applied to time-series tracing of urban expansion and seasonal changes in the Poyang Lake area, thereby providing a new approach for monitoring landscape changes. Furthermore, heterogeneity changes mapping, and quantitative comparisons between the proposed method and existing methods are also performed.
I. INTRODUCTION

S
PATIAL heterogeneity can be defined as the complexity and variability of a system property in time and space [1] , and a system property in this case can be broadly any measurable entity, such as the configuration of the landscape, plant biomass, annual precipitation, or soil nutrient concentrations [2] . For a specific landscape system, spatial heterogeneity is regarded as one of the most important characteristics [3] , with many researchers having used the significance of landscape heterogeneity as the biotic value of the territory [4] , a prerequisite to the study of landscape pattern-process relationships [5] , and for spatiotemporal change analysis of landscape system. Many techniques have been developed for quantifying landscape heterogeneity during the last two decades, and it should be noted that these methods vary a lot among different disciplines [6] . Neglecting the interaction between ecological process and landscape heterogeneity, Allen and Hoekstra, and Dutilleul and Legendre implied that quantification of spatial heterogeneity should be based upon data types (categorical or numerical) [7] , [8] . For categorical maps, landscape heterogeneity can be measured by the composition and configuration of patches, which include the total number and proportions of patch types, spatial clustering and shape sizes of patches, connectivity, and lacunarity features among patches of the same type [9] - [12] . For numerical maps, landscape heterogeneity can be measured by its variability in trend, autocorrelation, and anisotropy characteristics, which include the magnitude of the mean, variance, or gradient; the intensity of autocorrelation; and the variation of these trend features in different directions [9] , [13] .
However, the method for categorical maps may be problematic sometimes because the classified representation of heterogeneity simplifies the landscape into patches or areas with undesired loss of specific information [13] ; moreover, the unified categorical standard for time-series data can be influenced largely by the original data's atmospheric and geometric conditions and other subjective factors, in addition to the complicated processes and unsatisfied classification accuracy that always become an obstacle to the overall analysis. Furthermore, it should be noted that, in several applications, we may merely need the general heterogeneity instead of those specific details of landscape patches. When it refers to remote sensing field community, what we obtain are always the numerical maps, and particularly for research studies focusing on image processing algorithms, the heterogeneity of the study sites will largely impact the output results. Therefore, how to characterize the sensitivity between heterogeneity and results requires a robust quantitative metric. The aforementioned traditional indicators for numerical maps are mainly statistical magnitudes, which lack the consideration of texture and neighboring properties. Pike used digital terrain modeling to describe the aspects of landscape surface heterogeneity [14] ; McGarigal et al. quantified landscape heterogeneity using the continuous surface gradients [13] ; however, the concept of landscape heterogeneity as a gradient may be theoretically accessible, in which the execution is challenging and as complex as the combination with digital terrain model. For these and other reasons, the assessment of landscape heterogeneity is mainly done through subjective evaluations. For example, Zhu et al. [15] proposed an enhanced STARFM based on Gao's STARFM [16] with targets to predict surface reflectance accurately at heterogeneous sites; Wang et al. [17] claimed that the landscapes of study site depict important spatial heterogeneities owing to difference in weather, topography, soil condition, and land cover; and Kobayashi et al. [18] The following assumptions are used in the implementation of our method.
1) The digital number (DN) of the continuous surface feature is a stable numeric value with a small range of changes at any given date. 2) The study site is a relative flat region without large mountainous areas; thus, the terrain effects are neglected. 3) Since all contaminations, including cloud and fog, atmospheric variability, bidirectional effects, and topographic shadows, negatively affect the performance of the proposed algorithm, processing of compound ray recorder (CRR) is based on an ideal situation without serious contamination effects.
First, considering the individual patterns of both horizontal and vertical textures of landscapes, we define a new index, i.e., landscape heterogeneity index (LHI)
where r h(j,i) denotes the valid binary value of the changing time depicting whether the neighboring ground objects at the jth pixel significantly differ from the (j + 1)th pixel of the ith line in the horizontal direction, and similarly, r v(j,i) denotes the valid binary value of the changing time depicting whether the neighboring ground objects at the ith line significantly differ from the (i + 1)th line of the jth pixel in the vertical direction; L and P denote the total number of lines and pixels, respectively. With the consideration of repeatability and similarity among neighboring landscape patches, we select sampled lines and pixels for LHI calculation instead of whole lines and pixels, and the sample sizes of lines and pixels (i.e., M and N ) are determined by a self-defined interval s through the following scheme: where operator * denotes a floor function; therefore, the final samples are {1, (1) and (2), the new LHI calculation can be transformed as
where r(j, m) represents the valid binary value of the changing times depicting whether the neighboring ground objects at the jth pixel significantly differ from the (j + 1)th pixel of the given mth iteration, and r(n, i) represents the valid binary value of the changing times depicting whether the neighboring ground objects at the ith line significantly differ from the (i + 1)th line of the given nth iteration. M and N denote the total iterations in the horizontal and vertical directions, respectively. Again, we look at (3) in terms of its physical interpretation; the proposed LHI represents the average rate of significant changes occurring among neighboring pixels from horizontal or vertical direction in a given study region.
Furthermore, the changing times of ground objects are calculated using one of the following two methods.
1) DDT Method: See Fig. 1 ; let DN(j, 1 + ms, B) represent the DN value in the jth pixel and mth iteration of the band B in a given image. In addition, note that the mth iteration actually represents the (1 + ms)th line according to the aforementioned equation, i.e., (2) .
We take the horizontal direction of an instance in (4), shown at the bottom of the page, where r (j,m,B) represents the binary value of the changing times depicting whether the neighboring ground objects at the jth pixel significantly differ from the (j + 1)th pixel of the targeted mth iteration for band B. β is the selection threshold, determined from the standard deviation of
pixels in the entire image and the estimated number of landcover types in the image [15] , [16] 
where σ(B) represents the standard deviation of all pixels in the targeted band, and m is the estimated number of land-cover classes, which is an empirical value assuming to be 4 to 6 [15] , [16] . Due to the comprehensive considerations of spectral sensitivity and cloud contamination effects, when calculating the LHI for remotely sensed data, we adopt a selection scheme as follows. If more than one band of the candidate ones satisfies the requirement of changing time, it could be assigned as a valid record. Thus, the total changing times of ground objects along the vertical direction can be aggregated as
Similarly, the calculation in the vertical direction can be obtained.
2) SP Method: Since the absolute difference method adopted in the direct difference threshold (DDT) method could lead to a large bias for those ground features with low DNs, for example, if the connected neighboring pixels with DN values of 0.001 and 0.010, when estimating whether they are consistent using DDT, the measurement may regard them as the same land-cover pixels although they would obviously distinguish in a practical situation. Thus, we propose another selection method aiming at overcoming these shortcomings.
Compared with the DDT, the only change in the slope projection (SP) method is the selection scheme for changing times.
Specifically, for the horizontal direction, it can be easily obtained for the vertical direction 
where γ is the selection threshold for SP method, which ranges from 0 to 1, determined from the standard deviation and the mean value of the sampled pixels in the given image
III. EXPERIMENTAL RESULTS AND ANALYSIS
Remotely sensed observations are used in the experimental tests, and heterogeneity changes mapping, and quantitative comparisons between the proposed LHI and well-known indices are performed.
A. LHI of Remotely Sensed Data
With regard to remotely sensed data, we specifically chose the main urban district in Beijing using Landsat TM Level-1 products (30-m spatial resolution and 16-day revisit cycle) from 1984 to 2011 (24 scenes in total) and the Poyang Lake Nature Reserve using MODIS09GA daily surface reflectance products (500-m spatial resolution) from 2000 to 2011 (331 scenes in total) (see Fig. 2 ). Owing to the dimensionality of the remotely sensed data [19] and the need for dimension reduction of existing bands for data processing, we selected Landsat bands 3 (red wavelength), 4 (near-infrared wavelength), and 5 (mid-infrared I wavelength), comprising rich-enough information. The corresponding bands for the MODIS imagery are bands 1, 2, and 6.
1) Urban Extension of Beijing:
Based on the availability of Landsat TM images between 1984 and 2011, we selected mid-to-late October as our focus period in each year for the following two reasons: 1) Cloud conditions would warrant more valid image data; and 2) the spatial heterogeneity during this period would be least disturbed by phenology change. We also decide that should a targeted image be unavailable, the TM image for the closest date would be substituted. Consequently, some irregular fluctuations in LHI are inevitable. Nevertheless, we can interpret the general trends in changes based on the aforementioned common regularity.
The results of applying the CRR algorithm to calculate the LHI for the input Landsat TM images and the trend in time-series LHI changes are depicted in Fig. 3 . With respect to the overall trend, the LHI gradually increases from 1984 to 2011 with several different fluctuation levels. The boosted urbanization in terms of utilizing more arable land and bare land patches definitely increases landscape heterogeneity. It should be noted that the points below the red fitting line , mid-to-late October). We surmise that, by the time these points would have reached the targeted date, the value of their corresponding LHI would be larger than that at the existing 2) Wet and Dry Season Monitoring at Poyang Lake: Poyang Lake, the largest freshwater lake in China, has fluctuating water levels throughout the year. During the period from March to June, water flows into the lake from five major rivers and reaches its peak level between July and September owing to high precipitation and flood backflows from the Yangtze River. During the period from October to November, the water subsides and vast areas covered with wetland vegetation emerge. From December to February, the water level significantly decreases and several small disconnected lakes are visible. Owing to the sharp contrast in the water levels of Poyang Lake throughout the year, we specifically identified a wet season (Julian 182-273) and a dry season (Julian 306-058) and computed the LHI of the time-series image input data sets (331 images in total) using the CRR algorithm. The mean values of LHI during the dry and wet seasons of each year were calculated separately as part of the time-series analysis.
It can be seen that a larger water area enhances the global homogeneity of the assigned study site without considering the local microgeomorphology. Based on the observation, LHI can be used to evaluate changes in water areas of Poyang Lake. Fig. 4 shows that all the LHI values during the dry season are greater than those in the wet season, which is quite reasonable owing to vast difference in the size of the water areas during the dry and wet seasons. Moreover, from the wet season plot, we can also identify change in water storage and specific drought and flood events in Poyang Lake. For convenience, we refer to a year with relatively greater water storage as a "flood year" and one with relatively lower water storage a "drought year." According to Fig. 4, 2001 , 2006, and 2008 can be regarded as "drought years," whereas 2002, 2007, 2009 , and 2010 are "flood years." We obtained actual water level data from three hydrologic stations (i.e., Xingzi, Duchang, and Kangshan) situated in Poyang Lake [20] .
Comparing the mean value plot with the wet season plot in Fig. 4 , we can conclude that the LHI plot for the wet season generally captures the actual change in water areas, with the exception of 2001 due to few available images with uneven clouds in the lake area. 
B. Heterogeneity Changes Mapping and Quantitative Comparison 1) Heterogeneity Changes Mapping for Urban Extension:
In order to visualize the process of urban extension in Beijing with our proposed LHI, we generally divided the whole targeted time series into four subperiods (i.e., 1984-1996, 1996-2002, 2002-2009, and 2009-2011) ; meanwhile, the selected region is partitioned into 3 × 3 subregions for the specific identification and comparisons of landscape heterogeneity changes. Furthermore, layered maps of average changing rates of LHI among subregions and bar graphs of every year's changing rates in subregions are simultaneously shown in Fig. 5 .
In Fig. 5 2) Quantitative Comparisons: For a specific wet season monitoring case at Poyang Lake, we calculated the coefficient of variance (CV) [21] and the fractal dimension (FD) [22] for a quantitative comparison with our proposed LHI. CV is a common statistic for numerical data with respect to the zeroorder spatial heterogeneity (i.e., magnitude of variance) [9] . FD is a negative function of the slope of logarithm-transformed semivariograms [22] and is also a well-known measure of spatial homogeneity and heterogeneity [9] . The comparisons in terms of CV, FD, and LHI are visualized in Fig. 6 .
We selected the wet season of the Poyang Lake as the experimental case for comparing the proposed method and the two well-known indices. The comparisons were conducted in With respect to the changing trend of FD, it keeps similar pace with LHI, but the trend of FD is too smooth in general with a slight fluctuation upon 1.87. We also computed the correlation coefficient between the selected indices and the mean water level of the Poyang Lake. Larger LHI, CV, and DF values indicate heterogeneity. In other words, all the three indices should be negatively correlated with the in situ water level data. Results of the computed correlation coefficients showed that the proposed LHI was negatively correlated with the water level (r = −8.02%), whereas the CV and DF were positively correlated to with the water level (i.e., r = 21.68% and 28.23%, respectively). These all demonstrated the relative superiority of LHI over CV and FD in monitoring wet season landscape.
IV. CONCLUSION
Landscape heterogeneity is widely used in landscape pattern evaluation, land-cover/use change analysis, and parameter setting for remotely sensed image processing algorithms. Therefore, the quality and efficiency of the landscape heterogeneity metric is of great importance. In this letter, we have proposed a new index of landscape heterogeneity (LHI) and presented a novel efficient automated tracing algorithm, i.e., CRR, to measure landscape heterogeneity efficiently without any supporting data sets, with the aim of providing a new approach for calculating LHI and, possibly, monitoring applications in various fields.
