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a b s t r a c t
Wedeveloped a suite ofmethods for the problem of protein binding site recognition, based
on a representation of the protein structures by a collection of spin-images. A procedure
for cavity detection is coupled with a method previously developed for the recognition of
similar regions in two proteins, and applied to the comparison of two protein’s cavities, the
all-to-all pairwise comparison of a set of cavities, and the recognition of multiple binding
sites in one cavity. All the presented methods can be used to screen large collections of
proteins.
The detection of cavities in a given protein is often the preliminary step in protein
binding site recognition, since binding sites usually lie in cavities. The comparison of
two cavities identifies two similar regions in the two cavities, and hints at a common
functional structurewhen one or both regions include a binding site. The all-to-all pairwise
comparison of a set of cavities is clustered according to the measure of similarity of the
cavities, obtaining a clustering that groups together cavities with the same binding sites,
when their structures are similar enough. Recognition of multiple binding sites in one
cavity is performed by the comparison of a cavity, called background cavity, with a dataset
of cavities, and clustering its residues that match the residues of other cavities in the data
set. The four methods are benchmarked on different databases, and their effectiveness is
discussed.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Protein binding site recognition is a major task in biology, that requires expensive and time-consuming in vitro
experiments. When a novel protein with unknown function is discovered, bioinformatics tools are used to screen huge
collections of proteins with known binding sites, searching for the in silico evidence of a binding site in the new protein.
Cavity detection is often the first step for functional analysis, since binding sites in proteins usually lie in cavities. Here,
we represent a protein surface using spin-images, and, based on such representation, use a labeling of surface points that is
effective in finding cavities. A preliminary version of this work describing the cavity detection procedure is presented in [8].
Typically, the surface region that constitutes the binding site of a ligand in a cavity is only a small part of the total surface
area of the cavity, and the volume of the cavity is much larger than needed to accommodate the ligand. Moreover, the
binding site by definition surrounds that part of the ligand that interacts with the protein, and thus similar conformations
and orientations of a ligand in two cavities correspond to two geometrically similar binding sites in those cavities. Therefore,
we first adapt a method for protein surface comparison from [7], based on spin-images, to the problem of finding similar
regions in two cavities. Then, given a dataset of proteins, we use all-to-all-pairwise comparison of their cavities to cluster
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the proteins based on structurally similar regions in their cavities. This often corresponds to clusters of proteins cavities
that interact with the same ligand. Finally, we consider one cavity that we call background cavity, compare it to a dataset
of protein cavities, and show that is possible to identify multiple binding sites that lie in the background cavity, by using a
novel distance measure that clusters its residues that match those in the cavities of the dataset.
We tested our cavity detection procedurewith the nonredundant set of 244 protein structures used in [14], and show that
the results that we obtain on the dataset using only geometric criteria are comparable to their SURFNET-ConSurf method,
which adds information on the conserved residues from the ConSurf-HSSP database [13] to the surface pocket predictor
SURFNET by Laskowski [22]. Then, the combined use of our cavity detection and cavity comparison procedures for the
comparison of two cavities was benchmarked on five pairs of proteins, containing distant homologues, used in [7]. We
observed that the new combined approach achieves better results in identifying the binding site, while it improves on the
execution times reported in the protein surface comparison method alone, from 1 to 2 hours down to few minutes or even
seconds. For the all-to-all pairwise cavity comparison, we considered a dataset introduced in [29] of 40 proteins divided in
four groups of ten proteins, each group containing proteins that bind the same ligand (ATP, NAD, heme and steroid). The
proteins are then clustered according to the results obtained in the all-to-all pairwise comparisons, and we observed that
the more conserved the conformation of the ligand, the more precisely the proteins are clustered for the ligand that they
bind. In one case (pdb:1jtv) we observed that a protein hosting two binding sites in the same cavity belonged to the cluster
corresponding to its largest binding site. Thus, using a background cavity comparison, we were able to identify also the
second binding site.
The paper is organized as follows. Section 2 presents a short survey of the existing methods for cavity detection and
binding site recognition. In Section 3 we review the spin-image representation of a protein surface, and discuss a labeling
of the protein surface points that is used in the identification of protein cavities. Section 4 describes the methods for cavity
detection and matching. We provide experimental results in Section 5 and conclusions in Section 6.
2. Previous work
Our work is a combination of a method to detect cavities on protein surfaces, and then a method to compare the cavities
from two distinct proteins surfaces to locate common putative binding sites.
Several methods and procedures exist to detect protein cavities, either internal to a molecule or external on a protein
surface [10,14,15,20,22,25–27,38]. The cavity detection algorithms are often based on fitting probe spheres into the spaces
between the atoms. The program SURFNET by Laskowski [22] for visualizing molecular surfaces builds a sphere for each
pair of nearby atoms with the center halfway between the two atoms, and then adjusts the radius if it clashes with any
neighboring atom. The predicted cleft volume is in many cases much larger than the ligand that occupies it. A trimming
procedure called SURFNET-ConSurf reduces the size of the clefts generated by SURFNET, by cutting away regions distant
from highly conserved residues [14]. In the POCKET program [25], trial spheres are placed on a regular three-dimensional
grid and their radii are reduced in size until no neighboring atom penetrates the sphere. For a review in cavity detection
methods, refer to [24].
Much work has been done on the recognition of the binding sites of proteins [2,6,5,4,17–19,21,28–31,33,35,37,39], using
various approaches based on different protein representations and matching strategies. In [33], recognition is obtained
by hashing triangles of points and their associated physico-chemical properties, and by application of a clever scoring
mechanism. A method for binding pocket comparison and clustering is presented in [29], based on a protein shape
representation in terms of spherical harmonic coefficients. As pointed out by the authors, it requires a registration phase to
align the two shapes, that it is not always very reliable. A geometric hashing approach is used in [4] to compare and cluster
phosphate binding sites in protein-nucleotide complexes, leading to the identification of 10 clusters. A cavity-aware match
technique is presented in [11], which uses strategically located spheres to represent active clefts thatmust remain vacant for
ligand binding. A different instance of the comparison problem is considered in [9,7], where two complete protein surfaces
are compared to discover their most similar regions. The adaptation of this method to surface cavities will be discussed in
this paper.
3. Surface characterization
3.1. Spin-image representation of protein surfaces
We represent the molecular surface as a collection of spin-images, each of them associated to a surface point with its
normal. Surface points are generated using Connolly’s molecular representation [12]. Spin-images are semi-local shape
descriptors, used mostly in the area of computer vision for 3D model retrieval and registration [16]. A spin-image provides
a high-dimensional description of the appearance of a 3D object in a local reference system. It is a histogram of quantized
surface point locations in a local coordinate system associated to a 3D point on the surface and to its normal. Spin-images
are discriminative (and as such can be used for recognition), easy to compute and invariant under rigid transformations.
For a surface point P with normal n, let (P, n) be the coordinate system with origin in P and axis n. In this system, every
surface point Q is represented by two coordinates (α, β), where α is the perpendicular distance of Q to n, and β the signed
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perpendicular distance of Q to the plane T through P perpendicular to n. The spin-image is a two-dimensional histogram
of the quantized coordinates (α, β) of the surface points. The image pixels are of size equal to 1 Å in our application. A
spin-image is rotation invariant, since all points on a ring centered on the normal n have the same coordinates.
The spin-image dimensions depend on the point P and its corresponding tangent plane and corresponding normal n to
its tangent plane T. The number of columns depends on the maximum distance αmax from n of other points on the surface
of the object. Let h be the number of rows and k be the number of columns of the spin-image. If βr = βmax − βmin then
h = dβr/εe and k = dαmax/εe, where ε is the pixel size.
In our work, we generated Connolly’s surfaces with density D = 1 point per Å2, and ε = 1 Å. Since the X-ray resolution
of most of the protein structures currently available is above 1.5 Å, these values of D and ε guarantee enough precision for
our studies.
3.2. Characterizing cavities in terms of blocked points
We label surface points as blocked or unblocked, depending on the shape of their spin-images. A surface point P with
normal n is labeled blocked if n intersects the surface at any other point lying above the tangent plane T at P perpendicular
to n; otherwise it is labeled unblocked. To label a point, only the first column of its spin-image needs to be examined: if it
contains a non-zero pixel with positive β , then the point is blocked, otherwise it is unblocked.
Crucial to our cavity detection procedure is the identification of blocked points on the protein surface. Typically, the
number of blocked points on a protein surface is smaller than that of unblocked points, i.e. of points whose normal does not
intersect the surface at any other point. Not surprisingly, the opposite is true for points of the binding sites.
In Fig. 2(a) we show the statistics of blocked points of proteins and binding sites (the proteins are taken from the
nonrendundant dataset of [14], that will be discussed in more detail later). For most proteins, less than half of the surface
points are blocked, while for the majority of the binding sites, more than 70% of points are blocked.
For example, out of 5039 Connolly’s points of the D2 Hexamerization domain of N-Ethylmaleimide sensitive factor
(pdb:1nsf), just 35% are blocked. For the binding site of 1nsf with ligand ATP, the percentage of blocked points goes up
to 74%. As another example, protein 1mjh, an hypothetical protein binding ATP, has an even higher percentage of blocked
points on the binding site, i.e. above 80%.
Furthermore, blocked points are strongly present in cavities, especially in internal cavities. In fact, if a cavity is internal,
then the normals at all points of the cavity intersect the protein at some other points of the cavity. If a cavity is external, there
might be few unblocked points at the bottom of the cavity. Thus, for cavity detection, we restrict our analysis to blocked
points.
The identification of blocked points can be done very easily once the spin-images of surface points have been constructed.
If the first column (corresponding to 0 ≤ α < ε) of a spin-image contains a non-zero pixel with positive β , then the point
is blocked, otherwise is unblocked. Here we are assuming that the normal n intersects the surface at some other point Q if
n is within ε distance from Q, where ε is the spin-image pixel size.
4. Methods
4.1. Cavity detection
Our approach in delineating surface cavities is based on blocked points. More precisely, for each blocked point, it builds
the largest sphere that can fit at that point; then it determines the cavities as clusters of overlapping spheres. Given a blocked
point pwith normal n and spin-image s, the associated sphere S(s(p)) is obtained from the biggest semi-circle in s, tangent
to the cell in the origin, with center on the normal n and radius s.t. the sphere contains only empty pixels (see Fig. 1). Due to
the cylindrical symmetry of spin-images, the semi-circle of s corresponds to the sphere in 3-D. Defining the sphere starting
from the spin-image allows fast construction of the spheres.
To this extent, we define the horizontal profile h(s(p)) of the spin-image s of a point p as a one-dimensional array with
length Z + 1,where Z is a count of the number of successive zero elements along the column0 (corresponding to 0 ≤ α < ε)
of the spin-image for β ≥ 0 starting at β = 0. The ith element h(s(p))(i) of the vector is given by the number of contiguous
zero-elements in row i of the spin-image starting at column 0 and ending at the first non-zero cell along row i. Algorithm 1
contains the pseudocode for the procedure to build a sphere S(s(p))with radius R = R(S(s(p))) and center C = C(S(s(p)))
for a blocked point p with spin s, and an example is produced in Fig. 1. The algorithm is linear in Z , and the time required
to generate all spheres is O(b × d), where b is the number of considered blocked points, typically much smaller than the
numberm of all surface points, and d is the maximum Z value of the spin-images.
Blocked points with large Z values are not typical of cavities, since they can also be found at the top of a region if their
normal intersects the surface at a far away region. Thus, for a molecule with a set B of blocked points, we generate spheres
only for the subset B’ of points of Bwith a Z value below a given threshold Zmax, and the time complexity becomesO(b×Zmax).
Once all spheres of blocked points are obtained, those with R below a certain threshold Rmin are removed, so that small
gaps between atoms are not considered. From the remaining spheres, a clustering procedure determines collections of
interpenetrating spheres corresponding to the points of the surface cavities. The clusters are identified as the connected
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Fig. 1. The cavity detection procedure starts determining sphere S1 with radius R; then, it scans row 1 and determines a stricter constraint on the sphere
radius, obtaining S2 . Rows 2 and 3 don’t impose new constraints on the sphere radius, and thus S2 is the final sphere.
Fig. 2. Statistics on the nonredundant data set of proteins [14]. (a) Histogram of percent of proteins (in white) and binding sites (in black) in the dataset,
sorted on the horizontal axes according to their percentage of blocked points. (b) Distribution of rank of the best-coverage cavities. (c) coverage of residues
of binding sites. (d) Distribution of binding sites by cavity rank and # atoms of binding site.
components of the undirected graph G = (V , E), in which the vertices are the blocked points, and an edge connects two
vertices if their spheres overlap. The cavity detection procedure is described in Algorithm 2.
If we take into account the pre-processing phase needed to create m spin-images, the overall time complexity of the
cavity detection procedure becomes O(m × max{m,D} + b × d), where D is the size of the spin-image. This represents a
computational advantage with respect to methods for cavity detection that generate m2 trial spheres, one for each pair of
surface points, and check the non penetration of other surface points into each sphere, obtaining an overall time complexity
of O(m3).
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Algorithm 1 Build Sphere(s(p))
Input: spin-image s of a point p
Output: center C and radius R of the sphere S(s(p))
1: R← |h(s(p))|/2
2: for j = 1, . . . , |h(s(p))| do
3: i← h(s(p))(j)
4: if i ≥ j then
5: R← min{R, (i2 + j2)/2j}
6: else
7: R← min{R, (i2 + (j− 1)2)/2(j− 1)}
8: end if
9: C ← (0, (R+ 1)ε)
10: end for
11: return C , R
Algorithm 2 Cavity Detection(S)
Input: spin-images surface representation S of protein P
Output: set of cavities C of P
1: list of cavities C ← ∅
2: determine the set of blocked points B ⊆ S
3: for all the points b ∈ B do
4: compute h(s(b))
5: end for
6: determine B′ = {b ∈ B : |h(s(b))| ≤ Zmax}
7: for all the points b ∈ B′ do
8: compute Build Sphere(s(b))
9: end for
10: determine B′′ = {b ∈ B′ : R(S(s(b))) ≥ Rmin}
11: build the undirected graph G = (V , E), where where a node v ∈ V corresponds to a blocked point b ∈ B, and
e = (vi, vj) ∈ E ⇔ dist(Ci, Cj) < Ri + Rj, where Ci .= C(S(s(bi))), Ri .= R(S(s(bi)))
12: find the connected components G1, . . . ,Gn of G using Breadth First Search
13: for all Gi ∈ G do
14: define the cavity ci as the set of residues of P with at least one point b ∈ Gi
15: C ← C ∪ {ci}
16: end for
17: return C
4.2. Cavity matching
For comparing pairs of cavities we use an adaptation of the method introduced in [9,7], and here referred to as MolLoc,
that allows the discovery of similar regions on protein surfaces.MolLoc takes as input a pair of proteins, and finds the regions
on the two surfaces that most resemble each other. Algorithm 3 describes the adapted method.
Algorithm 3 Pairwise Comparison(C1,C2)
Input: list of cavities C1 and C2 of proteins P1 and P2
Output: list of points correspondences L that identifies the most extended similar regions on C1 and C2
1: list of points correspondences Lstart ← ∅
2: for all the pairs of points (p1, p2) such that p1 ∈ C1, p2 ∈ C2 with the same label, (either blocked or unblocked) do
3: compute the statistical correlation r of their spin-images
4: if r ≥ 0.5 then
5: Lstart ← Lstart ∪ {(p1, p2)}
6: end if
7: end for
8: group the correspondences of Lstart into lists of geometrically consistent correspondences L1, . . . , Lm
9: score each list by the number of pairs of corresponding points
10: merge the top 30 lists into a list L that maintains only geometrically consistent correspondences
11: return L
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On line 3, the formula of the statistical correlation is
R(P,Q ) = N
∑
pijqij −∑ pij∑ qij√
(N
∑
p2ij − (
∑
pij)2)(N
∑
q2ij − (
∑
qij)2)
, (1)
where pij e qij are the common cells i, j of the spin-images P and Q , and N is the number of elements evaluated.
The grouping of the correspondences on line 8 is based on a greedy algorithm that proceeds as follows. The
correspondence with the highest correlation value, i.e. the top element of the list L, forms the seed of a group of
correspondences. Then, after removing the top element, the algorithm scans the list L in decreasing order with respect
to the correlation values; if a correspondence is found that is geometrically consistent with those already in the group, then
it is added to the group and removed from L. The consistency criterion states that the angles between normals at two surface
points on one protein and the distances between the two points must be preserved, within fixed thresholds (28ř and 3 Å),
between the corresponding points of the other protein. When no more consistent correspondences are found, but the list L
is not empty, the process starts over again with the reduced correspondence list to create a new group.
In our procedure, we consider the thirty top-ranked solutions. Some of the solutions may share several residues and
consist mostly of correspondences that are geometrically consistent. The last step of Algorithm 3 merges such solutions
using the same criteria of geometric consistency described above.
Our aim is to find similar binding sites in two proteins, when these binding sites share a structurally similar region. In
this case, comparing just the cavities of the two proteins is often the best option, because the cavities of a protein usually
host the protein binding site, and because it is faster to compare just the cavities of two proteins than to compare the whole
protein surfaces. In fact, MolLoc takes between one and two hours to compare two complete proteins, while the pairwise
comparison described in Algorithm 3 takes few minutes to compare the cavities of two proteins.
4.3. All-to-all pairwise cavity comparison
The methods described so far can be used to divide a dataset of proteins into groups of proteins with similar structures.
Weproduce a complete linkage clustering of all the proteins, that depends on the results of the pairwise protein comparisons.
The clustering distance is d = 1/(1 + c), where c is the number of correspondences between two proteins. Algorithm 4
describes the method.
Algorithm 4 All-To-All Pairwise Cavity Comparison(P )
Input: list of proteins P = P1, . . . , Pn
Output: clustering of proteins according to their pairwise similarity
1: build the spin-image surface representations S1, . . . , Sn for P1, . . . , Pn
2: for all the proteins Pi ∈ P do
3: Ci ← Cavity Detection(Si)
4: end for
5: for all the sets of cavities Ci do
6: keep only the four biggest cavities
7: end for
8: for all the pairs of proteins (Pi, Pj) ∈ P , i 6= j do
9: Lij ← Pairwise Comparison(Ci,Cj)
10: end for
11: define the distance between two proteins Pi and Pj as d
.= 1/(1+ c), where c is the number of correspondences in Lij
12: return complete linkage clustering of P1, . . . , Pn with distance d
The comparison between the cavities of two proteins, using Algorithm 3, returns the most extended similar regions
between the two proteins, considering just their cavities. One can choose which cavities to consider in the comparison,
depending on the study theywant to perform.We consider the four biggest cavities for each protein (line 6), since Section 5.1
shows that the binding site lies in one of these cavities in most of the cases.
4.4. Background cavity
Using the all-to-all pairwise comparison gives us a functional classification of each protein cavity as a whole, but, when
more than one binding site is present in the cavity, the larger binding site shadows the smallest one, and the cavity is assigned
to just one cluster. To overcome this, we consider the comparisons of a protein cavity, called the background cavity, with all
the others of the dataset. Each comparison identifies a set of correspondences, i.e. a set of residues in the background cavity
and another set of residues in the other cavity. We produce a complete linkage clustering of all the other proteins in the
background cavity, this time with distance d = 1/(1 + c), where c is the number of common residues in the background
cavity that two comparisons identify. The procedure is outlined in Algorithm 5.
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Algorithm 5 Background Cavity Comparison(cB,P )
Input: background cavity cB of protein P and the list of proteins P = P1, . . . , Pn
Output: clustering of regions R1, . . . , Rn in cB similar to regions on P1, . . . , Pn
1: build the spin-image surface representations S1, . . . , Sn for P1, . . . , Pn
2: for all the proteins Pi ∈ P do
3: Ci ← Cavity Detection(Si)
4: end for
5: for all the sets of cavities Ci do
6: keep only the four biggest cavities
7: end for
8: for all the proteins Pi ∈ P do
9: Li ← Pairwise Comparison(cB,Ci)
10: define the region Ri as the set of residues on cB that participates in at least one correspondence in Li
11: end for
12: define the distance between two regions Ri and Rj as d
.= 1/(1+ c), where c is the number of common residues
13: return complete linkage clustering of R1, . . . , Rn with distance d
5. Data and results
5.1. Cavity detection
We conducted experiments for cavity detection on the data set of 244 nonredundant proteins used in [14]. The protein
structures are taken from the PDB [3], and for each structure only the chain (or chains) and ligand that represent the
functional unit of the protein are retained. Of these proteins, 112 are enzymes (45.9%), 129 nonenzymes (52.9%), and three
‘‘hypothetical’’ (1.2%) proteins, according to PDBsum [23] and Uniprot [1].
These PDB entries contained 464 ligands not covalently bound to the protein, and then for each complex protein-ligand,
there is a binding site. The binding sites of these complexes are determined in the following way. For a ligand binding to a
protein, the binding site consists of the atoms of the protein that are (i) closer than a given threshold (5 Å in our experiments)
to at least one atom of the ligand, and (ii) have at least one surface point that is blocked by the ligand. A protein surface point
P with normal n is said to be blocked by the ligand if there is at least one ligand surface point whose distance from n is less
than ε. The surface points and their normals are generated using Connolly’s algorithm [12]. The obtained binding sites are
generally very close to the binding sites derived with the CSU software that analyzes the interatomic contacts in protein
complexes [34].
The ligands in the data set form a very heterogeneous set, that includes sugars, co-factors, substrate analogs, peptides,
etc. They also show great variability in the size of their binding sites, varying from 3 atoms for NAG-21 in 1o7d, to 141 atoms
for CDN in 1nek.
Although there is a correlation between the number of atoms of the binding sites and of the ligands, the binding sites of
the same ligandwith different proteinsmay vary significantly in size. For example, the binding sites of ligandMPD in protein
complexes 1d3c, 1h6g, 1hty, 1i78, 1lvo, 1nvm, 1oo0, 1srq consist of a number of atoms ranging from 3 to 28. A ligand can
have more than one binding site in the same protein, and also these binding sites can vary considerably in size. Thus, the
ligand UPL (unknown branched fragment of phospholipid) has 27 binding sites on the same protein (1lsh), of which the
smallest has only 4 atoms, while the largest has 56 atoms. The ligand of the dataset that shows the largest variability is FAD
(flavin-adenine dinucleotide), where the largest of its 11 binding sites has 114 atoms and the smallest has just 10 atoms.
Our cavity detection algorithmwas run on thewhole data set of 244 proteins. For each protein, it returned all cavitieswith
more than a threshold number of atoms, ranked according to the number of atoms they contain. Thus rank one identifies the
largest cavity, rank two the second largest cavity, and so on. This number is taken as an approximatemeasure of extension of
the cavity. The number of cavities found on a protein vary considerably, depending on the size of the protein and its shape.
In analyzing our solutions, we use the measure of coverage of the residues (atoms) of the binding site, i.e. the fraction
of residues (atoms) of the binding site found in the cavity. A residue belongs to a cavity if at least one of the surface points
close to it belongs to the cavity.
If the binding site of a ligand is known, we call best-coverage cavity the cavitywith the largest coverage of the binding site.
In discussing our results, we consider only the best-coverage cavity for each complex of the dataset, and refer to it simply
as cavity in the following.
From line 6 and line 10 of Algorithm 2 it follows that Rmin ≤ R ≤ Zmax, where R is the radius of the sphere associated
to the blocked point. To assess the optimal values for Rmin and Zmax, the cavity detection algorithm was run with Rmin =
{0, 0.5, 1, 1.5, 2} and Zmax = {5, 10, 15, 20,+∞} on 30 random proteins from the dataset. Rmin = 1 Å and Zmax = 10 Å give
the highest values of coverage and accuracy for the best-coverage cavities, and while changing Zmax to higher values doesn’t
affect much the results, changing Rmin or using lower values for Zmax gives poor coverage values (data not shown).
The results of our procedure for thewhole dataset are available at http://www.dei.unipd.it/%7Egaruttic/cavity/cavities07.
xls. Fig. 2(b) shows the distribution of the best-coverage cavities according to their rank. It can be seen that in most cases,
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Table 1
The ten cavities with the best values of coverage (top block) and largest number of cavity atoms (bottom block)
PdbID Chain Rank Rank Cov #Atoms of the #Atoms of the #Atoms of the Ligand name
SURFNET-ConSurf b.s. cavity ligand
1ejj A 4 >4 1.00 24 24 11 3PG::601
1fw9 A 2 4 1.00 25 25 10 PHB::199
1h2r SL >4 >4 1.00 16 16 8 NFE::1004
1l9g A 3 >4 1.00 25 25 8 FS4::201
1p6o AB 2 >4 1.00 18 18 8 HPY::410
1p6o AB 2 1 1.00 18 18 8 HPY::411
1qft A 2 >4 1.00 27 27 8 HSM::173
1otw AB >4 >4 1.00 42 46 24 PQQ::501
1p0z A 2 4 1.00 38 42 13 FLC::1632
1o7d ABCDE >4 >4 1.00 26 29 8 TRS:A:2
1jv1 AB 1 1 0.95 62 1499 39 UD1::901
1jv1 AB 1 3 0.97 60 1499 39 UD1::902
1l3i ABCD 1 1 0.97 62 1080 26 SAH::803
1l3i ABCD 1 1 0.97 58 1080 26 SAH::802
1l3i ABCD 1 1 0.96 57 1080 26 SAH::804
1l3i ABCD 1 1 0.93 57 1080 26 SAH::801
1m98 AB 1 3 1.00 103 775 42 HEQ::351
1m98 AB 1 2 0.98 105 775 42 HEQ::350
1m98 AB 1 2 0.74 35 775 23 SUC::401
1nek ABCD 1 3 0.88 141 766 77 CDN::308
PdbID is the ID of the complex in the PDB. Chain is the chain used in the experiment. Rank is the identifier of the cavity of the protein
with the best-coverage of the binding site. Cov and#Atoms of the cavity refer to the best-coverage cavity. Cov is the coverage expressed
in terms of atoms. # Atoms of the b.s., # Atoms of the ligand and Name of the ligand refer to the ligand as indicated in the PDB. Ligand
name is expressed in the format resname:chain:seqnumber.
ourmethod identifies the binding site in the largest cavity. Moreover, as shown in Fig. 2(c), the values of coverage of residues
of the binding sites are generally very high, with the majority of cavities achieving a coverage above 90%, which means that
most of the times the binding site is completely included in the cavity. Fig. 2(d) shows the distribution of binding sites by
cavity rank and number of atoms of the binding site . The greater the number of atoms of the binding site, the better the
rank of the corresponding cavity. In fact, of the 88 binding sites that have less than 20 atoms, only 17 lie in the largest cavity,
while 63 binding sites are located in a cavity smaller than the fourth. The results improve if the number of atoms of the
binding site increase. For instance, all but four of the 29 binding sites that have 80 or more atoms but less than 100 lie in
one of the three largest cavities, and all the 14 binding sites that have 100 atoms or more lie in the largest cavity.
Table 1 shows the comparison between SURFNET-ConSurf and our cavity detection procedure. At the top of Table 1 we
show our top 10 cavities according to their values of coverage. All these cavities tightly include the binding site, and in the
first seven cases they coincide with it. It can be seen that, for these 10 entries, we locate the binding site in one of the four
largest cavities on 7 cases out of 10, which is competitive with the 3 out of 10 of SURFNET-ConSurf. Moreover, in all the
entries but one, our procedure finds that the best-coverage cavity has rank less than or equal to that of SURFNET-ConSurf.
The only exception is for protein 1p6owith ligandHPY-411, but it can noted that this protein has several cavitieswith similar
dimensions, and thus the ranking can be significantly different, even with similar algorithms. The results at the bottom of
Table 1 show the largest cavities that we find. They all have rank one, high coverage, and a considerable number of atoms
(more than 600). Five of the cavities found with SURFNET-ConSurf have rank higher than one, which suggests that these
cavities are smaller than ours. This analysis suggests that the results that we obtain are close to those of SURFNET-ConSurf,
with a fast and still accurate geometrical method, without including any information about residues conservation.
Given a protein, the definition of its cavities is not unique. This is due to the fact that a protein is a closed 3-D surface, that
cannot be expressed using an analytical function for the whole surface. Hence, the cavity detection algorithm itself provides
an operative definition for what a protein cavity is. Since the definition of cavity is not unique, cavity detection algorithms
are not benchmarked on a dataset of well-known cavities, but rather on their ability to find cavities that contain the protein
binding sites, relying on the property that ligands usually bind to cavities. For example, in CASTp a cavity is defined using
Delaunay triangulation, alpha shape and discrete flow; in this case, the procedure fails to recognize a cavity whose Delaunay
triangulation produces obtuse triangles with a discrete flow that goes to the outside or infinity, i. e. a cavity with a lateral
wall that smoothly degrades into a flat region. Our procedure identifies the blocked points of a protein, and then clusters
them according to the overlapping spheres generated by the blocked points. This method might fail in identifying shallow
cavities that do not have any blocked points, as well as those atoms that are surrounded by other atoms that belong to a
cavity but that happen to have no blocked points. In the former case it is unusual to miss a binding site, since ligands most
often bind into one of the largest cavities; in the latter case, future extensions of the method that, in addition to blocked
points, include unblocked points surrounded by blocked points, may solve the problem.
5.2. Cavity matching
To benchmark Algorithm 3we conducted an initial set of experiments on five pairs of proteins or chains (1atp with 1phk,
1csn, 1mjh chain B, 1hck and 1nsf) binding ATP from the representative set chosen in [33] and also used in the study by
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Table 2
Comparison of 1atp (cAMP-dependent Protein-Kinase) with 1phk (Subunit of glycogen phosphorylase kinase),
1csn (Casein kinase-1), 1mjh:B (‘‘Hypothetical’’ protein MJ0577), 1hck (Cyclin dependent PK) and 1nsf
(Examerization domain of N-ethilmalemide-sensitive fusion protein)
Pdb ID # residues Coverage Coverage Accuracy
in binding site [7] Cavity comparison Cavity comparison Sequence Identity (%)
1phk 26(23) 0.69(0.78) 0.90(0.91) 0.76(0.80) 34.3
1csn 26(23) 0.62(0.70) 0.80(0.78) 0.91(0.75) 19.0
1mjh:B 25(23) 0.24(0.26) 0.32(0.34) 0.88(1.00) 4.7
1hck 24(23) 0.42(0.39) 0.58(0.56) 0.87(0.92) 29.6
1nsf 23(23) 0.35(0.43) 0.43(0.60) 0.76(0.93) 8.3
In brackets, the values for 1atp. The sequence identity values are obtained with CE [32].
Table 3
Dataset of proteins for the all-to-all pairwise comparison
Ligand Pdb
ATP 1asz(AR), 1awm(AB), 1b38(A), 1b76(A), 1d9z(A), 1dv2(A), 1e4g(T), 1e8x(A), 1f9a(A), 1fmw(A)
NAD 1a4z(A), 1ad3(A), 1ahh(A), 1b14(A), 1bmd(A), 1bxk(A), 1bxs(A), 1cer(O), 1e3l(A), 1nff(A)
HEME 102m, 155c, 1a00(A), 1a2f, 1apx(A), 1arp, 1atj(A), 1b7v, 1b80(A), 1bgp
STEROID 1a28(A), 1a52(A), 1cqs(A), 1dbb(LH), 1ere(A), 1i37(A), 1i9j(HL), 1jtv(A), 1kdk(A), 1ogz(A)
The chain used is indicated in brackets.
Block et al. [7]. As it has been observed also by Stockwell and Thornton [36], the ATP binding pockets in different proteins
show great structural variability, although their size is about the same. In analyzing our solutions, we use the measure of
coverage, i.e. the fraction of residues of the binding site found in the solution, and of accuracy, i.e. the fraction of residues
in the solution that belong to the active site. A residue belongs to a solution if at least one of its surface points belongs to
the solution. In Table 2 we show the values of coverage and accuracy obtained when comparing the cavity with rank one of
the Catalytic Subunit of cAMP-dependent Protein-Kinase (pdb:1atp, chain E) with those of proteins 1phk, 1csn, 1mjh, 1hck
and 1nsf. For the same pairs of proteins, we show also the values of coverage of the binding site obtained by MolLoc. In [7]
we did not report the accuracy values for MolLoc; although the solution regions had a significant overlap with the binding
sites, they spanned areas much larger than the binding sites. Indeed the goal of MolLoc was to identify similar regions on
protein surfaces, not to find binding sites. For the proteins 1atp and 1csn, which both bind to the ligand ATP, the two most
similar regions on each protein are part of the binding site, and this also explains the high values of coverage for MolLoc.
In both proteins, the binding sites are located in the top cavity. The new method improves on coverage, while at the same
time obtaining a good accuracy for all pairwise comparisons. The execution time is drastically reduced w.r.t. MolLoc. While
MolLoc took about two hours to execute, the new method took less than two minutes.
From the observations in the Section 5.1 about the difference in size of different binding sites for the same ligand, it is
evident that any matching procedure based on purely geometric criteria will fail to recognize binding sites for those cases.
Nevertheless, if more than two proteins share similar regions in correspondence of the binding sites, then those regions
are likely to be conserved structures with a functional characterization. In the next sections, we show how collecting the
information of different matchings, by means of clustering techniques, enhances functional recognition.
5.3. All-to-all pairwise cavity comparison
To further test how cavity detection and cavity matching together can be used to identify proteins with similar function,
we performed an all-to-all pairwise comparison on a dataset (shown in Table 3) previously used by Morris et al. [29]. This
dataset has 40 proteins with low pairwise sequence similarity, divided in 4 sets of 10 proteins that bind different ligands.
The proteins of the first three sets bind respectively ATP, NAD and heme, while those belonging to the last set bind five
distinct but chemically similar steroids (estradiol, progesterone, equitinin, testosterone and dihydrotestosterone).
In the dendrogram in Fig. 3(a), the higher the number of correspondences between the cavities of two proteins, the more
conserved is their structure, and the sooner the cavities are clustered together. The dendrogram shows that the protein
cavities that are the most structurally similar are those of steroids binding proteins, followed by hemes and by NADs and
ATPs.
Eight protein cavities that bind steroids cluster together (1ogz, 1cqs, 1i9j, 1kdk, 1dbb, 1a52, 1i37 and 1a28). This strong
recognition is due to the fact that the steroids are – relatively – rigid ligands, and thus also their binding sites are rather
structurally conserved. However, two proteins that bind steroid are not recognized as such. The first is the estrogen receptor
(1ere, chain A), misrecognized also by Morris et al. [29], where the steroid is buried into an internal cavity. Since it is the
only protein of the steroids dataset where the binding site lies in an internal cavity, its conformation is significantly different
from those of the other steroids binding cavities, and thus the matching fails. The second protein that is not recognized as
steroid binding is 17beta-hydroxysteroid dehydrogenase type 1 (1jtv, chain A), that is clustered with six NADs and three
ATPs. In this protein, the binding site of the steroid lies into a large cavity, which also hosts a more extended NAD(P) binding
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Fig. 3. (a) Hierarchical clustering with the complete linkage (furthest distance) in the all-to-all pairwise comparison. (b) The large cavity of 17beta-
hydroxysteroid dehydrogenase type 1 hosts both a steroid (TES, in 1jtv) and a NAD(P) (NAP, in 1a27).
site1 on the opposite part of the cavity (see Fig. 3(b)). Since the pairwise comparison returns the most extended similar
regions, comparisons with the NAD binding proteins have the highest number of correspondences. Furthermore, 17beta-
hydroxysteroid dehydrogenase type 1 is an NAD(P)-binding Rossmann-fold domain, and thus the most extended similar
region, again, happens to be the functional region of the protein.
Six hemes binding proteins tightly cluster together (1b80, 1arp, 1bgp, 1atj, 1apx and 1a2f) and the other four form two
isolated pairs (1b7v and 155c, 1a00 and 102m). This represents an improvement to [29], where a cluster of six hemes
contains also an ATP, and two isolated hemes are paired with two ATPs.
In regard to NADs and ATPs binding proteins, they cluster together in the large cluster at the bottom of the dendrogram
that includes the 17beta-hydroxysteroid dehydrogenase type 1 (1dv2, 1e4g, 1cer, 1f9a, 1bxk, 1jtv, 1ahh, 1ad3, 1bxs, 1a4z),
in a cluster of four cavities (1bmd, 1fmw, 1nff and 1b14), a triplet (1e8x, 1b38 and 1awm) and two pairs (1b76 and 1asz,
1e3l and 1d9z). The reason why NADs and ATPs do not participate in separate clusters, is that both ligands are extremely
flexible, with the exception of an adenine ring that is common to both structures. Moreover, the slight preponderance of
NADs than ATPs in the large cluster reflects NAD narrower range of possible conformations [36].
5.4. Background cavity
Looking at the dataset, the natural choice for a protein background cavity to test the procedure described in Algorithm 5
is 1jtv, which binds TES and NAD(P) in two different regions of the same cavity. The dendrogram for 1jtv best-coverage
1 The pdb id of the complex with NAD(P) is 1a27.
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Fig. 4. (a) Hierarchical clustering with the complete linkage (furthest distance) in the pairwise comparison with the background cavity 1jtv. (b) Both
binding sites on 1jtv are now identified using the clustering procedurewith 1jtv as background cavity; to the right NAD(P) ligand and the common residues
identified by the cluster of seven NADs-ATPs cavities, and to the left the steroid TES and the common residues identified by 1ogz and 1a28.
cavity is shown in Fig. 4(a), and it identifies four distinct clusters with no residues in common on the background protein,
because the complete linkage distance equals 1. There is a cluster at the bottom of the dendrogram with seven NADs and
ATPs (1asz, 1ad3, 1f9a, 1ahh, 1bxk, 1nff and 1b14), and just two steroids pairs (1ogz and 1a28, 1kdk and 1i9j). Fig. 4(b) shows
how this procedure finds both binding sites; the common residues identified by the cluster of the seven NADs-ATPs cavities
belong to the NAP binding site, while the common residues identified by one of the two pairs of steroids (1ogz and 1a28 in
this figure) belong to the TES binding site.
6. Conclusions
We have presented a method for binding site recognition that is effective and fast. It uses only geometric criteria and a
description of the protein surfaces by means of a collection of two-dimensional arrays, the spin-images, each describing the
spatial arrangement of the protein surface points in the vicinity of a given surface point. Asmentioned, there are caseswhere
our recognition procedure fails to identify the correct binding sites. When a ligand binds different proteins at sites that vary
significantly in size and shape, most existing approaches are inadequate to identify the binding location. However, the all-
to-all pairwise comparison approach groups together structurally similar cavities, when dealing with a large collection of
proteins. Moreover, the comparison of a background cavity with a dataset of protein cavities can identify multiple binding
sites on the background cavity. Physico-chemical properties can be easily added to the presented geometrical methods, by
adding a labeling to the points during the comparison phase, and only comparing points with the same label, as well as by
pruning from the final geometrical solution the correspondences that link two points with different properties.
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