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Abstract
We consider supervised ranking problems, where the goal is to optimize a “rank statistic,”
which is a quality measure of a ranked list. We present several mixed integer optimiza-
tion (MIO) formulations for supervised ranking problems. Our formulations encompass a
large set of rank statistics, including the Area Under the ROC Curve (AUC), the local
AUC, and the Discounted Cumulative Gain (DCG). Other methods for supervised ranking
approximate the ranking quality measure by a convex function in order to accommodate
extremely large problems, at the expense of exact solutions. As our MIO approach provides
exact modeling for ranking problems, our solutions are benchmarks for the other non-exact
methods. We report computational results that demonstrate significant advantages for
MIO methods over current state-of-the-art.1
Keywords: supervised ranking, integer optimization, rank statistics, area under the
curve, discounted cumulative gain
1. Introduction
Supervised ranking techniques can be used for a wide variety of prioritization tasks in
many domains, including information retrieval, recommender systems, natural language
processing, bioinformatics, and industrial maintenance. The ranking problem is essentially
that of ordering a set of entities by their probabilities of possessing a certain attribute. For
many applications, improving the quality of a ranked list by even a small percentage has
significant consequences. For instance, a more accurate ranking of electrical grid components
in New York City, in order of vulnerability to failures or dangerous events, helps prevent
power outages as well as serious accidents from fires and explosions (Gross et al., 2009;
Rudin et al., 2010). In the area of drug screening, where developing a new drug costs over
1. A condensed version of this work was selected as a finalist for the Data Mining Best Student Paper
Competition at INFORMS 2011.
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$1 billion, the ability to correctly rank the top of a list of millions of compounds according
to the chance of clinical success produces significant savings, in terms of both time and
money (Agarwal et al., 2010). For Netflix, the accurate ranking of movies was sufficiently
important that the company offered a $1 million prize in a contest to beat the accuracy of
its recommendation system (Bennett and Lanning, 2007).2
This paper introduces on a new mixed integer optimization (MIO) approach for rank-
ing tasks in machine learning (ML). The primary advantage of using MIO for ranking is
that it allows for direct optimization of the true objective function rather than approxi-
mating with a heuristic choice of loss functions. This means that the objective we optimize
with MIO is also the measure we use to evaluate ranking quality. MIO methods are not
commonly used to solve ML problems, partly due to a perception starting from the early
1970s that they are computationally intractable for most real-world problems (Bertsimas
and Shioda, 2007). However, major advances within the last decade in computing power
and algorithms for solving MIO problems have made larger scale computations possible,
and modern solvers will continue to implement methodologies that take advantage of devel-
opments in both computer architectures and MIO algorithms. Recent work that intersects
ML and discrete optimization has consisted largely of either using concepts from ML to
solve discrete optimization problems (e.g., Malago` et al., 2009; Furtlehner and Schoenauer,
2010; Hsu and McIlraith, 2010) or using heuristics from combinatorial optimization that
exploit problem structure to address ML tasks (e.g., Cevher and Krause, 2009; Lin and
Bilmes, 2010), instead of using MIO formulations to directly solve ML problems. Still, MIO
has already been shown to be effective in feature selection, as well as in classification and
regression problems (Nguyen et al., 2009; Bertsimas and Shioda, 2007; Brooks, 2010). To
the best of our knowledge, the use of integer optimization for ranking has not previously
been explored. The MIO methods presented in this paper were designed to be able to
optimize many common ranking objectives, or rank statistics, including the area under the
ROC curve (AUC) (Metz, 1978; Bradley, 1997) and the discounted cumulative gain (DCG)
measure used in information retrieval (Ja¨rvelin and Keka¨la¨inen, 2000).
This work focuses on bipartite ranking problems, which are distinctly different from
and more challenging than binary classification. Currently, supervised ranking methods
are used almost exclusively for large scale problems that occur in the information retrieval
domain (for example, see Xu, 2007; Cao et al., 2007; Matveeva et al., 2006; Lafferty and
Zhai, 2001; Li et al., 2007, and the LETOR compilation of works3), and there are many
works that discuss how to approximately solve extremely large ranking problems quickly
(Freund et al., 2003; Tsochantaridis et al., 2005; Joachims, 2002; Cossock and Zhang, 2006;
Burges et al., 2006; Xu et al., 2008; Le and Smola, 2007; Ferri et al., 2002; Ataman et al.,
2006). These methods all use heuristic loss functions or other approximations that may be
very different from the true objective in order to produce fast solutions.
On the other hand, not all ranking problems are large. Consider, for example, the
re-ranking problem (Ji et al., 2006; Collins and Koo, 2003). In re-ranking, the top N
candidates are first generated by a classification model, and then the ranking algorithm is
applied only to those top candidates. These problems may be small depending on the size
of N , even if the original ranking problem is extremely large. Moreover, there is a growing
2. http://www.netflixprize.com/
3. http://research.microsoft.com/en-us/um/beijing/projects/letor/paper.aspx
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body of work that addresses supervised ranking in domains where speed is not essential
and a better solution is worth the extra computation time. Examples of such supervised
ranking tasks include ranking manholes for the purpose of power grid maintenance (Rudin
et al., 2010), ranking chemicals for the purpose of drug discovery (Agarwal et al., 2010),
and ranking medical symptoms for the purpose of future symptom prediction (McCormick
et al., 2011). In current work, Chang et al. (2011) use specialized MIO ranking methods to
reverse-engineer quality ratings, where the dataset is a decade’s worth of ratings data; this
problem’s size is still able to be handled effectively with MIO.
Our approach makes the following contributions:
1. Unification and extension of rank statistics: We present a method that unifies
a large class of rank statistics under the same formulation. This implies that we
can use the same optimization method to exactly solve ranking problems, regardless
of the specific rank statistic of interest. Further, by taking different cases of our
general formulation, we can derive and optimize new rank statistics that are useful
for specialized problems.
2. Guarantee of optimality: Our method is designed specifically to yield scoring func-
tions with optimal ranking performance, with respect to a given objective function.
There are certain tasks for which heuristics perform comparably to the MIO method,
that is, tasks for which the choice of algorithm makes little difference on the solution.
In these cases, the MIO method serves as a benchmark, and provides a guarantee
of optimality that other algorithms do not. Even if an MIO problem is too large to
solve to provable optimality, solvers provide a bound on the optimal objective value,
which may be a useful measure of closeness to optimality. Heuristic methods generally
cannot offer such a measure.
Section 2 of this paper sets up our ranking notation and definitions. Section 3 presents a
short introduction to MIO, and contains our primary MIO formulations. The formulations
mainly address tasks in supervised bipartite ranking, where the data fall into two classes,
though in Section 3.5 we consider a more general ranking setup. Two of the MIO formu-
lations solve the same problem, and Section 4 discusses the difference between them. In
short, the second formulation is more tractable than the first, but the first can produce
higher quality solutions in some circumstances. We show that if all examples are distinct,
then any optimal solution to the second formulation is optimal with respect to the first.
Thus for the vast majority of practical applications, the advantages gained by using the first
formulation are also achieved by the second. In Section 5, we show computational results
comparing the performance of the MIO methods to that of several other methods. We give
future directions of the work in Section 6 and conclude in Section 7. A shorter nonarchival
version of this paper appears as Bertsimas et al. (2010).
2. Supervised Bipartite Ranking
In this section, we establish our notation and propose a new way of representing a general
class of rank statistics. We also explain our means of handling ties and describe current
approximate methods for supervised bipartite ranking tasks.
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Label yi + + + − − + − + −
Score f(xi) 6 6 5 4 3 3 2 2 1
MinRank 7 7 6 5 3 3 1 1 0
Rank 8 7 6 5 4 3 2 1 0
Figure 1: Demonstration of rank definitions.
2.1 Notation
In supervised bipartite ranking, the data consist of labeled examples {(xi, yi)}ni=1, with each
example xi in some space X ⊂ Rd and each label yi ∈ {0, 1}. The examples labeled “1” are
“positive,” and the examples labeled “0” are “negative.” These ranking problems are called
“supervised” because the labels are known, and “bipartite” refers to the labels taking on
two possible values. There are n+ positive examples and n− negative examples, with index
sets S+ = {i : yi = 1} and S− = {k : yk = 0}. To rank the examples, we use a scoring
function f : X →R to assign them real-valued scores {f(xi)}ni=1. We define minimum rank
as a function of f by the following formula:
minrankf (xi) =
n∑
k=1
1[f(xk)<f(xi)], ∀i = 1, . . . , n.
The minimum rank of an example is the number of examples that score strictly below it.
Note that examples with equal score are tied in their minimum ranks. We also assign ranks
to the examples according to the following definition:
Definition 1 The rank of example xi according to scoring function f , denoted rankf (xi),
is a number between 0 and n− 1 that obeys the following constraints:
1. The rank of an example is at least its minimum rank.
2. Each possible rank, 0 through n−1, may be assigned to only one example (even though
multiple examples may all share the same minimum rank or relative rank).
3. If a positive example and a negative example have the same score, then the negative
example is assigned a higher rank.
When there are no ties in score, the rank is equal to the minimum rank. The assignment of
ranks to a set of examples is not necessarily unique; if two positive or two negative examples
have the same score, then either of them could take the higher rank. Figure 1 shows a ranked
list of labeled examples along with their scores, minimum ranks, and a possible choice of
ranks. We define a misrank to occur when a negative example scores equal to or higher
than a positive example.
We use linear scoring functions f(xi) = w
Txi, where w ∈ Rd. Then the supervised
bipartite ranking problem is to generate a scoring function f such that the coefficients
w1, . . . , wd are optimal with respect to a specified ranking quality measure. Note that we
can add features such as x2i , log(xi), xixk, or 1[xi>10] to incorporate nonlinearity.
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2.2 Rank Statistics
There are several rank statistics used to measure ranking quality, the most popular of which
is arguably the AUC. Counting ties as misranks, the AUC is defined by:
AUC(f) =
1
n+n−
∑
i∈S+
∑
k∈S
−
1[f(xk)<f(xi)].
There are n+n− positive-negative pairs of examples, or pairs with one positive example and
one negative example. Thus, the AUC is simply the fraction of correctly ranked positive-
negative pairs. We next introduce a general class of rank statistics:
Definition 2 Let a1 ≤ a2 ≤ · · · ≤ an be non-negative constants. A rank risk functional
is of the form
RRF(f) =
n∑
i=1
yi
n∑
ℓ=1
1[rankf (xi)=ℓ−1] · aℓ. (1)
This class captures a broad collection of rank statistics. The RRF equation coincides with
the definition of conditional linear rank statistics (Clemenc¸on and Vayatis, 2008) when there
are no ties in score. Special members of this class include the following:
• aℓ = ℓ: Wilcoxon Rank Sum (WRS) – related to the AUC (see Clemenc¸on et al.,
2008; Clemenc¸on and Vayatis, 2008).
• aℓ = ℓ · 1[ℓ≥t] for some threshold t: local AUC – concentrates at the top of the
list (Clemenc¸on and Vayatis, 2007, 2008; Dodd and Pepe, 2003).
• aℓ = 1[ℓ=n]: Winner Takes All (WTA) – concerned only with whether the top example
in the list is positively-labeled (Burges et al., 2006).
• aℓ = 1n−ℓ+1 : Mean Reciprocal Rank (MRR) (Burges et al., 2006).
• aℓ = 1log2(n−ℓ+2) : Discounted Cumulative Gain (DCG) – popular in information re-
trieval (Ja¨rvelin and Keka¨la¨inen, 2000).
• aℓ = 1log2(n−ℓ+2) ·1[ℓ≥t]: DCG@N – concentrates at the top of the list (see, for instance,
Le and Smola, 2007).
• aℓ = ℓp for some p > 0: related to the P -Norm Push – concentrates on pushing
negatives down from the top of the list (Rudin, 2009).
A different framework that unifies ranking measures is presented in Le and Smola (2007)
and Le et al. (2010).
In addition to encompassing conventional rank statistics, (1) may be used to define new
rank statistics. We introduce the staircase rank statistic, which is appropriate for problems
in which the user wants to specify priorities between several tiers in a ranked list but does
not discriminate within each tier. As a practical illustration of this statistic, consider the
task of ranking manholes in order of vulnerability, as faced by Rudin et al. (2010). Suppose
there is a repair truck that visits all manholes in the top tier of a ranked list at approximately
the same time, and later on, the next tier of manholes all at approximately the same time,
and so on. In this case, it does not matter how manholes are ranked within a particular
tier because they will all be visited at about the same time, but the relative placement of
manholes between tiers does matter.
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Definition 3 Let there be T ≤ n tiers with given rank thresholds {rt}Tt=1, and parameters
{qt}Tt=1, where qt ∈ R+. Here qt represents the increase in the objective gained by placing a
positive example in tier t rather than in tier t− 1. The staircase rank statistic is:
RSstair(f) =
n∑
i=1
yi
T∑
t=1
qt1[rankf (xi)≥rt].
For instance, suppose n = 50 and there are three tiers: top ten, top twenty, and top thirty.
Assume that there are no ties. Then T = 3, r1 = 40, r2 = 30, and r3 = 20. If q1 = 5,
q2 = 3, and q3 = 1, then a positive example xi adds 9 = 5 + 3 + 1 to the statistic if it is in
the top ten, 4 = 3 + 1 if it is in the top twenty, 1 if it is in the top thirty, and 0 otherwise.
(1) represents the staircase rank statistic if we set:
aℓ =
T∑
t=1
qt1[ℓ−1≥rt].
2.3 Treatment of Ties
The treatment of ties in rank is not critical in classical applications of statistics such as
nonparametric hypothesis testing. Nonparametric statistics textbooks typically remove tied
observations or assign average ranks (Tamhane and Dunlop, 2000; Wackerly et al., 2002),
and there has been some research in comparing different ways of handling ties (e.g., Putter,
1955). However, there is no unified treatment of ties (Savage, 1957).
On the other hand, handling ties is of central importance when we wish not only to
compute rank statistics, but also to optimize them. The key is to treat a tie between a
positive example and a negative example pessimistically as a misrank. To see why this is
essential, suppose tied positive-negative pairs were considered correctly ranked. Then using
the scoring function f(xi) = w
Txi, where w = 0, there would be no misranks because all
positive-negative pairs would be tied. Having no misranks usually implies a perfect solution,
but clearly w = 0 is not optimal in any reasonable sense. Thus in our formulations, a tied
positive-negative pair is penalized as a misrank. Our definitions reflect this in two specific
places. First, the inequality in our definition of minimum rank is strict (
∑n
k=1 1[f(xk)<f(xi)]
instead of
∑n
k=1 1[f(xk)≤f(xi)]). Second, if there is a tied positive-negative pair, we always
give the negative example the higher rank, according to the third constraint in Definition 1.
Rank statistics typically assume that there are no ties. In the case of no ties, we ensure
that our formulas give the same value as the usual definitions. However, we also handle
ties in the pessimistic way described above, so that increasing the number of ties between
positive-negative pairs lowers ranking quality, which allows us to avoid trivial solutions
when optimizing rank statistics.
2.4 Approximate Methods for Ranking
In this section, we contrast the discrete nature of rank statistics with current ranking
methods that approximate rank statistics with convex surrogate loss functions. As an
illustrative example, suppose that we want to minimize the misranking error, which is
equivalent to maximizing the AUC. The misranking error is the fraction of pairs that are
6
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Figure 2: g(u) = 1[u≤0] (circles), g(u) = max{0, 1−u} (triangles), and g(u) = e−u (squares).
misranked:
ERR(f) =
1
n+n−
∑
i∈S+
∑
k∈S
−
1[f(xi)≤f(xk)] =
1
n+n−
∑
i∈S+
∑
k∈S
−
1[uik≤0], (2)
where uik = f(xi) − f(xk) for i ∈ S+, k ∈ S−. The 0-1 loss g(u) = 1[u≤0] is the step
function plotted in circles in Figure 2. The RankBoost algorithm of Freund et al. (2003)
uses the exponential loss e−u as an upper bound for the 0-1 loss. That is, the loss function
for RankBoost is ∑
i∈S+
∑
k∈S
−
e−(f(xi)−f(xk)). (3)
Support vector machine algorithms (e.g., Joachims, 2002; Herbrich et al., 2000; Shen and
Joshi, 2003) use the hinge loss g(u) = max{0, 1 − u} as the upper bound. For example, a
possible SVM-style loss function is∑
i∈S+
∑
k∈S
−
max{0, 1 − (f(xi)− f(xk))}. (4)
As shown in Figure 2, the exponential loss and hinge loss, plotted in squares and triangles
respectively, are convex upper bounds for the true misranking error. Instead of directly min-
imizing (2), current methods commonly minimize a bound such as (3) or (4). In Section 3,
we show how to use MIO to directly optimize the misranking error.
There are a variety of other ranking algorithms that similarly minimize convex loss
functions, such as RankProp and RankNet (Caruana et al., 1996; Burges et al., 2005). The
P -Norm Push (Rudin, 2009) generalizes RankBoost by introducing an ℓp norm that acts as
a soft-max, minimizing ∑
k∈S
−

∑
i∈S+
e−(f(xi)−f(xk))


p
,
which is equivalent to RankBoost when p = 1.
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Bipartite ranking is different from the problem of binary classification, that is, a mini-
mizer of the classification error is not necessarily a good solution for the ranking problem
and vice versa. Nevertheless, classical algorithms that produce estimates of P (y = 1|x),
such as logistic regression, can plausibly be used for both classification and ranking, though
logistic regression minimizes:
n∑
i=1
ln
(
1 + e−yif(xi)
)
, (5)
which is not closely related to the rank statistic that measures the quality of the list.
To use logistic regression for ranking, we would use the probability estimates to rank the
examples (e.g., Cooper et al., 1994; Fine et al., 1997; Perlich et al., 2003). Also see S¸eyda
Ertekin and Rudin (2011) for a logistic regression-style ranking algorithm and a comparison
of classification versus ranking methods.
3. Mixed Integer Optimization
This section first gives background information on mixed integer optimization (MIO), and
then explains our MIO methods for ranking.
3.1 Background on MIO
In this work, we use MIO to refer specifically to mixed integer linear problems. The form
of an MIO is
max
∑
j∈I
cjxj +
∑
j∈C
cjxj (6)
s.t.
∑
j∈I
aijxj +
∑
j∈C
aijxj


≥
=
≤
bi, ∀i,
xj ∈ Z+, ∀j ∈ I,
xj ∈ R+, ∀j ∈ C.
In words, the problem is to maximize an objective function subject to a set of equality and
inequality constraints, where the variables in I are restricted to be integral and the variables
in C can take continuous values. If I = ∅, then (6) is called a linear optimization problem;
if C = ∅, then (6) is an integer optimization problem; and if all variables are restricted to be
either 0 or 1, then (6) is a binary integer optimization problem. If we relax the constraint
xj ∈ Z+ to xj ∈ R+ for all j ∈ I, then the resulting problem is called the linear relaxation
of (6).
MIO is a powerful modeling methodology primarily due to its ability to capture logical
relations among various decisions. To illustrate this point, suppose we would like to select
10 players for a sports team out of a pool of 25 people, where we need to obey the following
restrictions:
• If player 3 is selected, then player 5 must also be selected,
• If player 6 is not selected, then players 13 and 20 cannot be selected,
8
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Figure 3: Two polyhedra that both contain F = {(2, 1), (2, 2), (1, 3), (2, 3), (3, 3)} (left and
center), and the convex hull of F (right).
• At least one of players 7, 8, and 9 must be selected,
• No more than two of players 10, 11, 12, 15, and 18 can be selected.
We use binary variables xi that take value 1 if player i is selected and 0 otherwise. The
first statement above says that x3 = 1 implies x5 = 1; the second says that x6 = 0 implies
both x13 = 0 and x20 = 0; and so on. These statements can be captured respectively with:
x5 ≥ x3, x13 + x20 ≤ 2x6, x7 + x8 + x9 ≥ 1, and x10 + x11 + x12 + x15 + x18 ≤ 2.
There may be multiple correct formulations to solve the same problem. For instance,
the second statement above is also correctly captured by the pair of constraints
x13 ≤ x6, and x20 ≤ x6.
However, it is important to note that not all valid formulations are equally strong. In fact,
the choice of MIO formulation critically influences our ability to solve a problem. Briefly,
this is because even though two formulations may correspond to the same discrete set F
of feasible points, the polyhedra formed by the constraints of their linear relaxations are
not the same, as shown in Figure 3. An MIO formulation is stronger if its linear relaxation
corresponds to a smaller feasible set; in particular, it is stronger if it is closer to the convex
hull of F (see Bertsimas and Weismantel, 2005, for details). This is drastically different
from the case of linear optimization, where a good formulation is simply one that has a
small number of variables and constraints, and the choice of formulation is not critical for
solving a problem. In contrast, when there are integer variables, it is often an improvement
to the formulation to add valid inequalities that “cut” the feasible region so that it is closer
to the convex hull of F .
MIO is known to be NP-hard. Nevertheless, our ability to solve MIO problems is
constantly improving. From the Gurobi Optimization website:
The computational progress in linear, quadratic and mixed integer programming over
the last twenty years has been nothing short of remarkable, enabling business, scientific
9
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Year Supercomputer gFLOPS
1984 M-13 2.4
1985 Cray-2/8 3.9
1989 ETA10-G/8 10.3
1990 NEC SX-3/44R 23.2
1993 Intel Paragon XP/S 140 143.40
1994 Fujitsu Numerical Wind Tunnel 170.40
1996 Hitachi/Tsukuba CP-PACS/2048 368.2
1997 Intel ASCI Red/9152 1.338× 103
1999 Intel ASCI Red/9632 2.380× 103
2000 IBM ASCI White 7.226× 103
2002 NEC Earth Simulator 35.86× 103
2004 IBM Blue Gene/L 70.72× 103
2005 IBM Blue Gene/L 280.6× 103
2007 IBM Blue Gene/L 478.2× 103
2008 IBM Roadrunner 1.105× 106
Figure 4: Speed of supercomputers.
and other applications that literally would have been unapproachable just a few short
years ago.4
In the 1980s, it was difficult to solve a problem with just a hundred integer variables, but
now it is possible to solve problems with millions of integer variables (Johnson et al., 2000).
There have been dramatic advancements in both hardware and software. Figure 4 shows the
exponential increase in the speed of supercomputers developed since the 1980s, measured in
billion floating point operations per second (gigaFLOPS).5 Table 1 shows the time taken
Machine Time (seconds)
Sun 3/150 44064.0
Pentium PC (60 MHz) 222.6
IBM 590 Powerstation 65.0
SGI R8000 Power Challenge 44.8
Athlon (650 MHz) 22.2
Compaq Alpha 6.9
Table 1: Solver times for PILOTS problem (1141 constraints, 3652 variables).
to solve a linear optimization problem called PILOTS on different machines between the
late 1980s to 2000.6 The time decreased by a factor greater than 6000. Algorithms for solv-
ing MIO problems have also steadily progressed. Techniques employed by modern solvers
include branch-and-bound, cutting plane algorithms, constraint programming, Lagrangian
duality, semidefinite programming, basis reduction, approximation algorithms, and heuris-
tics (see Johnson et al., 2000, for a description of branch-and-bound and a comprehensive
4. http://www.gurobi.com/html/about.html
5. http://ecelab.com/supercomputers-list.htm
6. http://faculty.smu.edu/barr/ip/01ipBixby.PDF
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Year Version Time (seconds)
1988 CPLEX 1.0 57840
1994 CPLEX 3.0 4555
1996 CPLEX 5.0 3835
1999 CPLEX 6.5 165
Table 2: Solver times for PDS-30 problem (49944 rows, 177628 columns).
list of references for other integer optimization algorithms). Solvers for MIO depend heav-
ily on solving linear optimization problems, and the speed with which linear optimization
problems can be solved has increased dramatically. For example, Table 2 shows the time
taken to solve a problem called PDS-30, which is well-known in the linear optimization
community, using different versions of the CPLEX solver on the same machine (296 MHz
Sun UltraSparc) (Bixby et al., 2000). The times improved by a factor of 350 over 11 years.
It is not always obvious that a particular model can be captured in the form of (6), and
even after there is an initial formulation, it can often be further strengthened by additional
constraints or a complete reformulation. There has been no previous work to cast ranking
as an MIO problem, and our formulations are a first effort at showing the potential of this
type of optimization to be useful for ranking. As computing technology improves—and it
has been improving at an exponential rate, as suggested by Figure 4—we expect the MIO
approach to be increasingly important.
In the remainder of this section, we introduce MIO formulations for supervised ranking,
in particular for maximizing the AUC and RRF from Section 2.2. There are multiple ways
to correctly capture the constraints using MIO techniques, and different formulations may
run faster or slower relative to each other depending on the problem data. Below, we present
strong formulations that we found to work well empirically. In our experiments, we also
use the associated linear relaxations of the MIO formulations, in which the binary variables
are allowed to take continuous values in [0, 1]. In this case, the objective value is no longer
exactly the AUC or RRF, but the solution w is still useful for ranking.
3.2 Maximize AUC
Let vi = f(xi) = w
Txi be the score for instance xi. For each pair (xi, xk) such that i ∈ S+
and k ∈ S−, we want the binary variable zik to keep track of whether xi is scored higher
than xk. That is, our formulation needs to capture for all i ∈ S+ and k ∈ S−:
• If vi > vk, then zik = 1.
• If vi ≤ vk, then zik = 0.
We achieve this by maximizing each zik in the objective and by using the constraint
zik ≤ vi − vk + 1− ε, (7)
where ε > 0 is a small user-specified constant. If vi− vk ≥ ε, then the right-hand side of (7)
is at least 1, so the solver assigns zik = 1 because we are maximizing zik. On the other
hand, if vi − vk < ε, then the right-hand side is strictly less than 1, which forces zik = 0.
11
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The MIO formulation is:
PAUC(ε) : max
w,v,z
∑
i∈S+
∑
k∈S
−
zik
s.t. zik ≤ vi − vk + 1− ε, ∀i ∈ S+, k ∈ S−,
vi = w
Txi, ∀i ∈ S+,
vk = w
Txk, ∀k ∈ S−,
− 1 ≤ wj ≤ 1, ∀j = 1, . . . , d,
zik ∈ {0, 1}, ∀i ∈ S+, k ∈ S−.
The purpose of constraining each wj in the interval [−1, 1] is to bound the feasible region over
which the solver must search for the optimal solution, since a smaller solution space generally
implies a shorter runtime. The purpose of using a small positive ε in the formulation is to
force the strict inequality vi > vk. If we removed ε, then the constraints would be satisfied
by wj = 0 for all j and zik = 1 for all i, k, corresponding to the trivial solution discussed in
Section 2.3. To prohibit this solution from being optimal, we need ε > 0.
Note that in order for the formulation to be exact, we must have that for all positive-
negative example pairs in which the positive example scores higher, the difference between
the two scores is at least ε, that is
δ = min
{i∈S+,k∈S−:vi>vk}
(vi − vk) ≥ ε.
This is not difficult to verify after solving PAUC as we can simply take the optimal w
and compute the AUC independently to check that it matches the objective value of PAUC.
Larger values of ε may lead to suboptimal solutions. For example, there may be two feasible
solutions w1 and w2, where δ = 0.003 for w1 and δ = 0.0003 for w2. It is possible that for
ε = 0.001, w1 would maximize PAUC, but that by lowering ε to 0.0001, w2 would be optimal
instead. In Section 5, we show the effect of varying ε.
3.3 Maximize RRF
We aim now to maximize the general rank risk functional from Definition 2. We want the
binary variable tiℓ to be 1 if rankf (xi) ≥ ℓ− 1 and 0 otherwise. Then rankf (xi) = ℓ− 1 if
and only if tiℓ − ti,ℓ+1 = 1 for ℓ = 1, . . . , n− 1 and rankf (xi) = n− 1 if and only if tin = 1.
Thus the objective to maximize is:
n∑
i=1
yi
n∑
ℓ=1
aℓ(tiℓ − ti,ℓ+1), ti,n+1 = 0, or equivalently
n∑
i=1
yi
n∑
ℓ=1
(aℓ − aℓ−1)tiℓ, a0 = 0.
Since we have ti1 = 1 for all i, the cost function is:∑
i∈S+
(
n∑
ℓ=2
(aℓ − aℓ−1)tiℓ + a1
)
= |S+|a1 +
∑
i∈S+
n∑
ℓ=2
(aℓ − aℓ−1)tiℓ.
For all i ∈ S+ and ℓ = 2, . . . , n, the formulation will set tiℓ = 1 if feasible because aℓ−aℓ−1 ≥
0. Let a˜ℓ = aℓ − aℓ−1 and S2 = {ℓ ≥ 2 : a˜ > 0}. We further simplify the objective to be:∑
i∈S+
∑
ℓ∈S2
a˜ltiℓ. (8)
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We present two formulations—PRRF,rank and PRRF,minrank—that maximize the RRF
with ranks and with minimum ranks respectively to define the tiℓ’s. To be precise, starting
from Definition 2, denote by Prank(f) and Pminrank(f) respectively the objective values of
PRRF,rank and PRRF,minrank as functions of a scoring function f .
Prank(f) =
n∑
i=1
yi
n∑
ℓ=1
1[rankf (xi)=ℓ−1] · aℓ, (9)
Pminrank(f) =
n∑
i=1
yi
n∑
ℓ=1
1[minrankf (xi)=ℓ−1] · aℓ. (10)
To maximize the objective in Equation (9), with the simplification in (8), define variables
ri ∈ [0, n − 1] to represent the rank of each example xi. As before, we use linear scoring
functions, so the score of instance xi is w
Txi. The MIO formulation is:
PRRF,rank(ε) : max
w,z,t,r
∑
i∈S+
∑
ℓ∈S2
a˜ltiℓ (11)
s.t. zik ≤ wT (xi − xk) + 1− ε, ∀i, k = 1, . . . , n, (12)
zik ≥ wT (xi − xk), ∀i, k = 1, . . . , n, (13)
ri − rk ≥ 1 + n(zik − 1), ∀i, k = 1, . . . , n, (14)
rk − ri ≥ 1− nzik, ∀i ∈ S+, k ∈ S−, (15)
rk − ri ≥ 1− nzik, ∀i, k ∈ S+, i < k, (16)
rk − ri ≥ 1− nzik, ∀i, k ∈ S−, i < k, (17)
tiℓ ≤ ri
ℓ− 1 , ∀i ∈ S+, ℓ ∈ S2, (18)
− 1 ≤ wj ≤ 1, ∀j = 1, . . . , d,
0 ≤ ri ≤ n− 1, ∀i = 1, . . . , n,
zik ∈ {0, 1}, ∀i, k = 1, . . . , n,
tiℓ ∈ {0, 1}, ∀i ∈ S+, ℓ ∈ S2.
Constraint (12) implies zik = 0 if w
Txi−wTxk < ε, and Constraint (13) implies zik = 1
if wTxi > w
Txk. Note that this means a feasible solution cannot have the difference between
two scores strictly between 0 and ε. Constraint (14) says that for any pair (xi, xk), ri ≥ rk+1
if zik = 1, that is, if w
Txi − wTxk ≥ ε. This constraint does not handle ties in scores, so
we need the following: Constraint (15) implies that for a tied positive-negative pair, the
negative example has higher rank; and Constraints (16) and (17) imply that for positive-
positive pairs and negative-negative pairs with tied scores, the example with a higher index
is (arbitrarily) assigned the higher rank. Constraint (18) sets tiℓ = 1 when ri ≥ ℓ− 1.
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The following MIO formulation maximizes the objective in Equation (10):
PRRF,minrank(ε) : max
w,z,t
∑
i∈S+
∑
ℓ∈S2
a˜ltiℓ (19)
s.t. zik ≤ wT (xi − xk) + 1− ε, ∀i ∈ S+, k = 1, . . . , n, (20)
tiℓ ≤ 1
ℓ− 1
n∑
k=1
zik, ∀i ∈ S+, ℓ ∈ S2, (21)
zik + zki = 1[xi 6=xk], ∀i, k ∈ S+, (22)
tiℓ ≥ ti,ℓ+1, ∀i ∈ S+, ℓ ∈ S2 \max(S2), (23)∑
i∈S+
∑
ℓ∈S2
a˜ltiℓ ≤
n∑
ℓ=1
aℓ, (24)
zik = 0, ∀i ∈ S+, k = 1, . . . , n, xi = xk, (25)
− 1 ≤ wj ≤ 1, ∀j = 1, . . . , d,
tiℓ, zik ∈ {0, 1}, ∀i ∈ S+, ℓ ∈ S2, k = 1, . . . , n.
The minimum rank is
∑n
k=1 zik. Constraints (20) and (21) are similar to constraints (12)
and (18) from PRRF,rank. Constraints (22) through (25) are not necessary, but they are
valid constraints that strengthen the linear relaxation and thus speed up computation.
In Section 4, we discuss the relationship between the PRRF,rank and PRRF,minrank for-
mulations. PRRF,rank has d + n
2 + n+|S2| + n variables, corresponding to w, z, t, and r
respectively. PRRF,minrank has d + n+n + n+|S2| variables, corresponding to w, z, and t
respectively. Thus the rank formulation has an additional n− · n + n variables compared
to the minimum rank formulation, which can be a significant difference when the negative
class is large.
3.4 Alternative Formulations
In this section, we present alternative formulations for the AUC and RRF problems to
illustrate that there may be multiple correct formulations, as discussed in Section 3.1.
One alternative formulation for the AUC problem is:
max
w,z
∑
i∈S+
∑
k∈S
−
zik
s.t. M(1− zik) ≥ wT (xk − xi) + ε, ∀i ∈ S+, k ∈ S−,
zik ∈ {0, 1}, ∀i ∈ S+, k ∈ S−,
where M is a large constant. In MIO, this type of formulation is known as a big-M
formulation. If wT (xk − xi) > −ε, or wT (xi − xk) < ε, then the first constraint would force
zik = 0. If w
T (xi − xk) ≥ ε, then zik would be 1 because we are maximizing. Thus this is
also an exact formulation for the AUC problem. However, this formulation is not as strong
as PAUC above because the large coefficients tend to cause the linear relaxation to be far
from the convex hull of integer feasible points.
It is possible to formulate the RRF problem using special ordered set (SOS) constraints
(Beale and Tomlin, 1970). SOS constraints are designed to improve the efficiency of the
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branch-and-bound process. There are two types: SOS1 constraints say that at most one
variable in an ordered set may be nonzero; SOS2 constraints say that at most two variables
in an ordered set may be nonzero, and that if there are two nonzero variables, then they
must be consecutive within the set.
The constraint we aim to replace in PRRF,minrank is
tiℓ ≤ 1
ℓ− 1
n∑
k=1
zik, ∀i ∈ S+, ℓ ∈ S2.
Since we are maximizing the tiℓ, this constraint captures the condition tiℓ = 1 if and only if
zik ≥ ℓ− 1. To capture the same relation using an SOS constraint, let
siℓ = 1− tiℓ,
hiℓ =
1
ℓ− 1
n∑
k=1
zik − 1,
hiℓ = h
+
iℓ − h−iℓ,
h+iℓ, h
−
iℓ ≥ 0.
If
∑n
k=1 zik ≥ ℓ−1, then hiℓ ≥ 0. If
∑n
k=1 zik < ℓ−1, then hiℓ < 0. Consider the constraint
h+iℓ + 2tiℓ + 3siℓ + 4h
−
iℓ = SOS2, ∀i ∈ S+, ℓ ∈ S2,
which states that within the ordered set {h+iℓ, tiℓ, siℓ, h−iℓ}, at most two variables may be
nonzero, and that if two are nonzero, then they must be consecutive. Thus h+iℓ and h
−
iℓ
cannot both be nonzero, so h+iℓ = max{0, hiℓ} and h−iℓ = max{0,−hiℓ}. If
∑n
k=1 zik ≥ ℓ− 1,
then hiℓ ≥ 0, which implies h+iℓ ≥ 0, so tiℓ = 1. If
∑n
k=1 zik < ℓ − 1, then hiℓ < 0, which
implies h−iℓ > 0, so siℓ = 1 or tiℓ = 0. We can also add the SOS1 constraint
zik + 2zki = SOS1, ∀i, k ∈ S+, i < k,
which says that at most one of zik and zki can be nonzero for all positive-positive pairs. This
set of constraints is not necessary but improves the linear relaxation. The MIO minimum
rank formulation with SOS constraints is:
PRRF,minrank,SOS(ε) : max
w,z,t,s,h+,h−
∑
i∈S+
∑
ℓ∈S2
a˜ltiℓ
s.t. zik ≤ wT (xi − xk) + 1− ε, ∀i ∈ S+, k = 1, . . . , n,
h+iℓ − h−iℓ =
1
ℓ− 1
n∑
k=1
zik − 1, ∀i ∈ S+, ℓ ∈ S2,
siℓ = 1− tiℓ, ∀i ∈ S+, ℓ ∈ S2,
h+iℓ + 2tiℓ + 3siℓ + 4h
−
iℓ = SOS2, ∀i ∈ S+, ℓ ∈ S2,
zik + 2zki = SOS1, ∀(i, k) ∈ S+, i < k,
− 1 ≤ wj ≤ 1, ∀j = 1, . . . , d,
h+iℓ, h
−
iℓ ≥ 0, ∀i ∈ S+, ℓ ∈ S2,
tiℓ, zik ∈ {0, 1}, ∀i ∈ S+, ℓ ∈ S2, k = 1, . . . , n.
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Our preliminary tests for this formulation suggest that using SOS constraints may
shorten runtimes, but for larger problems, the additional variables required for the SOS
formulation may take too much memory to be solved on most computers; the formulations
in Sections 3.2 and 3.3 are substantially more practical.
3.5 Generalization Beyond the Bipartite Case
So far we have discussed only the bipartite case. In fact it is possible to extend the MIO
methods to the general case of pairwise preferences (see, for example, Freund et al., 2003).
Let the preference function π(xi, xk) = πik capture the true ranking of xi relative to xk for
each pair of examples (xi, xk). That is, let
πik =
{
1, if xi is ranked strictly higher than xk,
0, otherwise.
Also let
Π =
n∑
i=1
n∑
k=1
πik.
We want to find a scoring function that reproduces the rankings as close as possible to the
true rankings. Consider the rank statistic
AUCπ(f) =
1
Π
n∑
i=1
n∑
k=1
πik1[f(xi)>f(xk)].
This statistic is related to the disagreement measure introduced by Freund et al. (2003), as
well as Kendall’s τ coefficient (Kendall, 1938). The highest possible value of AUCπ(f) is 1.
We achieve this value if our scoring function f satisfies f(xi) > f(xk) for all pairs (xi, xk)
such that πik = 1. We can use the following MIO formulation to maximize AUCπ:
PAUCpi(ε) : maxw,z
n∑
i=1
n∑
k=1
πikzik
s.t. zik ≤ wT (xi − xk) + 1− ε, ∀i, k = 1, . . . , n,
− 1 ≤ wj ≤ 1, ∀j = 1, . . . , d,
zik ∈ {0, 1}, ∀i, k = 1, . . . , n.
The AUCπ statistic is quite general. For example, it encompasses the case of k-partite or
multipartite ranking (Rajaram and Agarwal, 2005; Fu¨rnkranz et al., 2009), which is similar
to ordinal regression (Herbrich et al., 2000). In particular, suppose that there are C classes
and that we would like Class 1 to be ranked above Class 2, Class 2 above Class 3, and so
on. Denoting the class of example xi by Class(xi), we would set
πik =
{
1, if Class(xi) > Class(xk),
0, otherwise.
If C = 2, then this formulation simply maximizes the WRS statistic, with the positive class
as Class 1 and the negative class as Class 2.
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Label + + − + + + +
Feature 3 3 2 1 1 1 1
MinRank w = 1 5 5 4 0 0 0 0
Rank w = 1 6 5 4 3 2 1 0
MinRank w = −1 0 0 2 3 3 3 3
Rank w = −1 0 1 2 3 4 5 6
Figure 5: Pathological case.
Local AUC with minranks Local AUC with ranks
w = 1 6+6=12 7+6=13
w = −1 0 7+6+5=18
Table 3: Local AUC (
∑n
i=1 yi
∑n
ℓ=1 1[rf (xi)=ℓ−1] · ℓ · 1[ℓ≥t]) with t = 5 for list in Figure 5,
defined using rf = minrankf (left) and rf = rankf (right).
4. Relationship Between Rank and Minimum Rank Formulations
The minimum rank formulation PRRF,minrank from Section 3.3 does not work for certain
pathological cases, namely those for which the same examples appear many times in the
data. For instance, suppose there are seven examples, each with just a single feature, as
shown in Figure 5. If the scoring function is f(x) = wx, where w ∈ R since there is only one
feature, then there are two solutions that are unique up to a constant positive factor: w = 1
and w = −1. Let the objective function be the local AUC from Section 2.2 with t = 5.
Table 3 shows calculations for the local AUC when it is defined using rank and minimum
rank, as in (9) and (10) respectively. If we define the local AUC using minimum rank, then
it is 12 for w = 1 and 0 for w = −1. However, w = −1 is intuitively the better solution
because it puts more positive examples at the top of the list. We avoid this contradiction if
we use rank to define the local AUC. That is, when we use rank instead of minimum rank,
the local AUC is higher for w = −1 than for w = 1, which agrees with our intuition.
Thus, for such pathological cases, we should use the rank formulation, PRRF,rank. How-
ever, PRRF,rank has substantially more variables than PRRF,minrank and empirically has been
difficult to solve except for small problems. In this section, we show that in many cases,
solving the minimum rank problem also solves the rank problem, which allows us to scale
up the size of problems we can handle considerably. From (9) and (10), we use Prank(f) and
Pminrank(f) to denote the objective functions of PRRF,rank and PRRF,minrank respectively.
4.1 Using Minimum Ranks for Distinct Examples
We want to find f∗ ∈ argmaxfPrank(f), but since it is computationally difficult to solve
PRRF,rank, an alternative is to find f
∗ ∈ argmaxfPminrank(f) instead. We prove here that
whenever all of the examples are distinct points inRd, then a maximizer of PRRF,minrank also
maximizes PRRF,rank. If the examples are chosen from a continuous probability distribution,
then they are distinct with probability one.
The proof is presented in two steps. The first step, given in Theorem 5, shows that an
optimal scoring function for PRRF,minrank also maximizes PRRF,rank if there is a maximizer
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f¯ of PRRF,rank such that there are no ties in score, that is, f¯(xi) 6= f¯(xk) for all i 6= k. The
second step, given in Theorem 7, shows that this condition is satisfied when the examples
are distinct, meaning xi 6= xk for all i 6= k. Note that since Pminrank(f) and Prank(f) take
a discrete set of values, bounded between 0 and
∑n
ℓ=1 aℓ, maximizers for both functions
always exist. The following lemma establishes basic facts about the two objectives:
Lemma 4 The following relationships always hold.
a. For any f , Pminrank(f) ≤ Prank(f).
b. For any f such that there are no ties in score, Pminrank(f) = Prank(f).
Proof Fix a scoring function f .
a. The first part of Definition 1 says that minrankf (xi) ≤ rankf (xi) for all i = 1, . . . , n.
Since the aℓ are non-decreasing with ℓ,
n∑
ℓ=1
1[minrankf (xi)=ℓ−1] · aℓ = a(minrankf (xi)+1) (26)
≤ a(rankf (xi)+1) =
n∑
ℓ=1
1[rankf (xi)=ℓ−1] · aℓ ∀i.
Combining this result with (9) and (10), we have Pminrank(f) ≤ Prank(f).
b. If there are no ties in score, then it is clear from Definition 1 that we have minrankf (xi) =
rankf (xi) for all i. Thus the inequality in (26) becomes an equality, and Pminrank(f) =
Prank(f).
Theorem 5 Let f¯ ∈ argmaxfPrank(f) such that there are no ties in score, that is, f¯(xi) 6=
f¯(xk) for all i 6= k. If f∗ ∈ argmaxfPminrank(f), then
f∗ ∈ argmaxfPrank(f).
Proof Assume there exists f¯ ∈ argmaxfPrank(f) such that there are no ties in score. Let
f∗ maximize Pminrank(f), which implies Pminrank(f∗) ≥ Pminrank(f¯). We know Pminrank(f¯) =
Prank(f¯) by Lemma 4b.
Suppose f∗ does not maximize Prank(f), so Prank(f¯) > Prank(f∗). Then
Pminrank(f
∗) ≥ Pminrank(f¯) = Prank(f¯) > Prank(f∗).
This contradicts Lemma 4a, so f∗ ∈ argmaxfPrank(f).
It is interesting to note that under the condition of Theorem 5, namely that f¯ maximizes
Prank(f) without any ties in score, we can also show f¯ ∈ argmaxfPminrank(f). By both parts
of Lemma 4, we have that for any f ,
Pminrank(f) ≤ Prank(f) ≤ Prank(f¯) = Pminrank(f¯).
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Thus any f that maximizes Prank(f) without any ties in score maximizes Pminrank(f) as
well.
The results above did not use the structure of our scoring functions, in particular the
linear form f(x) = wTx. It used only the properties in Lemma 4. In what follows, we
incorporate the additional structure, which allows us to show that if the examples are
distinct and w yields a scoring function with ties, then we can find a corrected wˆ that has
no ties and achieves at least as high a value for Prank(f). This implies that there exists a
maximizer of Prank(f) such that there are no ties in score, which satisfies the condition of
Theorem 5. From this point on, assume we are considering only linear scoring functions;
for example, argmaxfPrank(f) means argmax{f linear}Prank(f).
We assume that the data lie in a bounded box. Define M to be the boundaries of
that box, so that xij ∈ [−M,M ] for all i, j. Recall that the number of features is d, that
is xi ∈ Rd. In the following lemma, we assume there exists f¯ ∈ argmaxfPrank(f) that
yields a scoring function with ties. If no maximizer of Prank(f) yields ties, then we can use
Theorem 5 directly and there is nothing to show.
Lemma 6 Consider f¯ ∈ argmaxfPrank(f) that yields a scoring function f¯(x) = w¯Tx with
ties. Construct wˆ as follows:
wˆ = w¯ + δu,
where u is a unit vector in Rd chosen uniformly at random with ‖u‖2 = 1, and δ is a fixed
real number such that 0 < δ < mindistw¯
2M
√
d
, with
mindistw¯ = min
{i,k:f¯(xi)>f¯(xk)}
(
f¯(xi)− f¯(xk)
)
.
Assume the examples are distinct, so that for any xi and xk, i 6= k, the vector xi−xk ∈ Rd
has at least one nonzero entry. Then, with probability one, the scoring function fˆ(x) = wˆTx
preserves all of the pairwise orderings of f¯ but does not have ties. That is, f¯(xi) > f¯(xk)⇒
fˆ(xi) > fˆ(xk) and fˆ(xi) 6= fˆ(xk) for all i 6= k.
Proof First we show that fˆ preserves all pairwise orderings for examples that are not tied.
Consider any pairwise ordering by choosing two examples x1 and x2 such that f¯(x1) > f¯(x2).
Now
fˆ(x1)− fˆ(x2) = (w¯ + δu)T (x1 − x2)
= w¯T (x1 − x2) + δuT (x1 − x2)
= f¯(x1)− f¯(x2) + δuT (x1 − x2)
≥ mindistw¯ + δuT (x1 − x2). (27)
We know that:
‖x1 − x2‖2 =

 d∑
j=1
(x1j − x2j)2


1/2
≤

 d∑
j=1
(2M)2


1/2
= 2M
√
d. (28)
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Using the Cauchy-Schwarz inequality and then using (28), the fact that ||u||2 = 1, and the
bound on δ from the statement of the lemma:∣∣δuT (x1 − x2)∣∣ ≤ δ‖u‖2‖x1 − x2‖2 ≤ δ · 2M√d < mindistw¯
2M
√
d
· 2M
√
d = mindistw¯.
This implies
δuT (x1 − x2) > −mindistw¯. (29)
Combining (27) with (29),
fˆ(x1)− fˆ(x2) ≥ mindistw¯ + δuT (x1 − x2) > mindistw¯ −mindistw¯ = 0.
Thus, all pairwise orderings are preserved, that is, f¯(x1) > f¯(x2) −→ fˆ(x1) > fˆ(x2).
Next we prove that with probability 1, wˆ yields a scoring function with no ties. Take
x1 and x2 such that their scores according to f¯ are tied: f¯(x1) = f¯(x2). We show that
|fˆ(x1)− fˆ(x2)| > 0, which implies that the corrected scores are not tied. Start with:
|fˆ(x1)− fˆ(x2)| =
∣∣(w¯ + δu)T (x1 − x2)∣∣
=
∣∣w¯T (x1 − x2) + δuT (x1 − x2)∣∣ = |δ| ∣∣uT (x1 − x2)∣∣ .
The vector xdiff = x1 − x2 is a fixed vector that is not identically zero. The vector u is a
random unit vector in Rd. The probability that u is orthogonal to xdiff, and therefore the
probability that uT (x1 − x2) = uTxdiff = 0, is zero. Thus with probability one with respect
to the choice of u,
|fˆ(x1)− fˆ(x2)| = |δ|
∣∣uT (x1 − x2)∣∣ = |δ| ∣∣uTxdiff∣∣ > 0.
The second main result below uses Lemma 6 to show that optimizing PRRF,minrank
provides a solution to the more computationally difficult problem PRRF,rank.
Theorem 7 If the examples are distinct, that is, xi 6= xk for i, k ∈ {1, . . . , n}, i 6= k, and
f∗ ∈ argmaxfPminrank(f), then
f∗ ∈ argmaxfPrank(f).
Proof We need only to satisfy the condition of Theorem 5, which says that PRRF,rank has
a maximizer with no ties. Let f¯ ∈ argmaxfPrank(f). If f¯(x) = w¯Tx is a scoring function
with no ties, then we are done. Otherwise, the vector wˆ = w¯+ δu constructed according to
Lemma 6 produces a scoring function with no ties. It only remains to show that fˆ(x) = wˆTx
is also optimal. We prove here that Prank(fˆ) ≥ Prank(f¯), which means Prank(fˆ) = Prank(f¯)
since f¯ is optimal. Let rankf¯ (xi) and rankfˆ (xi) be the ranks of xi according to f¯ and fˆ
respectively. We have
Prank(f¯) =
n∑
i=1
yi
n∑
ℓ=1
1[rankf¯ (xi)=ℓ−1] · aℓ =
∑
i∈S+
a(rankf¯ (xi)+1),
Prank(fˆ) =
n∑
i=1
yi
n∑
ℓ=1
1[rank
fˆ
(xi)=ℓ−1] · aℓ =
∑
i∈S+
a(rank
fˆ
(xi)+1).
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Since a1 ≤ a2 ≤ · · · ≤ an, it suffices to show that the ranks occupied by the positive
examples under fˆ are at least as high as the ranks occupied by the positives under f¯ .
First consider the examples that are not tied with any other examples under f¯ . The
ranks of these examples are still the same under fˆ because all pairwise orderings of examples
that are not tied are preserved by Lemma 6. Now consider a set of examples that are tied
under f¯ . The ranks of these examples will be permuted within the set. If all of the examples
are positive, or all of the examples are negative, then the objective value remains the same
since the positive examples in the set still occupy the exact same ranks. On the other hand,
suppose there are both positive and negative examples in the tied set. By Definition 1, the
negative examples have the highest ranks in the set under f¯ . Once the ties are broken under
fˆ , the objective value changes only if a positive example moves into a position in the ranked
list that was previously the position of a negative example. Thus the positive examples can
occupy only higher ranks under fˆ , not lower ranks. This proves Prank(fˆ) ≥ Prank(f¯), which
implies fˆ ∈ argmaxfPrank(f) and has no ties, satisfying the condition of Theorem 5.
5. Computational Results
In this section, we demonstrate the performance of two of the MIO formulations presented
above: PAUC and PRRF,minrank. Unlike PRRF,minrank, PRRF,rank currently may be too hard
for most computers to solve, except for small or sparse problems.
We begin with a proof-of-concept study, using an artificial dataset called ROC Flexi-
bility.7 The dataset was designed so that there would be flexibility in the performance of
different algorithms. To illustrate what is meant by flexibility, we plot the ROC curves that
correspond to ranking the examples by each of the five features, that is, for each feature
in turn, treating the feature value as the score and ranking the examples by this score.
To plot an ROC curve according to any given ranking, start at the origin, and for each
example in order of the ranking, trace the curve one unit up if the example is positive and
one unit to the right if the example is negative. For instance, Figure 6 shows ROC curves
corresponding to a perfect ranking (all positive examples on top of all negatives), a perfect
misranking (all negative examples on top of all positives), and a random ranking; note the
axes have been normalized to be between 0 and 1, so the area under the ROC curve (AUC)
is 1 for a perfect ranking and 0 for a perfect misranking.
Figure 7 shows the ROC curves corresponding to ranking by each of the five features of
the ROC Flexibility dataset. The sixth plot in the figure that overlays all five ROC curves
shows that there is a “step” in each of the curves, and the position of each step is distinct,
so that there is a portion of the ROC curve for each feature that does not overlap with the
ROC curve of any other feature. Thus linear combinations of the features can correspond
to rankings that lead to a wide variety of ROC curves, and we expect different algorithms
to perform differently from each other.
We compare the performance of our AUC method—both the MIO formulation and its
linear relaxation (LP)—to that of three algorithms: RankBoost (RB), logistic regression
(LR), and a support vector machine (SVM)-style ranking algorithm, corresponding to min-
7. Dataset available at: http://web.mit.edu/rudin/www/ROCFlexibilityData/ROCFlexibilityData.html.
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Figure 6: Sample ROC curves.
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Figure 7: ROC curves for individual features of ROC Flexibility data.
imizing (3), (5), and (4) respectively. These methods were all run from MATLAB 7.8.0.
There are other possible ranking algorithms, such as the others listed in Section 2.4, but
we choose these three as a sample of practical and widely used methods. In this work, we
do not focus on tuning parameters of any algorithm. There is currently no regularization
term in the objective function of our formulations, so to do a head-to-head comparison of
loss functions, we also eliminate regularization from the other methods. To solve the MIO
and LP versions of PAUC, we used ILOG AMPL 11.210 with the CPLEX 11.2.1 solver. For
each algorithm, we randomly divided the dataset into 250 training examples and 250 test
examples, and after generating the model using the training data, computed the AUC for
both sets of data. We repeated this process ten times. Table 4 shows the mean training and
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RB LR SVM LP
Train 71.0959 72.0945 71.1840 70.6327
Test 65.9028 67.4607 67.7844 67.1797
Table 4: Mean AUC (%) on ROC Flexibility data (approximate algorithms).
MIO (ε = 10−6) MIO (ε = 10−5) MIO (ε = 10−4) MIO (ε = 10−3)
Train 78.8738 80.6163 80.6163 80.5848
Test 78.8464 81.7706 81.7706 81.6525
Time (s) 69.331 173.992 206.172 356.878
Table 5: Mean AUC (%) on ROC Flexibility data (MIO algorithm).
test AUC values over the ten trials for the RB, LR, SVM, and LP methods, and Table 5
shows the mean AUC values for the MIO algorithm with different values for ε.
We observe:
• Increasing ε results in slower runtimes for the MIO algorithm. Also, as explained in
Section 3.2, the MIO formulation may terminate with a suboptimal solution if ε is
too large because then the formulation is no longer exact. For ε = 10−3 in Table 5,
eight of the ten trials produced the same AUC as ε = 10−4 and ε = 10−5, but the
other two produced a lower AUC.
• Decreasing ε expands the solution space, so theoretically the optimal value can only
increase with smaller ε for the MIO algorithm. However, ε must be large enough for
the solver to recognize it as being greater than zero, and if ε is too small, the numerical
instability may cause the solver to terminate with suboptimal solutions. For ε = 10−6
in Table 5, half of the ten trials produced the same AUC as ε = 10−4 and ε = 10−5,
but the other half produced a lower AUC.
• The MIO algorithm for ε = 10−4 and ε = 10−5 performed dramatically better than
the approximate algorithms. The mean MIO training AUC was about 11.8% higher
than the best of its competitors (LR), and the mean MIO test AUC was about 20.6%
higher than the best of its competitors (SVM).
Results on the ROC Flexibility data show that the MIO has the potential to perform
substantially better than other methods. This dataset was designed so that optimizing a
performance metric using different algorithms can lead to dramatically different ranked lists.
It appears that when a dataset has this level of flexibility, optimizing the objective exactly
can have a substantial benefit. In the remainder of this section, we show computational
results using other datasets. All experiments using PAUC and PRRF,minrank were run from
ILOG AMPL 11.210 on a computer powered by two Intel quad core Xeon E5440 2.83GHz
processors with 32GB of RAM. The LP solutions were generated using the CPLEX 11.2.1
solver with ε = 10−4. The MIO solutions were generated using the Gurobi 3.0.0 solver with
ε = 10−6; for the experiments presented here, the Gurobi solver was numerically stable with
ε = 10−6. (ROC Flexibility was the only dataset for which CPLEX performed better than
Gurobi on the MIO problem, thus we use Gurobi for all other datasets.) The approximate
methods were all run from MATLAB 7.8.0.
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Figure 8: ROC curves for Liver, SVMGuide1, and MAGIC datasets.
5.1 Maximize AUC
We solved PAUC using five other datasets: FourClass and SVMGuide1 are from the LIBSVM
collection,8 and the others are from the UCI Machine Learning Repository (Asuncion and
Newman, 2007). For each dataset, we randomly divided the data into training and test
sets, and compared the performance of RB, LR, SVM, LP, and MIO. This experiment was
repeated ten times. As an example of the ROC curves that occur in these datasets, Figure 8
shows the curves for the Liver, SVMGuide1, and MAGIC data. Note that there is more
overlap between the ROC curves of the features than in the ROC Flexibility dataset. For
the SVMGuide1 data, there are in fact two overlapping features that both correspond to
nearly perfect ranking. Thus we expect less variation in the performance of the different
methods, but we can still use the MIO method as a benchmark to corroborate the ranking
quality of the methods.
Table 6 shows the mean training and test AUC over the ten trials for each dataset
and algorithm; note that for completeness we included the ROC Flexibility dataset in these
results. Bold indicates the value is not significantly smaller than the highest value in its row
at the 0.05 significance level, according to a matched pairs t-test. In particular, for each row
in the table, let µ1 be the population mean AUC for the algorithm with the largest sample
mean AUC, where the sample consists of the ten AUC values recorded for that algorithm.
Then for each of the algorithms, denote by µ2 the population mean AUC for that algorithm,
and test the null hypothesis H0 : µ1 = µ2 against the alternative H1 : µ1 > µ2. We use
boldface for that algorithm’s entry in the table whenever the test does not reject H0. It
is possible for multiple numbers in a row to be bold if they are all not statistically smaller
than the highest in the row. It is also possible for numbers to not be bold even though
they are greater than others in the row if the corresponding t-statistic is sufficiently large
to reject H0.
The MIO achieved the statistically highest mean AUC for all training and test sets.
The LP also performed well on the test data. Table 7 shows for each dataset the number
of times out of ten that each method performed best, that is, achieved the highest AUC,
on the training and test data; bold indicates the highest count in each row. The counts in
8. http://www.csie.ntu.edu.tw/ cjlin/libsvmtools/datasets/
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Dataset RB LR SVM LP MIO
Liver Disorders Train 73.6621 74.0374 74.2802 74.2816 75.3802
Test 70.6463 70.8567 70.9705 70.9691 71.0257
ROC Flexibility Train 71.0959 72.0945 71.1840 70.6327 80.6163
Test 65.9028 67.4607 67.7844 67.1797 81.7706
FourClass Train 83.0278 82.9907 83.1853 83.1857 83.2230
Test 82.8790 82.8050 83.0438 83.0492 82.9861
SVMGuide1 Train 99.1929 99.2255 99.2330 99.2327 99.2384
Test 99.0520 99.0563 99.0649 99.0651 99.0642
Abalone Train 91.3733 91.4723 91.5078 91.5067 91.5135
Test 90.5580 90.6139 90.6415 90.6411 90.6419
MAGIC Train 84.0105 84.0280 84.4880 84.4903 84.4943
Test 83.5273 83.5984 83.9349 83.9365 83.9370
Table 6: Mean AUC (%) on training and test sets.
Dataset ntrain ntest d RB LR SVM LP MIO
Liver Disorders 172 173 6 Train 0 0 0 0 10
Test 1 1 3 3 5
ROC Flexibility 250 250 5 Train 0 0 0 0 10
Test 0 0 0 0 10
FourClass 431 431 2 Train 0 0 0 1 9
Test 1 1 0 3 5
SVMGuide1 700 6389 4 Train 0 2 0 0 8
Test 1 3 0 2 4
Abalone 1000 3177 10 Train 0 0 0 0 10
Test 1 1 2 2 4
MAGIC 1000 18020 10 Train 0 0 0 3 8
Test 0 0 2 4 4
Table 7: Problem dimensions and number of times each method performs best.
the MIO column clearly dominate the counts of the other methods. Not all of the training
AUC values are highest for the MIO since not all of the problems solved to optimality. For
the Liver data, there were some trials for which certain algorithms tied for the highest test
AUC, and for the MAGIC data, there was one trial for which the LP and MIO algorithms
tied for the highest training AUC, thus the counts in these rows sum to greater than ten.
5.2 Maximize RRF
As illustrated in Section 2.2, the RRF formulation encompasses many rank statistics. For
this set of experiments, we choose one rank statistic—DCG@N—and solve the formulation
with three datasets. The first was the ROC Flexibility dataset we solved for the previous
formulation, and the objective of interest was the DCG over the top 30% of the ranked list.
The other two were the Haberman’s Survival and Pima Indians Diabetes datasets from the
UCI Machine Learning Repository. The objective of interest for both of these datasets was
the DCG over the top 10% of the ranked list. Note that the more we focus at the top of
the list, the faster the MIO solves since more of the aℓ coefficients are zero. We used the
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Data RB P2 P4 P8 LR SVM LP MIO
ROC 7.5845 7.9456 8.3329 9.3744 8.1970 8.1262 6.7895 11.7136
6.9096 7.3402 7.8322 8.1412 7.6468 7.1133 6.8940 12.0470
Haber 5.1133 5.1890 5.1768 5.2478 5.0423 5.0381 4.8950 5.8080
4.7644 4.7170 4.6961 4.7508 4.7901 4.7877 4.8679 5.1701
Pima 7.1586 7.3360 7.4221 7.5265 7.1732 6.8701 6.7943 7.5849
10.7014 10.6961 10.7544 10.6886 10.7582 10.7116 10.3859 10.0964
Table 8: Mean RRF (with minimum ranks) on training (top) and test (bottom) sets.
top 30% instead of top 10% for the ROC Flexibility dataset because it contains so many
identical examples that out of 250 examples in a training set, there would be no examples
with minimum ranks between 225 and 249.
For each dataset, we randomly divided the data into training and test sets, and compared
the performance of RankBoost (RB), the P -Norm Push with p = 2, 4, 8 (P2, P4, P8), logistic
regression (LR), the support vector machine (SVM)-style ranking algorithm, the linear
relaxation (LP), and the MIO. This experiment was repeated ten times, using ε = 10−4
to solve all LPs and ε = 10−6 to solve all MIOs. Note that the Haberman’s Survival and
Pima Indians Diabetes problems were solved using PRRF,minrank as shown in Section 3.3,
but the ROC Flexibility problem was solved using a slightly different formulation—namely,
we omitted Constraints (22) through (24), and replaced Constraint (20) with vi = w
Txi for
all i and zik ≤ vi − vk + 1− ε for i ∈ S+, k ∈ 1, . . . , n; this choice of constraints runs faster
for this particular problem.
In the ROC Flexibility dataset, there are 500 examples total, but only 20 unique ex-
amples. In the Haberman’s Survival dataset, there are 306 examples total, and 283 unique
examples. In the Pima Indians Diabetes dataset, there are 768 unique examples. We eval-
uate solutions from PRRF,minrank in terms of two quality measures: DCG@N defined with
minimum ranks and DCG@N defined with ranks. The difference between the two objectives
is largest for the ROC Flexibility data because the percentage of unique examples is smallest
in this dataset. The two objectives are close for the Haberman’s Survival data since most
examples are unique, and they are exactly equal for the Pima Indians Diabetes data since
all examples are unique, in accordance with Theorem 7.
Tables 8 and 9 show the mean training and test objectives over the ten trials for each
dataset and algorithm; bold indicates the value is not significantly smaller than the highest
value in its row at the 0.05 significance level, according to a matched pairs t-test. Tables 10
and 11 show for each dataset the number of times out of ten that each method performed
best on the training and test data; bold indicates the highest count in each row. For some
trials, there were multiple algorithms that tied for the best, so the counts in the rows do not
necessarily sum to ten. Both sets of tables show an advantage of the MIO over the other
methods for the ROC Flexibility and Haberman’s Survival data. The MIO performed well
on the Pima Indians Diabetes training data too, but there were not enough examples for
the results to generalize to the test data. Overall, our experiments support the hypothesis
that MIO can yield useful solutions, and has a competitive advantage over other methods.
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Data RB P2 P4 P8 LR SVM LP MIO
ROC 13.8694 14.3971 14.8264 15.3331 14.1901 13.5106 8.1689 15.9534
12.6536 13.3732 13.9773 14.9208 13.0913 12.3905 8.8177 16.2293
Haber 5.1230 5.2003 5.1908 5.2954 5.0517 5.0503 4.9309 5.8227
4.8127 4.7567 4.7836 4.7886 4.8136 4.8254 4.8907 5.1756
Pima 7.1586 7.3360 7.4221 7.5265 7.1732 6.8701 6.7943 7.5849
10.7014 10.6961 10.7544 10.6886 10.7582 10.7116 10.3859 10.0964
Table 9: Mean RRF (with ranks) on training (top) and test (bottom) sets.
Data ntrain ntest d RB P2 P4 P8 LR SVM LP MIO
ROC 250 250 5 Train 0 0 0 0 1 1 0 8
Test 0 0 0 1 1 1 0 8
Haber 153 153 3 Train 0 1 1 0 0 0 0 10
Test 0 0 0 0 1 1 1 7
Pima 250 518 8 Train 0 0 0 4 0 0 0 6
Test 2 0 1 2 3 2 1 0
Table 10: Number of times each method performs best (RRF with minimum ranks).
Data ntrain ntest d RB P2 P4 P8 LR SVM LP MIO
ROC 250 250 5 Train 1 2 2 3 2 1 0 8
Test 0 1 2 2 1 1 0 9
Haber 153 153 3 Train 1 2 2 2 1 1 0 10
Test 0 0 0 0 1 1 1 7
Pima 250 518 8 Train 0 0 0 4 0 0 0 6
Test 2 0 1 2 3 2 1 0
Table 11: Number of times each method performs best (RRF with ranks).
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Dataset Method Cutoff Time Mean Time To Final Solution
AUC Liver Disorders MIO 3600 (1 hr) 1950.1± 1124.3
LP * 0.34± 0.08
AUC ROC Flexibility MIO * 174.0± 54.4
LP * 0.56± 0.07
AUC FourClass MIO 10800 (3 hrs) 5031.3± 3394.8
LP * 4.0± 2.2
AUC SVMGuide1 MIO 10800 (3 hrs) 3529.5± 3896.2
LP * 29.1± 8.4
AUC Abalone MIO 25200 (7 hrs) 6199.2± 7528.8
LP * 2103.8± 618.7
AUC MAGIC MIO 36000 (10 hrs) 20630.7± 13267.6
LP * 2178.0± 2249.2
RRF ROC Flexibility MIO 14400 (4 hrs) 2990.9± 1445.2
LP * 2546.7± 550.4
RRF Haberman Survival MIO 3600 (1 hr)* 1361.7± 1348.6
LP * 6.1± 0.6
RRF Pima Indians Diabetes MIO 18000 (5 hrs)* 10752.7± 5431.8
LP * 13.3± 2.4
*Solved to optimality: all LPs, all MIOs for ROC Flexibility AUC, 3 MIOs for Haberman Survival
RRF, 1 MIO for Pima Indians Diabetes RRF
Table 12: Cutoff times and mean times (± one standard deviation) until final solution (in
seconds).
5.3 Computational Speed
Table 12 shows for each MIO and LP problem the mean and standard deviation of time
(in seconds) taken to find the final solutions for the ten trials. Certain problems solved to
optimality, so the time recorded was the time until the optimal solution was found. Most
of the MIOs did not solve to optimality before the cutoff time indicated in Table 12, in
which case the time recorded was the time until the last (possibly suboptimal) solution was
found. A star in place of a cutoff time for a particular dataset and problem signifies that
all ten trials solved to optimality; a star next to a cutoff time signifies that at least one of
the trials solved to optimality.
Figure 9 shows how the objective value changed over time as we solved the MIO for
the ten trials of the RRF minimum rank problem using the Pima Indians Diabetes data.
For most of the trials, the solution did not change much after two hours. There was one
trial that solved to optimality after 460 seconds. Note that it is often the case that after a
solver finds the optimal solution of an MIO problem, it can take an inordinately long time
to prove optimality. Thus it may be that for many problems in our experiments, the solver
did in fact find the optimal solution, but was not able to prove optimality before the time
limit. Table 12 and Figure 9 both show that there can be huge variation in the amount of
time it takes to solve an MIO problem, even problems of the same size and from the same
dataset.
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Figure 9: Solution paths for RRF problem on Pima Indians Diabetes data.
6. Future Work
In order to scale the MIO methods to larger problems, it may be possible to find conditions–
that is, characteristics of the data–under which the linear relaxation is close to the convex
hull of integer feasible solutions. In these cases, the LP may yield particularly high-quality
solutions. Since the LP can already be solved for larger problems, this would be a way to
leverage the advantages of MIO to get higher quality solutions on the large scale. Another
possible direction is to experiment with different types of regularization that are natural for
MIO. A simple example is to vary ε and/or the bounds on the wj ’s. This may serve two
purposes at once; with these forms of regularization we might be able to gain better test
accuracy as well as better computational speed.
7. Conclusion
In this paper, we develop a new approach to address supervised ranking tasks. We define
the class of rank risk functionals (RRF), which includes a number of established linear
rank statistics as well as novel measures such as the staircase rank statistic. We introduce
methods for maximizing the AUC and the general RRF. Our methods take advantage of
the modeling power of mixed integer optimization, and we give promising evidence for the
ability of MIO to solve ranking problems. Since the MIO approach directly optimizes the
objective functions of interest instead of using approximations, optimal solutions to the MIO
formulations achieve higher training objective values than solutions generated from other
machine learning methods. The MIO methods also demonstrate an ability to generalize to
unseen data, and compete well against other methods.
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