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Abstract: This study presents two iterative methods, based on Newton’s method, to attain the numerical solutions of 
nonlinear equations. We prove that our methods have seven and twelve orders of convergence. Analytical investigation 
has been established to show that our schemes have higher efficiency indexes than some recent methods.  Numerical 
examples are executed to investigate the performance of the proposed schemes. Moreover, the theoretical order of 
convergence is verified on the numerical examples. 
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1. Introduction: 
      The importance of finding the roots of nonlinear 
equations comes out from its applications in science and 
engineering [15, 16, 12, 10]. Many numerical applications 
use high precision in their computation, so higher-order 
numerical methods are required [8]. 
Solving some differential equations and integral equations 
requires finding the roots of nonlinear equations [5, 11]. In this 
study, we introduce  two new iterative methods to find a simple 
root   of a nonlinear equation ( ) 0f x  , where 
:f I R R    : is a scalar function on an open interval I  
One of the simple well-known methods for solving nonlinear 















   (1) 
 
The method provides a sequence of approximations that 
converge quadratically to a simple zero of .f  
In recent years, some high order iterative methods for solving 
nonlinear equations have been improved and investigated see 
[15, 4, 14, 13, 9, 1, 2, 3] and the references therein.  























 ,              (2) 
 
which converges in fourth order [9]. 
First, we present a variant of the Double-Newton’s method 
with seventh-order convergence. Then a twelfth-order 
iterative method is proposed. Finally, numerical examples are 
given to show the performance of the two methods. 
 Basic definitions: 
Definition 1. [6] Let   be a simple zero of a real function 
( )f x , let nx   be a real sequence that converges 
towards  . We say that the order of convergence of the 
sequence is R   if there exists  R  such that 
1lim | | / | | ,n n nx x
          is called 
asymptotic error constant.  If 2   or 3  the sequence is 
said to have quadratic convergence or cubic convergence, 
respectively. 
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Definition 2. [12]  Let n nx    is the error in the n
th 
iteration, we call the relation  
1
1 ( )n n nO
             (3) 
as the error equation. If we can obtain the error equation for 
any iterative method, then the value of   is its order of 
convergence. 
If 1,n nx x  and 1nx   are three successive iterations closer 
to the root  . Then, the computational order of convergence 




ln | ( ) / ( ) |













     .    (4) 
 
The efficiency index is 
1/wp , where p is the order of the 
method and w is the number of function evaluations per 
iteration required by the method, see [7]. 
2. Convergence Analysis  
Firstly, we introduce new seventh-order iterative method as 
follows 
1
( ) / ( ),
( )(1 / 2) / ( )
( ) ( )(1 / 2)
( ( ) ( )) ( )
n n n n




y x f x f x
z y f y A f y
f z f y A
x z







             (5) 
where 
 ( ) ( ) ( )
( ) ( )
n n n
n n
f y f x f y
A






For the method (5) we have the following convergence result. 
Theorem 1 Let  be a simple zero of sufficiently 
differentiable function :   f I R R   for an open 
interval I . If  0x is sufficiently close to  , then the method 
defined by (5) is of seventh-order and satisfies the error 
equation  
 
4 2 7 8
1 2 2 3
(2 1.5 ) ( )
n n n
c c c O  

     
where 
( )
, ( ) / ( ! ( )).
k
n n k
x c f k f        
Proof. 




( ) ( )[ ( )]
n n n n n
f x f c c O         ,  (6) 
2 3
2 3
( ) ( )[1 2 3 ( )]
n n n n
f x f c c O        , (7) 
 therefore      
2 2 3 3 4
2 2 3 2 3 2 4
2 4 2 5
3 2 4 2 5 2 3 3 4
3 2 2 5 6
2 5 2 3 2 4 6 2 3 2
2 3
2 6 7 2 5 3 5 2 3 4 2 4
2 2
4 2 3
( ) / ( )
2( ) (7 4 3 )
(6 10 8 4 20 ) (17
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n
n
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      
     
     
     
  2 3 4 6 7 83 2 3 218 128 32 ) ( )n nc c c c O    
 , (8) 
so  
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3 6 2
3 4 2 5 2 3 7 2 6 2 5
3 2
3 5 2 3 4 2 4 4
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2( ) (4 3 7 ) (4 20
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d y f x f x
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   
       
      
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2 2 3
2 3 3
4 6 7 8
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126 18
128 32 ) ( )
n n
c c c
c c c O 

  
 .     (9) 
Taylor expansions of ( )nf y  and ( )nf y  around     are 
given as  
2 3 4
2 3( ) ( )[ ( )]n n n n nf y f d c d c d O d    , (10) 
2 3
2 3( ) ( )[1 2 3 ( )]n n n nf y f c d c d O d     , (11) 
so, by (9), we attain 
2 2 3 3 4
2 3 2 2 4 2 3
2 4 2 5 5
2 3 5 2 3 2 4 2
2 2 3 6
2 4 6 2 3 2 3 3 4 2 5
2 3
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   (12) 
Furthermore   
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
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 , (14) 
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Using (7) and (13), we achieve  
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By (6) and (13), we get 
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 , (18) 
and hence, by applying (17) and (18), we attain 
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Now, from (15) and (19) we obtain  
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Furthermore, using (9) and (15) we get 
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Using (21), (20) and (9) we obtain  
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  (22) 
Expanding  ( )nf z about   is given as 
2 3
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therefore, by (22) we get  
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therefore,  
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In addition, using (15) and (20), we obtain 
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Finally, using (22) and (28) we get the error relation: 
1 1
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This means that the method defined by (5) is of the seventh-
order. 
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Theorem 2 Let  be a simple zero of sufficiently 
differentiable function :   f I R R   for an open 
interval I . If 0x is sufficiently close to  , then the method 
defined by (29) is of twelfth-order and satisfies the error 
equation  
 
5 2 2 2 12 13
1 2 2 3 2 3( 1.5 )(2 1.5 ) ( )n n nc c c c c O         
Proof.  
Using Taylor expansion of  ( )nf z  about   , we have  
  
2
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  
    
   
 This means that the method defined by (29) is of the twelfth-
order. 
The method (5), requires 5 function evaluations, 3 of f  
and 2 of f   , whereas the method (29), requires  6 
function evaluations, 3 of f and 3 of f  . The methods 
(5) and (29) have the efficiency indexes 
1 57 1.4757l   
and 
1 612 1.5131l  , respectively, which are better than 
the efficiency index  
1 22 1.4142l   of the Newton’s 
method (1) and the double Newton’s method (2) and the  
efficiency index  
1 610 1.4678l  of the tenth-order (TO) 
method [13]. 
3. Numerical Examples and Conclusion 
In this section, we employ the new methods defined by (5) and 
(29) to solve some nonlinear equations and compare them with 
Classical Newton’s method (CN) (1), double Newton’s method 
(DN) (2) and the tenth-order (TO) method [13].   
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( ) ( )
( ) ( )
  4 10,   1.36523001341409688791373,
  4 20,   1.46627907386472267070587,
  1,   3,
   1,   1.40449164821534111524670,
 ln  1
x x
x
f x x x
f x x x x
f x e
f x sinx x






   
    
  






,   0,
 3 5,  1.58268704575206986540081,




f x x sin x cosx






     
  
 All 
numerical examples were performed in MatlabR2017b, using 
200 digits floating point (digits: = 200), and variable 
precision arithmetic. We have computed the root of each test 
function for two different initial guesses 0x for 7 real 
functions, listed above, while the iterative schemes were 
stopped when 
200
1| | | ( ) | 10n n nx x f x

    .   
 
Table (1): The sequence of the approximation zeros of the function
3f  using Method (5) starting with 0 3.5x  under the stopping 
criterium 
200
1| | | ( ) | 10n n nx x f x






































Table 2. Numerical results for different methods with stopping 
criterion
200
1| | | ( ) | 10n n nx x f x

     











1.9 9 5 3 3 3  
1 10 5 3 3 3  
2f  
1.2 10 5 3 3 3  
2 11 6 3 3 3  
3f  
3.5 17 9 5 6 5  
4 24 12 8 8 7  
4f  
1.6 10 5 3 3 2  
2.5 11 6 3 3 3  
5f  
3 11 5 4 3 3  
4.2 11 6 4 4 3  
6f  
-1 10 5 3 3 3  
-3 11 6 3 3 3  
7f  
0 11 6 3 3 3  
1.5 11 6 3 3 3  
 




1| | | ( ) | 10n n nx x f x





CN (1) DN (2) TO [13] Eq.(5) Eq.(29) 
(IT,    ) (IT,   ) (IT,    ) (IT,   ) (IT,   ) 
1f  
1.9  (9, 2.0037) (5, 4.0221) (3, 10.2305) (3, 7.3951) (3, 12.4333) 
1  (10, 2.0018) (5, 4.0213) (3, 10.3010) (3, 7.3912) (3, 12.4010) 
2f  
1.2  (10, 1.9999) (5, 3.9992) (3, 9.4298) (3, 6.9656) (3, 12.0802) 
2  (11, 2.0000) (6, 3.9997)
 











(8, 9.3547) (8, 6.0293) (7, 11.5014) 
4f  
1.6  (10, 1.8269) (5, 4.0057) (3, 9.9212) (3, 7.0665) (2,_______) 
2.5  (11, 2.0006) (6, 4.0033) (3, 9.7953) (3, 7.1723) (3, 12.2018) 
5f  
3  (10, 2.0002) (5, 4.0024) (3, 9.6135) (3, 6.9992) (3, 12.0332) 
4.2  (11, 2.0002) (6, 4.0012) (4, 9.9558) (4, 6.9998) (3, 07868) 
6f  
1  (10, 2.0029) (5, 4.0353) (3, 10.8454) (3, 7.7287) (3, 12.7012) 
3  (11, 2.0022) (6, 4.0134) (3, 10.7783) (3, 8.1064) (3, 13.1207) 
7f  
0  (11, 2.0002) (6, 4.0010) (3, 9.6018) (3, 7.0394) (3, 12.1509) 
1.5  (11, 2.0002) (6, 4.0012) (3, 9.6159) (3, 7.0649) (3, 12.2641) 
 
Table 1 shows an example of the sequence of the 
approximation zeros of the function 3f  using the method (5) 
starting with 0 3.5x  under the stopping criterion 
 
200
1| | | ( ) | 10n n nx x f x

    . 
Displayed in Table 2 are the numbers of iterations (IT) 
required such that 
200
1| | | ( ) | 10n n nx x f x

    . Table 3 
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The computational results presented in Table 2 show that, the 
presented methods, (5) and (29) converge more rapidly than 
Classical Newton’s method (1) and double Newton’s method 
(2) and they require less number of iterations. Therefore, the 
new methods (5) and (29) have better convergence efficiency. 
Table 3 shows the computational orders of 5 methods, CN 
(1), DN (2), TO [13], (5), and (29).  It can be seen from the 
numerical results displayed in Tables 2 that the numerical 
results of the proposed methods support the theoretical results 
proved in Section 2.  
Finally, we conclude that the new iterative methods (5) and 
(29), presented in this paper, can compete with other efficient 
equation solvers, such as the Classical Newton’s method (1), 
and the double Newton’s method (2), and the tenth-order 
method [13]. The results reflect the efficiency indexes 
1.4757, 1.5131, 1.4142, 1.4142 and 1.4678 of the methods 
(5), (29), (1), (2), and TO [13], respectively. 
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 إليجاد جذور المعادالت غير الخطية طريقتان تكراريتان من الرتبة السابعة والرتبة الثانية عشرة
 
 حسن محمد سعيد باوزير
 اليمن -حضرموت-ن عة سيئو كلية التربية، جام
 
ا عشرة للوصول إلى الحلول العددية للمعادالت غير الخطية. نثبت أن الطريقتين لها سبع واثنت نيوتن،تقدم هذه الدراسة طريقتين تكراريتين تعتمدان على طريقة : ملخص
بها مؤشرات كفاية أعلى من بعض الطرائق الحديثة. تم تنفيذ أمثلة عددية للتحقق من أداء الطرقتيين  الطريقتينرتبة تقارب. تم إجراء تحقيق تحليلي لتوضيح أن 
 .يتم التحقق من الترتيب النظري للتقارب على األمثلة العددية لك،ذالمقترحتين. عالوة على 
 
 .رتبة التقارب نيوتن،طريقة  تكرارية،طريقة  خطية،غير  : معادلةمفتاحيةكلمات 
 
 
 
 
 
