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Методические рекомендации 
по использованию программного обеспечения 
«Конструктор нейросетей» 
Программное обеспечение «Конструктор нейросетей» является 
вспомогательным программным обеспечением, которое может быть 
использовано в учебных курсах «Криптографические методы защиты 
информации», «Криптографические протоколы передачи данных», 
«Биоинформатика», «Нейронные сети и генетические алгоритмы» и другие 
учебные курсы, включающие в себя использование алгоритмов 
интеллектуальных вычислений с использованием нейронных сетей. 
Программное обеспечение рассчитано на 18-36 академических часов, на 
усмотрение преподавателя. На каждом занятии рассматривается одна 
задача. Обучение происходит в следующем порядке: 
o Формулировка задачи 
o Формализация задачи на модели нейронной сети 
o Поиск общей архитектуры нейронной сети 
o Описание нейронной сети на «Конструкторе нейросетей» и создание 
файла нейронной сети. 
o Вычислительный эксперименты с полученной нейронной сетью. 
Итого, на каждом занятии программное обеспечение используется в 
течение 20-30 минут. 
Типовые задачи, которые могут быть решены с использованием 
«Конструктора нейросетей», являются задачи распознавания образов, в 
том числе искаженных или зашумленных; прогнозирование числовых 
величин в зависимости от истории и входных данных; приближенная 
минимизация функций и решение уравнений; приближенное решение 
вычислительно трудных задач. 
Приведем пример использования «Конструктора нейросетей» для решения 
задачи зашумленного образа. В данном случае выбирается генератор 
обучающих примеров, который вырабатывает зашумленные образы букв 
или цифр, написанных неким шрифтов. Нейронная сеть имеет n*m 
входных входов, где n,m – высота и ширина изображения соответственно. 
Нейронная сеть имеет k выходов, где k – количество символов, известных 
генератору. Для обучения такой сети применим простой алгоритм 
наискорейшего спуска с метрической целевой функцией, основанной на 
квадрате метрики Евклида. 
В результате описание нейронной сети будет выглядеть так: 
\ns 
\comp[Network PerceptronNet] 
 \val[Structure] “225-30-10” 
\comp[Algorithm QuickestDescend] 
 \val[Coefficient] 3 
\comp[GoalFunction MetricGoalFunction] 
\comp[SampleGenerator 
NoiseSymbolRecognitionGenerator] 
 \val[SymbolString] “abcdefghij” 
 \val[FontName] “Arial” 
После трансляции этого описания «Конструктором нейросетей», будет 
получен файл, содержащий описанную нейросеть, который необходимо 
использовать для дальнейшего вычислительного эксперимента. 
