In the no-idle flowshop, machines cannot be idle after finishing one job and before starting the next one. Therefore, start times of jobs must be delayed to guarantee this constraint. In practice machines show this behavior as it might be technically unfeasible or uneconomical to stop a machine in between jobs. This has important ramifications in the modern industry including fiber glass processing, foundries, production of integrated circuits and the steel making industry, among others. However, to assume that all machines in the shop have this no-idle constraint is not realistic. To the best of our knowledge, this is the first paper to study the mixed no-idle extension where only some machines have the no-idle constraint. We present a mixed integer programming model for this new problem and the equations to calculate the makespan. We also propose a set of formulas to accelerate the calculation of insertions that is used both in heuristics as well as in the local search procedures. An effective iterated greedy (IG) algorithm is proposed. We use an NEH-based heuristic to construct a high quality initial solution. A local search using the proposed accelerations is employed to emphasize intensification and exploration in the IG. A new destruction and construction procedure is also shown. To evaluate the proposed algorithm, we present several adaptations of other well-known and recent metaheuristics for the problem and conduct a comprehensive set of * Corresponding author. computational and statistical experiments with a total of 1,750 instances. The results show that the proposed IG algorithm outperforms existing methods in the no-idle and in the mixed no-idle scenarios by a significant margin.
Abstract
In the no-idle flowshop, machines cannot be idle after finishing one job and before starting the next one. Therefore, start times of jobs must be delayed to guarantee this constraint. In practice machines show this behavior as it might be technically unfeasible or uneconomical to stop a machine in between jobs. This has important ramifications in the modern industry including fiber glass processing, foundries, production of integrated circuits and the steel making industry, among others. However, to assume that all machines in the shop have this no-idle constraint is not realistic. To the best of our knowledge, this is the first paper to study the mixed no-idle extension where only some machines have the no-idle constraint. We present a mixed integer programming model for this new problem and the equations to calculate the makespan. We also propose a set of formulas to accelerate the calculation of insertions that is used both in heuristics as well as in the local search procedures. An effective iterated greedy (IG) algorithm is proposed. We use an NEH-based heuristic to construct a high quality initial solution. A local search using the proposed accelerations is employed to emphasize intensification and exploration in the IG. A new destruction and construction procedure is also shown. To evaluate the proposed algorithm, we present several adaptations of other well-known and recent metaheuristics for the problem and conduct a comprehensive set of the Permutation Flowshop Scheduling Problem or PFSP. Following the work 23 of Johnson (1954) , the most studied optimization criterion is the minimization 24 of the maximal job completion time or makespan (C max ) which corresponds to 25 the time at which the last job in the sequence is finished at the last machine 26 in the shop. The PFSP with makespan criterion is denoted as F/prmu/C max ,
27
following the accepted three field notation of Graham et al. (1979) . Reviews are presented but for the minimization of the total tardiness criterion.
163
As we can see, the mixed no-idle flowshop has not been studied yet, despite 
The mixed no-idle permutation flowshop problem

175
The no-idle flowshop differs from the regular PFSP in that no idle time 176 exists in between any two consecutive tasks at machines. Extending the 177 previous notation of the PFSP we denote as o ij the operation of the task i of job j, i.e., the processing of job j by machine i. Similarly, C ij is the 179 completion time of this task j at machine i. In general, we have a permutation π of the n jobs and π (j) denotes the job that occupies the j−th position in 181 the permutation. In the regular PFSP the following condition holds for jobs 182 occupying consecutive positions in the permutation:
183
In the no-idle flowshop, this inequality is transformed into an equality: (j) . By joining these two properties we have the mixed no-idle 
Subject to the following constraints: 
211
Here we control the completion time of a job at an idle machine so that it is 212 exactly equal to its processing time plus the completion time of the job in the 213 preceding position in the permutation, i.e., no idle time is allowed. However,
214
for regular machines, it suffices to ensure that the completion time of a job is 215 just greater to or equal than that of the preceding job plus the processing 216 time. Finally, constraints (6) and (7) define the domains and nature of the 217 decision variables. [n] (13) From the previous formulas, (8) computes the start and completion time Finally, equation (13) gives us the makespan value of permutation π.
250
Let us consider an example with four jobs and five machines, i.e., N = 
A speed-up method for the insertion neighborhood 273
The insertion neighborhood is, by far, the most widely used neighborhood 
282
The insertion neighborhood of a given permutation π of n jobs is the result resulting sequence after such a movement is
The set of insertion moves I is defined as ations" to reduce the complexity of the insertion neighborhood to O(n 2 m).
295
As a matter of fact, the accelerations were proposed for the NEH heuristic the last job or in reverse order, i.e., from the last job in the sequence to 313 the first. Therefore, we can divide permutation π into two partial sequences, the forward pass and job 3 with the reverse (also after having calculated job
. Then the makespan is as follows:
A graphical depiction of the process is given in Figure 2 . 
C3, [2] C'3, [3] a4 Step 2 For l = 1, . . . , n do the following steps:
336
Step 2.1 Insert job j k into the l th position of the partial sequence π and
Step 2.2 Divide ω into two partial sequences:
Step 2.3 Calculate the starting and completion time for the last job j k of ω
Step 1 with formulas (8) to (13).
343
Step 2.4 Calculate the makespan of ω using equations (14) to (17).
345
Step 1 has a computational complexity of O(nm).
Step 2 contains a loop referred to as FRB4 * 1 , is given in Figure 3 . 
Iterated Greedy approach
412 procedure FRB4 * 1 (λ) Calculate P j = m i=1 p ij , ∀j ∈ N % (LPT
Local search 417
Similar to the NEH, which is an insertion constructive heuristic, most 
Destruction, reconstruction and acceptance criterion
In the destruction phase of the Iterated Greedy, and according to Ruiz and 
495
Calibrating algorithms with the same instances that will later be used for 496 computational results and comparisons constitutes poor practice. If an algo-497 rithm is calibrated on the same instances that will be later tested we risk 498 having biased or over fitted results. In order to remedy this problem we also 499 generate a calibration benchmark of 100 random instances. To generate each 500 instance, a random n, m and group are selected and the instance is generated. solutions for the test instances are also available at http://soa.iti.es.
515
All tests are carried out in a cluster with 30 blades, each one containing two
516
Intel XEON E5420 processors with a core clock of 2.5 GHz. and 4 cores each 
518
To analyze the results we carry out a full factorial design of experiments with 519 one factor (λ) at 21 levels on 100 instances which gives 2,100 treatments.
520
The results of the experiment are analyzed by means of the Analysis of overlapped means is statistically insignificant.
558
As can be seen, the improved eDC destruction-reconstruction operator is 
Computational comparisons and statistical analysis 569
After calibrating the proposed IG method we compare it with the state-of- computers. Therefore, the results are fully and completely comparable.
588
All algorithms have a natural stopping criterion which we set at a predefined results. This is an extremely rich dataset which will allow us to draw strong 
654
It has many practical applications in the ceramic tile industry, the production 655 of ceramic frits, the steelmaking industry and the manufacturing of integrated 656 circuits among many others. but also in the full no-idle environment and by a wide and significant margin.
674
The outcome of the experimentation is also interesting since the proposed
675
IG is much simpler than the competing hybrid discrete differential evolution 
