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Abstrak 
 PT XYZ adalah salah satu produsen pakan unggas di Kabupaten Banyuwangi, Jawa Timur. Permasalahan 
dalam pengembangan pakan unggas di PT XYZ adalah harga pakan unggas yang berfluktuasi. Komponen terbesar 
bahan baku pembuatan pakan unggas adalah jagung dan bungkil kacang kedelai (BKK). Permasalahan fluktuasi 
harga pakan unggas dapat diatasi dengan prakiraan harga jagung dan BKK. Prakiraan yang tepat dapat membantu 
PT XYZ untuk optimalisasi alokasi sumber daya perusahaan. Optimalisasi sumber daya bertujuan untuk 
meningkatkan keuntungan yang diperoleh perusahaan. Tujuan dari penelitian ini adalah pengembangan model 
jaringan syaraf tiruan (JST) backpropagation untuk prakiraan harga jagung dan BKK. Model JST dikembangkan 
dengan perlakuan jumlah lapisan tersembunyi (node hidden layer), fungsi aktivasi, dan laju pembelajaran (learning 
rate). Data penelitian yang digunakan adalah harga jagung dan BKK pada periode Januari 2016-Oktober 2018. Hasil 
penelitian menunjukkan bahwa model JST terbaik untuk prakiraan harga jagung adalah 12 node input, 5 node hidden 
layer, dan 1 node output dengan kombinasi fungsi aktivasi sigmoid biner (logsig)-sigmoid biner (logsig) dan 
learning rate 0,005. Model JST terbaik untuk prakiraan harga BKK adalah 12 node input, 10 node hidden layer, 
dan 1 node output dengan kombinasi fungsi aktivasi sigmoid bipolar (tansig)-pure linier (purelin) dan tingkat 
learning rate 0,006. 
Kata kunci: harga jagung dan bungkil kacang kedelai, Jaringan Syaraf Tiruan, pakan unggas 
 
Abstract 
 PT XYZ is one of the poultry feed producers in Banyuwangi Regency. The problem in developing poultry feed 
at PT XYZ was related to the fluctuative price of poultry feed itself. The biggest component of raw material for 
producing poultry feed that affect prices were maize and soybean meal. The problem of poultry feed price 
fluctuations can be overcome by forecasting the price of maize and soybean meal. The accurate forecast can be 
used as a reference for PT XYZ in optimizing the allocation of resources so as to increase the profits of the company. 
The aim of this study was developing a backpropagation neural network (ANN) model. The ANN model was 
developed by number of hidden layers, activation function, and learning rate. The price of maize and soybean meal 
in the period January 2016-October 2018 was used as data in this study. The best model for forecasting maize price 
was 12 input nodes, 5 hidden layer nodes, and 1 output node with a combination of the sigmoid binary (logsig)-
sigmoid binary (logsig) activation function and 0.005 learning rate. The best model for forecasting soybean meal 
was 12 input nodes, 10 hidden layer nodes, and 1 output node with a combination of sigmoid bipolar (tansig)-pure 
linear activation function (purelin) and 0.006 learning rate.  





 Kabupaten Banyuwangi menjadi salah satu 
kabupaten di Jawa Timur yang cukup potensial 
dalam pengembangan industri pakan unggas. 
PTaXYZ merupakan salah satu produsen pakan 
unggas di Kabupaten Banyuwangi, Jawa Timur. 
PT XYZ memproduksi berbagai macam pakan 
unggas, di antaranya pakan ayam petelur, pakan 
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ayam pedaging, pakan bebek petelur, pakan 
burung puyuh, dan pakan burung dara. 
 Permasalahan dari pengembangan pakan 
unggas di PT XYZ adalah harga pakan unggas 
yang berfluktuasi. Fluktuasi harga pakan unggas 
disebabkan fluktuasi harga bahan baku utama, 
yaitu jagung dan bungkil kacang kedelai (BKK) 
(Islam, Haque, & Hossain, 2015; Yuniartha, 
2018). Harga pakan unggas yang berfluktuasi 
akan memengaruhi keputusan peternak dalam 
membeli pakan unggas tersebut. Peternak cende-
rung mengurangi pembelian pakan saat harga 
pakan naik dan meningkatkan pembelian saat 
harga pakan turun. Berdasarkan data penjualan 
perusahaan tahun 2018, penjualan pakan men-
capai 23,75 ton pada bulan April saat harga pakan 
Rp6.406 dan turun menjadi 19,1 ton saat harga 
pakan Rp6.509.  
 Fluktuasi harga pakan unggas memengaruhi 
permintaan pakan unggas dari peternak. Permin-
taan yang berfluktuasi akan memengaruhi tingkat 
keuntungan dari perusahaan. Permintaan yang 
berfluktuasi juga menyebabkan perma-salahan di 
perusahaan berupa biaya yang tidak terduga, 
seperti biaya transportasi dan penyimpanan.  
 Permasalahan dalam fluktuasi harga jagung 
dan BKK dapat ditangani dengan prakiraan. Praki-
raan yang tepat dapat membantu PT XYZ untuk 
mengoptimalkan alokasi sumber daya yang bertu-
juan untuk meningkatkan keuntungan yang 
diperoleh perusahaan. Perusahaan menggunakan 
prakiraan untuk memutuskan produk atau campur-
an produk yang harus diproduksi, jadwal produksi, 
kuantitas produksi, dan kapasitas produksi yang 
harus dibangun (Diebold, 2007). Metode yang 
digunakan oleh PT XYZ dalam memprakirakan 
harga saat ini hanya berupa asumsi. Perusahaan 
mengasumsikan bahwa harga jagung atau BKK 
tidak akan jauh berbeda pada bulan yang sama. 
Metode seperti ini memiliki akurasi yang kurang 
baik karena harga jagung dan BKK yang cen-
derung berfluktuasi.  
 Jaringan Syaraf Tiruan (JST) backpropa-
gation digunakan sebagai metode dalam pene-
litian ini untuk prakiraan harga jagung dan BKK. 
JST meniru proses kerja otak manusia yang 
melakukan proses pembelajaran pada setiap objek 
yang direkamnya (Devi et al., 2012). JST memi-
liki kelebihan dalam klasifikasi dan pengenalan 
pola data time series. Kumpulan data di masa 
lampau dapat digeneralisasi untuk memprakirakan 
data di masa mendatang.  
 Metode JST yang paling banyak digunakan 
adalah backpropagation. Backpropagation meru-
pakan algoritma terawasi untuk melakukan proses 
pengubahan nilai bobot yang terhubung dengan 
neuron pada setiap lapisan untuk diteruskan ke 
lapisan selanjutnya. Pengubahan nilai bobot dila-
kukan pada algoritma backpropagation dalam 
arah mundur (backward) dengan acuan nilai error 
output (Antwi et al., 2017). Error didapatkan 
dengan tahap perambatan maju (forward 
propagation) terlebih dahulu (Kusumadewi & 
Hartati, 2006). 
 Beberapa penelitian tentang prakiraan harga 
menggunakan JST juga telah dilakukan oleh 
beberapa peneliti. Zou et al. (2007) melakukan 
penelitian tentang penyelidikan dan perbandingan 
metode JST dan model rentetan waktu (time 
series) untuk memprakirakan harga gandum. Nilai 
tingkat kesalahan (MAPE) yang diperoleh sebesar 
0,612%. Singhal & Swarup (2018) melakukan 
prakiraan harga listrik menggunakan jaringan 
syaraf tiruan backpropagation. Hasil prakiraan 
menunjukan nilai MAPE sebesar 4,2%. Jammazi 
& Aloui (2012) melakukan prakiraan terhadap 
harga minyak mentah. Nilai tingkat kesalahan 
MAPE sebesar 1,74%.  
 Penelitian ini menggunakan data harga 
jagung dan BKK pada periode Juli 2016 sampai 
dengan Oktober 2018. Data tersebut cukup 
terbatas jika digunakan sebagai input pada JST 
untuk memprakirakan pada dua belas bulan 
selanjutnya. Penelitian-penelitian sebelumnya ten-
tang prakiraan dengan JST secara umum meng-
gunakan jumlah input di atas lima tahun (Zou et 
al., 2007; Jammazi & Aloui, 2012; Alanis, 2018). 
Semakin banyak jumlah data, maka akurasi 
prakiraan akan semakin baik (Jammazi & Aloui, 
2012). Oleh karena itu, tujuan penelitian ini adalah 
membuat model JST backpropagation untuk pra-
kiraan harga jagung dan BKK yang meng-hasilkan 
tingkat akurasi yang baik dengan keterbatasan 
jumlah input data. 
 Model JST yang dikembangkan pada pene-
litian ini dikembangkan dengan beberapa faktor 
yang dapat meningkatkan akurasi JST. Faktor 
tersebut adalah node hidden layer, fungsi aktivasi, 
dan learning rate. Semua faktor tersebut selanjut-
nya dikombinasikan dalam bentuk model JST. 
Kombinasi dari semua faktor tersebut dilakukan 
secara trial and error sampai diperoleh tingkat 




 Penelitian ini menggunakan perangkat keras 
berupa komputer dan perangkat lunak yang digu- 
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Gambar 1. Arsitektur jaringan syaraf tiruan backpropagation 
Notasi yang digunakan: 
Xi  : input berupa data harga jagung atau harga BKK 
Vij : nilai pembobot antara lapisan i (input layer) dan lapisan j (hidden layer) 
Zj  : keluaran pada simpul j (hidden layer). 
Wjk : nilai pembobot antara lapisan j dan lapisan k (hidden layer dan output layer). 
Yk  : keluaran dari simpul k (output layer) 
 
 
nakan yaitu Microsoft excel 2010 dan MATLAB 
R2015a. Microsoft excel 2010 digu-nakan untuk 
tabulasi data harga jagung dan harga bungkil 
kacang kedelai (BKK), sedangkan MATLAB 
R2015a digunakan untuk pemodelan JST. 
 Data yang digunakan adalah harga jagung 
dan BKK pada bulan Juli 2016-Oktober 2018 
yang diperoleh dari PT XYZ Kabupaten 
Banyuwangi. Data diperoleh dalam bentuk rekapi-
tulasi yang dilakukan supervisor produksi di 
PTaXYZ. Data tersebut selanjutnya digunakan 
untuk membuat model JST. 
 
Jaringan Syaraf Tiruan (JST) Backpropagation 
 JST merupakan representasi buatan yang 
meniru otak manusia. JST diimplementasikan 
melalui seperangkat komputer untuk melakukan 
pembelajaran seperti otak manusia melalui proses 
perhitungan (Siang, 2005). Backpropagation me-
rupakan algoritma terawasi untuk melakukan pro-
ses pengubahan nilai bobot yang terhubung 
dengan neuron pada setiap lapisan untuk dite-
ruskan ke lapisan selanjutnya. Pengubahan nilai 
bobot dilakukan pada algoritma backpropagation 
dalam arah mundur (backward) dengan acuan 
nilai error output. Arsitektur jaringan syaraf tiruan 
backpropagation ditunjukkan pada Gambar 1. 
Prosedur Pembuatan Model Jaringan Syaraf 
Tiruan (JST) 
 Penelitian ini menggunakan data sekunder 
harga jagung dan BKK. Tipe data yang digunakan 
adalah data rasio dengan range nilai 3.400-
5001,05 untuk harga jagung dan 5206,65-7550,34 
untuk harga BKK. Data ini merupakan data time 
series bulanan pada bulan Juli 2016-Oktober 
2018. Data ini selanjutnya dibedakan sebagai 
berikut  
1. Data latih 
Data latih merupakan data input pada model 
JST. Tipe data ini adalah data rasio. Data ini 
terdiri atas data harga jagung dan BKK pada 
bulan Juli 2016-Februari 2018 (50% data). 
2. Data uji 
Data uji merupakan data untuk proses 
validasi/pengujian model JST. Data ini terdiri 
atas data harga jagung dan BKK pada bulan 
Maret-Oktober 2018 (50% data). 
 Tahapan pengembangan model JST terdiri 
atas tahapan pre-processing dan tahapan pro-
cessing. Tahapan pre-processing merupakan ta-
hapan persiapan data sebelum proses pelatihan 
dan pengujian. Tahapan processing merupakan 
tahapan yang terdiri atas proses pelatihan JST dan 
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pengujian JST. Gambar 2 merupakan prosedur 
dalam pembuatan model JST 
 
Pembuatan Pola Data 
 Desain pola yang telah dibuat dalam peneli- 
tian ini secara keseluruhan berjumlah 16 pola. 
Pola tersebut kemudian dibagi masing-masing 
delapan pola untuk pelatihan dan pengujian. Pola 
data yang telah dibuat dapat dilihat pada Tabel 1. 
 
Normalisasi Data  
 Normalisasi data merupakan salah satu 
tahapan pre processing setelah data terbentuk 
pola. Normalisasi data menjadikan rentang data 
bernilai kecil dan memiliki taburan data stabil 
melalui proses transformasi. Normalisasi bertu-
juan untuk mempermudah proses pelatihan. Ru-






+ 0,1           (1) 
Keterangan: 
X’ = transformasi linier dengan interval data 0,1 - 0,9 
X = data input dari harga jagung dan BKK 
a = data minimum dari harga jagung dan BKK 
b  = data maksimum dari harga jagung dan BKK 
 
Pelatihan (Training) 
 Pelatihan pada model JST backpropagation 
merupakan proses pembelajaran terhadap pola 
data input (harga jagung dan BKK). Data input 
saat proses pelatihan diberikan kepada lapisan 
input dan jaringan akan menghitung output dalam 
lapisan output (Liu et al., 2016). Pelatihan 
dilakukan pada bobot input sampai diperoleh 
tingkat goal MSE (Mean Square Error) yang 
diinginkan antara bobot input dan bobot output 
(Cheng et al., 2016). Tahapan pelatihan JST dapat 
dilihat pada Gambar 3. 
 Tahapan pertama dalam proses pelatihan 
adalah pengaturan parameter jaringan syaraf 
tiruan (JST) yang meliputi jumlah node hidden 
layer, fungsi aktivasi, jumlah iterasi maksimum 
(epoch), learning rate, dan nilai goal (MSE). 
Rujukan dari penelitian ini meliputi penelitian 
yang telah dilakukan oleh Jammazi & Aloui 
(2012) tentang perlakuan jumlah node hidden 
layer, uji lanjut berupa kombinasi fungsi aktivasi 
mengacu pada penelitian yang dilakukan oleh 
Julpan, Nababan, & Zarlis (2015) serta Sibi, 
Jones, & Siddarth (2013). Uji lanjut berupa 
learning rate dilakukan secara trial and error 
dengan asumsi semakin kecil nilai learning rate, 
maka semakin lama proses pembelajaran dengan 
acuan penelitian yang telah dilakukan oleh Thota 
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Tabel 1. Pola data penelitian 
Pola Masukan Periode data Keterangan 
Pola1 X1,…X12 Harga pada bulan Juli 2016-Juni 2017 Data latih 
Pola2 X2,…X13 Harga pada bulan Agustus 2016-Juli 2017 
Pola3 X3,…X14 Harga pada bulan September 2016-Agustus 2017 
Pola4 X5,…X16 Harga pada bulan Oktober 2016-September 2017 
Pola5 X7,…X17 Harga pada bulan November 2016-Oktober 2017 
Pola6 X8,…X18 Harga pada bulan Desember 2016-November 2017 
Pola7 X9,…X19 Harga pada bulan Januari 2017-Desember 2017 
Pola8 X10,…X20 Harga pada bulan Februari 2017-Januari 2018 
Pola9 X11,…X21 Harga pada bulan Maret 2017-Februari 2018 Data uji 
Pola10 X12,…X22 Harga pada bulan April 2017-Maret 2018 
Pola11 X13,…X23 Harga pada bulan Mei 2017-April 2018 
Pola12 X14,…X24 Harga pada bulan Juni 2017-Mei 2018 
Pola13 X15,…X25 Harga pada bulan Juli 2017-Juni 2018 
Pola14 X16,…X26 Harga pada bulan Agustus 2017-Juli 2018 
Pola15 X17,…X27 Harga pada bulan September 2017-Agustus 2018 






Inisiasi Input dan Bobot










Gambar 3. Pelatihan JST 
 Penelitian ini menggunakan masing-masing 
5, 10, dan 15 node hidden layer. Kombinasi fungsi 
aktivasi yang digunakan yaitu sigmoid bipolar 
(tansig) dan linear (purelin). Jumlah iterasi 
(epoch) yang digunakan adalah 70.000. Jumlah 
iterasi (epoch) maksimum menentukan jumlah 
iterasi pelatihan yang akan dilakukan. Nilai 
learning rate (lr) merupakan nilai konstanta 
dengan nilai maksimum 1. Nilai learning rate 
yang digunakan yaitu 0,005. Semakin banyak 
jumlah iterasi dan semakin kecil nilai learning 
Rate, maka proses pelatihan akan semakin lama. 
Ketiga parameter ini dikombinasikan sampai 
diperoleh performance goal (MSE) yang di-
inginkan yaitu 0,002. 
 Tahapan selanjutnya adalah inisiasi input dan 
bobot. Input yang digunakan adalah harga jagung 
dan BKK. Bobot awal pada lapisan input yang 
diproses menuju lapisan tersembunyi (hidden 
layer) dan bobot dari lapisan tersembunyi (hidden 
layer) yang diproses menuju lapisan output 
merupakan bilangan acak kecil atau menggunakan 
metode Nguyen-Widrow. Nilai bobot (vji) 
ditentukan berupa bilangan acak pada kisaran 
angkat -0.5-0.5. Metode Nguyen-Widrow dapat 
dilihat pada persamaan berikut ini (Kusumadewi 
dan Hartati, 2006):  
 ||𝑉𝑗|| = √𝑣𝑗1
2 + 𝑣𝑗2
2 + … 𝑣𝑗𝑛
22            (2) 
Keterangan: 
n = jumlah node pada lapisan input 
p = jumlah node pada lapisan tersembunyi (hidden 
layer) 
β = faktor penskalaan (= 0.7 (p)1/n) 
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Pengujian (Testing)  
 Kinerja JST dinilai melalui proses pengujian 
(testing). Proses pengujian menilai hasil prakiraan 
harga jagung dan BKK dibandingkan data aktual 
harga jagung dan BKK pada periode yang sama 
(target). Tahap pengujian dilakukan pada model 
yang telah mencapai target MSE pada saat 
pelatihan. Akurasi dari model JST akan terlihat 
setelah proses pengujian. Ukuran statistik akurasi 
yang digunakan untuk menguji model adalah 
mean absolute presentage error (MAPE). 
Perhitungan MAPE dapat dilihat pada rumus 3. 
Semakin kecil nilai MAPE, maka semakin bagus 
model yang telah dikembangkan. Kriteria per-
forma prakiraan model JST dengan perhitungan 








)            (3) 
  
Uji Lanjut JST 
 Model JST yang diuji lanjut adalah model 
dengan nilai mean absolute presentage error 
(MAPE) terendah. Uji lanjut yang dilakukan 
adalah pengubahan fungsi aktivasi dan learning 
rate (lr). Fungsi aktivasi tahap pertama pada 
pelatihan adalah sigmoid bipolar (tansig) dan 
linear (purelin). Proses pelatihan selanjutnya 
dilakukan dengan kombinasi beberapa fungsi 
aktivasi, yaitu: 
1. Fungsi aktivasi pure linear (purelin) 
Fungsi aktivasi ini memiliki nilai output yang 
sama dengan nilai inputnya dengan rumus:   
Y  x              (4) 
 
2. Fungsi sigmoid biner (logsig) 
Nilai range pada fungsi ini antara 0 sampai 1 
dengan rumus: 
𝑌 = 𝑓(𝑥) =
1
(1+𝑒)𝑎𝑥
            (5) 
 
3. Fungsi sigmoid bipolar (tansig) 
Nilai range pada fungsi ini antara -1 sampai 
1 dengan rumus: 
𝑌 = 𝑓(𝑥) =
(1−𝑒−𝑥)
(1+𝑒𝑥)
            (6) 
 
 Fungsi aktivasi yang menghasilkan nilai 
MAPE terendah diuji lebih lanjut dengan learning 
rate (lr). Nilai learning rate ditetapkan di awal 
adalah 0,005. Uji selanjutnya dilakukan lebih 
lanjut dengan nilai yang berbeda, yaitu 0,003, 
0,004, 0,006, dan 0,007 sampai diperoleh nilai 
MAPE terendah. 
 
   
Tabel 2. Kriteria performa prakiraan model JST 
Nilai MAPE Hasil Prakiraan 

























 Setelah mendapatkan model jaringan syaraf 
tiruan yang diinginkan, proses post processing 
(denormalisasi) dilakukan pada nilai bobot output. 
Post processing merupakan tahapan pengubahan 
nilai output dalam bentuk bobot kembali ke 
bentuk aslinya (denormalisasi). Rumus denor-





+ 𝑎           (7) 
Keterangan: 
X = data hasil denormalisasi 
x’  = data bobot output 
a = data minimum harga jagung dan BKK 
b  = data maksimum harga jagung dan BKK 
 
Implementasi Model JST 
 Hasil pelatihan yang didapat yaitu bobot 
akhir. Bobot tersebut selanjutnya dimplemen-
tasikan untuk prakiraan harga jagung dan BKK. 
Arsitektur JST dapat dilihat pada Gambar 4. 
 
HASIL DAN PEMBAHASAN 
 
Kondisi Perusahaan 
 Data bulan Januari 2016-Oktober 2018 
menunjukkan bahwa harga jagung dan BKK 
cenderung berfluktuasi setiap bulan. Harga jagung 
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cenderung mengalami penurunan pada bulan 
Januari-Maret dan Juni-Juli. Bulan tersebut 
bertepatan dengan panen jagung di Kabupaten 
Banyuwangi. Stok hasil panen yang melimpah 
menyebabkan harga jagung menjadi turun. Setelah 
melewati masa panen, harga jagung cenderung 
mengalami kenaikan (Andri, 2018). Harga BKK 
tertinggi terjadi pada bulan Juni 2018 sedangkan 
harga terendah terjadi pada bulan November 2017. 
 Kurs rupiah terhadap dollar memengaruhi 
tingkat harga BKK. Tabel 3 merupakan harga 
jagung dan BKK pada periode bulan Juli 2016-
Oktober 2018.  
 
Analisis Hasil Pelatihan dan Pengujian JST 
 Learning rate yang digunakan pada pelatihan 
ini adalah 0,05 dengan jumlah iterasi (epoch) 
maksimal untuk proses pelatihan adalah 70.000. 
Node hidden layer selanjutnya dikombinasikan 
pada nilai 5, 10, dan 15. Kombinasi fungsi aktivasi 
yang digunakan yaitu sigmoid bipolar (tansig)-
pure linear (purelin). Hasil pelatihan dan peng-
ujian JST dapat dilihat pada Tabel 4 dan Tabel 5. 
 Semua node hidden layer telah mencapai 
target pada saat proses pelatihan. Hasil pengujian 
menunjukkan jumlah node hidden layer dengan 
MAPE terkecil adalah 5 node hidden layer untuk 
prakiraan harga jagung dan 10 node hidden layer 
untuk prakiraan harga BKK. Semakin banyak 
jumlah node hidden layer, secara umum semakin 
baik performa JST. Hal ini bisa terjadi saat pola 
data pengujian hampir sama dengan pola data 
pelatihan. Kondisi ini juga diperkuat oleh 
penelitian yang telah dilakukan oleh Zhao et al. 
(2007) bahwa 18 node hidden layer menghasilkan 
error lebih rendah dibandingkan 20 node hidden 
layer.  
 
Uji Lanjut Model JST 
 Model JST terbaik pada proses pengujian 
adalah model dengan 5 node hidden layer untuk 
prakiraan harga jagung dan 10 node hidden layer 
untuk prakiraan harga BKK. Analisis selanjutnya 
adalah penentuan nilai parameter terhadap hasil 
akhir prakiraan. Analisis ini berdasarkan dari nilai 
perbedaan MAPE yang dihasilkan. Parameter 
yang diuji lebih lanjut terdiri atas fungsi aktivasi 
dan learning rate.  
 Penelitian - penelitian sebelumnya menun-
jukkan bahwa terdapat kencederungan penggu-
naan kombinasi fungsi aktivasi yang sama. 
Kombinasi fungsi aktivasi yang banyak digunakan 
yaitu sigmoid bipolar (tansig)-pure linear purelin) 
(Jaber, Saleh, &  Ali,  2019;  Antwi et al.,  2017; 
Tabel 3. Harga jagung dan harga BKK pada periode 






Juli 2016 3.511,56 6.267,94 
Agustus 3.465,8 6.638,5 
September 3.869,87 6.310,69 
Oktober 3.933,02 5.886,27 
November 3.978,17 5.693,37 
Desember 4.047,47 5.669,36 
Januari 2017 3.836,75 5.616,35 
Februari 3.755,03 5.575,12 
Maret 3.723,07 5.618,22 
April 3.830,42 5.765,14 
Mei 3.921,96 5.453,87 
Juni 4.295,66 5.808,19 
Juli  4.232,64 5.434,13 
Agustus 4.040,11 5.440,9 
September 4.071,55 5.312,45 
Oktober 3.948,43 5.237,65 
November 3.748,63 5.206,65 
Desember 3.512,28 5.514,75 
Januari 2018 3.450 5.627,97 
Februari 3.400 5.962,4 
Maret 3.401,15 6.452,17 
April 3.618,43 6.842,74 
Mei 3.845,51 7.271,14 
Juni 3.798,66 7.550,34 
Juli  3.625,99 7.525,95 
Agustus 4.264,16 7.080,46 
September 4.557,17 7.144,4 
Oktober 5.001,05 7.000,44 
 
 








5 0,002 9,21 
10 0,002 9,43 
15 0,002 24,45 
 
 








5 0,002 15,41 
10 0,002 14,73 
15 0,002 46,93 
 
 
Mufidah et al., 2017). 
 Fungsi aktivasi model JST berkaitan dengan 
node pada JST dan berfungsi untuk mengaktifkan 
node. Fungsi aktivasi tahap pertama pada 
pelatihan adalah sigmoid bipolar (tansig) dan 
linear (purelin). Uji lebih lanjut dilakukan dengan 
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kombinasi beberapa fungsi aktivasi. Fungsi 
aktivasi yang menghasilkan nilai MAPE terendah 
diuji lebih lanjut dengan uji learning rate pada 
Tabel 6.  Kombinasi fungsi aktivasi terbaik untuk 
prakiraan harga jagung adalah sigmoid biner-
sigmoid biner (logsig-logsig) dengan nilai MAPE 
6,65%, sedangkan fungsi aktivasi terbaik untuk 
prakiraan harga BKK adalah sigmoid bipolar-pure 
linear (tansig-purelin) dengan nilai MAPE 
14,73%. 
 Beberapa penelitian menunjukan bahwa 
fungsi aktivasi sigmoid biner dan sigmoid bipolar 
paling banyak digunakan. Hal ini berdasarkan 
nilai output dari fungsi aktivasi yang cukup besar 
yaitu (0, 1) untuk sigmoid biner (logsig) dan (-1, 
1) untuk sigmoid bipolar (tansig) (Jong, 2005). 
Penelitian yang dilakukan oleh Julpan et al. (2015) 
menunjukan bahwa fungsi aktivasi sigmoid 
bipolar (tansig) menunjukan performa lebih baik 
dengan akurasi mencapai 99%. 
 Berdasarkan hasil pengujian pada penelitian 
ini, kombinasi fungsi aktivasi yang terbaik logsig-
logsig untuk prakiraan harga dan tansig-purelin 
untuk prakiraan harga BKK. Hal ini sesuai asumsi 
bahwa fungsi aktivasi ini memiliki nilai keluaran 
terbesar. Fungsi aktivasi merupakan hal yang 
sangat penting dalam pengembangan JST (Sibi et 
al., 2013), namun terdapat faktor lain yang 
memengaruhi performa JST, salah satunya adalah 
nilai learning rate. Hasil pengujian lanjut pada 
model JST dengan nilai learning rate yang ber-
beda dapat dilihat pada Tabel 7. 
 Pengubahan learning rate untuk prakiraan 
harga jagung kurang memengaruhi nilai MAPE 
saat pengujian, tetapi nilai learning rate cukup 
memengaruhi nilai MAPE prakiraan harga BKK. 
Nilai learning rate yang menghasilkan MAPE 
terendah untuk prakiraan harga BKK adalah 
0,006. Berdasarkan penelitian prakiraan dengan 
nilai learning rate, model terbaik pada proses 
pengujian tidak selalu menggunakan nilai 
learning rate yang paling rendah (Thota & 
Changalasetty, 2013). Nilai learning rate terbaik 
berdasarkan penelitian tersebut diperoleh melalui 
trial and error. Dengan demikian, learning rate 
yang  digunakan  untuk  prakiraan  harga   jagung 
 
 
Tabel 6. Pengujian lanjut fungsi aktivasi 
No. Fungsi Aktivasi 
Prakiraan harga jagung Prakiraan harga BKK 
MAPE (%) MAPE (%) 
1 Tansig-purelin 9,2 14,73 
2 Tansig-tansig 8,89 29,2 
3 Purelin-purelin 9,54 20,68 
4 Logsig-purelin 6,98 23 
5 Logsig-logsig 6,65 22,40 
6 Tansig-logsig 6,68 23,01 
 
 
Tabel 7. Pengujian lanjut learning rate 
No. Learning rate 
Prakiraan harga jagung Prakiraan harga BKK 
MAPE (%) MAPE (%) 
1 0,003 6,66 25,19 
2 0,004 6,65 22,21 
3 0,005 6,65 14,73 
4 0,006 6,65 14,3 
5 0,007 6,65 15,29 
 
 
Tabel 8. Harga jagung aktual dan prakiraan JST pada periode Maret-Oktober 2018 
Bulan Harga aktual (Rp) Prakiraan JST Error Error (%) 
Maret 2018 3401,15 3538,7 -137,55 4,04 
April 3618,43 3608,31 10,11 0,27 
Mei 3845,51 3717,34 128.16 3,33 
Juni 3798,66 3895,07 -96.41 2,53 
Juli 3625,99 4031,32 -405,33 11,17 
Agustus 4264,16 3967,39 296,76 6,95 
September 4557,17 4099,43 457,73 10,04 
Oktober 5001,05 4257,92 743,12 14,85 
MAPE (%) 6,65 
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Tabel 9. Harga BKK aktual dan prakiraan JST pada periode Maret-Oktober 2018 
 Bulan Harga aktual (Rp)  Prakiraan JST (Rp) Error Error (%) 
Maret 2018 6452,17 5727,4 724,76 11,23 
April 6842,74 5884,38 958,35 14 
Mei 7271,14 5997,81 1273,32 17,51 
Juni 7550,34 6071,51 1478,82 19,58 
Juli 7525,95 6205,31 1320,63 17,54 
Agustus 7080,46 6265,53 814,92 11,5 
September 7144,4 6201,8 942,59 13,19 
Oktober 7000,44 6313,21 687,22 9,81 
MAPE (%) 14,3 
 
Tabel 10. Prakiraan harga jagung dan BKK periode November 2018-Oktober 2019 
Bulan Harga Jagung (Rp) Harga BKK (Rp) 
November 2018 4492,64 6401,93 
Desember  4360,95 6340,12 
Januari 2019 4114,59 6400,76 
Februari 3772,06 6522,92 
Maret 3507,16 6557,49 
April 3380,62 6391,97 
Mei 3372,66 6104,28 
Juni 3445,13 5824,51 
Juli 3592,75 5551,76 
Agustus 3728,48 5424,61 
September 3833,72 5384,77 
Oktober 3951,94 5577,79 
 
 
adalah 0,005 sedangkan untuk prakiraan harga 
BKK adalah 0,006. Tabel 8 dan Tabel 9 menun-
jukan hasil akhir pengujian JST untuk prakiraan 
harga jagung dan harga BKK. 
 
Hasil Prakiraan JST 
 Model JST terbaik yaitu 12 node input, 5 
node hidden layer, dan 1 node output dengan 
kombinasi fungsi aktivasi sigmoid biner (logsig)-
sigmoid biner (logsig) dan learning rate 0,005 
untuk prakiraan harga jagung. Model terbaik 
untuk prakiraan harga BKK adalah 12 node input, 
10 node hidden layer, dan 1 node output dengan 
kombinasi fungsi aktivasi sigmoid bipolar 
(tansig)-pure linier (purelin) dan tingkat learning 
rate 0,006. Kedua model ini selanjutnya dimple-
mentasikan untuk prakiraan harga jagung dan 
BKK pada periode bulan November 2018-
Oktober 2019. Hasil prakiraan harga jagung dan 
harga BKK dapat dilihat pada Tabel 10. 
 Hasil prakiraan harga jagung dan harga BKK 
menunjukan nilai yang berfluktuatif. Harga ja-
gung tertinggi terjadi pada bulan November 2018. 
Harga jagung selanjutnya mengalami penurunan 
pada bulan Maret-Mei 2019. Pertengahan tahun 
merupakan masa panen jagung di Kabupaten 
Banyuwangi sehingga stok jagung melimpah. 
Stok yang melimpah menyebabkan harga jagung 
menjadi turun. Harga jagung cenderung mening-
kat setiap akhir tahun dan sudah menjadi pola 
musiman (Andri, 2018). Hal ini dikarenakan 
permintaan  yang  cukup  tinggi  untuk  kebutuhan 
pakan ternak unggas di akhir tahun, sementara 
stok jagung mulai berkurang. 
 Harga BKK diprakirakan cenderung berfluk-
tuasi setiap bulan. Harga tertinggi terjadi pada 
bulan Maret 2019 dan harga terendah terjadi pada 
bulan September 2019. Fluktuasi harga BKK 
sangat dipengaruhi dari nilai kurs rupiah terhadap 
dollar. Data sebelumnya menunjukkan bahwa 
harga BKK selalu mengalami kenaikan pada bulan 
Maret-April dan mengalami penurunan pada 
bulan Oktober. Keunggulan model JST yang telah 
dikembangkan pada penelitian adalah hasil praki-
rakan yang menunjukan pola yang realistis berda-
sarkan data harga jagung dan BKK pada tahun 
sebelumnya. Model ini hanya dapat digunakan 
oleh PTaXYZ. Hal ini dikarenakan data harga 
jagung dan BKK yang digunakan untuk prakiraan 
mengacu pada data perusahaan tersebut. Data ini 
kemungkinan besar berbeda pada setiap perusa-
haan karena setiap perusahaan memiliki distribu-
tor yang berbeda untuk pembelian jagung dan 
BKK.  
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 Model JST terbaik untuk prakiraan harga 
jagung adalah 12 node input, 5 node hidden layer, 
dan 1 node output dengan kombinasi fungsi 
aktivasi sigmoid biner (logsig)-sigmoid biner 
(logsig) dan learning rate 0,005. Model ini 
menghasilkan nilai MAPE sebesar 6,65%. Model 
Jaringan syaraf tiruan terbaik untuk prakiraan 
harga BKK adalah 12 node input, 10 node hidden 
layer, dan 1 node output dengan kombinasi fungsi 
aktivasi sigmoid bipolar (tansig)-pure linear 
(purelin) dan learning rate 0,006. Model ini 
memperoleh nilai MAPE sebesar 14,3%. Hasil 
prakiraan harga jagung dan harga BKK menunjuk-
kan nilai yang berfluktuatif. Harga jagung terting-
gi terjadi pada bulan November 2018. Harga 
jagung selanjutnya mengalami penurunan pada 
bulan Maret-Mei 2019. Harga BKK diperkirakan 
cenderung berfluktuasi setiap bulan. Harga ter-
tinggi terjadi pada bulan Maret 2019 dan harga 
terendah terjadi pada bulan September 2019. 
Penelitian yang telah dilakukan menggunakan 
single layer (satu lapisan) dengan perlakuan jum-
lah node hidden layer. Saran untuk pengembangan 
model yaitu dengan menggunakan multilayer. 
Model pembelajaran jaringan syaraf tiruan ini 
dikenal dengan deep learning rate. Model tersebut 
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