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1. INTRODUCTION 
Let P, be orthogonal projection onto the subspace Li in some Hilbert 
space, i = 1, . . . . m. In [ 31 we proved 
THEOREM 1.1. Suppose that 
and 
L, + L, is closed Vi, j 
PiPIPI, is compact Vi# j#k#i 
then 
L,+ ... + L, is closed. 
The purpose of this paper is to illustrate how this theorem can be used 
in the study of stability problems in three-dimensional theoretical 
tomography. 
In Section 2 we give an entirely new proof of the following result, due to 
Jan Boman [ 11, in the case p = 2. 
THEOREM 1.2. Let Q be an open bounded convex subset of R’ whose 
boundary is of class C2. Let ai E S2, i = 1, . . . . m, and let 1 < p < CO. Assume 
that both principal curvatures of cX2 are non-zero at every point. Then 
Lp(Q, a,) + ... + Lp(s2, a,) is closed in Lp(s2). Here Lr(Q, ai) denotes the 
set of functions in LP(Q) constant on almost every line parallel to aj. 
In [2] D. Finch and D. Solmon prove a similar theorem where Lp(Q, a,) 
is replaced by Lp functions homogeneous of given degree on lines through 
a given point. 
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We have made no effort (yet) to prove the result of Finch and Solmon 
by our method, but strongly believe it is possible. 
However, in Section 3, we prove a theorem where functions constant on 
sets of parallel lines are replaced by functions constant on certain sets of 
curves. As a corollary we get a special case of the results in [2]. 
2. PROOF OF BOMAN’S THEOREM 1.2 
The proof will consist of three parts. 
I. Using the known results from two-dimensional theoretical 
tomography and a kind of uniformity argument we prove the theorem in 
the case when all the ai’s lie in one plane, say xX = 0. 
II. We prove that if ai, uj, and ak are linearly independent then 
P,P,P, is a compact operator, where Pi is the orthogonal projection onto 
L2(Q UJ. 
III. We use induction on m together with Theorem 1.1 to complete 
the proof. 
Part I. All ui lie in the plane z = 0 
LEMMA 2.2. If S is a bounded and convex (or with C’ boundary) set in 
R2 and b,...b,,, are in R2, then L’(S,b,)+ ... +L2(S,b,) is closed 
in L’(S). 
For the proof see [ 1 or 41. 
DEFINITION. A set Q in R3 is called stable if L2(s2, aI) + . .. + L2(Q, a,) 
is closed in L’(Q). 
LEMMA 2.3. Let S be a set in R3 such that all 
s; = {b, Y, z) E SJ 
are equal, modulo translations and scalings. Then S is stable. 
The proof follows easily from Lemma 2.2 and a simple uniformity 
argument. The next lemma is obvious. 
LEMMA 2.4. Let S, . . . S, be stable sets in R3 such that 
skz # 121 * sjz = 0, Vk#j. 
Then uz =, Sk is stable. 
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(0, l)= {z: (x, y,z)~.Q, some x, yj. 
From Lemma 2.4 it is clear that we may replace R by the part where z < i. 
Also we may assume that 
z = 4(x’ + y2) + 0(x2 + y2) 
for (x, y, z) E 852 near the origin. (Otherwise we just make a linear transfor- 
mation.) 
By our assumptions on Q it clearly follows that there is some constant K 
satisfying 
Condition K. For every p on XJ there exist balls A, and B, of radius a,, 
and b,, respectively, such that 
(i) pEaA,naB P 
(ii) b, < Ku, 
(iii) A,cRc B,. 
We now have to introduce some notation: 
S; = {(x, y, z) E S}, SC R3. 
T, is the tangent plane to %2 at p. 
17P is the plane through p with normal (0, 0, 1). 
C,= {pE&2:p+a,ETp}, C=&=, Ck. 
E,=A,nlI,, FP=BPr‘lIlp. 
D, the disc in Ep with the same center as Ep but with half its radius. 
Dk = Upeck D,, Ek = Upsck Ep, Fk = U,,c, Fp 
D = lJr=, Dk, E= Ur= I Ek, F= Ur= 1 Fk. 
LEMMA 2.5. There exists a sequence of sets Q, satisfying 
(i) Sz, is stable Vn 
(ii) 0,; is convex Vn, z 
(iii) DcQ,cQ,+,cQ=U,Q,. 
Proof For each z in (0, 1) we choose a convex (and smooth if we want) 
set KZ containing Dz and compactly contained in Qz (rel. top). Then 
K=+ T,cQ, for some E, where T,= {(O,O,z): JzI <E}. 
Since z = 4(x’ + y*) + 0(x2 + y’) on 852 near the origin, we can for each 
E > 0 find balls A and B in z > 0 of radius 1 - E and 1 + E, respectively, such 
that 0 E aB and AZ c Q, c Bz for z small enough. A simple calculation 
306 LARS SVENSSON 
shows that if E is chosen small enough then DZ c A, for z small enough. By 
the compactness of [l/n, l/2] we see that 52, can be constructed as a union 
of a finite number of sets of the form Kz + T, and the set Uz < rln A,. Using 
Lemmas 2.3 and 2.4 we conclude that 52, is stable. 
LEMMA 2.6. L2( E u Q,, uk) c L2(8, ak). 
Proof. From condition K it follows that there exists some constant L 
such that 
i x,(x + tak) dt d L s xEk(x + ta,) dt 
for all x in Ek and 
s xn(x + ta,) dt d L I X&X + ta,) dt 
for all x in sZ,\E,. 
From this Lemma 2.6 follows readily. 
LEMMA 2.7. If uk E L2(Q, ak) and u1 + . ‘. + u, = 0, then, for all z, uk is 
a polynomial on Sz; of degree <m - 2 (in x, y variables). 
For the easy proof see Cl]. 
LEMMA 2.8. There exists some M such that 
for all f which are polynomials of degree <m - 2 on 52; for all z. 
LEMMA 2.9. $2 is stable. 
Proof Takef’=fj+ ... +fi-finL’(Q), j+co, wherefjEL2(Q,ai), 
i= 1, . . . . m. Then f j+ f in L’(sZ,) Vn. 
By Lemma 2.5 (i) there exists gi,, in L’(Q,, ai) satisfying f= g,, + . . . + 
g on Sz,. By Lemmas 2.7 and 2.8 we may assume that gin = g,,, r on 
QyVn. Now put we fi= gi,, in Q,. Then fi is well defined in’Q. 
Fix k and observe that f j + f in L2(Ek). Since Ek is stable, by 
Lemma 2.3, there exists gi in L’(Ek, ai) such that f = g, + ... + g, in Ek. 
Since D, c 52, n E,, gi -fi must be a polynomial on D,, of degree <m - 2, 
by Lemma 2.7. 
Using Lemma 2.8, we may assume that gi = f, on Dk. But then gi =f, on 
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Ek and we can conclude from Lemma 2.6 that fi belongs to L2(s2, a,), 
proving Lemma 2.9. 
Part II. PiPiP, is compact 
Here we shall prove that if ai, a,, and uk are linearly independent, then 
PiPjPk is compact. Without loss of generality we may assume that ai = e, , 
a;=e,, and ak = e3. For x in Sz we define 
4Ax) = j XQtX) dxi, i= 1, 2, 3. 
The orthogonal projection onto L*(s2, e,) is then given by 
and we get 
where 
4x2 x’)= XL?(X) xnb’) ql(x)rl q*wl, x2, x3)-’ q3wl, 4, x3). 
A straightforward calculation shows that 
xd.6, ~2, x3) x~(x’I, xi, x3) r(x, x’)-’ dx’, dx; dx2 dxX, 
where 
f-(x, x’) = q,(x) 4$(x;, x2, x3) q3(4, 4, -Q 
using the Cauchy inequality we get 
Writing (x, y, z) instead of (x,, x2, x3) and putting u(y, z) = q,(x, y, z) and 
u(x, z) = q2(x, y, z), we only have to show that 
s 
u -2u-’ < 00, 
R 
because then Q, Q2Q3 is a Hilbert-Schmidt operator and hence compact. 
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Let d(z) denote the diameter of Sz,, then since 0, satisfies condition K 
we have d(z) 3 C fi for some C > 0 and all z in (0,t). 
Using Condition K again we see that there exists some 6 > 0 such that 
u(y, z) + V(X, z) > 26 d(z) for (x, y, z) in Q. For the subset of D, where 
u > 6d, we denote by Szi. Then in Qz = a,\& we obviously have v > 6d. 
Now put 
F,(z)=~/v-ldxdy 
Then we have 
F2(z)=~~2u~2v-‘dxdy. 
I 
I 24 
-zv-I < 
. j-II2 F, dz + id’* F2 dz. 
0 
We claim that F, and F, are smaller than A. d-l, for some 1: 
F,(z) < C2 d-2 
s 
v-‘dxdy~1, d-’ for some A,. 
Qz 
To prove that F2 < A2 d-’ for some A2 define A and B by 
A={(x,y,z):y<l,~~+(y-1)2d1} 
B={(x,y,z):z<l,~~+(y-r)‘<l}, r> 1. 
Let D be a set such that A c D c B and put 
4~) = j” x&, Y) dx. 
Then w(y) > & for 0 < y < 1 and it is easily seen that 
s 5 1 w-~<A y-1’2dy<co. D 0 
From this it follows clearly that F,(z) <<6-l d(z)-’ Jn, u-2 dx dy < 
A2 d(z)-’ for some i2. Finally, since &‘d(z)-’ dz< co, we get 
Jn u-2v-1 < co. 
Part III. Application of Theorem 1.1 
In order to apply 1.1 we need 
LEMMA 2.10. Let P, Q, R, and S be orthogonal projections onto the 
subspaces K, L, M, and N, respectively, in some Hilbert space. Suppose that 
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the product, in any order, of any three of the given projections is compact. 
Suppose moreover that K + L is closed, and denote its corresponding 
orthogonal projection by P v Q. Then the product, in any order, of P v Q, R, 
and S is compact. 
Proof It is easily verified that 
PvQ=Pr\Q+(Z-Q)(Z-PQ+Pr\Q))‘(P-PAQ) 
+ (I- P)(Z- QP+ Q A P))’ (Q - Q A P), 
where P A Q denotes the orthogonal projection onto K n L. The rest of the 
proof is just a straightforward calculation. 
COROLLARY 2.11. Let Pi be orthogonal projections onto the subspaces Li 
of some Hilbert space, i= 1, . . . . m. Suppose that any sum of less than m of the 
subspaces Li is closed. Moreover, suppose that there exist disjoint nonempty 
subsets A, B, and C of (1, . . . . m} such that the product, in any order, of P,, 
P,, and Pk is compact, whenever iE A, je B, and k E C. Then L, + . . + L, 
is closed. 
Proof Induction on m using Theorem 1.1 and Lemma 2.10. 
Proof of Theorem 1.2 for the case p = 2. We may assume that not all ai 
lie on one plane. Then it is clear that we can find disjoint, nonempty, 
subsets A, B, and C of { 1, . . . . m> such that ai, a,, and ak are linearly 
independent whenever i E A, jE B, and k E C. But then, by Part II, the 
product, in any order, of Pi, Pj, and P, is compact. The rest of the proof 
follows immediately from Corollary 2.11. 
3. FUNCTIONS CONSTANT ON FAMILIES OF CURVES 
In this section we illustrate how the circumstance that only three 
subspaces at a time occur in the assumptions of Theorem 1.1, can be used 
to prove more general results where the sets of parallel lines are replaced 
by certain sets of curves. 
THEOREM 3.1. Let F, , . . . . F, be sets of curves in 52 c R3, such that for 
each distinct i, j, and k, there exists a diffeomorphism @I Sz -+ Q(Q) c R3 
satisfying the following conditions: 
(i) The derivatives of @ and @-’ are bounded. 
(ii) @(sZ) is an open bounded convex set whose boundary is of class c2 
with strictly positive Gaussian curvature everywhere. 
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(iii) Each curve in Fi, Fj, and Fk is mapped by CB onto some line 
parallel to e 1, e2, and e3, respectively. 
Then L2(0, F,) + ... + L2(Q, F,) is closed in L2(B), where L2(0, FJ 
denotes the set of functions in L*(G) which are constant on almost all curves 
in F;. 
Proof By Theorem 1.1 we only have to show that for each distinct i, j, 
and k we have 
L*(Q Fi) + L*(Q, Fj) is closed, and P,P,P, is compact. 
After making the substitution CD we arrive at a situation already treated 
above, except that we have introduced a weight function w  = det(W’)‘. 
But this causes no trouble, since w  is bounded from above and below by 
some strictly positive constant. Hence the “identity” map 
L2(@W -+ L2wa, WI 
is a topological homeomorphism. 
COROLLARY 3.2. Let 52 be as in Theorem 1.2 and let q, . ..q.,, be points 
outside D such that no plane through any three of q1 . ‘. q,,, meet a. Let Fi 
denote the set of lines through qi. Then L2(Q, F,) + .-. + L’(Q, F,,,) is 
closed in L*(Q). 
Proof Fix i, j, and k and put 
@(xl =x/n(x), 
where x is affrne and vanishes on qi, qj, and qk. Then @ is a projective map 
taking the plane z = 0 to the plane at infinity and taking any line through 
q, to a line parallel to q, (I= i, j, k). Moreover, as is readily checked, 0(Q) 
satisfy the same conditions as 9. Thus the proof follows from Theorem 3.1. 
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