Abstract-This paper examines the value of storage in securing reliability of a system with uncertain supply and demand, and supply friction. The storage is frictionless as a supply source, but it cannot be filled up instantaneously. The focus is on application to an energy network in which the nominal supply and demand are assumed to match perfectly, while deviations from the nominal values are modeled as random shocks with stochastic arrivals. Due to friction, the random shocks cannot be tracked by the main supply sources. Storage, when available, can be used to compensate, fully or partially, for the surge in demand or sudden drop in supply. The problem of optimal utilization of storage with the objective of maximizing system reliability is formulated as minimization of the expected discounted cost of blackouts over an infinite horizon. It is shown that when the stage cost is linear in the size of the blackout, the optimal policy is myopic in the sense that all shocks will be compensated by storage up to the available level of storage. However, when the stage cost is strictly convex, it may be optimal to curtail some of the demand and allow a small blackout in the interest of maintaining a higher level of reserve, which may help avoid a large blackout in the future. The value of storage capacity in improving reliability, as well as the effects of the associated optimal policies under different stage costs on the probability distribution of blackouts are examined.
I. INTRODUCTION
Supply and demand in electric power networks are subject to exogenous, impulsive, and unpredictable shocks due to generator outages, failure of transmission equipments or unexpected changes in weather conditions. On the other hand, environmental causes along with price pressure have led to a global trend in large-scale integration of renewable resources. Due to the intermittent nature of these resources, this trend is likely to increase the magnitude and frequency of impulsive shocks to the supply side of the network. We ask, what is the value of storage in mitigating volatility of supply and demand, and what are the fundamental limits that cannot be overcome by storage due to physical ramp constraints, and finally, what are the impacts of different control policies on system reliability, for instance, on the average cost or the probability of large blackouts?
In this paper our focus is on the reliability value of storage, defined as the maximal improvement in system reliability as a function of storage capacity. Two metrics for quantifying reliability in a system are considered: The first is the expected long-term discounted cost of blackouts (cost of blackouts (COB) metric), and the second is the probability of loss of load up to a certain amount.
We model the system as a supply-demand network that is subject to random arrivals of energy deficit shocks. The network has a storage system with limited capacity and a ramp constraint on charging, but no constraint on discharging. The storage may be used to partially or completely mask the shocks to avoid blackouts. We formulate the problem of optimal storage management as the problem of minimization of the COB metric, and provide several characterizations of the optimal cost function. By abstracting away factors such as the environment, cost of energy or storage, we characterize the value of storage purely from a reliability perspective, and examine the effects of physical constraints on system reliability. Moreover, for a general convex stage cost function, we present various structural properties of the optimal policy.
In particular, we prove that for a linear stage cost, a myopic policy that compensates for all shocks regardless of their size by draining from storage as much as possible, is optimal. However, for nonlinear stage costs where the penalty for larger blackouts is significantly higher, the myopic policy is not optimal. Intuitively, the optimal policy is inclined to mitigate large blackouts at the cost of allowing more frequent small blackouts. Our results confirm this intuition. We further investigate the value of additional storage under different control policies, and for different ranges of system parameters. Our results suggest that if the ratio of the average rate of deficit shocks to ramp constraints is sufficiently large, then there is a critical level of storage capacity above which, the value of having additional capacity quickly diminishes. When this ratio is significantly large, there seems to be another critical level for storage size below which, storage capacity provides very little value. Finally, we investigate the effect of storage size and volatility of the demand/supply process on the probability of large blackouts under various policies. We observe that for all control policies, there appears to be a critical level of storage size, above which the probability of suffering large blackouts diminishes quickly.
Recent works have examined the effects of ramp constraints on the economic value of storage [1] , [2] . Herein, our focus is on reliability. Prior research on using queueing models for characterization of system reliability, particularly in power systems, has been reported in [3] , [4] and [5] . Similar models and concepts exist in the queueing theory literature [6] , [7] , perhaps with different application contexts. Despite similarities, our model is different than those of [4] , [5] in many ways. We assume that the storage capacity (reserve in their model) is fixed and find the optimal policy for withdrawing from storage (consuming from reserve), as opposed to always draining the reserve and optimizing the capacity. Another difference is that our model of uncertainty is a compound poisson process instead of the brownian motion used in [4] , [5] . We show that the myopic policy of always draining storage to mask every energy deficit is not optimal for strictly convex costs, and investigate the effects of nonlinear stage costs (strictly convex cost of blackouts) on the optimal policy and the statistics of blackouts.
The organization of this paper is as follows. Section II presents the elements of the model and the problem formulation. Section III includes the main analytical results. Section IV presents the numerical simulations and discussions. Finally, Section V includes the concluding remarks.
Notation. Throughout the paper, I A denotes the indicator function of a set A. The operator [x] + = max{0, x} is the projection operator onto the nonnegative orthant.
II. THE MODEL
We examine an abstract model of an energy network consisting of a single consumer, a single fully controllable supplier, a supplier with stochastic output (e.g., wind), and a storage system with finite capacity (Figure 1 ). These agents each represent an aggregate of several small consumers and producers. The details of the model are outlined below. A. Supply 1) Controllable Supply: The controllable supply process is denoted by G = {G t : t ≥ 0}, where G t is the power output at time t ≥ 0. It is assumed that the supplier's production is subject to an upward ramp constraint, in the sense that its output cannot increase instantaneously,
We do not assume a downward ramp constraint or a maximum capacity constraint on G t . Thus, production can shut down instantaneously, and given sufficient time, can meet any large demand in the future.
2) Renewable Supply: The renewable supply process is denoted by R = {R t : t ≥ 0}. It is assumed that R can be modeled as a process with two components: R = R + ∆R, where R = {R t : t ≥ 0} is a deterministic process representing the predicted renewable supply, and ∆R = {∆R t : t ≥ 0} is the residual supply assumed to be a random arrival process. Thus, at any given time t ≥ 0, the total forecast supply from the renewable and controllable generators is given by G t + R t .
B. Demand
The demand process is denoted by D = {D t : t ≥ 0}, where D t is the total power demand at time t, assumed to be exogenous and inelastic. Similar to the renewable supply, D has two components: D = D + ∆D, where D = {D t : t ≥ 0} is the predicted demand process (deterministic), and ∆D = {∆D t : t ≥ 0} is the residual demand, again, assumed to be a random arrival process. Definition 1. The power imbalance is defined as the residual demand minus the residual supply.
The normalized energy imbalance is defined as:
The storage process is denoted by s = {s t ∈ [0, s] : t ≥ 0}, where s t is the amount of stored energy at time t, and s < ∞ is the storage capacity. The storage technology is subject to an upward ramp constraint:
Thus, storage cannot be filled up instantaneously, though, it can be drained (to supply power) instantaneously. Let U = {U t : t ≥ 0}, be the power withdrawal process from storage. The dynamics of storage is then given by:
It is desired to design a causal controller K : R × R → R such that the system constraints, e.g. s t ≥ 0, are satisfied, and the control law U t = K(s t , G t + R t − D t ) maximizes the system reliability objectives. 
D. Problem Formulation
In this section we present the problem formulation in terms of energy imbalance process. We refer to the event of not meeting the demand as a blackout 1 event. We define cost of blackouts (COB) metric is defined as the expected longterm discounted cost of individual blackout events. Before we proceed, we pose the following assumptions. Assumption 2. The forecast supply is equal to the forecast demand. That is:
Under Assumption 2, the energy from storage will be used only to compensate for the power imbalance, since in the absence of an energy shock, supply is equal to demand, and storage provides no additional utility. Under Assumptions 1 and 2, the dynamics of the storage process can be written as:
where N t is a Poisson process of rate Q, and W t is the jump size (energy imbalance) process, drawn independently and identically from a distribution f W . The term s τ − denotes the left limit of the storage process at time τ , which is required for causality of the control process. Here, both N t and W t are assumed to be cádlág, i.e., right continuous with left limits. Further, µ denotes a control policy. We focus on stationary Markov policies since the energy imbalance modeled as a compound Poisson process is stationary and memoryless. In order to prevent the storage from being drained, any feasible policy µ(s, w) must satisfy µ(s, w) ≤ s. We denote the set of all such feasible policies by Π.
We are now ready to state the problem formulation. Let C µ (s) denote the expected long-term discounted cost of blackouts starting from an initial state s and under control policy µ,
where t k is the k-th Poission arrival time, and W k = W t k is size of the k-th jump, and θ > 0 is the discount rate. Moreover, g : [0, B] → R is the stage cost as a function of energy imbalance (blackout size). In this work, we assume the following assumptions hold. The system reliability problem can now be formulated as an infinite horizon stochastic optimal control problem
where the optimization problem (7) is subject to the state dynamics (4) . A policy µ * ∈ Π is defined to be optimal if
The associated value function or optimal cost function is denoted by C(s), where
III. MAIN RESULTS

A. Characterizations of the Value Function
We first provide several characterizations for the value function defined in (8) and establish specific properties that are useful in characterization of the optimal policy. We omit the proofs of the main theorems for space limitation. Please refer to [8] for more details.
Let J µ (s, w) be the expected long-term discounted cost under policy µ conditioned on the first jump arriving at time t 1 = 0, and being of size w. Here, s is the state of the system before executing the action dictated by the policy. By the memoryless property of the Poisson process, we have
We may relate J µ (s, W ) to the total expected cost C µ (s) defined in (5) as follows:
where t 0 is an exponential random variable with mean 1/Q, and is independent of W , drawn from distribution f W . From (10), it is clear that by minimizing J µ across all admissible policies, we can obtain the optimal solution to the original problem (8) . The discrete-time formulation of J µ given in (9) facilitates deriving the Bellman equation as the necessary and sufficient optimality condition, as well as development of efficient numerical methods. We summarize these results in the following theorem. g(w − u)
Moreover, a stationary policy µ * (s, w) is optimal if and only if u = µ * (s, w) achieves the minimum in (11) for J = J * . Finally, the value iteration algorithm
converges to J * for any initial condition J 0 .
Proof: The result follows from establishing the contraction property of T , which is standard for discounted problems with bounded stage cost. See [9] for more details.
Theorem 1 provides a numerical method to compute the optimal cost function and optimal policy, as well as some insight about the general properties of the optimal cost function. We can also derive further analytical characterizations of the optimal policy using an alternative approach based on continuous-time analysis of problem (8) , which leads to Hamilton-Jacobi-Bellman (HJB) equation. In the following theorem we present some basic properties of the optimal cost function as well as the HJB equation.
Theorem 2. Let C(s) be the optimal cost function defined in (8) . The following statements hold:
(i) C(s) is strictly decreasing in s.
(ii) If the stage cost g(·) is convex, the optimal cost function C(s) is also convex in s.
(iii) If C(·) is continuously differentiable, then for all s ∈ [0,s], it satisfies the following HJB equation
with the boundary condition dC ds s=s = 0.
Moreover, the optimal policy µ * (s, w) achieves the optimal solution of the minimization problem (13). Furthermore, for a given policy µ, if the cost function C µ (s) is differentiable, it satisfies the following delay differential equation
with the boundary condition (14).
The result of Theorem 2 part (iii) requires continuous differentiability of the optimal cost function, which can be established under some mild conditions such as differentiability of the stage cost function g and the probability density function f W (·) of Poisson jumps (cf. Benveniste and Scheinkman [10] ). Throughout this paper, we assume that C(s) is in fact continuously differentiable and the results of Theorem 2 are applicable.
B. Characterizations of the Optimal Policy
In this subsection, we derive some structural properties of the optimal policy using the optimal cost characterizations given in Theorems 1 and 2. First, we show that the myopic policy of allocating reserve energy from storage to cover as much of every shock as possible is optimal for linear stage cost functions. Then, we partially characterize the structure of the optimal policy for strictly convex stage cost functions. 
is optimal for problem (8) .
Next, we focus on nonlinear but convex stage cost functions. In this case, the myopic policy defined in (16) need not be optimal. Intuitively, the myopic policy greedily consumes the reserve and thereby increases the chance of a large blackout. In the linear stage cost case, the penalty for a large blackout is equivalent to the total penalty of many small blackouts. This is contrary to the strictly convex case. Therefore, the optimal policy in this case tends to be more conservative in consuming the reserve. Nevertheless, the structure of the optimal policy shows some similarities with the myopic policy. In the following we present some characterizations of the structural properties of the optimal policy using the results from Section III-A.
Assumption 4.
The storage process has a non-negative drift in the sense that the rate of the compound Poisson process is less than or equal to the ramp constraint, i.e., 
where, φ (p) = arg min
s.t. x ≤ min {B,s − p}
Moreover, under Assumption 4, we can represent the kernel function φ(p) as follows:
where φ • (p) is the unique solution of
and b 0 and b 1 are the break-points, where
Theorem 5 demonstrates a very special structure for the optimal policy. In fact, it shows that the two dimensional policy can be represented using a single dimensional kernel function. This result allows us to significantly reduce the computational complexity of numerical methods for computing the optimal policy. In addition, using Theorem 5, we can provide a qualitative picture of the structure of the optimal policy. Figures 3 and 4 illustrate a conceptual plot of the kernel function, and the optimal policy, respectively. In particular, we can summarize the characterization of the optimal policy as follows. If w ≥ −b 0 , we have 
where q 0 (w) is the unique solution of φ
• (s − w) = w.
IV. NUMERICAL SIMULATIONS
In this section, we present numerical characterizations of the optimal cost function and optimal policy in different scenarios. Moreover, for different control policies, we study the effect of storage size and volatility on system reliability.
We use the value iteration algorithm (12) to compute the optimal policy and cost function for nonlinear stage costs. Figures 5 and 6 illustrate the optimal policy and cost function in a scenario with uniformly distributed random jumps, quadratic stage cost. The parameters of the simulation are specified in the captions. Note that the optimal policy conforms with the conceptual Figure 4 . Figure 7 shows the value of storage, defined as the normalized improvement in expected cost as a function of storage size, for different Poisson arrival rates. In this case, θ = 0.01, g(x) = x 3 , r = 1, and W = 1. Note that the storage process has a negative drift if and only if Q > 1. Observe that in the positive or zero drift cases, even a small amount of storage capacity has a significant effect in reducing the blackout cost. However, in the negative drift case, the value of storage is significantly lower. Also note that for the negative drift case, there is a critical storage size that yields a sharp improvement in the value of storage.
A. Blackout Statistics
We discussed in Section III-B that the myopic policy (16) is not necessary optimal for nonlinear stage cost functions. In this section, we study the effect of different optimal policies for different stage costs on the distribution of large blackouts. Figure 8 shows the blackout distribution in a scenario with deterministic jumps of size one, for both myopic policy and the optimal policy for a cubic cost function. Note that, the stage cost for the non-myopic policy assigns a significantly higher weight to larger blackouts. Therefore, as we can see in Figure 8 , the non-myopic policy results in less frequent large blackouts at the price of more frequent small blackouts.
Next, we study the effect of storage size on probability of large blackouts. Figure 9 plots this metric for different policies that are all optimal for different stage cost functions. Similarly to Figure 7 , we observe a sharp improvement of the reliability metric at a critical storage size. It is worth mentioning that given a target reliability metric, the storage size required by the optimal policy with cubic stage cost is about half of what is required by the myopic policy.
Finally, we compare the reliability of myopic and nonmyopic policies in terms of probability of large blackouts as Value of storage as a function of the storage capacity for different Poisson arrival rates with g(x) = x 3 , r = 1, and deterministic jumps size W = 1. c(s;s) denotes the optimal cost function (8) when the storage capacity is given bys. a function of the volatility of the demand/supply process. We define volatility as the energy of the shock process, i.e.,
which depends both on the mean and variance of the compound arrival process. Figure 10 demonstrates large blackout probabilities as a function of volatility, for a system with uniformly distributed jumps with constant mean QE[W ] = 1. As shown in Figure 10 , higher volatility increases the probability of large blackouts in an almost linear fashion. However, this approximate linearity is an artifact of the choice of uniform distribution of jumps. For a generic distribution, the linear scaling property need not hold.
V. CONCLUSIONS
We examined the reliability value of storage in a power supply network with uncertainty in supply/demand and upward ramp constraints on both supply and storage. The uncertainty was modeled as a compound poisson arrival of energy deficit shocks. We formulated the problem of optimal control of storage for maximizing system reliability as minimization over all stationary Markovian control policies, of the infinite horizon expected discounted cost of blackouts. We showed that for a linear stage cost, a myopic policy which uses storage to compensate for all shocks regardless of their size is optimal. However, for strictly convex stage costs the myopic policy is not optimal. Our results suggest that for high ratios of the average rate of shock size to storage ramp rate, there is a critical level of storage size above which, the value of additional capacity quickly diminishes. For ratios around three and above, there seems to be another critical level below which, storage capacity provides very little value. Finally, Our results suggest that for all control policies, there seems to be a critical level of storage size, above which the probability of suffering large blackouts diminishes quickly.
