Let G be a 2-edge-connected graph of order n. For a matching M3 consisting of three independent edges of E(G), let C (MS) denote the sum of the degrees of the six vertices incident with Ms. We show that if C (MS) 3 2n + 2 for all 3-matchings M3 of G, then either G has a spanning eulerian subgraph, or there is a connected subgraph H of G such that the contraction G/H is Kz,, for some odd t. We describe the nature of this contraction. The inequality is best-possible. We obtain several previous results as special cases.
We shall follow the notation of Bondy and Murty [4] . For xy E E(G), an elementary contraction of G is the graph G/x~ obtained from G by deleting {x, y} and inserting a new vertex v and edges joining v to each w E V(G -{x, y}) with exactly as many edges as join {x, y} to w in G. Thus, an elementary contraction can create multiple edges where none existed in G. A contraction of G is a graph G/H obtained from G by a sequence of elementary contractions which contract a connected subgraph H of G to a vertex.
The degree of a vertex is the number of incident edges. The degree of v in G is denoted d(v), and the degree of IJ in GI is denoted d,(v).
A matching Mk = {ulvl, u2v2,. . . , u,v,} of k edges will be called a kmatching. Define C (iI&) by when Mk is a k-matching in GI. The vertex set of Mk is denoted V(Mk) or VI(Mk), respectively, according as Mk is regarded as being in G or in GI.
By the definition of contractions, if GI is a contraction of G and if Mk is a k-matching in GI, then there is a corresponding k-matching in G, which will also be called *&. Proof. Let MS be a 3-matching in G1. Then MS is also a 3-matching in G. Let W denote the vertices of V(G) -V(M3) that are identified with a vertex of V(M3) by the contraction-mapping 8: G + C,. Choose a subset El c E(G) so that G[E,] is a forest whose six components span the six connected subgraphs G[V'(v)], where v runs over the six members of V(M3). Then 0 may be considered to contract each edge of El. By definition, lEll = IWl. Hence, c (MS) 2 2 (4) -l&l 2 (2n + 2) -WI 1 s2(n-IWI)+2a2n1+2. 0 We define a graph G to be collapsible if for every even set S c V(G), there is a subgraph r in G such that (i) G -E(r) is connected; and (ii) The set S is the set of vertices of odd degree in r This concept was defined in [8] , as a tool for determining the existence of spanning eulerian subgraphs. In [S] it was observed that a collapsible graph has a spanning eulerian subgraph.
We define a graph G to be reduced if no nontrivial subgraph of G is collapsible. The only graph that is both reduG4 d and collapsible is K1. By definition, any subgraph of a reduced graph is t i 4~4
The following two lemz LB ;I=-c proved in [ In fact, as we observed in Theorem 1 of [8] , if G has two edge-disjoint spanning treea, then G is collapsible. It is easy to show that the cycles C2 and C3 are collapsible, whereas C, is not collapsible if ~13 4.
Proof. By inspection. Cl

Theorem 2. Let E c E(G) be a minimum edge set such that every component of G-E is collapsible, and let GI denote the reduced graph obtained from G by co~kructin~ each corqnonenk @ G -E m a sk$fz x~r&x-Tkn G k x&q&iM~ a%and only if GI = K,; and G has a spanning eulerian subgraph if and only if G1 has a spanning eulerian subgraph.
Theorems 1 and 2 reduce the problem of whether G, satisfying (l), is collapsible to the special case where G is reduced. Before we present the main result, we state and prove Theorem 3:
Theorem 3. Let G be a reduced graph satisfies of order n. If every 3-matching MS of
then exactly one of the following holds:
(a) G is collapsible (i.e. G = &); (b) G = K2,n_-2 (n 2 4); (c) K'(G) 3 2 and for some edge e E E(G), Gfe = Kz,n-3(n 2 5); (d) G=GdofFig.
1; (e) G is disconnected or G has a cut-edge.
The hypothesis (4) may hold vacuously. In Theorem 4, we drop the hypothesis that G is reduced, and we thus generalize Theorem 3. The only conclusion that changes as Theorem 3 is generalized to Theorem 4 is (b).
We now show that the inequality (4) For example, G(l, 1,l) = Q3 -v, a cube minus a vertex, and G(1, 1,O) is the graph Gd of Fig. 1 .
Let M, be a 3-matching in G(s 12, s13, s&. If w is not incident with an edge of M,, then
C(M3)= E (d(Xi)+2)= 2(~12+~13+S23)+9=2n
If w is incident with an edge of M3, then NOW, if ~12 2 ~13 2 1 and ~23 -0, then w is necessarily incident with an edge of M3. Otherwise, if ~12~13~23 3 1, then there are some 3-matchings M3 not covering w, and for them,
Therefore, the graphs G(s12, s13, sa), with ~12~13~23 2 1, show that (4) is best-possible.
Another graph showing (4) to be best-possible is obtained by adding to K2.3 a path of length 3, whose ends are distinct divalent vertices of the K2.3. This graph has order 7.
Proof of Theorenn 3. Let G be a graph of order n with no nontrivial collapsible subgraph. Suppose, inductively, that G is a smallest counterexample. As a basis for induction, note that the theorem holds if n s 3. If any subgraph H of G has P(H)1 3 2 IV(H)1 -3, then H = K1 or H = K2, by Lemma 2, since a subgraph of a reduced graph is reduced. Thus, for any nontrivial subgraph H of G, IE(H)I 5z 2 IV(H)1 -4 or H = K2, and hence G is simple. Also, since K3 is collapsible and G has no nontrivial collapsible subgraph, G is &free.
(6) If IE(G)l 2 2n -3, then by Lemma 2, G satisfies a conclusion of Theorem 3. Hence, we suppose (E(G)1 s 2n -4.
Let M be a maximum matching of G. By (9), (7) and ( Therefore, n s 8, and M4 c E(G) implies n = 8. Equality holds in (11) and so IE(G)i = 12. In the remainder of Case 1, we show that this graph G of order 8 satisfies Theorem 3. If (e) of Theorem 3 holds for G, then we are done. Suppose otherwise. Then 6(G) 3 2 and G is not collapsible. Suppose degree 2 in G. Then 6(G) = 2, and let v E V(G) have
(E(Gv)l = 10.
By way of contradiction, suppose that G -v component of (G -v) -e satisfies (5), we have has a cut-edge, say e. Since each lO=lE(G-v)l=IE((G-v)-e)l+ls2IV((G-v)-e)J-6+1=9, a contradiction. By this and since G is reduced, G -v does not satisfy (a) or (e), and since (4) holds for G -v, the induction hypothesis implies that G -v satisfies (b) or (c). If G -v satisfies (b), then jM] s 3, a contradiction. If G -v satisfies (cc), then lE(C;)l = 11, also a contradiction.
Hence 6(G) 2 3, and so G must be 3-regular. We claim that each edge of G lies in a Cd. Suppose the edge wx is an exception, and set N(w) = (u, vu, x}, N(x) = {w, y, 2).
Since G is reduced, IN(w) U N(x)1 = 6, and since wx is in no C4, {u, v, y, z} is an independent set. Hence, E(G) consists of five edges incident with {x, w} and at most 6 edges incident with the two remaining vertices of G, for a total of at most 11 edges, contrary to (E(G)1 = 12. Hence, each edge of G is in a Cd. 'Let & be a C4 in G, and let & = G -V(&). Since G is reduced and 3-regular, with (E(G)] = 12, four edges of G are in H,, four edges join & and &, four edges are in &, and so & is a C4, since G is reduced. Also, the four edges joining H1 and & in G must be a matching, since G is 3-regular. Hence, either G is a cube Q3, or there are nonadjacent edges uv, wx E E(G) such that G -{uv, wx} + {ux, VW} is a cube Q3. In either case, G is collapsible, a contradiction.
This concludes Case 1, and so IMI s 3. 
Case 2. maximum
Y = Y(M) = V(G) -X(M).
By the maximal@ of M, each edge of G is incident with X, and so
and edges of G' are those that are twice incident with X. Hence, if IE'I s 5, then (4) and (7) give Proof of Lemma 5. Suppose IE(G)I = 2n -4 and let y be a vertex of Y with d(y) = 2. Since G is reduced, so is G -y.
By the induction hypothesis, G -y satisfies one of (b), (c), (d), or (e) of Theorem 3. Since JE(G)) = 2n -4, G -y cannot satisfy (c) or (d). Since G -y has a S-matching (by the definition of Y), G -y cannot satisfy (b). Hence, K'(G -y) s 1. If G -y is disconnected, then G satisfies (e) of Theorem 3. Hence, we can assume that G -y has a cut-edge et where (G -y) -e has components G1 and G2. We have
IE(G1)l + (E(G2)l + 3 = IE(G)I = 2n -4 = 2(nI + n2l),
where ni = IV(Gi)I (i = 1,2). Hence,
IE(G,)I + IE(G2)I = (2nI -
Without loss of generality, suppose 2nl-IWdI 2 2n2 -IWdI .
Since G is reduced, (5) implies
IE(Gi)I s 2ni -2
(N&2), and hence IE(G,)I = 2nl-3,
and since G is reduced, Lemma 2 implies G1 = K2 and G2 = K1. Hence, G G K2,2 or G has a cut-edge, and so either (b) or (e) of Theorem 3 holds. Cl Proof of Theorem 3, continued. Either (e) of Theorem 3 holds, or d(y) 2 2 for each y E Y. We consider two subcases.
2A. Suppose that each y E Y has d(y) a 3. Set k = lYl and
* = xl (d(Y) -3).
Yey
By (12), we have IE(G)( = IE'I + C,,,d(y), and hence Hence,
Since G is reduced, (7), (U), and (13) (14) gives IE'I 37. By Lemma 4, G E {GC, Gd, G,}. Hence, Theorem 3 holds for 6.
Suppose k = 1 and r = 1. Let y be the unique vertex of Y. Then d(y) = 4 and N(y) contains both ends of some edge of M, thus forming a K3. This contradicts the assumption that G is reduced.
Suppose k = 1 and r = 0. By (14),
By Lemma 5, G' = G -y is one of G,, G,, or G,. By inspection, in any case, the graph G has a nontrivial collapsible subgraph, a contradiction. Suppose k = 2. Then r = 0. Hence, n = 6 + k = 8 and IE(G)( = IE'I + 6 2 12.
Hence, by (7),
Since a maximum matching of G has only 3 edges, Tutte's Matching Theorem [12] (in combination with a parity argument) implies that there is a set S c V(G) with ISI = 3 such that o(G -S) 3 5. Since n = 8, G -S consists of 5 isolated vertices. If (e) holds, we are done, and so we suppose that K'(G) 2 2. Therefore, for all w E V(G) -S, N(w) ES Therefore, G = K 2,6. But then G has no a-matching, contrary to the assumption of Case 2.
ZB. Suppose that some y E Y has d(y) = 2. Since C (M3) 2 2n + 2 for any 3-matching M3 of G, (4) holds for G -y, too. Also, G -y is not collapsible, since G is reduced. By the induction hypothesis, G -y satisfies a conclusion of Theorem 3, other than (a).
Suppose G -y satisfies (b) of Theorem 3. By (6) and Lemma 3, G = K2,n-_2, since G is reduced. If G -y satisfies (c) of Theorem 3, then G/e = &,+, for some edge e, since G is reduced and (4) holds. Suppose G -y satisfies (d) of Theorem 3. Then for some 3-matching M3 of G, c (M3) = 2n + 1, a contradiction.
Hence, K'(G -y) < 1. We may assume that (e) fails for G. Let e be a cut-edge of G -y, and denote by G1 and G2 the two components of (Gy) -e. We can choose a 3-matching M3 of G -y such that either e E M3 or e separates edges of MB in G -y. Hence, for the subgraph G' induced by V(M3),
If IE'I 3 8, then (15) implies that G' has a &, contrary to (6). This and (13) and so by (7) which gives 23s.
Hence,
2ss.
Therefore, 2 = s, and since equalities hold everywhere, (E(G)1 = 2n -4. 
Y=V(G)-X.
We may assume Proof. The conclusions are mutually exclusive. Let E c E(G) be a minimal set such that each component HI, H2, . . . , H, of G -E is collapsible, and arrange these components so that
IV(H,)I 3 IV(H,)I 2
Let G1 denote the graph obtained from G by contracting each component of G -E to a single vertex. Let V(G,) = (~1, '~2, . . . ) v,} be arranged such that v3 is the image of Hi under the contraction-mapping G + G1 (I s i s c). We call Gi the reduction of G.
By the minimality of E, no nontrivial subgraph of Gl is collapsible. Hence, Gl is reduced. If G1 = K1 then (a) holds. Hence assume G1 # K1. As in the proof of Theorem 3,
IEIec-3;
(W Gl has no C3; and (21) GI has no C2 (GI is simple).
Properties (21) and (22) imply that for any three distinct components Hi, Hj, Hk of G -E, at most two edges of E join them. For a given 3-matching & of G, let i(A&, E) denote the number of incidences of V(M3) and E.
Since K'(G) 2 2, we have K'(G~) 3 2. Hence, c 2 3.
Case and (22), the subgraph G' = G, [ {v,, u2, v,}] has at most two edges. The edges of E(G') c E are the only edges of E with both ends incident in G with V(HJ U V(H2) U V(H3). By this and (20),
2n + 2 s C (M3) 6 e 2(lV(Hi)I -1) + i(M3, E). i=l We subtract cz 2 IV(Hi)I from each side of (24) and we use (23) Hence, we can choose el E E(H,) and e2 E E(H,) so that their ends are not joined by E to either end of e3, because (21) and (22) imply that e3 is joined by E to at most one vertex of Hi (i s c). Let M3 = {e,, e2, Hence, by (21) , no edge of E joins V(H,) and V(H,) . Hence, for some ta2. Also, by (19) and IV(H,)I = 1,
Since H2 is collapsible and IV(H2)I 3 2, we have &(H2) > 2. This and (19) imply Choose e E E(H2) so that its ends are incident with the fewest possible number of edges of E. Then we can choose ei = xlyl E E and e; = x2y2 E E such that x1 E VIH,), x2 E V(H2)_ and {e, ei, ea} is a matching, which we denote M3. Note that y, and y2 satisfy (26).
The only edges of E that could have both ends incident with V(M3) are those edges incident with { yI, y2}. By (26) 4B. Suppose that G/HI is the subdivision of & of order t + 3, where t 2 2. If t = 2, then a contradiction with (18) is easily obtained.
Fxom (18) we deduce that, under the contraction-mapping G --, G,, HI is mapped to a vertex of degree t. Hence there is a matching M-3 = {el, e2, e3} in G -E(H,) such that both ends of e1 have degree 2, one end of e2 has degree t and the other end has degree 2, and exactly one end of e3 lies in V(H,), and thus has degree at most t + s -1, while the other end of e3 has degree 2. Hence, x (M3;s(2+2)+(t+2)+(t+s-1+2) 
=2t+s+7. (29
Since pt = s + t + 2, (18) and (29) give 2(s+t+2)+2=2n+2sx(M3)s2t+s+7, and so s s 1, a contradiction.
4C. Suppose that G/H, has an edge e = xy whose ends both have degree at least 3, such that (G/H,)Ie = K,,, where t 2 2, and the vertex of K2,r formed by the contraction of e E E (G/H,) has degree t.
Since both ends of e have degree at least 3, we must have t 2 4.
There are integers tlS t2 satisfying V(H,) . Then n = s + t + 2, and we can choose a matching M3 = {cl, e2, ~1 in E(G) -E(&), such that el has ends of degree 2 and t, e2 is incident with y and hs ends of &E~XC% 2 a;nb tzt 1, aab e3 k %X&S% Y& x XBSS ham E&B ~$5 &QP~B 2 and at most s + tl in G. Then by (18) and (30), (2+t,+1)+(2+s+t,) =2t+s+7, and so s s 1, a contradiction. Therefore, 4C and Case 4 are complete.
S(2+t)+
Case 5. If )V(HJ = 1, then Theorem 3 applies directly. This proves Theorem 4. Cl If (b) holds in Theorem 4, then (18) forces certain other restrictions that are not stated explicitly in (b).
The following result is implied by Theorem 4. Its proof is straightforward and hence omitted.
Corollary I. Let G be a simple graph on n vertices. If d(u) + d(v) 2 $(n + 1) (31) whenever uv E E(G), then exactly one of the following holds:
(a) G is collapsible; n-2 (n 2 4) ; = G(k) for some k 3 2, where G(k) is the graph of Fig. 2; (d) G is disconnected or G has a cut-edge.
Corollary 2 (Catlin [7] ). Zf the hypothesis of Corollary 1 holds, then exactly one of the following holds:
(a) G has a spanning eulerian subgraph ; = K2,n_2 and n is odd, (n 2 5);   (c) G is disconnected or has a cut-edge. k-l k-l Corollary 2 improves upon previous results due to Brualdi and Shanny [S] , Catlin [6] , Clark [lo] , and Veldman ([ 141, Theorem 5) . A closely related result on hamiltonian line graphs was obtained independently by Catlin [7] and by Benhocine, Clark, Kiihler, and Veldman [3] :
Theorem 5. Let G be a simple graph of order n. If
d(u) + d(v) 3 t(2n + 1) whenever uv E E(G), then exactly one of the following holds:
(a) L(G), the line graph of G, is hamiltonian;
Examples showing Corollary 2 to be best-possible are found among the examples presented earlier that show that Theorems 3 and 4 are best-possible.
Theorem 6. Let G be a 2-edge-connected simple graph of order n. If d(u) + d(v) + d(w) 2 n + 1 (33) for every independent subset (u, v, w) of V(G), then exactly one of the following hold&
(a) G is cckpsible; (W G E {Cd, CS, K2.3, GJ (see Fig. 1 ).
As in the proof of Theorem 4, we let E be a minimal subset of E(G) such that every component of G -E is collapsible. Let HI, Hz, . . . , H,,, denote HI, Hz,. . . . , Hn, M3 c E(G,[X] ) and since G,[X] has a 5-cycle but no 3-cycle, we By the definition of Y', by nl = IYI + 6, and by (37), we have d,(q) + d&z) a IY fl (N(&) u N(k))l + (IX n WGI + IX f-l w42)l) = (IYI -IY'I) + (7 -7) ~nl+l-m.
since (VI, u2, v, } and {vI, u2, ug} Hence, the number of incidences of edges of GI with vertices of S is at least 2nl + 2. We distinguish two subcases: 4 I%& (or u4) is adjacent to neither of the vertices vu1 and 'u*. men 1 u2, u3, u4, 211, 'u2, 'u3 }])I = 5 and application of (34) to {u2, u3, u,} and {vI, v2, v3} gives the desired contradiction.
-Both u4 and va are adjacent to a vertex in (v,, v,}. Since GI is K3-free, both u4 and v4 have exactly one neighbour in {v,, v2}. Suppose, e.g. u4vI E E(Gl) and v4v2~E(Gl). (The remaining case is similar). Then ulv2$ E(Gl), for otherwise Gl[{ul, ~42, ~43, u4, vl, v2, v3, v, }] would be collapsible. Now IE(G, [{u, , u3, vl, ~2, v3, v3] )1= 5 and (34) can be applied to {u3, vl, v,} and {uI, v3, v4} to obtain a contradiction. d(u) + d(v) + d(w) = n, and none of the conclusions of Theorem 6 holds. Hence, (33) is best-possible in Theorem 6. The graphs K 2,4 and G, (see Fig. 1 ) also show that (33) is best-possible.
CoroUary 3 (Benhocine, Clark, Kiihler, and Veldman [3] ). Let G be Q 2-edgeconnected simple graph of order n. If   d(u) + d(v) 2 *(2n + 3) 
whenever uv $ E(G), then G has a spanning eulerian subgraph.
mf. Since (44) eulerian subgraph implies (33), and since a collapsible graph has a spanning Corollary 3 follows directly from Theorem 6. Cl 9 As Benhocine, Clark, Kohler, and Veldman state, Corollary 3 implies a result of Lesniak-Foster and Williamson (the case p = 2 of Theorem 9).
A result of Veldman ([14] , Theorem 3) is analogous to Theorem 6:
Theorem 7 (Veldman [14] ). Let G be a connected simple graph of order n. If   d(u) + d(v) + d(w) 3 n -1   for every independent set (u, v, w} c V(G), then G has a spanning trail (possibly  open) .
Define, for any edge xy E E(G), + d(e,) + d(e,) 3 2n + 2  (46)   _for every matching {e,, e2, e,} c E(G) , then G satisfies a conclusion of Theorem 3.
Proof. Write ei =xiYi, for 1~ i s 3. By (45), Examples showing that Theorem 3 is best possible also show that (46) is best-possible.
Veldman [13, 14] has used hypotheses somewhat similar to (46) as sufficient conditions for G to have a cycle or trail that contains a vertex of every edge of G. (His definition of d(xy) is slightly different than (45).) We shall state the result of his that is most analogous to Corollary 4. Two edges uv and wx are remote if the distance in G between {x, w} and {u, v} is at least 2.
core (Veldman [ 131, Corollary 3.2) . Let G be a simple 2-connected graph of order n. If
d(e,) + d(e,) + d(e,) 3 n + 5 (48)
for every three mutually remote edges e 1 9 2, e e 3, then G has a cycle that passes through at least one end of each edge qf G.
We have obtained the following generalization of Corollary 3, to appear separately [9] : G be a simple connected graph of order n, and let p 3 2 The case p = 2 of Theorem 9 is a theorem of Lesniak-Foster and Williamson [ll] . The case p = 3 is similar to Corollary 3. The case p = 5 was conjectured by Benhocine, Clark, Kiihler, and Veldman [3]. In [8] , we proved an analogous result with the hypothesis S(G) 3 3n -1 in place of (49), thereby proving a conjecture of Bauer [l ,2]. The inequality (49) is best-possible.
