In this paper, we consider Successive refinement for the Wyner-Ziv source coding problem, in which sources are vector Gaussian distributed and side information follows a degraded order assumption. We fully characterize its ratedistortion region with covariance mean square error distortions. We use jointly Gaussian auxiliary random variables to evaluate the existing single-letter description of the rate region by Tian and Diggavi, which gives the achievability. The converse relies on the information-estimation relationship, with which the tight outer bound is obtained.
I. INTRODUCTION
The multi-terminal source coding problem, as an important branch in information theory, has been studied widely for a long time. However, only for limited cases out of various source coding systems, the single-letter characterizations of their rate regions are given. The Wyner-Ziv problem [1] , a lossy source coding problem with side information available at the decoder, as one of the most celebrated problems whose rate region is fully characterized, has been investigated widely, e.g., [2] , [3] .
The side information successive refinement problem setup can be considered as a generalization of the Wyner-Ziv problem with different side information available at multiple decoders. By observing the common source, the encoders send the codewords progressively to meet different distortion constraints. Each decoder requires to reproduce the reconstruction of sources (with some distortion) under the help of its side information available. For this generalized Wyner-Ziv problem, Steinberg and Merhav [2] investigated the two-stage system and characterized the entire rate-distortion region. To be specific, they explicitly characterized rate-distortion regions for two cases: 1) doubly symmetric binary sources under Hamming distortion constraints, 2) scalar Gaussian sources under quadric distortion constraints. Subsequently, the multistage case was accomplished by Tian and Diggavi in [3] .
In this paper, we consider the same setup of the problem as in [2] , [3] with a degraded side information assumption, and characterize the rate-distortion region for vector Gaussian sources with covariance matrix distortion constraints. For the vector Gaussian multi-terminal source coding, the direct usage of entropy power inequalities in general cannot derive a tight bound, which is different from the scalar Gaussian case. Instead, our idea to evaluate the outer bound is to apply the properties of the minimum mean square error (MMSE) and the Fig. 1 . Successive refinement source coding system with degraded side information the Fisher information. This evaluation method is unnecessary to compare the distortion matrices, which brings benefits particularly when there is a large number of covariance matrix distortion constraints. The rest of this paper is organized as follows. The problem setup is given in Section II. In Section III, we first revisit the rate-distortion region for the case of discrete memoryless sources case which has been characterized in [3] , and then we evaluate the inner bound for the case of vector Gaussian sources considered in this paper. Section IV devotes into the tight outer bound, which is our main technical part of this paper. In Section V, we conclude with a summary of our results and a remark on future research.
II. PROBLEM SETUP
The setup of the vector Gaussian side-information successive refinement problem, depicted in Fig. 1 , consists of L (L ≥ 2) encoders and decoders. Let {X(t)} ∞ t=1 be an independent identically distributed (i.i.d.) vector-valued source sequence observed by the L encoders, where each entry X(t) is a Gaussian random column vector of length p with zero mean and covariance K 0 0. For i ∈ [1 : L] {1, 2, · · · , L}, the ith encoder can observe {Y i (t)} ∞ t=1 as side information, which is jointly distributed with {X(t)} ∞ t=1 . Each Y i (t) can be represented as X(t) corrupted by an additive vector Gaussian noise, i.e.,
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where N i (t) denotes a length-p Gaussian random column vector with zero mean and covariance matrix K i 0. With (1), X(t) and N i (t), i ∈ [1 : L] are considered as mutually independent. Further, we assume that there exists a degraded order on the side information from Y 1 (t) to Y L (t) such that
Now, we formally define the side-information successive refinement system that consists of
where each φ (n) i maps a length-n vector-valued sequence
where each ϕ (n) i assigns an estimateX n i of X n , according to the previously received codewords M j in M (n) j , j ∈ [1 : i], and the side information Y n i in R p×n available at the ith decoder.
and lim sup
The rate-distortion region R is defined as the closure of the set of all such admissible rate tuples.
The general setting of this source coding problem has been studied in [2] , [3] . The major contribution of this paper is to characterize the rate-distortion region of this vector Gaussian sources setup with covariance mean square error distortions.
III. MAIN RESULT
We first revisit the rate-distortion region for the case of discrete memoryless source (DMS), which has been established in [3, Theorem 1] .
which are distributed on the product of finite alphabets X and
For the side-information successive refinement problem, the
is achievable if and only if the following conditions are satisfied:
• For each i ∈ [1 : L], there exists a random variable W i on a finite alphabet W i , and a deterministic function
• The following Markov chain holds:
• The cardinality bounds of the auxiliary random variables
We now consider this side-information vector Gaussian successive refinement problem, whose rate-distortion region is R by Definition 1. First, we present a vector Gaussian admissible scheme and prove its rate-distortion region achieving the inequalities in (9) and (10) of Theorem 1.
We let (W 1 , W 2 , · · · , W L ) be Gaussian distributed auxiliary random variables. By the optimal linear estimation theory of Gaussian vectors, for any i ∈ [1 : L], there exists one zero mean Gaussian quantization U i such that
where we use W i 1 to denote (W j , j ∈ [1 : i]) for notational simplicity. Based on this Gaussian quantization, we can use the Wyner-Ziv binning as stated in Theorem 1 to explicitly give the expressions of the following conditional differential entropies:
Thus, we obtain an inner bound of the rate-distortion region R by involving all the rate tuples satisfying
for sequence of symmetric and positive definite matrices such that
and
In fact, this inner bound is also the outer bound of R, and so the whole achievable rate-distortion region. In the next section, we will prove the converse part of this ratedistortion characterization, that is, for any admissible rate tuple
IV. RATE-DISTORTION REGION CHARACTERIZATION
For i ∈ [1 : L], we have the following relationship among covariance matrices
where each W j , j ∈ [1 : L], is a random column vector over R p . In this paper, we consider the covariance matrix cov(X|Y i , W i 1 ) 0 as the rate-distortion region, as the case of positive semi-definitive covariance, we can apply the singularvalue decomposition method to construct an equivalent invertible covariance with smaller size, as the analysis in Section V-B of [4] .
Together with the evaluation of cov(
where ∆ i is a symmetric and positive definite matrix.
To obtain the entire rate-distortion region, we in the following use the argument of changing variables in [5] , [6] to the degraded ordered vector Gaussian sources, which relies on the properties of the minimum mean square error (MMSE).
1) Proving (16)-(17): For each i ∈ [1 : L], it is noticed the Markov chain
We can upper bound the following differential entropy as
where (25) follows from the data processing inequality according to (24), (28) follows from the fact that Gaussian distribution maximizes differential entropy for a given covariance matrix, and (29) immediately follows from (23). Similar to (8), we assume that for all i ∈ [1 : L − 1], the following Markov chain condition holds:
where (35) holds because (N i , N i+1 ) and X are independent, and (37) follows from
whereÑ i+1 is a zero mean Gaussian random vector with positive definite covariance matrixK i+1 as
andÑ i+1 is independent of (X, Y i ). By the Markov chain in (30), we have
By (38), we continue (40) as follows:
We now upper bound h(X +Ñ i+1 |Y i , W i 1 ) in the RHS of (42). By a similar argument in (25)-(29), we have
where (43) follows from the maximum differential entropy distribution, (44) follows from the independence ofÑ i+1 and (Y i , W i 1 ), and (45) follows from (23) and (39). With this inequality above, we continue (42) as follows:
By using the obtained inequalities in (25)-(29) and (46)-(49), we can upper bound (R i , i ∈ [1 : L]) (i.e., prove (16)-(17)), as follows :
2) Proving (18): By (21) and (23), it can be easily verified that
It thus suffices to prove that for each i ∈ [1 : L − 1],
Due to the degraded order on the side information, i.e.,
we can write
whereÑ i ∼ N (0, K i − K i+1 ), andÑ i and N i+1 are independent.
In the following, we will use Fisher information matrix to prove (18). Before proving (18), we first give the definition and the necessary properties on Fisher information matrix for random vectors.
Definition 2: Let (X, U ) be a pair of jointly distributed random vectors with differentiable conditional probability density function:
f
The vector-valued score function is defined as
The conditional Fisher information of X respect to U is given by
Lemma 1 (Fisher Information Matrix Inequality): Let (X, Y, U ) be a triple of jointly distributed random vectors, where X and Y are conditionally independent given U . Then for any square matrix A of the correct size
(63) We refer [7, Appendix II] for the proof of this lemma.
Lemma 2 (Fisher Data Processing Inequality): Let (X, U, V ) be a triple of jointly distributed random vectors, where U, V, X form a Markov chain, i.e., U → V → X. Then
Lemma 2 follows immediately from the chain rule of Fisher information matrix [8, Lemma 1] .
Lemma 3 (Complementary Identity): Let (X, U ) be a pair of jointly distributed random vectors, and V ∼ N (0, Σ) be a Gaussian random vector, which is independent of (X, U ). Then
This complementary identity connects Fisher information and MMSE. We refer to [9, Corollary 1] for its proof. Now we let
and then
By Lemma 1, we have
Furthermore,
where (70) follows from the Fisher data processing inequality in Lemma 2.
On the other hand, for any i ∈ [1 : L], by Lemma 3 we have
where (72) follows from (23), and (73) is from the Woodbury matrix identity. In particular, we also have
By substituting (73) into the LHS of (70) and (74) into the RHS of (70), we obtain that
which further implies
Since ∆ i , ∆ i+1 , and K i+1 are all positive definite, we further obtain by (76) that
implying
for any i ∈ [1 : L − 1].
3) Proving (19): For any i ∈ [1 : L], by the selection of ∆ i in (21) and (23), we have
which, together with (5), implies
V. CONCLUSION
In this paper, we consider the vector Gaussian successive refinement source coding problem with degraded side information, and fully characterize the rate-distortion region under the covariance mean square error distortion. One recent work we should mention is [10] , in which Unal and Wagner considered the vector Gaussian Heegard-Berger/Kaspi problem without such a degraded assumption on side information. An outer bound was obtained by using enhancement argument. With careful comparisons of different covariance matrix distortions, they obtained several interesting instances matching their outer bound. In this paper, since our MMSE evaluation method avoid the comparisons of the covariance matrices, it may be helpful to investigate the non-degraded case as in [10] .
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