In this article we consider methods for automatic query expansion from top retrieved documents (i.e., retrieval feedback) that make use of various functions for scoring expansion terms within Rocchio's classical reweighting scheme. An analytical comparison shows that the retrieval performance of methods based on distinct term-scoring functions is comparable on the whole query set but differs considerably on single queries, consistent with the fact that the ordered sets of expansion terms suggested for each query by the different functions are largely uncorrelated. Motivated by these findings, we argue that the results of multiple functions can be merged, by analogy with ensembling classifiers, and present a simple combination technique based on the rank values of the suggested terms. The combined retrieval feedback method is effective not only with respect to unexpanded queries but also to any individual method, with notable improvements on the system's precision. Furthermore, the combined method is robust with respect to variation of experimental parameters and it is beneficial even when the same information needs are expressed with shorter queries.
INTRODUCTION
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• C. Carpineto et al. synonymy (different words for describing the same things) and polysemy (same word to describe different things).
The paucity of query terms increases the difficulty of handling synonymy, because there is less chance of some important word cooccurring in the query and in the relevant documents. The large number of heterogeneous documents being searched makes the effects of polysemy more severe, as there is more chance of some ambiguous word cooccurring in the query and in the nonrelevant documents. As a result, the system may fail to retrieve the relevant documents while retrieving many slightly relevant or totally irrelevant documents.
To address the word mismatch problem, research in information retrieval has focused on methods for the automatic creation of a query "context." A number of approaches have been used, including term clustering [Sparck Jones 1971] , statistical factor analysis [Deerwester et al. 1990 ], similarity thesauri [Qiu and Frei 1993; Jing and Croft 1994] , collection independent thesauri [Aronson et al. 1994] , natural language processing [Strzalkowski 1995] , and formal concept analysis [Carpineto and Romano 2000a] . Most of these techniques, although employing different mathematical tools, can be seen as exploiting the term coocurrences in the documents to extract particular content relationships between all the terms contained in the collection. These various forms of query expansion are thus referred to as global Croft 1996, 2000] or based on terminological knowledge structures [Efthimiadis 1996] .
A simple alternative approach to automatic query expansion is based on the identification of useful terms from the top retrieved documents, which is termed retrieval feedback, pseudorelevance feedback, or even local feedback. Retrieval feedback has been shown to produce good retrieval performance Xu and Croft 1996; Fitzpatrick and Dent 1997; Hawking et al. 1998; Mitra et al. 1998; Carpineto et al. 2001] . Furthermore, it is much more efficient than query expansion based on knowledge structures, because the source of expansion terms is typically restricted to the set of topranked documents whereas the global term statistics possibly being used are usually obtained cheaply from the first pass retrieval.
However, the benefits of different retrieval feedback methods have been mostly evaluated with respect to using unexpanded queries and not by crosssystem comparisons. Furthermore, there is a lack of microevaluations of the test performed, with little understanding of the behavior of the methods under study. The interest in retrieval feedback calls for a more analytic evaluation of competing approaches and motivates a research effort aimed at improving foundations and the performance of this technique.
We focus on retrieval feedback methods that combine Rocchio's classical reweighting scheme with various term-scoring functions. Such functions are used to select and weight the expansion terms that will be added to the unexpanded query by Rocchio's formula. In this article we study how to take advantage of multiple term scoring functions to increase the effectiveness and the robustness of retrieval feedback.
The benefits of method combination for information retrieval have been investigated by a number of researchers, usually with a focus on merging multiple document rankings [Bartell et al. 1994; Lee 1997; Vogt and Cottrel 1998] or multiple document classifications [Larkey and Croft 1996; Hull et al. 1996] . The exploitation of multiple evidence has been advocated also for query expansion, by emphasizing the advantages of using multiple query representations [Turtle and Croft 1991; Belkin et al. 1993] or multiple sources of terminological knowledge [Fidel and Efthimiadis 1995; Spink and Saracevic 1997] . In this case, the representations are either provided by the user or generated by the systems, whereas the evidence combination is typically performed manually. To our knowledge, the use of method combination for fully automatic query expansion is new, with the exception of the work by Carpineto and Romano [1999] , where this idea was put forward and some preliminary investigations were carried out.
The first contribution of this article is an experimental comparison of several retrieval feedback methods based on distinct term-scoring functions. Such methods achieve comparable mean retrieval performance on the whole set of queries. Nonetheless, we learn through a query-by-query analysis that the same methods present large variations on individual queries, with respect to both the retrieval effectiveness and the characteristics of the ordered sets of terms suggested for query expansion. To analyze the latter, we adapt a formal method used in statistics, the Spearman rank-order correlation coefficient, to the experimental conditions that are of interest to retrieval feedback.
These observations suggest using combination strategies, by analogy with ensembling classifiers in the machine learning field. This is the second main contribution of the article. We present a simple approach that combines the terms suggested by multiple term-scoring functions by using their rank values. The combined method obtains better retrieval performance results than each individual method on almost all evaluation measures, with tangible advantages for the first retrieved documents. Perhaps more interesting from an application point of view, the benefits of the combined method are great even when the queries become shorter, provided that the quality of baseline retrieval is not too low. Our results hold across test collections of different nature and size, including the 10 gigabyte Web data set known as WT10g, and for different values of the other main method parameters.
The rest of the article has the following structure. Section 2 introduces retrieval feedback and describes various term-scoring functions that can be used within Rocchio's formula to select and weight expansion terms. Section 3 is devoted to an experimental comparison of three retrieval feedback methods based on distinct term-scoring functions. After describing the experimental setting, we compare the retrieval performance of the three methods both on the whole set of queries and on individual queries, and then analyze term overlap and rank-order correlation between the lists of terms suggested by each method. Section 4 describes an approach to combining the results produced by multiple term-scoring functions for use within Rocchio's formula. The performance of the combined method is evaluated with respect to the three methods introduced in Section 3 and the robustness of retrieval results with respect to parameter variation is discussed. Section 5 studies how the performance of retrieval feedback methods, including the combined one, varies as the queries become shorter. Finally, Section 6 provides some conclusions and directions for future work.
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RETRIEVAL FEEDBACK TECHNIQUES
The main idea behind retrieval feedback dates back to the work by Attar and Fraenkel [1977] and Croft and Harper [1979] . They assumed that the top few documents retrieved by an initial run were relevant, in the absence of any real relevance judgments, and considered all the terms contained in such documents as candidates for query reweighting, with [Attar and Fraenkel 1977] or without [Croft and Harper 1979] query expansion.
Recent variants of this general scheme for locating expansion terms make use of different knowledge sources such as past similar queries [Fitzpatrick and Dent 1997] and enriched collection [Singhal et al. 1999 ], or they try to improve the quality of the initial run by reranking the retrieved documents Mitra et al. 1998 ], or they use more sophisticated index units such as passages [Xu and Croft 1996; Hawking et al. 1998; Xu and Croft 2000] or document summaries [Lam-Adesina and Jones 2001] .
By considering the lower-ranked documents as nonrelevant documents, it is also possible to expand the original query with negatively weighted terms [Walker et al. 1998; Singhal et al. 1999 ], although it is not clear whether this approach improves retrieval performance [Hawking et al. 1998 ].
Having identified the candidate terms, the process that leads to a query with modified weights and terms consists of two main phases: selection of expansion terms to be included in the query, and reweighting of the expanded query.
Selection of Expansion Terms
The selection of expansion terms is usually performed by first ranking candidate terms, and then choosing the highest ranked terms. For ranking expansion terms, a number of different methods have been proposed, following two main conceptually distinct approaches.
One common solution is to rank the candidate expansion terms by using the term weights w t computed for document ranking [Srinivasan 1996; Mitra et al. 1998; Singhal et al. 1999] . Usually, the score assigned to each candidate is given by r k=1 w t,k , where the summation index k ranges over the first rretrieved documents and w t,k is the weight of term t in document k. This approach is simple and computationally efficient, but it has the disadvantage that each term weight may more strongly reflect the usefulness of that term with respect to the entire collection rather than its importance with respect to the user query.
A different approach to expansion term selection is based on the difference between the distribution of terms in a set of relevant documents and the distribution of the same terms in the overall document collection. Several term-ranking functions based on distribution analysis have been used for selecting terms for query expansion, including Doszkoc's [1978] variant of CHI-square, Porter's [1982] simple difference in term distribution, and RSV [Robertson 1990 ], which is, perhaps, the best-known selection metric of this kind.
A more recent approach relies on the relative entropy, or Kullback-Leibler distance, between the two distributions, from which a computationally simple and theoretically justified method to assign relevance scores to candidate expansion terms can be derived [Carpineto et al. 2001] .
Reweighting of Expanded Query
Most systems that perform retrieval feedback make use of Rocchio's [1971] formula, as improved by Salton and Buckley [1990] . Assuming that the relevant documents are the r top documents retrieved by the system and that the information about the nonrelevant documents is absent, Rocchio's formula adapted to the retrieval feedback setting becomes:
where w t, Qexp is the weight assigned to term t after query expansion, and w t, Qunexp and w t,k are the weights of term t in the unexpanded query and in the pseudorelevant documents, respectively, according to a weighting scheme applied to the whole collection. Rocchio's formula is usually employed not only to reweight the expanded query but also to select the terms used in the expansion (e.g., Srinivasan [1996] , Mitra et al. [1998] , and Singhal et al. [1999] ). In this case, as mentioned in the previous section, candidate expansion terms are ranked using their documentbased, or Rocchio's, weights.
By contrast, one can use a different ranking scheme such as RSV to perform expansion term selection, and then apply expression (1) to the selected expansion terms. Various recent systems use this approach (e.g., , Robertson et al. [1995] , and Hawking et al. [1998] ), although doubts have been expressed about the benefits for retrieval effectiveness in this case (e.g., Salton and Buckley [1990] , Harman [1992] , and Carpineto et al. [2001] ).
A third possibility is to use term-scoring functions based on distribution analysis not only to select expansion terms, as in the previous case, but also to weight them in expression (1), instead of Rocchio's weights. The overall query reweighting function becomes
where score t is the value assigned to term t by the term-scoring function being used. This method may better reflect the different importance of the same term with respect to the documents in the collection and with respect to the user query, thus resulting in better retrieval performance [Carpineto and Romano 1999; Carpineto et al. 2001] . The query expansion scheme given by expression (2) is the adopted choice in this article. In the next section we evaluate its performance for several choices of the term-scoring functions, including Rocchio's weights.
COMPARING ALTERNATIVE TERM-SCORING FUNCTIONS FOR RETRIEVAL FEEDBACK

Experimental Setting
In this section we describe the two test collections on which the experiments were performed, the baseline ranking system developed for each collection, and the term-scoring functions used for query expansion.
Test Collections.
The experiments were performed using two test collections. The first collection was TREC topics 401-450 on TREC disks 4 and 5, containing approximately 2 gigabytes of data (i.e., the TREC-8 ad hoc task, hereafter referred to as TREC-8), and the second was TREC topics 451-500 on the WT10g 10 gigabytes Web data set (i.e., the TREC-9 Web track, hereafter referred to as TREC-9). The TREC-8 collection consists mostly of newspaper or newswire articles, although there are also some government documents and computer science abstracts, and the TREC-9 document set is a snapshot of the Web from 1997 from the Internet Archive (see Voorhees and Harman [2000] and Hawking [2001] for more detailed descriptions).
We chose these test collections because they are quite different from each other. Both are general domain databases, but the document set of TREC-9 is larger and much more heterogeneous than TREC-8. Furthermore, the TREC-8 documents are more controlled and reliable, whereas TREC-9 contains a huge number of typographic errors and spurious documents. The nature of their topics is also different, for TREC-9 topics were taken from real user queries.
For both collections, the full topic statement was considered, including "title," "description," and "narrative." The spelling errors contained in the title field of some TREC-9 topics were manually corrected. An example topic used in the experiments is the following. 3.1.2 Baseline Document Ranking Systems. On a conceptual level, the onepass ranking systems used for TREC-8 and TREC-9 were similar. The whole body of each document was indexed except for HTML tags, which were removed from TREC-9 pages. The systems performed word stopping and word stemming, using a very large trie-structured morphological lexicon for English [Karp et al. 1992] . Single keyword indexing was performed for both test collections, and link information in Web data was not used.
1 In order to reduce the inherent Web data noise, the TREC-9 system also performed word pruning by removing very rare, ill-formed, or exceedingly long words. After indexing, the TREC-8 topics were described with an average of 12.25 distinct terms, with a minimum of 4 and a maximum of 33 terms; the TREC-9 topics contained, on average, 17.76 terms (minimum 10, maximum 25).
In the first-pass ranking, the systems used the following Okapi formula [Robertson et al. 1999] for computing a similarity measure between a query q and a document d .
with
and
where k 1 , k 3 , and b are constants which were set to 1. Although conceptually similar, the ranking systems used for the TREC-8 and TREC-9 test collections have distinct implementations. The former, coded in Common Lisp, was developed in the context of our participation in TREC-8 [Carpineto and Romano 2000b] . Its first-pass ranking takes a few seconds per query on a SUN-Ultra workstation equipped with 512 megabytes of RAM. To deal with the new larger collection, the system used for TREC-8 was completely reengineered and implemented in ESL, a Lisplike language that is automatically translated into ANSI C and then compiled by gcc compiler. Currently, the new system developed for experimenting with the TREC-9 test collection allows subseconds one-pass searches on the WT10g document set, using a 550 MHz Pentium III with 256 megabytes of RAM running Linux.
Term-Scoring Functions Used for Query Expansion.
In the secondpass ranking, expressions (3) and (4) were left unchanged and expression (5) was replaced by expression (2). More specifically, the first term of expression (2), concerning the term weight in the unexpanded query, was given by expression (5), and the second term of expression (2) was computed by using different term-scoring functions.
The following three functions were tested in our experiments ( p t, R and p t,C indicate the probability of occurrence of a term t in the set of pseudorelevant documents R and in the whole collection C, respectively, and w t,k is the weight of term t in document k.
-Doszkocs' variant of chi-square (CHI-1).
To estimate p t, R , we used the ratio between the frequency of t in R, treated as a long string, and the number of term tokens in R; analogously, to estimate
p t,C , we used the ratio between the frequency of t in C and the number of term tokens in C. The estimation of probabilities is an important issue because it might affect performance results. In addition to the maximum likelihood estimate, we also tried different estimation functions such as the number of pseudorelevant documents that contain the term Robertson et al. 1995] , but the latter method was found to produce worse retrieval effectiveness for any term-scoring function tested in the experiments.
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As the document-based weights used for the unexpanded query and the distributional scores used for the expansion terms had different scales, the computation of expression (2) for the distributional methods CHI-1 and KLD required normalization. Each weight in the original query and each weight in the set of expansion terms was normalized by the maximum corresponding weight, then the normalized values were summed up. 4 It should be noted that the choice of the term-scoring functions to test was influenced by our interest in method ensembling. As the combination works well when the methods being combined have comparable performance [Dietterich 1997; Schwenk and Gauvain 2000] , we focused on those term-scoring functions exhibiting similar retrieval effectiveness. Other possible functions, such as RSV and CHI-squared, were not chosen for analytical comparison because they yielded worse mean retrieval performance (see Carpineto et al. [2001] ) for the retrieval effectiveness of RSV and CHI-squared on the TREC-8 test collection).
All term-scoring functions tested in the experiment required four usersupplied values: the number of pseudorelevant documents, the number of terms considered for inclusion in the expanded query, and the values of alpha and beta in expression (2). Consistent with other experimental studies on the TREC-8 collection, the values of the first two parameters were set at 10 and 40, and the values of alpha and beta at 1 and 2. For the TREC-9 test collection, characterized by a lower quality of initial retrieval, we used the same number of expansion terms but fewer pseudorelevant documents and a higher value of the ratio between alpha and beta (α = 1; β = 0.2). The effects of different parameter choices are discussed later.
For practical implementation, the execution of the query expansion step required the computation of the collection frequencies, which were directly stored in the inverted file built from the set of documents, and of the retrieval feedback frequencies, which were determined through one iteration over the first retrieved documents. Thus the additional time necessary to perform just query expansion was usually short for both test collections. The overall time necessary to compute the second-pass ranking was comparable to that of first-pass ranking, as long as the expanded query did not contain many more terms than the original query. 
Mean Retrieval Performance
For each database and for each query, we ran the system with query expansion three times, one for each possible selection of the term-scoring function used in the expansion scheme. Tables I and II show the retrieval performance of each method on TREC-8 and TREC-9, respectively, along with the performance improvement over unexpanded query, used as a baseline. Performance was measured using the following evaluation measures.
AV-PREC: average precision, PREC-AT-5: precision at 5 retrieved documents, and PREC-AT-10: precision at 10 retrieved documents.
The measures are averaged over the query set. Asterisks are used to denote that the difference is statistically significant, using a two-tailed paired t test with a confidence level in excess of 95%. The results of Tables I and II show that each expanded method performed better than the unexpanded method for all evaluation measures and on both test collections, except for CHI-1's PREC-AT-5 and PREC-AT-10 on TREC-8. In particular, the expanded methods clearly outperformed the unexpanded method with respect to AV-PREC, with the differences being always statistically significant. For the first retrieved documents, where it is harder to improve over unexpanded query, the performance of query expansion was much better than the baseline on TREC-9, notably for PREC-AT-10, whereas it was only marginally better, or even worse, than baseline retrieval on TREC-8.
The performance of query expansion on TREC-9 was thus really good, even better than TREC-8. Compared to some recent findings about the low utility of query expansion for the former collection [Hawking 2001 ], our results were much more favorable. This may be attributed at least in part to the fact that we had a greater opportunity for parameter tuning (we discuss this issue in depth in Section 4.3). Furthermore, the removal of spurious words performed at indexing time (see Section 3.1.2) considerably reduced the number of typographical errors in documents, which was pointed out as one of the causes for poor query expansion [Kraaij and Westerveld 2001] .
Tables I and II also suggest that although KLD achieved better results on most datapoints the three expansion methods obtained comparable average performance on both collections. Perhaps more importantly, the pairwise differences for each performance measure were never statistically significant. Thus, the above analysis confirms that no single method was clearly superior to the others.
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As the three methods rely on distinct theoretical foundations and use different mathematical functions, we hypothesized that despite their similar mean effectiveness they would present considerable performance variation on individual queries. Therefore we decided to test this hypothesis through a queryby-query analysis.
Retrieval Performance on Individual Queries
For each query and for each expansion method, we computed the difference between the retrieval performance of expanded query and that of unexpanded query, considering average precision as the performance measure. In Figures 1  and 2 we report, for each query, the minimum and maximum of such differences on the test collections TREC-8 and TREC-9. Thus the length of each bar depicts the range of performance variations over the unexpanded case attainable by the three methods on each query.
A first result of this experiment is that for the majority of queries (62 out of 100), the variations with respect to unexpanded query (x-axis) were either all positive (48 times) or all negative (14 times), as might be expected, whereas in each of the remaining 38 queries at least one method hurt and one improved performance. The extent to which the retrieval performance was affected by query expansion was substantial, as the results differed by more than 5% from the baseline for 118 cases on TREC-8 and 135 cases on TREC-9.
Furthermore, and perhaps more important, the intermethod variations on single queries were ample, with a mean absolute value of 0.087 for TREC-8 and 0.029 for TREC-9. The variations observed for TREC-9 were, on an absolute scale, more limited than TREC-8, but we should also consider that the baseline retrieval performance for the former collection was considerably lower than the latter. As the three methods achieved similar mean performance over the query set, it appears that methods which generated better terms on some queries produced poorer terms on others.
To make this observation more precise, we counted the number of queries for which each method, achieved the best, median, or worst performance. The results are shown in Table III . The main finding is that each method behaved better (or worse) than the others a comparable number of times, thus ruling out the possibility that the performance of any method was determined by an exceptionally good (or bad) result on a few specific queries. Figures 1 and 2 and Table III demonstrate the potential of multiple termranking functions to improve retrieval performance. It turns out that if we were able to select the best method for each query, we would get a mean AV-PREC value as remarkably high as 0.3422 for TREC-8, with a performance gain of 25.90% over unexpanded query and of 12.08% over the best expansion method, and a value of 0.2380 for TREC-9, with a gain of 12.79% over baseline and of 3.33% over the best method. Thus there really seems to be a lot of scope for performance improvement with method combination, although at this point it is still not clear how this can be achieved.
Before addressing the issue of combining the results produced by different methods, we need a better understanding of why those results were different. This, in turn, might provide useful clues as to how to proceed to combine such results. In the next section, we analyze and compare, still at the query level, the ranked term lists produced by each method, prior to their utilization in the query expansion scheme.
• C. Carpineto et al. .00 (σ = 3.22) (σ = 5.24) (σ = 0.00) (σ = 4.55) (σ = 9.23) (σ = 0.00)
Term Overlap
The differences in performance on single queries could be easily explained if the individual methods were suggesting distinct terms. A simple method to evaluate this aspect is to use the overlap coefficient for pairwise combinations of the three sets of suggested terms [Katzer et al. 1982; Xu and Croft 1996] . The results, restricting each term ranking to the first 40 terms, are shown in Table IV .
The overlap varied depending on which pair of methods was considered, while remaining substantially stable across the collections. In fact, the results for TREC-9 were slightly higher than TREC-8, probably due to the smaller number of pseudorelevant documents used for term suggestion (3 vs. 10).
Some statistics about the terms that were exclusively suggested by the single methods were also collected. The mean number of unique terms was 15.96 (σ = 3.26) for Rocchio, 18 .60 (σ = 5.33) for CHI-1, and 5.16 (σ = 3.25) for KD, on the TREC-8 test collection. The corresponding figures for TREC-9 were: 15.16 (σ = 4.62) for Rocchio, 15 .30 (σ = 9.37) for CHI-1, and 4.82 (σ = 4.00) for KLD.
It is interesting to note that Rocchio and CHI produced a similar substantial number of unique terms, whereas KLD yielded very few unique terms. This behavior held across both collections. Thus, it seems that in this respect Rocchio and CHI-1 are quite different from each other, with KLD lying in between.
One possible explanation is that the sensitivity of each method with respect to the main term-ranking variables is different. Specifically, Rocchio's weights, computed through expressions (6) and (4), are more strongly biased towards promoting terms that occur frequently in the pseudorelevant documents, even though they are relatively frequent in the collection, whereas CHI-1, using expression (7), tends to give more importance to terms that are very infrequent in the collection. The behavior of KLD, according to expression (8), is intermediate, and thus it shares most of its terms with either Rocchio or CHI-1. We experimentally computed the mean probability of occurrence of the unique terms suggested by each method in the whole collection; in fact, the highest values were found for Rocchio (0.000706 on TREC-8, 0.001300 on TREC-9), the lowest for CHI-1 (0.000016 on TREC-8, 0.000021 on TREC-9), and the intermediate ones for KLD (0.000247 on TREC-8, 0.000227 on TREC-9).
The results reported here may represent an indication that CHI-1 and Rocchio behaved differently, because the two methods produced many unique terms and presented a low overlap, but for the other two pairs of methods the indications are elusive because the degree of overlap was, on average, fairly high. Furthermore, Table III shows that the variability across queries was high, especially for the CHI-1/Rocchio pair. A more powerful method to evaluate the differences between term rankings should consider not only which terms are suggested by each method but also how those terms are ranked.
Term-Ranking Correlation
The Spearman rank-order correlation coefficient is perhaps the best-known statistic based on ranks [Siegel and Castellan 1988] . It is a measure of association between two variables which requires that both variables be measured in at least an ordinal scale so that the individual under study may be ranked in two ordered sets. When there are no ties in the data, 6 the Spearman rank-order correlation coefficient is given by
where d i is the difference in ranks on the two variables for each individual and N is the number of individuals. The value of r s ranges from −1 to +1, regardless of the number of individuals chosen. In our case, the application of expression (9) is not straightforward. Since only restricted rankings are used for query expansion (i.e., the first 40 terms), we 6 Since we deal with numerical variables, ties can hardly occur; if any, they are resolved randomly.
• C. Carpineto et al. need a way of calculating the contribution of those terms in the restricted ranking produced by one method that are not contained in the restricted ranking of the other method. To overcome this problem, we assume that, for each method in a given pair, the missing terms are randomly added to the corresponding restricted ranking, right after its last item. Thus each augmented ranking used to calculate expression (9) will contain the union of the two original restricted rankings. With this assumption, the contribution of the missing terms to the summation in expression (9) will, in general, be lower than that obtained by considering the rank of those terms in the full ranking, and thus the result can be seen as a lower bound of the actual difference. Clearly, if our hypothesis that the rankings are different were confirmed under this assumption, it would a fortiori hold for the more general case.
At this point we are left with the problem of calculating the Spearman rankorder correlation coefficient given by expression (9) using the two augmented rankings including a random component. Let R 1 and R 2 be the two restricted rankings; the order of choice is irrelevant because the measure is symmetrical. Let l 1 and l 2 be the length of restricted rankings R 1 and R 2 , respectively; in our case, l 1 = l 2 = 40. Let m 1 be the number of terms contained only in R 2 that have been added to R 1 to form the augmented ranking R * 1 , and m 2 be the number of terms contained only in R 1 that have been added to R 2 to form the augmented ranking R * 2 (in our case, m 1 = m 2 ). For each term contained in R * 1 , we need to compute the difference d in ranks on R * 1 and R * 2 . There are several possible cases: (a) the term was contained in both R 1 and R 2 : the calculation is straightforward because we merely use the ranks of that term in each restricted ranking; (b) the term was contained in R 1 but not in R 2 : we need to use the terms added to R 2 ; and (c) the term was contained in R 2 but not in R 1 : we need to use the terms added to R 1 . In the latter two cases, we need to compute a difference between an exact rank on one restricted ranking and a random rank on the other augmented ranking. To compute such a difference, one can consider all possible ranks that can be assigned to the missing term when it is added to the original restricted ranking in which it was not contained, then average over the corresponding differences in ranks.
Thus, the difference in ranks for each term contained only in R 1 is given by
where pos 1 is the rank of the term on R 1 . By simple mathematical passages, expression (10) can be rewritten in a closed form:
For the terms contained only in R 2 , the dual expressions of (10) and (11) can be derived by simply replacing l 2 with l 1 , pos 1 with pos 2 , and m 2 with m 1 . We are now able to compute the value of r s between the augmented rankings, using the just described procedures to compute the values of d i within expression (9). The next step is to test the significance of r s . As the number of individual terms in the augmented rankings being tested range from 58 to 80, 7 the significance of an obtained r s under the null hypothesis that the two methods under study are independent may be conveniently tested by the statistics
where a z as large as 1.960 is significant at the .05 level for a two-tailed test [Siegel and Castellan 1988] . Using the procedure described above, we computed, for each query, for each pair of methods, and for each collection, the value of r s , from which we derived the value of z by expression (12).
In Figures 3 and 4 , we show for the pair CHI-1/Rocchio on TREC-8 and TREC-9, respectively, the value of z -1.960 for each query. Analogous figures are shown for the pair KLD/CHI-1 (i.e., Figures 5 and 6 ) and KLD/Rocchio (i.e., Figures 7 and 8) . Using this representation, the hypothesis that there is no association between the two methods should be accepted or rejected depending on whether the bar is below or above zero.
Figures 3 and 4 clearly show that the term rankings produced by CHI-1 and Rocchio were quite different, because there was no association at all on the TREC-8 collection and no association for 48 of the 50 queries on TREC-9, with a higher confidence level than usually necessary to support such a claim.
Figures 5 and 6 suggest that although KLD and CHI-1 presented a substantial amount of term overlap (see Table IV ) they were mostly uncorrelated. No association was found for 48 queries on TREC-8 and for 29 queries on TREC-9.
For the KLD/Rocchio pair (Figures 7 and 8 ), a higher correlation was found, although the majority of queries remained uncorrelated. The association results were split evenly on TREC-8, whereas the term rankings were uncorrelated for 34 queries on TREC-9. This was also the pair with the highest term overlap.
Thus the results of the rank-order correlation were related to but not coincident with the term overlap statistics. For instance, it may be the case that a higher correlation will be found for a pair with a lower overlap (e.g., KLDRocchio on TREC-8 vs. KLD-Rocchio on TREC-9). More important, it is possible that low rank-order correlation coefficients correspond to high overlap coefficients.
The general lesson that one can learn from the above analysis is that the functions tested in our experiments behaved differently, either by suggesting distinct terms, or, when this was not the case, by ranking the same terms in a different order. The retrieval performance of expanded queries produced with different functions was thus found to differ considerably, consistent with other results that different representations of a query retrieve different sets of documents [Katzer et al. 1982; Saracevic and Kantor 1988; Belkin et al. 1993] .
It is useful to compare our results with those reported in Efthimiadis [1993] . This is one of the few studies that compare the performance of multiple term-ranking functions for query expansion by analyzing the composition of the lists of suggested terms and not the system's overall retrieval effectiveness. Efthimiadis found that several term-ranking functions produced much more similar performance results than those reported in this article. Nonetheless, his results may not be in contradiction to ours because the former were determined under very different and somewhat specific experimental conditions mimicking an interactive query refinement task. More specifically, the differences between alternative methods were evaluated either by using the percentage of relevant terms contained in each ranking without considering their position, or by averaging the ranks assigned by each method to five particular terms considered as the best terms for a given query. Although this experimental protocol may be suitable for interactive query refinement, because the ranked order is of lower importance and the user may be interested in only a few terms, it does not seem able to disclose more regular and subtle differences between term rankings which may affect the outcome of automatic query expansion techniques.
The fact that in our experiments the individual methods produced different results on individual queries while predicting, on average, equally good terms suggests trying combination strategies with the aim of retaining, for each query, the most informative terms. This issue is discussed below.
COMBINING MULTIPLE TERM-SCORING FUNCTIONS WITHIN ROCCHIO'S FORMULA
Combination Method
One simple way to combine multiple term rankings is to take a linear combination of their relevance scores. This technique has been widely used to merge multiple document rankings (e.g., Selberg and Etzioni [1995] , Lee [1997] , and Vogt and Cottrel [1998] ), mainly based on Saracevic and Kantor's [1988] early observation that the more runs a document is retrieved by the more likely it is that the document is relevant. However, taking a linear combination did not work well in our case because the relevance scores were not comparable across the tested methods. We also tried normalization of relevance scores prior to combination, by normalizing each score by the maximum score in the corresponding method, but the obtained retrieval performance was poor again, probably due to the different distribution of the scores produced by each method.
Besides numerical problems, it is possible that a linear combination was altogether an unsuitable model for the situation at hand. The analysis presented above suggests that each function tested in our experiment was producing unusually inaccurate (or accurate) estimates of relevance for at least some terms, relative to the other functions. This phenomenon, which can be seen as an instance of the dark horse effect [Vogt and Cottrel 1998 ], cannot be exploited by a linear combination mode because it would require taking into account the relative behaviors of the methods being combined. These observations motivated a different approach, inspired by combination of classifiers.
Recent research in machine learning and information retrieval has shown that ensembling multiple classifiers, whether produced by single or different learning algorithms, may be a viable technique for improving classification accuracy [Larkey and Croft 1996; Breiman 1996; Dietterich 1997] . Two keys to success are that the individual classifiers must disagree with each other and that their average accuracies must be comparable. In this case one can try to guess the right prediction by taking a majority vote, in the hope that the single classifiers make uncorrelated errors. A similar approach also has been used with good results to combine single words predicted for a given position by different continuous speech recognizers [Fiscus 1997; Schwenk and Gauvain 2000] .
Going back to the retrieval feedback setting, we have seen that the methods tested in our experiments obey the first two assumptions mentioned above; that is, they present comparable mean performance and produce different results on individual queries. At this point one can hypothesize that the individual termranking functions make uncorrelated errors in suggesting new terms; that is, when a term erroneously gets a high (low) rank in one method the same term gets a low (high) rank in the other methods, so that a majority procedure can correctly rank the term.
The next step is the specification of such a majority procedure to ensemble the results of the individual methods. The output of each term-scoring function is represented by a set of variables with numerical scores rather than with discrete values as in concept classification, so a simple majority vote cannot be used. As the individual functions presented quite large variations of the order in which terms were ranked, we decided to focus on the rank values, ignoring the relevance scores. Although relevance is more often exploited to combine multiple results than rank, the latter has been used in several combination studies (e.g., Kantor [1995] ) and it has produced better results in certain cases [Lee 1997; Cohen et al. 1999] .
Several rules for fusion of ranks can be used, such as taking their minimum, maximum, or sum [Fox and Shaw 1994; Kantor 1995; Lee 1997; Carpineto and Romano 1999] . Here we set the combined rank equal to the median of the three separate ranks, similar to Kantor [1995] . The main justification for our choice is as follows. If each method makes a limited number of errors, and if the three methods make uncorrelated errors, it is likely that there will be at most one wrong evaluation on each single decision. The median rule ensures that a given term is ranked correctly whenever that term is ranked correctly by at least two methods. As a result, the negative effects of wrong preferences assigned to single terms on retrieval performance should be reduced. We test this hypothesis experimentally.
Once the ranks have been merged, each term should be assigned a relevance score for use in Rocchio's formula through some mathematical function of its combined rank. An important requirement of such a function is that its value should decrease monotonically as the rank increases, because in this way we are sure that if one expansion term, for a given query, was correctly ranked ahead of another term, then the former will receive a greater weight in the expanded query. This is one of the main motivations for using a weighting function other than the document-based one within Rocchio's formula [Carpineto et al. 2001 ]. In our experiments, the relevance score of a term was tranformed from the combined rank of the term using the simple function:
although more elaborate functions are conceivable [Lee 1997 ]. The relevance scores obtained this way were then used in expression (2) to reweight the expanded query. 
Retrieval Performance of Combined Method
The combined expansion method was tested for performance using the same parameter setting as previous experiments with individual methods. The results are reported in Tables V and VI . We also show the percentage of improvement of the combined method over the retrieval performance of the unexpanded query and individual methods (see Tables I and II) . It should be noted that such relative improvements are consistent with those obtained in a similar experiment by Carpineto and Romano [1999] , for a different data set and combination method. The absolute retrieval results reported by Carpineto and Romano [1999] were, however, much lower than those reported here due to the use of a simplistic indexing function. Tables V and VI show that the combined method obtained better results than any individual method for all evaluation measures and across both collections, with most differences being statistically significant. The performance improvement was almost always more marked over CHI-1 and Rocchio than over KLD, consistent with the comparatively better results of KLD, although some significant gains were also achieved with respect to the retrieval performance of KLD.
Furthermore, the performance improvement due to method combination observed for TREC-9 was, in general, higher than that obtained for TREC-8. The gain was clearly larger for the unexpanded case and Rocchio, it was partially better for KLD, and partially worse for CHI-1, with an overall increase of the number of statistically significant differences.
Interestingly, for TREC-9, the combined method performance was even better than the performance that we would obtain by selecting the best individual method (see Section 3.3) for each query. Although somewhat surprising, this is perfectly consistent with the approach proposed here, because the ensembling strategy does not combine the performance results of individual methods but truly integrates their performance components. On the other hand, it is clear that this phenomenon was observed for TREC-9 and not for TREC-8 because the former database was characterized more by lower intermethod performance variations on single queries than the latter.
• C. Carpineto et al. KLD  1st  9  8  10  23  8  13  9  20  2nd  9  21  14  6  5  18  12  15  3rd  6  19  15  10  12  12  18  8  4th  26  2  11  11  25  7  11  7 It is also worth noting that the good performance results obtained by the combined method were achieved by using term rankings which, although largely uncorrelated, presented a relatively high overlap of terms. This can be seen as analogous to recent findings in document ranking combination that show that improvements are possible even if the individual methods retrieve similar sets of documents [Turtle and Croft 1991; Lee 1997] .
A second main finding of our experiments is that the combined method significantly improved over unexpanded query even when only the first retrieved documents were considered for evaluation, namely, for PREC-AT-5 and PREC-AT-10. This particular case is especially important for Web-based retrieval, because the number of documents indexed by most search engines has been increasing by many orders of magnitude while the user's ability and willingness to look at documents has remained very limited, usually confined to the top ten (or tens) retrieval results. The reportedly limited benefits of retrieval feedback for the system's precision may have been one of the causes that have so far hindered the utilization of this technique by Web retrieval systems. Our results indicate that retrieval feedback may be effective even at this task.
We should emphasize that in this experiment the function used to reweight the expanded query by the combined method was different from that used by each single method, that is, rank values versus relevance scores. In order to rule out the possibility that the differences in performance were due to this different experimental condition, we reran the experiments concerning individual methods using the inverse of term rank as the term-scoring function, similar to the combined method. The performance of individual methods was found to decrease slightly, compared to the results shown in Table I , and thus the improvement due to method combination in this case was similar to, and occasionally better than, that obtained using the relevance scores given by expressions (6) through (8).
Besides evaluating its retrieval performance, it is interesting to understand when it is convenient to use the combined method. We analyzed the ranked performance of each tested method, including unexpanded query, before and after the introduction of the combined method. In Table VII we consider the unexpanded method and the three expansion methods (i.e., Rocchio, CHI-1, and KLD), showing the number of times that each method was ranked first, second, third, or fourth. Table VIII is the analogous table for the case when all methods, including the combined one, are considered. The chosen performance measure was AV-PREC, as usual throughout this work.
By comparing Tables VII and VIII, the following observations can be made. When all three expansion methods were ranked ahead of the unexpanded 1st  8  7  6  12  17  8  5  7  7  23  2nd  9  12  10  14  5  4  13  10  20  3  3rd  1  17  13  10  9  4  19  9  13  5  4th  7  12  11  6  14  12  11  14  6  7  5th  25  2  10  8  5  22  2  10  4  12 method (26 times for TREC-8, 25 times for TREC-9), the combined method almost always fared better than the unexpanded method (25 and 22 times, resp.). Furthermore, we found that of these 25 (22) queries, the combined method achieved the best overall performance 13 (16) times. Thus the combined method worked very well when query expansion improved performance. When all three expansion methods were ranked behind the unexpanded method (9 times for TREC-8, 8 times for TREC-9), the combined method almost always remained behind the unexpanded method (8 times for both collections). Thus the combined method was not useful when query expansion caused harm.
The most interesting case is when there is at least one expansion method that improved and one that hurt performance (15 times for TREC-8, 17 times for TREC-9). These queries can be split into two groups, one containing the queries for which there was one method that improved and two methods that hurt (9 for TREC-8, 5 for TREC-9), and the other containing the queries for which there were two methods that improved and one that hurt (6 and 12, resp.). In the first case, the combined method was almost always (8 times for TREC-8, 4 times for TREC-9) unable to improve over unexpanded query.
8 By contrast, for the second group of queries, the combined method did always improve over the unexpanded method on TREC-8 and improved for 9 of the 12 cases on TREC-9. Thus these results seem to confirm our hypothesis that the combination is especially suitable when only one of the three methods hurts performance.
Effect of Method Parameters on Retrieval Performance
The parameter combination chosen for performing query expansion on the TREC-8 test collection was consistent with that used with good results by several groups experimenting with the same document set at recent TRECs. In contrast, the WT10g document set used for the Web track at TREC-9 was introduced more recently and the use of automatic query expansion in that environment is still exploratory.
Using the same parameters as TREC-8 on TREC-9, query expansion caused harm. A decrease in retrieval performance was observed for any expansion method, including the combined one, on each evaluation measure.
The different behavior of the two test collections was probably due to the very different quality of the set of pseudorelevant documents upon which query expansion was based. When passing from TREC-8 to TREC-9, the precision at 10 retrieved documents (i.e., those used for query expansion on TREC-8) dropped sharply, from 0.4920 to 0.3320. If we want, for TREC-9, a quality comparable to that used for TREC-8, we should consider only the very first retrieved documents (e.g., PREC-AT-2 = 0.5400, PREC-AT-3 = 0.4667). Choosing a smaller number of pseudorelevant documents may also be useful to reduce the chance of selecting terms from mostly nonrelevant documents due to the higher presence of topics with very few relevant documents; for example, there are 10 TREC-9 topics with fewer than 10 relevant documents, as opposed to only 2 in TREC-8 [Ogawa et al. 2001] . Our choice, for TREC-9, was to use three pseudorelevant documents.
To account for the lower quality of the terms used for expansion, the values of α and β also should be adjusted. Based on the observation that the original query should become more important as the quality of the expansion terms and their weights diminishes , we increased the ratio between α and β in expression (2) to 5 (i.e., α = 1; β = 0.2). In this way, it should be easier for the expanded query to keep the focus on the original topic, even in the presence of bad term suggestions.
To compensate for their lower quality, one might also reduce the number of terms used for expanding TREC-9 queries; however, we decided not to do so, mainly because this would have compressed the diversity of the term rankings used for method combination, thus narrowing down the scope for experimenting with the approach presented in the article. The number of expansion terms was the same as with . In fact, it turned out that this choice did not hurt the retrieval effectiveness of query expansion (see discussion below).
In order to gain some insights into the robustness of the proposed combination method, we evaluated how changes in the parameter combination used for each collection would affect retrieval performance. We considered all three main parameters, namely, the number of pseudorelevant documents, the ratio between α and β, and the number of expansion terms.
For each parameter and each collection, we let the parameter vary around the value used for performing the main experiments on that collection, while keeping the other two parameters constant. For each resulting parameter combination, we measured the retrieval performance of the combined method as well as of any individual expansion method. The results are shown in Tables IX through XI, with the highest performance values obtained for each parameter and each collection shown in bold.
In all, we tested 26 distinct parameter combinations. The first result is that the expansion methods always performed better than the unexpanded method (we recall that the baseline average precision was 0.2718 for TREC-8 and 0.2110 for TREC-9). The second, perhaps more important, result is that for 24 instances the combined method achieved better performance than any individual method; the only two exceptions were observed on TREC-9, for [# docs = 4, # terms = 40, β = 0.2] and [# docs = 5, # terms = 40, β = 0.2], where CHI-1 was occasionally better. Thus, the combination method showed itself to be quite robust with respect to parameter variation in the chosen ranges. It is also interesting to examine how the retrieval effectiveness of query expansion varied as a function of individual parameters. We consider each of them, in turn.
As shown in Table IX , the retrieval effectiveness was, in general, moderately affected by the size of the set of pseudorelevant documents. The performance varied at most by 7.42% for individual methods (i.e., for KLD, when passing from 5 to 2 documents on TREC-9) and by 9.88% for combined method (i.e., when passing from 5 to 3 documents on TREC-9).
For TREC-8, following suggestions made by Carpineto et al. [2001] , the range of values chosen for test probably represented a good compromise between the maximization of the percentage of relevant documents and the presence of enough relevant documents. If we used fewer or, symmetrically, more documents, a decrease in performance would be observed for some or all basic expansion methods, and thus also for the combined method. For TREC-9, the variations were higher, especially as the number of documents grew. A further increase in the number of documents would cause degradation in retrieval performance. Table X shows that the retrieval performance was moderately affected also by the ratio between α and β, with a maximum difference of 8.74% for individual methods (i.e., for KLD, when passing from β = 0.1 to β = 0.5 on TREC-9) and 6.36% for the combined method (i.e., when passing from β = 0.1 to β = 0.3 on TREC-9). Thus the performance remained relatively stable as the parameter values varied in the chosen ranges; if we chose greater or smaller values, the retrieval effectiveness would decrease.
Finally, the results reported in Table XI suggest that the retrieval performance was weakly affected by variations in the number of terms used for query expansion. The performance varied at most by 3.93% for individual methods and by 3.05% for the combined method, with the best result on TREC-9 obtained for just 40 expansion terms. The performance would remain substantially stable even for higher values of the number of expansion terms, whereas it would decrease for smaller values. This result confirms and extends to the WT10g collection earlier findings about the limited importance of this parameter for retrieval effectiveness [Salton and Buckley 1990; Carpineto et al. 2001] .
As already stated, the overall utility of the combined method depends on the availability of a set of individual methods exhibiting comparably good retrieval performance. On the whole, our experiments show that although parameter setting remains a critical step for successful query expansion, there was at least a large range of values for each parameter where this requirement was fulfilled and the combined method consistently improved over the individual methods.
Tables IX through XI also reveal clues as to how to optimize performance. The parameter combination used for each collection in our main experiments was not the best possible choice. There were five parameter combinations, namely [# docs = 8, # terms = 40, β = 2], [# docs = 10, # terms = 30, β = 2], [# docs = 10, # terms = 40, β = 1], and [# docs = 10, # terms = 40, β = 0.5] for TREC-8, and [# docs = 3, # terms = 10, β = 0.3] for TREC-9, which produced better retrieval effectiveness.
EFFECT OF QUERY LENGTH ON RETRIEVAL FEEDBACK PERFORMANCE
The queries used in our previous experiments were rather long. As short queries may better simulate a real searching scenario, it is useful to evaluate the performance of the proposed method when the queries contain fewer terms.
In general, there are good reasons to believe that short queries could improve as likely as hurt retrieval feedback. Word mismatch may be a more serious problem when the same information need is expressed using a smaller number of terms, and thus query expansion should be potentially more useful for a shorter query. On the other hand, it is conceivable that a shorter query would yield poorer text from which to mine retrieval feedback terms, thus reducing the benefits of query expansion. Experimental studies have not shown conclusive results, although they have usually reported greater advantages for short queries [Voorhees 1994; Hawking et al. 1998; Xu and Croft 2000] .
To mimic the short query scenario, we used only the title field of TREC-8 and TREC-9 topics. After indexing, TREC-8 topics were described with an average of 2.32 distinct terms (vs. 12.25 for the long query set), with a minimum of 1 and a maximum of 3 terms; TREC-9 topics contained, on average, 2.46 terms (vs. 17.76 for long queries), with a minimum of 1 and a maximum of 6 terms. We reran the experiments using the short query set and keeping the other experimental conditions constant. The performance of the unexpanded method and of each expanded method, including the combined one, is shown in Tables XII and XIII for TREC-8 and TREC-9, respectively.
The results of Tables XII and XIII show that each expansion method, including the combined one, considerably improved performance over the baseline, with the exception of CHI-1 for the first retrieved documents on TREC-8. In this respect, the results were similar to those obtained for the long query sets (see Tables I and II for the basic expansion methods and Tables V and VI for the combined method).
A comparison of the figures reported in those tables shows that, as expected, the absolute results for long queries were better than those for short queries for all methods and evaluation measures. In contrast, query expansion improved retrieval performance to a greater or lesser extent for short queries than it did for long queries depending on the test collection being tested.
For TREC-8, the performance improvement was larger in 9 instances and smaller for 3 instances, the number of differences being statistically significant increased (9 vs. 6), and the percentage improvements grew markedly for several methods and performance measures. In six cases, the improvement was higher than 10%, with a peak of 28.58% for KLD on AV-PREC, whereas the maximum improvement for long queries was 12.32%. The situation for TREC-9 was very different. The performance improvement was larger in 3 instances and smaller in 9 instances, while the number of differences being statistically significant decreased from 9 to 4.
Considering both the long and short query experiments, the best results were obtained for TREC-8 short queries and TREC-9 long queries, with nine statistically significant improvements over the baseline performance measures, followed by TREC-8 long queries, with six statistically significant differences, and TREC-9 short queries, with four statistically significant differences. It is possible that these results were influenced by the different quality of baseline retrieval, following Hawking et al.'s [1998] conjecture that queries producing very good baseline results may be closer to optimal, thus restricting the scope of potential gains from retrieval feedback. In fact, our results suggest that retrieval feedback is most useful when the information need is expressed by a query producing baseline retrieval of intermediate quality (i.e., TREC-8 short and TREC-9 long queries), whereas its benefits become smaller not only for queries with low quality baseline retrieval (i.e., TREC-9 short queries), as expected, but also for queries with very high quality baseline retrieval (i.e., TREC-8 long queries). Analogous results in support of this hypothesis were found by Carpineto et al. [2001] for the case when the queries refer to different information needs.
Tables XII and XIII also show that the performance of the combined method on the short query set was very good, even if the individual methods being combined presented less comparable mean retrieval performance than the long query experiments. The combined method obtained better results than any individual method for all evaluation measures, with more marked performance improvements over CHI-1 and Rocchio. A more detailed analysis revealed that, on the short query set, the combined method improved in a statistically significant manner over CHI-1 five times (i.e., for all evaluation measures on TREC-8, for TREC-9 AV-PREC, and for TREC-9 PREC-AT-10), it improved over Rocchio two times (i.e., for TREC-8 AV-PREC and TREC-9 AV-PREC), and over KLD just once (i.e., for TREC-8 PREC-AT-10).
The performance improvement due to method combination obtained for short queries was also comparable with that obtained for long queries. For TREC-8, the combined method worked, in general, comparatively better on the short query set, and its benefits were greater for long queries on TREC-9.
In addition to evaluating the mean retrieval performance, we reran for the short query set the experiments concerning the performance on individual queries. The main difference between the results obtained for short queries and those reported for long queries concerned the intermethod variations, which were more ample (0.095 vs. 0.087 for TREC-8 and 0.0451 vs. 0.029 for TREC-9). Interestingly, if we were able to select the best method for each query, we would get for the TREC-8 short query set a mean absolute AV-PREC value of 0.3099, with an amazing performance gain of 37.97% over unexpanded query, and for the TREC-9 short query set a value of 0.2055 (+26.07% over baseline).
The observed increase in intermethod performance variation did not, however, correspond to a similar increase in the difference between term rankings, because the overlap and the correlation between the ordered lists of terms suggested by each method to expand the short queries were similar to those found for long queries. This behavior may be due to the fact that although the documents used to expand short queries and those used to expand long queries were often the same, thus producing the same term rankings, the contribution of query expansion to the final query was greater for short queries, thus increasing the differences in retrieval performance.
CONCLUSIONS AND FUTURE WORK
In this article we have presented an evaluation of the performance of three different functions for scoring expansion terms within Rocchio's reweighting scheme, followed by a proposal for combining their results. From our experimental evaluation, the following main conclusions can be drawn.
Retrieval feedback methods employing distinct term-scoring functions produce different expanded representations of each query, with large variations on retrieval performance, even when the same methods present a comparable retrieval performance over the whole set of queries.
The combined method is more effective than baseline retrieval and any individual retrieval feedback method, especially when only the first documents retrieved by the system are considered for evaluation, with a marked performance improvement over CHI-1 and Rocchio and a smaller one over KLD.
This research can be extended in several ways. As the results relating to the effectiveness of the combined method were obtained for particular experimental conditions, one direction for future work is to perform a more robust evaluation of retrieval performance. Although there is some reason to believe that such results should hold, or might even improve, across different experimental settings, for we used very simple and untuned functions and two large document collections, this cannot be taken for granted. It would be useful to conduct further experiments to evaluate how the performance results change when controlling a wider range of factors that might affect the system's overall performance, including the primary weighting scheme, the expansion methods being combined, and the technique used to combine them.
The use of more powerful ensembling strategies is a second topic for future research. As combination methods work best when the results being combined are generated independently [Saracevic and Kantor 1988; Turtle and Croft 1991; Hull et al. 1996; Dietterich 1997] , it is conceivable that the improvements over individual methods could be higher if we weakened some experimental factors that are likely to increase the correlation between the term-relevance estimates of the different functions, for instance, by varying the number of documents used for query expansion or their representations. Furthermore, the merging of multiple term rankings could be performed by using more sophisticated techniques, such as minimizing the number of disagreements in the preference graphs associated with the rankings [Cohen et al. 1999] , or learning optimal combination strategies from user feedback [Bartell et al. 1994] . Finally, it might be interesting to evaluate the effect of combining the results of more than three basic expansion methods, which may require the use of a more effective function than median to merge the rank values produced by the single methods.
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