Abstract -This paper considers the Fedorenko Finite Superelement Method (FSEM) and some of its applications. The general idea, the main theoretical background, and the results of the numerical investigation of the method are presented using the model problem for the Laplace equation. Generalization to some other problems using the general approach suggested by the authors is also considered.
Introduction
There is a wide range of solutions of problems with sharp inhomogeneities that manifest themselves in small subdomains compared to the entire domain. When such problems are solved by finite difference or finite element methods, a specially designed mesh is required to deal with singularities. Either a mesh adapted to the solution (i.e., mesh condensing in the neighborhood of singularities) or a very fine mesh with a small characteristic size h and a large number of nodes has to be used. The first variant requires specially designed algorithms, while the second one is resource-hungry. However, singularities are often local, i.e., concentrated in small subdomains. This is confirmed by the characteristic form of the Green function and the typical solutions of many problems of mathematical physics [24] . This is also supported by such physical phenomena as the Saint-Venan principle in elasticity theory [18] and others. The concentration of inhomogeneities in small subdomains makes it possible to use a mesh with a characteristic size H h with nodes and edges passing through relatively smooth parts of the solution. This mesh doesn't allow to resolve the singularities with the use of conventional numerical methods since the number of nodes is small enough.
The finite superelement method (FSEM) was proposed by Strakhovskaya and Fedorenko [9, 23] for solving such a type of problems using a mesh of size H. The method was proposed about 25 years ago and has been used for solving complicated problems of diffusion theory, nuclear reactors, kinetics etc.
Though this method has been used for such a long time, its theoretical investigation shows that it can be further improved. A substantiation of one variant of the finite superelement method was given in [20, 21] .
The conventional finite element method (FEM) is based on the representation of the solution to a problem as an expansion in terms of a set of basis functions with a finite support. It is assumed that the measure of supports (mesh size h) is small and converged to zero. In the FEM, all basis functions have a simple structure (they are usually polynomials). The FSEM is also based on the representation of the solution as an expansion in terms of a set of some "basis" functions with a finite support. However, the measure of supports (mesh size H) is not assumed to converge to zero; moreover, it is so large that it definitely cannot resolve the singularities (if the conventional FEM is used). Another difference is in the structure of these basis functions. The FSEM "basis" functions are specially fitted to the problem, so that they incorporate significant information about the solution to the problem. It is the special problem-oriented choice of the "basis" functions that makes it possible to obtain a good numerical solution using a very coarse decomposition of the initial computational domain.
Note that the term "superelement" is used in the theory of the finite element method without any connection to the Fedorenko FSEM. Usually, this term is used to define a group of finite elements that are considered simultaneously. This approach can be used to reduce the order of the system of equations for determining the FE node values, which is achieved by eliminating the unknowns corresponding to some of the nodes (see, e.g., [19] ). In this case, when approximations of the problem are constructed, a superelement can be considered as an object on its own. The approach considered above is sometimes called the domain decomposition method for finite-dimensional problems.
There are modifications of this method, in which the systems of basis functions for the nodes located at the boundaries of the superelements are chosen in a special way, which differs from the method used to choose the basis functions for the interior nodes of the superelements. For example, in [1] the basis functions corresponding to the boundary nodes of the superelements are chosen as solutions of some auxiliary problems. This makes it possible to efficiently solve the resulting system of linear algebraic equations by iterative methods. In contrast to the Fedorenko FSEM, both approaches described use a global grid on the entire computational domain. It is designed so that the subgrids on adjacent superelements have a common set of nodes at their common boundary.
We also would like to mention the composition method proposed in [15, 16] . The method uses special weak problem statements. They include the weak continuity condition for the normal derivatives of the problem solution at the boundaries of the superelements. A similar approach is used in the present paper. In the composition method, the resulting equations are solved iteratively.
For completeness, we note that other numerical methods based on the representation in terms of basis functions has been developed recently. In turn, the basis functions are found as solutions of some special auxiliary problems for the initial operator (see the residual-free bubbles methods in [5, 6, 10] ). A close relation of these methods to the FSEM is evident.
We also note the least square method at the boundary and the classical Trefftz method (originally in [25] ). In these methods, the solution is sought in the form of a linear combination of the functions each of which is an exact solution of the original problem. The unknown expansion coefficients are determined in such a way that the boundary conditions at the computational domain boundary are satisfied in a certain optimal sense. In contrast to the FSEM, the computational domain is not decomposed into smaller subdomains; both the solution and the basis functions are defined on the entire computational domain. The functions involved in the linear combination are usually specified explicitly as some algebraic or trigonometric polynomials.
It should be noted, that the "non-classical" Trefftz method presumes domain decomposition. One can mention the so-called hybrid element methods, which are closely related to this approach. Some comparison of these techniques to the FSEM is made in [11] .
In general, the FSEM is closely related to the domain decomposition method. The latter can be considered as some iterational method for solving the operator equation for determinig the traces of the initial boundary value problem solution at the boundaries of some subdomains. The FSEM, in contrast, can be considered as a projection or meshprojection method for solving the same equation for traces. Details are considered in futher sections.
General theory

Why does not the conventional approach work?
In this section, the general theoretical approach used is described. It allows us to construct and analyze the FSEM approximations for a sufficiently wide class of problems. Additionally combined FEM/FSEM approximations are considered as well. The conclusions of the section refer to the previous investigations [12] [13] [14] .
Let us now give some reasons due why the conventional finite element techniques cannot be directly applied to the analysis of the FSEM method.
Both methods are algorythmically similar. In both cases, the numerical solution is represented as a linear expansion of a set of some basis functions. The finite dimensional problem (system of linear algebraic equations for finite-element/superelement node values) is obtained from the condition of residual orthogonality to some finite dimensional subspace.
The difference is that in the case of the FEM the basis functions are defined under some conditions a priori, while in the case of the FSEM they are computed as exact solutions of some subsidiary problems for the equation under consideration.
In spite of similarity, these two approaches widely differ from the theoretical point of view. Let us now consider these differences in detail.
Suppose u is the solution of the following problem:
where W is some Hilbert space, a(·, ·) is some bilinear form defined on the direct product W ×W ; f is a linear continuous form on W . Note that weak (variational) problem statements of a large class of applied problems are of the form (2.1). An approximate solution of (2.1) is found as an element of the finite dimensional subspace W h ⊂ W . The space W h can be defined as a linear span of the system of some basis functions.
The approximate solution u h is defined as the solution of the following finite dimensional problem:
In the finite element method, the subspace W h should be chosen so that its elements approximate an arbitrary element from W . In other words, the following estimate should be hold:
where ε(w, h) → 0 when h → 0 [7, 8] . Here h is some approximation parameter, i.e., mesh step size, etc. Due to the Sea lemma [7] , the approximate solution error in this case can be estimated as
where u h is an approximate solution. Thus, the estimation of the approximate solution error reduces to the estimation of the interpolation error of space W elements by elements of its subspace W h . The main property of the basis functions follows from the fact that they have to have approximation properties in the sense of estimate (2.2) .
This requirement will not be satisfied in the case of FSEM approximations. Indeed, FSEM basis functions are not defined directly, but are computed as exact solutions of the original equation. They will not have any approximation properties in the general case, i.e., the term ε(w, h) will not go to zero for an arbitrary w ∈ W , and the approach described above does not work in this particular case.
These difficulties can be avoided in a natural way.
2.2.
The one that works. Namely, it is clear that with the use of FSEM approximations we define not the "basis" functions themselves (they are computed as mentioned above), but only their traces at superelement boundaries, i.e., some boundary basis functions.
In the works of Strakhovskaya and Fedorenko [9, 23], either the piecewise-linear or the piecewise-square interpolation technique was used for square-shaped superelements to construct the boundary basis functions.
These boundary basis functions have approximation properties in some appropriate functional space defined at superelement boundaries. Writing the problem under consideration for these boundary functions and avoiding consideration of superelements "entrails", it is possible to apply the above general theory with the use of the Sea lemma, as well as other techniques of the theory of variational equations and projection methods. In this case, the numerical solution error estimate is defined by interpolation errors of an arbitrary function defined at the superelement boundary by the functions from some appropriate finitedimensional functional space defined at the superelement boundaries as well. This paper presents the realization of this approach for a number of problems.
The main point of the approach presented is the reduction of the original problem to the corresponding problem for solution traces at superelement boundaries by means of Poinkaré -Steklov (P.-S.) boundary operators.
In this case, the computational domain is decomposed into a number of non-intersecting subdomains-superelements (SE).
Hereinafter the variational equation for the original problem for traces at the SE boundaries is constructed with the use of the P.-S. operators and the Green formula.
The use of the P.-S. operators makes it possible to avoid consideration of the SE "entrails". The conventional projection and mesh-projection methods can be used to construct finitedimensional approximations of the variational equation for traces [3, 4, 7, 8, 16] . It allows us to consider different variants of the FSEM corresponding to different variants of the meshprojection or projection methods (Bubnov -or Petrov -Galerkin approximations, etc.) in a formal and uniform way, as well as to obtain an error estimate in some cases. In such a way the FSEM method can be "embedded" into the well-known and well-developed theory.
As mentioned above, the P.-S. operators are used to reduce the original problem to the problem for traces. Originally these operators were introduced by Agoshkov and Lebedev [2, 3, 15, 16] as a theoretical facility for investigating the domain decomposition (DD) methods. And the DD methods thereby can be considered as iterative methods for solving an appropriate problem for traces. It makes it possible to use the theory of iterative methods for solving "abstract" operator equations for investigation of the DD methods. According to the above approach, the FSEM method can be considered as a projection method for the same equations.
Along with FSEM approximations, combined FEM/FSEM approximations can also be constructed. In this case, FEM and FSEM approximations are used in different subdomains of the computational domain, i.e., some subdomains are considered as SEs with appropriate boundary basis functions, and others -as FEs with conventional FE basis functions. Reduction of the original problem to the problem for traces is performed only in some subdomains that do not cover the entire computational domain. In the remaining part of the computational domain conventional FE approximations are used.
The procedure of error estimates construction follows the general idea and is based on the Sea lemma. More details on combined FEM/FSEM approximations can be found in [12, 13] . Now let us give the differences between the FEM and the FSEM approach.
To construct FSEM approximations, one has to rewrite the problem under consideration as the problem for solution traces at the SE boundaries. In so doing, the SE mesh is not supposed to be a difference mesh in the conventional sense. This is just a decomposition of the domain into a number of smaller subdomains, which is performed at the stage of differential problem statement, i.e., before any approximation of the problem is carried out. Then some boundary mesh is defined at the SE boundaries together with appropriate boundary basis functions defined on it. These boundary basis functions are supposed to have approximation properties in the corresponding trace spaces. The boundary mesh size h is an approximation parameter, i.e., the approximate solution converges to the exact one when h goes to zero. The superelement mesh size H has no dependence on h. It has not to be varied when h → 0.
The approach described above provides a uniform background for construction and investigation of the finite superelement approximations for a sufficiently large class of problems.
It can be formally generalized on a wide class of second-order elliptical problems with divergence operators. An essential point here is the availability of the Green formula (some relation that relates the integration over the domain to the integration over its boundary) for a particular differential operator and the corresponding Poincaré -Steklov operator acting as a "black box" and describing the response of the problem solution to the effect of application of a particular boundary condition.
Note that the existence of the Green formula for symmetrical positively defined operators in Hilbert spaces follows directly from the "abstract" Green formula [4] and the theory of Poincaré -Steklov operators. This theory is used to substantiate domain decomposition methods.
Below we present general scheme of constructon of FSEM approximations. The general scheme of construction of the variational equation for traces is as follows.
Green formula.
Let Ω be some bounded domain with boundary Γ = ∂Ω and let A be some linear operator defined in Ω, for which the following Green formula holds:
where a Ω (·, ·) is some bilinear form corresponding to operator A and (·, ·) Ω and ·, · Γ are dot products in L 2 (Ω) and L 2 (Γ), γ is the trace operator defined at ∂Ω, γu = u| Γ , and δ is some "normal derivative" operator. The particular form of the operators δ, γ and the bilinear form a Ω (·, ·) depend on the form of the operator A. For example, for the simplest case of the Laplace operator we have
where (and below) n is an outward unit normal to Γ. For the more complex operator that arises in convection dominated problems
where c 1 , c 2 are sufficiently smooth vector fields, we have
For the linear elasticity problem, we have
where
and u = (u 1 , u 2 , u 3 ) is a three-dimensional displacement vector field.
2.4.
Model problem statement. Now we are to consider the model problem for which the general scheme of the FSEM approximation will be proposed
by an arbitrary function v that vanishes at Γ γ one can obtain the following weak statement of the problem (2.8): find u ∈ V such that
where V 0 is a subspace from V consisting of functions that vanish at Γ γ .
Poincaré -Steklov operators.
Consider the following problem:
We can define the Green operator u = Gϕ, which maps ϕ defined at the domain boundary to the solution u of (2.11) with ϕ as the boundary condition, and the Poincaré -Steklov (P.-S.) operator P as P ϕ = δu = δGϕ, where u is a (weak) solution of (2.11), and δ is a "normal derivative" operator from the Green formula (2.3). It is easy to see that the P.-S. operator maps the Dirichlet boundary conditions (BCs) to the equivalent Neumann ones. The following relations hold:
Weak statement for traces.
Consider the decomposition of the domain Ω into a number of subdomains-superelements Ω k with boundaries Γ k : Ω = ∪Ω k .
In the sequel P k , G k , γ k ,. . . are operators P , G, γ,. . . for the subdomain Ω k .
For an arbitrary function v ∈ V defined in Ω we denote by v k = v| Ω k its restriction on Ω k . Consider now an arbitrary sufficiently smooth function w ∈ V defined in Ω. Let ϕ k = γ k w k be a trace of this function on Γ k . Consider also the functionũ which is defined in every
where u f,k is a solution of the following problem:
Suppose thatũ is sufficiently smooth, i.e.,ũ ∈ V . The functionũ is continued across the SE boundaries due to the definition of the function ϕ and appropriate boundary conditions of the functions u f,k .
Note thatũ is an exact solution of the equation under consideration in every SE Ω k separately, but it does not satisfy the entire original problem (2.8) in the domain Ω. To be the solution of the original problem in Ω, it has to fit some additional conditions across the SE boundaries.
These conditions can be derived as follows. The functionũ will be the solution of the problem if it satisfies equation (2.9) (i.e., the conventional weak equation for u). Substituting u in (2.9) and recalling
So, we have come to the following additional conditions forũ at the SE boundaries:
Note that the last relation involves only the boundary values of the function, and it is possible to rewrite it in the following way: find ϕ ∈ V Γ such that
holds. Here
An arbitrary element ϕ ∈ V Γ is a set of functions ϕ k defined at the boundary Γ k of SE Ω k . If V Γ,k is a space of functions defined at the boundary of particular SE Ω k by restriction of the functions from
As to the construction, an arbitrary set of functions {ϕ k } ∈ V Γ is consistent at the SE boundaries, i.e.,
Equation (2.13) introduces a weak form of the condition under which the piecewise "solution" became the solution in the entire domain Ω.
Problem (2.13), (2.14) can be rewritten as 16) where b(·, ·) and F (·) have the form
and are welldefined for an arbitrary ϕ, ψ ∈ V Γ . So, the original problem (2.9), (2.10) for solution u defined in Ω is formally reduced to the problem for solution traces at the SE boundaries.
The finite superelement method can be considered as the Bubnov -Galerkin or the Petrov -Galerkin approximation of the variational equation for traces (2.15), (2.16) . In this case, its finite dimensional approximations have the form
where The computational procedure has the following stages.
For every boundary basis function ϕ (i)
h compute and store the following functions:
To compute u
h , one should solve in each Ω k the boundary problem with the boundary condition defined by the function ϕ
h . The subsidiary functions u f,k are computed in the same way by the approximate solution of the problem (2.12).
2. After solving problem (2.17), (2.18), we get an approximate solution ϕ h of problem (2.15), (2.16) . Then the approximate solution of the boundary value problem (2.9), (2.10) is given by
Further we consider in detail some particular problems. In all cases, the variational equation for traces and the corresponding bilinear form b(·, ·) are of the form presented above in spite of the particular form of the operators A, δ, γ and the bilinear form a(·, ·).
FSEM for the Laplace equation
The general approach to this and other problems has been considered above, so we focus on different aspects of the particular problems under consideration.
Most of the theoretical results have been obtained for this problem, so we present it here. It illustrates how the general theory of variational equations can be used for analysis of the FSEM method.
We shall use conventional notations for functional spaces of smooth functions and functions with distributional derivatives [4, 7] .
Green formula.
And the "normal derivative" operator δ,
is just a conventional normal derivative operator when the function u ∈ W 
Problem statement.
We consider the following problem to be solved for u ∈ W 1 2 (Ω, −Δ) in Ω:
Here we suppose that Ω ⊂ R 2 is a multiply-connected domain, which can be generated from the connected domain Ω 0 ⊂ R 2 by elimination of some disjoint disks S i ("wells"),
As before, we denote by Γ its full disconnected boundary. The classical weak formulation of (3.1), (3.2) is given by (
3)
Problems (3.1), (3.2) and (3.3), (3.4) are equivalent ( [4] , chapter 6). We consider only the Dirichlet BCs here, i.e., Γ δ = ∅ and Γ = Γ γ .
Poincaré -Steklov operators.
The Green operator G in the case under consideration is defined in a conventional way and acts in the following spaces:
It is wellknown that G is a linear continuous operator, i.e., ∀c 1 , c 2 ∈ R:
where C > 0 is independent of ϕ. The Poincaré -Steklov operator acts in P :
(Γ). It follows from the Green formula that
i.e., the P.-S. operator is symmetrical.
Equation for traces and stuff. Suppose that the domain Ω is decomposed into
. . , K, and every Ω k contains at most one "well" S i . We say that Ω k are superelements. Since all subdomains are usually polygons, they have an outer normal almost everywhere.
Define the following space:
i.e., X 0 introduces the space of traces of functions from
(Ω) at the SE boundaries. The following result can be proved (see [12, 13] ): Lemma 3.
The form b(·, ·) is a continuous symmetric positively defined bilinear form in
The consequence of the quoted Lemma is that the problem for traces (2.15), (2.16) has a unique solution. It results in traces of the solution to problem (3.1), (3.2) [12, 13] . The general theory of the FSEM (see section 2) and the statements given here lead us to the required equation for traces:
Here, the units combined into the expression (see problem (2.15)) are of the form: Our numerical investigation requires concrete boundary values (3.2). We choose them in such a way that the exact solution u of the given problem is known
There is only one "well" in Ω. Here (x 0 , y 0 ) denotes the center of this "well", and R > 0 is a small constant coinciding with its radius. For the sake of uniqueness we set their values as follows: R = 0.02 and x 0 = y 0 = 0.75. The total problem for the Laplace equation (statements (3.1), (3.2) and (3.7)) is referred to as "model problem".
is decomposed by lines x = const, y = const, parallel to the axes Ox, Oy, into a number of square-shaped superelements Ω k
Every superelement Ω k is a square with an edge length H = L/ (4N + 2) . The total number of superelements is K = 4(2N + 1)
2 . Here N possesses one of the values in the range N = 0, 1, 2, . . . The "well" is situated inside of one superelement (see Fig. 3.1) .
F i g. 3.1. SEs and domain decomposition
Now we are to consider a separate superelement Ω k . The approach for the others is similar. We put a number of accountable points on its exteriror boundary Γ e k , Γ k = Γ e k ∪ Γ w k , where Γ w k stands for the "well" boundary and Γ k = ∂Ω k . These points, along with superelement apexes, form a set of superelement nodes P i (see Fig. 3.2) .
F i g. 3.2. SE with boundary nodes
In order to define a set of boundary basis functions ϕ i (x, y), where (x, y) ∈ Γ k , we set
at the SE nodes and "well" boundary. Then we interpolate these values from P i to the boundary Γ e k . The following interpolation techniques at the edge of superelement are tested: a) polynomial on equidistant nodes; b) piecewise-linear; c) spline; d) trigonometric; e) polynomial on nodes coinciding with the extreme points of the Chebyshev polynomial [22] . In addition we indicate that if a particular SE contains no "well", then Γ w k = ∅ and ϕ 0 ≡ 0. The problems solved below are the following ones: 1) investigation of the dependence of numerical solution accuracy on the interpolation technique type a) -e) where the domain decomposition (into superelements) is fixed; 2) determination of the dependence of numerical solution accuracy on the number of superelements with a regular domain decomposition and a fixed specific interpolation technique; 3) comparison of the efficiency and accuracy of the FSEM and the conventional FEM.
The absolute and relative computational errors are Δ = u − u h , δ = u − u h / u , where u is the exact solution (3.7) and u h is the approximate FSEM solution. They are measured in the following norms:
The space relevant to norm · 5 : L 2 (∪ k Γ k ), will sometimes be denoted as H (∪ k Γ k ) [12, 13] .
Dependence of error on the interpolation technique.
The first problem is the determination of the dependence of the solution error on the interpolation technique for the model problem.
First of all, it should be noted, that FSEM "basis" functions are computed approximately in every particular SE. The conventional FEM technique with piecewise-linear basis functions on triangles is used to perform this task. Figure 3 .3 shows some results of computations of these problems inside a superelement with a "well". 
where n is the number of nodes of a superelement, and the computed k values are presented in Table 3 .1. Table 3 .2 shows the minimal relative error values for different interpolators at the SE boundary and fixed domain decomposition when K = 4. The conclusion is that the numerical solution error approaches its minimum irrespective of the interpolation technique. Its value confirms the efficiency of the method. 
T a b l e 3.2. Minimum relative error norms obtained for a fixed decomposition We would like to draw the attention to the numerical errors obtained from the piecewiselinear interpolation. Increasing the number of SE nodes decreases the error and results in an "unavoidable" error value (see Fig. 3.4) . Here the presence of the "unavoidable" error is due to the influence of the "basis" functions approximate computation and is not a property of the FSEM. One more remark. Let us note the dependence of the error on quality of calculation of the boundary basis functions ϕ i . In practice, boundary basis functions ϕ i are computed at some finite-element nodes at the superelement boundary. The lack of coincidence between P i and finite-element nodes at this boundary decreases the "unavoidable" error of the numerical solution (see Table 3 .3 for K = 4). 
We would like to underline another aspect of FSEM approximation. A notable advantage of the spline interpolation techniques is evident (see Fig. 3.4) . But a small coefficient of linear regression (compared to other interpolators) is not usual for them (see Table 3 .1 for K = 4). It is caused by the initial closeness of the error obtained (even on a few SE nodes) to the "unavoidable" error.
Dependence of the error on the number of superelements.
Our next step is the determination of the dependence of the numerical solution accuracy on the total number of superelement in Ω for the model problem. Some specific interpolation technique at the superelements boundaries is to be fixed, and the number of superelements K throughout the domain is to be varied. The evaluation of the method efficiency is again measured in norms · 1−6 . Graphs of the numerical solution error against the number √ K are constructed. The dependences of the absolute error on the √ K value for the 1st and 2nd order polynomial interpolation techniques are presented (see Fig. 3.6 ). The upper graph presents the FSEM error obtained with the linear interpolation, and the lower graph concenrs the case of the FSEM quadratic interpolation technique.
It should be noted that these results agree qualitatively with theoretical investigations [12, 13] . With increasing number of superelements, as the boundary approaches the "well", the solution gradient at this boundary increases. This may lead to an unsatisfactory approximation of the solution trace at the superelement boundary. Table 3 .4 presents the minimum of numerical solution relative errors from all domain decompositions and interpolators considered here for the model problem. The following problem compares the error obtained with the help of the FSEM to the exactness of conventional methods. Table 3 .5. 
FSEM for linear elasticity problems
The application of the FSEM to elasticity theory problems has already been discussed in works [11, 14] . Some additional information can be found there, since the theoretical background is the same. The new results in the field are presented in the present section.
Green formula.
The Green formula for the linear elasticity operator has the form (2.3) with A, a Ω (·, ·), γ and δ specified by (2.5) . The Green formula is valid for an arbitrary sufficiently smooth displacement field u, the linear dependence (u) of the form (2.7), and arbitrary dependence σ( ).
Problem statement.
We use the following model for linear elastic media:
or, in an operator form div σ + f = 0, where σ = σ ij is the elastic stress tensor, = ij is the strain tensor, f is some forcing, λ = λ(x i ), and μ = μ(x i ) are the Lame coefficients, and I = δ ij is the identity tensor.
At the boundary Γ = ∂Ω the following BCs are defined:
where u g is the boundary displacement field defined at Γ g (kinematic BCs), f g is the boundary forcing defined at Γ g (dynamic BCs), σn = σ ij n j , n is the outward normal to Γ. Let V be a space of sufficiently smooth vector fields in Ω, and V 0,g consists of such elements in V which vanish at Γ g .
Given the Green formula, the following weak statement can be obtained: find the displacement field u ∈ V , such that
The notations used here and below are defined in the previous sections.
Poincaré -Steklov operators.
The Poincaré -Steklov operator for this problem is defined in a conventional way and has the same properties as for the case of the Laplace equation with a certain choice of its definition domain.
where ϕ is the restriction of some arbitrary field ω ∈ V (Ω). The following condition can be helpful. It follows from the P.-S. operator and the Green formula definitions for the case considered that (σ(u), (v)) = P ϕ, γv .
Equations for traces and stuff.
There is nothing special about the variational equation for traces. Its form is a consequence of the general relations (2.15), (2.16) . In this case, they introduce a weak static equilibrium condition of superelements (see [11, 14] ). Γn and are welldefined for arbitrary ϕ, ψ ∈ V Γ .
FSEM approximations and numerical results.
The FSEM theory for linear elasticity problems is merely touched here, since it is a consequence of the general conclusions of section 2. Complete information on the subject can also be found in [14] . The following results pertain to the application of higher degree FSEM approximation techniques. These results can be used in numerical realization of the method.
Let us compare different FSEM approximations with the example of concrete 3-dimensional (3D) elasticity problems. These approximation variants are based on a variety of interpolation techniques at the superelement boundaries. So, our task is analogous to a certain extend to the 2-dimensional model problem for the Laplace equation of Section 3.5. Here we use "conventional" finite element approaches to the construction of these interpolators.
The following six interpolators are tested: a) linear Lagrangian; b) quadratic Lagrangian; c) cubic Lagrangian; d) "reduced" cubic Lagrangian; e) cubic Hermitian, and f) "reduced" cubic Hermitian [11, 17, 26, 27] .
Dependence of error on the interpolation technique.
Considering in detail the numerical solution errors obtained with the help of the FSEM. First, the dependence of error on the interpolation technique will be shown. Here we assume that the computational domain Ω is a cube having a cubic hole. The hole side size l is much smaller than the domain side size L. The center of the hole is at some ξ point (see Fig. 4.1 ). There are no body-force sources, i.e., f ≡ 0. The Dirichlet boundary condition is given so that the exact solution of this problem is known. It coincides with the restriction of the problem solution in R 3 when a point-source of body forces is placed at ξ (see, e.g., [18] ):
Here, the vector x defines the point coordinates in the computational domain, and r is the distance from ξ: r = [( We will show two variants of domain decomposition. The first one is specified as 2×2×2, so that K 3 = 8. In the second variant, we have 5 × 5 × 5 superelements, i.e., K 3 = 125. The number of superelements should be fixed. The interpolation variants a) -f) should be varied.
All FSEM "basis" functions are computed approximately on a fine mesh inside a superelement. Standart finite element calculations with linear basis functions on tetrahedrons are used for this purpose.
The computation accuracy is measured in the C(Ω) space norm as the norm of difference between the exact solution (4.1) and the FSEM numerical solution (norm · 1 ). The relative error of the solution under study is
For the sake of uniqueness, all measurements will be made by means of a concrete displacement field radial component of the form u Figure 4 .2 shows the dependence of the numerical solution error on the FSEM approximation technique. The dependence of the relative error on the total number of the superelement nodes is given. Different graphs present different approximation variants that are based on various interpolators at the superelement boundaries. Table 4 .1 shows the appropriate rates of convergence. The error value is approaching its minimum value irrespective of the approximation technique. The error value obtained confirms the efficiency of the method (see Table 4 .2). One can easily see the notable advantage of higher degree interpolation with this example.
T a b l e 4. 
Comparison of the FSEM and FEM efficiency.
The given problem is also solved by the finite element method when finite element mesh sizes (step h): h = 1/20, h = 1/36, are available. Linear shape functions on tetrahedrons and a mesh with equidistant nodes are used. The numerical solution errors in C(Ω) space norm are defined. As mentioned above, Figure 4 .2 presents the dependences of the FSEM relative errors on the total number of superelement nodes when different interpolation techniques are used. In addition to these dependences one can see the values of FEM relative errors marked with horizontal dotted lines. For comparison of the exact numerical error values for the are given in Table 4 .2. The given domain is an elastic medium with several fibers having "brick" form. The fiber sizes are small enough compared to the entire domain (see Fig. 4.3) . The given domain is decomposed into 27 superelements. The problem is solved with the use of the FSEM when the Lagrangian linear, quadratic and "reduced" cubic interpolation techniques are applied at the superelement boundaries (Fig. 4.3) . The level lines of the FSEM solution in a chosen section are shown. The FSEM numerical solutions obtained with the help of quadratic and cubic interpolators are similar and physically correct. One can see a notable difference from the linear case.
Conclusions
Let us summarize the results obtained. The results of the theoretical and numerical analysis of the Fedorenko FSEM are considered. The FSEM permits efficient computation of a series of "bad" problems. The solution of these problems is characterized by sharp and local domain inhomogeneities (or singularities). The FSEM has proved to solve problems numerically using special decomposition and approximation techniques.
A theoretical backround of the FSEM has been developed. A close relationship between the projective methods and the FSEM has been established. The variational equation for solution traces at the superelement boundaries has been derived. Its "natural" finite-dimensional approximation leads to the FSEM. The theory developed operates on the Poincaré -Steklov operator and the Green formula in its general form. The conclusions drawn allow to consider different variants of FSEM approximations for the class of problems. Combined FEM/FSEM approximations can be constructed as well. Some applications to physical problems have been illustrated to confirm the efficiency of the method.
The results of the numerical investigation of different variants of the FSEM are presented. The FSEM has been tested with the example of 2-and 3-dimensional model problems. Problems singularities (or inhomogeneities) can be properly taken into account with the help of the FSEM. When choosing the correct interpolation scheme, the practical efficiency of the method is shown.
