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We study a system of microcavity pillars arranged into a kagome lattice. We show that
polarization-dependent tunnel coupling of microcavity pillars leads to the emergence of the effec-
tive spin-orbit interaction consisting of the Dresselhaus and Rashba terms, similar to the case of
polaritonic graphene studied earlier. Appearance of the effective spin-orbit interaction combined
with the time-reversal symmetry-breaking resulting from the application of the magnetic field leads
to the nontrivial topological properties of the Bloch bundles of polaritonic wavefunction. These are
manifested in opening of the gap in the band structure and topological edge states localized on the
boundary. Such states are analogs of the edge states arising in topological insulators. Our study of
polarization properties of the edge states clearly demonstrate that opening of the gap is associated
with the band inversion in the region of the Dirac points of the Brillouin zone where the two bands
corresponding to polaritons of opposite polarizations meet. For one particular type of boundary
we observe a highly nonlinear energy dispersion of the edge state which makes polaritonic kagome
lattice a promising system for observation of edge state solitons.
I. INTRODUCTION
The modern theory of phase transitions originates from
the suggestion of Landau that the transition from one
state of matter to another must correspond to a sponta-
neous symmetry breaking1. This idea gives rise to the
phenomenological theory of phase transitions which is
formulated in terms of the order parameter. Quantum
Hall effect (QHE)2, discovered more than 30 years ago,
has posed some awkward questions regarding the origi-
nal Landau approach. Indeed, the state of electrons in
QHE might be treated as a phase since the macroscopic
observables such as the quantized Hall conductivity are
not affected by smooth variations of material parameters.
Still the transitions between different Hall plateaus are
not related to violation of any underlying symmetry3.
The puzzle has been successfully resolved by introduc-
tion of the concept of topological order4. The quasiclassi-
cal dynamics of the wave packet propagating in periodic
dissipative media turned out to be instrumental for the
theoretical understanding of this type of order. In an
attempt to explain the anomalous Hall effect in a ferro-
magnet as an intrinsic property of the band structure,
Karplus and Luttinger5 pointed out that the position
operator in a periodic lattice fails to commute with it-
self. As a consequence the standard quasiclassical ex-
pression for the group velocity acquires an anomalous
term, which is proportional to what is now called Berry
curvature6. When integrated over a Brillouin zone of a
two-dimensional lattice the Berry curvature gives topo-
logical invariant known as Chern number. The system
possessing a non-zero topological invariant may be called
topological matter7.
Observation of the spin Hall effect in a class of semicon-
ductors with strong spin-orbit coupling8–11 has revived
an interest to topological phases of matter. A term topo-
logical insulator has been coined to describe a system
which behaves like an insulator in the bulk but has con-
ducting surface. The conduction is due to the presence
of the edge states which possess remarkable property of
topological protection: electrons traveling along the sur-
face of a topological insulator are protected against back-
scattering on impurities.
It has been recently realized that topologically non-
trivial phases may arise not only in the condensed mat-
ter electronic systems but also in photonic structures12–19
(see, also, review20 and references therein). The artificial
gauge fields in photonic structures can be realized in a
system with periodic variation of dielectric permittivity.
Large wavelength and coherence length of photons makes
it simpler to realize diverse non-trivial landscapes of pho-
tonic nanostructures as compared to the electronic coun-
terparts. At the same time, magnetic field control of the
topological properties in photonic structures is precluded
at optical frequencies because of the lack of natural mag-
netic materials in the optical frequency range (certain
realizations of ferromagnetic photonic crystals for mi-
crowave region have been proposed and experimentally
realized in Ref. 15).
Thus, it would be useful to have a physical system
which allows flexible control over topological properties
via the external magnetic field and the landscape of pe-
riodic potential. Exciton-polaritons, quasi-particles orig-
inating due to the strong-light matter coupling between
the quantum well excitons and cavity photons21 are good
candidates. Exciton-polaritons attract significant inter-
est for the last two decades because of the opportunities
they offer for the observation of a wide class of quan-
tum collective phenomena ranging from BEC and super-
fluidity22–28 to polaritonic lasing29–35. Due to their hy-
brid light-matter nature, exciton-polaritons can be con-
trolled with external magnetic field by inducing the Zee-
man splitting in the excitonic component and structure
patterning which forms trapping potential for the pho-
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2FIG. 1. (a) Sketch of two-dimensional kagome lattice formed
by coupled microcavity pillars. Labels A, B, C mark three
inequivalent sites of the unit cell. (b) Band structure of the
kagome lattice in the absence of magnetic field (Ω = 0) and
TE-TM splitting (δJ = 0).
tonic component. Various techniques have been proposed
for creation of the potential landscapes for polaritons.
They include surface acoustic waves36–38, metal deposi-
tion39–43, patterning of the planar structure and fabri-
cation of arrays of coupled micropillars44–47. Moreover,
polaritonic systems exhibit analog of spin-orbit interac-
tion48–50 stemming from the splitting between TE and
TM photonic modes51–53.
Recently there have been several proposals to real-
ize two-dimensional topological phases of polaritons55–58.
For this, one needs to identify a system with band struc-
ture characterized by bands touching at the point de-
generacies such as Dirac cones. To induce the spin-orbit
coupling one may rely on the polarization-dependent tun-
neling59 proven to be useful in the context of polaritonic
honeycomb lattice54,55. Breaking the time-reversal sym-
metry of a system by application of the magnetic field
opens a gap in the band structure characterized by non-
zero Chern numbers for the bands below and above the
gap. The boundary between topological phases with dif-
ferent Chern numbers must support edge modes which
are topologically protected against variations of the ma-
terial parameters unless the band gap in the bulk of the
material is collapsed. Such modes are analogs of the edge
states arising on a surface of two-dimensional topological
insulators and therefore polaritonic systems can play a
useful role of a simulator to study topological order in a
well-controlled experimental environment. In this paper
we consider in details an example of a system of high ex-
perimental relevance where topological phase of exciton-
polaritons may be realized: kagome lattice of microcavity
pillars connected by tunnel coupling.
The paper is organized as follows. In Section II we
introduce the model of polaritonic kagome lattice. We
demonstrate the appearance of energy gaps when time-
reversal and rotational symmetries are broken by mag-
netic field and TE-TM splitting. In Section III we study
topological properties of the band structure for polaritons
in kagome lattice. Section IV is devoted to study of edge
modes which arise due to non-trivial topology of polari-
tonic bands, paying particular attention to their localiza-
tion and polarization properties. Finally, we discuss the
feasibility of experimental observation of the predicted
topological phases in polaritonic systems.
II. BAND STRUCTURE OF POLARITONIC
KAGOME LATTICE
We consider exciton-polariton microcavity pillars con-
nected by tunnel coupling and arranged into a kagome
lattice as shown in Fig. 1a. Kagome lattice60, has a
high degree of frustration compared to other 2D lattices,
e.g. triangular and square lattices. It has been recently
proposed as a candidate for magnetic material possess-
ing quasiparticles with topological properties61,62. In the
tight-binding approximation with nearest-neighbor cou-
pling −J < 0 the highest energy band of kagome lattice
band structure is completely flat while the lower bands
touch at Dirac points in the corners of hexagonal Bril-
louin zone, see Fig. 1.
When TE-TM splitting is present in the junction con-
necting two microcavity pillars, the linear polarization
modes in neighboring pillars experience different tunnel
barriers59. If |Lj〉, |Tj〉 are states of linear polarizations
directed along and transverse to the direction connect-
ing the centers of two neighbouring pillars j = 1, 2, then
〈L1|Vˆ |L2〉 = −J − δJ, 〈T1|Vˆ |T2〉 = −J + δJ where Vˆ
is the tunneling operator which links neighbouring pil-
lars and 2 δJ is the difference in tunnel couplings of lin-
early polarized exciton-polaritons arising due to the TE-
TM splitting. Such polarization-dependent tunneling has
been shown to be responsible for appearance of effective
spin-orbit interaction in polaritonic benzene molecule50
and polaritonic graphene43,46,47,54,55. We will show that
the polarization-dependent tunneling results in Rashba
and Dresselhaus spin-orbit interaction terms in polari-
tonic kagome lattice and leads to opening of the gap in
the vicinity of the Dirac points when time-reversal sym-
metry of the system is broken by external magnetic field.
In the tight-binding approximation and with account
3FIG. 2. Mechanism of gap opening in polariton kagome lattice. (a) Kagome lattice band structure in presence of magnetic
field Ω = 0.5 but no TE-TM splitting, δJ = 0. (b) In presence of magnetic field Ω = 0.5 and finite TE-TM splitting δJ = 0.2.
(c) Zoom of the band structure at Ω = 0.5, δJ = 0.2 in the vicinity of one of the Dirac point K = (2pi/3, 0).
of the polarization dependent coupling, the Hamiltonian
for polaritons in the basis of circular polarization reads
Hˆ = Ω
∑
i,σ=±
σ aˆ†i,σaˆi,σ − J
∑
〈ij〉,σ=±
(
aˆ†i,σaˆj,σ + h.c.
)
−δJ
∑
〈ij〉
(
e−2iϕij aˆ†i,+aˆj,− + e
2iϕij aˆ†i,−aˆj,+ + h.c.
) (1)
Here, the summation 〈ij〉 is over nearest neighbors, oper-
ators aˆ†i,σ (aˆi,σ) create (annihilate) exciton-polariton of
circular polarization σ at site i of the kagome lattice,
angles ϕij specify directions of vectors connecting the
neighboring sites. The first term in (1) describes the Zee-
man energy splitting (2Ω) of the circular polarized com-
ponents, the second term stands for the nearest neighbor
hopping and the third term is the polarization-dependent
coupling of cross-polarized polaritons in neighboring pil-
lars.
The eigenstates of the tight-binding Hamiltonian (1)
can be searched in the form of linear combination of
the Bloch wavefunctions associated with sublattices A,
B and C (see Fig. 1a),
|ψk〉 =
∑
σ
(
Aσk |ψAσk 〉+Bσk |ψBσk 〉+ Cσk |ψCσk 〉
)
. (2)
Here, index σ runs over the two circular polarizations
and the Bloch wavefunctions |ψLσk 〉 with L = A,B,C, are
linear superpositions of states |φLσj 〉 localized on site j,
|ψLσk 〉 =
∑
j
e−ik·R
L
j |φLσj 〉 . (3)
In the basis {|ψA+k 〉, |ψA−k 〉, |ψB+k 〉, |ψB−k 〉, |ψC+k 〉, |ψC−k 〉}
the Hamiltonian reads
Hˆk =
Ωσˆz Fˆ
AB
k Fˆ
AC
k
FˆABk Ωσˆz Fˆ
BC
k
FˆACk Fˆ
BC
k Ωσˆz
 , (4)
where σˆz is the Pauli matrix and matrices Fˆ
d
k for d =
AB,AC,BC, are
Fˆdk = −2
(
J cosk · d δJe−2iϕd cosk · d
δJe2iϕd cosk · d J cosk · d
)
. (5)
The eigenstates and eigenenergies are defined by the sta-
tionary Schro¨dinger equation
Hˆkuk,m = Ek,muk,m. (6)
In what follows we will use normalized units by setting
the characteristic length |d| and energy J to unity. In the
absence of the magnetic field Ω = 0 and TE-TM splitting
δJ = 0 the arising band structure coincides with the stan-
dard band structure of kagome lattice shown in Fig. 1b.
The presence of TE-TM splitting (δJ 6= 0) breaks the
rotational symmetry while application of the magnetic
field (Ω 6= 0) breaks the time-reversal symmetry of the
system. This leads to the opening of a band gap at the
Dirac points of the Brillouin zone, see Fig. 2. The band
structure arising from the gap opening in the vicinity of
the Dirac point is shown in Fig. 2c.
We analyze the Hamiltonian (4) by performing decom-
position in the vicinity of Dirac point K = (2pi/3, 0) fol-
lowed by projection to the subspace formed by four lowest
energy eigenstates calculated at δJ = 0, Ω = 0 (see de-
tails in Appendix). We introduce operator σˆi acting on
polarization degrees of freedom and operator τˆi acting on
two orthogonal sublattice modes (defined by Eq. (A.2) in
Appendix). Dropping an unimportant additive constant
we get the effective Hamiltonian,
Hˆeff = Hˆ0 + Hˆq, (7)
where q = k − K and we explicitly separated
q-independent
Hˆ0 = Ω σˆz + δJ(τˆyσˆx + τˆxσˆy), (8)
4FIG. 3. A strip of kagome lattice. The strip is infinite along
x but has a finite extent along y axis. The upper and lower
boundaries are cut differently to study the effect of boundaries
on the propagation of the topological edge modes.
and q-dependent part,
Hˆq =
√
3(τˆyqx − τˆxqy) + α τˆy σ · q + τˆxHˆR + HˆD, (9)
containing Rashba
HˆR = α (σˆxqy − σˆyqx) , (10)
and Dresselhaus
HˆD = α (−σˆxqx + σˆyqy) (11)
spin-orbit interaction terms with coupling strength α =
δJ
√
3/2. At the very Dirac point (q = 0) the four
eigenenergies of the Hamiltonian (7) are those of the
Hamiltonian (8): E = ±Ω, ±√4δJ2 + Ω2 measured rel-
ative to the energy of the Dirac point at δJ = 0, Ω = 0.
III. TOPOLOGY OF POLARITONIC BANDS
Topological ideas have become ubiquitous in con-
densed matter physics63–65 over the past few decades
since the seminal work of Berry66 in which he demon-
strated that the wave function of any quantum sys-
tem gains an extra phase, Berry phase, (also called
Pancharatnam-Berry phase, see the preceding work67)
during adiabatic evolution around a closed path in mo-
mentum space. One of the most striking consequences of
the Berry phase is a dramatic modification of the quasi-
classical equation of motion for electron in a lattice68.
It turns out that the appearance of Berry phase has
a profound impact on properties of crystalline solids69.
For non-interacting systems the eigenstates respect the
periodicity of the Hamiltonian, so that the corresponding
Brillouin zone can be considered as a parameter space of
the Hamiltonian determined by the quasimomentum k.
Quasimomenta which differ by a reciprocal lattice vector
are to be identified. The Brillouin zone thus has topology
of a torus. During evolution in quasimomentum space the
underlying Bloch state picks up a phase shift which ap-
pears to be gauge-independent if the trajectory is closed.
To analyze topology of polaritonic bands it is enough to
study the bands either below or above the gap of interest.
This is due to the fact that topology of the whole Bloch
bundle is trivial (see, e.g. review in Ref. 70) while either
of its halves reflects topology of the other. Chern number
C for the bands below the gap Eg is given by
C =
∑
Em<Eg
Cm =
1
2pi
∑
Em<Eg
∫∫
BZ
Bk,md
2k, (12)
where the Berry curvature for the mth band is
Bk,m = −2 Im
〈 ∂
∂kx
uk,m,
∂
∂ky
uk,m
〉
. (13)
Integrating the Berry curvature over the Brillouin zone
for the bands below/above the gap at Eg = −1 yields
the Chern numbers C = ±2. According to the bulk-
boundary correspondence, a non-zero difference in Chern
numbers of the bands separated by the gap necessar-
ily leads to existence of gapless edge states propagating
along the boundary. Such edge states are analogs of elec-
tronic edge modes of arising in topological insulators.
IV. POLARITONIC EDGE STATES
To study the edge states indicated by the non-trivial
topology of polaritonic bands we consider a strip of
kagome lattice which is infinite along x and has a finite
extent of Ny = 30 unit cells along y, see Fig. 3. We in-
tentionally choose different boundary conditions at the
upper and lower edge in order to study the effect of the
boundaries on the dispersions of the edge modes. The
dispersion of the strip modes is presented in Fig. 4a as
a function of momentum k along the x direction. We
use the shifted Brillouin zone with k in the range [0, pi)
for a better display of the edge state dispersions. In ac-
cordance with calculation of the Chern numbers there
emerge four edge states whose energies lie inside the gap.
To study localization of the eigenstates on the bound-
aries we define a quantity describing localization of a
state uσk,m by forming a convolution with the weight func-
tion p(y),
λm(k) =
∑
σ,j
p(yj)|uσk,m(yj)|2, (14)
where yj are positions of the cells along the y axis. To
obtain results presented in the Fig. 4a we used a linear
localization weight function p(y) ∼ y − 12∆y, where ∆y
is the width of the strip. As seen from the Fig. 4a, there
are four dispersion curves which connect topologically
non-trivial polaritonic bands. These correspond to the
topological edge states localized on the two boundaries.
The influence of different boundary conditions can be
5FIG. 4. (Color online) Band structure for the strip of kagome lattice shown on Fig. 3 at δJ = 0.15, Ω = 0.3. For convenience, the
shifted Brillouin zone is used for better representation of the edge state dispersions. The color scale in (a) encodes localization
of the eigenstates defined by the formula (14) where linear weight function was used. Red and blue color correspond to the
states localized on the upper and lower boundary of the strip, respectively, see Fig. 3. (b) represents the polarization degree
given by the Eq. (15). Band inversion causing the non-trivial topological twist can be seen in the areas above and below the
gap where the red and blue lines mix.
traced by noticing the asymmetry of the dispersions with
respect to inversion of the quasimomentum k → −k (i.e.
with respect to k = pi/2 point for the shifted Brillouin
zone on Fig. 4).
A peculiar feature arising at the chosen set of param-
eters (δJ = 0.15 and Ω = 0.3) is that the dispersion of
the edge state propagating along the lower boundary in
Fig. 3 is highly bent and forms well defined minimum
and maximum. In the vicinity of maximum (minimum)
the effective mass of the edge state is negative (positive)
and suggests favorable conditions for existence of local-
ized nonlinear edge excitations in the form of dark and
bright solitons. Owing to such dispersion relation, po-
lariton kagome lattice may be in advantage compared to
other polariton lattices in search for a system which al-
lows propagation of edge state solitons.
We then study polarization properties of edge states.
For the m-th band we define the degree of polarization,
ρm(k) =
N+k,m −N−k,m
N+k,m +N
−
k,m
, Nσk,m =
∑
j
|uσk,m(yj)|2 (15)
The band diagram colored by polarization properties al-
lows to see clearly the band inversion in the areas of the
energy dispersion where the red and blue curves corre-
sponding to the two polarizations overlap, see Fig. 4b.
Although, such band inversion is not a sufficient condi-
tion for non-trivial topological twist to arise (see, e.g.
Ref. 71) , it is an important mechanism for formation of
non-trivial topological phase in electronic systems9,72.
In order to observe experimentally the predicted effects
in polaritonic kagome lattice one needs to open the gap in
the band structure which exceeds the measured linewidth
of the system. As an example, for realistic parameters
J = 1 meV, Ω = 100 µeV and δJ = 100 µeV in physical
units the opened gap will be about 150 µeV. In realistic
systems the emission linewidth will limited from below
by disorder broadening and lifetime of exciton-polariton.
The last limitation may in principle be removed by the
use of indirect excitons with sufficiently longer lifetimes
as proposed in Ref. 57. In order to further increase the
gap larger values of magnetic field and TE-TM split-
ting are desirable. Large values of TE-TM splitting have
been recently reported in open resonators, exceeding by
a factor of three TE-TM spitting in monolithic microcav-
ities73. One more attractive alternative is presented by
the use of exciton-polaritons in waveguides74.
V. CONCLUSIONS
To conclude, we analyzed topological properties of the
system of microcavity pillars arranged into a kagome lat-
tice and find that the effective spin-orbit interaction in-
duced by the TE-TM splitting leads to opening of gap in
the dispersion in presence of magnetic field. Analysis of
the topology of polaritonic Bloch bands reveals non-zero
Chern numbers and indicate the presence of topologically
protected edge states. Due to the highly nonlinear dis-
persion of edge states, kagome lattice may be of interest
6in studies of essentially nonlinear effects such as propa-
gation of edge solitons in polaritonic lattices.
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Appendix: Projection onto the eigenspace around
the Dirac point
We follow Ref. 75 to perform projection of the Hamil-
tonian (4) to the subspace formed by the eigenstates at
the Dirac point. To get the effective Hamiltonian (7) we
used the following set of four degenerate eigenstates of
the Hamiltonian (4) at k = K, Ω = 0, δJ = 0,
uK,i,± = vi ⊗ s±. (A.1)
Here,
v1 =
1√
3
 1+i
√
3
2
1−i√3
2
1
 , v2 = − i√
3
 1−i
√
3
2
1+i
√
3
2
1
 (A.2)
are two lattice modes and
s+ =
(
1
0
)
, s− =
(
0
1
)
(A.3)
correspond to the two circular polarization states. Note,
that the choice of lattice modes (A.2) is not unique due
to the degeneracy at the Dirac point but defined up to
an arbitrary rotation. We define τˆi and σˆi operators
as Pauli matrices acting in space spanned by the lattice
modes (A.2) and polarization states (A.3), respectively.
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