Abstract. Public speaking is a non-trivial task since it is affected by how nonverbal behaviors are expressed. Practicing to deliver the appropriate expressions is difficult while they are mostly given subconsciously. This paper presents our empirical study on the nonverbal behaviors of presenters. Such information was used as the ground truth to develop an intelligent tutoring system. The system can capture bodily characteristics of presenters via a depth camera, interpret this information in order to assess the quality of the presentation, and then give feedbacks to users. Feedbacks are delivered immediately through a virtual conference room, in which the reactions of the simulated avatars can be controlled based on the performance of presenters.
Introduction
Public speaking is the art of persuasion. It has the tremendous impact on the success of everyone [1, p.102] . Unfortunately, delivering an oral presentation is not as simple as computer data transmission. Instead, the audience simultaneously perceives the messages via various non-spoken channels, which are known as nonverbal behaviors. On one hand, the content of a presentation must be clear, vivid and appropriate [2] . On the other hand, the significant component of a presentation lies upon nonverbal cues, which has the power to change the meaning assigned to the spoken words [1, p.241] .
Nonverbal behaviors of public speakers are expressed via several channels such as voice, gesture and facial expression. They have been proven to have greater influence than verbal cues. For example, a research by [3] showed that, nonverbal messages are twelve to thirteen times more powerful than verbal ones. Similarly, according to [4] , the audience receives more than half of information from body language. The same result was found during the study of [1] , in which most people unconsciously more believe in nonverbal than verbal communication.
Practicing to express the effective nonverbal behaviors is difficult due to the fact that, they are mostly expressed subconsciously. Thus, in order to achieve the positive learning results, learners must be provided with the appropriate feedbacks from skilled experts, which in most cases might be expensive to achieve. In parallel, the role of nonverbal behaviors in computing is becoming increasingly recognized by the development of the emerging fields, such as social signal processing [5] and affective computing [6] . Therefore, computers have been equipped with the abilities to decode the complexity of humans non-spoken channels.
In the literature, there are several approaches toward the automatic recognition of nonverbal cues from presenters, such as [7] [8] [9] [10] . These approaches analyze some vocal and visual channels of presenters, thus can provide them with the information about their performance. For example, the system in [10] was built solely on vocal cues, by analyzing the physical characteristics of voice such as pitch or tempo. It was similar to the approach of [9] , which was originated from a vocal emotion detection module. The authors applied the support vector machine [11] to analyze one presentation based on a set of 6 qualities and achieved the accuracy of 81%. The approach introduced in [7] might be the simplest. By relying on the importance of pitch variance in oral presentations, the system measured the changes in vocal pitch, and then give visual feedbacks to promote pitch variation.
On the other hand, there are three systems that include visual cues in the analysis. In [8] , the authors added face position and orientation as the approximation of eye contact, together with utterance, pitch, filled pauses and speaking rate. In contrast, [12] introduced the method that only based on visual information. Similar to [8] , face orientation was used as an indication for eye contact. The authors tracked the trajectories of global body movement and head position. This information helped their system to rank the performance of the whole presentation using the RankBoost algorithm [13] , achieved promising results. However, they did not consider the complexity of body parts. To the best of our knowledge, the system that was presented in [14] is the only one that included the configurations of single body parts.
The common drawback of most existing systems is that, they were not implemented based on empirical research of nonverbal behaviors. Moreover, although most of them provided mechanisms to deliver feedbacks to the presenters (except [9] ), the forms of feedbacks are rather simple. They are text/images [8] , sound [10] or lightning [7] . These methods can only provide users with solely assessment information, without concerning the entertaining aspect of the system, which might be valuable for educational purposes.
This paper presents our progress in developing a tutoring system for public speaking, which assesses presentations based solely on the visual behaviors of presenters. Firstly, an empirical study was performed in order to investigate on the nonverbal cues that impact a presentation, serving as the ground truth. Next, a Microsoft Kinect was implemented for capturing skeletal representations of the presenters' body as input data for the analysis. The recognition process can detect if the behaviors appeared in real-time. Multi-class support vector machine was used to classify the quality of presentations into a four-degree scale with the recognition rate of 73.9% on a training/test database that includes 76 presentations. For the feedback, the system allows presenters to review their presentation, together with the analysis results. In parallel, we developed a simulated conference room as the real-time feedback mechanism.
In the next section, we will explain our empirical results from the recorded presentations. The current development status will be introduced afterward. The last section is for conclusions and future works.
Nonverbal Behaviour of Presenters
In order to gather the ground truth as the guidance for our system, an observation was performed. We collected data from a training class about public speaking skills for postgraduate students. Learners were asked to give short presentations (about one minute) in front of the audience, which includes about ten other learners and one or two coaches. The content of the presentations was freely chosen by the presenters. In fact, all presenters chose to talk about their own research, in the ways that it can be understood by all of the audience that might came from the different fields. After each presentation, the audience gave feedbacks and suggestions on how the presentation should be improved, in terms of nonverbal expressions. We set up a regular camera to record the presentations. In parallel, a Microsoft Kinect was used to capture the wholebody movement for our further signal processing, as well as behavioral studies ( Figure 1 ). Data from Kinect was stored as the *.ONI files using the OpenNI SDK (http://www.openni.org/). Finally, after removed the unsatisfied videos (e.g. presenters moved out of the camera range), 39 presentations of 11 presenters (four females, seven males) were collected.
Regular videos were used for behavioral analysis. This task was done through the collaboration with an expert in public speaking. The role of the expert was to review the recorded videos, and then specifying the nonverbal cues that affected the performance of the speakers, together with the durations that they appeared. Thus, for each video, a set of behaviors was created. We collected the nonverbal cues and then annotated their appearance using the commercial software Noldus Observer XT [15] . Behaviors were categorized into either State event if their duration is necessary to be studied, or Point event otherwise. The software provided us with the statistical analysis on the appearance of these behaviors, including the number of presentations that contain the behaviors, the rate that they appeared (point events) and the percentage of time that they accounted for ( Table 1) .
The observed behaviors can be separated based on the nonverbal channels that they were generated: (1) Posture (the static configuration of body), (2) Voice (concerning the paralinguistic characteristics), (3) Eye contact, (4) Facial Expression, (5) Globe body movement, (6) Hand gesture. This method of categorization is similar to the literature of public speaking skills [2] . Due to the limited amount of space, we could not describe all of the observed behaviors in detail in this section. Only the behaviors that support our current development will be further explained in the next section. On the other hand, although we aimed to observe all of the available nonverbal cues, the contributions of each individual to the success of a presentation are unequal. From our observation, as well as advices from the expert, the following aspects are the most important:
-Eye Contact: Similar to social interaction, maintaining good eye contact is the first thing the presenters must keep in mind. It initiates and strengthens the connection between them and the audience (#18, 19 in Table 1 ). It might have the first and foremost influence to the performance of a presentation, as well as regular communications [16] . -Amount of energy: This aspect concerns the dynamic characteristics of a presentation, thus can reflect the internal state of the presenters. It has impact in most behaviors that we have found (except posture as the static channel). For example, the amount of whole body movement (#23, 24), the amount of hand gesture (#28, 29), vocal behaviors (partly via tempo, emphases) and most features of hand gesture. -Variety: The presentations with strong variations significantly increase the attention of the audience. Lacking variation results in monotone (#15), flat face (#22), and hand gesture repeated (#35). In fact, variety can be separated as one single measurement to analyze a presentation. It takes the role as rhythm in music. Even a beautiful piece of music, without changes in rhythm will steadily lose attention from the audience.
Automatic Feedback System
In order to support presenters with an effective solution that can help them self-practice even at home, we aimed to implement the system with the following functions: (1)Automatic analyzes presenters performance; (2)Provides immediate feedback during the presentation; (3)Provides overall analysis about the whole presentation; (4)Lets users review their performance together with the analyzed results, thus allows them to keep track of their practicing progress. In order to achieve these purposes, we set up a Microsoft Kinect to extract body's skeletal representation as input for the analysis task. In parallel, a regular camera or webcam is positioned to simulate the audiences point of view. The automatic analysis, as well as recording is processed in real-time using a regular PC. The result is visualized on the PC or an external screen/projector ( Figure 2 ). Users also have the chance to review their presentations, together with in-depth analysis about nonverbal cues in the end. 
Recognition of Nonverbal Cues
In order to implement a system that mostly takes visual nonverbal channels into account, together with conclusions from our observation, we currently focused on the four aspects: (1)Eye contact; (2)Posture; (3)Gesture; (4)Whole body movement. For each aspect, several related behaviors were recognized, using solely data captured from the Kinect device. They are listed as follows, readers can refer to Table 1 In the next subsections, we will explain the algorithms that were employed to detect these behaviors.
Eye Contact. Eye contact has significant impact on the creation and maintenance the connection between a presenter and the audience. Unfortunately, one common mistake was found in our observation is eye contact avoidance, which appeared in 28 over 39 presentations (Table 1, #19 ). Our observation found that, losing eye contact with the audience is the quickest way to ruin a presentation. Thus, we aimed to recognize the moments that the visual attention of the presenters is shifted away from the audience. Visual focus of attention has been widely employed for human-computer interaction and usability research [17] . However, these applications require several constrain, regarding the minimum resolution of input data, or users are required to wear specific devices. Furthermore, in public speaking, eye contact does not really means knowing exactly the eye movements. Instead, it more concerns whether the audience can perceive that they are being addressed. In many applications, instead of localizing gaze exactly, head/face orientation was used as the effective approximation for subjects focus target [18, 19] . The experiment in [20] also proved that, head orientation was the reliable indication of the visual focus of attention in 89% of the time.
Our system relies on faces 3D orientation, which is provided as part of the Kinect SDK as the measurement for visual attention. In our observation, when not making eye contact, presenters mostly looked up to ceiling or down to floor. When these behaviors appear, the pitch angle of their faces drops to lower/raise to higher than some specific ranges. These ranges can be set manually based on the observation. In our implementation, we set the range of face's pitch angle that according to having good facial orientation is within [-15 0 ; 10 0 ]. Being outside this range is assumed as eye contact avoidance appears.
Amount of Global Movement and Hand
Gesture. Amount of movements and hand gesture can visually indicate the amount of energy that presenters use, also can reveal some hints about their internal states. Our observation results suggested that, this amount should be kept at the appropriate intensity to avoid negative impressions for the audience (Table 1, #23, 24, 28, 29) . The next issue is, how much movements/gesture is suitable? In order to answer this question, we extracted from the annotation data the durations that movements and hand gesture were annotated as too much/little. Next, the EyesWeb XMI [21] was used on the Kinect-recorded database to extract the skeletal movement in these durations. We used central position of upper body to measure the amount of whole body movement, and total distance of two hands for the amount of hand gesture. Finally, the average results were computed (Table 2) . We computed the average velocity of upper body and two hands in a moving time window of 5 seconds. Next, the mean values in Table 2 were used as hard thresholds to detect whether presenters' whole body and hands travelled too much/little.
Direction of Global Movement.
Direction is one important characteristic of movement (Table 1 , #25, 26). Moving small steps forward brings presenters closer to the audience, thus expresses the willing to make connection. In contrast, small steps backward can be seen in awkward presenters, when they subconsciously retreat from the stage.
We aimed to detect these behaviors via analyzing the trajectories of the skeletal joint Spine, being projected to the ground floor. At each frame, we calculated the direction of displacement. This direction was compared with the orientation of the upper body that was determined via shoulders positions. The comparison output the decision whether the presenter shifted backward/forward in this frame. We accumulated the number of these frames in a moving window of 1 second. All of frames inside a moving window is regarded as positive if such window contains more than 80% positive frames.
Body Posture. Posture is the static configuration of the presenters body. We focused on the two postural aspects, including foot position and the focus of body weight. Foot position relates to the behaviors #2 and #3 in (1) Fig. 3 . Determine whether the presenter is leaning forward or backward via the distance d
Body weight relates to the behaviors #7, 8 in Table 1 Another behavior relates to body weight is whether a presenter is standing in one leg/feet. This degree of leaning is determined via comparing the distance between Hip Center -(H C ) with Foot Left and Foot Right (Equation 2).
Again, we relied on our Kinect-recorded database to find the thresholds for the above postural metrics. The method similar to the one used in Section 3.1 was used, this time for every single frames that the behaviors appeared. The process produced the results as shown in Table 3 . Assessment of the Whole Presentation. After the separated behaviors can be recognized, we aimed to produce the final assessment for the whole presentation. Each presentation is assessed based on the four qualities, accordingly to the four nonverbal visual channels: (1) Posture; (2) Gesture; (3) Global Movement; (4) Eye contact. Additionally, one single quality is measured accordingly to the general performance. This is similar to what learners are given in most training classes about public speaking skills. Firstly, in order to enrich the database, we asked for the permission to copy the DVDs of presentations from other students who attended the training class (each student is given one DVD that contains all of their presentations during the course in the last session). These video clips are not appear previously in our recorded database. Finally, we achieved extra 37 presentations (without Kinect recordings), in addition to our existing 39 videos that were used for the observation (which contain Kinect recordings). The expert was asked to assess the presentations based on a 4-level scale for each single aspect: (1) Posture; (2) Gesture; (3) Global Movement; (4) Eye contact, plus one score for the overall assessment. This data will be used for the later classification.
Based on the previous recognition process, a feature vector is created for each aspect, in which each component stands for the percentage that one single behavior appeared in the whole presentation. For example, feature vectors that represent hand gesture contain two dimensions for gesturing too much/little. Similarly, the number of dimensions of the feature vectors of movement, posture and eye contact are: 4, 5 and 1, respectively. Additionally, the whole presentations are represented via 12-component vectors, is the serialization of all features.
Amongst them, eye contact is represented via one single number and can be easily classified using hard thresholds. For the rest, feature vectors were used as the input for a multi-class Support Vector Machine system [11] , using one-versusall method and winner-take-all strategy. The algorithm was used to classify four classes, which represented the performance from [1 -Not good] to .
We applied 70-30% train/test split on the total of 76 presentations in order to evaluate the classification of the whole presentation, and then calculate the confusion matrix (Table 4) . As the result, the system achieved the recognition rate of 73.9%.
The Two Methods of Giving Feedbacks. The system provides two ways of delivering feedbacks to the audience. The first one shows users their recorded presentation, the appearances of each behaviors ( Figure 4) and results on the four nonverbal aspects, plus the overall result. In parallel, with purpose to give presenters the helpful feedbacks, also aim to provide them the experience as presenting for the real audience, we developed a virtual conference room as one method to deliver feedbacks. The environment was built using the Unity3D engine, simulates the classroom that we collected data for observation. Avatars are able to perform several animations that may bring either positive or negative feeling for presenters. These animation clips are sorted based on the increase of negative feeling: (1) Nodding; (2) Sitting still; (3) Sleeping; (4) Yawning.
In order to achieve real-time assessment, we applied a moving window to assess the overall quality for the most recent 5 seconds. This process outputted a single value from [1 -Not good] to . The value then was used to manually adjust the distribution of the animation clips. Higher quality presentations resulted in higher proportion of positive animations and vice versa.
