This letter presents a novel, model-based compressive antenna design method for high-sensing-capacity imaging applications. Given a set of design constraints, the method maximizes the capacity of the compressive antenna by varying the constitutive properties of scatterers distributed along the antenna. Preliminary two-dimensional design results demonstrate the new method's ability to produce antenna configurations with enhanced imaging capabilities.
I. INTRODUCTION
S ENSING systems attempt to extract as much information as possible about an object under test by recording a set of independent measurements of the object's scattered fields. The number of measurements and the degree of their independence determine how much information can be extracted by the sensing system. A recent paper [1] introduced the concept of a compressive reflector antenna for use in millimeter-wave imaging applications. The compressive reflector antenna operates in a manner similar to that of the coded apertures utilized in optical imaging applications [2] - [4] : By introducing scatterers to the surface of a traditional reflector antenna, the compressive antenna encodes a pseudorandom phase front on the scattered electric field. It was shown in [1] that, by modifying the encoded wavefront from measurement to measurement, compressive sensing techniques [5] - [7] can be employed in imaging applications with improved performance over the traditional reflector antenna. This letter describes a numerical method for optimizing the constitutive parameters of the surface scatterers in order to design compressive reflector antennas with improved imaging capabilities.
II. MOTIVATION
Consider a general linear system, in which a set of noisy measurements y ∈ C M of the object of interest x ∈ C N are obtained via the relationship y = Ax + n, where A ∈ C M ×N is called the sensing matrix. When x is sparse, that is it has a small number of nonzero coefficients, then it can be accurately recovered using novel compressive sensing techniques [5] - [7] . One of the most common reconstruction techniques in compressive sensing recovers sparse vectors as the solution to the following convex optimization program:
The optimal solution x * to (1) is guaranteed to be within a distance x * − x t 2 ≤ Cη of the true sparse vector x t if the sensing matrix obeys a restricted isometry property (RIP), which can be defined as follows: For a fixed sparsity level S, the restricted isometry constant δ S is the smallest positive constant such that the following relationship is satisfied for all submatrices A S obtained by selecting any S columns from A
where σ min and σ max are the largest and smallest singular values of A S . Generally speaking, the RIP requires the values of δ S to be small. Compressive sensing can also be considered from the perspective of information theory. In this framework, the -capacity determines the amount of information that can be transmitted through the linear mapping y = Ax within an uncertainty level [8] , [9] and is defined as follows:
where σ m are the singular values of A. Colloquially, we refer to the -capacity as the sensing capacity, or just the capacity. Consider instead a system y = A S x S , for S < M, where A S is generated by selecting S columns from A. In this case, the -capacity takes the form [8] , [9] 
where σ s are the singular values of A S . Consequently, it can be shown using (2) and (4) that the -capacity H (A S ) is bounded by
In this sense, δ S defines the minimum amount of information that can be transmitted by S-sparse vectors using the linear mapping y = Ax. In order to improve the ability of the sensing matrix A to recover sparse vectors, one would ideally minimize the values of the restricted isometry constants δ S . This is equivalent to maximizing the lower bound of (5) . Unfortunately, it is prohibitively expensive to do this in most practical applications because the number of computations required grows exponentially with N . Instead, let us consider a more practical measure using the singular values of the complete matrix A. By convention, the smallest and largest singular values of A satisfy the following inequality for all vectors x that do not lie in the null space of A:
Combining (2) and (6), when the sparsity level exceeds a given threshold S T , the restricted isometry constant δ S , and smallest nonzero singular value σ min are related by the following inequality:
When this condition is satisfied, the -capacity H (A S ) is necessarily bounded according to
for ≤ 1. Solving (8) for δ S results in the following lower bound on the restricted isometry constants:
Since ≤ 1 and S < M, this bound reduces to δ S ≥ 0 as → 0.
In addition, the singular value term ( M m =1 σ 2 m ) 1/S approaches zero as S → ∞. Therefore, the strongest bound arises when = 1 and S = 1
This relationship states that, for sparsity levels S > S T , thecapacity of the full-sensing matrix A provides a lower bound on the restricted isometry constants δ S . If the singular values are poorly distributed, i.e., M m =1 σ 2 m is small, then the values of δ S will be close to one. In order to provide the best bound, the -capacity H 1 (A) should be as large as possible.
In this letter, we propose maximizing the -capacity of the Green's function matrix G as an appropriate method for maximizing the -capacity of the sensing matrix in electromagnetic inverse problems. This is motivated by the fact that the sensing matrix A is dependent upon the fields radiated by the transmitting antennas. For example, applying the Born approximation to electromagnetic inverse problems leads to the following linear relationship between the scattered electric field E s (r, ω) and the contrast variable χ(r) [10] : (11) where k b (r , ω), G b (r, r , ω), and E b (r , ω) are the wavenumber, dyadic Green's functions, and electric field radiated by the transmitting antennas in the background medium, respectively, and the incident fields E b (r , ω) depend upon the Green's functions G b (r, r , ω). Intuitively, one expects that improving the -capacity of G also improves the -capacity of A.
III. GENERAL DESIGN APPROACH
In the optimization problem, the transmitting antenna system is described by a set of current sources located at T locations. Each transmitting antenna excites the M positions in the imaging region with stepped-frequency waveforms at K frequencies. The design procedure optimizes the constitutive properties (r, ω) and μ(r, ω) of scattering elements located at N positions along the reflector. In order to allow the scattering elements to be dispersive, the permittivity and permeability of the scatterers at the kth frequency will be jointly represented by the variable x k . With this convention, the matrix G k (x k ) ∈ C 3M ×3T can be defined as the Green's function matrix for sources radiating at frequency ω k , located at the T transmitter positions, and evaluated at the M positions in the imaging region. This matrix is a nonlinear function of the design variables x k . By concatenating the Green's function matrices for multiple frequencies, the multifrequency Green's function matrix G(x) ∈ C 3M ×3K T can be expressed as
where the vector x is the vector of concatenated design variables for each frequency. Assuming that M > KT , the capacity maximization problem can be expressed as a nonconvex "max-det" problem
subject to h q (x) ≤ 0, q = 1, · · · , Q c p (x) = 0, p = 1, · · · , P.
The constraint functions h q (x) and c p (x) can be nonconvex and depend upon the specific design constraints placed on the dielectric scatterers. For example, if the scatterers are restricted to be nondispersive, then the equality constraint functions force the design variables x 1 , x 2 , . . . , x K to produce the same permittivity and conductivity. As another example, if metamaterial scattering elements are disallowed, then the inequality constraint functions force the design variables to produce dielectric constants ≥ 1.
IV. SIMPLIFIED DESIGN APPROACH
This section describes a method for solving a simplified version of (13) . In this approach, both the scatterers and the background medium at the scatterer locations are assumed to be nondispersive and nonconductive, so that the design variables x 1 , x 2 , . . . , x K are equal and are real-valued. Moreover, the constraints simply restrict the electric permittivities and magnetic permeabilities of the scatterers to lie within specified ranges, [ L , R ] and [μ L , μ R ]. The simplified optimization problem can therefore be expressed as
Equation (14) can be solved efficiently using the nonlinear conjugate gradient method [11] . This method requires expressions for the gradient of the cost function log det F(x) = log det G H (x)G(x) . Assuming that F(x) is invertible, the partial derivatives ∂ ∂ x l log det F(x) and ∂ F(x)
A close examination of (12) reveals that the partial deriva-
can be expressed in terms of the partial derivatives
as the discretized version of the Helmholtz operator for frequency k, the Green's function ma-
The matrices Φ and Ψ are subsampling matrices corresponding to the imaging and transmitter positions, respectively. From this relationship, the partial derivatives ∂ G k (x) ∂ x l take the following form:
The elements of the partial derivative matrix ∂ H k (x) ∂ x l differ depending upon whether x l is permittivity or permeability. If x l is the permittivity j at position j, then the partial derivative matrix takes the form
where ⊗ is the Kronecker product and δ ij ∈ C L is the Kronecker delta function expressed as a vector, i.e., the jth element of δ ij equals one and all others equal zero. If x l is the permeability μ j at position j, then the partial derivative matrix takes the form
where L c is the discretized curl operator. Computation of these derivatives requires K(N + T ) calls to a forward model solver at each iteration in order to compute the Green's functions.
V. COMPARISON TO PREVIOUS WORK
The use of scattering elements in order to "diversify" the fields radiated by an antenna is not a completely new concept. Indeed, similar techniques to the one described in this letter have been applied to communications [12] , [13] and imaging [14] applications. However, there are a number of ways in which our method differs from the previous work. For example, optimizing the ON/OFF state of parasitic antennas in order to maximize the capacity of a communication system can be viewed as a special case of the generalized problem defined in (13) . Another key difference is that our method utilizes a full-wave numerical model in its optimization procedure. As a result, the method is valid for both dielectric penetrable and conductive scatterers, as well as metamaterial scatterers. This allows our technique to be applied to a greater number of applications than existing methods.
VI. RESULTS
This section presents preliminary antenna design results, which were generated using the simplified algorithm and a twodimensional (2-D) forward model solver for computing H −1 k (x) based on finite differences in the frequency domain (FDFD) [15] . The design method was executed for a configuration in which the antenna operated in reflection mode. In this mode, dielectric scatterers are added to the surface of a perfect electric conductor (PEC) reflector in order to further perturb the fields scattered by the reflector. Fig. 1 displays the configuration for the optimization problem. Three line source antennas, represented by the white circles, were used to excite the free-space imaging region, colored in orange. The green pixels represent the locations of the scatterers to be optimized, and the red pixels represent the PEC. The antennas were constrained to transmit at five frequencies linearly spaced between 3.1 and 3.5 GHz, and the dielectric constant of the scatterers was constrained to the range [1, 10] ; the magnetic permeability was restricted to μ = μ 0 . Fig. 2 displays the optimized permittivity distribution. It is important to note that (14) is nonconvex, and so it is probable that the solution displayed in Fig. 2 is only a locally optimal solution. If necessary, the optimization problem can be solved several times using different starting points until a suitable design is found. It should also be noted that the solutions of (14) may be difficult to manufacture. However, the general approach of (13) can be used with the appropriate constraint functions in order to ensure that the algorithm produces a feasible design. Fig. 3 displays the log 2 of the singular values of the sensing matrices obtained using (11) with the optimized antenna (solid) and original antenna (dashed). In this configuration, the imaging system operates in a multistatic configuration, such that the total number of unique measurements is N a (N a +1) 2 N f = 30. In addition, the imaging region was discretized into blocks of size 0.0360[m] × 0.0360 [m] , such that the sensing matrix A ∈ C 30×102 . Fig. 3 demonstrates the design method's ability to improve the singular value distribution of the sensing matrix and, therefore, the lower bound on the capacity. Indeed, the ratio σ max /σ min of the largest singular value to the smallest nonzero singular value has improved significantly, from approximately 9000 in the original antenna to 25 in the optimized antenna. This is a desirable property for any imaging system, even when alternative techniques such as regularized least squares are used in lieu of compressive sensing techniques.
A numerical analysis was performed in order to demonstrate that the design method improves the compressive sensing imaging capabilities of the antenna. In this analysis, the sensing matrices for the baseline and optimized antenna configurations were used to solve the following compressive sensing reconstruction problem 
Equation (20) is an enhanced formulation of (1), in which the measurements are assumed to be noiseless and the solution vector is known to lie within some feasible set denoted by Q p . The feasible set for this problem is motivated by the fact that the contrast variable x is related to the dielectric constant and conductivity of the scatterers [10] . Consequently, the fundamental limitations placed on these variables by the laws of physics should be enforced within the reconstruction procedure. Fig. 4 displays the results of the numerical analysis as the fraction of vectors recovered within a normalized error x t − x 2 / x t 2 of 0.001. At small sparsity levels, the original and optimized antennas provide comparable performance. However, at high sparsity levels, the optimized antenna clearly outperforms the original antenna.
VII. CONCLUSION
This letter describes a novel, model-based antenna design method that may be used for high-sensing-capacity imaging applications. By optimizing the capacity of the dyadic Green's function matrix, the new approach generates antenna configurations with improved sensing and imaging capabilities. Preliminary design results using a 2-D FDFD forward model to design a compressive antenna operating in reflection mode demonstrate how the novel approach generates antenna configurations with improved capacity and imaging capabilities. Although this letter focused on the simplified design approach, the theory of the general design approach is suitable for other realistic scenarios.
