Starting with a quaternion difference equation with boundary conditions, a parameterized sequence which is complete in finite dimensional quaternion Hilbert space is deduced. By employing the parameterized sequence as the kernel of discrete transform, we form a quaternion function space whose elements have sampling expansions. Moreover, through formulating boundary-value problems, we make a connection between a class of tridiagonal quaternion matrices and polynomials with quaternion coefficients. Specifically, for a quaternion matrix satisfying suitable conditions, one can always associate a quaternion characteristic polynomial whose roots are eigenvalues of the matrix. Several examples are given to illustrate the results.
Introduction
Sampling theorems for general integral transforms other than the Fourier one were discussed by Kramer [1] . Kramer's result generalizes the Shannon sampling theorem and it can be flexibly applied to many physical and engineering applications. A necessary condition for Kramer's sampling theorem is that the kernel of integral transform has to be capable of generating an orthogonal basis in a certain Hilbert space. It is known that the kernels in Kramer's theorem can be extracted from some boundary-value problems of differential equations (see e.g., [2] ). Accordingly, sampling theorems associated with several types of boundary-value problems were extensively investigated [3, 4] . Based on difference operators, the author in [5] provided a discrete version of Kramer's theorem, and numerous studies of sampling expansions associated with difference equations were introduced in a series of papers [6, 7, 8] .
The purpose of this paper is to derive sampling expansions associated with quaternion difference equations. The theory of quaternion-valued dynamic equations, which is a new direction of mathematical analysis, has received a lot of attention because many physical problems can be described as quaternion models [9, 10, 11, 12] . There are sampling theorems concerning quaternion-valued functions defined on R 2 and the samples in corresponding interpolation formulas are located on uniform grids [13, 14] . In this paper the quaternion-valued functions we will study are defined on quaternion skew field and the samples involved in interpolation formulas are non-uniformly spaced. In the quaternion analysis setting, the study of difference equations [12] , matrix theory [15, 16] and zeros computing of polynomials [17, 18] is essentially different from the traditional case due to the non-commutative property of quaternions. To achieve our goal we cannot directly use the related results such as spectral theorem of matrices and structure of zeros of polynomials in the real or complex case. Thus formulating sampling expansions for quaternion-valued functions needs to be based on the distinctive structure of quaternions and many concepts under study here should be redefined accordingly.
Preliminaries

Quaternions and matrices of quaternions
The skew field of quaternions [19] denoted by H is the four-dimensional algebra over R with basis {1, i, j, k}. The elements i, j and k obey the Hamilton's multiplication rules
For each quaternion q = q 0 + q 1 i + q 2 j + q 3 k, its conjugate is defined by q = q 0 − q 1 i − q 2 j − q 3 k, then== 3 m=0 q m and its norm is given by |q| = √ qq. Using the conjugate and norm of q, one can define the inverse of q ∈ H \ {0} by q −1 = q/ |q| 2 . Observe that the set C of complex numbers appears as a sub-algebra of H: C = Span R {1, i}, thus we will view C as a subset of H.
Let M m×n (H), simply M n (H) when m = n, denote the set of all m by n matrices with entries from H. Just as with the complex case, a square matrix A ∈ M n (H) is said to be normal if A * A = AA * , unitary if AA * = I and invertible if AB = BA = I for some B ∈ M n (H). Here A * is the conjugate transpose of A. The concept of eigenvalues for quaternion matrices is somewhat different from the complex case. Owing to the non-commutativity of quaternions, there are two types (left and right) of eigenvalues for quaternion matrices. A vector ξ ∈ H n \ {0} is said to be a right (left) eigenvector of A corresponding to the right (left) eigenvalue λ ∈ H provided that
holds. In the sequel we will only consider right eigenvalues and right eigenvectors, so we will use terminology eigenvalues and eigenvectors for simplicity.
A matrix B 1 is said to be similar to a matrix B 2 if B 2 = S −1 B 1 S for some non-singular matrix S. In particular, we say that two quaternions p, q are similar if p = α −1 qα for some nonzero α ∈ H. From [15, 20] , we know that any matrix A ∈ M n (H) has exactly n eigenvalues (including multiplicity) which are complex numbers with nonnegative imaginary parts. These eigenvalues are called standard eigenvalues. Like the complex case, any two similar quaternion matrices have the same eigenvalues. We denote the totality of eigenvalues of A by σ(A), the spectrum of A. It is easy to see that if (2.1) holds, then Aξα = (ξα)(α −1 λα) for all nonzero α ∈ H. This means that ξα is a eigenvector of A corresponding to eigenvalue α −1 λα rather than λ. For any q ∈ H, its similarity orbit [16] is defined by
The similarity orbit θ(q) contains infinitely many elements for q ∈ H \ R, but only two of them are complex.
Quaternion Hilbert spaces
An abelian group H is a right H-module [16] if there is a right scalar multiplication map (u, α) → uα from H × H into H such that for all u, v ∈ H and α, β ∈ H
If any element of H can be expressed by a right H-linear combination of V ⊂ H, then V is called a basis of H and the dimension of H is m.
A right H-module H is called a quaternion pre-Hilbert space if there exists a quaternion-valued function (inner product) ·, · : H × H → H such that for all u, v, w ∈ H and α, β ∈ H: The function u → u = u, u is a norm on H. Under this norm, the Cauchy-Schwartz inequality and triangular inequality (see [21] ) hold as | u, v | ≤ u, u v, v and u + v ≤ u + v respectively. Moreover, if H is complete under the norm · , then it is called a quaternion Hilbert space. For any n-dimensional Hilbert space H, by the quaternion version of Gram-Schmidt theorem [16] , there exists a basis V = {u 1 , u 2 , . . . , u n } of H such that u k = 1 for every 1 ≤ k ≤ n and u s , u t = 0 for s = t. Such a basis is called an orthonormal basis. For every v ∈ H, it can be expanded as
A right H-linear operator is a function T : H → H such that T (uα + vβ) = T (u)α + T (v)β for all u, v ∈ H and α, β ∈ H. Such an operator is also called a endomorphism, so we denote by E n (H) the set of all endomorphisms on H. For every T ∈ E n (H), the Riesz representation theorem (see e.g., [21, 16] ) guarantees that there exists a unique operator T * ∈ E n (H), which is called the adjoint of T , such that for all u, v ∈ H, T u, v = u, T * v . As for quaternion matrices, an operator T ∈ E n (H) is said to be self-adjoint if T = T * , normal if T T * = T * T and unitary if T T * = T * T = I.
We recall the spectral theorem for normal operators [16] as follows.
Theorem 2.3 Suppose that H is an n-dimensional quaternion Hilbert space. Then T ∈ E n (H) is normal if and only if there is an orthonormal basis
Under the usual vector-scalar multiplication ξ, α → ξα, H n is a right H-module. Furthermore, H n is a quaternion Hilbert space if it is embedded by inner product ξ, η = ξ * η. Let A ∈ M n (H), ξ ∈ H n and define T A = Aξ. Then we have the spectral theorem for normal matrices as follows. 
Theorem 2.4 The matrix A ∈ M n (H) is normal if and only if there is a unitary matrix
U ∈ M n (H) such that U * AU = D,
Quaternion polynomials
The polynomials with quaternion coefficients located on only left side of powers are called simple quaternion polynomials [18] . Let
be a given simple quaternion polynomial of degree n. It was shown in [17] by Pogorui and Shapiro that the polynomials of type (2.2) may have two types of zeros: isolated and spherical zeros. Let z 0 be a zero of p n defined by (2.2). If z 0 / ∈ R and has the property that p n (z) = 0 for all z ∈ θ(z 0 ), then it is called a spherical zero. Otherwise, z 0 is called an isolated zero. If the zero set of p n (z) intersects only with n 1 similar orbits, we say that the number of zeros of p n (z) is n 1 . The authors in [18] proved that n 1 ≤ n, and they also presented an effective algorithm for finding all zeros including their types without using iterations.
Let Z iso (s) be the totality of non-real isolated zeros of p n (z, s). Then
3 The sampling theorems
We will study the quaternion difference equation
where a(k) ∈ H, b(k) ∈ H \ {0} for 0 ≤ k ≤ N and λ ∈ H is a parameter. The equations of type (3.1), which have two-sided coefficients, are difficult to be solved [22] . To solve (3.1), we need to consider boundary conditions of the form
where h 1 , h 2 are quaternion numbers. Note that x(1) and x(N ) cannot be zero, otherwise there is only a trivial solution for the boundary value problem (BVP) (3.1)-(3.3). Therefore if h 1 = 0 (which implies that x(0) = 0), we have to restrict x(1) = 0. Similar considerations are needed for the cases when h 2 = 0 or h 1 = h 2 = 0.
For fixed h 1 , h 2 ∈ H, we define an operator L for any In the present study, L is not necessarily to be self-adjoint. In fact, by Theorem 2.3, we know that if L is normal, then it can produce an orthonormal basis whose elements are solutions of (3.1).
Let φ(k, λ, s) (0 ≤ k ≤ N + 1) be the unique solution of (3.1)-(3.2) satisfying φ(1, λ, s) = s. By direct computations, we have that φ(k, λ, s) is a simple quaternion polynomial with the form of where c(0, k), c(1, k) , . . . , c(k, k) are undetermined coefficients. Therefore, for φ(k, λ 0 , s) to be the solution of (3.1)-(3.3) , it is necessary that λ 0 is a zero of polynomial φ(N + 1, λ, s) + h 2 φ (N, λ, s) . Since L is a right H-linear operator on H N , it has a matrix form
It follows that L is normal if and only if L is normal. Next we introduce a necessary and sufficient condition for L to be normal.
real matrices. Then L is normal if and only if
Proof. By direct computations, we have that
The relationship between ϕ(λ, s) and L is described next. As a consequence of Theorem 3.2, we obtain a corollary as follows. 
If
Proof. 1. We mentioned previously that x(1) in (3.1)-(3.2) cannot be zero, otherwise there is only a trivial solution for the equations. We can also see this fact from matrix L directly. Since Lξ = ξλ 0 , then
By similar arguments, we have ξ 3 = ξ 4 = · · · = ξ N = 0 which leads to a contradiction with the assumption that ξ is an eigenvector of L.
is a solution of (3.1)-(3.3) satisfying x(1) = ξ 1 . By the definition of ϕ, we conclude that ϕ(λ 0 , ξ 1 ) = ξ for the uniqueness of the solution.
By statement 1 and note that η 1 = s 0 s 1 , we conclude that
The proof is complete.
Let λ 0 or s 1 to be real in the statement 2 of Corollary 3.3, we see that if λ 0 is an eigenvalue of L, there exist many t 1 , t 2 , . . . such that ϕ(λ 0 , t 1 ), ϕ(λ 0 , t 2 ), . . . are solutions of (3.1)-(3.3). We will show that for any fixed s ∈ H \ {0}, there exist N distinct quaternion numbers λ 1 , λ 2 , . . . , λ N such that ϕ (λ 1 , s), ϕ(λ 1 , s) , . . . , ϕ(λ N , s) are solutions of (3.1)-(3.3). Furthermore, these solutions constitute an orthogonal basis of H N .
Theorem 3.4 Suppose that L (or equivalently L) is normal. Then for any fixed
Proof. Since L is normal, by Theorem 2.4, there exists U = [u 1 , u 2 , . . . , u N ] ∈ M n (H) such that U * LU = D where D is a diagonal matrix with diagonal entries α 1 , α 2 , . . . , α N ∈ C. Note that U is unitary, we have LU = U D. It follows that u k = [u 1k , u 2k , . . . , u N k ]⊤ is an eigenvector of L corresponding to the eigenvalue α k for k = 1, 2, . . . , N . We may encounter α i = α j for some i = j, as it is possible that L has multiple standard eigenvalues. Thus we need to construct λ k from α k so that λ 1 , λ 2 , . . . , λ N can be distinct.
By Corollary 3.3, we know that u 11 , u 12 , . . . , u 1N are nonzero and ϕ(α k , u 1k ) = u k is a solution of (3.1)-(3.3). Let t 1 , t 2 , . . . , t N be the quaternion numbers such that solution of (3.1)-(3.3) for k = 1, 2, . . . , N . Note that the columns of U form an orthonormal basis of H N , we have that V is an orthogonal basis and therefore λ 1 , λ 2 , . . . , λ N have to be distinct.
Having introduced several useful results about the solutions of (3.1)-(3.3), we are in position to state the main result of this section: the sampling expansions associated with the quaternion difference equations. 
Then there exist λ 1 , λ 2 , . . . , λ N ∈ H which depend on s such that
where
Proof. For any fixed s ∈ H \ {0}, by Theorem 3.4, there exist λ 1 , λ 2 , . . . , λ N ∈ H such that V = {ϕ(λ 1 , s), ϕ(λ 2 , s), . . . , ϕ(λ N , s)} is an orthogonal basis of H N . It follows that
and ϕ(λ, s) have expansions in terms of V :
It follows that
which completes the proof.
We present some examples to illustrate the sampling theorem.
Example 3.6 Consider the quaternion difference equation
with boundary condition
It is easy to see that L defined by (3.4) is normal for (3.5). For simplicity, we only show the result for N = 3. By direct computations, we have that φ(1, λ, s) = s, φ(2, λ, s) = isλ − ks and
Thus p 3 (λ, s) = φ(4, λ, s) + 0φ(3, λ, s) = −isλ 3 + ksλ 2 − 3isλ + 3ks.
Let s = s 1 = 1 + k. We consider the sampling expansion for
We need to solve the equation
By applying the algorithm in [18] for computing the zeros, we get the zero set of p 3 (λ, s 1 ):
. It was shown in [13] that two eigenvectors of a normal operator are orthogonal if they correspond to two non-similar eigenvalues. So we may set λ 1 = i. It is not easy to determine two elements λ 2 , λ 3 of θ(i √ 3) ⊂ Z(s 1 ) such that ϕ(λ 2 , s 1 ), ϕ(λ 3 , s 1 ) = 0. We need to find proper λ 2 , λ 3 by computing the eigenvectors of
For λ = i √ 3, we can get two linearly H-independent eigenvectors
It is fortunate that the inner product ξ 1 , ξ 2 = −4 √ 3 is real. So we can construct an eigenvector ξ 3 corresponding to i √ 3 from {ξ 1 , ξ 2 } such that ξ 1 , ξ 3 = 0 by the quaternion Gram-Schmidt process [16] . Let ξ 3 = ξ 2 − 
By Corollary 3.3, we know that
and they are solutions of the BVP (3.5)-(3.6). Let
Then we can select λ 2 and λ 3 to be
It follows from Corollary 3.3 that W 1 = {ϕ(β k , s 2 ) : k = 1, 2, 3} is an orthogonal basis if
Similarly, another orthogonal basis is W 2 = {ϕ( β k , s 2 ) : k = 1, 2, 3}, where β 1 = t −1 λ 1 t = j, β 2 = t −1 λ 2 t = j √ 3, β 3 = t −1 λ 3 t = −j √ 3.
