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Rational Approximation of Functions in the Hardy
Spaces on Tubes
Weixiong Mai, and Tao Qian
Abstract
We study rational function approximation in several complex variables. The study
is based on the Hardy space theory on tubes over cones. As application it gives rise to
L2 approximation to functions of several real variables.
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1 Introduction
Rational approximation has been a research topic for a long time. In [34, 35] J. L. Walsh
discussed the problem of approximating holomorphic functions by rational functions in one
complex variable. A common problem is to find a rational approximation with a given
error. Runge’s approximation theorem (cf. [9]) is one of the well-known results in such
direction. Best n-rational approximation, which is another classical problem in rational
approximation, can be formulated as follows. Let f be in the Hardy space H2(C+), where
C+ = {z ∈ C; z = x+ iy, x ∈ R, y > 0}. Find a pair of co-prime polynomials p1 and q1, where
the degrees of p1 and q1 both are less or equal to m, and q1 dose not have zeros in C+, such
that
‖f − p1
q1
‖H2(C+) ≤ ‖f −
p
q
‖H2(C+) (1.1)
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among all pairs of co-prime polynomials p and q satisfying the same conditions. Although
existence of such p1/q1 in (1.1) was proved many decades ago ([34]), a practical algorithm
to find a solution remains as an open problem till now. Some conditional solutions have
been found (e.g. [5, 6, 7, 18, 20]). The significance of studying rational approximation is not
only theoretical, but also practical. Rational approximation has direct applications in system
identification (e.g. [1, 2, 3]). In particular, system identification is to identify the transform
function, which itself is often a rational function. Identification of transform functions of
several complex variables is a recent research topic (e.g. [24]). For signal processing, people
aim to decompose a real-valued function f ∈ L2(R) into a series “ simple ” functions. One
can have f = f+ + f− by the Hardy decomposition, where f+ and f− are non-tangential
boundary limits of certain functions in the respective Hardy spaces H2(C+) and H2(C−). Due
to the fact that the real part of f+ is equal to 1
2
f, the problem is then reduced to decomposing
f+ and solved by finding a sequence of rational functions in H2(C+) approximating f+.
Recently, T. Qian et al proposed a function decomposition method called adaptive Fourier
decomposition (AFD) that has impacts to both theory and applications. AFD is based on a
generalized backward shift process leading to an adaptive Takenaka-Malmquist (TM) system
[17, 18]. AFD was originally established in the Hardy spaces of the unit disc and the upper
half plane. Here we briefly give a revision of AFD in H2(C+). A TM system in the upper
half plane is defined as
Bk(z) = B{b1,...,bk}(z) =
√
βk
pi
1
z − bk
k−1∏
j=1
z − bj
z − bj
, bk = αk + iβk ∈ C+, k = 1, 2, ..., z ∈ C+.
(1.2)
For f ∈ H2(C+), and {bk}mk=1 being m given points in C+, the main step of AFD is to select
bm+1 in the upper half complex plane to satisfy
bm+1 := arg sup
b∈C+
|〈f,B{b1,...,bm,b}〉|, (1.3)
where B{b1,...,bm,b}(z) is defined in (1.2) corresponding to {b1, ..., bm, b}. With a rigorous proof
this turns to be realizable and is called the maximal selection principle. AFD offers the fast
convergent rational approximation
lim
m→∞
||f −
m∑
k=1
〈f,Bk〉Bk||H2(C+) = 0,
where each element of {bk}∞k=1 is selected by the maximal selection principle (1.3). What
AFD gives is rational approximation of functions in H2(C+). AFD can be considered as a
variation of greedy algorithm, but the main idea of AFD is not identical with any existing
greedy algorithm (Pure Greedy Algorithm (PGA) and Orthogonal Greedy Algorithm (OGA),
etc., [11]). By introducing the complete dictionary concept, Qian [21] proposed a new type of
greedy algorithm called Pre-Orthogonal Greedy Algorithm (P-OGA) that develops the theory
of AFD to abstract Hilbert spaces. As application it is shown that P-OGA is applicable to
the Hardy space of the polydisc H2(D2) (see [21]). Based on the methodology of P-OGA,
in [15] the counterpart of AFD is provided in complex reproducing kernel Hilbert spaces.
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The higher dimensional analogues of AFD have also been formulated respectively in the
quaternionic analysis (see [22]) and Clifford analysis (see [36]) settings. Among other things,
the first setting is a generalization in the spirit of AFD. The second, however, is in the spirit of
greedy algorithm, generalizing linear combinations of Szego¨ kernels to approximating rational
functions. What is in particular achieved in the quaternionic and the Clifford settings is that a
global maximal selection of the parameters is attainable at each step of the recursive process.
The difficulty with the general Clifford setting is caused by the fact that the inner product
〈f, f〉 is not necessarily scalar-valued. Note that in the quaternionic case we obtain rational
approximation of functions, but in the Clifford case we can only achieve approximation by
linear combination of the shifted Szego¨ kernels: for odd Euclidean dimensions a Szego¨ kernel
is not a rational function. The right way of posting the approximation question would be
linear combination of Szego¨ kernels, Szego¨ kernel-approximation in short, other than rational
approximation. For more information on AFD and its variations regarding Szego¨ kernel-
approximation see [17, 18, 19, 20].
In this paper, we will study Szego¨ kernel-approximation of functions in the Hardy spaces
on the tube over the first octant H2(TΓ1). Unlike the Clifford case, in H
2(TΓ1) the Cauchy-
Szego¨ kernels, as well as their higher order partial derivatives, are rational functions. By
extending the Szego¨ kernel dictionary to its complete dictionary we involve the first and all
higher order partial derivatives of the Szego¨ kernels. The introduced complete dictionary is
given by using the methodology of P-OGA. Although in H2(D2) the P-OGA was well es-
tablished, the analogous theory in H2(TΓ1) needs to be independently discussed. Essentially,
the reason is that TΓ1 is an unbounded domain while D2 is a bounded domain. In this paper
such rational approximation is called the AFD-type approximation since it can be regarded
as AFD in the several complex variables setting. In addition, we will show the convergence
of the AFD-type approximation, as well as the rate of convergence of it. As pointed out
previously, the study of rational approximation in L2(R) can be reduced to the study of
H2(C+) by the decomposition f = f+ +f−. Similarly, rational approximation in L2(Rn) can
be reduced to the study of the related 2n Hardy spaces on tubes (also see [21]). In the last
part of the paper, we will explore the AFD-type approximation in the Hardy spaces on tubes
over regular cones H2(TΓ).
The writing plan is as follows. In Section 2, some basic results and notations are given. In
Sections 3, we devote to establishing the theory of AFD-type approximation in H2(TΓ1). In
Section 4, several related problems are explored, where the problems include the convergent
rate of AFD-type approximation, rational approximation of functions in L2(Rn), and the
exploration of AFD-type approximation in H2(TΓ).
2 Preliminaries
In this section, we will fast review some basic concepts and properties of H2(TΓ1). For more
information, see e.g. [28] and [10].
Let B be an open subset in Rn. We say that TB is a tube over B, if each z ∈ TB ⊂ Cn is
of the form
z = (z1, z2, ..., zn) = (x1 + iy1, x2 + iy2, ..., xn + iyn) = x+ iy, x ∈ Rn, y ∈ B.
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In this paper, we are mainly concerned with the following special tube TΓ1 , where
Γ1 = {y ∈ Rn : y1 > 0, y2 > 0, ..., yn > 0}.
Denote by H2(TΓ1) the Hardy space on TΓ1 . We say F ∈ H2(TΓ1), if F is holomorphic on
TΓ1 and satisfies
‖F‖2 = sup
y∈Γ1
∫
Rn
|F (x+ iy)|2dx <∞.
H2(TΓ1) is a Hilbert space equipped with the inner product
〈F,G〉 =
∫
Rn
F (ξ)G(ξ)dξ,
where F (ξ) = limη∈Γ1,η→0 F (ξ+ iη) is the limit function in the L
2-norm, so is G(ξ). Through-
out this paper, for F ∈ H2(TΓ1) and ξ ∈ Rn, F (ξ) is the limit function in this sense.
We now present several fundamental properties of functions in H2(TΓ1) (see e.g. [28]).
Theorem 2.1 (Paley-Wiener Theorem) Suppose Γ1 is the first octant. Then F ∈ H2(TΓ1)
if and only if
F (z) =
∫
Γ1
e2piiz·tf(t)dt
where f is a measurable function on Rn satisfying∫
Γ1
|f(t)|2dt <∞.
Furthermore,
||F || =
(∫
Γ1
|f(t)|2dt
) 1
2
.
H2(TΓ1) is a reproducing kernel Hilbert space whose reproducing kernel is the Cauchy-Szego¨
kernel
K(w, z) =
∫
Γ1
e2piiω·te2piiz·tdt =
n∏
k=1
−1
2pii(ωk − zk) , w, z ∈ TΓ1 .
The corresponding Poisson-Szego¨ kernel is given by
Py(x) =
K(z, 0)K(0, z)
K(z, z)
=
n∏
k=1
yk
pi(x2k + y
2
k)
.
Moreover, Py(x) ∈ Lp, for 1 ≤ p ≤ ∞.
The following results are reproducing formulas corresponding to the Cauchy-Szego¨ and the
Poisson-Szego¨ kernels, respectively.
Theorem 2.2 If F ∈ H2(TΓ1) then
F (z) =
∫
Rn
F (ξ)K(ξ, z)dξ =
∫
Rn
F (ξ)K(z, ξ)dξ
for all z = x + iy ∈ TΓ1, where F (ξ) = limη→0,η∈Γ1 F (ξ + iη) is the limit function in the
L2-norm.
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Theorem 2.3 If F ∈ H2(TΓ1), then
F (z) =
∫
Rn
F (ξ)Py(x− ξ)dξ
for all z = x + iy ∈ TΓ1, where F (ξ) = limη→0,η∈Γ1 F (ξ + iη) is the limit function in the
L2-norm.
3 Rational Approximation in H2(TΓ1): AFD-type Ap-
proximation
Suppose that {z(k)}∞k=1 is a sequence of distinct points in TΓ1 . Under such assumption,
{K(·, z(k))}∞k=1 are linearly independent. One can define
F ∗Am(z) =
m∑
j=1
m∑
k=1
F (z(j))a˜
(m)
j,k K(z, z
(k)), z ∈ TΓ1 , (3.4)
where Am = (aj,k)m×m with elements aj,k = K(z(j), z(k)), and a˜
(m)
j,k s’ are elements of A
−1
m .
By direct calculation, we have
〈F ∗Am , K(·, z(k))〉 = F ∗Am(z(k)) = F (z(k)), k = 1, ...,m. (3.5)
Moreover, for l > m,
‖F ∗Al − F ∗Am‖2 = ‖F ∗Al‖2 − ‖F ∗Am‖2.
Let {Bk}mk=1 be the Gram-Schmidt (G-S) orthogonalization of {K(·, z(k))}mk=1. The fol-
lowing formula is obvious
F ∗Am =
m∑
k=1
〈F ∗Am ,Bk〉Bk =
m∑
k=1
〈F,Bk〉Bk. (3.6)
(3.6) indicates that F ∗Am is the orthogonal projection of F to span{K(·, z(k)), k = 1, 2, ...,m}.
Remark Let H(E) be a reproducing kernel Hilbert space defined on the set E in C, f ∈
H(E), and {ak}∞k=1 be a sequence of distinct points in E. In [27] the so-called Aveiro method
was proposed to construct an approximating function of f in terms of {ak}∞k=1, where the
approximating function is with the interpolation property at {ak}∞k=1. The convergence of
such approximating function depends on the assumption that {ak}∞k=1 is a uniqueness set of
H(E) (i.e. if f ∈ H(E) satisfies that f(ak) = 0, k = 1, 2, ..., then f ≡ 0). The formula of F ∗Am
in (3.4) can be given by applying the Aveiro method to H2(TΓ). However, the uniqueness
set approach in higher dimensions is not easily available. In this study, we will show the
convergence of F ∗Am corresponding to {z(j)}∞j=1 that is not necessary being a uniqueness set.
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In the following discussion, we remove the restriction that all elements of {z(k)}∞k=1 are
distinct from each other, i.e. there may exist k 6= l such that z(k) = z(l). However, the original
definition of F ∗Am is meaningless in such situation since the inverse of Am is meaningless.
Therefore, we need to define the generalized F ∗Am that is denoted by F˜
∗
Am
, so that F˜ ∗Am does
make sense in such situation. Our generalization is based on the methodology of P-OGA.
Set φk = K(·, z(k)). By the G-S orthogonalization process, we have
β1 = β{z(1)} = φ1,
βl = β{z(1),...,z(l)} = φl −
l−1∑
k=1
〈φl, βk||βk||〉
βk
||βk|| , l ≥ 2
Bl = B{z(1),...,z(l)} =
βl
||βl|| .
(3.7)
Specifically, we derive the formula of F˜ ∗Am by studying the property of {Bk}mk=1 for the case
that z(k) = z(l), k 6= l. In fact, such kind of discussion on {Bk}mk=1 has been respectively made
in the one complex variable [23], quaternionic analysis [22] and several complex variables [21]
settings. The general and complete discussion on such property of {Bk}mk=1 is included in
[21]. For simplicity, we interpret this for z = (z1, z2) ∈ C2 and B2 = B{z(1),w}. We identify C2
with R4 and set w = z(1) + (r cos θ, r sin θ cos ζ, r sin θ sin ζ cos η, r sin θ sin ζ sin η) = z(1) + r~l,
where r > 0, θ, ζ ∈ [0, pi], η ∈ [0, 2pi). We consider
lim
r→0
B{z(1),w} = lim
r→0
β{z(1),w}
||β{z(1),w}||
= lim
r→0
β{z(1),w} − β{z(1),z(1)}√
〈β{z(1),w} − β{z(1),z(1)}, β{z(1),w} − β{z(1),z(1)}〉
= lim
r→0
β{z(1),w}−β{z(1),z(1)}
r√
〈β{z(1),w}−β{z(1),z(1)}
r
,
β{z(1),w}−β{z(1),z(1)}
r
〉
= lim
r→0
5~lβ{z(1),z}|z=z(1)
|| 5~l β{z(1),z}|z=z(1)||
=
5~lφz|z=z(1) − 〈5~lφz|z=z(1) , β1||β1||〉
β1
||β1||
|| 5~l φz|z=z(1) − 〈5~lφz|z=z(1) , β1||β1||〉
β1
||β1|| ||
,
where
5~lφz|z=z(1) =
∂φz
∂x1
|z=z(1) cos θ +
∂φz
∂y1
|z=z(1) sin θ cos ζ
+
∂φz
∂x2
|z=z(1) sin θ sin ζ cos η +
∂φz
∂y2
|z=z(1) sin θ sin ζ sin η,
and it is the directional derivative of φz in the direction ~l as a function of z. This obversation
indicates that the directional derivative of φz should be involved in the G-S orthogonalization
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process, when z(1) = z(2). Note that ∂φz
∂zj
= 1
2
(
∂
∂xj
− i ∂
∂yj
)
φz = 0, j = 1, 2, which indicate
that ∂φz
∂x1
and ∂φz
∂y1
, as well as ∂φz
∂x2
and ∂φz
∂y2
, are linearly dependent. We then define B~l{z(1),z(1)}
as the limit in the above sense. Let lk be the cardinality of the set {j : z(j) = z(k), j ≤ k}.
Generally, for (hk+1)hk
2
< lk ≤ (hk+2)(hk+1)2 , the hk-th order partial derivative of φz(k) should be
involved in the G-S orthogonalization process. As defined in [21], we introduceAk, k = 1, 2, ...,
the function set consisting of all possible directional derivatives of the functions in Ak−1,
where A0 = {K(·, z) : z ∈ TΓ1}. Denote by A the set
A = ∪∞k=0Ak.
The definition of Ak is slightly different from the one in [21] since we do not assume that
the elements in Ak are normalized. Given a sequence of points {z(k)}mk=1 in TΓ1 , we can
find a sequence of elements {Φz(k)}mk=1 in A such that {Bk}mk=1 is the orthonormalization of
{Φz(k)}mk=1 in the above sense. The formula of Φz(k) depends on lk. Define
F˜ ∗Am(z) =
m∑
k=1
〈F,Bk〉Bk =
m∑
j=1
m∑
k=1
〈F,Φz(j)〉a˜(m)j,k Φz(k)(z), z ∈ TΓ1 , (3.8)
where Am is the matrix with elements aj,k = 〈Φz(k) ,Φz(j)〉, and a˜(m)j,k s’ are elements of A−1m .
(3.8) is well defined since
〈F˜ ∗Am ,Φz(k)〉 = 〈F,Φz(k)〉, k = 1, 2, ...,m.
Note that F ∗Am = F˜
∗
Am
if all z(k)s’ are distinct from each other.
For Cn, n > 2, we can conclude that if
(
hk−1+n
n
)
< lk ≤
(
hk+n
n
)
, the hk-th order partial
derivative of φz(k) should be involved in the G-S orthogonalization process. We can similarly
define A and F˜ ∗Am . Hereafter, we do not distinguish between F ∗Am and F˜ ∗Am , and then we
adopt the notation F ∗Am for this matter.
The main procedure for constructing F ∗Am that tends to F (m → ∞) in the H2-norm is
as follows. Let {z(j)}mj=1 be m given points in TΓ1 and Am be the matrix with elements
aj,k = 〈Φz(k) ,Φz(j)〉. (3.9)
We are to select z
(m+1)
∗ ∈ TΓ1 satisfying
z(m+1)∗ := arg min
z(m+1)∈TΓ1
||F − F ∗Am+1||2
:= arg min
z(m+1)∈TΓ1
||F ||2 − ||F ∗Am+1||2.
(3.10)
The justification of the existence of z
(m+1)
∗ is provided later. In fact, it follows from the
boundary behaviors of functions in H2(TΓ1). At this moment, we assume that z
(m+1)
∗ can be
achieved. The convergence of F ∗Am in the H
2-norm is given by the following result.
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Theorem 3.1 For F ∈ H2(TΓ1), we have
||F −
m∑
j=1
m∑
k=1
〈F,Φz(j)〉a˜(m)j,k Φz(k)|| → 0, as m→∞, (3.11)
where each element of {z(k)}∞k=1 is selected by the principle (3.10).
Proof: By (3.8) and the Riesz-Fischer theorem, we know that there exists F ∗A∞ ∈ H2(TΓ1)
satisfying
F ∗A∞ = limm→∞
F ∗Am in the H
2-norm. (3.12)
If (3.11) does not hold, then
g = F − F ∗A∞ 6≡ 0. (3.13)
By the Identity theorem, we must have b 6∈ {z(1), ..., z(m)} such that
|g(b)| = δ0 > 0. (3.14)
On one hand,
δ0 = |g(b)| = |F (b)− F ∗A∞(b)| ≤ |F (b)− F ∗Am(b)|+ |F ∗A∞(b)− F ∗Am(b)|. (3.15)
By (3.12), there exists N1 > 0 such that when m > N1, the second term of (3.15)
|F ∗A∞(b)− F ∗Am(b)| = |〈F ∗A∞(·)− F ∗Am(·), K(·, b)〉|
≤ ||F ∗A∞ − F ∗Am||||K(·, b)||
<
δ0
2
,
where the second inequality follows from the Cauchy-Schwarz inequality. Hence, we have
|F (b)− F ∗Am(b)| >
δ0
2
.
On the other hand, by (3.8) we have
F (b) = F ∗Am,b(b), (3.16)
where Am,b is the matrix with elements given by (3.9) corresponding to (z
(1), ..., z(m), b).
By (3.10), we have
||F ||2 − ||F ∗Am,b ||2 = ||F − F ∗Am,b||2 ≥ ||F − F ∗Am+1||2 = ||F ||2 − ||F ∗Am+1||2. (3.17)
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Therefore, there exists N2 > 0 such that when m > N2,
|F (b)− F ∗Am(b)| = |F ∗Am,b(b)− F ∗Am(b)|
≤ ||F ∗Am,b − F ∗Am||||K(·, b)||
≤ ||K(·, b)||(
√
||F ∗Am,b||2 − ||F ∗Am||2)
≤ ||K(·, b)||(
√
||F ∗Am+1||2 − ||F ∗Am||2)
≤ ||K(·, b)||||F ∗Am+1 − F ∗Am||
<
δ0
2
.
(3.18)
If m > max{N1, N2}, then we arrive a contradiction. This proves the theorem. 2
Immediately, we have the following corollary.
Corollary 3.2 If all the conditions in Theorem 3.1 are fulfilled, then, for any compact subset
A in TΓ1,
F ∗Am(z) =
m∑
j=1
m∑
k=1
〈F,Φz(j)〉a˜(m)j,k Φz(k)(z), z ∈ A,
uniformly converges to F (z).
Denote by ∂TΓ1 the boundary of TΓ1 . The next lemma offers a set of sufficient conditions
of the existence of z
(m+1)
∗ .
Lemma 3.3 Suppose that F ∈ H2(TΓ1) and and z(j) ∈ TΓ1 , j = 1, ...,m, are fixed. If
lim
z(m+1)→β
|〈F,Φz(m+1)〉|
||Φz(m+1) ||
= 0,
lim
z(m+1)→β
|〈Φz(j) ,Φz(m+1)〉|
||Φz(m+1) ||
= 0, j = 1, 2, ...,m,
(3.19)
where β ∈ ∂TΓ1, then
lim
z(m+1)→β
||F − F ∗Am+1|| = ||F − F ∗Am||, (3.20)
and if
lim
|z(m+1)|→∞
|〈F,Φz(m+1)〉|
||Φz(m+1) ||
= 0,
lim
|z(m+1)|→∞
|〈Φz(j) ,Φz(m+1)〉|
||Φz(m+1) ||
= 0, j = 1, 2, ...,m,
(3.21)
then
lim
|z(m+1)|→∞
||F − F ∗Am+1|| = ||F − F ∗Am||. (3.22)
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Proof: We adopt the notation given in (3.7). We know that {Bk = βk||βk||}
m+1
k=1 is an orthonormal
system. Based on (3.8), we have
‖F − F ∗Am+1‖2 = ‖F − F ∗Am‖2 − |〈F,Bm+1〉|2.
To get (3.20), we need to show |〈F,Bm+1〉| → 0 as z → β. In fact,
|〈F,Bm+1〉| = |〈F, βm+1〉|‖βm+1‖
=
|〈F,Φz(m+1) −
∑m
k=1〈Φz(m+1) ,Bk〉Bk〉|
‖Φz(m+1) −
∑m
k=1〈Φz(m+1) ,Bk〉Bk‖
=
|〈F, Φz(m+1)‖Φ
z(m+1)
‖ −
∑m
k=1〈
Φ
z(m+1)
‖Φ
z(m+1)
‖ ,Bk〉Bk〉|
1−∑mk=1 |〈 Φz(m+1)‖Φ
z(m+1)
‖ ,Bk〉|2
.
(3.23)
By (3.19), we can have (3.20). We can also conclude (3.22) in a similar way. 2
We call
lim
z(m+1)→β
|〈F,Φz(m+1)〉|
||Φz(m+1)||
= 0
and
lim
|z(m+1)|→∞
|〈F,Φz(m+1)〉|
||Φz(m+1)||
= 0
the “boundary vanishing condition (BVC)” in H2(TΓ1), where {z(k)}m+1k=1 is a sequence of
points in TΓ1 . Since {z(1), ..., z(m)} are previously fixed in Lemma 3.3, z(m+1) must be different
z(k), 1 ≤ k ≤ m when z(m+1) tends to the points at boundary (including the point at infinity).
Thus the conditions (3.19) and (3.21) then follows from
lim
z(m+1)→β
|〈F, φz(m+1)〉|
||φz(m+1)||
= 0
lim
|z(m+1)|→∞
|〈F, φz(m+1)〉|
||φz(m+1)||
= 0,
(3.24)
where (3.24) is called the weak BVC.
One can give another proof of Lemma 3.3 by using the argument given in [15, Lemma
3.1]. Lemma 3.3 tells us that (3.10) can not achieve its minimum value at boundary point
β or at infinity. Therefore, to justify the existence of z
(m+1)
∗ , we only need to prove that the
weak BVC holds. In fact, for H2(TΓ1), we can show the stronger result that the BVC holds.
In the following discussion we first reduce the BVC to a special case. Define
φα(k),z(k) =
∂|α
(k)|K(·, z)
∂x1α
(k)
1 ∂x2α
(k)
2 · · · ∂xnα(k)n
∣∣∣
z=z(k)
= (
−1
2pii
)n
n∏
j=1
α
(k)
j !
(wj − zj)α
(k)
j +1
∣∣∣
z=z(k)
, (3.25)
where all elements of n-tuple α(k) = (α
(k)
1 , ..., α
(k)
n ) are non-negative integers and |α(k)| =∑n
j=1 α
(k)
j ≥ 0. Note that
Φ
z(m+1)
||Φ
z(m+1)
|| is a finite linear combination of φα(k),z(k) with |α(k)| =
10
hm+1, where hm+1 is determined by the cardinality of the set {j : z(j) = z(m+1), j ≤ m + 1}.
Specifically,
Φz(m+1)
||Φz(m+1)||
=
Nm+1∑
j=1
||φαj,(m+1),z(m+1) ||
||Φz(m+1)||
vj
φαj,(m+1),z(m+1)
||φαj,(m+1),z(m+1) ||
,
where Nm+1 =
(
hm+1+n
n
)−(hm+1−1+n
n
)
, |αj,(m+1)| = hm+1 and (v1, .., vNm+1) 6= 0. One can show
that
||φ
αj,(m+1),z(m+1)
||
||Φ
z(m+1)
|| is not an obstacle while the conditions (3.19) and (3.21) are considered.
For instance, for n = 2, we have
||Φz(m+1)||2 = ||
hm+1+1∑
j=1
vjφαj,(m+1),z(m+1) ||2 = ||φαk,(m+1),z(m+1) ||2||
hm+1+1∑
j=1
vj
φαj,(m+1),z(m+1)
||φαk,(m+1),z(m+1) ||
||2.
(3.26)
By directly calculating, one can get that ||∑hm+1+1j=1 vj φαj,(m+1),z(m+1)||φ
αk,(m+1),z(m+1)
|| ||2 can be considered as
a polynomial of
y
(m+1)
1
y
(m+1)
2
or
y
(m+1)
2
y
(m+1)
1
of degree 2hm+1. When y → ∂Γ1 or |y| → ∞, y
(m+1)
1
y
(m+1)
2
may be
∞, zero or a positive constant H. For the former two cases, ||∑hm+1+1j=1 vj φαj,(m+1),z(m+1)||φ
αk,(m+1),z(m+1)
|| ||2
is either∞ or a nonzero constant. For the last case, ||∑hm+1+1j=1 vj φαj,(m+1),z(m+1)||φ
αk,(m+1),z(m+1)
|| ||2 becomes
a polynomial of H. However, such polynomial can not be zero on (0,∞), otherwise, by the
left hand-side of (3.26) we get (v1, ..., vhm+1+1) = 0, which contradicts to (v1, ..., vhm+1+1) 6= 0.
For
y
(m+1)
2
y
(m+1)
1
, we can use the same argument. We then conclude that
||φ
αj,(m+1),z(m+1)
||
||Φ
z(m+1)
|| is either
zero or a positive constant when y → ∂Γ1 or |y| → ∞. One can easily get similar conclusions
for general n > 2 by our argument. By the above discussion, it suffices to show that the
BVC holds for Φz(m+1) = φα(m+1),z(m+1) .
Lemma 3.4 For 1 < p <∞, z = x+ iy ∈ TΓ1 and α = (α1, ..., αn),∫
Rn
∣∣∣∣∣
n∏
j=1
1
(ξj − zj)αj+1
∣∣∣∣∣
p
dξ1dξ2 · · · dξn = pi n2
n∏
j=1
Γ(−1
2
+
p(αj+1)
2
)
Γ(
p(αj+1)
2
)
(
1
yj
)p(αj+1)−1
.
Proof:∫
Rn
∣∣∣∣∣
n∏
j=1
1
(ξj − zj)αj+1
∣∣∣∣∣
p
dξ1dξ2 · · · dξn =
∫
Rn
n∏
j=1
∣∣∣∣ 1(|ξj − xj|2 + |yj|2)
∣∣∣∣
p(αj+1)
2
dξ1dξ2 · · · dξn
=
n∏
j=1
∫ ∞
−∞
∣∣∣∣ 1(|ξj − xj|2 + |yj|2)
∣∣∣∣
p(αj+1)
2
dξj
=
n∏
j=1
(
1
yj
)p(αj+1)−1 ∫ ∞
−∞
∣∣∣∣ 1t2j + 1
∣∣∣∣
p(αj+1)
2
dtj
= pi
n
2
n∏
j=1
Γ(−1
2
+
p(αj+1)
2
)
Γ(
p(αj+1)
2
)
(
1
yj
)p(αj+1)−1
,
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where the third equality is due to changing variables by setting tj =
ξj−xj
yj
, and Γ(·) is the
Gamma function. 2
Consequently, we have
||φα,z||2 =
(
1
2pi
)n( n∏
j=1
(αj!)
2
)
(pi)
n
2
n∏
j=1
Γ(αj +
1
2
)
Γ(αj + 1)
(
1
yj
)2αj+1
=
n∏
j=1
(2αj)!
(2yj)2αj+1
.
(3.27)
The following results imply that the conditions (3.19) and (3.21) hold.
Theorem 3.5 For F ∈ H2(TΓ1), and α = (α1, ..., αn),
lim
y∈Γ1,y→β
|〈F, φα,z〉|
||φα,z|| = 0, z = x+ iy ∈ TΓ1 , (3.28)
holds uniformly for x ∈ Rn, where β ∈ ∂Γ1.
Proof: Since
〈F, φα,z〉 =
∫
Rn
F (ξ)φα,z(ξ)dξ,
and F (ξ) is the limit of F (ξ + iη) in the L2-norm, we can find G(ξ) ∈ L2(Rn) ∩ Lp(Rn), 2 <
p <∞, such that for any  > 0, ||F −G||L2(Rn) < 2 . We also have
|〈F, φα,z〉|
||φα,z|| ≤
|〈F −G, φα,z〉|
||φα,z|| +
|〈G, φα,z〉|
||φα,z||
≤ ||F −G|| ||φα,z||||φα,z|| +
|〈G, φα,z〉|
||φα,z||
≤ 
2
+
|〈G, φα,z〉|
||φα,z|| .
(3.29)
It suffices to prove that, for y ∈ Γ1, y → β,∫
Rn |G(ξ)φα,z(ξ)|dξ
||φα,z|| <

2
. (3.30)
Indeed, by applying Ho¨lder’s inequality to
∫
Rn |G(ξ)φα,z(ξ)|dξ, (3.30) follows from
lim
y∈Γ1,y→β
(
∫
Rn |φα,z|qdξ)
1
q
(
∫
Rn |φα,z|2dξ)
1
2
= lim
y∈Γ1,y→β
pi
n
2q
∏n
j=1
(
Γ(− 1
2
+
q(αj+1)
2
)
Γ(
q(αj+1)
2
)
) 1
q (
1
yj
)(αj+1)− 1q
pi
n
4
∏n
j=1
(
Γ(αj+
1
2
)
Γ(αj+1)
) 1
2
(
1
yj
)αj+ 12
= C lim
y∈Γ1,y→β
n∏
j=1
y
1
2
− 1
p
j
= 0,
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where C is a constant, and q satisfies 1
p
+ 1
q
= 1. The last equality is based on the fact that
there exists yj → 0 when y → β. 2
Theorem 3.6 For F ∈ H2(TΓ1), and α = (α1, ..., αn),
lim
y∈Γ1,|y|→∞
|〈F, φα,z〉|
||φα,z|| = 0, z = x+ iy ∈ TΓ1 , (3.31)
holds uniformly for x ∈ Rn.
Proof: By Theorem 2.3, for any  > 0, we can find y′ ∈ Γ1 such that∫
Rn
|F (ξ)− F (ξ + iy′)|2dξ < .
|〈F, φα,z〉|
||φα,z|| ≤
|〈F (·)− F (·+ iy′), φα,z〉|
||φα,z|| +
|〈F (·+ iy′), φα,z〉|
||φα,z||
≤ ||F (·)− F (·+ iy
′)|| ||φα,z||
||φα,z|| +
|〈F, φα,z+iy′〉|
||φα,z||
≤ + |〈F, φα,z+iy′〉|||φα,z|| .
(3.32)
By applying the argument in Theorem 3.5, we can easily show that, for y ∈ Γ1 and |y| large
enough,
|〈F, φα,z+iy′〉|
||φα,z|| < C,
where C is a constant. The difference is that we need to find G ∈ L2(Rn)∩Lp(Rn), 1 < p < 2,
such that, for any  > 0, ||F −G||L2(Rn) < . 2
Theorem 3.7 For F ∈ H2(TΓ1), and α = (α1, ..., αn),
lim
|x|→∞
|〈F, φα,z〉|
||φα,z|| = 0, z = x+ iy ∈ TΓ1 , (3.33)
holds uniformly for y ∈ Γ1.
Proof: By Theorems 3.5 and 3.6, it suffices to prove that
lim
|x|→∞
|〈F, φα,z〉|
||φα,z|| = 0 (3.34)
holds uniformly for y ∈ C0, where C0 is a compact subset in Γ1.
Since span{K(·, z), z ∈ TΓ1} = H2(TΓ1), we have {w(j)}Nj=1 in TΓ1 such that
‖F −GN‖ < 
2
,
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where GN =
∑N
j=1 cjK(·, w(j)) ∈ H2(TΓ1). Hence, we have
|〈F, φα,z〉|
||φα,z|| ≤
|〈F −GN , φα,z〉|
||φα,z|| +
|〈GN , φα,z〉|
||φα,z|| <

2
+
|〈GN , φα,z〉|
||φα,z|| .
It suffices to show that, for a fixed w = ξ + iη ∈ TΓ1 , when |x| is large enough,
|〈K(·, w), φα,z〉|
||φα,z|| =
n∏
j=1
(2yj)
αj+
1
2αj!
|zj − wj|αj+1
√
(2αj)!
=
n∏
j=1
(2yj)
αj+
1
2αj!
|(xj − ξj)2 + (yj + ηj)2|
αj+1
2
√
(2αj)!
<

2
.
The last inequality is based on the fact that there exists xj satisfying that |xj| → ∞ as
|x| → ∞. 2
We now conclude that the existence of z
(m+1)
∗ is evident by Theorems 3.5 - 3.7. Although
we can also give another proof of Theorem 3.5 as well as Theorem 3.6 by using the argument
in Theorem 3.7, we will show that the technique used in Theorem 3.5 is helpful in proving
analogous results of Theorems 3.5 - 3.7 for Hp(TΓ), 1 < p <∞ (see Section 4).
Remark By using Theorems 3.5 - 3.7 and the following lemma (Lemma 3.8), we can give
another kind of rational approximation of functions in H2(TΓ1). Such rational approximation
indeed is analogous to the one given in [36]. Specifically, we apply the idea of greedy algorithm
to H2(TΓ1) with the dictionary
D =
{
ψα,z(w) =
φα,z(w)
||φα,z|| ; |α| =
n∑
j=1
αj ≥ 0, z, w ∈ TΓ1
}
, (3.35)
where φα,z(w) is defined in (3.25). We briefly give an introduction to greedy algorithm with
the dictionary D.
Let F ∈ H2(TΓ1). Then, by greedy algorithm, one can have
F =
m∑
l=1
〈RlF, ψα(l),z(l)〉ψα(l),z(l) +Rm+1F, (3.36)
where RlF is defined by
R0F = F,RlF = Rl−1F − 〈Rl−1F, ψα(l),z(l)〉ψ|α(l)|,z(l) , l ≥ 1,
and ψα(l),z(l) satisfies
|〈RlF, ψα(l),z(l)〉| = sup
ψα,z∈D
|〈RlF, ψα,z〉|. (3.37)
For our case, (3.37) does not automatically come into existence. In the following discus-
sion, we focus on the existence of ψα(l),z(l) in (3.37) for each l ≥ 1. To this end, we show the
following result by using the technique in [36, Lemma 4.8].
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Lemma 3.8 For F ∈ H2(TΓ1),
lim
|α|→∞
|〈F, φα,z〉|
||φα,z|| = 0 (3.38)
holds uniformly for z ∈ TΓ1.
Proof: As shown in Theorem 3.7, for any  > 0, there exists GN =
∑N
j=1 cjK(·, w(j)) such
that
||F −GN || < 
2
.
Therefore, we only need to prove that for any fixed w = ξ + iη ∈ TΓ1
lim
|α|→∞
|〈K(·, w), φα,z〉|
||φα,z|| = 0.
In fact, we have
|〈K(·, w), φα,z〉|
||φα,z|| =
n∏
j=1
(2yj)
αj+
1
2αj!
|zj − wj|αj+1
√
(2αj)!
≤
n∏
j=1
(2yj)
αj+
1
2αj!
(yj + ηj)αj+1
√
(2αj)!
≤
n∏
j=1
((αj +
1
2
)ηj)
αj+
1
2 22αj+1αj!
((αj + 1)ηj)αj+12αj+1
√
(2αj)!
=
n∏
j=1
(αj +
1
2
)αj+
1
2 2αjαj!
(αj + 1)αj+1
√
ηj
√
(2αj)!
≤
n∏
j=1
Cjη
− 1
2
j α
− 1
4
j ,
(3.39)
where Cj is a constant that is independent of αj. The second inequality is based on the fact
that
(2yj)
αj+
1
2
(yj+ηj)
αj+1
arrives its maximum value at yj = 2(αj +
1
2
)ηj for 1 ≤ j ≤ n, and the last
inequality follows from the Stirling’s formula
Γ(h+ 1) ∼ hh+ 12 e−h
√
2pi, h ∈ R, h→∞.
The proof is completed. 2
Combining Lemma 3.8 and Theorems 3.5 - 3.7, we conclude the existence of ψα(l),z(l) , l ≥ 1.
Note that
||F ||2 =
m∑
l=1
|〈RlF, ψα(l),z(l)〉|2 + ||Rm+1F ||2,
although {ψα(l),z(l) , l = 1, 2...,m} is not an orthogonal system. Based on Theorem 1 in [16]
and the fact that spanD = H2(TΓ1), we have
lim
m→∞
||RmF || = 0. (3.40)
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For further discussion on such approximation and greedy algorithm, please see e.g. [36, 11,
16, 29].
4 Further Results
In this section, several relevant problems of AFD-type approximation are explored. The
rate of convergence is always a point of interest when a certain approximation is considered.
Hence, we will show the rate of convergence of AFD-type approximation. We will also give
rational approximation of functions in L2(Rn) based on the known results that describe the
relationship between L2(Rn) and H2(TΓ1). Lastly, we will explore the AFD-type approxima-
tion in H2(TΓ), where Γ is a regular cone.
4.1 Rate of convergence
As in [11], we first introduce the function class
H2(TΓ1 ,M) =
{
F ∈ H2(TΓ1) : F =
∞∑
j=1
cj
φw(j)
||φw(j)||
, w(j) ∈ TΓ1 ,
∞∑
j=1
|cj| ≤M
}
.
We give the convergent rate of AFD-type approximation of functions in H2(TΓ1 ,M). The
result is stated as follows.
Theorem 4.1 For F ∈ H2(TΓ1 ,M), and F ∗Am corresponding to the sequence {z(k)}mk=1, where
each element of {z(k)}mk=1 is selected by the principle (3.10), we have
‖F − F ∗Am‖ ≤
M√
m
.
To prove Theorem 4.1, we need the following result.
Lemma 4.2 ([11]) Let {dk}∞k=1 be a sequence of nonnegative numbers satisfying
d1 ≤ A, dk+1 ≤ dk
(
1− dk
A
)
.
Then there holds
dk ≤ A
k
.
Proof of Theorem 4.1:
For F ∈ H2(TΓ1 ,M), we have F =
∑∞
k=1 ck
φ
w(k)
‖φ
w(k)
‖ and
||F || ≤
∞∑
j=1
|ck| ≤M.
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By (3.8), we have
‖F ∗Am‖2 =
m∑
k=1
|〈F,Bk〉|2,
and
‖Fm+1‖2 = ‖Fm‖2 − |〈F,Bm〉|2 = ‖Fm‖2 − |〈Fm,Bm〉|2, (4.41)
where Fm+1 = F − F ∗Am . By (3.7),
|〈Fm,Bm〉| = |〈Fm, γm〉|‖γm‖
=
|〈Fm,Φz(m) −
∑m−1
k=1 〈Φz(m) ,Bk〉Bk〉|
‖Φz(m) −
∑m−1
k=1 〈Φz(m) ,Bk〉Bk‖
=
|〈Fm, Φz(m)‖Φ
z(m)
‖〉|
‖ Φz(m)‖Φ
z(m)
‖ −
∑m−1
k=1 〈
Φ
z(m)
‖Φ
z(m)
‖ ,Bk〉Bk‖
≥ |〈Fm, Φz(m)‖Φz(m)‖
〉|
≥ |〈Fm, φz(m)‖φz(m)‖
〉|,
(4.42)
where the first inequality is based on
‖ Φz(m)‖Φz(m)‖
−
m−1∑
k=1
〈 Φz(m)‖Φz(m)‖
,Bk〉Bk‖2 = 1−
m−1∑
k=1
|〈 Φz(m)‖Φz(m)‖
,Bk〉|2 ≤ 1.
Combining (3.10), (4.41) and (4.42), we have
|〈Fm,Bm〉| = sup
z∈TΓ1
|〈Fm,B{z(1),z(2),...,z(m−1),z}〉|
≥ sup
z∈TΓ1
|〈Fm, φz‖φz‖〉|
≥ sup
z∈{w(k)}∞k=1
|〈Fm, φz‖φz‖〉|.
(4.43)
Notice that
‖Fm‖2 = |〈Fm, F 〉| = |〈Fm,
∞∑
k=1
ck
φw(k)
‖φw(k)‖
〉| ≤M sup
z∈{w(k)}∞k=1
|〈Fm, φz‖φz‖〉|.
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Hence,
‖Fm+1‖2 = ‖Fm‖2 − |〈Fm,Bm〉|2
≤ ‖Fm‖2 − sup
z∈{w(k)}∞k=1
|〈Fm, φz‖φz‖〉|
2
≤ ‖Fm‖2 − ‖Fm‖
4
M2
= ‖Fm‖2
(
1− ‖Fm‖
2
M
)
.
By Lemma 4.2, we conclude the desired result. 2
4.2 Rational approximation of functions in L2(Rn)
It is known that, for f ∈ L2(R), one can have f = f+ + f−, where f+ and f− are non-
tangential boundary limits of functions contained in H2(C+) and H2(C−), respectively. Then,
rational approximation of functions in L2(R) can be easily obtained by rational approxima-
tions of functions in H2(C+) and H2(C−). Here we give rational approximation of functions
in L2(Rn) in a similar manner. Define σj = (σj(1), σj(2), ..., σj(n)), 1 ≤ j ≤ 2n, whose
elements are + and −, and
Γσj = {y ∈ Rn; yk > 0 if σj(k) = + and yk < 0 if σj(k) = −, j = 1, 2, ..., n}.
Observe that Rn = ∪2nj=1Γσj . For F ∈ L2(Rn), the following result is known.
Theorem 4.3 ([14]) For F ∈ L2(Rn), if
Fσj(z) =
∫
Rn
F (ξ)KΓσj (ξ, z)dξ =
(−1)mj
(2pii)n
∫
Rn
F (ξ)
n∏
k=1
1
ξk − zk dξ1 · · · dξn, z ∈ TΓσj , (4.44)
where mj denotes the number of minus signs in σj, then Fσj(z) is holomorphic on TΓσj , and
for Fσj(x+ iy) as a function of x,
‖Fσj(·+ iy)‖L2(Rn) ≤ C‖F‖L2(Rn), (4.45)
where C is a constant that is independent of F and y.
Furthermore,
F (x) =
2n∑
j=1
Fσj(x), x ∈ Rn, in the L2-sense, (4.46)
where Fσj(x) = limy∈Γσj ,y→0 Fσj(x+ iy) is the limit function in the L
2-norm.
Remark It is noted that Theorem 4.3 is the summary of the results given in [14]. In fact,
the result given in Theorem 4.3 holds for F ∈ Lp(Rn), 1 < p < ∞ (see [14]). For more
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information, we also refer to e.g. [30, 31, 33]. Based on the definition of the Hardy spaces,
(4.45) implies that Fσj ∈ H2(TΓσj ). (4.44) is called the Hardy projection of F . Hence, (4.46)
means that F can be decomposed into a sum of boundary limit functions of functions in
the Hardy spaces on tubes over octants. Moreover, for F ∈ Lp(Rn), 1 < p < ∞, Fσj(x)
can be characterized as the Fourier transform of a function supported on Γσj in distribution
sense (see [14]). This can be regard as a generalization of the Paley-Wiener theorem (see
Theorem 2.1). Recently, in [10] the analogues of the Paley-Wiener theorem have been given
for Hp(TΓ), 1 ≤ p ≤ ∞ (for 2 < p ≤ ∞, the results are shown in distribution sense), where
Γ is a regular cone.
Due to Theorem 4.3 and the above discussion, we can reduce the relevant study to Fσj(1 ≤
j ≤ 2n) when considering the rational approximation of F ∈ L2(Rn). Therefore, for each Fσj
we can obtain the AFD-type approximation of Fσj . Although the AFD-type approximation
is established in the first octant, one can apply it to the other octants without conflicts.
Moreover, for the real-valued function F we only need to deal with the related 2n−1 Hardy
spaces. For instance, we interpret this in C2. If {z(k) = (z(k)1 , z(k)2 )}∞k=1 is the sequence such
that F ∗Am,+,+ → F+,+ as m → ∞ in H2(TΓ+,+), then we have that {(z(k)1 , z(k)2 )}∞k=1 is the
sequence such that F ∗Am,−,− → F−,− as m → ∞ in H2(TΓ−,−). Similar conclusions can be
drawn for the cases F+,− and F−,+.
4.3 AFD-type Approximation in H2(TΓ)
In this part, we will investigate the AFD-type approximation in H2(TΓ), where Γ is a regular
cone. Based on the discussions in Section 3, we know that Theorems 3.5 - 3.7 play an
important role in studying the AFD-type approximation. The techniques used in Theorem
3.1 and Lemma 3.3 still work for the proposed approximation in H2(TΓ). Therefore, for a
regular cone, we only need to consider the analogous results of Theorems 3.5 - 3.7. It is
difficult to show that the BVC holds in H2(TΓ) since we do not have the explicit formula of
Cauchy-Szego¨ kernel. However, as mentioned in Section 3, the weak BVC is sufficient for us
to obtain the AFD-type approximation. In this part, under the assumption that (4.52) holds,
we will give certain properties of the boundary behaviors of functions in Hp(TΓ), 1 < p <∞,
which can be regarded as special cases of the analogous results of Theorems 3.5 - 3.7. When
p = 2, such property is indeed the weak BVC.
We first recall the definition of regular cones. Open cones are nonempty open subsets
Γ ∈ Rn satisfying (1) 0 6∈ Γ, and (2) whenever x, y ∈ Γ and a, b > 0 then ax + by ∈ Γ.
A closed cone is the closure of an open cone. It is clear that if Γ is an open cone then
Γ∗ = {x ∈ Rn;x · t ≥ 0, t ∈ Γ} is closed. Moreover, if Γ∗ has a non-void interior, then it is a
closed cone. In this case we say that Γ is a regular cone, and Γ∗ is called the cone dual to Γ.
Recall that the dual cone of Γ1 is Γ
∗
1 = Γ1. For more information on regular cones, see e.g.
[12].
We still denote by K(w, z) the Cauchy-Szego¨ kernel of H2(TΓ). Using the notation
KΓ(w, z) if we want to emphasize the Cauchy-Szego¨ kernel that corresponds to Γ. We need
the following results for preparation.
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Theorem 4.4 ([28, Theorem 5.6]) Suppose Γ is a regular cone in Rn, and F ∈ Hp(TΓ), 1 ≤
p <∞, then
lim
y∈Γ,y→0
∫
Rn
|F (x+ iy)− F (x)|pdx = 0,
and
F (x+ iy) =
∫
Rn
F (t)Py(x− t)dt,
where F (x) is the limit function, whose existence is in the sense of that in [28, Theorem 5.5].
Lemma 4.5 Suppose that Γ is a regular cone in Rn. For z = x + iy ∈ TΓ and 1 < p ≤ ∞,
we have
‖Py(x− ·)‖Lp(Rn) ≤ 1
2
n
p
K(z, z)1−
1
p . (4.47)
Proof: For 2 < p <∞ and z = x+ iy ∈ TΓ, we have∫
Rn
|K(ξ, z)|pdξ = sup
ξ∈Rn
|K(ξ, z)|p−2
∫
Rn
|K(ξ, z)|2dξ ≤ 1
2n
K(z, z)p−2K(z, z) =
1
2n
K(z, z)p−1
(4.48)
Hence, for 1 < p <∞,∫
Rn
|Py(x− ξ)|pdξ ≤
∫
Rn
|K(ξ, z)|2p
K(z, z)p
dξ ≤ 1
2n
K(z, z)2p−1−p =
1
2n
K(z, z)p−1. (4.49)
Obviously, when p =∞, we have ‖Py(x− ·)‖L∞(Rn) ≤ K(z, z). 2
Unlike the first octant, the estimates of K(z, z) at points of ∂Γ and at infinity are not
obvious. The next lemma gives the estimate of K(z, z) on ∂Γ.
Lemma 4.6 ([13, Lemma 2],[12, Proposition I.3.2]) Let Γ be a regular cone in Rn, n ≥
3, and β ∈ ∂Γ. Then
lim
y∈Γ,y→β
∫
Γ∗
e−4y·tdt =∞. (4.50)
Remark It is obvious that (4.50) is true when n = 1. For n = 2, we only need to verify that
(4.50) holds for a special class of regular cones in R2
Γκ = {y ∈ R2; |y1| < κy2}, 0 < κ <∞. (4.51)
Checking that the dual cone of Γκ is
Γκ,∗ = {t ∈ R2; |t1| < 1
κ
t2}
is easy. By direct calculation, we have KΓκ(z, z) =
∫
Γκ,∗ e
−4piy·tdt = κ
8pi2(κ2y22−y21) . Obviously,
for β ∈ ∂Γκ, limy∈Γκ,y→βKΓκ(z, z) = ∞. In the following discussion, we write elements in
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Γ as column vectors. If Γ is a regular cone in R2, then, for y ∈ Γ, there exists a matrix
P ∈ SO(2,R) = {Q ∈ GL(2,R);QQT = QTQ = I, |Q| = 1} and Γκ such that
(y1, y2)
T = P (ξ1, ξ2)
T , ξ = (ξ1, ξ2)
T ∈ Γκ.
Then we have K(z, z) =
∫
Γ∗ e
−4piy·tdt = |P | ∫
Γκ,∗ e
−4pi(Pξ)·(Pt′)dt′ =
∫
Γκ,∗ e
−4piξ·t′dt′. Since P is
nonsingular, ξ → ∂Γκ as y → ∂Γ. Hence, limy∈Γ,y→βK(z, z) =∞.
What we are concerned with the estimate of Cauchy-Szego¨ kernel at infinity is whether
lim
y˜∈Γ˜,|y˜|→∞
K(x+ iy˜, x+ iy˜) = 0 (4.52)
holds, where Γ˜ = y′ + Γ, y′ ∈ Γ. For such estimate, we first consider the following two classes
of cones. One of them is the polygonal cones that are the interior of the convex hull of a
finite number of rays meeting at origin. If a polygonal cone is the interior of the convex
hull of a finite number of n linearly independent rays meeting at origin, we call it n-sided
polygonal cone. A polygonal cone indeed is a finite union of n-sided polygonal cones. The
other one is the circular cones. We only need to consider the circular cones are of the form
Γ = {y ∈ Rn;
√∑n−1
j=1 |yj|2 < κyn}, κ > 0, since we can move a general circular cone to this
form after a rotation. In fact, these two classes of cones can be regarded as two different
generalizations of Γκ in Rn, n ≥ 3. For simplicity, we show that (4.52) holds for Γκ by two
different ways. One can easily conclude that (4.52) holds for the polygonal and the circular
cones.
We first show the way that can be utilized in proving that (4.52) holds for the circular
cones. As shown previously, for y ∈ Γκ,
KΓκ(x+ i(y + y
′), x+ i(y + y′)) =
κ
8pi2(κ2(y2 + y′2)2 − (y1 + y′1)2)
=
κ
8pi2[κ(y2 + y′2)− |y1 + y′1|][κ(y2 + y′2) + |y1 + y′1|]
≤ κ
8pi2δ0[κ(y2 + y′2) + |y1 + y′1|]
,
where δ0 = dist(Γ˜κ,Γ
κ,c) > 0, and Γκ,c is the complement of Γκ. Then, we get the desired
conclusion. Note that there exist a linear transformation Q that maps the first octant onto
Γκ (see e.g. [28, 25]). Hence we have
KΓκ(x+ iy˜, x+ iy˜) =
∫
Γκ,∗
e−4piy˜·tdt =
1
|Q|
∫
Γ1
e−4piξ˜·t
′
dt′ =
1
|Q|KΓ1(iξ˜, iξ˜).
Since |ξ˜| → ∞ as |y˜| → ∞, we conclude the desired result again. Since the interior of the dual
cone of a polygonal cone Γ is polygonal, there exist n-sided polygonal cones Γ(k), k = 1, ..., N,
such that
KΓ(w, z) =
N∑
k=1
∫
Γ∗
(k)
e−4pi(w−z)·tdt =
N∑
k=1
KΓ(k)(w, z),
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where Γ∗ = ∪Nk=1Γ∗(k), and for each Γ(k) there exists a linear transformation mapping the first
octant onto Γ(k). Therefore, we can easily get that (4.52) holds for the polygonal cones.
In the following part, we would like to discuss whether (4.52) holds in general. For general
regular cones, (4.52), however, does not seem to be so obvious. The following lemma gives a
partial answer to this question.
Lemma 4.7 Suppose that Γ0 is a regular cone whose closure is contained in Γ ∪ {0}. Then
lim
y∈Γ0,|y|→∞
K(iy, iy) = 0.
Proof: We first show that
lim
y∈Γ0,|y|→∞
e−4piy·t = 0.
We claim that if η ∈ Γ0 and t ∈ Γ∗, then there exists a δ > 0 such that δ|η||t| ≤ η · t.
Denote by Σ the set {ξ ∈ Rn; |ξ| = 1}. Define a function H(η, t) = η ·t, η ∈ Γ0∩Σ, t ∈ Γ∗∩Σ.
From the definition of Γ∗ and Γ0 we have 0 < η · t. Since Γ0∩Σ and Γ∗∩Σ are both compact,
the existence of δ > 0 follows from the fact that 0 < η ·t = H(η, t) and H(η, t) is a continuous
function. Consequently, we have
lim
y∈Γ0,|y|→∞
e−4piy·t ≤ lim
y∈Γ0,|y|→∞
e−4piδ|y||t| = 0, t ∈ Γ∗
and
e−4piδ|y||t| ≤ e−4piδ|t|, |y| ≥ 1,
where
∫
Γ∗ e
−4piδ|t|dt < ∞. Therefore, by the Lebesgue’s dominated convergence theorem we
have
lim
y∈Γ0,|y|→∞
K(iy, iy) = 0.
2
Remark On one hand, the argument used in Lemma 4.7 can not be applied to Γ˜ since the
key point of such argument is that the union of all dilations of Γ0 ∩ Σ is Γ0 while this is not
the fact of Γ˜∩Σ. On the other hand, Lemma 4.7 shows that (4.52) holds in most situations.
The unsolved situation can be almost concluded as that y˜ ∈ ∂Γ˜, |y˜| → ∞. The case that
y˜ meets ∂Γ˜ at infinity can be considered as a special case of the above unsolved situation.
The formula (4.52) should hold for more cones other than those discussed in this paper.
For instance, one can easily check that (4.52) holds for the symmetric cone in R3 given by
{y = (y1, y2, y3) ∈ R3; y1 > 0, y1y2 − y23 > 0} (see [8]).
Under the assumption that (4.52) holds, the main result of this part is stated as follows.
Theorem 4.8 Suppose that Γ is a regular cone such that (4.52) holds. For F ∈ Hp(TΓ), 1 <
p <∞, and z = x+ iy ∈ TΓ, we have the following results.
lim
y∈Γ,y→β
|F (z)|
K(z, z)
1
p
= 0 (4.53)
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holds uniformly for x ∈ Rn, where β ∈ ∂Γ.
lim
y∈Γ,|y|→∞
|F (z)|
K(z, z)
1
p
= 0 (4.54)
holds uniformly for x ∈ Rn.
lim
|x|→∞
|F (z)|
K(z, z)
1
p
= 0 (4.55)
holds uniformly for y ∈ Γ.
In particular, we do not need the assumption (4.52) for all regular cones in R2, the polygonal
and the circular cones in Rn.
Proof: By Theorem 4.4, we have
F (z) =
∫
Rn
F (ξ)Py(x− ξ)dξ
where F (ξ) ∈ Lp(Rn).
Therefore, for any  > 0, we can find G ∈ Lr(Rn) ∩ Lp(Rn), p < r <∞, such that
‖F −G‖Lp(Rn) < .
Hence, for q satisfying 1
p
+ 1
q
= 1 and h satisfying 1
r
+ 1
h
= 1,
|F (z)|
K(z, z)
1
p
≤
∫
Rn |F (ξ)−G(ξ)|Py(x− ξ)dξ
K(z, z)
1
p
+
∫
Rn |G(ξ)|Py(x− ξ)dξ
K(z, z)
1
p
≤ ‖F −G‖Lp(Rn)
‖Py(x− ·)‖Lq(Rn)
K(z, z)
1
p
+ ‖G‖Lr(Rn)
‖Py(x− ·)‖Lh(Rn)
K(z, z)
1
p
< 
1
2
n
q
K(z, z)1−
1
q
K(z, z)
1
p
+ ‖G‖Lr(Rn)
1
2
n
h
K(z, z)1−
1
h
K(z, z)
1
p
=

2
n
q
+
‖G‖Lr(Rn)
2
n
h
K(z, z)
1
r
− 1
p ,
(4.56)
where the second inequality follows from Ho¨lder’s inequality.
By Lemma 4.6 and the fact that 1
r
− 1
p
< 0, we have K(z, z)
1
r
− 1
p → 0 as y → β. Therefore,
we complete the proof of (4.53).
We know that
F (z) =
∫
Rn
F (ξ)Py(x− ξ)dξ.
Then, for any given  > 0, we can find y′ ∈ Γ such that∫
Rn
|F (ξ + iy′)− F (ξ)|pdξ < .
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So
|F (z)|
K(z, z)
1
p
=
| ∫Rn (F (ξ)− F (ξ + iy′))Py(x− ξ)dξ|+ | ∫Rn F (ξ + iy′)Py(x− ξ)dξ|
K(z, z)
1
p
<

2
n
q
+
| ∫Rn F (ξ)Py+y′(x− ξ)dξ|
K(z, z)
1
p
.
Similar to (4.56), we have
| ∫Rn F (ξ)Py+y′(x− ξ)dξ|
K(z, z)
1
p
≤ 
2
n
q
K(z + iy′, z + iy′)1−
1
q
K(z, z)
1
p
+
||G||Lr(Rn)
2
n
h
K(z + iy′, z + iy′)1−
1
h
K(z, z)
1
p
,
(4.57)
where G ∈ Lr(Rn) ∩ Lp(Rn), 1 < r < p, 1
p
+ 1
q
= 1 and 1
r
+ 1
h
= 1.
Notice that K(z + iy′, z + iy′) < K(z, z). Hence, the first term in (4.57) is strictly less
than 
2
n
q
. For the second term in (4.57), by K(z + iy′, z + iy′) < K(z, z), limy∈Γ,|y|→∞K(z +
iy′, z + iy′) = 0 and 1
r
− 1
p
> 0, we can easily conclude that, for |y| large enough,
K(z + iy′, z + iy′)1−
1
h
K(z, z)
1
p
< .
By the above discussions, the proof of (4.54) is completed.
To prove (4.55), because of (4.53) and (4.54), we only need to show that
lim
|x|→∞
|F (z)|
K(z, z)
1
p
= 0 (4.58)
holds uniformly for y ∈ C0, where C0 is a compact subset in Γ. Notice that
K(z, z) =
∫
Γ∗
e−4piy·tdt = K(iy,−iy).
and y ∈ C0. It suffices to show
lim
|x|→∞
|F (z)| = 0. (4.59)
Since C0 is compact, there exists a constant ρ > 0 such that d(C0,Γ
c) = inf{|y − ξ|; y ∈
C0, ξ 6∈ Γ} ≥ ρ, where Γc is the complement of Γ. Let C1 = ∪y∈C0{η; |η − y| < ρ2}. Obviously,
d(C1,Γ
c) ≥ ρ
2
and C1 is also compact. Based on the fact that
∫
C1
∫
Rn |F (x+ iy)|pdxdy <∞,
and the definition of functions in Hp(TΓ), we have∫
C1
∫
|x|>N
|F (x+ iy)|pdxdy → 0, N →∞. (4.60)
Recall that |F |p is subharmonic. For z ∈ TΓ, we have
|F (x+ iy)|p ≤ 1
V (Bz(
ρ
4
))
∫
Bz(
ρ
4
)
|F (ξ + iη)|pdξdη, (4.61)
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where V (Bz(
ρ
4
)) is the volume of the ball Bz(
ρ
4
) centered at z with radius ρ
4
. From (4.61), for
y ∈ C0, we have
|F (x+ iy)|p ≤ 1
V (Bz(
ρ
4
))
∫
Bz(
ρ
4
)
|F (ξ + iη)|pdξdη
≤ 1
V (Bz(
ρ
4
))
∫
{η;|η−y|≤ ρ
4
}
∫
{ξ;|ξ−x|≤ ρ
4
}
|F (ξ + iη)|pdξdη
≤ 1
V (Bz(
ρ
4
))
∫
C1
∫
{ξ;|ξ−x|≤ ρ
4
}
|F (ξ + iη)|pdξdη.
(4.62)
Since |ξ − x| ≤ ρ
4
, we have |x| − ρ
4
≤ |ξ| ≤ |x| + ρ
4
. Therefore, when |x| > N + ρ
4
, by (4.60)
we have (4.62) tends to 0 uniformly for y ∈ C0. 2
Remark (1) When p = 2, Theorem 4.8 implies the existence of z
(m+1)
∗ in the following
minimization problem
z(m+1)∗ := arg min
z(m+1)∈Γ
‖F − F ∗Am+1‖2,
Hence, we obtain the AFD-type approximation in H2(TΓ) if Γ is one of the following cases:
a regular cone in R2; a polygonal cone in Rn; a circular cone in Rn.
(2) Since |F |p is still subharmonic for 0 < p ≤ 1 and the technique used in Theorem 4.8 still
works, (4.58) holds for 0 < p <∞. Note that Theorem 4.8 plays an essential role in studying
the AFD-type approximation. Moreover, Theorem 4.8 indeed is analogous to the following
known result in the Hardy spaces on the unit ball Hp(Bn), 1 < p <∞ (cf. [37, page 123]),
lim
|z|→1−
(1− |z|2)np |F (z)| = 0, F ∈ Hp(Bn),
where KBn(w, z) =
1
(1−∑nk=1 wkzk)n is the Cauchy-Szego¨ kernel for H2(Bn).
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