We generalise the construction of fuzzy CP N in a manner that allows us to access all noncommutative equivariant complex vector bundles over this space. We give a simplified construction of polarization tensors on S 2 that generalizes to complex projective space, identify Laplacians and natural noncommutative covariant derivative operators that map between the modules that describe noncommutative sections. In the process we find a natural generalization of the Schwinger-Jordan construction to su(n) and identify composite oscillators that obey a Heisenberg algebra on an appropriate Fock space. *
Introduction
Noncommutative geometry [1, 2, 3, 4] has become an active area of research in recent years providing potential new physics due to modifications of the underlying structure of spacetime [5, 6] . Such geometries naturally arise in string theory [7] . A closely related development is that of fuzzy physics where finite matrix algebras are used to approximate the algebra of functions on a manifold. Action functionals built from these matrix algebras provide an alternative to lattice actions in the regularization of field theories and are especially natural for field theories on noncommutative spaces. Fuzzy spaces have also been pursued as potential spaces for the internal space in Kaluza-Klein reductions [8, 9, 10] . See [11] for a review of aspects of the fuzzy approach and [12, 13] for noncommutative field theory. The connection between matrix models and string theory is reviewed in [14] and the relation of fuzzy geometry to the quantum Hall effect is reviewed in [15] .
As a regularization of quantum field theory, the fuzzy approach replaces the infinite number of degrees of freedom of the Euclidean quantum field with the finite number of degrees of freedom associated with a direct sum of modules over a finite simple matrix algebra, where the finite matrix algebra approximates the algebra of functions of the underlying compact Euclidean space. Of course, by Wedderburn's theorem all simple finite dimensional matrix algebras over the complex numbers are isomorphic and characterized only by the matrix dimension, so the geometry must be encoded directly in the action of the field theory. For scalar fields, it is the Laplacian that does this and hence, once one has specified the allowed matrix dimensions and the action for a free scalar field, the fuzzy, and hence limiting commutative, geometries are determined. In the case of spinor fields, the relevant operator is the Dirac operator which encodes the spin geometry [1] of the space.
A simple method of constructing a large variety of fuzzy spaces is as coadjoint orbits of compact Lie groups. In this way, the fuzzy space preserves all the isometries of the limiting commutative geometry even at the finite level and the commutative geometry is recovered in the limit of infinite size matrices 1 . This is a radical shift from the canonical lattice regularisation that is already a highly developed tool for quantum field theory. Its potential advantages are, however, sufficiently promising that it warrants attention in its own right. The principal advantages arise for models with Fermions, where the Dirac operators are significantly simpler than their lattice relatives and furthermore the fuzzy models avoid the difficulties of Fermion doubling [16] . Preliminary numerical studies of scalar field theories on fuzzy spaces have been performed in [17, 18, 19, 20, 21] . Fuzzy gauge fields on S 2 F have been discussed by several authors [22, 23, 24] and on CP 2 in [25] . Recent numerical studies of such gauge theories can be found in [26] and [27] .
The archetypical fuzzy space is the fuzzy sphere [28, 29, 30] , though any manifold which can be generated as the coadjoint orbit of a compact Lie group should have a fuzzy description. See Arnlind et al [31] for a fuzzy torus construction not based on coadjoint orbits.
2 Explicit descriptions of fuzzy CP N , fuzzy unitary Grassmannians and fuzzy complex quadrics already exist [32, 33, 34] . There are also constructions of "fuzzy" spheres of dimension greater than two [35, 36] but all of these models involve additional degrees of freedom and require the introduction of some technique to decouple these 1 Due to the presence of all the continuous isometries the fuzzy theory is already continuum. 2 In this torus example the relevant Laplacian has yet to be constructed.
modes.
To pin down the geometry, one must focus on the scalar Laplacian (or Dirac operator). In the literature there exist two distinct prescriptions for the Laplacian on the fuzzy sphere. The simplest prescription takes the Laplacian as the quadratic Casimir ∆ =L aLa whereL a = [L a , ·] and theL a are the generators of su (2) in the irreducible representation of dimension L + 1 where L is any positive integer. This Laplacian has a natural generalization to CP N , where again the quadratic Casimir of SU(N + 1) in the irreducible representation corresponding to the matrix size is used. However, in [37] an alternative prescription for the Laplacian is given in the case of S 2 F . Here the Laplacian is given as ∆ = 1 2 (K −K+ +K +K− ) in terms of operators (see (43) below)K − andK + which together withK 0 satisfy the su(2) algebra. In the commutative case differential operators corresponding toL a are the right invariant generators of SU(2) on itself, while those corresponding toK + ,K − andK 0 are the corresponding generators of the left invariant vector fields. On coset spaces G/H the left and right invariant generators of G play very different roles: The right invariant generators act as Lie derivatives while the left invariant generators become covariant derivatives. In the fuzzy setting this is reflected in the fact that the operator images of right invariant generators i.e.L a , provide the generators of the adjoint action of the group G acting on the matrix algebra while the operatorŝ K + andK − change the matrix sizes withK + mapping from square (L + 1) × (L + 1) matrices to non-square (L + 2) × L matrices andK − mapping from L × (L + 2) matrices. These latter matrices can be interpreted as projective modules over the fuzzy sphere and allow one to access line bundles over the sphere in a very natural way [37] . Also, it is straightforward to construct the Dirac operator and action functionals for spinors once these operators are known. The principal goal of this paper will be to give the construction of the corresponding operators for any complex projective space. We will see that this will involve us in an alternative construction of CP N F , which opens up a variety of possibilities for the addition of structure to these spaces.
In section 2 we review the construction of both S 2 F , and of topologically nontrivial field configurations on this space and review the construction of the operatorsK ± . Along the way we give a novel construction of polarization tensors for both square and non-square matrices (see [38] for the standard construction). In section 3 we repeat the construction for CP N ending the section with a brief description of noncommutative line bundles over CP N . Section 4 introduces composite operators which surprisingly end up obeying the Heisenberg algebra on an appropriate reduced Fock space. The setting involves a natural generalization of the Schwinger-Jordan construction to su(n). Section 5 gives the operatorsK ı andKī that generalizeK ± and map between noncommutative vector bundles and describes the modules corresponding to these bundles. Section 6 contains our conclusions. Some technical results needed in the text are obtained in appendices.
2 The Fuzzy Sphere, S
2

F and its noncommutative line bundles
We begin by focusing on the fuzzy sphere S 2 F ∼ = CP 1 F using an approach which easily generalizes to other spaces. The generalization to CP N will be pursued in subsequent sections.
Since theL a commute withN we can decompose F into a direct sum of eigenspaces of
The subspace of states F L of the Fock space F is the span of the L + 1 vectors |n 1 , n 2 with n 1 + n 2 = L, i.e.
This space is a representation space of the unitary irreducible
) of su(2) on which the number operatorN and quadratic Casimir L aLa take the numerical values L and
Equally one can consider the dual Fock space F * with vacuum vector 0| where 0|0 = 1 and the restricted dual subspaces F * L . The algebra associated with the fuzzy geometry is realized as the linear span of F L ⊗ F * L ; it is isomorphic to the algebra of (L + 1) − dimensional matrices. The norm on the matrix algebra is taken to be the trace norm. It will be convenient to use the metric δ αβ and its inverse δ αβ on C 2 to raise and lower indices, so that a α = δ αβ a β . Of course the distinction between upper and lower case indices for su(2) is somewhat trivial as the representations are unitarily equivalent. However, for later use it will be convenient to maintain a consistent notation that extends to su(N + 1).
respectively. The geometry of the round fuzzy sphere is then fixed by specifying the Laplacian to be
Let us pause and examine this construction in more detail. Since, for our purposes, we will not need to diagonalizeL 0 it is more convenient to work in a basis where the SU(2) symmetry is manifest. Our preferred basis for F L is the set of vectors
which satisfy the orthogonality relation
or more explicitly
where S
is the projector onto totally symmetric tensors. A basis for the finite dimensional algebra is provided by a pairing of vectors from F L and F * L of the form {|α β|} and we denote the space spanned by this basis as F ⊗ F * F ⊗ F * = span{|α β|}.
A general matrix is then given by
The Laplacian is represented as in (9) where, in terms of raising and lowering operators, we have:
In particular the matrix
is easily seen to be in the kernel ofL ± andL 0 and represents the unit operator. Taking the trace, we have
the dimension of the matrix algebra. It is further useful to introduce the notation
for basis elements where the L − l indices γ L−l are contracted. The different eigenspaces of the Laplacian provide the polarization tensors Y α l β l with l = 0 . . . L, where all remaining contractions between α l and β l have been removed. These are easily constructed by Gram-Schmidt orthogonalization. The polarization tensors then satisfy
where P α l ,σ l ′ β l ,τ l ′ is the projector onto symmetric traceless tensors, i.e. it removes all traces between α l and β l in (18) . For example
and the polarization tensor, Y α l β l , for angular momentum l has free indices α l and β l with eigenvalue l(l + 1) for the Laplacian (9) i.e.
The construction has a very clean group theoretical meaning: The decomposition into polarization tensors is the decomposition of the tensor product representation into irreducible representations and is expressed in Young diagrams as
We see that increasing L by one adds one additional multiplet to (22) . Our complete set of polarization tensors is
where P α l ,σ l β l ,τ l is the projector onto the irreducible representation
i.e. it removes all traces associated with contractions of the free indices of F L and F * L . The coefficient Q(l, L) in the normalization arises due to the contracted oscillators. With l = L before the application of the projector P α l ,σ l β l ,τ l there are no contracted oscillators and the normalization obtained from (19) is
The more general normalization can be obtained by observing that the contraction over the L−l indices γ L−l corresponds to the repeated embedding of a matrix with angular momentum cutoff k into a matrix with cutoff k + 1 by adding contracted oscillators, the operation being repeated from
and we see from the above discussion that the polarization tensor content has not changed so an embedded matrix still has angular momentum only up to k; the top angular momentum l = k + 1 is naturally absent. Now if we rewrite (9) we obtain the relations:
where we used [N , M] = 0. In the first expression in (26) the matrix M is reduced before being re-embedded thus projecting out the top multiplet with l = k from the spectrum of the LaplacianL 2 , while in the second the matrix M is embedded before being reduced. From these and the fact that only one multiplet is added by increasing the cutoff by one we can deduce that the eigenvalues ofL 2 are l(l + 1). Also the factor Q(l, L) in the normalization of polarization tensors is obtained from (19) and given by
with Q(L, L) = 1.
It is now easy to relate this formulation to one in terms of functions. A given matrix M ∈ Mat L+1 can be expanded in polarization tensors,
Define the symmetric symbol density as the matrix
where
are the ordinary spherical harmonics in a spinorial basis normalized such that
with ω the volume form andz α z α = 1. Then the trace
gives a function on S 2 whose expansion in spherical harmonics has the same coefficients as the coefficients of the matrix in terms of the polarization tensors. We can approximate a function f (z, z) ∈ C ∞ (S 2 ) by the matrix
which is a matrix whose coefficients in an expansion in polarization tensors coincides with f up to angular momentum L and all higher coefficients are projected to zero. If one substitutes the function M(z, z) obtained from M in (32) into (33) one recovers the matrix M. An equally good map to functions is provided by 4 the diagonal coherent state map [39] M
where we have taken the trace of
which effects the simple replacement a α → z α , a † α →z α in (14) and the removal of 1/L!. The principal difference in the two maps to functions (29) and (35) is the presence in the latter of the coefficients
which alter the coefficients in the expansion of a function from those in the expansion of the corresponding matrix. Note that for
where the rotationally invariant operator [28, 40, 41] . The principal advantage of the coherent state map is the simplicity of the associated *-product [32, 42] . In contrast that induced by (29) is more complicated but its leading term in a large L expansion is the Poisson bracket, i.e. the symmetric part of the *-product vanishes in the leading term.
There is an alternative set of operatorsL ± to those in (15) obtained by interchanging both the roles of left and right and + and − to obtain new operators:
These generators can be induced naturally by observing that the set of states is unchanged by transforming to the oscillators
i.e. substituting a 2 → −a 1 and a 1 → a 2 . The set a † α generate precisely the same matrix algebra and with this substitution, we havẽ
The conventions here are set by noting that for L = 1 we have D
,m2 (g) are the Wigner D-matrices for SU (2), and on the entire Fock space, F , coherent states are defined as eigenvectors of the annihilation operator. andL 2 =L 2 so the resulting Laplacian is however unchanged. This reflects the fact that complex conjugating a representation gives a unitarily equivalent one for su (2) .
There is yet a further realization of the Laplacian. This was first given in [37] in terms of the operators:
where the L and R superscripts indicate that the operators act on the left or right, i.e. on F L or F * L , respectively. Note: These operators do not require that the left and right truncated Fock spaces have the same dimension, more generally, they act on bimodules of the form F n L ⊗ F * n R which represent non-square matrices which are left modules for the algebra Mat n L +1 and right modules for Mat n R +1 . For our purposes, it is convenient to denote such a generic element of a left module of Mat L+1 by M q , where M q ∈ F L ⊗ F * L−q and we havê
We see thatK + andK − change the module structure as in (42) whileK 0 measures the non-squareness of a given bimodule and in particular, the matrix algebra can be identified with the kernel ofK 0 (i.e. with q = 0, M ∈ Mat L+1 is in the kernel ofK 0 ). Repeated applications ofK ± map us further along the sequence of modules. AlthoughK + andK − take us out of the algebra of square matrices the productŝ K +K− andK −K+ do not. In general, one obtainŝ
and the operatorsK ± andK 0 are easily seen to satisfy the su(2) commutation relations. Similar manipulations for the Laplacian (9) acting on M q yield
Furthermore, we havê
Hence the potential LaplaciansL 2 ,L 2 andK 2 are all equal and we are left with a unique option for the round Laplacian ∆ =L 2 =K 2 on S 2 F given by (45).
5 One can multiply bothK + andK − by opposite phases to get equivalent operators.
As pointed out in [37] these latter non-square matrices capture topologically nontrivial field configurations on the fuzzy sphere and can be taken to be the noncommutative versions of holomorphic line bundles, with the eigenvalue ofK 0 given by q/2 and q counting the winding number, so that q > 0 describe O(q) bundles and q < 0 describe O(−q) bundles. The Laplacian for these line bundles is naturally given by (46) while that based on the construction given in [43, 44, 45, 46 ] is more cumbersome.
The generalization of (28) to non-square matrices 6 M q is given by
and D α l+q β l are the polarization tensors of spin−(l + q 2 ) which are obtained by projection onto the relevant representation in the decomposition of
as in (23) above and normalized such that
and
The Laplacian ∆ is diagonal on the polarization tensors and we have
The symbol density analogous to (29) which now provides a map to equivariant sections of line bundles over S 2 is
with j = l + The relevant coherent state map for matrices M q is provided by
where n L = L and n R = L − q and
If we use the diagonal coherent state map (54) it is easy to establish the correspondence
The presence of N in these expressions takes care of the normalization of the states. Now that we have mapped matrices to functions and non-square matrices to equivariant sections of monopole bundles we are in a position to map the various differential operators and the Laplacian to their commutative analogues. However, for our later discussion it is useful to pause and make a small digression back to the commutative setting and review the relevant operators there.
Using the identification induced by (56) and the operators identified in appendix A we haveL
so the operatorsL a map to the right invariant vector fields L a as:
Similarly using the coherent state map (54) and equation (158) we find
where the normalizations on the right do not affect the su(2) commutation relations. These factors are harmless and could be removed by replacinĝ
andK 0 is unaffected. Finally with the above, we have of course ∆ −→ −∇ 2 . We could alternatively have built our map to functions using a †
This would end up in replacing z byz, or equivalently replacing M with M † in the map between matrices and functions.
A principal result of this paper is the generalization of the operatorsK ± to the case of CP N and we will see that it will give us access to projective modules that correspond to the algebra of functions tensored with holomorphic line bundles and complex vector bundles over CP N .
3 Fock space construction of CP
N F
The above discussion is very easily adapted to CP N by considering a α , a multiplet of N +1 oscillators. In this case the construction analogous to (3) and (4) gives the u(N +1) algebra based on the operatorŝ
where λ a are the Gell-Mann matrices 7 of SU(N +1) with a running from 1 to (N +1) 2 −1. We can again decompose the Fock space, F , generated freely by a † α , into a direct sum of finite dimensional spaces F L carrying the irreducible representation corresponding to L-fold symmetric tensor product of the fundamental of su(N + 1), which we labeled by the eigenvalue ofN .
We similarly define states spanning F L to be
The unit matrix is represented by
and has trace
where d N (L) is the dimension of the L-fold symmetric tensor product representation of SU(N + 1). A generic matrix M is as in the case of S 2 F given by
The geometry of CP N F can then be specified by building the derivativesL a , as we did for S 2 F , from the commutator action
with a running from 1 to (N + 1) 2 − 1. The Laplacian given by the quadratic Casimir ∆ =L aLa , can be expressed in the form (45) aŝ
This is easily obtained using
More generally, we can writê
From this we see the analogues of (26) become
As (N + 1) , respectively, the relevant group theory decomposition is
and the decomposition into polarization tensors is a realization of this decomposition where the polarization tensors with 2l-free indices denoted Y α l β l . In analogy with (23), the Y α l β l for fuzzy CP N are given by
and P α l ,σ l β l ,τ l is the projector onto the representation
The projector removes all traces corresponding to the lower dimensional representations in (80). Explicitly, Y = 1 for l = 0 and for l = 1 we have:
The decomposition of a matrix M ∈ Mat d N (L) in terms of polarization tensors is as before
and the map to functions given by
with the symmetric symbol density, ρ L (z, z), given by
and the normalizations are the generalization to CP N of (19) and (31), i.e.
where ω N is the volume form on CP N and
Conversely, the function f (z, z) ∈ C ∞ (CP N ) is approximated by the matrix
Mapping M f in (91) back to functions using (85) will result in an approximation to the function f where the coefficients of all representations of SU(N + 1), in f , that lie above the cutoff representation of dimension d N (L) are projected to zero. Again the corresponding coherent state is provided by
With (79), the eigenvalues of the SU(N + 1) invariant operator T L (L 2 , N) generalizing (37) to the case of CP N are found to be
More generally, for non-square matrices F L ⊗ F * L−q the relevant group theory decomposition is given by
which in terms of Dynkin indices reads
Observe that increasing the cutoff L by one adds just one additional representation. Then using (78) we have,
The operator a β L a † β R involves the reduction of the cutoff by one and so projects out the top representation in (94). The matrix is subsequently re-embedded using a † α L ⊗ a αR . Hence C 2 (N + 1, n L , n R ) is the eigenvalue of the quadratic Casimir of su(N + 1) on the representation (L, 0, . . . , 0, L − q) and therefore, since increasing the cutoff L by one adds just one new representation to the decomposition of F L ⊗ F * L−q , the eigenvalues of the LaplacianL 2 are given by C 2 (N + 1, l + q, l) for l = 0, . . . , L − q. More explicitly, a general matrix M q is expanded as in (47), where the D-polarization tensors form a basis for eigenvalues of the Laplacian, i.e.
for l = 0, . . . , n R (and n R = L − q) and are given by
which generalizes (48) and they are normalized such that
One can similarly generalize (52) and (54) with
and now the operator T L,q (L 2 , N) has eigenvalues
provide the coefficients in the CP N generalization of (53).
Pseudo creation and annihilation operators
We would now like to obtain the generalization of the operatorsK ± for CP N . To this end we observe that the natural generalization of a α = a α = a β ǫ βα introduced in (39) for su(2) is obtained by using the ǫ-tensor of su(N + 1) contracted with N oscillators. For this to be non-zero all of the oscillators need to be distinct and hence we need to introduce N sets of oscillators a(i) α , with i = 1, . . . N. The construction will then naturally lead to dualization of the representations that occurred earlier. To avoid this we will use a set of oscillators a ı α which when combined via the ǫ-tensor will give an N-oscillator composite operator, A α with the same transformation properties as the a α of the earlier section. By this route, the construction leads naturally to a α −→ A α and we will have merely replaced our single oscillator by a composite one. We begin with the composite operators
with α i , β j = 1, . . . , N + 1. Note that A α reduces to (39) for the fuzzy sphere. Consider the Fock space generated freely by the subset of
† , which we denote F T otal . These oscillators carry the anti-fundamental representation of u(N + 1) and the fundamental representation of u(N), with u(N + 1) generatorŝ
These have the common u(1) generatorN
The generators of u(N), u(N + 1) and u(1) mutually commute, so the Fock space F T otal carries a representation of su(N + 1) × su(N) × u(1) and we can decompose it into irreducible representations of these algebras. Fixing on an eigenvalue ofN fixes the total number of oscillators and we obtain the space F
T otal n
. Due to the fact that all oscillators are identical this space carries the symmetric representation of su(N(N + 1)) and when decomposed under su(N) × su(N + 1) gives a direct sum of representations. There are no branching multiplicities in this decomposition due to the interchangability of the identical oscillators. Furthermore, the su(N) representation is sufficient to identify the spaces arising in the decomposition. When the total occupation number is NL the subspace F T otal n contains one unique su(n) singlet corresponding to L copies of A † α acting on the Fock vacuum and transforming under the L-fold symmetric tensor product representation of su(N + 1). The subspace generated freely by the A † α , we again denote by F and refer to as the reduced Fock space, it naturally decomposes into a direct sum of subspaces with fixed eigenvalue, L, of the "reduced number operator"
so that
andN counts the number of A † α acting on the Fock space vacuum. These subspaces are isomorphic to those introduced in section 3.
The reduced Fock space is orthogonal to the remainder so that we have
The space F ⊥ can further be decomposed under su(N) with the leading representation the fundamental of su(N), carried by the index ı on a single oscillator a † α ı . In summary we can decompose F T otal as
where the sum is over all irreducible representations R of u(N), and due to the fact that all oscillators are identical under u(N(N + 1)), each representation occurs precisely once in the decomposition. The construction described here carries over to one based on oscillators (a † ) α I carrying representations of u(N + 1) and u(k) with k ≤ N. The resulting Fock space is then decomposed as in (113) with the sum over irreducible representations of u(k) and again there are no multiplicities as the symmetric representations of u((N + 1)k) break up into a direct sum of representations of u(N + 1) ⊗ u(k) without degeneracy and the decomposition can be labeled by the representations of u(k), the smaller group.
Given that we have identified the spaces F L , then F ⊗F * provides the matrix algebra. The principal distinction is that now a composite oscillator plays the role of the single oscillator. However, for N ≥ 2, the A † α and A α do not satisfy the Heisenberg algebra, e.g. for N = 2
However, as we will see, it is straightforward to modify A α and A † α to get a more suitable algebra, where they do satisfy the Heisenberg algebra on a reduced Fock space generated by the A † α . We shall refer to the modified operators A † α and A α , defined in (119) and (120), as pseudo creation and pseudo annihilation operators and the subspace of the full Fock space spanned by | α is what we have termed the reduced Fock space. Note: The reduced Fock space is the same as the full Fock space only for N = 1.
Let us examine the action of A α on F L . Define
This suggests re-normalizing A α :
so that 
the first indicating the singlet nature of the state under u(N). As before, a basis for F n L ⊗ F * n R is given by | α β | for all possible strings α = (α 1 , . . . , α n L ) and β = (β 1 , . . . , β n R ) and the constructions of the previous section are unchanged. As in (72), a general matrix takes the form
where the only distinction is that the oscillators a α are replaced by A α . The derivatives becomeL
and the Laplacian is now replaced byL 2 as in section 2 which fixes the geometry to be that of section 3.
Had we proceeded with a set of oscillators (a † ) ı α , there would be the minor consequence that F L would transform as the L-fold symmetric tensor product of the anti-fundamental rather than of the fundamental i.e. F L would carry the representation (0, 0, . . . , L) and hence the coefficients in the matrix algebra M α β would be replaced by M α β , so that the role of M would be replaced by that of M † .
Realization of theK ı andKī
The natural generalization of (42) is now clear and we can define:
whereN A = A † α A α and we have denoted the subspace of Fock space spanned by vectors of the form 
with q = n L − n R , using equations (122) and (124) we can evaluate the commutator
So we have
In particular the algebra F L ⊗ F * L is annihilated by [K ı ,K], as expected for the action of the holonomy group on functions.
The Laplacian, ∆ K , acting on M q constructed from the K ı and Kī, as demonstrated below, is naturally given by
A little computation demonstrates that we can re-express ∆ K in the form
and hence we have for M R ∈ F L ⊗ F * R where R is any irreducible representation of u(N), Observe also that we can further generalize (130) to obtain To obtain the spectrum of ∆ K by direct computation, observe that
which can be established by acting on
We can be more general and consider a non-square matrix made from a single polariza- 
Using (185) from appendix C and (121), we now find
Similarly,K
In particular for square matrices with n L = n R = L and l l = l R = l,
where the polarization tensors are now built, as before, by projecting onto an irreducible representation of su(N + 1), but states are built with the A † α . For non-square matrices we can use the polarization tensors (again built as before) D α l+q β l and with the Laplacian (131) we have
Hence putting l R = l and q = l L − l R we agree with the spectrum (98) as derived earlier in terms of the one oscillator formulation. Finally we can map our modules to sections of equivariant vector bundles tensored with functions 8 using either ρ L,q (z, z) or |z, n R n L , z| now built from pseudo creation and annihilation operators. These will induce the mapping
as expected. For elements of more general modules, such as M R , one needs to introduce commutative analogues of the a ı α . For these, we will introduce u ı α (see appendix B). By following analogous constructions to those above, we can induce maps
modulo normalizations. Using appendix B we can identify the image of the operators. Taking the adjoint of the M R gives us R M † ∈ F R ⊗ F * L . The natural operators acting on these modules are ıK andīK which are the adjoints ofKī andK ı respectively. Explicitly they are:
One can then see that the pairings we consider to build our Laplacians arise naturally from action functionals of the form
where Ψ R and Φ R are elements of the module F L ⊗ F * R . We will leave the discussion of action functionals and field theories to a separate publication.
Conclusions
In this paper, we have re-examined the construction of CP N . The principal novelties of the current work are:
• The introduction of the double vacuum representation which is used to obtain the modules representing noncommutative complex line bundles. The double vacuum, |0 0| is inserted, between the creation and annihilation operators of a normal ordered homogeneous polynomial in creation and annihilation operators.
• A construction of polarization tensors that maintains equivariance at every step and renders the polarization tensors for non-square matrices very tractable and can be readily generalized to a large class of spaces.
• We simplified the Laplacians acting on noncommutative line bundles.
• We introduced a symmetric symbol density to replace the coherent state map. This density should have an interest beyond the current work and raises questions for the future: Does this density map positive matrices to positive functions as the coherent state map does?
• We found a new Fock space construction of CP N . The construction allows us to access all equivariant complex vector bundles over CP N which are in one to one correspondence with the representation ring of U(N) (see 237 H of the Encyclopedic Dictionary of Mathematics, second edition [50] ).
• We have found composite oscillators, A α of eq. (119), that obey the Heisenberg algebra on the reduced Fock space freely generated by these oscillators.
• Along the way we have found a natural generalization to su(N) of the SchwingerJordan construction for su(2) that avoids multiplicities and has resonance with the work of Chaturvedi et al [51, 52] .
The work described here opens many additional directions for investigation. The double Fock vacuum reformulation of CP N has already led to a simplified version of the star product [42] . The general approach taken here leads naturally to the construction of all flag and superflag manifolds [53] , where the algebra of functions is given by F R ⊗ F * R with for example the representation R of u(k) on the left and the conjugate representation R on the right realizing the algebra for the Grassmanian Gr k;N+1 .
Once it is appreciated that single oscillators can be replaced by composites, many new possibilities emerge with consequences far beyond the current work. For example, the construction should prove useful in describing quasi-holes and quasi-particles in the higher dimensional quantum Hall effect [54, 55, 56, 15] . Closer to home, within the framework of noncommutative geometry, for example, one can build additional structure into the Moyal plane by taking determinant composite oscillators, A, of su(N), where
and a is the matrix of oscillators a α I andN is the reduced number operator
Many further generalizations are possible. The most obvious next step is the construction of spinor fields and their associated action functionals. We will return to this in a subsequent article [57] .
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Of course not all four entries are independent, we can write U as
where z α , satisfying z † z = 1, label points on S 3 and project to coordinates on S 2 . An alternative parameterisation is
with u α 0 = ǫ αβū1 β , where ǫ αβ = −ǫ βα with ǫ 12 = 1. There are three linearly independent left vector fields on SU(2) ∼ = S 3 at U as well as three linearly independent right vector fields, which we can choose to be generated by σa 2 where σ a are the Pauli matrices, a = 1, 2, 3,
It is straightforward to write these as differential operators
9 Indices are raised and lowered using the unitary metric on
where the partial derivatives are taken as though the u α I were independent. 10 These differential operators satisfy the su (2) 
In the alternative raising and lowering basis (6) where σ ± = 1 2
(σ 1 ± iσ 2 ) and σ 0 = 1 2 σ 3 , the right invariant vector fields can be written, using (z 1 , z 2 ), as
These project trivially from S 3 to the three linearly dependent Killing vector fields on S 2 , since they are invariant under a phase change z α → e iφ z α . Note that (155) decompose into two mutually commuting copies of the SU(2) algebra,
associated with holomorphic and anti-holomorphic vector fields on CP 1 . The right vector fields on SU(2)
do not project to vector fields on S 2 , rather R + maps functions to (0, 1) tensors and R − maps functions to (1, 0) tensors, while R 0 generates tangent space rotations at any point on S 2 that leave functions invariant, i.e. it generates the holonomy group U(1) at the point z α of S 2 . Nevertheless the Laplacian acting on functions on CP 1 can be written either in terms of the left or the right vector fields,
where z.∂ = z A parameterisation of an element U of G = SU(N + 1) can be given by
with I, J = 0, 1, . . . N and α r = 1, . . . , N + 1 for r = 1, . . . , N + 1. Acting with G = SU(N + 1) on SU(N + 1) we find that the induced left and right vector fields are given by
respectively, where 
and taking coordinates on S 2N +1 as the first column of (160). Restricting to functions x a =zλ a z projects S 2N +1 to functions on CP N . Special unitarity of U implies that
and is consistent with (161). An equivalent description is to use
where u α ı , with ı = 1, . . . , N, represent N mutually orthogonal unit vectors in C N +1 sō z α is a hyperplane in C N +1 : the set of all hyperplanes is the Grassmanian Gr N ;N +1 ∼ = Gr 1;N +1 = CP N and provides an equivalent construction of CP N [58] and it is essentially the fuzzy version of the latter that has been provided in section 4. The u α ı transform as a anti-fundamental representation of SU(N) on the index ı and a fundamental of SU(N +1) on the index α whileū ı α transform as the corresponding conjugate representations. We would like to write the left vector fields in (163) solely in terms of z α . To this end, observe that
and the derivatives annihilate u α ı when ı = 1, . . . , N. So we decompose I into 0 and ı = 1, . . . , N and write the left vector fields in equation (163) as
This last form clearly projects trivially to CP N and, as for CP 1 , decomposes into mutually commuting holomorphic and anti-holomorphic parts,
The Laplacian is
For the left invariant generators of G that are not in H, we have
The commutator [R ı , R] generates the holonomy group of tangent space rotations, and so vanishes on functions f (z, z) on CP N as can be seen by noting that (166) gives
as required. One can write R ı and Rī differently noticing that, when acting on elements of the matrix U, ∂ ∂u 
though, in contrast to the case of CP 1 in (158), these forms are only valid for expressions that are linear in z α ; a problem that will be considered in detail and rectified in the Fock space construction of appendix C.
C Recovering the Heisenberg Algebra
The annihilation and creation operators a 
with ı = 1, . . . , N an SU(N) index and α = 1, . . . , N + 1 an SU(N + 1) index. We defined composite operators as singlets of su(N) by
These operators enjoy the following commutation relations:
with
is the reduced number operator and A α has unit charge for the U(1) associated with this generator. Furthermore 
Next, we use (185) to see that
which allows us to substitute forĴ ν µ in (196); then observing that the contribution from the right hand side of (197) gives zero, due to antisymmetrization of x µ with x β , we have thatĴ 
Taking L derivatives with respect to x γ we find
Now defining 
Also observe that (186) becomes
