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1. はじめに 
近年，産業用ロボットは人の代わりに溶接，塗装，搬送な
ど行い，多くの企業で導入されている．産業用ロボットを導
入することは，作業効率の改善や，作業速度のアップ，凡ミ
スの防止，人件費削減など多くの利点がある．また自由度の
多い産業用ロボットは，ロボットの実行可能な位置・姿勢を
多様化する．その結果，ワークスペース内にある障害物の回
避や特異姿勢の回避などの付加機能をロボットに持たせる
ことが可能になる．しかしながら，この付加機能を利用した
産業用ロボットの動作設定は，ユーザのプログラミング能力
に依存している．冗長性が可能にした動作の多様化は，産業
用ロボットのプログラミング作業を複雑にし，多くの時間と
負担をユーザに強いることとなる．したがって，産業用ロボ
ットの遠隔操作をより容易にするための研究がいくつか行
われている(1) (2)． 
大企業では産業用ロボット専門の技術者を雇用している
が，中小企業では経済的な制約がありそれぞれの企業で専門
の技術者を雇用することは難しい．そのため，外部に専門技
術者の派遣を依頼することになる．その結果，技術者の移動
費用がかかるだけでなく移動時間がかかることから問題に
対する早急な対応が難しくなり，産業用ロボットの運用及び
保守に要するコストの増加が問題となっている． 
専門技術者が長距離の移動なく，問題に早急に対処するこ
とを目指して産業用ロボットのための遠隔操作支援システ
ムが提案されている(3)．Table 1に示されるように，ロボット
の動作及び周辺環境情報をモニターに表示される視覚情報
とヘッドフォンからの聴覚情報を利用して遠隔地の技術者
へ提示し，遠隔操作支援を行うものである．しかし，一度に
多くの種類の聴覚情報が提示されると操作者が聞き分ける
ことは困難となる．また，ロボット操作中は複数の視点から
ロボットの動作を確認しながら作業を行うことになる．この
とき，操作に重要な画面を選択することが重要である．また
一般的に，視覚情報は他の感覚器に比べての認知的負担が高
いといわれている．したがって，ロボットの動作および周辺
環境などのさまざまな種類の多くの情報を同時に視覚情報
から獲得することは困難であるといえる．したがって，遠隔
操作支援システムの情報提示部における認知的負荷の軽減
が課題といえる． 
この課題を解決するためには，遠隔操作に必要な情報を減
らすことなく，かつ小さな認知的負荷で力情報などの詳細な
情報を人が理解しやすく提示することが求められる．そのた
め，複数の聴覚情報の同時提示を回避し，比較的認知的負荷
が小さいといわれている触覚情報を導入する．そこで，触覚
情報を用いることにより，視聴覚情報に対する認知的負担を
増加させずに，ロボットの動作情報を直感的に把握できるよ
うな触覚刺激を用いたインタフェースを提案する．また，こ
の振動触覚インタフェースを用いて，産業用ロボットの操作
時における作業負担，作業効率，安全性の評価を行う． 
また，産業用ロボットの動作情報提示を利用して，産業用
ロボットの操作に十分慣れていない操作者が振動触覚情報
に従って操作することによって，未熟な操作技術を補完する
ことのできるナビゲーション支援へ適用する．本稿では，遠
隔地の産業用ロボットの動作情報を把握し，操作支援をする
ための振動触覚情報の設計，検証実験結果と考察を述べる． 
2. 振動触覚インタフェース 
振動触覚インタフェースの要件として，必要な情報を確
実に伝達できることと，操作者の作業の障害にならないこと
があげられる．作業の障害にならないように，インタフェー
スを左前腕に装着し，軽量かつ制御の容易な振動モータを用
いる．また，先行研究(4)(5)における，人の前腕における振動
触覚刺激に対する知覚特性の検証より，八個の振動モータ
（腹部：四個，背部：四個）を備え，手首側の振動モータと
肘側の振動モータ間の距離は 50 mm，隣同士の振動モータ間
の距離は 40 mm とした振動触覚インタフェースを提案した．
これら最小限の振動モータの数でさまざまな情報を提示す
る必要があるため，ファントムセンセーション(6)や仮現運動
といった触錯覚現象を用いる．これらの触錯覚現象や振動強
度の変化を用いることにより，産業用ロボットの動作情報を
操作者へ提示する． 
3. 産業用ロボットの遠隔操作支援情報 
本研究では，産業用ロボットを用いた基本的作業である
Pick and place タスクに着目して産業用ロボットの遠隔操作
における情報提示を行う． 
Pick and placeタスクの手順を以下に示す． 
(i) 目標物の上方へグリッパーを移動させる 
(ii) 目標物を把持する 
(iii) 目的地へ目標物を移動させる 
(iv) 目標物の姿勢を調節する 
(v) 目標物の位置や姿勢を調整しながら枠へ挿入する 
 Pick and place 作業を完遂するための重要なポイントを以
下に示す． 
 
Fig. 1 Vibrotactile interface on forearm 
 
Fig. 2 Vibration motor’s arrangement 
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Table 1 Data acquisition and presentation (3) 
 作業 (iii) において，操作者は作業中，産業用ロボット
の動作に注意を払う必要がある． 
 操作者は作業 (ii), (iv) の過程において pick タスク，
placeタスクの確認のために，グリッパーの動きを注視
する必要がある． 
 すべての過程 (i) – (v) において，産業用ロボットが稼
働限界点や特異点へ侵入すると正常に制御することが
できなくなるため，操作者は産業用ロボットが稼働限
界点や特異点へ侵入することを回避する必要がある． 
 操作者は作業 (iv) と (v) の過程において，目標物を枠
へ挿入するために非常に多くの注意を払う必要がある．
この作業過程では，グリッパーの姿勢や位置を非常に
高い精度で求められる． 
本章では，振動触覚情報と視覚情報を用いて，産業用ロボ
ットの遠隔操作支援のために必要な情報を提示する． 
3.1 視覚情報 
産業用ロボットの遠隔操作において，ワークスペース全体
の把握，産業用ロボットと目的地の位置関係の把握に視覚情
報は欠かせない．しかし，産業用ロボットの遠隔操作におい
て，モニターを増やし視覚情報を増加させることは操作者の
認知的負担を増加させることに繋がるため，視覚情報は全体
カメラ，pick点カメラ，place点カメラの三視点に限定する． 
3.2 振動触覚情報 
振動触覚インタフェースを用いて，産業用ロボットの動作
情報を提示する．前述した産業用ロボットの遠隔操作の際に
必要とされる情報から，以下の三種類の情報を振動触覚刺激
によって提示する． 
T-1) グリッパーの移動方向（理由：操作者がグリッパーの
小さな動きを三視点の視覚情報のみから取得すること
は困難であるため．） 
T-2) 稼働限界点と特異点（理由：操作者は産業用ロボット
の操作中，常に注意を払い稼働限界点と特異点を回避
する必要があるため．） 
T-3) グリッパーの姿勢（理由：操作者がグリッパーの姿勢
情報を視覚情報のみで理解することは困難であるた
め．） 
3.3 振動触覚情報の設計 
触錯覚現象の実現や振動情報を知覚しやすく提示するた
めには，適切な振動強度を用いて提示する必要がある．そこ
で，先行研究(5)の結果に基づき，振動強度のデューティ比は
基準電圧 5V の，0.2から 0.6の間で設定する．この振動強度
を Table 2に示すように，level 2から level 6と定義する．ま
た，振動触覚インタフェースを用いた振動触覚情報は以下の
ように設計する． 
T-1)  グリッパーの移動方向の提示：Fig. 3に示されるよう
に，グリッパーの X 軸方向の移動は前腕部腹部の四つ
の振動モータを用いて提示する．操作者が産業用ロボ
ットの動きを把握するために使用する視覚情報は産業
用ロボットの正面に設置する全体カメラとなる．その
際に操作者が直観的に動きの方向を把握できる振動設
計とする．Fig. 2に示される P1と P2，P3と P4とい
う組み合わせで振動モータが level 6 と level 2で交互
に振動し，P1と P2の振動強度が level 6の場合は X+
方向へ，P3と P4の振動強度が level 6の場合は X－方
向へ移動していることを示す． 
Y 軸方向の移動は P1，P2, B1，B2 の手首側四つの
振動モータを用いて提示する．Fig. 4に示すように，仮
現運動によって Y 軸方向の移動を示す．仮現運動の速
度はグリッパーの移動速度に従って変化する．時計回
りに仮現運動を提示している場合は，Y+方向を示し，
反時計回りの場合は Y－を示す． 
Z軸の移動は前腕背部の肘側の B3 と B4 の二つの振動
モータが交互に振動することによって示す． 
T-2)  稼働限界点と特異点の提示：操作者は稼働限界点と
特異点に接近すると直ちに回避する操作をする必要が
ある．そのため，操作者はすぐに危険であることを判
断できるように，最大振動強度である level 6の振動で
操作者に提示する．また，Fig. 5に示すように，産業用
ロボットが稼働限界点または特異点から 15°の範囲に
侵入すると稼働限界点と特異点の接近情報を提示する．  
Table 2 Intensity level of vibration stimulus 
Duty ratio Intensity level 
0.6 6 
0.5 5 
0.4 4 
0.3 3 
0.2 2 
0 0 
 
Fig. 3 Vibrotactile information to present movement direction 
 
Fig. 4 Showing the Y-axis of the gripper direction using apparent 
movement 
 
Fig. 5 Singular point of the 5th axis 
 
Fig. 6 Rotation axis of the gripper 
 
Fig. 7 Intensity level of the rotation axes 
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 T-3)  グリッパーの姿勢の提示：操作者がモニターからの
視覚情報のみでグリッパーの姿勢を把握することは非
常に困難である．そのため，操作者はグリッパーの Yaw, 
Roll, Pitch どの姿勢か把握することなく，目標角度へ
操作することが求められる．そこで，三つの振動モー
タ P1, P2, P3をグリッパーの Yaw, Roll, Pitchに割り
当てて，それぞれの姿勢状況を振動で提示する．それ
ぞれの姿勢が目標姿勢に到達すると，最大振動強度で
ある level 6の振動で到達したことを提示する．この目
標姿勢へ操作することによって，目標物を正確に枠へ
挿入することが可能になる．また，振動強度は式 (1) に
よって求められる． 
    𝐼(𝜃) =  𝜃 6⁄ + 1                                                                      (1) 
𝐼(𝜃)は整数であり，これはグリッパーの角度𝜃による
振動強度を示す．この振動触覚情報は0° < |𝜃|  ≤ 30°の
範囲で提示される．Fig. 7に示されるように，振動強度
は目標角度に近づくに従って段階的に level 6, 5, 4, 3, 2
と変化し，目標角度に到達すると level 6で 0.5 s 振動
し，停止する． 
4. 実験 
本実験では，振動触覚インタフェースが 3.2 節で設計した
振動触覚情報を Pick and place タスクを行う操作者へフィー
ドバックし，操作者の認知的負担を低減し，作業効率を向上
させることができているか評価する． 
4.1 実験設定 
本実験では，操作者はティーチペンダントを用いて産業用
ロボットを操作する．被験者は産業用ロボットを現場（以後
Local）と遠隔地（以後 Remote）の二か所から操作する．そ
れぞれの操作する場所の条件を以下に示す． 
 Local：操作者は産業用ロボットの傍で操作を行う． 
 Remote：操作者は遠隔地からディスプレイの視覚情報
のみで産業用ロボットの操作を行う． 
 Remote (vib)：操作者は遠隔地からディスプレイの視覚
情報と，振動触覚インタフェースの触覚情報を用いて
産業用ロボットの操作を行う． 
この振動触覚情報を用いたケースでは，二種類の条件を用
いて実験をおこなった．一つ目の実験では，提案する振動触
覚インタフェースを用いて 3.2 節で述べた振動触覚情報 
(T-1) と (T-2) を提示する (これを Experiment Aとする)．二
つ目の実験では，同じく提案する振動触覚インタフェースを
用いて振動触覚情報 (T-1), (T-2), (T-3) を提示する (これを
Experiment Bとする)． 
被験者は男性三名，女性一名の合計四名で，二名は産業用
ロボットの操作経験があり，二名は初めて産業用ロボットの
操作を行う．まず，被験者は産業用ロボットの操作方法の説
明を受け，Local, Remote, Remote (vib)の条件下で Pick and 
place タスクの練習を行う．実験順序は，二名が Local, Remote, 
Remote (vib)の順でおこない，二名が Local, Remote (vib), 
Remote の順で行う． 
Fig. 8に実験環境を示す．視覚情報用のディスプレイは Fig. 
8 (b), (c) に示す三視点に限定する．被験者に高い精度のロボ
ット操作を要求するために，place 地点に目標物の大きさに
あった枠を用意する．被験者は place タスクとしてその枠へ
目標物を挿入する． 
NASA-TLX(7)を用いて，Pick and place タスクにおける被験
者の作業負担を評価し，作業成績として，操作時間と稼働限
界点と特異点への侵入頻度を計測する．NASA-TLX とは次の
六つの評価項目である，精神的要求（MD：mental demand）,
身体的要求（PD：physical demand），タイムプレッシャ （ーTP：
time pressure），努力（EF：effort），フラストレーション（FR：
frustration），作業成績（AC：accuracy）に基づきタスクにお
ける作業負担を評価するツールである．NASA-TLX は，これ
ら六つの評価値から一つの総合値（平均値）を算出するため
に，これらのどの項目がよりメンタルワークロードへの寄与
が高いと思うかを，被験者自身に判断させることによって得
られた係数を用いる．この重み付けされた作業負担の平均値
が WWL (weighted workload) である． 
4.2 実験結果と考察 
まず Experiment Aの結果を示す．Table 3 (a) に示すように，
すべての被験者の Local における WWLの値が最も小さい値
となった．被験者は実験中に何度も産業用ロボットのそばへ
近づき，様々な角度からグリッパーの位置や姿勢を確認する
姿が観察された．このことから，作業に必要な情報を十分に
獲得できたことにより，WWL の値は減少する傾向にあるこ
とがわかる．二番目に WWL が小さな値となった条件が，振
動触覚インタフェースを用いて遠隔から操作する Remote
（vib）の場合であった．この結果より，振動触覚インタフェ
ースからの情報が被験者のWWLの評価の向上に寄与してい
ることがわかる． 
Table 3 (b) に示すように，すべての被験者が Localにおい
て最も短い作業時間を記録した．そして，被験者 A と B は
振動触覚インタフェースを用いた Remote（vib）で最も長い
作業時間を記録した．さらに，被験者 C は Remote のケース
両方でタスクを達成するために何度も挑戦したが，完遂させ
ることができなかった．しかし，Table 3 (c) に示すように，
振動触覚インタフェースはすべての被験者において稼働限
界点と特異点の回避に有用であることが示された． 
Experiment Aの結果より，Pick and place タスクの中で最も
被験者が時間を要していた作業が place タスクであり，最も
困難な作業であることがわかった．この結果から，被験者は
place タスクの際に，視覚情報によるグリッパーの姿勢や細
かな位置調整の把握が非常に困難であるということがわか
った．したがって，グリッパーの姿勢の正確な情報を提示す
ることで，WWLや作業効率が向上すると考えられる． 
そこで，Experiment Bにおいて，グリッパーの姿勢情報を
振動触覚インタフェースを用いて提示した． 
 
(a) Overall view 
    
(b) View of CAM1 and CAM2 (Pick and place site) 
 
(c) CAM3 (overview of the workspace) 
Fig. 8 Experimental environmental 
以下に Experiment Bの結果を示す．Table. 4 (a) から，被験
者 A，B，D の Local における WWL が最も小さく，二番目
が振動触覚インタフェースを用いた Remote（vib）であるこ
とが確認できる．被験者 Cにおいては振動触覚インタフェー
スを用いたケースが最も WWLが小さな値となった．作業時
間に関しては，すべての被験者で Local が最も短くなり，続
いて振動触覚インタフェースを用いた Remote（vib），Remote
の順となった． 
また，Table. 4 (c) から，この振動触覚インタフェースは
Experiment Bにおいても Experiment Aと同様に，稼働限界点
と特異点の回避に有用であることがわかった．さらに，すべ
ての被験者でこの Pick and place タスクを完遂することがで
きた．以上の結果より，グリッパーの姿勢情報を操作者へ提
示することにより，WWLと作業時間の向上が確認された． 
4.3 Experiment A と Experiment B の比較 
Fig. 9に，Experiment Aと Experiment B のすべての被験者
の WWLの結果の平均を示す．Experiment Aの AC（作業成
績）と EF （努力） において，Local における値が振動触覚
インタフェースを用いた Remote（vib）の場合より小さいこ
とがわかる．一方，Experiment B では振動触覚インタフェー
スを用いた Remote（vib）の場合にこれらの評価項目の値は
Local より小さく良い成績になっていることが確認できる． 
振動触覚インタフェースを使用しない場合，被験者はグリ
ッパーの位置・姿勢の確認に非常に多くの労力を費やしてい 
Table 3 Results of Experiment A 
(a) WWL in Experiment A 
WWL Subject A Subject B Subject C Subject D 
Local 51.86 38.33 63.81 57.86 
Remote 64.76 63.33 81.38 61.86 
Remote 
(vib) 
62.48 49.05 44.05 60.38 
(b) Time required finishing the robot operation in Experiment A  
Time (s) Subject A Subject B Subject C Subject D 
Local 349 307 315 229 
Remote 324 364 - 379 
Remote 
(vib) 
423 465 - 363 
(c) Number of times to enter the singular point and operation 
limit point in Experiment A 
The 
number of 
times 
Subject A Subject B Subject C Subject D 
Local 1 0 2 2 
Remote 1 1 2 0 
Remote 
(vib) 
0 0 1 0 
Table 4 Results of Experiment B 
(a) WWL in Experiment B 
WWL Subject A Subject B Subject C Subject D 
Local 49.81 37.38 73.81 42.57 
Remote 60.90 68.33 76.38 66.24 
Remote 
(vib) 
58.86 39.29 39.29 48.43 
(b) Time required finishing the robot operation in Experiment B  
Time (s) Subject A Subject B Subject C Subject D 
Local 188 249 350 235 
Remote 330 377 410 342 
Remote 
(vib) 
369 309 400 281 
(c) Number of times to enter the singular point and limit point in 
Experiment B 
The 
number of 
times 
Subject A Subject B Subject C Subject D 
Local 1 1 0 0 
Remote 0 0 0 1 
Remote 
(vib) 
0 0 0 0 
ると考えられる．振動触覚インタフェースを使用した場合，
AC（作業成績）と EF（努力）の評価が向上した理由として，
何度も目視にて位置・姿勢を確認することなく，振動触覚情
報の振動強度を Level 0 にすることだけに注意を払って操作
することによりタスクを完遂できる点にある． 
さらに，グリッパーの位置・姿勢の把握を容易にすること
によって，作業時間を短くすることができた．そして，作業
負担の減少にもつながることが確認できた． 
 
 
Fig. 9 Mental workload results of experiment A and experiment B 
5. おわりに 
本研究では，産業用ロボットの遠隔操作のための振動触覚
刺激を設計し，設計した振動触覚刺激が有用であるか操作者
の作業負担，作業効率，安全性という視点から検証をおこな
った．実験より，振動触覚によって Remote による操作の作
業負担を軽減，稼働限界点と特異点の回避を可能にした．ま
た，Pick and placeタスクにおいて負担の大きい作業であると
確認された place タスク支援のための，グリッパーの位置・
姿勢情報を提示することで，作業時間の短縮することができ
た．さらに振動触覚情報を用いたナビゲーション支援の有用
性についても確認した． 
今後の課題として，振動触覚刺激を用いて直観的な知覚が
必要とされる力情報を提示することがあげられる． 
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