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Inversion of head waves in ocean acoustic ambient noise
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2
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3
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ABSTRACT:
The virtual head wave is produced through cross-correlation processing of signals containing the real, acoustic head
wave. The virtual head wave has the same phase speed as the head wave, but the travel time is offset, thus the term
virtual. The virtual head wave, like the real head wave, propagates in a direction corresponding to the seabed critical
angle. The virtual head wave travel time varies with array depth and water column depth. However, in a refracting
environment, the travel time is also dependent on the depth-dependent sound speed profile. Previously, the virtual
head wave was shown as observable from measurements of ocean ambient noise, and the arrival angle was used to
estimate the seabed sound speed. By also using the virtual head wave travel times, it is possible to invert for array
depth and water column depth. The previous analysis was limited to the assumption of a Pekeris waveguide, which
is a special case of the more realistic refracting waveguide. In this paper, the virtual head wave and the inversion
method are considered in environments having refracting sound speeds. The theoretical framework and the inversion
method are presented along with illustrative simulations and application to the Boundary’03 data.
C 2020 Acoustical Society of America. https://doi.org/10.1121/10.0000925
V
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I. INTRODUCTION

In recent years, the naturally occurring ocean surface
noise has been widely used in ocean acoustics, including for
ocean tomography,1 array element self-localization,2
Green’s function recovery,3,4 seabed properties extraction,5,6 and the passive fathometer.7–13
The passive fathometer technique7–13 uses a vertical
array of hydrophones to extract the reflections of surface
noise from the seabed by cross correlating endfire beams
(i.e., beams steered directly toward the surface and directly
toward the seabed at angles of 690 ). This processing can
determine the distance from the array to the seabed and subbottom interfaces. By generalizing the passive fathometer
processing (i.e., cross correlating noise beams at all angles,
not just 690 ), one can observe a sequence of signals
appearing in time at a specific angle.14,15 These signals were
referred to as being from the “head wave,” and the angle
corresponded to the seabed critical angle.
In shallow water overlying a fast seabed, there exists a
critically refracted wave propagating along the water–
seabed interface at the seabed sound speed. In the water column, these waves arrive ahead of other water borne arrivals,
and are thus called head waves. Head waves can be excited
in a variety of ways such as explosive sources,16,17 helicopter noise,18 and ocean surface noise.15 In a Pekeris waveguide, their amplitude decays as r1=2 L3=2 ,16,19 where r is
a)
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the horizontal source-receiver range, and L is the path length
along the interface. For long ranges, L  r, the amplitude
decays as r2 . In shallow water environments, head waves
are usually ignored for long range propagation due to competing factors such as the fast 1=r2 geometric spreading, seabed attenuation, and seabed scattering. However, when the
range is moderate and the seabed is flat and smooth, head
waves are observed and used to infer the seabed sound
speed16–19 and attenuation.16
Here, the head wave is more specifically described as the
“virtual head wave” as it has the same phase speed as the
head wave, but the travel time is offset. Similar terminology,
“virtual refraction,” was found in seismology where simulated
data with active sound sources distributed near the sea-surface
and received on a horizontal array were used to describe this
phenomenon.20 The passive extraction of the virtual head
wave travel times is based on the well-known Green’s function retrieval method.21–25 To estimate the exact Green’s function, theory requires that the receivers are surrounded by
sources on a closed surface;25,26 however, it is usual for the
source aperture to be finite, resulting in the appearance of spurious multiples.22,27 The spurious multiples can come from the
cross correlation of scattered28 and reflected waves.29 The virtual head wave is another type of spurious multiple, which is
due to the cross correlation of real head waves.15
Most research on virtual head waves has focused on the
Pekeris waveguide,14,15,20 which does not represent many
realistic ocean environments. If there is refraction in the
water column, rays will bend following Snell’s law, thus the
head wave angle of arrival will not always be the seabed
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critical angle. In addition to the arrival angle, the travel time
of the head wave is also affected by the water-column sound
speed profile. Since the virtual head wave is produced by the
cross correlation of signals containing the real head wave, its
travel time and angle of arrival might also be different from
those expected for a Pekeris (non-refracting) waveguide.
This paper will first study the travel time and angle of
arrival of the virtual head wave in a refracting waveguide
based on ray theory. Further, the virtual head wave travel
time (in addition to the angle of arrival) will be used to
invert for geometric and environmental parameters. It is
shown here that in a refracting waveguide the virtual head
wave based inversion method allows for estimates of two
parameters (array depth and seabed sound speed), whereas
in a non-refracting (i.e., Pekeris) waveguide, three parameters can be determined (array depth, seabed sound speed,
and water column depth). The method is illustrated with
simulations and applied to acoustic data gathered in a
refracting shallow water region of the Mediterranean Sea.
Results show that the virtual head wave travel time changes
with in-water refraction, and an inverse method can be used
to determine the array depth and seabed sound speed.
The organization of this paper is as follows. Section II
derives both the virtual head wave theories and inversion
methods in refracting and Pekeris waveguides. In Sec. III,
simulations are used to verify the results in Sec. II. Section
IV demonstrates the inversion method in a refracting waveguide with Boundary’03 data.7,9,15
II. ACOUSTIC INVERSION WITH VIRTUAL HEAD
WAVES
A. Refracting waveguide

Consider the refracting waveguide shown in Fig. 1(a),
where the sound speed in the water column depends on
depth, v ¼ vðzÞ ð0  z  HÞ, and the sound speed in the
seabed is constant, vp. Note, to avoid ambiguity, vðH  Þ

instead of vðHÞ is used in the following to refer to the sound
speed in the water column just above the seabed. For source
Sðxs ; aÞ and receiver r(0, b) (0  a < b  H) in Fig. 1(b), a
ray departing from the source at angle ha will refract (bend)
in the water column and be received at angle hb. This refraction is governed by Snell’s law,


ha ¼ arccos vðaÞ cos hp =vp ;


hb ¼ arccos vðbÞ cos hp =vp ;

(1)

where vp and hp are the sound speed and grazing angle in the
seabed, respectively. The horizontal waterborne range covered by the ray is30,31
xba

¼ cos ha
¼

¼

ðb

ðb

dz
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
n ðzÞ  cos2 ha
a

vðzÞ cos hp
qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ dz
2
a
vp  v2 ðzÞ cos2 hp

ðb

sp cos hp
dz;
sz
a

(2)

where nðzÞ ¼ vðaÞ=vðzÞ; sp ¼ 1=vp is bottom slowness, sz
qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
¼ s2 ðzÞ  s2p cos2 hp is vertical slowness, and sðzÞ
¼ 1=vðzÞ is slowness. The travel time along the ray is,30,31

tba

ð
1 b
n2 ðzÞ
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ dz
¼
vðaÞ a n2 ðzÞ  cos2 ha
ðb
vp
qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ dz
¼
2
a vðzÞ v  v2 ðzÞ cos2 hp
p
ðb 2
s ðzÞ
dz:
¼
a sz

(3)

FIG. 1. (Color online) (a) The refracting waveguide model. (b) Definition of coordinate system and geometric quantities. For constant sound speed, the ray
is a straight line (dashed), and ha ¼ hb . The thick solid line represents the ray path in the presence of in-water refraction.
J. Acoust. Soc. Am. 147 (3), March 2020
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1. Head waves between source and receiver

As shown in Fig. 2(a), the head wave from a point
source located on a line Sðxs ; 0Þ (xs > Xc, where Xc is
referred to as the critical offset) is incident on the seabed at
the critical angle hc, travels along the seabed (hp ¼ 0 ), reradiates plane waves into the water, which propagate at hc,
and arrive at the receiver rj ð0; zj Þ at hzj . From Eq. (1),
hc ¼ hH ¼ arccos½vðH  Þ=vp ; hzj ¼ arccos½vðzj Þ=vp . The
horizontal range covered by the ray in Fig. 1(b) is therefore
simplified from Eq. (2) to Eq. (4),
xba

¼

ðb

sp
dz;
a sz

(4)

h
i
H
H
H
¼ ð2m  1ÞtH
0 þ tzj þ xs  ð2m  1Þx0  xzj =vp
H
¼ ð2m  1ÞsH
0 þ szj þ xs =vp ;

(6)

where the subscript “” is up-going to rj, and m  1 is the
number of bounces from the bottom interface at depth H
between S and rj.30,31 Similarly, the travel times of head
waves down-going (“þ”) to rj from S are
z

time [see Sec. 4.3.2 of Ref. 30, also called sðpÞ function]

z

sz dz;

(5)

a

FIG. 2. (Color online) (a) The total reflection between source Sc and
receiver rj, and the head wave between source S and receiver rj. Head waves
appear when S is beyond the critical offset Xc (distance where the incident
ray is at the seabed critical angle hc). (b) The virtual head wave between
two vertically aligned receivers rj and rk is obtained by cross correlating the
total reflection between Sc and rj and the head wave between Sc and rk, or
the head waves between S and rj,rk. After the cross-correlation processing,
the common ray paths between S and rj,rk (dashed lines) disappear, and
only ray paths labeled I and II (solid lines) are left.
J. Acoust. Soc. Am. 147 (3), March 2020

z

j
¼ 2msH
0 þ s0 þ xs =vp :

(7)

2. Virtual head waves between vertically aligned
receivers

ðb

where sp is now horizontal slowness.
The geometry does not allow a head wave (propagating
at the critical angle) to be received at rj if xs  Xc . Note,
apart from the head wave from S to rj shown in Fig. 2(a),
head waves can also bounce between the sea surface and
seabed and have down-going propagation to rj.15
The head waves consist of two components: One part is
in the water column, and the other part is within the seabed.
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tj ðmÞ ¼ twater þ tseabed

j
j
H
tþj ðmÞ ¼ 2mtH
0 þ t0 þ ðxs  2mx0  x0 Þ=vp

where a and b depend on the specific source and receiver
qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
path, and sz ¼ s2 ðzÞ  s2p . It is useful to work with delay

sba ¼ tba  sp xba ¼

The travel time of head waves up-going to rj from S is a sum
of these two parts,

For vertically aligned receivers rj ð0; zj Þ and rk ð0; zk Þ
(1  j  NR ; 1  k  NR , NR is the number of receivers,
hzj  hzk ) in Fig. 2(b), assuming that zj < zk and xs > Xc, the
virtual head waves between them are produced by cross correlating the head waves from S to rj and rk or cross correlating total reflections from Sc to rj and head waves from Sc to
rk. Note, the head waves and total reflections always propagate at the critical angle, making the cross correlation coherent. The seabed reflections have multiple angles depending
on the source-receiver range, making their cross correlation
incoherent.
After the cross-correlation processing, the common ray
paths between S and rj, rk or between Sc and rj, rk, represented
by the dashed lines, will disappear; thus the virtual head wave
travel time equals the travel time differences on ray paths I and
II. Therefore, the virtual head wave travel time between rj and
rk is the same for sources S and Sc. Since the source-to-seabed
path is canceled through the cross-correlation processing,
source localization cannot be determined through inversion of
virtual head waves. In the vertical array and passive noise case,
the virtual head waves have contributions from noises located
on an annulus, where the inner radius is the critical offset, and
the external radius is the farthest source-receiver horizontal distance that makes the head waves detectable.
Figure 2(b) only shows the geometry of virtual head
waves when zj < zk, but the virtual head waves also exist for
zj  zk . Besides, head waves and total reflections are shown
up-going to the receivers in Fig. 2(b), and they can also be
down-going to the receivers after a surface reflection.
The travel times of virtual head waves between rj and rk
are represented as the travel time differences of head waves
between S to rj and S to rk,
jk
dt66
ðDm Þ ¼ t6j ðmÞ  tk6 ðnÞ;

(8)

where n  1 is the seabed bounce of rays between S and rk,
Dm ¼ m  n is the difference of seabed bounces of rays
Li et al.
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between S to rj and S to rk. Inserting Eqs. (6) and (7) into
Eq. (8),
jk
zk
ðDm Þ ¼ 2Dm sH
dtþþ
0  szj ;

c66 ðs; hÞ ¼ F 1 ½C66 ðx; hÞ;

jk
zk
ðDm Þ ¼ 2Dm sH
dt
0 þ szj ;
z

jk
zk
j
dtþ
ðDm Þ ¼ 2Dm sH
0  s0  s0 ;
jk
dtþ
ðDm Þ

¼ 2Dm sH
0 þ

z
s0j

þ

P
estimated from the ensemble average C ¼ ð1=LÞ Ll¼1 pl pH
l
of L snapshots of pressure field pl . Equation (11) is transformed to the time domain,

sz0k :

(9)

From Eq. (9), the vertical phase speeds of virtual
zk
zk
head waves are jdzk =dðdtjk
66 Þj ¼ jdzk =dðs0 Þj ¼ jdzk =dðszj Þj
2
2 1=2
b
¼ ½v ðzk Þ  sp 
, where sa is given by Eq. (5). These are
z
the same as those of head waves, jdzj =dtj6 j ¼ jdzj =dðs0j Þj
2
2 1=2
, from Eqs. (6) and (7).
¼ jdzj =dðsH
zj Þj ¼ ½v ðzj Þ  sp 
They represent waves propagating at the critical angle.
However, the travel time is offset, thus the term is virtual.
Aligning the virtual head waves by letting j ¼ k ¼ 1,
Eq. (9) becomes
dtþþ ðDm Þ ¼ dt ðDm Þ ¼ 2Dm sH
0;
z1
dtþ ðDm Þ ¼ 2Dm sH
0  2s0 ;
z1
dtþ ðDm Þ ¼ 2Dm sH
0 þ 2s0 :

(10)

From Eq. (10), there are four contributions of virtual
head waves due to up- and down-going head waves at the
receiver.15 For a given Dm, there are three distinct travel
times that are periodic in time with 2sH
0 . This interval time
is not related to array depth or array spacing, since it is only
a function of environmental parameters vðzÞ, vp , and H.
3. Auto-beam and cross-beam

The travel times and angles of arrival of the virtual
head waves can be estimated using measurements of ocean
ambient noise on a vertical line array.15 The processing used
is a generalization of the passive fathometer to produce
auto-beam and cross-beam correlations. When using delay
and sum beamforming, the processing is equivalent to the
seismic interferometry techniques.15
The auto-beam correlations, C ðx; hÞ or Cþþ ðx; hÞ,
are the auto-correlations between up-going beams
H
d ðx; hÞ ¼ wH
 p, or down-going beams dþ ðx; hÞ ¼ wþ p,
while the cross-beam correlations, Cþ ðx; hÞ or Cþ ðx; hÞ,
are the cross correlations between d ðx; hÞ and dþ ðx; hÞ or
vice versa,
H
ðx; hÞ ¼ wH
C ðx; hÞ ¼ d ðx; hÞd
 Cw ;

H

Cþ ðx; hÞ ¼ d ðx; hÞdþ
ðx; hÞ ¼ wH
 Cw ;
H
ðx; hÞ ¼ wT Cw ;
Cþ ðx; hÞ ¼ dþ ðx; hÞd

(11)

where w ðx; hÞ ¼ ½eixz1 sin h=v ; …; eixzNR sin h=v T and wþ ðx; hÞ
¼ w ðx; hÞ are the steering vectors for up- and down-going
wave fields, pðxÞ ¼ ½p1 ðxÞ; …; pNR ðxÞT is the pressure vector, superscripts T and H represent the transpose and conjugate
transpose, respectively. The cross-spectral density matrix C is
J. Acoust. Soc. Am. 147 (3), March 2020

where s is lag time. The virtual head waves appear as the
sequences of peaks at the same angles hz1 ¼ arccosðvz1 =vp Þ
in all of the time domain correlations in Eq. (12). However,
the travel times of virtual head waves are different [Eq.
(10)].
Since cþ ðs; hÞ and cþ ðs; hÞ contain the same information [cþ ðs; hÞ ¼ cþ ðs; hÞ], the following inversion
method is based on c ðs; hÞ; cþþ ðs; hÞ, and cþ ðs; hÞ.
4. Inversion with auto-beam and cross-beam

In c ðs; hÞ or cþþ ðs; hÞ, the angle of arrival, hz1 ,
depends on z1 and vp, and the travel times, dt ðDm Þ or
dtþþ ðDm Þ, depend on environmental parameters, including
vðzÞ, vp , and H [Eq. (10)]. It is therefore possible to estimate
vp and z1 with vðzÞ, H, from the measured angle of arrival
0
h0z1 , and interval time Tint
extracted from either c ðs; hÞ or
cþþ ðs; hÞ by minimizing the cost functions,
Y ðz1 ; vp Þ ¼ Yþþ ðz1 ; vp Þ
 0
2
 2sH
¼ Tint
0
h
i2
þ k h0z1  arccosðvðz1 Þ=vp Þ ;

(13)

where k is a Lagrange multiplier. We match the interval and
angle of arrival from predictions and measurements by a
grid search of z1 and vp .
The virtual head wave travel times from the cross-beam
correlation, dtþ ðDm Þ, is a function of vðzÞ, vp , H, and z1.
Similarly, it is possible to invert for vp and z1 based on vðzÞ,
H, h0z1 , and dt0 þ ðDm Þ by finding the minimum of the cost
function Yþ ðz1 ; vp Þ,

2
Yþ ðz1 ; vp Þ ¼ dt0 þ ð0Þ  dtþ ð0Þ

2
þ dt0 þ ð1Þ  dtþ ð1Þ
h
i2
þ k h0z1  arccosðvðz1 Þ=vp Þ ;

(14)

where dtþ ð0Þ and dtþ ð1Þ are the predicted travel times
from Eq. (10),
dtþ ð0Þ ¼ 2sz01 ;

H
Cþþ ðx; hÞ ¼ dþ ðx; hÞdþ
ðx; hÞ ¼ wT Cw ;

(12)

dtþ ð1Þ ¼ 2sH
z1 ;

(15)

where dtþ ð0Þ is affected by the sound speed profile above
the array and vp , while dtþ ð1Þ is affected by the sound
speed profile below the array and vp .
The cost functions in Eqs. (13) and (14) can all invert
for vp . However, if vðzÞ varies slightly with depth, Yþ is
preferable for finding z1 as it is contained in both the travel
time and angle contribution (see the Appendix for a detailed
proof). In Secs. III and IV, the simulation and experimental
Li et al.
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inversion of z1 and vp are based on Yþ [Eq. (14)]. We
choose k ¼ 105 to balance the two terms in Eq. (14)
(assuming ¼jdt0 þ ð0Þj ¼ jdt0 þ ð1Þj ¼ 0:02 s, h0z1 ¼ 10 ).
B. The Pekeris waveguide

III. SIMULATION

For the Pekeris waveguide, the sound speed is constant
vw in the water column, the rays are straight lines, h0 ¼ hz1
¼ hc ¼ arccosðvw =vp Þ. The virtual head wave travel times in
Eq. (10) are simplified as
dtþþ ðDm Þ ¼ dt ðDm Þ ¼ 2Dm Hsz ;
dtþ ðDm Þ ¼ ð2Dm H  2z1 Þsz ;
dtþ ðDm Þ ¼ ð2Dm H þ 2z1 Þsz ;
where sz ¼

(16)

qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
v2
w  sp . This virtual head wave travel time is

in agreement with a previous study15 [Eq. (9)]. Similar to
the refracting waveguide, there are four contributions of virtual head waves and three distinct travel times for a given
Dm. The virtual head waves are periodic in time with interval 2Hsz , which is not related to array depth or array spacing, since it is only a function of vw , vp , and H.
It is therefore possible to estimate vp and H by finding
the minimum function Y ðvp ; HÞ [or Yþþ ðvp ; HÞ],
Y ðvp ; HÞ ¼ Yþþ ðvp ; HÞ
 0
2
 2Hsz
¼ Tint

2
þ k h0c  arccosðvw =vp Þ ;

(17)

or, invert for z1, vp , and H by finding the minimum of the
function,

2
Yþ ðz1 ; vp ; HÞ ¼ dt0 þ ð0Þ  dtþ ð0Þ

2
þ dt0 þ ð1Þ  dtþ ð1Þ

2
þ k h0c  arccosðvw =vp Þ ;

In Secs. III and IV, the inversion results of z1, vp , and H
based on Yþ [Eq. (18)] for a Pekeris waveguide will be
shown, with k ¼ 105 for both simulation and experimental
data.

Simulations illustrate the impact of a refracting environment on the virtual head wave in a controllable and known
environment. The geometry for the simulations is shown in
Fig. 3 and is based on the Boundary’03 experiment7,9,15
(described more completely in Sec. IV). To approximate the
noise field generated by breaking waves, the simulation uses
sources having random amplitude and phase, which are uniformly distributed on an infinite plane close to the surface
(represented as stars in Fig. 3). The vertical line array consists of 32 hydrophones with spacing of 0.18 m, and the
depth of the first hydrophone is at z1 ¼ 73 m (represented by
triangles in Fig. 3). To simulate both the refracting and
Pekeris waveguides, two sound speed profiles are considered. The refracting sound speed profile is from the
Boundary’03 data, while the Pekeris profile is constant at
1512 m/s. The seabed is assumed to be a half space with a
sound speed of 1541 m/s, density of 1500 kg=m3 , and attenuation of 0.02 dB per wavelength. The wavenumber integration code OASES is used to compute the simulated array
data.32,33 To better represent the measured data (obtain more
realistic simulations), an additional step is taken to create
random realizations of data that are averaged in the same
way as the measurements. To accomplish this, the exact
array covariance matrix from the OASES simulation is
decomposed using the Cholesky method.34 This produces
the sample covariance matrix with the following procedure:
(1) Obtain the covariance matrix CðxÞ from OASES.
(2) Obtain the positive definite lower-triangular matrix L
through Cholesky factorization, CðxÞ ¼ LðxÞLH ðxÞ.

(18)

where dtþ ð0Þ and dtþ ð1Þ are predicted travel times of virtual head waves from Eq. (16),
dtþ ð0Þ ¼ 2z1 sz ;

dtþ ð1Þ ¼ 2ðH  z1 Þsz :

(19)

Here, dtþ ð0Þ is affected by z1, vw , and vp , and dtþ ð1Þ
is affected by the distance between the array and seabed
H  z1 , vw , and vp .
From Eq. (17), two parameters, vp and H, are estimated
0
with the observed interval Tinv
, angle of arrival h0c , and vw .
However, when any one of these three parameters (vp , H,
and vw ) is known, the other two can be determined by com0
bining the known parameter with Tinv
and h0c .
Similarly, from Eq. (18), three parameters, z1, vp , and H,
are estimated with dt0 þ ð0Þ; dt0 þ ð1Þ; h0c ; and vw . However,
when any one of these four parameters (z1, vp , H, and vw ) is
known, the other three can be determined by combining the
known parameter with dt0 þ ð0Þ; dt0 þ ð1Þ; h0c ; and vw .
1756
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FIG. 3. (Color online) Model geometry for simulation. The sound speed
profile measured from the Boundary’03 data, and the constant sound speed
is considered. Noise sources (stars) are located everywhere on the surface.
The vertical array consists of 32 hydrophones with spacing 0.18 m, and the
depth of the first hydrophone is z1 ¼ 73 m.
Li et al.
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(3) Multiply LðxÞ by dðxÞ, a vector of independent, random complex numbers following a Gaussian distribution
with zero mean and variance one to produce a single
realization of the random process. Repeating for L snapshots, this is written bl ðxÞ ¼ LðxÞdl ðxÞ for l ¼ 1; …; L.
(4) Compute the sample noise covariance
P matrix by summing
over L realizations, SðxÞ ¼ ð1=LÞ Ll¼1 bl ðxÞbH
l ðxÞ:
The auto-beam and cross-beam correlations are
obtained according to Eq. (11), however, C is replaced by S,
and the number of snapshots L ¼ 800. The corresponding
time-domain correlations are determined using Fourier synthesis based on Eq. (12) with frequency components computed every 1 Hz from 3500 to 4000 Hz.
Figures 4–6 show the time domain auto-beam correlations, c ðs; hÞ and cþþ ðs; hÞ, and cross-beam correlation,
cþ ðs; hÞ, for both refracting [Figs. 4(a), 5(a), and 6(a)] and
Pekeris [Figs. 4(b), 5(b), and 6(b)] waveguides. In Figs. 4–6,
although processing methods are different, the virtual head
waves appear as the sequences of peaks at 11:1 as the
sound speed at the receiver (1512 m/s) and in the seabed
(1541 m/s) is the same in both the refracting waveguide and
Pekeris waveguide. However, the peaks are shifted in time
in Figs. 4(a), 5(a), and 6(a) due to the refracting sound speed
profile, as predicted by Eq. (10). As the water column sound
speed in the Pekeris waveguide (1512 m/s) is less than that
in the refracting waveguide (mean 1525 m/s), the interval of
peaks for the Pekeris waveguide (0.034 s) in Figs. 4(b), 5(b),
and 6(b) is greater than that for the refracting waveguide
(0.031 s) in Figs. 4(a), 5(a), and 6(a) (the interval is
inversely
proportional to the water column sound speed as
ÐH
2 0 ½v2 ðzÞ  s2p 1=2 dz).
The two peaks (away from the zero lag time region) at
h ¼ 90 in the cross-beam correlation cþ ðs; hÞ (Fig. 6) are
passive fathometer returns. The peak on the left at
t1 ¼ 0:096 s is the surface reflected wave, and the peak on
the right at t2 ¼ 0:079 s is the bottom reflected wave.

Figure 7(a) shows the angular dependency found by
summing results in Fig. 6 over time 0:1 < s < 0:01 s.
The plot over the angle shows the same location of peaks at
11:1 for both the refracting and Pekeris cases. Figure 7(b)
compares the time series by making a line plot from Fig. 6
at the specific angle of 11:1 for the two cases. Specifically,
peaks from the refracting and Pekeris waveguides are almost
the same at dt0 þ ð1Þ, while they are shifted at dt0 þ ð0Þ in
Fig. 7(b). This phenomenon is explained with Eq. (15),
which describes that dt0 þ ð0Þ (close to 0.02 s) and
dt0 þ ð1Þ (close to 0.02 s) correspond to the delay times
between the surface and array and between the array and
seabed, respectively. In the two waveguides, the array depth
and water column depth are the same, and dt0 þ ð0Þ and
dt0 þ ð1Þ are affected by the sound speed profiles above and
below the array, respectively. By comparing the sound
speed profiles in Fig. 3, it is shown that the sound speed profiles are quite different above the array (constant 1512 m/s

FIG. 4. (Color online) The time domain auto-beam correlation c ðs; hÞ
from (a) the refracting waveguide and (b) the Pekeris waveguide in Fig. 3.

FIG. 6. (Color online) The time domain cross-beam correlation cþ ðs; hÞ
from (a) the refracting waveguide and (b) the Pekeris waveguide in Fig. 3.
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FIG. 5. (Color online) The time domain auto-beam correlation cþþ ðs; hÞ
from (a) the refracting waveguide and (b) the Pekeris waveguide in Fig. 3.
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FIG. 7. (Color online) Angular spectrum and virtual head wave arrival
structure extracted from Fig. 6. (a) Angular spectrum obtained by summing
results in Figs. 6(a) and 6(b) over time 0:1 < s < 0:01 s. (b) Time series
at hc ¼ 11:1 in Figs. 6(a) and 6(b).

FIG. 9. (Color online) The ambiguity surface [Eq. (18)] of water depth,
array depth, and seabed sound speed for the Pekeris waveguide with the
true locations (䊊).

travel times in Fig. 6(a), which is from the refracting waveguide, into the inversion equation for the Pekeris waveguide
[Eq. (18)], the refracting water column is treated as isovelocity, and the water depth and array depth are estimated
with error; see Fig. 10.

for the Pekeris vs a mean of 1525 m/s for the refracting) but
almost the same (1512 m/s) below the array.
Inserting the angle of arrival h0z1 and travel times
0
dt þ ð0Þ and dt0 þ ð1Þ into Eq. (14), the array depth z1 and
seabed sound speed vp in the refracting waveguide are determined as the values giving the minimum in the ambiguity
surface; see Fig. 8. Figure 9 shows the inversion results of
H, z1, and vp for the Pekeris waveguide based on Eq. (18).
Both inversions show good agreement with true locations.
However, if the sound speed is refracting but is assumed
constant in the water column, then the inversion method has
errors. For example, by inserting the virtual head wave

IV. EXPERIMENTAL DATA

FIG. 8. Color online) The ambiguity surface [Eq. (14)] of seabed sound speed
and array depth for the refracting waveguide with the true location (䊊).

FIG. 10. (Color online) Same as Fig. 9, but the travel times and angle of
arrival of the virtual head wave are from the refracting waveguide in Fig. 6(a).
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The Boundary’03 experiment was conducted off the
coast of Sicily, Italy in July, 2003. Acoustic data were collected on a free drifting array which had 32 hydrophones
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spaced at 0.18 m, allowing for a maximum beamforming frequency (without aliasing) of 4.2 kHz.7,9 The data considered
here are in the frequency band of 3500–4000 Hz and were
dominated by wind driven ambient noise. The wind speed
during the measurements was 7 m/s. The array position was
not recorded, but the depth of the first hydrophone was
approximately 73 m, and the water depth was about 133 m.
The sound speed profile is shown in Fig. 3, which is a typical
summer downward refracting profile with the sound speeds
of 1540 m/s at the surface and 1512 m/s near the seabed. The
sound speed profile was taken half a month prior to the drifting array measurements and in a location near the initial
deployment site (measured at 08:43 UTC July 9, 2003, while
the data were taken at 18:11 UTC July 23, 2003).
The data were sampled at 12 kHz and were Fourier
transformed using a 4096 point fast Fourier transform
(FFT). The total averaging time used to form the noise
covariance matrix was 3.5 min. In Fig. 11, the time domain
auto-beam correlations [Figs. 11(a) and 11(b)] and crossbeam correlation [Fig. 11(c)] are shown with the band limited to 500 Hz (3500–4000 Hz). Similar to the simulation
results in Figs. 4–6, the virtual head wave arrivals are
observed as a sequence of signals in time at a specific angle.
The theoretical virtual head wave travel times are also indicated in Fig. 11. In all the panels of Fig. 11, the expected
locations for the refracting profiles (D) match better with the
experimental results than those predicted assuming a
Pekeris profile ( ).
The virtual head wave angles and travel times in the
time domain cross-beam correlation cþ ðs; hÞ can also be
compared between the modeling and experimental results

FIG. 12. (Color online) Angular and virtual head wave arrival structure
extracted from Figs. 6 and 11. (a) Angular spectrum obtained by summing
results over time 0:1 < s < 0:01 s. (b) Time series at hc ¼ 11:1 .

using line plots in Fig. 12. Figure 12(a) shows the virtual
head wave peaks after summing over the lag time from
0:1 < s < 0:01 s. The agreement in angle is excellent for
both models and data. As before, this is primarily because
the sound speed profile is constant in all three cases
between the array and seabed, and therefore does not introduce refraction. In Fig. 12(b), the virtual head wave travel
times are shown for an angle of 11:1 . In contrast to the
angular plot, the lag times are influenced by the refracting
sound speed profile. The modeled travel times using the
refracting (measured) sound speed profile are in much better agreement with the experimental results than those
modeled using a constant (Pekeris) sound speed profile.
The residual differences between the experimental and
refracting model results are very likely due to errors in the
sound speed profile, which was measured several weeks
before the experiment.
Figure 13 shows the inversion result for array depth, z1,
and seabed sound speed, vp , based on the travel times and
angles of arrival of the virtual head waves. The array depth
is estimated at 69 m, which is 4 m less than the nominal
value of 73 m. The inverted seabed sound speed is 1540 m/s,
which is consistent with other estimates of seabed sound
speed in the experimental area.35
V. DISCUSSION AND CONCLUSION

FIG. 11. (Color online) The time domain auto-beam correlations [c ðs; hÞ
in (a) and cþþ ðs; hÞ in (b)] and cross-beam correlation [cþ ðs; hÞ in (c)]
using Boundary’03 data. The virtual head wave travel times from the
refracting waveguide in Figs. 4(a), 5(a), and 6(a) (D) and the Pekeris waveguide in Figs. 4(b), 5(b), and 6(b) (䊊).
J. Acoust. Soc. Am. 147 (3), March 2020

The virtual head wave in a refracting ocean waveguide
was discussed. It was shown that the virtual head wave
between two receivers is produced by cross correlating
ambient noise signals that contain the real, acoustic head
wave. As opposed to the head wave, the virtual head wave
can appear in the cross correlation between two vertically
Li et al.
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the “Chen Guang project” supported by the Shanghai
Municipal Education Commission and Shanghai Education
Development Foundation.
APPENDIX: INVERSION OF RECEIVER DEPTH
z1: Y22 ðz1 ; vp Þ VS. Y21 ðz1 ; vp Þ

To demonstrate why the cost function Yþ ðz1 ; vp Þ is
more preferable for finding z1 than Y ðz1 ; vp Þ when vðz1 Þ
varies slightly with z1, we first get the derivatives of these
two functions with respect to z1. From Eq. (13),
h
i
@Y ðz1 ; vp Þ
¼ 2k h0z1  arccosðvðz1 Þ=vp Þ
@z1
1
@vðz1 Þ
vﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
!ﬃ2 @z1 :
u
u
t1  vðz1 Þ
vp

FIG. 13. (Color online) The ambiguity surface of array depth and seabed
sound speed for the Boundary’03 data with expected location (䊊).

separated receivers. The virtual head wave travel times in a
refracting waveguide were derived; they vary with water
depth, array depth, and sound speeds in the water column
and seabed. Simulations were used to verify the theoretically predicted virtual head wave arrivals in time and angle.
It was shown that the virtual head wave arrival times can
vary from those predicted, assuming a constant sound speed
profile. While the angle of arrival can also vary in a refracting environment, it did not for the case shown here since the
sound speed was constant between the array and seabed.
However, the travel times were impacted by the refracting
profile.
The Boundary’03 data confirmed the detection of the
virtual head wave in a refracting waveguide. The travel
times and angles of arrival of the virtual head waves were
compared with the simulation results. The model result
using the measured sound speed profile agreed with the data
better than results modeled using a constant sound speed
(Pekeris waveguide). This showed that the effects of water
column refraction cannot be neglected.
By matching the travel times and angles of arrival of the
virtual head waves, an inversion method was proposed to
determine the geometric and environmental parameters for
both refracting and Pekeris waveguides. The inversion method
was applied to the measured Boundary’03 data and agreement
was found between predictions and measurements to within
experimental uncertainties associated with the measurements.
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(A1)

When vðz1 Þ varies slightly with z1, @vðz1 Þ=@z1
 0; @Y ðz1 ; vp Þ=@z1  0; Y ðz1 ; vp Þ is independent of
z1, thus we cannot estimate z1 by finding the minimum of
Y ðz1 ; vp Þ.
Similarly, from Eq. (14),
sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
@Yþ ðz1 ; vp Þ
1
1 @Y ðz1 ; vp Þ
 þ
¼A 2
; (A2)
@z1
v ðz1 Þ v2p
@z1
Ð z qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
where A ¼ 16 0 1 1=v2 ðzÞ  1=v2p dz þ 4dt0 þ ð0Þ þ 4dt0 þ ð1Þ
Ð H qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1=v2 ðzÞ  1=v2p dz.
When
@vðz1 Þ=@z1  0;
8 0
@Y ðz1 ; vp Þ=@z1  0, Eq. (A2) is simplified as
sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
@Yþ ðz1 ; vp Þ
1
1
 2:
¼A 2
@z1
v ðz1 Þ vp

(A3)

It is clear from Eqs. (A2) and (A3) that although
@Y ðz1 ; vp Þ=@z1  0; @Yþ ðz1 ; vp Þ=@z1 is still a function
of z1, Yþ ðz1 ; vp Þ is preferable for finding z1 as it is contained in both travel time and angle contributions.
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