Despite the effectiveness of convolutional neural networks (CNNs), especially for image classification tasks, the effect of convolution features on learned representations is still limited, mainly focusing on an image's salient object but ignoring the variation information from clutter and local objects. The authors propose a multiple vector of locally aggregated descriptors (VLAD) encoding method with CNN features for image classification. To improve the VLAD coding method's performance, they explore the multiplicity of VLAD encoding with the extension of three encoding algorithms. Moreover, they equip the spatial pyramid patch (SPM) on VLAD encoding to add spatial information to CNN features. The addition of SPM, in particular, allows their proposed framework to yield better performance compared to the traditional method.
. Framework for the multiple vector of locally aggregated descriptors (VLAD) encoding method (equipped or not equipped with the spatial pyramid patch [SPM]) with convolutional neural network (CNN) features for image classification. (Our fundamental framework can obtain more accurate classification performance than the existing method. Adding the SPM layer, which is shown in the orange dotted box, can lead to more competitive classification performance than the fundamental framework.)
From this workflow, we can use the VLAD encoding method to capture local information based on CNN features. This method not only keeps the global CNN information of the original image, but can also generate more locally robust representation. Before the CNN architecture is proposed, the standard handcrafted are designed to represent the low-level features, such as scaleinvariant feature transform (SIFT), HOG, or local binary patterns (LBPs). These feature representations have been used on the Bag of Visual Words (BoVW) model with great success for computer vision and image classification tasks. 5, 6 However, CNN models are now considered to be the primary candidate in feature extraction. The preprocessing feature is important because it makes feature representation more stable. For codebook creation, a dictionary is provided and applied to describe the local feature space. The VLAD representation is a kind of efficient super vector encoding method. The VLAD encoding method is used to transform the local features into fixed-size vector representations. Classification is used to evaluate the final classification results. Following this framework, we can generate more locally robust representation and, furthermore, obtain more accurate classification performance.
VLAD encoding is a key pipeline of our framework and can be regarded as a problem of feature mapping. The main issue in VLAD encoding is how to assign the local feature descriptors to one or several nearest visual words or a small group of elements in the dictionary. To boost VLAD encoding performance, we studied the multiplicity of VLAD and analyzed various existing feature-coding algorithms. We discovered the underlying relations between these coding algorithms and VLAD. By researching the relation techniques, we then developed three kinds of coding methods, VLAD-SA, VLAD-LSA, and VLAD-LLC, which embed different kinds of featureencoding approaches into the VLAD method.
Moreover, spatial pyramid matching (SPM), a traditional model for BoVW, has been successfully fed into the deep conventional networks. Motivated by SSPnet 7 and Fast R-CNN, 4 the spatial information of the local CNN feature is very important. Therefore, we proposed adding an SPM layer before the VLAD encoding layer in our framework, which we call the multiple VLAD encoding method equipped with SPM with CNN features for image classification. Following this new framework can allow the capture of more accurate and robust local CNN features for better classification performance than the existing method.
In summary, the primary contributions of this article are the following:
• We introduce a special framework called the multiple VLAD encoding method equipped or not equipped with SPM with CNN features for image classification. • We explore the multiplicity of VLAD encoding with the extension of several kinds of encoding algorithms. We develop three coding methods, VLADSA, VLAD-LSA, and VLAD-LLC. We also empirically illustrate boosting the performance of classification with VLAD-SA, VLAD-LSA or VLAD-LLC.
RELATED WORK
After reviewing the vast literature on image classification, we understood it to be a very challenging problem that has gained much attention over the years. One milestone was established by using the low-level features in the BoVW model, such as SIFT, which is a very robust local invariant feature descriptor with respect to geometrical changes. 6 BoVW one of the classical models of the computer vision society, has proven to be popular and successful in image classification. 5, 6 BoVW originated from bag-of-words model in natural language processing, and represents an image as a collection of local features. It has been widely used in instance retrieval, scene recognition, and action recognition. Traditionally, vector quantization (hard voting), the most representative encoding method, is one key step in constructing the BoVW model. Over the past several years, a large variety of different feature coding methods have been highly active research areas. For example, to solve the L1-norm optimization problem, Jianchao Wang and colleagues developed locality-constrained linear coding (LLC). 8 For more large-scale image categorization, super vector encoding methods have obtained state-of-the-art performance in several tasks, especially for the typical methods VLAD 9 and Fisher Vector (FV). 10 Because super vector encoding methods have achieved powerful performance on computer vision tasks, 11 we explored VLAD encoding methods for use in our framework.
Recently, the state-of-the-art technique of image classification has been CNN, which is increasingly used in diverse computer vision applications. Generally, CNN architecture consists of three layers: convolutional, pooling, and fully connected. Many researchers have enhanced the architecture of CNNs by changing the specific components in different layers. For example, Yunchao Gong and colleagues 11 presented a multiscale orderless pooling scheme (MOP-CNN), which extracts CNN activations for local patches at multiple scale levels, and performs orderless VLAD pooling of these activations at each level separately. Zhun Sun and colleagues explored the relationship between shape of kernels that define receptive fields (RFs) in CNNs for learning feature representations and image classification. 12 Because deep CNNs can be trained in a layer-by-layer manner, CNNs are extracted to improve the robustness of learning features and obtain higher-level image information. Therefore, CNNs as feature extractors are investigated by authors in numerous research areas. Ruobing Wu and colleagues 13 presented a novel pipeline built on deep CNN features for harvesting discriminative visual objects and parts for scene classification. Dmitry Laptev and colleagues 14 proposed a deep neural network topology that incorporates a simple-to-implement transformation-invariant pooling operator (TI-POOLING). Unfortunately, CNN features mostly focus on the salient object of the images, ignoring the variation information from clutter and local objects. The clutter is on the backgrounds and the local is on the objects. Bringing in encoding methods could increase the local information and distinguish complex backgrounds based on the CNN features, especially when using the VLAD encoding methods. The image datasets and scene datasets contain the complex backgrounds and objects.
The NetVLAD, a new generalized VLAD layer, was developed by Relja Arandjelovic and colleagues. 15 The layer is readily pluggable into any CNN architecture, and learns parameters of the architecture in an end-to-end manner. There has also been work on CNN-based features, which were investigated using the VLAD for image retrieval 16 and image captioning. 17 Moreover, the spatial information is essential for improving classification performance. As a popular and computationally efficient extension of the BoVW, SPM has been successfully fed into the deep conventional networks (SSPnet and Fast RCNN). 4, 7 Therefore, it is very important to build spatial information as a local CNN feature, as we describe in this article.
SYSTEM ARCHITECTURE
This section presents the proposed system's main architecture: a multiple VLAD encoding method (equipped or not equipped with SPM) with CNN features for image classification, as shown in Figure 1 . This framework illustrates two workflows for image classification: the elementary framework uses the multiple VLAD encoding method with CNN features; the full framework uses the SPM layer to boost the VLAD encoding method with CNN features. We will describe the main pipelines of the framework: CNN feature extraction and preprocessing, SPM, and VLAD encoding.
CNN Feature Extraction and Preprocessing
The CNNs (introduced earlier) were trained in a robust manner with multiple neural layers.
To design an end-to-end CNN architecture, it is more important to consider the CNN model trained on large datasets such as ImageNet. 1 Here, we chose VGG16 2 and VGG-M 18 as our pretrained models because they can build the deep CNN features as well as accelerate the learning process.
Generally, CNN features focus on the salient object of the images, but ignore the variation information from clutter and local objects. If we bring in the VLAD encoding method to increase the local information based on CNN features, feature preprocessing is essential to make the features more stable. Because CNN features are too high-dimensional to be encoded, we use simple principle component analysis (PCA) to process these features. The PCA, followed by whitening and L2-normalization, can be used to further enhance the performance of VLAD.
SPM
The multiple VLAD encoding method can perform well on the CNN features for image classification, but this framework still ignores important spatial information. To solve this problem, we built the SPM layer before the VLAD encoding method. The SPM is a traditional spatial model for the BoVW, and has been successfully fed into deep conventional networks such as SSPnet and Fast R-CNN.
Inspired by these successful algorithms, we adopted the dense grid to obtain the patches from the image in the SPM layer. Grid size is determined by the number of CNN features. Target images were densely extracted from the patches, and then pooled on a three levels of SPM. Here we present three kinds of spatial regions to explore whether SPM is effective for our proposed framework (see Figure 2 ). 
VLAD Encoding
The key pipeline of our framework is the VLAD encoding, which aggregates the set of local feature descriptors into a fixed-size vector. The VLAD was first proposed by Hervé Jégou and colleagues. 9 As with BoVW, a dictionary is indispensable to VLAD encoding. The idea of VLAD coding is to map the local feature descriptors to the nearest dictionary, which is generated in the codebook creation step by K-means. The VLAD encoding framework is shown in Figure 3 .
Let the
∈ denote a set of CNN feature descriptors extracted from an image.
The dictionary 1 2 [ , ]
is learned of m visual words with the K-means. In the following, the VLAD vector is computed by accumulating the residuals (the vector differences between the assigned descriptor and the nearest visual words), and it can be represented by
The element of V can be written as follows:
where xi(j) and dm(j), respectively, denote the j-th dimensions of the i-th components of descriptor x and the cluster center dm. ˆ( ) The final VLAD vector V is L2-normalized for similarity measurement, and expressed as , 1,1 , Here, the main issue is boosting VLAD encoding performance. Motivated by the hard assignment method, it sniffs out the underlying relations between the coding algorithms and VLAD encoding. It attempts to research the assignment of the local feature descriptors to one visual word or several nearest visual words or a small group of elements in the dictionary. Therefore, we explore several practical encoding techniques, and design three kinds of feature coding approaches to embed into the VLAD encoding, as shown in Figure 4 . The first method is VLAD-SA, which is used as the soft assignment to replace the hard assignment. The soft assignment uses the kernel function of distance as the coding representation. Then, the binary assignment weight indicating ˆ( ) 
where is a smoothing factor controlling the softness of the assignment. Note that multiple visual words dm are employed for coding with the descriptor x.
The second method is VLAD-LSA, which is used as the localized soft assignment coding. Expanding the manifold structure into the descriptor space, only the k nearest visual words are used to assign with the descriptor: The last method is VLAD-LLC, which uses the LLC coding method to enforce locality instead of sparse constraint. It leads to a smaller coefficient for the basis vectors farther away from the local feature xi. The LLC coding coefficient is obtained by the criteria: 
where denotes the element-wise multiplication, and si is the locality adaptor that ensures that the weight for each basis vector is proportional to its similarity to the input descriptor xi:
where dist(xi,D) = [dist(xi,d1),dist(xi,d2),…dist(xi,dM)], and dist(xi,dm) is the Euclidean distance between xi and dm. is the parameter adjusting the weight decay speed for the locality adaptor si.
To further improve the computation, an approximated LLC can be used in practice. 8 It simply uses the k nearest basis vectors of x to minimize the first term and ignore the second term in Equation 5 by solving a much smaller linear system. In this condition, the code coefficient is the selected k basis vectors and others are simply set to zero.
EXPERIMENTS
To illustrate the performance of our multiple VLAD encoding methods, we present an empirical study in this section. First, we introduce the databases and settings. Then we verify the effectiveness of three VLAD encoding methods with CNN features, followed by an analysis of the results. Finally, we explore VLAD encoding combined with different kinds of SPMs, and evaluate the performance of this framework.
Settings: Datasets and Deep-Learning Model
We evaluate the performance of our framework on two datasets: Caltech-101 and Caltech-256. The Caltech-101 dataset contains 9,144 images with a variety of object classes and a background class. The object classes include animals, flowers, cars, and so on. In this experiment, it sets 30 images per class in the whole dataset for training and the rest of the images for testing. The Caltech-256 dataset contains 30,607 images of 256 classes. Compared with the Caltech-101 dataset, it represents more formidable variability in location, background, image size, and lighting conditions. Moreover, the minimum number of images in any category is increased from 31 to 80. In this experiment, it sets 30 and 60 images per class for training in the whole dataset and the rest of the images for testing.
Our chosen pretrained models, VGG-M and VGG16, can build a deep CNN feature-map-based representation. VGG-M is characterized by a decreased stride and smaller receptive field of the first convolutional layer. 18 VGG-M contains five convolutional layers, and three fully connected layers. VGG-M, especially for the Conv2, uses a larger stride to keep the computation time reasonable. VGG-M is a simple, fast model for evaluation of the CNN-based method for image classification. VGG16 is designed to increase depth of the network by using an architecture with very small convolution filters in all layers. 2 It contains 16 weight layers, including 13 convolutional layers with filter size of 3×3, and 3 fully connected layers. In the VGG16, all convolutional layers are divided into five groups, each of which has pooling and downsampling layers.
Implementation Details
The CNN feature descriptors were extracted on the VGG-M and VGG16 models. In these models, we used the Conv5 layer of CNNs as the feature extractor, and the pixels of Conv5 feature maps as the local feature descriptors to encode with the VLAD method. After extracting the CNN feature, all feature descriptors needed PCA processing and whitening. Then, the dictionary was learned from a subset of CNNs feature descriptors. The dimensionality of the dictionary is fixed at 64. The effectiveness of the three VLAD encoding methods was verified on the datasets and compared with the benchmark CNN model on classification. To increase spatial information, SPM was added in this framework. It densely extracts the local patches with the corresponding Conv5 feature mapped for the SPM. As for SPM, it is divided in 1×1, 2×2, and 3×1 grids; 1×1, 2×2, and 1×3 grids; or 1×1, 2×2 and 4×4 grids.
Finally, we examined the VLAD encoding joined with the different spatial blocks of SPMs, and contrasted the performance of the VLAD encoding with and without SPM.
Evaluation of CNN Features with VLAD Encoding
Here, we used the Conv5 and softmax layer of the VGG-M model, and the Conv5-4 and softmax layer of the VGG16 model. After the Conv5 or Conv5-4 layer, we used VLAD encoding to generate a compact and efficient representation, and explored the multiplicity of VLAD encoding with three encoding algorithms: VLAD-SA, VLAD-LSA, and VLAD-LLC coding methods. Classic fully connected CNN features mainly pool by max pooling; they provide a comparison of the different kinds of coding schemes as well as results for the final framework. As can be seen from Table 1 and Table 2 , our different VLAD encoding methods outperform the CNN features based on a single model. The results show that our proposed encoding methods can improve classification performance. Table 1 shows that the best performance is 83.72 percent on the VGG-M model and 89.23 percent on the VGG16 model by using the VLAD-LLC coding method on the Caltech-101 dataset. Table 2 shows that the best performance is 64.85 percent on the VGG-M model and 74.85 percent on the VGG16 model by using the VLAD-SA coding method on the Caltech-256 dataset. Compared to previous studies, 6, 8 our methods obtain better results. The multiple VLAD encoding methods are very effective for boosting the performance of image classification. In our experiment, we set 30 images per class for training on the Caltech101 dataset, and found that the best coding method was VLAD-LLC; the second best was VLAD-LSA. However, when the training employed 60 images per class on the Caltech-256 dataset, the VLAD-SA coding method led to a slight improvement in results because this method can encode more feature information. As the number of images increased, the quantity of that information also increased. If this information increases enough, it will enhance the final image vectors and obtain better performance. However, this method needs more memory space to save all of this information. By exploring the multiplicity of VLAD encoding with several kinds of encoding algorithms, we find that these methods outperform traditional VLAD encoding with CNN features on those datasets. They also achieve very similar results with each other on the Caltech-256 dataset.
Evaluation of CNN Features with VLAD Encoding and SPM
We combined SPM with the different VLAD encoding methods. We used the standard CNN framework, 2, 18 and obtained the results without finetuning. The proposed methods followed these benchmarks to set the parameters of the experiment. Table 3 summarizes the results from our framework with SPM. It shows that the best performance is 87.49 percent on the VGG-M model and 92.54 percent on the VGG16 model by using the VLAD-LLC coding method on the Caltech-101 dataset. However, if 60 images per class on the Caltech-256 dataset were used, the system could not get enough memory to train the classifier on the VLAD-SA encoding method. This is because the VLAD-SA coding method reduces information loss during encoding, and the final vector needs more memory space to save. Therefore, our results show that the best performance is 68.02 percent on the VGG-M model and 76.46 percent on the VGG16 model by using the VLAD-LLC coding method.
Comparing the VLAD encoding with and without the SPM layer illustrates that adding the spatial pyramid can improve the overall performance of classification. To research the spatial pyramid, we present three kinds of spatial regions, divided in 1×1, 2×2, and 3×1 grids; 1×1, 2×2, and 1×3 grids; and 1×1, 2×2, and 4×4 grids. The results of this experiment on the Caltech-256 dataset are shown in Table 4 , with 30 images per class are the training set. From these results, it appears that our framework is not sensitive to the spatial regions. Nonetheless, we still evaluated these approaches to determine the best choice. In these cases, the best performance and the pooling time were the evaluation criteria. Table 4 shows that the best performance is 63.0 percent on the VGG-M model and 72.5 percent on the VGG16 model by using the VLAD-LLC coding method with the first SPM division. The third division has 21 paths and needs more time to pool the features from arbitrary windows on feature maps. Therefore, the first one was the best division, maintaining high performance when using the lower pooling time. 
CONCLUSION
In this article, we first designed a special image classification framework-the multiple VLAD encoding method with CNN features. Our framework significantly improves over the traditional CNNs model on image classification. We then explored the multiplicity of VLAD encoding with the extension of several encoding algorithms that can boost the performance of the VLAD coding method. We offered three kinds of coding methods embedded into VLAD encoding: VLAD-SA, VLAD-LSA, and VLAD-LLC. We verified the effectiveness of those methods for the task of image classification. The VLAD-LLC coding method is best on the Caltech-101 datasets and the VLAD-SA coding method is the best on the Caltech256 datasets. This is because the VLAD-SA coding method can reduce information loss during encoding. But it will cause the final vectors to become larger and need more memory space. Finally, we combined SPM with VLAD encoding to add the spatial information of CNN features. Our experiments show that the proposed framework with SPM achieved better classification accuracy over the traditional CNN model. In this experiment, we set the dictionary to 64 dim. Different sizes of the dictionary may be evaluated to see which is best. It may be helpful to build a competitive performance. This topic will be our next research endeavor. In the future, we will integrate these feature encoding approaches into the CNN framework, and explore how to implement this new framework in more homogeneous applications.
