Abstract. The purpose of this short note is to establish a sharp version of Forelli-Rudin type estimates for certain integrals on the real ball.
Introduction
Let B n denote the unit ball in R n and S n−1 its boundary. By dV we denote the Lebesgue measure on R n , normalized so that V (B n ) = 1, and dσ the surface measure on S n−1 so that σ(S n−1 ) = 1. For x ∈ B n , s ∈ R and t > −1, define The following result is well-known to experts in complex analysis and harmonic analysis. See, for instantce, [7 Theorem A. Let I s (x) and J s,t (x) be defined as in (1.1) and (1.2). Then In view of the analogy with the classical Forelli-Rudin estimates (see, e.g. [12, Proposition 1.4.10]), we shall call the above result the Forelli-Rudin type estimates on the real ball. The purpose of this note is to present a sharp version of these estimates, which can also be viewed as an analogue of [8, Theorem 1.3] in the setting of the unit real ball. More precisely, our main results are as follows. Theorem 1.1. Let s ∈ R and let I s (x) be defined as in (1.1).
) .
(
(v) If s = 0 and n = 2, then for all x ∈ B n ,
(vi) If s = 0 and n ≥ 3, then for all x ∈ B n , 1 2 ≤ |x| log 1 + |x| 1 − |x|
Furthermore, all these inequalities are sharp.
(ii) If −n − t < s < −2 − t, then for all x ∈ B n ,
.
(iv) If 2 + t < s < n + t, then for all x ∈ B n , Γ(
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(v) If −1 < t ≤ 0 and n = 2, then for all x ∈ B n ,
(vi) If either t > −1 and n ≥ 3, or t ≥ 0 and n ≥ 2, then for all x ∈ B n , Γ(
The following corollary is more useful in applications than Theorems 1.1 and 1.2.
Corollary 1.3. Let s > 0 and t > −1. We have
and
, if 2 + t < s < n + t.
Lemmas
The Gaussian hypergeometric function is defined by
We should mention that this function is usually defined for complex parameters and argument. However, the above definition is enough for our purpose in this paper. 
Note that the assumption c > max{a, b, a + b, −1} implies that the last hypergeometric function is nonnegative on [0, 1), since its Taylor coefficients are all positive.
The limiting value as ̺ → 0 follows from the series expansion, while the one as
The lemma is proved.
We shall need the following result for the zero-balanced hypergeometric functions from [1] .
; ̺ is decreasing on (0, 1), and for all ̺ ∈ (0, 1), we have
Moreover, the inequalities in (2.5) are sharp.
The following proposition appears to be new and of independent interest. 
is increasing on (0, 1), and for all ̺ ∈ (0, 1), we have
Moreover, the inequalities in (2.6) are sharp.
The proof follows the same lines as that of Lemma 2.2. We first recall the following elementary Lemma from [2] . 
in which all the coefficients are positive. Thus ϕ ′ /ψ ′ is increasing on (0, 1), thereby so is ϕ/ψ, by Lemma 2.4. The first assertion of the propostion is proved.
To prove the second assertion, it suffices to note that
where the next to the last equality follows from the formula ([3, Theorem 2.
The optimality of the constants involved in (2.6) is also proved.
Proofs of Theorems 1.1 and 1.2
We begin by recalling two formulas: for x ∈ B n , s ∈ R and t > −1, In view of (3.2), the assertions (i) and (ii) of Theorems 1.1 and 1.2 follow immediately from Lemma 2.1. The assertions (iii) and (iv) of Theorems 1.1 and 1.2 also follow, since it is easy to check, by using (3.1), (3.2) and (2.3), that
To prove (v) and (vi) of Theorems 1.1 and 1.2 we shall apply Lemma 2.2 and Proposition 2.3. We give only the proof for the assertion (vi) of Theorem 1.2; the others are similar and easier. Note that if either t > −1 and n ≥ 3, or t > 0 and n ≥ 2, then (n + t)/2 > 0, (2 + t)/2 > 0 and
Thus we can combine Proposition 2.3 with (3.2) to get the assertion (vi) of Theorem 1.2.
Examples
We present two examples to illustrate the use of our main results, especially, Corollary 1.3. We claim no originality for the results presented in this section.
Example 1: Norm estimates. If T is a bounded linear operator from
, we write T p→q for the usual operator norm of T . Namely,
Suppose t > −1. Let T t be the integral operator defined by
where
The following proposition is slightly less general than [14, Corollary 1.2]. We give a simpler proof here to illustrate the use of Corollary 1.3. Proposition 4.1. Let 1 < p < ∞ and p ′ = p/(p − 1) be the conjugate index of p.
for every x ∈ B n , where
Similarly,
for every y ∈ B n , where
The results now follow by an application of Schur's test (see, for example, [16, Theorem 3.8]).
The operators T t are closely related to the harmonic Bergman spaces. Recall that, for 1 ≤ p < ∞, the harmonic Bergman space b p (B n ) is the set of all harmonic functions f on B n for which
It is a closed subspace of
, known as the harmonic Bergman projection. It can be expressed as an integral operator:
It is easy to verify that |R(x, y)| ≤ 4K 0 (x, y) for all x, y ∈ B n , and hence |Qf | ≤ 4T 0 |f |. Thus Proposition 4.1 implies the following.
Example 2: An inequality of Hardy-Littlewood type. Recall that the Poisson integral
where P (x, ζ) denotes the Poisson kernel
As usual, for a measurable function f on B n , the means M q (r, f ) are defined by
The following result is probably well-known, but we have been unable to locate an appropriate reference. It is in the spirit of the classical Hardy-Littlewood inequality concerning the rate of growth of mean values of analytic functions (see [6, Theorem 2] ). Also, an M-harmonic analogue can be found in [15, Corollary 4 .45]. (1−n)(
for all f ∈ L p (S n−1 ) and 0 < r < 1. |P (x, ζ)| t dσ(ζ) ≤ (C p,q ) t (1 − |x| 2 )
(1−n)(t−1)
with the constant C p,q defined as in (4.2). Now we let a = q, b = t/(t − 1) and c = p/(p − 1). Then 1 a
