Abstract-Large aperture optical system is required for high resolution and high signal to nose ratio remote sensing observations. In this case, adaptive optics is used to compensate the wavefront aberration generated by the misalignment or the thermal deformation of the optical elements. We use a liquid crystal on silicon spatial light modulator (LCOS-SLM) for the optical wavefront control, and image-based wavefront sensing which realize simple hardware architecture. For image-based sensing, a priori information is required in addition to the acquired images. We use phase diversity (PD) wavefront sensing method which applies a priori information called PD to the optics. By using PDs and acquired images, we can estimate arbitrary wavefront aberration. In this case, the sensitivity of the acquired image to the aberration mode depends on the applied PD. We use LCOS-SLM to apply the optimal set of PDs. We constructed adaptive optics system testbed using LCOS-SLM and USB camera. In this system, we used a Shack-Hartmann wavefront sensor (SHWS) to compare the estimated wavefront aberration with the actual wavefront measured by the SHWS. The laboratory test results show that the proposed system improves the optical performance of the remote sensing sensors.
INTRODUCTION
An adaptive optics system (AOS) has been developed and used for wavefront compensation in astronomy for a few decades. The AOS measures atmospheric turbulence and compensates it using a wavefront sensor, e.g., a ShackHartmann wavefront sensor, which requires a priori information indicating that the observed target is the point source.
Recently, high resolutions in both spatial and spectral regions have been required for satellite remote sensing. An optical system with a large aperture and a precise alignment must be prepared. Moreover, satellite sensors are subjected to severe environmental conditions, such as launch vibration and thermal stress in an extremely wide temperature range, in orbit. These conditions result in optical performance degradation due to the misalignment of optical elements. Traditional sensors use a rigid supporting structure to prevent the degradation of optical performance. However, such a structure makes the sensors heavy and leads to a high launch cost. In addition, thermal deformation could not be completely eliminated by the rigid supporting structure. To realize a high performance and a lightweight structure simultaneously, an AOS should be developed for a remote sensing sensor under the condition that the observed extended object, instead of the point source, is unknown.
The phase diversity (PD) method [1] [2] [3] [4] [5] [6] is a technique for estimating wavefront aberration using observed images instead of using additional wavefront sensors. Consequently, calibration problems related to wavefront sensors are not the issue. In the PD method, a known phase aberration is applied to an optical system and images are obtained. The method of applying the known aberration to the system is one of the essential issues. In a conventional approach, the only method used to generate PD is to defocus the detector. In this case, the accuracy of the wavefront parameter is affected by the defocus distance [7, 8] .
Recently, a spatial light modulator (SLM) that can control wavefront by changing the optical path difference in twodimensional pixel structures has been developed [9] , and it is used for wavefront compensation in the AOS [10, 11] . By using the SLM, it is possible to generate an arbitrary shape and an arbitrary number of phase diversities, and diversity images are obtained by a single camera without dividing light by a beamsplitter for defocus PD. This makes it possible not only to simplify the sensor architecture but also to use all input light for imaging. Our previous work [12] demonstrated that the appropriate selection of the PD improves the estimation accuracy of the PD method for particular cases of wavefront aberrations.
In this paper, the PD selection effect for a more general case is described, and its validation by laboratory experiment is discussed.
II. PHASE DIVERSITY WAVEFRONT ESTIMATION
The problem of estimating the wavefront aberration is formulated as a well-posed inverse problem by the PD method. PD is defined as a known phase aberration that is intentionally applied to an optical system as a priori information, and the images obtained with phase diversities are defined as diversity images.
The performance of optical systems is formulated on the basis of the scalar diffraction theorem. Generally, k phase diversities are applied to optics and k diversity images are acquired. The kth observed image i (x,y) and the observed object o(x,y) in the focal plane coordinates (x,y) under isoplanatic and quasi-monochromatic conditions [13] ,
where, (,) represent the pupil plane coordinates. The kth PSF is expressed by the Fourier transform of the kth generalized pupil function P(k)(,),
The generalized pupil function is expressed using a binary pupil function that is unity within the aperture and zero otherwise, and a wavefront function that consists of a wavefront aberration (,) and the kth PD  (k) (,),
The wavefront is defined as the wavefront deflection between an ideal spherical wavefront and the actual wavefront. 
where each Z j (,) is independent of the other polynomials in the circular aperture. Low-dimensional Zernike polynomials correspond to Seidel aberrations, for example, the 4th, 5th, and 8th aberration modes correspond to astigmatism, defocus, and coma, respectively, in a standard Zernike polynomial series. The aberration vector a and kth PD vector b (k) are defined by the coefficients of the Zernike polynomials as
The goal of the wavefront estimation is finding a using i (k) (x,y) and b (k) under the condition of an unknown o(x,y).
When k=2, the likelihood cost function1 is calculated as
where
(x,y) in the spatial frequency coordinates (u,v). The cost function is related not only to the aberration vector a but also to the PD vector b (k) . Consequently, the appropriate PD should be selected to improve the accuracy of the PD method.
III. EXPERIMENTAL SETUP
The experimental setup is shown in Fig. 1 . A diffuser is illuminated by a halogen lamp, and a narrow band-pass filter with a center wavelength of 550 nm and a full width at half maximum (FWHM) of 10 nm is placed in front of a USAF1951 test target. The test target is observed as an extended scene. The input light is collimated by a 100-mmfocal-length achromatic lens. An aperture of variable diameter is placed behind the collimating lens to yield the desired fnumber. The collimated light is reflected by the LCOS-SLM with an incident angle of 9.2°, which is adequately small for maintaining the modulation performance of the LCOS-SLM. An imaging lens with a 100-mm-focal-length achromatic lens is placed behind the LCOS-SLM, and then, an image is acquired by the CMOS camera. The f-number is set to 20, which is determined to make the cutoff frequency of the diffraction-limited optical transfer function smaller than the Nyquist frequency of the CMOS camera. The acquired images are sent to a processor that computes the control signal of the LCOS-SLM. The control signal is then sent to the LCOS-SLM controller that controls the LCOS-SLM optical head. The main specification of the LCOS-SLM and the CMOS camera are shown in Tables 1 and 2 , respectively. Figure 1 . Experimental setup. The USAF1951 test target is illuminated by a light source using a halogen lamp, a diffuser, and a band-pass filter. A 100 mm achromatic lens is used for both collimating and imaging lenses. The imaging lens is mounted on the microstage to change the defocus distance and the tilt angle. The clear aperture is 5mm. The incident angle of the LCOS-SLM is 9.2°. A focused image and a diversity image are acquired by a single CMOS camera. The desired wavefront is represented on the basis of the Zernike polynomials, and the wavefront is generated by controlling the optical path difference, which is controlled by the LCOS-SLM with an 8 bit resolution. The phase of 2 radian is generated by the input value of 167 at the optical wavelength of 550 nm. When the desired phase exceeds 2 radian, the phase should be wrapped, as shown in Fig. 2 . The aberration to be estimated is generated in the following procedure. The alignment of the optical element is adjusted prior to the experiment using a laser source, and the bestalignment position is determined. The optical aberrations are generated by the defocus and tilt of the imaging lens using two microstages for the defocus and tilt axes.
IV. RESULTS AND DISCUSSION
It is difficult to know the true values of the aberration vectors in the laboratory test; thus, we conducted numerical simulations prior to the laboratory test to evaluate the relationships between the estimated aberration vectors and the applied phase diversities. The laboratory test was then conducted using the LCOS-SLM to apply the phase diversities to validate the simulation results and to investigate the effect which is difficult to perform using the numerical simulator.
A. Numerical simulation
As we described in the previous section, the cost function optimized to find an inherent aberration vector depends not only on the aberration vector but also on the PD vector. This indicates that the estimation accuracy is affected by the applied PD vector. In the numerical simulations, several phase diversities were applied, and then, the estimation accuracy of the aberration vectors was investigated.
An optical system was formulated on the basis of the Fourier optics theorem assuming isoplanatic and quasimonochromatic conditions. The aperture diameter, the focal length of the imaging lens, and the optical wavelength were set to 5 mm, 100 mm, and 550 nm, respectively. Wavefront aberrations and phase diversities were described by the first seven Zernike polynomials excluding piston and tilt. The original image was simulated by a and b (1) =0, and the diversity image was simulated by a and b (2)  0. To suppress the aliasing error due to FFT during image computation, the Nyquist frequency was determined to be equal to the cutoff frequency of the diffraction-limited optical transfer function. We used the USAF1951 test target for an extended scene. In generating original and diversity images, a guard band of 20 pixels was prepared to prevent the edge effect of FFT, and the center of image (128 x 128 pixels in size), which is sufficiently large compared with the area of the aberrated point spread functions, was then cropped. A Gaussian noise with a relative standard deviation of 10-4, which is determined on the basis of the maximum of the blurred image, was added to the images. The original image and the diversity image computed in the above procedure ( Fig. 1) were used to estimate the aberration parameter in the PD algorithm. To investigate the relation between estimation accuracy and applied PD, a single Zernike polynomial Z i (,) was used to describe PD. The coefficient of this polynomial was set to unity.
The standard deviation of the difference between the component of the actual aberration vector and that of the estimated aberration vector was determined for several applied phase diversities.
When FFT was conducted for images in calculating the cost function, a two-dimensional Blackman window function for the pixel position of m and n, w2(m,n) = w(m)  w(n), (9) was used for apodization. The one-dimensional Blackman window function was defined as
where l and L are the pixel position and the window length, respectively.
Ten randomly generated aberration vectors with values between 0 and 1 for a 4 to a 10 were estimated 10 times for randomly generated Gaussian additive noise. This indicates that 100 trials were conducted for each PD.
The results of the numerical simulation of the phase diversities of Z 5 (,), Z 8 (,), and Z 10 (,) are shown in Fig. 4 ; the y-axis represents the standard deviation. We can observe that the accuracy of a 4 and a 5 with the PD of Z 5 (,) is more than 10 times higher than that for Z 8 (,). The accuracy of a 7 is improved for the PD of Z 8 (,); the accuracy is more than 10 times higher than that for Z 10 (,). The accuracy of a 9 and a 10 is improved when the PD of Z 10 (,) is applied; the accuracy is more than 10 times higher than that for Z 5 (,) for a 9 .
The simulation results show that an appropriate PD exists for the components of an aberration vector. We consider that the response of the cost function against the inherent aberration vector depends on the applied PD vector. Consequently, the estimation accuracy is improved particularly when the noise exists. 
B. Laboratory Test of Phase Diversity Selection Using LCOS-SLM
In this section, we describe the results of the wavefront compensation experiments to investigate the relation between the estimation accuracy of each component of an aberration vector and the applied PD.
The images were obtained in the following procedure. The most appropriate defocus distance and tilt angle of the imaging lens were determined by adjusting the positions of the microstages for the two axes where the image looked the sharpest. In determining the most appropriate defocus distance and tilt angle, the input of the LCOS-SLM was set entirely in black; this indicates that the LCOS-SLM generates no wavefront modulation. The reference image was captured under that condition. The wavefront aberration was generated by changing the defocus distance and tilt angle of the imaging lens by the microstages. In this case, the LCOS-SLM did not modulate the wavefront; the PD vector b (1) = 0 was applied. The original image i (1) (x,y) was captured by the CMOS camera. The PD described by a single Zernike polynomial was then applied using the LCOS-SLM; in this case, the PD  (2) (,) = b (2) j Z j (,) was used. The diversity image i (2) (x,y) was captured under that condition. The two images, namely, the original and diversity images, were used for the PD wevefront estimation algorithm. When we conducted FFTs in computing the cost function, the two-dimensional Blackman window function defined by equations (9) and (10) was used in the same manner as that in the numerical simulation. The image size used for the PD method was 64 x 64 pixels, which was determined to satisfy the isoplanatic condition. The first seven Zernike polynomials excluding piston, tip, and tilt were used for generating the wavefront. The polynomial coefficients, a 4 to a 10 , were then estimated by the PD method as the aberration vectors a. The wavefront aberration was represented as
for compensation; actually,  c (,) was wrapped by 2 when it was applied by the LCOS-SLM. The compensated image was then captured by the CMOS camera.
The accuracy of the estimated aberration vectors was evaluated for two different phase diversities that are described by Z 5 (,) and the combination of Z 5 (,) and Z 8 (,). The latter indicates that the estimated aberration parameters were combined for two phase diversities on the basis of the simulation results (Fig. 4) . In both cases, the coefficient of the Zernike polynomial was set to unity. Figure 5 shows the test results for the PD of Z 5 (,), namely, the original image, the compensated image, and the spatial frequency spectrum profile in the horizontal direction. The spectrum profile is the mean average of neighboring tensample of original spectrum. In Fig. 5(c) , the solid line indicates the spectrum of the original image, the dotted line, the spectrum of the best position image captured with no wavefront aberration, and the line with a black circle, the spectrum of the compensated image by the LCOS-SLM on the basis of the estimated aberration vector. The compensated spectrum was improved at typical frequencies of approximately 18 line/mm and 48 line/mm, but the compensated spectrum except for the typical band was not improved. The compensated image looked sharper than the original image, but the blur in the horizontal direction still remained. Considering the simulation results (Fig. 4) , the estimation accuracy of the component of the aberration vector a 9 was lower than those of the other parameters when the PD of Z 5 (,) was applied. This horizontal blur was considered to originate from the astigmatism Z 9 (,); thus, the aberration factor was not improved in this case. Fig. 6 shows the test results for the PD of the combination of Z 5 (,) and Z 8 (,). In this case, the component of the aberration vector a 9 was estimated by the PD of Z 8 (,), and the other components were estimated by the PD of Z 5 (,). The spectrum was considerably improved in almost the entire frequency range from DC to the Nyquist frequency. All components of the aberration vectors were estimated at an accuracy higher than that of the PD of Z 5 (,). The horizontal blur in the compensated image was more suppressed than that in Fig. 5 , and the image looked sharper.
Since the aberration was generated by the defocus and tilt of the imaging lens and the collimated light was reflected by the LCOS-SLM with an incident angle, the main inherent aberration was not defocus but coma and astigmatism. Consequently, the spatial frequency spectrum of the compensated image was much improved when both Z 5 (,) and Z 8 (,) were applied. V. CONCLUSION In this paper, we described that the selection of the PD vector affects the estimation accuracy of the component of the aberration vector in the PD method. The numerical simulation and laboratory test results show that the appropriate selection of the PD improves the accuracy of the aberration vector compared with that of the conventional PD using the defocus of an image sensor. Because of its simplicity, the proposed adaptive optics system hardware architecture is suitable particularly for systems whose resources are limited, such as a remote sensing satellite.
