The paper describes non-linear regression methods for the evaluation of radioimmunoassay or immunoradiometric assay data. The underlying model is an overdispersed Poisson process with four regression line parameters and one parameter related to the overdispersion of the variance. A generalized least-squares algorithm is described for the parameter estimation of non-contaminated data. In the presence of outliers in Y-direction, the results are improved by a winsorized Version of the generalized least-squares method.
Introduction
Radioimmunoassays or immunoradiometric assays are now Standard procedures for the estimation of hormones and other materials in very small concentrations. The use of natural proteins such äs thyropexin (thyroid hormone binding globulin) (1) or antibodies (2) äs assay reagents was described in 1960. Antigens or antibodies, labelled with radiöisotopes, are incubated with the test material, and the bound or free fraction of radiation is determined. Methods using natural binding proteins (receptors) may give closer estimates of the biological activity of a hormone, but antibodies, when specific and of high titre, offer the advantage that they can be made widely available and used over extended periods. Since radioligand assays do not depend on responses measured in living örganisms, they are not strictly bioassays. Nevertheless they are so similar in structure that the following model is considered from this viewpoint.
Many users of radioimmunoassays or immunoradiometr ic assays make no formal statistical analyses. In view of the precision and the smoothness of the response curves, they rely on reading from freehand curves constructed from the data. In particular, they neglect the merits of simultaneous trials of Standard and test preparations, statistical tests of validity and 1 the estimation of error. Reliance on graphical methods might be satisfactory, if the experimentation is well controlled and the response curve appears very smooth. But for a more critical examination of the data, and the estimation of Parameters according to recognized statistical principles, statistical regression procedures must be used for the analysis.
The plot of the observed counts against the logarithm of the administered dose is usually a Symmetrie sigmoid curve with an upper and lower asymptotic level corresponding to the bound count at zero dose and the non-specific count «, at "infinite" dose. Proposals for calculating radioimmunoassay results include empirical methods (e. g. spline function approach or point-to-point Interpolation) and those in which it is assumed that the Standard curve is a member of a particular family of curves. Among the second group three families of curves have been used: the logistic family, those based on the law of mass action, and linear regression approaches. In the linear regression approach functions of the observed counts such äs the "fraction bound", the "fraction free", the "bound/initial bound ratio" or die "bound/free ratio" and their reciprocals are normally plotted against the dose or the logarithm of dose, and any of these relationships will show an approximately linear regression over some ränge of dose, but will al-most ccrtainly be disconcertingly non-linear if the ränge is extended. Also many radioimmunoassays are analysed using a linear regression analysis based on the logit-log transf ormation of the data. For this transformation the counting data must represent the percentage of specifically bound material, i. e., the non-specific binding must be subtracted from the counting data, which must then be expressed äs a percentage of the control adjusted for non-specific binding. Several problems arise in this type of analysis. First, it is assumed that the control and nonspecific binding data are known exactly, when in fact they are also subject to experimental error. Essentially, this means that the endpoints of the curve are being fixed. Second, the observed dose-response data sometimes appear outside these fixed asymptotic endpoints (e. g. some observations are less than the non-specific binding value). The logit-log analysis cannot handle data like this and these data points can only be removed from the analysis.
A mathematical model representing the statistical features of experimental data should therefore concentrate attention on the original observations rather than on derived functions. This also allows the fitting of control and non-specific binding levels. Additionally, data do not have to be discarded if they fall outside an appropriate ränge. Raab (3) and Finney (4) have pointed out that the mass-action law approach can assume only a very limited ränge of shapes, and cannot represent assays where the Standard curve slope is less than a specified value. However, a four-or five-parameter logistic model will fit data at least äs well over a wide ränge of doses in many but not all circumstances, particularly when both the binding site concentration and the equilibriüm constant are small. Because radioligand assays are based upon records of radiation counts in a fixed time at various doses, a quite realistic assumption concerning the distribution of counts is that they are realisations of some stochastic Poisson process. Based on an overdispersed Poisson model, one can express the expectation of the observed counts by a four-parametric non-linear function. In contrast to the normal Poisson model, the marginal variance depends on a further single parameter which additionally has to be estimated. In the normal case, when the data are not contaminated, a generalized least squares technique can be used to estimate the parameters. Nevertheless, this type of model does not provide a good fit for all experimental situations. The following sections therefore describe the underlying mathematical model and give an improved Version of the estimation algorithm -a generalized least squares algorithm -äs pre-· sented by Altenburg & Rosenkranz (5) . But, since radioimmunoassay data often show outliers in Y-direction, one has to use a robust estimation procedure to minimize the influence of the outliers on the estimates. Different robust estimation procedures have been compared by Altenburg (6) . Finally, therefore, a generalized least squares algorithm is presented, which the author regards äs the most robust version of the generalized least squares technique. The aim of the paper is not only to present estimation procedures for the single dose response calibration, but also to give a procedure that can simultaneously estimate several dose response curves in different experimental situations, and which furthermore can be easily implemented on a Standard statistical package.
The Underlying Model
Normally the expectation of the couüt (fixed time) in a radiometric experiment is given by a four-parameter sigmoid function:
where x denotes the ligand concentration or the administered dose, p = 5«, -^ 5 0 is the ränge of counts, 0 0 and i, are curve parameters (real numbers): the concentration at which we observe the 50% effect (EC 50), and the slope of the curve, respectively. G(z) is a function of the administered dose z that changes smoothly from 0 to l äs z teüds to +00. Immunoradiometric assay curves differ from radioiinmunoassay curves, in that G(z) becomes G*(z) = l -G(zj.
The monotone increasing funetion <7( 0 + log x) corresponds in the four-parameter logistic curve, and in the radioimmunoassay case to the logistic function
which is called the LOGIT model. As in a quantal bioassay, we can allow other distribution functions, such äs e. g. the PROBIT model
where ( /) is the distribution function of the Standard normal distribution, or in more special scientific applications the WEIBULL modell
Generally, no single fixed distribution will fit all situations. As Ratkowsky & Reedy (7) pointed out, the parametrization presented in Eq. l is the best one under "close to linear" properties.
In the following we look only at a single treatment group experiment, with dose levels x\, ...,x d and parameter vector Θ = ((5 0 , p 0 0 , ^i) to be estimated. If there were no measurement errors in the process of recording the counts, maximum likelihood theory could be applied for parameter estimation. Unfortunately measurement errors occur and the number of recorded counts is determined by the statistical nature of radioactive decay and additional random erorrs. Thus the variance is expected to be larger than the variance obtained from a Poisson process alone.
In most applications one can suppose that the relative measurement error is independent of the recorded counts. Hence, assuming that the number of counts y,-at concentration je/ conditional on the errors e t form a sequence of independent random variables, then expectation and variance are given by where the variance contains an additional parameter κ.
The Estimation Procedure
Because we are not able to model the distribution of counts but only its first and second moment, maximum likelihood estimates are not available. However, quasilikelihood methods (cf. Wedderbum (8) or McCullagh (9)) imply that an estimate Θ of Θ is a root of the equations
where --denotes the partial derivation to they-th component of Θ (e. g. for/= !,...,</ (Eq. 11)
In terms of both point estimation, confidence interval coverage and a computational point of view, Beal & Sheiner (10) found that a generalized least squares technique is one of the test tractable estimating procedure for a heteroscedastic problem of the present type. Starting values for the parameters in step l and 2 of the estimation algorithm are obtained s follows.
Step 0 Zero might be an adequate starting value for all the curve parameters, 0o, &\ and the variance parameter κ. The asymptotic level values S Q and &o are easily estimated from the me n or median values of y h at the nonspecific (lowest) or asymptotic (highest) dose levels χ ι or xj, respectively, from which we can compute the starting value for p by p = <L -<5 0 .
(Eq. 12)
In case of an immunoradiometric assay the roles of <5 0 and <5 TO have to be interchanged.
Then the estimators Θ can be obtained by the following algorithm Steps (κ^ and 0 W denote the estimates in iteration stepy):
Step Step 2 Given 6^" !) and j?0'"" 1} we can obtain the estimator of κ by minimizing (with respect to κ): (Eq. 14)
where r/ = vj -Af 0 ' 0 are the residuals of stepy -l and Af is according to Eq. 8.
Step 3 Weighted least squares estimator of Θ given /6^" !)
: Calculate Θ ω such that and (Eq. 15)
Step 2 and
Step 3 have to be iterated at least two times to eliminate the effect of the inefficient unweighted least-squares estimate Θ
. The Iteration ends if the change of the estimate κ of the variance parameter is less than a pregiven value ε. In our test data examples we found that normally four or five Iteration cycles seem to be sufficient for the estimation of the parameters of one or two groups. In applications with more than two groups the number of iterations has to be slightly increased. The numerical calculations involved in the three Steps of the algorithm can be done by the computational methods fMarquardt (in Step l and 3) or GaussNewton (in Step 2).
A Non-Linear Robust Regression Method
Normally the technique of radioimmunoassay is procedurally complicated and it is not unusual that outliers appear in the data. In the case of non-linear regression the development of robust estimation procedures is not free from troubles and consumes a Ipt of Computing time. In Standard applications of the radioimmunoassay technique, outliers or long-tailed distributions occur only in the Y-direction, so it is assumed that estimation procedures for M-estimates such s Huber type estimation procedures deal adequately with outliers. As shown in 1. c. (6) the best robust method for estimating radioimmunoassay or immunoradiometric data according to the above described overdispersed Poisson model is the following procedure. The procedure uses metrical wisorization of the data s described in Huber (11) .
Winsorized Generalized Least Squares Algorithm
Step l Start using the generalized least squares algorithm s described in Section 2.
Step 2 Winsorize metrically the original observations y { and replace them in the following way be pseudo-observations yl\
where r f = y f -yg are the residuals, j/ are the actual estimates of the Standard error of the residuals r h and j?, are the last fitted values of y t . The constant k denotes a tuning constant regulating the amount of robustness.
Step 3 On the basis of the Winsorized data set, estimate κ and Θ by the procedure-Steps 2 and 3 of the generalized least squares algorithm in Section 2.
Iterate Step 2 and 3 again until all observations or pseudo-observations remain unchanged by Eq. 16. The procedure converges and the result is a M^estimator. We found that one needs about 22 Iteration cycles of Step 2 and 3 to get appropriate estimates. In our opinion good choices for the tuning constant k are values with l < k ^ 2, e. g. k « 1.6. The contamination of the data set should not be too high (at most 20%). The winsorization procedure fails if outliers exist in both X-direction and Y-direction. Theii a probabilistic technique like a non-linear generalization of the least mediaii of squares methods might be appropriate. Although the probabilistic least median of squares procedure or related techniques are formally easily extended to the non-linear regression case, the computation of these estimators is far from trivial.
Numerical Illustration and Discussion
An example is now presented to illustrate the above algorithms. The data set given in the robust regression procedure described above under the probit model set, compared with ordinary least squares and generalized least squares \vith and without the outlier. As a measure of robustness of the procedure we use the sum of the absolute residuals r/ SAE= and compare it with the classical mean squared error. Table 3 lists the estimated counts and effective concentration values ECr; for selected vahies of 77, l ^ η ^ 99, with the corresponding 95%-confidence limits for both the generalized and the winsorized generalized least squares algorithm. The confidence limits have been computed from the final covariance matrix of the four parameter estimates by the <5-method. The results in table 3 are plotted in figures l and 2. We see that even a single outlier can cause very large confidence intervals. The ordinary least squares fit of this test data set shows only slightly worse estimation results than the generalized least squares algorithm, and in many dose response calibration situations the ordinary least squares approach might therefore be sufficient for the corresponding practical applications. Possibly this example is a very ex- 100.00 1000.00 treme case and "normal" outliers might leäd to smaller differences in the confidence limits. The value of the tuning constant used was k = 1.6. In the normal generalized least squares case we needed 3 Iteration cycles of Step 2 and 3, whereas the winsorized generalized least squares required 22 Iteration cycles until convergence.
One can imagine many similar experimental situations but one cannot test the estimation procedures in all of them. In the Standard applications tested, we found that the winsorization works well if we have outliers in the Y-direction and the resulting parameter estimates are Mestimates. The method might fail if we have outliers in both the X-and Y-directions, and in such a case the procedure may produce little improvement. This might happen if the dose values are the result of a thmning process in the experiment, where each thinning
Step leads to errors. The corivergence of the winsorization could be very slow for an extreme data constellation. · The number of Iteration cycles changes, depending on the number of groüps or the underlying experimental Situation, such äs the number of comparisons. A large number of groüps increases the number of Iteration eycles, whereas a parallel-line assay (äs described in the following) needs fewer iteratioiis than. a generäl assay. The present example shows that a heteroscedastic non-linear regression procedure is not robust against outliers.
The estimation procedures described above are valid'not only for the simple estimation of the parameters of a single dose response curve of the form (Eq. 1), but also in generäl situations like the estimation of the parameters for comparing several treatment groüps or for estimating relative potencies. To iltustrate this we assutiae in the following that two treatment groüps are under study. A first Step in comparing two different treatments should be to exaniine whether two parallel dose response lines with common asymptotic levels 0 and 5« must be considered. To test Uns we jointly estimate the six parameters 5o, p, 0 0 > ,, Θ 2 , Θ 3 in the following two equations:
for χ from treatment group l: λ = δ<> + pG(0 0 + 0! log je), (Eq. 18) for χ from treatment group 2: λ = Q + pG(0 0 + 0i log* +02+03 log*), When the hypothesis of parallelism cannot be rejected, the data are sufficiently described by a common slope for both curves. Thus it is enough to estimate simultaneously the five parameters δ 0 , ρ, Θ 0 , θι, Θ 2 in the equations λ = A + pG(0 0 + 0! log x), for treatment group l 0i log*), for treatment group 2. If the hypothesis of parallelism is rejected, six curve parameters 5 0 , p, 0ο, θ\ 9 Θ 2 , Θ 3 have to be estimated simultaneously and no relative potency can be calculated. The equations to be estimated in a two treatment group experiment arẽ δο + pG(0 0 + 0ilQg;c), for treatment group l (Eq. 23) λ = 5 0 + pG(0 2 + 0 3 log x), for treatment group 2.
(Eq. 24)
The advantage of this approach is its smaller variances, thereby reducing the confidence limits for the effective concentrations. The generalization to more than two treatment groups is apparent.
Such an approach allows the parameter estimation in many different experimental situations, and the winsorized alternative of the generalized least squares algorithm is useful if we have outliers and do not want to repeat the measurement. Nevertheless the proposed algorithms fail if the specified model is not a correct description of the real experimental Situation. In that case the final covariance matrix could be underestimated, especially in the winsorized approach, and the resulting confidence limits for the effective concentrations would be too narrow. Certainly the described model with the proposed estimation procedures does not fit all conceivable experimental situations. We can also transfer modified versions of the described procedures to non-radiometric assay methods such s ELISA experiments. But in this case an overdispersed Poisson model with the variance term given in Eq. 11 does not come into consideration.
The computations were done on -a personal Computer with the Statistical Analysis System. Both procedures for the parameter estimation s well s the computation of the effective concentration values and the graphics Output are realized within this System s macro procedures. Especially in the case of many group comparisons the use of a fast personal Computer is recommended, because the procedure otherwise consumes a lot of calculating time. For example, in the different iteration Steps one has to perform the Gauss-Newton (estimation of the variance parameter κ) or Marquardt algorithm (estimation of the curve parameter), each needing between 12 (at the beginning) and one Iteration (in the final Step). The use of a fast programming language like TURBO PASCAL therefore has advantages but requires a lot of programming expenditure for the realization of many different experimental situations.
