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ABSTRACT: We present an experimentally validated coupled optical and electrical model for the dye-sensitized solar
cell. The light absorption and subsequent charge generation in the photoactive layer is calculated accurately using
coherent and incoherent optics. The charge generation function is then used as a source term in the electron continuity
equation of the electrical model. The optical model allows to precisely analyze the reflection and absorbance losses in
the individual layers. By comparing the calculated and measured quantum efficiency of a test device, one can assess
the electron recombination losses at short-circuit conditions. We conclude with an integrated power loss analysis to
quantify the contribution of the respective optical and electric loss mechanisms.
Keywords: Dye-Sensitized, Modeling, Optical Losses
1 INTRODUCTION
Dye-sensitized solar cells (DSCs) can convert solar
radiation into electricity efficiently and cost-effectively
by means of a light-harvesting sensitizer anchored to a
high surface area mesoporous semiconductor film [1].
Record efficiencies of over 11% have been achieved with
ruthenium-complex sensitizers on laboratory-scale devices
[2–4], but progress in efficiency enhancement has been
stagnating in the past years. Materials screening and de-
vice optimization is often addressed with an empirical ap-
proach, which could be greatly accelerated with an accu-
rate simulation of the optical and electric processes in the
device.
In this paper we present a comprehensive and exper-
imentally validated model of the DSC, which simulates
the light in-coupling into the complete device, the charge
generation profile in the photoactive layer, and subsequent
transport of charges in the semiconductor film and recom-
bination at its interface. The optical model accounts for
multiple reflections and absorbance in the layers of the de-
vice using coherent and incoherent optics. In this way, the
light intensity, the absorbance, and the charge generation
profile in the photoactive layer, are computed accurately.
The charge generation function then serves as a source
term in the continuity equation for free charge carriers,
thus coupling the optical with the electrical model. The
model is validated by comparison of simulation results to
experimental data. With the aid of the model, we can then
analyze the optical losses in the individual device layers
and estimate electronic losses due to charge recombina-
tion.
The device structure of a DSC is schematically shown
in Figure 1. The DSC uses a photoactive sensitizer (“dye”)
attached to a thin mesoporous TiO2 film (< 12 µm) to har-
vest the sunlight. The photoexcited dye injects an electron
into the TiO2 conduction band and is rapidly regenerated
by a mediator redox couple in the electrolyte, which per-
meates the pores. The injected electron diffuses through
the TiO2 network to a transparent conducting electrode
(fluorine-doped tin oxide, FTO) and migrates through an
external electric circuit to the counter electrode, where it
regenerates the oxidized mediator.
The issue of the optics of the DSC has been addressed
in various studies, but mostly using simplified models
lacking experimental validation, and only on parts of the
device. Usami studied the light confinement by backscat-
tering from a layer of large TiO2 particles and total re-
flection at the front layer by Monte Carlo simulations [5].
Ferber and Luther investigated the enhancement in absorp-
tion in mixed TiO2 films with large and small particles us-
ing Mie theory and a numerical solution of the radiative
transport equation [6]. By least-squares fitting of a 4-flux
model to measured transmittance and reflectance spectra,
Rothenberger et. al. quantified the absorption and scat-
tering of light in transparent and scattering TiO2 films [7].
Tachibana et. al. simulated the optics of the unsensitized
photoanode (glass substrate, conducting electrode, porous
TiO2 film) with the Rouard method using experimentally
determined optical constants for the individual layers [8].
Charge generation, transport, and recombination in
DSCs is generally described by a continuity equation, in
which transport is assumed to be purely diffusive, i.e.
driven by concentration gradients only. An analytical so-
lution of the continuity equation for electrons was first
given by So¨dergren et. al. [9], and followed by com-
prehensive models for all species in the complete de-
vice [10, 11]. However, time-dependent characterization
techniques have later shown that charge transport through
the TiO2 film is impaired by multiple trapping/detrapping
events [12]. The present state of electrical modeling is
described in extensive reviews by Peter [13] and Bisquert
[14].
In this study, the accurate computation of reflectance
and absorbance losses in each layer of a complete DSC
glass
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Figure 1: Device structure of the dye-sensitized solar cell
depicting the six layers used to model the optics in the de-
vice.
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allows us to insert a precise charge generation function into
the electrical model. We can thus avoid an estimate based
on the Lambert-Beer law, as frequently used in other work.
2 EXPERIMENTAL PART AND THEORY
2.1 Device preparation
The device structure of the DSC is shown in Figure 1.
Complete test devices were fabricated following standard
procedures [15]. The FTO-coated top glass electrode (Nip-
pon Sheet Glass, 10 Ω/), was first immersed in an aque-
ous TiCl4 solution to produce a thin TiO2 charge blocking
layer. An ∼ 8 µm thick mesoporous layer of 20 nm sized
TiO2 particles was then screen-printed on the treated FTO
electrode. The cell geometry was 0.28 cm2 for test de-
vices and 2 × 2 cm2 for optical characterization. The TiO2
film was sensitized with the ruthenium dye Z907 [16] by
overnight immersion in a 0.3 mM solution in a mixture
of acetonitrile and tert-butanol (volume ratio 1:1). The
cell was sealed with a platinized FTO counter electrode
(Pilkington, TEC 15, 15 Ω/) using a 25 µm thick poly-
mer spacer (Surlyn, DuPont). The void was then filled
with an iodide/tri-iodide based electrolyte through a hole
in the back electrode. The electrolyte consisted of 1.0
M 1,3-dimethylimidazolium iodide, 0.10 M guanidinium
thiocyanate, 0.03 M iodine, and 0.5 M tert-butylpyridine
in a mixture of acetonitrile and valeronitrile (volume ratio
85:15).
2.2 Optical characterization of layers
The optical model requires that the thickness and the
complex index of refraction of each layer in the DSC be
known.
The film thickness of the FTO films was estimated
from cross-sectional scanning electron micrographs. The
TiO2 film thickness was measured with an Alpha-step pro-
filmeter. The optical constants of the FTO glass substrates
were determined from etched samples, where the FTO
layer was removed with HCl and Zn powder, by fitting
the Fresnel equations to measured transmittance and re-
flectance spectra. Transmittance and reflectance spectra
were measured with a spectrophotometer equipped with
an integrating sphere. The optical constants of the FTO
films were determined using a spectroscopic ellipsometer.
The top FTO film (layer 2) has a strongly textured sur-
face, which impairs the measurement due to depolariza-
tion of the incident light beam. Measurements were thus
performed on mechanically polished samples to increase
accuracy, as proposed by Paulson and Hegedus [17]. Pol-
ishing was not necessary for the bottom FTO film (layer
5).
The layer 3, consisting of the dye-sensitized meso-
porous anatase TiO2 and the electrolyte permeating the
pores, was treated as a mixed medium with an effective
complex index of refraction (n˜e = ne + ike) using the
Bruggeman effective medium approximation [18]. The
mixed medium was described as a mixture of medium
3a (n˜a), the electrolyte, and medium 3b (n˜b), a fictitious
TiO2/dye phase. The porosity of the mesoporous film is
known from BET measurements to be P = 0.68. The ef-
fective complex index of refraction, n˜e, then satisfies
P
n˜2a − n˜2e
n˜2a + 2n˜2e
+ (1 − P) n˜
2
b − n˜2e
n˜2b + 2n˜
2
e
= 0. (1)
For medium 3a, na was taken from literature values for
acetonitrile [19], and ka was derived from absorbance mea-
surements of tri-iodide in acetonitrile, which is the only ab-
sorbing species in the electrolyte. For medium 3b, nb was
taken from literature values for anatase [20], and kb was
back calculated from Equation (1). The effective imagi-
nary index ke was experimentally determined by using a
four-flux model analysis on transmittance and reflectance
spectra of a simplified stack, where the two FTO electrodes
were replaced by microscope glasses, and the electrolyte
was replaced by acetonitrile [7]. The remaining unknown
parameters, i.e. ne and kb, were determined by solving
Equation 1.
The thin layer of platinum particles on the back elec-
trode is virtually transparent and its optical effect was thus
neglected in this study.
2.3 Photovoltaic Characterization
The external quantum efficiency of test devices was
measured using light from a 300 W xenon lamp focused
through a Gemini-180 double monochromator. The pho-
ton flux of light incident on the devices was measured us-
ing a calibrated silicon photodiode with a spectral response
modified to approximately match the absorption profile of
the Z907 dye. The photocurrent was measured using a
Keithley 2400 source meter. The current-voltage curve of
devices was measured by illuminating with light from a
450 W xenon lamp matched to AM 1.5G sunlight irradia-
tion with filters in the range of 350–750 nm. Beam inten-
sity was calibrated with a silicon photodiode. The current
and voltage were measured and controlled with a Keith-
ley 2400 source meter. Various incident light intensities
were varied with wavelength neutral wire mesh attenua-
tors. The photoactive area of 0.158 cm2 was defined with
a metal mask.
2.4 Optical Model
The optical model is based on a ray-tracing algorithm
[21]. The model domain represents the device structure
shown in Figure 1. The thicknesses of the six layers of
the stack and their complex indices of refraction must be
given as input. The ray-tracing algorithm calculates the
geometric path of a monochromatic light ray through the
model domain. The rays sent out from a light source are
traced as they propagate through the optical stack. This
procedure is repeated for different wavelenghts. The light
intensity of an incident ray is reduced successively due to
external reflection and light absorption within the layers.
The algorithm accounts for multiple reflections within the
stack. The two FTO films (layers 2 and 5) are treated us-
ing coherent optics. All the other layers are treated using
geometrical optics. The reflection and transmission coeffi-
cients at the interfaces are calculated using a transfer ma-
trix approach [22].
The net photon flux φλ(x) at any position in the stack
(the x-axis is defined as perpendicular to the interfaces) for
a given wavelength λ is given by the sum of the forward
flux φ+λ (x) and the reflected backward flux φ
−
λ (x). One can
then calculate the number of absorbed photons per unit of
time and volume in the sensitized TiO2 film using
Gλ(x) = α(λ)
(
φ+λ (x) + φ
−
λ (x)
)
, (2)
where α(λ) is the absorption coefficient of the dye. The
fraction of incident photons, per unit of length, absorbed
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at position x is given by
g(λ, x) =
Gλ(x)
φλ,inc
, (3)
where φλ,inc is the incident photon flux. By integrating
g(λ, x) over the TiO2 film thickness interval [0, d], where d
is the film thickness, we find the total fraction of absorbed
light in the film at wavelength λ (or the maximum achiev-
able external quantum efficiency),
fabs(d, λ) =
∫ d
0
g(λ, x) dx. (4)
By integrating Gλ(x) over the whole spectral range and
multiplying with an injection efficiency ηin j, we find the
spatially resolved electron injection rate
Ge(x) = ηin j G(x), where G(x) =
∫ ∞
0
Gλ(x) dλ. (5)
We initially assume that ηin j = 1, independent of λ, i.e. ev-
ery absorbed photon is converted to an injected electron in
the TiO2 conduction band.
Ge(x) then serves as a source term for the electrical
model. In addition, we obtain the maximum achievable
short circuit current density using
jmax = e
∫ d
0
Ge(x) dx, (6)
where e is the elementary charge.
2.5 Electrical model
The electrical model is based on the continuity equa-
tion for the electron number density n(x) in the conduction
band of the TiO2 layer and on a purely diffusive transport
equation for the electrical current density j [9]:
−1
e
d j
dx
= Ge(x) − U(x), (7)
j = eD
dn
dx
, (8)
where Ge(x) is the electron injection rate, determined from
the optical model, U(x) is the recombination rate, and D
is the diffusion coefficient for conduction band electrons.
We assume that only electrons from the conduction band
can recombine with tri-iodide in the electrolyte and that
the recombination rate is linear in n(x) − n¯,
U(x) =
n(x) − n¯
τ
. (9)
Here, τ is the lifetime of the conduction band electrons and
n¯ is the electron number density at equilibrium in the dark.
Combining Equations (7), (8), and (9) leads to an in-
homogeneous linear differential equation for n(x),
L2
d2n
dx2
− (n(x) − n¯) + τGe(x) = 0, (10)
where L =
√
Dτ is the electron diffusion length. This
study is restricted to the analysis of the external quantum
efficiency of test devices, which is measured under steady-
state conditions. If the quasi-equilbrium approximation
is used (one single quasi-Fermi level for conduction band
and trapped electrons), then, under steady-state conditions,
the continuity equation does not include terms due to trap-
ping/detrapping. The diffusion length is then given by a
constant [12]. The boundary conditions to Equation (10)
are
n(0) = Nc f (Ec, EF0 + eV) and
dn
dx
∣∣∣∣∣
x=d
= 0, (11)
where V is the applied voltage, Nc is the total density of
conduction band states, f is the Fermi-Dirac distribution,
Ec is the conduction band energy, and EF0 is the Fermi
level in the dark. For the sake of generality, we use a
Fermi-Dirac distribution to estimate the electron density
at x = 0. Setting V = 0, we obtain the short-circuit case.
The open-circuit voltage is calculated from the condition
dn
dx
∣∣∣∣∣
x=0
= 0. (12)
The homogeneous part of (10) can be solved analyti-
cally,
nh(x) = a exp (−x/L) + b exp (x/L) , (13)
where a and b are constants determined by the boundary
conditions. A particular solution of Equation (10) can be
computed using its Green’s function defined by
L2
d2G
dx2
− G(x) = δ(x). (14)
The particular solution then is the convolution of the
Green’s function1 with the electron injection rate,
np(x) = −τ
∫ d
0
G(x − y) Ge(y) dy. (15)
From the complete solution
n(x) = nh(x) + np(x), (16)
the current density at short circuit can be calculated by
jsc = e D
dn
dx
∣∣∣∣∣
x=0
for V = 0. (17)
The external quantum efficiency (EQE) is simulated using
monochromatic light of wavelength λ0 and incident photon
flux density φ0 to calculate the injected charge generation
rate,
Gδ(x) = ηin j φ0
∫ ∞
0
δ(λ − λ0) g(λ, x) dλ (18)
= ηin j φ0 g(λ0, x). (19)
The EQE is then derived from the calculated jsc by insert-
ing Gδ(x) in Equation (15),
EQE(λ) =
jsc
e φ0
. (20)
The parameters of the electrical model are L, τ, Nc,
and the difference Ec − EF0 between the conduction band
edge and the Fermi level in the dark. In this study L is a
fitting parameter. The other parameters were taken from
the literature [23]. The values are τ = 2 ms, Nc = 2 × 1020
cm−3, and Ec − EF0 = 0.9 eV.
1One can easily show by using Fourier transforms, that the Green’s function in (14) is given by
G(x) = − 1
2L
[
H(−x) exp(x/L) + H(x) exp(−x/L)] ,
where H(x) is the unit step function.
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3 RESULTS AND DISCUSSION
3.1 Simulation of transmittance and reflectance spectra
Figure 2a shows a comparison of the measured and
simulated transmittance and reflectance spectra of a com-
plete device as depicted in Figure 1. The measured and
simulated spectra are in good agreement, providing a first
experimental validation of the optical model. We attribute
the small differences mainly to the inaccurate optical con-
stants of the FTO films and to scattering effects at the
FTO/TiO2 interface, which we do not account for in the
present model. Indeed, the simulated and measured spec-
tra of the FTO electrodes only do not match completely.
Figure 2b shows the measured and simulated transmit-
tance and reflectance spectra of a simplified stack with
dye-sensitized TiO2 and electrolyte sandwiched between
two 1 mm thick microscope glasses. In this case, the agree-
ment between the measurement and the simulation is ex-
cellent. The optics in the mixed mesoporous medium can
thus be well described by a Bruggemann effective medium
approach and the ray-tracing algorithm as described in
Section 2.4.
3.2 Optical loss analysis
The optical simulation allows to separate the differ-
ent optical loss channels. Figure 3 shows the calculated
fraction of absorbed light by the dye fabs, the total re-
flection losses, and the absorbance losses in the FTO and
electrolyte layers. At 520 nm, which corresponds to the
maximum of the dye absorption coefficient, fabs exhibits
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Figure 2: Total transmittance (T ), reflectance (R), and ab-
sorbance (A = 1 − T − R) spectra of a complete device (a)
and a simplified stack (b). Measurements are represented
by bold lines and simulations by dashed lines.
a maximum of 90%, 7% of the incident light is reflected,
and less than 1% is absorbed in the front FTO layer. For
the specific device considered here, the main optical losses
between 400 nm and 800 nm are caused by reflection (no
anti-reflective coating) and to a smaller extent by the ab-
sorption in the FTO of the top glass electrode. The absorp-
tion in the electrolyte is negligible, apart from a very small
contribution between 400 nm and 500 nm due to tri-iodide.
However, even between 500 nm and 600 nm, at the max-
imum of the dye absorption, there is still a small amout
of light transmitted. In state-of-the-art devices, this loss is
reduced by using thicker films (up to 12 µm) and adding a
strongly backscattering layer of 400 nm sized particles to
the film [15].
3.3 Simulation of the external quantum efficiency
In Figure 4 the maximum achievable external quan-
tum efficiency (EQE) fabs is compared with the measured
EQE and the simulated EQE from the electrical model.
The difference between the calculated fraction of absorbed
photons and the measured fraction of extracted electrons
is strikingly large. At 520 nm, 90% of the incident pho-
tons are absorbed by the dye, but only 72% of the inci-
dent photons are extracted as electrons. 18% of the inci-
dent photons are thus lost due to one (or a combination)
of the following reasons: (a) The injection efficiency may
be smaller than unity. (b) The dye may form aggregates,
which absorb light but are not attached to the TiO2 surface
and do not inject into the TiO2. (c) Injected electrons in
the TiO2 conduction band may recombine with oxidized
dye species. (d) Injected electrons may recombine with
tri-iodide at the TiO2/electrolyte interface during transport
through the film. Laser transient absorbance studies on
TiO2 films sensitized with Z907 dye have shown injection
efficiencies nin j ≈ 0.9 − 1.0 (depending on the presence
of Li+ cations, which can lower the TiO2 conduction band
upon adsorption on the surface and facilitate injection) and
negligible recombination between injected electrons and
dye cations [24]. Dye desorption studies have shown that
the TiO2 surface coverage is ≤ 100%, making the presence
of aggregates improbable. The comparison of fabs and the
measured EQE thus indicates, that even under short-circuit
conditions a large fraction of electrons recombines with
tri-iodide.
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Figure 3: Calculated fractions of absorbed, reflected, and
transmitted light in a test device: Absorbed light by dye
(red), front FTO layer (orange), back FTO layer (yellow),
and electrolyte (dotted brown line), total reflection loss
(grey), and total transmitted light (blue).
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Figure 4: Comparison of the maximum achievable EQE
fabs obtained with the optical model, the measured EQE
of a test device, and the calculated EQE obtained from the
coupled optical and electric model using a electron diffu-
sion length of L = 6.3 µm and an injection efficiency of
unity.
The recombination rate can be quantified by adjusting the
diffusion length parameter in Equation (10) such that the
peak value at 520 nm of the calculated EQE matches the
measured EQE. Assuming nin j = 1, we find a relatively
short diffusion length of L = 6.3 µm. For nin j = 0.9, we
get L = 9.0 µm. The values for the diffusion length param-
eter determined in this way must be regarded as an aver-
age over the whole TiO2 film thickness, since our model
uses a constant and not a position dependent L. However,
the charge density in the film varies strongly under short-
circuit conditions [13]. The mismatch between the mea-
sured and calculated EQE in the range λ = 550 − 750 nm
is due to small uncertainties in the determination of the
optical constants of the FTO films and the scattering at the
FTO/TiO2 interface (see Section 3.1 and Figure 2 a).
The accurate determination of fabs, which is validated
by the good fits in Figure 2, allows to further separate
the optical and electrical losses. At 520 nm, 10% of the
incident light is lost due to reflection and absorption by
the front FTO electrode as described in Section 3.2. For
nin j = 1, additional 18% is lost due to recombination of
injected electrons with tri-iodide. For nin j = 0.9, 9% is lost
via radiative decay of the excited sensitizer state, and the
remaining 9% is lost due to recombination. In either case,
the recombination losses under short-circuit conditions are
not negligable.
3.4 Simulated short-circuit current
In Figure 5 we compare the calculated and measured
short-current density jsc at different illumination intensi-
ties. For the calculation, the spectrum of a xenon lamp
filtered to match AM 1.5G conditions was used as incident
light, and the diffusion length was fixed to L = 6.3 µm.
The excellent agreement between the calculated and mea-
sured values further validates the coupled optical and elec-
tric model. jsc increases linearly with light intensity as ex-
pected. In our model, the parameter L can be regarded as
constant and independent of illumination intensity at short-
circuit conditions.
3.5 Integrated power loss analysis
The device considered here exhibited a conversion effi-
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Figure 5: Measured (blue diamonds) and simulated
(dashed grey line) short circuit current density jsc as a
function of incident light intensity I0 for an electron dif-
fusion length L = 6.3 µm.
ciency of 6.6%, a jsc of 11.8 mA cm−2, an open-circuit
voltage of 755 mV, and a fill factor of 0.74 under simu-
lated AM 1.5G illumination (100 mW cm−2). Hence, the
device produced 6.6 mW cm−2 when operated at its maxi-
mum power point. In the following, we attempt to explain
by which processes the 93.4% of incident energy are lost.
The incident power of AM 1.5G illumination, inte-
grated over the whole spectral range (λ = 280− 4000 nm),
equals 100 mW cm−2. From integration of the product
of fabs and the AM 1.5G spectrum, we find an absorbed
power of 32.5 mW cm−2 and a maximum achievable jsc
of 13.6 mA cm−2. Thus 67.5% of incident power are not
absorbed by the dye.
From integration of the product of the measured EQE
and the AM 1.5G spectrum we find an extracted power
density of 25.8 mW cm−2 (corresponding to a jsc of
10.8 mA cm−2). Further 6.7% of the incident power are
thus lost via relaxation of excited sensitizers states and re-
combination of injected electrons with tri-iodide.
The remaining 19.2% of power density loss constitute
a loss of electron potential energy via thermalization from
at most 3.1 eV (400 nm) to at most 0.76 eV (in open-circuit
conditions).
4 CONCLUSIONS
We have demonstrated the utility of an accurate, exper-
imentally validated, coupled optical and electrical model
of a complete DSC to separate and quantify the respective
optical and electrical losses. A precise optical loss anal-
ysis has shown that the absorbance in the dye-sensitized
TiO2 film is predominantly attenuated by reflection losses.
Absorbance losses in the FTO layer or by tri-iodide in the
electrolyte are marginal. Optical losses are thus most ef-
fectively reduced by using anti-reflective coatings on the
front electrode, e.g. fluorinated polymer films [15].
From comparison of measured and calculated exter-
nal quantum efficiency we found a short electron diffusion
length in the range of the film thickness. This indicates
a high recombination rate of electrons with tri-iodide even
under short-circuit conditions. The fraction of photons lost
due to relaxation of the excited sensitizers, i.e. the injec-
tion rate for the specific system considered here, remains
to be assessed precisely but is expected to be close to unity.
Electrical losses are thus best reduced by inhibiting the re-
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combination mechanism with tri-iodide, e.g. with suitable
co-adsorbants on the TiO2 surface.
Finally, an integrated power loss analysis has shown,
that the largest fractions of power are lost due to low light
absorption and electron potential energy loss via thermal-
ization. Further experimental work is thus necessary to
enhance the spectral response of sensitizers to the near-
infrared region and to increase the electron potential en-
ergy, e.g. with novel redox systems with more positive
redox potential.
We believe, this coupled model will be a valuable com-
plementary tool to identify and minimize optical and elec-
trical losses, to screen novel materials and device architec-
tures rapidly and accurately, and to accelerate the develop-
ment of this promising technology.
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