The Restricted Isometry Property (RIP) is a fundamental property of a matrix which enables sparse recovery. Informally, an m × n matrix satisfies RIP of order k for the p norm, if Ax p ≈ x p for every x with at most k non-zero coordinates.
and Candés [Can08] imply the lower bound m = Ω(k log(n/k)) for (k, 1 + ε)-RIP-p matrices for p ∈ {1, 2}, provided that ε > 0 is sufficiently small. Another important parameter of a measurement matrix A is its column sparsity: the maximum number of non-zero entries in a single column of A. If A has column sparsity d, then we can perform multiplication x → Ax in time O(nd) as opposed to the naive O(nm) bound. Moreover, for sparse matrices A, one can maintain the sketch y = Ax very efficiently if we update x. 2 The aforementioned constructions of RIP matrices exhibit very different behavior with respect to column sparsity. RIP-2 matrices obtained from random Gaussian matrices are obviously dense, whereas the construction of RIP-1 matrices of Berinde et al. [ 
BGI + 08] gives very small column sparsity d = O(log(n/k)/ε).
It is known that both sparsities are essentially tight. 3 Another notable difference between RIP-1 and RIP-2 matrices is the following. The construction of Berinde et al. [BGI + 08] provides RIP-1 matrices with non-negative entries, whereas Chandar proved [Cha10] that any RIP-2 matrix with non-negative entries must have m = Ω(k 2 ). In other words, negative signs are crucial in the construction of RIP-2 matrices but not for the RIP-1 case.
In sum. Motivated by these discrepancies between the optimal constructions for RIP-p matrices for p ∈ 1, 1 + based on the incoherence argument. 4 Lower bounds. Though the number of rows m in our construction is clearly suboptimal for p = 2, surprisingly, we show that our upper bounds are almost optimal, both in terms of dimension m and column sparsity d, for every constant p ∈ (1, ∞) except 2! More formally, on the dimension side, for every p ∈ (1, ∞) \ {2}, distortion D > 1, and (k, D)-RIP-p matrix A ∈ R m×n , we show that m = Ω(k p ), where Ω(·) hides factors that depend on p and D. Note that, it is not hard to extend an argument of Chandar [Cha10] and obtain a lower bound m = Ω(k p−1 ) 5 . This additional factor k is exactly what makes our lower bound non-trivial and tight for p ∈ (1, ∞) \ {2}, and thus enables us to conclude that p = 2 is a 'singularity'.
As for the column sparsity, we present a simple extension of the argument of Chandar [Cha10] and prove that for every p ∈ [1, ∞) any (k, D)-RIP-p matrix must have column sparsity Ω(k p−1 ).
Implications for sparse recovery. Finally, we extend the results of Candès, Romberg and Tao [CRT06] and Candès [Can08] and show that, for every 1 ≤ q < p, RIP-p matrices provide the stable sparse recovery with the q / 1 guarantee, m = O(k p ) measurements, (d = O(k p−1 ) column sparsity), and approximation factor C = O(k −1+1/q ) in polynomial time. These extensions are quite straightforward and seem to be folklore, but, to the best of our knowledge, they are not recorded anywhere. Overall, since the q / 1 guarantee is stronger than the p / 1 guarantee whenever q > p, our results imply that:
• Using RIP-p matrices with 1 < p < 2, we obtain a tradeoff between the recovery quality and the column sparsity of a measurement matrix (Of course, the total number m of measurements we obtain here is worse than O(k), which is what one would get for p ∈ {1, 2}.)
• Using RIP-p matrices with 2 < p < ∞, we provide stronger recovery guarantee than 2 / 1 at a cost of increasing the column sparsity from d = O(k) to d = O(k p−1 ), and the total number of measurements from m = O(k) to m = O(k p ).
We provide the proof for the sake of completeness in Appendix A.
Overview of our proofs
Upper bounds. We construct RIP-p matrices as follows. Beginning with a zero matrix A with m = O(k p ) rows and n columns, independently for each column of A, we choose d = O(k p−1 ) out of m entries uniformly at random (without replacement), and assign the value d −1/p to those selected entries. For this construction, we have two very different proofs of its correctness: one works only for p ≥ 2, and the other works only for 1 < p < 2. For p ≥ 2, the most difficult component is to show that Ax p ≤ (1 + ε) x p holds with high probability, for all k-sparse vectors x. We reduce this problem to a probabilistic question similar in spirit to the following "balls and bins" question. Consider n bins in which we throw n balls uniformly and independently. As a result, we get n numbers X 1 , X 2 , . . . , X n , where X i is the number of balls falling into the i-th bin. We would like to upper bound the tail Pr [S ≥ 1000
. The first challenge is that X i 's are not independent. To deal with this issue we employ the notion of negative association of random variables introduced by Joag-Dev and Proschan [JDP83] . The second problem is that the random variables X
That is, a (scaled) random m × n binary matrix with m = O(ε −2 k 2 log(n/k)) rows and sparsity d = O(ε −1 k log(n/k)) satisfies the (k, 1 + ε)-RIP-2 property. This can be proved using for instance the incoherence argument from [Rau10] : any incoherent matrix satisfies the RIP-2 property with certain parameters.
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Also, the same argument gives the lower bound Ω(k p ) for binary RIP-p matrices for every p ∈ [1; ∞).
heavy tailed: they have tails of the form Pr X p−1 i ≥ t ≈ exp(−t 1 p−1 ), so the standard technique of bounding the moment-generating function does not work. Instead, we bound the high moments of S directly, which introduces certain technical challenges. Let us remark that sums of i.i.d. heavy-tailed variables were thoroughly studied by Nagaev [Nag69a, Nag69b] , but it seems that for the results in these papers the independence of summands is crucial.
One major reason the above approach fails to work for 1 < p < 2 is that, in this range, even the best possible tail inequality for S is too weak for our purposes. Another challenge in this regime is that, for the 'lower tail' of Ax p p (that is, to prove that Ax p ≥ (1 − ε) x p holds for all k-sparse x), the simple proof in p ≥ 2 no longer holds. Our solution to both problems above is to instead build our RIP matrices based on the following general notion of bipartite expanders.
Let G = (U, V, E) with |U | = n, |V | = m and E ⊆ U × V be a bipartite graph such that all vertices from U have the same degree d. We say that G is an ( , d, δ)-expander, if for every S ⊆ U with |S| ≤ we have
It is known that random d-regular graphs are good expanders, and we can take the (scaled) adjacency matrix of such an expander and prove that it satisfies the desired RIP-p property for 1 < p < 2. Our argument can be seen as a subtle interpolation between the argument from [BGI + 08], which proves that (scaled) adjacency matrices of (k, d, Θ(ε))-expanders (with O(k) rows) are (k, 1 + ε)-RIP-1 and the one using incoherence argument, 6 which shows that (2, d, Θ(ε/k))-expanders give (k, 1 + ε)-RIP-2 matrices (with O(k 2 ) rows).
Lower bounds. Our dimension lower bound m = Ω(k p ) is derived essentially from norm inequalities. The high-level idea can be described in four simple steps. Consider any (k, D)-RIP-p matrix A ∈ R n×m , and assume that D is very close to 1 in this high-level description.
In the first three steps, we deduce from the RIP property that (a) the sum of the p-th powers of all entries in A is approximately n, (b) the largest entry in A (i.e., the vector ∞ -norm of A) is essentially at most k 1/p−1 , and (c) the sum of squares of all entries in A is at least n k m
In the fourth step, we combine (a) (b) and (c) together by arguing about the relationships between the p , ∞ and 2 norms of entries of A, and prove the desired lower bound on m.
The sparsity lower bound d = Ω(k p−1 ) can be obtained via a simple extension of the argument of Chandar [Cha10] . It is possible to extend the techniques of Nelson and Nguyẽn [NN13] to obtain a slightly better sparsity lower bound. However, since we were unable to obtain a tight bound this way, we decided not to include it.
RIP Construction for p ≥ 2
In this section, we construct (k, 1 + ε)-RIP-p matrices for p ≥ 2 by proving the following theorem. Definition 2.1. We say that an m × n matrix A is a random binary matrix with sparsity d ∈ [m], if A is generated by assigning d −1/p to d random entries per column (selected uniformly at random without replacement), and assigning 0 to the remaining entries.
Theorem 2.2. For all
such that, letting A be a random binary m × n matrix of sparsity d, with probability at least 98%,
Our proof is divided into two steps: (1) the "lower-tail step", that is, with probability at least 0.99 we have Ax p p ≥ (1 − ε) x p p for all k-sparse x, and (2) the "upper-tail step", that is, with probability at least 0.99, we have Ax p p ≤ (1 + ε) x p p . For every j ∈ [n], let us denote by S j ⊆ [m] the set of non-zero rows of the j-th column of A. Below we describe the framework of our proof, deferring all technical details to Appendix B.
The Lower-Tail Step
To lower-tail step is very simple. It suffices to show that, with high probability, |S i ∩ S j | is small for every pair of different i, j ∈ [n], which will then imply that if only k columns of A are considered, every S i has to be almost disjoint from the union of the S j of the k − 1 remaining columns. This can be summarized by the following claim. 
Now, to prove the lower tail, without loss of generality, let us assume that x is supported on [k], the first k coordinates. For every j ∈ [k], we denote by 
Note that the above claim only works when m = Ω(k 2 log n/ε 2 ), and therefore we cannot use it in for the case of 1 < p < 2.
The Upper-Tail Step
Suppose again that x is supported on [k] . Then, we upper bound A p p as
where the first inequality follows from the fact that (
captures the number of non-zeros of A in the i-th row and the first k columns. From now on, in order to prove the desired upper tail, it suffices to show that, with high probability
To prove this, let us fix some j * ∈ [k] and upper bound the probability that (2.3) holds for j = j * , and then take a union bound over the choices of j * . Without loss of generality, assume that S j * = {1, 2, . . . , d}, consisting of the first d rows. For every i ∈ S j * , define a random variable
It is easy to see that X i is distributed as Bin(k − 1, d/m), the binomial distribution that is the sum of k − 1 i.i.d. random 0/1 variables, each being 1 with probability d/m. For notational simplicity, let us define δ def = dk/m. We will later choose δ < ε to be very small. Our goal in (2.3) can now be reformulated as follows: upper bound the probability
We begin with a lemma showing an upper bound on the moments of each
Lemma 2.4. There exists a constant C ≥ 1 such that, if X is drawn from the binomial distribution Bin(k − 1, δ/k) for some δ < 1/(2e 2 ), and p ≥ 2, then for any real ≥ 1,
Next, we note that although the random variables X i 's are dependent, they can be verified to be negatively associated, a notion introduced by Joag-Dev and Proschan [JDP83] . This theory allows us to conclude the following bound on the moments. 
Finally, we are ready to prove Theorem 2.2.
Proof of Theorem 2.2. We can choose
d = Θ(p) p−1 · k p−1 ε · log p−1 n so that e −Ω( (εd) 1/(p−1) p ) < 1 100 1 k( n k ) . Since our choice of m = dkp Θ(p) ε ensures that δ = dk/m ≤ ε/p Cp ,
and our choice of d ensures
d ≥ p Cp /ε, we can apply Lemma 2.6 and conclude that with probability at least 1 −
Therefore, by applying the union bound over all j * ∈ [k], we conclude that with probability at least 1 − 1 100 1
Recall that, owing to (2.2), the inequality (2.3) implies that Ax p p ≤ (1+ε) x p p for every x ∈ R n that is supported on the first k coordinates. By another union bound over the choices of all possible n k subsets of [n], we conclude that with probability at least 0.99, we have Ax
On the other hand, since our choice of d and m satisfies the assumptions d ≥ Ω(k log n/ε) and m ≥ 2dk/ε in Claim 2.3, the lower tail Ax p p ≥ (1 − ε) x p p also holds with probability at least 0.99. Overall we conclude that with probability at least 0.98, we have Ax p p ∈ (1 ± ε) x p p for every k-sparse vector x ∈ R n .
RIP Construction for 1 < p < 2
In this section, we construct (k, 1 + ε)-RIP-p matrices for 1 < p < 2 by proving the following theorem.
We assume that 1 + τ ≤ p ≤ 2 − τ for some τ > 0, and whenever we write O τ (·), we assume that some factor that depends on τ is hidden. (For instance, factors of p/(1 − p) may be hidden.)
, the above bounds on m and k can be simplified as
Our proof of the above theorem is based on the following notion of bipartite expanders.
In fact, the proof of Lemma 3.3 implies a simple probabilistic construction of such expanders: with probability at least 98%, a random binary matrix A of sparsity d is the adjacency matrix of a
Therefore, we will assume that A is the (scaled) adjacency matrix of a (2 , d, δ)-expander, for parameters of and δ that we will specify in the end of the full proof in Appendix C. 7
High-Level Proof Idea
The goal is to show that Ax p p − 1 ≤ ε for every k-sparse vector x that satisfies x p = 1. Without loss of generality, let us assume that x is supported on [k], the first k coordinates among [n], and
We partition the k columns into k/ blocks each of size , and denote them by
In fact, we will choose l = Θτ (k
). Therefore, our construction confirms our description in the introduction: it interpolates between the expander construction of RIP-1 matrices from [BGI + 08] that uses = k, and the construction of RIP-2 matrices using incoherence argument that essentially corresponds to = 2. B 2 = { + 1, + 2, . . . , 2 }, and so on. With this definition, we can expand Ax p p as follows:
where the inequality follows from Claim C.1, a tight bound on the difference between 'the p-th power of the sum' and 'the sum of the p-th powers'. To upper bound the right-hand side of (3.1), we fix a block Next, let us sketch how we upper bound the right-hand side of (3.1). First, along the way we use crucially the simple estimate |x j | ≤ j −1/p for every j ∈ [k]. Second, we upper bound the following partial sum of (3.1) for each b separately:
We further decompose this sum with respect to (i, j) that are primary (i.e., in L b ) or secondary (i.e., in D b ), and notice that the pairs (i, j ) are either secondary or tertiary (i.e., in D b ∪ D b ). The crucial observation in our proof is that the entries in D b ∪ D b are very sparse and spread across the columns due to the expansion property of A. Another observation is that for L b , we have at most d entries per column, so we can control the magnitudes of |x j | ≤ j −1/p for (i, j) ∈ L b fairly well. Overall, the proof of upper bounding the right hand side of (3.1) boils down to the careful exploitation of these observations and several applications of Hölder's inequality. The details are somewhat lengthy: in particular, we have to treat the case b = 1 separately, and carefully choose all the parameters. We defer the full analysis to Appendix C.
Dimension Lower Bounds
In this section, we prove dimension lower bounds for RIP-p matrices.
We start with three auxiliary lemmas. The first one establishes bounds on the sum of p-th powers of the entries of A. 
Lemma 4.2. For any column
Now we are ready to prove Theorem 4.1. In this section we do so only for the case 1 < p < 2 and defer the other half along with the proofs of all aforementioned lemmas to Appendix D.
Proof of Theorem 4.1 for 1 < p < 2. Using Lemma 4.3 we can evaluate
(4.1) and for the remaining terms: 
and using Lemma 4.4 we conclude that:
. These two cases exactly correspond (after rearranging terms) to the desired inequalities.
(We remark here that when p = 2, the factor k m 2/p−1 on the left hand side becomes 1, and therefore no interesting lower bound on m can be deduced.)
Column Sparsity Lower Bound
Below we provide a simple lower bound of Ω(k p−1 ) on the column sparsity of RIP-p matrices. We remark that we are aware of an alternative proof of a slightly stronger lower bound that extends the argument of Nelson and Nguyẽn [NN13] , but since the better bound does not seem to be optimal, and the argument is much more complicated, we decided not to include its proof here. 
Proof. Assume that m ≤ n/k. Since for every basis vector e j ∈ R n we have Ae j p ≥ 1, it implies that for every column of A there is an entry with absolute value at least d −1/p . Thus, there exists a row with at least n/m ≥ k such entries. Without loss of generality, let us assume that this is the first row, and the entries are located in columns from 1 to k. There exists a k-sparse vector x such that
• for every 1 ≤ j ≤ k we have x j = sgn(A 1j ) ∈ {−1, 1};
• for every j > k we have x j = 0;
• the first coordinate of the vector Ax is at least
By the RIP property, we have
Appendix

A Applications
In this section we extend the results from [CRT06] and [Can08] to the case of general p norms. Namely, we show that RIP-p matrices for p > 1 give rise to the polynomial-time stable sparse recovery with q / 1 guarantee and approximation C = O(k −1+1/q ) for every 1 ≤ q ≤ p.
Suppose that we are given a sketch y = Ax ∈ R m for a signal x ∈ R n , where A ∈ R m×n . Our goal is to recover from y a good approximation x to x. One of the standard ways to do so is to solve the following 1 -minimization program:
be the set of k largest (in absolute value) coordinates of x, and h = x − x be the error vector. For a parameter α > 0 to be chosen later, we consider the following partition of [n] \ S:
be the set of αk next largest coordinates, and so on. We state and prove some simple claims first that are true for every measurement matrix A.
Claim A.1. We have
Proof. Since x is a feasible solution for (A.1), we have
Proof. For every i ≥ 2 we have h
where the second inequality follows from Claim A.1 and the third inequality follows from the relation between 1 and p norms, that is,
Claim A.3. For every 1 ≤ p ≤ ∞ we have
Proof.
where the last inequality follows from Claim A.2.
A.1 RIP-p matrices and p / 1 recovery
Here we prove that if A is a matrix with RIP-p property, then the 1 -minimization in (A.1) recovers a vector that is close enough to x. We begin with an auxiliary estimate.
Lemma A.4. If A is an ((α + 1)k, D)-RIP-p matrix for p > 1 and 1 < D < α 1−1/p , then
where equality x holds because both x and x are feasible for (A.1), inequality y holds since A satisfies the RIP-p property and inequality z is due to Claim A.2.
Now we are ready to extend the result from [CRT06]. We prove that if a measurement matrix
A has RIP-p property for p > 1, then one can perform the stable sparse recovery with the p / 1 guarantee via 1 -minimization.
Theorem A.5. For every D > 1, if A is a ((4D) p/(p−1) k, D)-RIP-p matrix for some p > 1, then
k and therefore the assumptions in Lemma A.4 hold. We proceed as follows.
Above, inequality x follows from Claim A.3, inequality y follows from Lemma A.4 and the last inequality z holds because α 1−1/p = 2D.
A.2 Monotonicity of recovery guarantees
In this section we extend the result of Candés [Can08] . Namely, the following lemma shows that for every measurement matrix A: if it provides the stable sparse recovery with the p / 1 guarantee and approximation O(k −1+1/p ) via 1 -minimization, then it also gives the q / 1 guarantee with approximation O(k −1+1/q ) for every 1 ≤ q ≤ p. Thus, the p / 1 guarantee is stronger than the q / 1 guarantee as long as q ≤ p. Lemma A.6. For every 1 ≤ q ≤ p we have
k 1−1/q , where the second inequality is by Claim A.3 and the third inequality follows from the relation between p and q norms.
B Missing Proofs in Section 2
Claim 2.3. If d ≥ Cε −1 k log n and m ≥ 2dk/ε, where C is some large enough constant, then
Proof. Let us first upper bound the probability that S i and S j intersect by more than εd k elements. For notational simplicity suppose that S i = {1, . . . , d}, and let the random variable X k be 1 if S j contains k, and 0 if not. Under this definition, we have
m is twice as large as the expectation, we apply Chernoff bound for negatively correlated binary random variables [PS97] and obtain
where the last inequality is true by our choice of d ≥ Cε −1 k log n for some large enough constant C. Finally, by union bound, we have Pr ∃i, j ∈ [n] with i = j, |S i ∩ S j | > εd k ≤ 0.01. Lemma 2.4. There exists some constant C ≥ 1 such that, if X is drawn from the binomial distribution Bin(k − 1, δ/k) for some δ < 1/(2e 2 ), and p ≥ 2, then for any real ≥ 1,
Proof. We first expand the expectation using the definition of Bin(k − 1, δ/k).
Let us denote by a i
the i-th term of the above infinite sum. We have
Since δ < 1/(2e 2 ), we have a i /a i−1 < 1/2 for every i ≥ max{ (p − 1), 2}. Therefore, the largest max i≥1 a i is obtained when i = i * < max{ (p − 1), 2}, which implies 1 ≤ i * ≤ (p − 1) because (p − 1) ≥ 1 (here we crucially use that p ≥ 2 and ≥ 1). Therefore,
and the second inequality is because eδ < 1. Overall,
Proof. This lemma follows from the theory of negatively associated random variables [JDP83] (see also [Efr65] Finally, since the function f (x) = (x + 1) p−1 − 1 is non-decreasing for p ≥ 1, we apply [JDP83, Property P 6 ] and conclude that the variables {(X i + 1) p−1 − 1} i∈ [d] are also negatively associated.
and any sequence of powers r 1 , . . . , r d ∈ Z ≥0 .
As a result, we conclude that, letting
To prove Lemma 2.6, we need the following theorem of Latała on the moments of sums of i.i.d. non-negative random variables. 
. Lemma 2.6. There exists a constant C ≥ 1 such that, whenever δ ≤ ε/p Cp and d ≥ p Cp /ε, we have
Proof. Denote by Y the random variable whose value Y = (X + 1) p−1 − 1, where X is drawn from the binomial distribution Bin(k − 1, δ/k), and D the distribution for Y . We wish to apply Theorem B.1 for the case of d independent samples from D, and let us compute the value of u from the statement of Theorem B.1 as follows. For every integer t ≥ 1,
This sum, owing to Lemma 2.4, can be upper bounded as
Above, the last inequality has used the fact that p ≥ 2. Now, by choosing u ≥ 2ep p−1 · t p−1 we have that
we conclude that the right hand side of (B.1) is upper bounded by O(
). In sum, we conclude that when u = 2ep p−1 · t p−1 and
Invoking Theorem B.1 for this choice of u = 2ep p−1 · t p−1 and for any integer t ≥ 1 satisfying
where each X i is an i.i.d. sample from Bin(k − 1, δ/k). Invoking Lemma 2.5, we obtain the same
Using Markov's inequality, we have for any integer t ≥ 1 satisfying
By the assumption d ≥ p Cp /ε, so let us choose t to be the largest positive integer such that
C Missing Proofs in Section 3
C.1 Preliminaries
Claim C.1. There exists an absolute positive constant C > 0 such that 8 for every a, b ∈ R and 1 ≤ p ≤ 2 one has Therefore, by induction, we obtain that for every a 1 , a 2 , . . . , a n ∈ R and 1 ≤ p ≤ 2, it satisfies that In fact, choosing C = 3 should suffice for this claim, but that will make the proof significantly longer.
is bounded. We have
where the first inequality is due to the generalized Bernoulli's inequality, and the second inequality holds, if x is sufficiently large. Now, let us consider the case b 2 < b < 0. Defining ε = −b > 0, we need to prove that for sufficiently small ε > 0 and 1 ≤ p ≤ 2,
, where the first inequality is due to the generalized Bernoulli's inequality, the second and third inequalities follow from the fact that 1 ≤ p ≤ 2.
The Case b > 0. Let us now handle the case b > 0. It is sufficient to check that for every b ≥ 0 and 1 ≤ p ≤ 2 we have
. This inequality is trivially true when b = 0, and therefore, it is enough to check that for every b > 0 and 1 ≤ p ≤ 2,
But the latter follows from the generalized Bernoulli's inequality.
Lemma C.2. For every a, c ∈ R N
≥0 and 1 ≤ p ≤ 2, we have
Proof. This is just an application of Hölder's inequality for norms 1/(2 − p) and 1/(p − 1).
C.2 From Expansion Property to the Primary-Secondary-Tertiary Decomposition
Using the notation from Section 3, let us translate the expansion property into a cardinality upper bound on the sets of secondary and tertiary entries.
Lemma C.3. For every integer 1 ≤ b ≤ k/ , we have for every integer t ≥ 1,
In addition, we have
Proof. First of all, |D b | ≤ δd is an immediate corollary of the expansion property. Recall that A is the (scaled) adjacency matrix of a (2 , d, δ)-expander and therefore
3) for t = 1 is obvious, because in the column of (b − 1) + 1, there are only primary entries but not secondary or tertiary ones (see Figure 1) .
For any integer t between 2 and , we observe that the left hand side of (C.3) consists only of secondary entries in D b , and moreover,
For any t > , we argue as follows. Since the expander property of A ensures that the union of any 2 distinct S j 's have at least (1 − δ)2d distinct elements, we conclude that for every b * > b:
Therefore, for any integer t > , suppose that (
This finishes all the cases of Lemma C.3.
The expansion property implies the following useful inequality that will be used extensively in the proof.
Lemma C.4. For every integer
We denote by S = 3δ(dk) 1−1/p the right-hand side of (C.4).
Proof. 9 Since each non-zero entry of A equals to d −1/p , the left hand side of the desired inequality is 
We now observe that, a (b−1) +1 + · · · + a (b−1) +t ≤ 3δdt for every t ≥ 1 according to Lemma C.3, while at the same time, x (b−1) +t is assumed to be non-increasing as t increases. Therefore, it one can see that the right hand side of the above sum is maximized when
, and therefore, we conclude that
This is a simple modification of [BGI + 08, Lemma 9]. However, that lemma does not directly apply for our scenario, because it assumes A expanding any subsets of size at most k.
where the last inequality follows from the relation between 1 and p norms, that is
C.3 Bounding Equation (3.1) for b > 1
The following estimate upper bounds the right hand side of (3.1) for any block b ≥ 1, but we will use it eventually only for b > 1. For b = 1, we will need a separate estimate.
Lemma C.5. For every integer
where S is defined in the statement of Lemma C.4.
Proof. Let us partition the sum of interest into primary and secondary entries:
Now, we upper bound I as follows:
where the inequality follows from the fact that |x j | ≤ 1 j 1/p (since the coordinates of x are sorted in the decreasing order of their absolute values). We observe that we can apply Lemma C.2 to the sum
, where the outer sum has at most 3δdk non-zero terms. 10 As a result, we have
) where the second inequality follows from Lemma C.4, 
Here, inequality x follows from the fact that |x j | ≤ We conclude by combining the upper bound on I and (C.7) as follows:
A ij Next, let us upper bound I . We note that
Here, inequality x is obvious, inequality y follows from (C.11) Finally, combining (C.9), (C.10) and (C.11), we get the desired inequality.
C.5 Proof of Theorem 3.1
Finally, we are ready to prove Theorem 3.1. We begin with a simple claim. −1/p · j=1 aj|xj|. Now, due to the expansion of A, we have a1 + · · · + at ≤ δdt for every t; on the other hand, |xj| is non-increasing as j increases. Overall, we conclude that this sum is maximized when a1 = · · · = at = δd, and therefore, we obtain In particular, since it is the sum over i of m non-negative terms, the above inequality also implies that for any specific row i ∈ [m]:
Since |b i ,t | does not increase as t increases, we get |b i ,t | ≤ 
