case, and the plots for the reduced-order and fast filtering schemes, on the other hand, are generated for different filter orders based upon the full-order 16-weight filter and the block-matching method. This is done to provide a fair comparison of these schemes based upon the same limits for the average weights/block. As can be seen from the plots, the performance of the fast filtering scheme in terms of PSNR of the reconstructed images to average weights/block is comparable to that of the full-order filtering scheme. The reduced order filtering scheme is the most effective scheme providing good quality reconstruction while reducing the encoding overhead requirement.
case, and the plots for the reduced-order and fast filtering schemes, on the other hand, are generated for different filter orders based upon the full-order 16-weight filter and the block-matching method. This is done to provide a fair comparison of these schemes based upon the same limits for the average weights/block. As can be seen from the plots, the performance of the fast filtering scheme in terms of PSNR of the reconstructed images to average weights/block is comparable to that of the full-order filtering scheme. The reduced order filtering scheme is the most effective scheme providing good quality reconstruction while reducing the encoding overhead requirement.
IV. CONCLUSION
A 2-D LS-based filtering scheme is proposed for removing the mismatching effects in stereo images caused by illumination/reflectivity differences, deformation, occlusion and noise. The compensation ability in this scheme is provided by using a 2-D transversal filter that models the effects of mismatching. The block implementation is employed in conjunction with the block LS method to generate the optimal weights for every block. A reduced order filtering scheme was also proposed to minimize the number of filter weights for reconstruction. Simulation results indicated the effectiveness of the proposed filtering schemes in removing the effects of mismatching problems. Future research [16] will consider development of an efficient encoding method and bit assignment strategy for the proposed filtering scheme.
I. INTRODUCTION
The wavelet transform has been widely used in image compression. However, until recently, its use has been limited to lossy compression applications. This is due to the fact that most wavelet transforms produce floating-point coefficients which are not well-suited for lossless coding applications. With the introduction of wavelet transforms that map integers to integers, there has been interest in using wavelet transforms for lossless image coding [1] - [5] . Using reversible integer wavelet transforms for compression of images has several advantages. Perhaps the most important one is that, through the use of appropriate techniques, a fully embedded bitstream can be generated. In other words, the decoder can extract a lossy version of the image at a desired rate from the bitstream, and continue to decode at higher and higher rates, until the image is perfectly reconstructed. This rate scalability is valuable in many applications. Similarly, if resolution scalability is desired instead, the decoder can extract a low resolution version of the image, and continue to decode the bitstream to achieve higher and higher resolutions, until the image is recovered without loss.
Several state-of-the-art image compression schemes, such as the zerotree-based schemes of [2] and [6] support some type of scalability. However, once an image is encoded to produce a bitstream that supports one type of scalability, this bitstream can not be rearranged easily to support another type of scalability using the above methods. Thus, the type of scalability desired by the decoder needs to be available at the encoder before starting the encoding process. While this may be reasonable for some applications, many applications would require this decision to be made after the bitstream is generated. This requirement has lead to research in developing image compression schemes that allow simple parsing of the compressed bitstream in order to accomodate the scalability requirements of different decoders. Such a coder was first presented in [1] .
In this paper, a fully scalable image coder consisting of a reversible integer wavelet transform and a bitplane coder is presented. The bitplane coder presented in this work was developed by the authors and adopted for use in the JPEG-2000 Verification Model 2. The presented coder has the distinct feature that allows the compressed bitstream to be parsed after the encoding stage to accomodate the desired type of scalability. By integrating lossy and lossless compression in a natural fashion, a single image compression method provides excellent lossy performance as well as supporting the many applications that require the ability to exactly recover the original image. We compare the lossless compression performance of the presented scheme with that of other state-of-the-art lossless compression schemes in the literature, including wavelet-based and nonwavelet based coders. We also compare the progressively decoded lossy performance of the proposed coder using several reversible integer wavelet transforms, and compare these with the popular 7 2 9 wavelet filter of [7] that produces floating-point coefficients. Despite the added functionalities, the presented coder exhibits excellent performance for both lossless and lossy compression. Fig. 1 presents a block diagram of the proposed coder. The image is first transformed using a reversible integer wavelet transform. The resulting integer wavelet coefficients are then encoded using a bitplane coder. The default encoding order is to encode one subband at a time, in order from lowest to highest resolution. Within each subband, bitplanes are encoded from most-to least-significant. The bitplane coder [8] used in this work has similarities to [1] and [9] - [12] but has several unique aspects. The first stage in the bitplane coder is significance 1 prediction. The bitplane coder uses an embedding principle in which each bitplane within a wavelet subband is "de-interleaved" into three 1 We use "significance" and "refinement" consistent with the terminology of [6] . binary sequences: predicted significance bits, refinement bits, and predicted insignificance bits. We also refer to each of these sequences as "sub-bitplanes." The main idea behind this de-interleaving [11] is, for each bitplane, to order the bits so that bits with greatest distortion-rate slope are placed earliest in the bitstream. This requires predicting which wavelet coefficients become newly significant at each bitplane. We predict that a wavelet coefficient will become significant if any of its four-connected neighbors is already significant. Next, these binary sequences are encoded using an adaptive arithmetic coder [13] with context modeling [14] . To encode the bit X, a context C is formed using neighboring bits and the conditional probability p(X j C) is used to drive an adaptive arithmetic coder. Three types of context models are used, one for coding significance bits, one for refinement bits, and one for coding sign bits, as illustrated in Fig. 2 .
II. OVERVIEW OF THE CODER
In the figure, X denotes the bit to be encoded. Note that the contexts for significance bits are orientation sensitive to exploit the dominant spatial correlation in particular wavelet subbands. For significance bits, bits from locations having the same numerical label in Fig. 2 are logically OR-ed to form a context bit. For example, the context model for subbands with LH orientation is six bits, generated by combining bits from ten neighboring locations. For significance contexts, a context bit is set to "1" if the wavelet coefficient at that location is already significant. The refinement context uses the bits that are at the same bitplane as the current bit. The sign of a wavelet coefficient is encoded right after the coefficient becomes significant, and the sign bit context models are generated using a ternary alphabet to distinguish between negative, positive, and zero. If a wavelet coefficient is currently insignificant, the sign context bit at that location is set to zero. Otherwise, the sign context bit is set to either positive or negative depending on the sign of the coefficient. Thus, there are 3 4 contexts used for sign encoding.
It should be noted that, when encoding a particular bit, neither significance prediction, nor context modeling stages use any information that would not be available at the decoder when that bit needs to be decoded. Thus, for those wavelet coefficients that are noncausal with respect to the scan direction, information from the more significant bitplane is used.
An important feature of the bitplane coder is that the encoding has no inter-subband dependencies (e.g., no parent/child contexts), such as those used in [11] and in the zerotree based schemes of [2] and [6] . This allows for a certain amount of parallelism and enables the encoded bitstream to be parsed into any arbitrary order, depending on the application. The translation between the encoder ordering and the ordering used by the decoder is handled by a parser after the encoding stage. The parser tailors the bitstream to fit the needs of a particular decoder by reordering it using simple cut-and-paste operations. For example, re-synch markers can be inserted after each encoded sequence if the compressed bitstream is ordered by subband to support resolution scalability. This enables a degree of error detection and concealment when transmitting encoded images over noisy channels. In our experiments, we have found that the overhead introduced by the insertion of these re-synch markers is around 1.5% for the lossless case. The usual "embedded" progressive by accuracy/SNR ordering is accommodated by ordering the data by sub-bitplane. The ordering of bitplanes to support different types of scalability is illustrated in Fig. 3 . Also note that, subbands can be emphasized in arbitrary ways, e.g., to compensate for characteristics of an output device, using scaling factors analogous to those described in the next section. This is illustrated in Fig. 4 . Finally, the independent bitplane coding of subbands facilitates parallel hard/software implementation as well.
III. LOSSY COMPRESSION USING REVERSIBLE INTEGER WAVELET TRANSFORMS
The wavelet transform, in general, produces floating point coefficients. Although these coefficients can be used to reconstruct the original image perfectly in theory, the use of finite precision arithmetic and quantization results in a lossy scheme. Recently, reversible integer wavelet transforms, i.e., wavelet transforms that transform integers to integers and allow perfect reconstruction of the original signal, have been introduced [1] - [4] . Although several lossless image compression schemes have been presented using these transforms [1] - [5] , their lossy performances have not been investigated as thoroughly.
Although it is possible to utilize these transforms in a lossy scheme, it should be noted that these transforms are not orthonormal transforms. Thus, subbands need to be scaled appropriately to ensure optimum rate-distortion performance. For each subband, a scaling factor can be computed using a method similar to the one described in [15] . Assuming that the quantization noise introduced by the encoder in a subband is white with variance 2 x , the contribution of the noise in this particular subband to the final image can be estimated. A branch in a typical L-level one-dimensional (1-D) wavelet synthesis system is given in Fig. 5 . Here, x(n) denotes the quantization noise introduced by the encoder to the wavelet coefficients in a particular subband, and y(n) denotes the contribution of x(n) to the reconstructed signal. If we let g i (n) denote the impulse response of the synthesis filter at level i, we can compute the variance of y(n) as Since the filters are FIR, the sum in (1) can be evaluated over a finite support. Thus, we can select the scaling factor w for this subband as
Scaling factors found for the 1-D case can be used in a separable fashion to compute the scaling factors for the two-dimensional (2-D) case. Unfortunately, the scaling factors computed using the above method are usually floating point numbers. They cannot be used on the integer wavelet coefficients, since scaling these integers by a floating point number would create a floating point number, negating the benefits of reversible integer wavelet transforms. One approach could be to round these scaling factors to an integer value. However, this operation deteriorates the lossless performance of the transforms, since it increases the number of bitplanes that need to be encoded for each subband. We have employed a compromise method that does not affect the lossless performance of the transform, but improves the lossy performance dramatically. We normalize the scaling factors so that the minimum scaling factor is one, then round each scaling factor to the nearest power of two. Thus, the multiplication operation becomes an upward shift of the bitplanes. Notice that, if the bitplanes are shifted up by m, the m least-significant bitplanes are composed of zero bits and need not be coded. The normalized scaling factors for the integer transforms used in this work are given in Table I . The values in the table were obtained by normalizing all the scaling factors such that the HH subband of the finest level will have a coefficient of 1.0.
IV. EXPERIMENTAL RESULTS
We present experimental results that illustrate the performance of the proposed coder for both lossy and lossless operation. We also compare both the lossy and lossless performances of several reversible integer wavelet transforms. The f2; 10g and S + P transforms mentioned in the experiments are from [1] and [2] , respectively, and the reader is referred to [3] for details of all other transforms. Table II presents the lossless compression results of different integer wavelet transforms for some well known images, while Table III compares these with other lossless compression methods in the literature. The lossless performance of the presented approach is quite competitive with other methods. It should also be noted that neither JPEG-LS nor CALIC have the scalability features of the presented algorithm.
Tables IV-VI compare the progressive decoding performances of the integer wavelet transforms on Barbara, Goldhill, and Lenna images, respectively. In the tables, "729 FP" entry results from using 7 2 9 filters of [7] with floating-point coefficients, scalar quantization, and progressive decoding from a single bitstream encoded at approximately 4 bpp using the same bitplane coder. For each integer wavelet, the results are obtained via progressive decoding of a single lossless bitstream employing the scaling factors as discussed in the previous sections. (Note that scaling does not change the lossless performance of the algorithm.)
We also include the results obtained using SPIHT with S + P transform. For comparison, we have adopted the same approach proposed in [2] to compute the scaling factors for the S + P transform, i.e., we have computed the scaling factors for the S transform and used these to approximate the scaling factors of the S + P transform. The lossy performances of the integer transforms are comparable to the 7 2 9
floating point transform of [7] at very low rates. However, their performance suffers somewhat as the rate increases. To illustrate the importance of scaling, we present the results of the same experiment without scaling on the Barbara image in Table VII. ECECOW [12] and C/B [16] are two other image compression methods that utilize context based entropy coding. While ECECOW and C/B achieve PSNR's of 40.85 dB and 40.15 dB on the Lenna image using the 7 2 9 filters of [7] , the proposed method achieves 40.49 dB. It should be noted that C/B does not produce a rate scalable bitstream. Also, while ECECOW produces a rate scalable bitstream, its contexts depend on multiple subbands. In the work described here, we give up the use of parent coefficients in the context formation process to achieve lower complexity, more flexibility in bitstream formation/scalability, and potential parallelism.
V. CONCLUSION
We have presented a highly scalable image coder that enables both lossy and lossless decompression from a single bitstream. Furthermore, the coder enables the compressed bitstream to be parsed easily after the encoding stage to support different scalability requirements. We have investigated both lossy and lossless compression performances of the proposed coder. The presented coder is quite competitive with other state-of-the-art lossless compression schemes. Although the lossy performance using integer transforms is not quite as good as that for floating point transforms, integer transforms are less complex and offer excellent progressive decoding performance for the many applications that demand the capability to losslessly recover the original image.
I. INTRODUCTION
The problem of effective calculation of two-dimensional (2-D) moments of binary images has attracted attention of many researchers because of its importance in numerous object recognition applications. Many methods have been published in the last decade (see, e.g., [2] for a survey).
Zakaria [3] , Dai [4] , Li [5] , and Flusser [6] proposed various approaches based on the decomposition of the object into rows or row segments. Another group of methods is based on Green's theorem, which evaluates the double integral over the object by means of single integration along the object boundary [2] , [7] - [9] . Recently, Spiliotis and Mertzios [1] proposed a novel method which employs image representation by nonoverlapping rectangular homogeneous blocks. An image moment is then calculated as a sum of moments of all blocks.
In this correspondence, we propose a refinement of [1] . We use the same block-wise image representation but we present a different scheme to calculate the block moments. We show that our method yields more accurate results and performs even faster than the original one.
II. ORIGINAL METHOD BY SPILIOTIS AND MERTZIOS
In [1] , the following approach to block moment calculation is described. 
(without loss of generality, the block is assumed to have its lower-leftcorner pixel centered in (1; 1) ). Equation (1) 
In [1] , (2) where f (x; y) is, in our case, the characteristic function of the block.
Clearly, (1) is only an approximation of (4). An error jM pq 0 m pq j is introduced due to zero-order approximation and numeric integration of According to (4), the exact block moment is given as 
IV. COMPARISON OF THE TWO METHODS
Let us compare the accuracy of the above methods first. While (5) yields exact results, (2) calculates some moments with errors. There is 1057-7149/00$10.00 © 2000 IEEE
