We study the optimal design of switching measurements of small Josephson junction circuits which operate in the macroscopic quantum tunnelling regime. Starting from the D-optimality criterion we derive the optimal design for the estimation of the unknown parameters of the underlying Gumbel type distribution. As a practical method for the measurements, we propose a sequential design that combines heuristic search for initial estimates and maximum likelihood estimation. The presented design has immediate applications in the area of superconducting electronics implying faster data acquisition. The presented experimental results confirm the usefulness of the method.
Introduction
Randomness plays a central role in quantum physics. On the fundamental level, randomness is not caused only by unknown covariates or measurement error but is understood to be an intrinsic property of Nature itself (Ballentine, 1998) . From the statistical point of view, this leads to fascinating problems where the distributional assumptions arise directly from the fundamental laws of physics.
The Josephson junctions (JJ) are important non-linear components of superconducting electronics. A typical junction involves two superconducting electrodes separated by an insulator gap (Josephson, 1962) . In practice, miniature JJ circuits are manufactured by lithographic means and operated at cryogenic temperatures, i.e., below 4.2 K. The strong dependence of the physical parameters of JJ circuits as function of changes in environmental variables, for instance, temperature, electric noise, and magnetic field makes the JJ circuits to have several applications as ultra-sensitive sensors (Pekola et al., 2005) . Moreover, certain JJ circuits are promising candidates for realization of quantum computation (Makhlin et al., 2001) . For a thorough review of JJ circuits see, for instance, (Grabert and Devoret (Eds.), 1992 ).
An experiment called switching measurement, see Fig. 1 , is a common way to probe the properties of a JJ circuit sample. In the experiment, sequences of current pulses are applied to the sample, while the voltage over the structure is monitored. The superconducting electrodes of the sample are described by a complex valued quantum mechanical wave †Juha Karvanen, Department of Health Promotion and Chronic Disease Prevention, National Public Health Institute, Mannerheimintie 166, 00300 Helsinki, Finland, juha.karvanen@ktl.fi function and the physical state of the JJ is described by the phase difference over the junction. The dynamics of the phase difference are analogous to those of a massive particle in a tilted cosine potential, see Fig. 1(d) . A sufficiently high current pulse causes the phase difference to escape from the local minimum of the potential to the direction of the steepest descent. In the experiment the observed voltage pulse indicates that switching has occurred. The appearance of a voltage pulse to a single applied current pulse, being governed by the laws of quantum mechanics, is purely random. Below, we call observed voltage pulse by Y = 1, otherwise Y = 0. The analysis of the statistics of this random variable with respect to current pulse heights yields information about the physical parameters of a JJ circuit.
We study the switching dynamics of a single JJ. Quantum mechanical arguments studied in more detail in Section 2 suggest that the switching rate is of the form γ = e ax+b , where x = x(I) is a monotonic function depending on the height I of the applied current pulse and a and b are the parameters depending on the geometry and environment of the junction. Moreover, we note that x(I) must be independent of parameters a and b. Assuming constant switching rate during the pulse we get the probability of measuring a voltage pulse at an applied current pulse
For the simplicity we consider the case x(I) = I in this paper. In statistics, model (1) is often called complementary log-log regression.
Assume that a sequence of n current pulses of height I i , i = 1, 2, . . . , n is applied to the sample. The obtained data consist of covariate values x i , i = 1, 2, . . . , n and corresponding binary responses y i . Our aim is to choose the covariates such that the parameters a and b can be estimated as well as possible from the measured data. In statistical terms this is an optimal design problem (Atkinson and Donev, 1992; Pukelsheim, 1993; Liski et al., 2002; Berger and Wong, 2005) . The literature on optimal designs is concentrated on linear models but work has been done also with nonlinear models. Several authors (Kalish and Rosenberger, 1978; Abdelbasit and Plackett, 1983; Minkin, 1987; Sitter and Wu, 1993; Mathew and Sinha, 2001 ) have considered optimal designs for binary data in the case of logistic regression
where a and b are unknown parameters and x is a covariate. Compared to the logistic regression the complementary log-log regression (1) is less frequently studied or applied.
Complementary log-log regression is often used as an alternative model for logistic regression (2) if the symmetry assumption does not fit to the data, but in our application the complementary log-log regression arises directly from the physical properties of JJs. The key reference considering optimal design for complementary log-log regression is the work by Ford et al. (1992) . They provide the general framework for the D and c optimal designs and the solution for complementary log-log regression is obtained as a special case of their general results. In this paper we propose a sequential two-point design for estimating the unknown parameters of a JJ circuit. The design is derived using D-optimality criterion, which equals to minimizing the generalized variance of the parameters. Based on the data available, the design yields the optimal current pulse heights for the next measurement in real time. We are ultimately interested in minimizing the time needed for an experiment. The proposed sequential design also takes into account the special requirements of switching measurements, e.g. the time needed for the reconfiguration of the signal generator. The associated switching probability as a function of the height of the current pulses. (d) Quantum mechanical process leading to switching: The phase "particle" is initially localized in a local minimum of the potential. When the current pulse is applied, the phase particle tunnels through the potential barrier and escapes downhill.
The rest of the paper is organized as follows: In Section 2, a more detailed description of physical background of the switching measurements is given. In Section 3, the optimal design for the complementary log-log regression defined in equation (1) is derived. In Section 4, we propose a sequential design for switching measurements. In Section 5, the sequential design is applied to switching measurements of a JJ circuit. Results from the real data are compared with simulation results. Finally, Section 6 concludes the paper.
Physical background
In this section we study the quantum mechanical arguments leading to the model (1). The switching dynamics are described by a Poisson process where the switching rate γ is constant over the current pulse which has duration ∆t. The probability of switching is then obtained as
The duration ∆t of the current pulse is very short and remains fixed in the experiment. Thus, we consider ∆t as a part of the switching rate and do not write it explicitly in the subsequent equations. The relation between the switching rate γ and the height of the current pulse I can be written in the form
where x(I) is a monotonic function of the bias current I and a and b are constants depending on the physical parameters of the JJ circuit. A commonly used approximation is to assume that the activation threshold amplitude is linearly proportional to current I. This leads to the switching rate γ(I) = e aI+b .
Although not based on microscopic theory, the switching rate model (5) describes the results of typical switching measurements quite well, see Fig. 2 . In order to obtain the functional form of x(I) in the switching rate model (4) we need a more accurate physical model to describe the system under consideration. Theoretically, the superconducting electrodes of the JJ sample are modeled by a complex valued quantum mechanical wave function and the physical state of the JJ is described by the phase difference over the junction. The dynamics of the phase difference φ are analogous to those of a massive particle in a tilted cosine potential U under gravitational force,
where E J is so-called Josephson energy, I is the magnitude of the applied bias current, and I C is the critical current for which the potential changes into monotonic function. The potential is depicted during a pulse in Fig. 1(d) . The applied current changes the shape of the potential landscape of a JJ circuit in a controlled way. The phase difference φ initially set into one of the local minima becomes a metastable state for finite current I; The state may decay by escape of the phase from the local minimum of the potential to the direction of the steepest descent. This escape event is called switching. In the experiment the voltage over the JJ sample is monitored and the observed voltage pulse indicates that switching has occurred. J and capacitance C = 50 femtofarads. γMQT is calculated on the high Q limit. The relation between the switching rate γ and the height of the current pulse I is nearly linear on the logarithmic scale, which supports the use of the approximation γ(I) = e aI+b .
Depending on the temperature, the model (1) is explained by the thermal activation model of classical physics or by quantum mechanical analysis. In an experiment in temperature above 0.2 K, there will be thermal fluctuations in the bias current I as the JJ is connected to the measurement wiring. These fluctuations make the phase particle to absorb energy and eventually escape from the potential well. One of the central results in statistical physics is that the probability for system to be in energy state E at temperature T is proportional to exp(−E/k B T ), where k B ≈ 1.381 · 10 −23 J/K is the Bolztman constant. In order to escape from the well the phase particle needs to have more energy than the barrier height ∆U . Based on these principles the average escape rate for the potential of equation (6) can be shown to follow the Kramer's formula
where ∆U is the height of the potential barrier
and ω P is the characteristic oscillation frequency
where C is the capacitance of the JJ,ē = 1.602 · 10 −19 coulombs is the elementary charge and ≈ 1.055 · 10 −34 Js is the reduced Planck's constant. In above equations E J and C are the unknown quantities -I C is a function of E J . It is easy to see that the switching rate (7) can be written in the form γ TA (I) = e ax(I)+b . When a JJ is cooled to tens of millikelvins one can still observe the phase particle escaping from the quasistationary potential (Voss and Webb, 1981; Jackel et al., 1981) . Since the thermal activation, equation (7) yields vanishing switching rate for that temperature range, the microscopic mechanism must be different from the one described above. This process is called macroscopic quantum tunnelling (Caldeira and Leggett, 1980) and to explain it a detailed quantum mechanical analysis is required. The analysis leads to switching rate (Grabert et al., 1985) γ
The prefactor in equation (10) is
where χ(α) = 12 √ 6π(1 + cα + O(α 2 ), with c ≈ 2.86, and Q is the quality factor of the oscillator describing the effective environment of the junction. The exponent reads
where s(α) = 36/5[1+45ζ(3)/π 3 α+O(α 2 )] and ζ(3) ≈ 1.202 is the value of the Riemann zeta function at 3. Again, the switching rate (10) can be written in the form γ MQT (I) = e ax(I)+b .
D-optimal designs for complementary log-log regression
Assume that a binary random variable Y is distributed as follows
where a and b are unknown parameters and x is a covariate. The cumulative distribution function
where z = ax + b, is known in literature by names Gumbel distribution, Gompertz distribution, LogWeibull distribution, Fisher-Tippett distribution and extreme value distribution. Whereas, the inverse of (14)
is called complementary log-log link and is one of the standard link functions in generalized linear models. The problem is to select such covariate values x 1 , x 2 , . . . , x n that the parameters a and b can be estimated from the observed data (x i , y i ), i = 1, 2, . . . , n in optimal manner. Here we define the optimality as D-optimality, which equals to maximizing the determinant of the information matrix, and estimate the parameters by maximum likelihood. Starting from the definition (13) we obtain the log-likelihood of the data (
The information matrix
takes the form
where z i = ax i + b and
The D-optimality is equivalent to finding such x 1 , x 2 , . . . , x n that
is maximized. It is assumed in the maximization that the true values of a and b are known (see (Minkin, 1987) and (Sitter, 1992) for a discussion). First we will find a locally optimal two-point design n = 2. This simplifies equation (20) 
The contour plot of det(J) as a function z 1 and z 2 is depicted in Fig. 3 . The values z 1 and z 2 that maximize det(J)
can be solved numerically from (21). The corresponding response probabilities are
indicating that the design is asymmetric with respect to the middle point of the response curve. Since the function is symmetric with respect to exchanging of the variables, the mirror points provide also the same maximum value. In order to show that the two-point maximum (22) is a local maximum also when n > 2, we define functions
By inspecting the functional form of v(z i , z j ) we observe that
We are searching for a local maximum of
For a local extreme of det(J) it holds
Because v ′ (z * 1 , z * 2 ) = 0, a solution for equation (29) is obtained if
From equation (26) we conclude that a local maximum is obtained, for instance, when , z2) ) is the determinant of the information matrix for the two-point design (z1, z2). The maximum of det(J) is achieved at the point (z For the complete proof that the solution (22) is the global maximum, we refer to the general results by Ford et al. (1992) . Using a theorem by Kiefer and Wolfowitz (1960) , Ford et al. (1992) show for a class of response curves that the D-optimal design is a two-point design.
The proof for the complementary log-log regression is obtained as a special case of the general results.
Sequential designs for switching measurements
Our goal is to design a fast automated estimation procedure for switching measurements. A fast estimation procedure allows, for example, the tracking of changes in the parameters as a function of changes in environmental variables. The speed of the procedure is measured in terms of the total time used for measuring and estimation. Sequential designs are a natural choice because it is easy to control the current during the experiment. In sequential designs (also known as two-stage and multi-stage designs), we start with initial estimates, collect additional data, obtain new estimates and use them as the initial estimates for the next stage.
In switching measurements, the number of stages can be high: this is a significant difference compared to medical dose response experiments where practical reasons usually limit the number of stages. However, it is not necessarily advisable to choose the number of stages as high as possible, i.e., update the estimates after every two observations. This is because adding two new observations would have a very small effect on the estimates (especially if the number of observations is already large) but the estimation itself would spend time that could be used for measuring. Additionally, whenever the height of the current pulse is changed, the reconfiguration of the signal generator also takes a time that is considerably longer than the time needed for measuring the response for a single pulse. The optimal updating interval depends also on the computational resources and facilities, and our experiences suggest that it is always reasonable to measure at least 20 times using the same pulse height. Our recommendation is only the lower limit and based on empirically experience on the specific measurement instruments we are using. In the experiment presented in Section 5, we measured 50 times using the same pulse height at the beginning of the experiment and increased this number by 10 % at every stage so that at the stage 50 we measured 5379 times using the same pulse height.
Obtaining good initial estimates for the parameters is a challenging problem for switching measurements. Naturally, the results from the previous experiments can be used to obtain initial estimates for the parameters but there is no guarantee that this would lead to good initial estimates. The problem of poor initial estimates in the case of logistic regression is considered e.g. by King and Wong (2000) and Sitter (1992) . The authors propose sophisticated minimax approaches that have good optimality properties even if the initial estimates are poor. These approaches are probably applicable also to our problem but because of their computational complexity, we choose a simpler approach that suits especially for switching measurements. It is usually possible to specify an interval from where the covariates should be taken but the problem is that this interval might be very wide compared to the interval where the probability of response 1 increases, for instance, from 0.01 to 0.99. This implies that initial covariates chosen randomly from the interval may be very inefficient. In the worst case, poorly chosen initial covariates may lead to the situation where maximum likelihood estimates (MLEs) do not exist for the initial data. The existence of MLEs for the model (13) requires that (Albert and Anderson, 1984) max(x i |y i = 0) > min(x i |y i = 1) and max(x i |y i = 1) > min(x i |y i = 0).
This condition is fulfilled, for instance, if we have two points where both 0's and 1's are measured as responses. Our approach for the initial estimation aims to finding two such points as quickly as possible. This heuristic procedure is can be presented as follows:
1. Use the previous knowledge to construct such an interval [x min , x max ] that we can be sure that F (x max ; a, b) − F (x min ; a, b) is close to 1. Constructing this kind of interval is usually possible even if we have very little knowledge on the parameters. 4. If MLEs exist for the data measured so far, proceed to the maximum likelihood estimation. Otherwise, divide ǫ by two and return to Step 3.
Step 2 requires that we measure at least two times at each point. In practice, it is preferable to measure at least tens of times at each point because of time needed for the reconfiguration of the signal generator. When the binary search in
Step 2 converges we have found one of the two points required for the maximum likelihood estimation. The other point that is needed is then found in the neighbourhood of point x using again binary search. Due to use of binary search in Steps 2 and 3, the procedure works reliably and efficiently. At every step of binary search, the length of the current interval is divided by two. Consequently, the procedure converges exponentially fast regardless of the choice of the initial interval. After the heuristic procedure has converged the experiment continues sequentially: The current values ofâ andb are used to determine the optimal covariates for the next stage, measurements are performed, and finally maximum likelihood estimation is applied to update values ofâ andb. In switching measurements, one is also interested in parameters that directly describe the location and the scale of the response curve in addition to parameters a and b. Let us define the middle point θ and width of the curve λ, as follows
These two parameters are frequently used in switching measurements to characterize the response curve. The covariance matrix of (θ λ) ⊺ is given by
where
It is often practical to define the stopping rule for the data acquisition using the variances of θ and λ. Special attention should be paid to the stability of the measurement environment. Instability, such as a change in the temperature during the experiment, causes an increase in the variances. This emphasizes the need for fast and reliable experimental design.
Examples with real and simulated data
We measured a sample consisting of an aluminium-aluminium oxide-aluminium JJ circuit in a dilution refrigerator at 20 mK temperature. The sample parameters a and b depend on the area of the JJ and the thickness of the oxide layer. The sample fabricated involves a JJ whose area is 1 times 2 micrometers and the oxide layer is ten nanometres thick. The sample was connected to computer controlled measurement electronics in order to apply the current pulses and record the resulting voltage pulses. The resistance of the sample at room temperature suggests that a pulse of 300 nA always causes a switching (response 1). This gives the upper limit for the initial estimation. The lower limit for the initial estimation, 200 nA, can be roughly estimated from the dimensions of the JJ. The sequential design presented in Section 4 was used to construct the applied current pulse sequences in real time. Each stage consisted of measuring phase and estimation phase. Since the reconfiguration of our signal generator takes a relatively long time compared to the length of a single pulse, we used sequences of tens or hundreds of pulses to collect data at each stage. In the setup the pulse lengths are on the order of milliseconds. In order to keep the time needed for computations much below the actual measurement time, the length of the pulse sequence should grow exponentially. We started with a sequence of 50 pulses per point and let the number of pulses grow 10 percent at each stage. In the test experiments, the practically sufficient accuracy of the estimates was reached after 20-30 stages, implying that 6000-17000 pulses were needed in total. In our setup, the experiment (50 stages) took 8 minutes 16 seconds from which 1 minute 30 seconds were used for estimation. Table 1 and Fig. 4 illustrate the estimation of the unknown parameters in the experiment. In the lower panel of Fig. 4 the functional form of the response curve is verified empirically. The response curve is compared with individual response probabilities that are independently estimated using 2000 pulses per point. The results confirm that the response curve is given by the Gumbel distribution as suggested by the theory.
The performance of the sequential design is also studied in a simulation example. The simulation aims to imitate the real data example . The response variable Y is generated from the model (13) with parameters a = 0.24 and b = −61 which are motivated by the actual experiment presented above. Our goal is to estimate these parameters when we initially know only that at point x min = 200 the response is 0 with high probability and at point x max = 300 the response is 1 with high probability. The estimation starts using the heuristic procedure described in Section 4 and continues as maximum likelihood estimation. In the initial estimation, we measure 25 times at each point. In the sequential maximum likelihood estimation, the parameter estimates are updated when the total number of observations has increased by 20 % from the previous update. The simulation is repeated 500 times and maximum likelihood estimatesâ andb are recorded for different numbers of observations n = 50, n = 100, . . . , n = 20000 . The sequential design is compared to the theoretically D-optimal design where the optimal covariate values x * 1 = (z * 1 +61)/0.24 = 258.25 and x * 2 = (z * 2 + 61)/0.24 = 248.59 are assumed to be known already at the beginning of the experiment. As a performance measure we calculate the mean squared errors (MSE) between the estimates and the true parameter values. Table 2 summarizes the obtained MLEs and their standard deviations. The reported numbers are means from 500 simulations. The MSEs between the estimates and the true parameter values are reported in Table 3 . The MSEs are calculated only from those simulation runs where MLEs exist. Naturally, the theoretically optimal design results smaller MSE values than the sequential design but it can be also seen that for large values of n the performance of the sequential design approaches to the performance of the theoretically optimal design. The results demonstrate the practical importance of good experimental design and the significance of reliable estimation of initial parameters. We conclude that the proposed sequential design performed reasonably well compared to the theoretically D-optimal design when n > 200. In switching measurements, the number of observations is always in thousands. Comparison of estimates and their standard deviations in Table 1 and  Table 2 does not reveal any major differences between the experimental data and simulated data. This supports the practical usability of the sequential design.
Conclusion
We have considered optimal designs for switching measurements of superconducting Josephson junction circuits. The D-optimality criterion suggests that the measurements at points where ax 1 + b = 0.979633 and ax 2 + b = −1.33774 will yield a maximal information about the estimated parameters assuming that the probability distribution of the measurement values are given by Eq. (1). As a practical method for switching measurements, we propose a sequential design that combines heuristic search for initial estimates and maximum likelihood estimation. The fast data acquisition allows tracking of fast environmental changes. The presented experimental design is now in daily use in Low Temperature Laboratory at Helsinki University of Technology.
The current work opens several directions for the future research. Besides D-optimality we may also consider other optimality criteria. These criteria likely lead to designs different from the D-optimal design but because of the complicated functional forms it may be difficult to derive analytical results.
The problem of choosing the number of measurements per stage was approached empirically in this paper. A more systematic approach would determine the optimal number of measurements per stage as a function of the observed data. It seems reasonable to assume that each measurement takes a certain time and the change of the measurement point takes additional fixed time. The problem is to choose the number of measurements per stage in such a way that the expected total time needed to achieve the required accuracy is minimized. This is a non-trivial problem and probably only approximate solutions are reachable.
The time used for the experiment could be further reduced if the estimation and the measuring were done simultaneously. This requires good coordination of data processing and knowledge on the time needed for each operation. In sequential designs, the simultaneous estimation and measuring implies that the current estimates are not based on all data measured so far but all data processed so far. Although the presented complementary log-log regression model describes well some JJ circuits involving several junctions, we probably need more flexible models for complicated structures of JJ. The modelling can be approached from two different directions: we may derive the exact physical model and try to find the optimal design for it, or we may start with a flexible parametric model for which the optimal design is known and estimate the model parameters from the measured data.
Statistical methods can be also applied to the modelling of JJ parameters as a function of environmental variables, such as temperature. This direction of research leads to adaptive sequential designs where the challenge is not only to estimate the parameters but also to track their changes in optimal way.
