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Questions and answers about NCSA's Connection Machine (CM-2)
answered by Michael Welge, Associate Director, Applications Group, and
Rick Kufrin, Parallel Processing Team Leader, Applications Group
1. What is a Connection Machine?
The Connection Machine (Model CM-2) is a massively
parallel SIMD (Single Instruction, Multiple Data)
supercomputer manufactured by Thinking Machines
Corporation (TMC) of Cambridge, MA. It is a system
that consists of a number of components [1]:
• a parallel processing unit, which may contain up to
65,536-bit serial processors and, optionally, up to
2,048 floating-point accelerators. Each processor may
have up to 128 kilobytes of local memory.
• one or more front-end computers, which are the "mas-
ter" processors. Front-end computers may currently
be a Sun-4, VAX, or Symbolics.
• one or more parallel disk arrays, or DataVaults,
which provide mass storage capabilities to the
system.
• a graphics display subsystem, which provides
high-speed graphics capabilities.
The Connection Machine is designed to handle some
of the largest computational problems, those which
routinely manipulate tremendous quantities of data
(hundreds of megabytes or more).
2. How does the CM-2 work?
The CM-2 programming model, referred to by TMC as
a data parallel style of programming, is quite different
from traditional models. Applications run entirely on the
front-end computer. Parallel portions of the program are
communicated to CM-2 processors from the front-end
computer by calls to a Parallel Instruction Set (Paris).
In response to a Paris call, each processor executes the
instruction on its local data or, alternatively, executes no
instruction at all. Although the CM-2 has a finite num-
ber of processors, Connection Machine software, through
a mechanism known as virtual processing, allows each
processor to emulate some number of virtual processors
(with a corresponding increase in execution time), so
that computational grids may be much larger than the
physical CM-2 upon which an application runs.
3. How was NCSA's CM-2 acquired?
Describe its system.
Through an NSF/DARPA grant, NCSA acquired a
32,768-processor Connection Machine with a 10 gigabyte
DataVault and VAX 8350 front-end computer in mid-
1989. This machine was installed in the Beckman Insti-
tute in August 1989 and was operational in friendly user
mode in September. NCSA augmented the system with
two frame buffers (installed in NCSA's Numerical
Laboratory) and an additional front-end computer (a
Sun-4/490, with 128 megabytes of memory). The system
was equipped with two front-end bus interfaces (FEBIs),
allowing a maximum of two simultaneous CM-2
"sessions."
To accommodate simultaneous sessions, two addition-
al Sun-4/490s (each with 64 megabytes of memory)
Inside the Connection Machine.
(Photo by Wilmer Zehr.)
obtained through an NSF grant, were incorporated into
the front-end system in late 1990, along with additional
FEBIs. With the additional two FEBIs, a maximum of
four users can access the CM-2 parallel processing unit
simultaneously. This brings NCSA's current CM-2
configuration to:
• 32K parallel processing unit
• 10 Gbyte DataVault
• 2 frame buffers
• 3 Sun-4/490 front-end systems
• IK 32-bit floating-point accelerators
4. How much memory does it have? How
much throughput?
NCSA's CM-2 is currently equipped with 64 kilobits per
processor, giving a total of 256 megabytes available in
the system. Each of the 1,024 floating-point accelerators
in the system is capable of approximately 14 megaflops
of peak performance, giving a 32K CM-2 system a theo-
retical peak performance greater than 10 gigaflops [2].
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5. How does the CM-2 differ from a CRAY-2 or
CRAY Y-MP?
The CM-2 is a SIMD (Single Instruction, Multiple Data)
parallel system, while Cray vector multiprocessors are
MIMD (Multiple Instruction, Multiple Data) systems.
Cray systems achieve their speed by utilizing a small
number of extremely fast processors, while the CM-2
achieves its speed by combining a very large number
of relatively slow processors.
The parallel programming models employed in the
two types of systems are very different: the Cray sys-
tems exploit control parallelism through the Cray multi-
tasking libraries and autotasking system, while the
Connection Machine exploits data parallelism through
the Parallel Instruction Set (Paris). From a program-
NCSA's Connection Machine installed in the
Beckman Institute. (Photo by Wilmer Zehr.)
mer's perspective, the difference is that a control-
parallel program divides tasks which may be executed
on separate physical (or logical) CPUs into separate
streams of control, while a data-parallel program associ-
ates one virtual processor with each element of data and
executes identical operations simultaneously across all
(or a selected subset) of processors.
6. What is the advantage of a massively
parallel system?
Simply put, massively parallel systems available today
offer more performance potential than that available
through conventional vector multiprocessors. A growing
number of computational scientists agree that, for
teraflop speeds to be achieved in the future, scalable
massively parallel systems must be investigated and
incorporated into computational research efforts.
Once the basic concepts are learned, researchers who
are familiar with the CM-2 and its languages find that it
may be simple to program the Connection Machine, be-
cause the system can be configured to mirror the relevant
data structures in their simulations. How-ever, it is ex-
tremely important for vector multiprocessor computer
users to recognize that their applications will have to
be reprogrammed to utilize the CM-2 and its languages.
There is no automatic parallelization preprocessor for
the CM-2.
7. What kinds of problems does the CM-2
do best?
The CM-2 is best applied to problems that manipulate
very large amounts of data. The list of applications that
have been successfully run on the system has been grow-
ing steadily.
Applications that have been implemented on the
CM-2 include programs in fields such as geophysics,
VLSI design, particle simulation, fluid-flow modeling,
computer vision, protein-sequence matching, informa-
tion retrieval, machine learning, and computer graphics
[3]. Programs running on NCSA's CM-2 include those
in areas such as molecular dynamics, neural networks,
quantum chromodynamics, volume rendering of bio-
medical images, nuclear magnetic resonance (NMRj
microscopy, volume visualization, condensed matter
physics, plant epidemiology, and petroleum reservoirs.
(See "Connection Machine masters," page 7, for further
details.)
8. How could I get the most out of a CM-2?
The best approach is to begin by understanding the
architecture. Once you have a good idea of the data-
parallel programming model, you can begin to think
about your application and how it might map onto the
Connection Machine. It is always important to remem-
ber that you are actually programming two systems: the
front-end computer for serial portions of your code and
the parallel processing unit for the parallel portions.
Identify the computationally intensive and data-
intensive portions of your application and investigate
how these portions might be executed by the Connection
Machine. Communications overhead can be quite expen-
sive on the CM-2—either communications between CM-2
processors or between the front-end system and the par-
allel processing unit.
You should begin by establishing the parallel data
structures in your application and how elements of these
data structures must be "connected." Are your parallel
variables naturally two-dimensional, three-dimensional,
etc.?
Determine which variables in your code are scalar
and should therefore reside in front-end memory. Once
you have coded your application, taking care to maxi-
mize parallel operations where appropriate, you can
optimize additionally by ensuring that the layout of data
is appropriate to the operations performed on that data.
This may require the use of compiler directives (in the
case ofCM Fortran), which are fully described in Con-
nection Machine Programming in Fortran [4].
It is often appropriate to rethink the underlying
algorithms in your application. As a simple example,
matrix-matrix multiplication on the Connection Machine
can be performed in order (N) time by using the systolic
(or Cannon) algorithm, which initially skews and then
shifts two N x N parallel operands successively, accumu-
lating results in a third matrix. These operations can be
performed very efficiently on the Connection Machine,
due to the architecture and system software capabilities.
For more on the Cannon algorithm and its implementa-
tion on the Connection Machine, see "Computational
Physics on the Connection Machine" and "A Cellular
Computer to Implement the Kalman Filter Algorithm"
[2, 5].
An extremely informative overview and discussion of
the CM-2 system and its languages can be found in Im-
plementing Fine-Grained Scientific Algorithms on the
Connection Machine Supercomputer [6]. This report
takes the reader through a number of examples (includ-
ing CM Fortran code fragments) using structured and
unstructured grids and particle systems.
Become familiar with the growing library of utilities
made available by Thinking Machines Corporation and
the national user community. TMC's mathematical soft-
ware group released the first version of the Connection
Machine Scientific Subroutine Library (CMSSL) in 1990,
a library of commonly used routines that are highly-opti-
mized for the CM-2 and are callable from the high-level
languages. [See "Software for the Connection Machine"
by Stephen Saroff in the current issue of data link.]
9. Do you plan to upgrade the system?
If so, when?
NCSA is pursuing funding to upgrade the Connection
Machine system in two ways: increased memory and en-
hanced floating-point support. Enhancements provided
by this upgrade will enable the CM-2 to run bigger prob-
lems, to utilize a time-sharing feature, and to use a new
slicewise Fortran.
10. What goals does NCSA have for the CM-2's
use?
NCSA is encouraging users who would like to apply for
time on the CM-2 system to submit one of three types of
proposals: a startup grant, which provides an allocation
of 20 service units (SUs); a development grant, which
provides allocations of up to 100 SUs; or a production
grant, which provides greater than 100 SUs. Please refer
to "Helpful Tips and Hot Topics" in the current data
link for the CM-2 charging algorithm. A limited number
of educational grants are available. Please contact
uadmin@ncsa . uiuc . edu for information.
Requests for startup or production grants are
reviewed internally by the Small Allocations Committee,
which meets monthly. Production requests are
reviewed quarterly by the Joint NCSA/Pittsburgh Peer
Review Board. Deadlines for the CM-2 are the same as
for the Cray systems. (For deadline dates, see the most
recent NCSA calendar entitled "High-Performance Com-
puting Events.") You can request time on the CM-2 with
the same form used for Cray system requests.
In addition to providing time on the system to the na-
tional community to explore massively parallel comput-
ing on the CM-2, NCSA is pursuing a number of projects
within the Applications Group. These projects include
efforts in global and regional weather modeling, molecu-
lar dynamics, detonation simulation, galaxy formation
and cosmological clustering, biomedical imaging, and
condensed matter. Community codes and tools arising
from these projects will be made available to the nation-
al research community.
Additionally, a number of NCSA's Industrial Partners
are using the CM-2 and interest in its use is growing.
11. What kind of user support is in place?
What is planned?
The most immediate need for the advancement of mas-
sively parallel systems is education of the user commu-
nity about computational techniques appropriate for
these systems. Increased access, in-house knowledge,
and experience, will benefit users who will draw upon
these resources when they move applications to the
CM-2 and similar systems.
User support, consulting, and maintenance are pro-
vided by a team composed ofNCSA and Thinking
Machines Corporation staff members. In-depth consult-
ing on data parallel algorithms and CM-2 programming
is provided by Stephen Saroff, an on-site applications
scientist employed by TMC and assigned to NCSA. Send
electronic mail to cm-help@cmsun .ncsa .uiuc .edu for
obtaining assistance. This consulting service is separate
from that provided by NCSAs Consulting Office (CO).
Email sent to cm-help will be answered by the NCSA
Parallel Processing Group or directed to Saroff. When
the need arises, Saroff will refer problems to software
developers at TMC.
12. What kind of training would I need to use
the CM-2? How do I get it?
Because using the Connection Machine system is not
(usually) a matter of "porting" a code to a different
machine, new users should become familiar with the
architecture of the CM-2 and the supported languages
and libraries (CM Fortran, C*, *Lisp, Paris). Additional-
ly, many users find it instructive to examine some sim-
ple data-parallel algorithms.
NCSA has offered a number of workshops centered
around the CM-2 system and intends to continue to offer
these sessions from time to time. Workshops have been
taught by a combination of staff from NCSA, Thinking
Machines, and Northeast Parallel Architectures Center
(NPAC) (see page 9 of this issue for an example). For
information about future courses, contact NCSA's
Training Program [see NCSA contacts, page 15].
Thinking Machines Corporation holds regular classes
to address the use of the CM-2. These classes are held
at TMC headquarters in Cambridge, MA, and they are
often taught by software developers. Classes are usually
1 week and are targeted towards different aspects of
the CM-2 or to different types of users. Contact Mary
Jo Sanna at (617) 876-1111 or by email at
mary jo@think . com for complete information about
TMC's courses.
13. Are CM-2 documents and technical re-
ports available? If so, how do I get them?
Thinking Machines offers a complete set of documenta-
tion for the CM-2. By sending email to documentation-
ordergthink . com, these documents may be ordered
from TMC. Some manuals are available at bulk prices.
TMC technical reports are available from NCSA. For a
Questions and answers continued on page 6
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current list of documents and technical reports together
with ordering information, see the most recent NCSA
Technical Resources Catalog.
An online version of TMC's User Guide in the directo-
ry /cmsoft/doc/UserGuide-6 . is available to re-
searchers who have accounts on the NCSA CM-2.
As with all questions about the CM-2 system, you can
send email to cm-help@cmsun.ncsa.uiuc.edu if you
have any questions about CM-2 documentation. The File
/cmsoft/doc/ncsa/using-ncsa-cm allows users who
have just received an account on the system to find a
brief introduction to using the CM-2 at NCSA.
14. I've heard that there is little software
for the CM-2. If true, what is being done to
benefit potential users?
Because the CM-2 system is relatively new and its
programming model is very different from the serial, or
vector, approach of the Cray systems, there is a much
smaller third-party body of applications for the CM-2.
However, there is a growing body of applications and
libraries available from Thinking Machines and the
Connection Machine national community. As mentioned
previously, the Connection Machine Scientific Subrou-
tine Library is a good example of efforts to bring stan-
dardized software to the CM-2 environment. TMC is also
continually expanding the available graphics libraries to
allow easy access to graphic display either to the frame
buffer or an X-Windows server. TMC is also increasing
I/O capabilities of the CM-2 through HiPPI (High
Performance Parallel Interface).
CM-Lights, the Connection Machine national user
group, maintains a library of user-contributed software
at the Naval Research Laboratory (NRL). A copy of this
library is kept on the NCSA CM-2 front-ends in the
directory /cmsoft/CM-Lights and is an excellent
resource for new users of the CM-2 systems, both for
coding examples and useful routines. NCSA welcomes
software submissions from CM-2 users, which will be
forwarded to CM-Lights.
Delany Enterprises, a third-party vendor, markets
Crystal, a package for scientific visualization targeted
specifically to the CM-2. This is the first commercial
package available for this system.
Emerging companies such as MasPar Computer
Corporation, which also markets massively-parallel
hardware and software, are also participating in the
development of software for SIMD systems. An example
is the recently announced Visualization Workbench.
In 1991, NCSA's Applications Group will be making a
concerted effort to bring user friendly applications to the
CM-2. Currently targeted areas of applications are list-
ed in the answer to question 10 (see page 5).
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Imaging mummification On the CM-2 by John Melchi, Public Information Intern
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Understanding of the ancient ritual
of mummification is being enhanced
by state of the art computer imaging
technology.
NCSA researchers collaborated
with a UIUC interdisciplinary re-
search team to unravel the identity
of a Roman period Egyptian mummy
now on display at the UIUC's World
Heritage Museum. (The mummy
was donated to the museum in
1989J The purpose of the nonde-
structive research was to increase
scientific understanding of the mum-
mification process and to determine
the mummy's age, sex, medical
history, and cause of death. Sarah
Wisseman, assistant director of
Ancient Technologies and Archaeo-
logical Materials at UIUC, coordi-
nated the research.
David Lawrance, NCSA visiting
professor, used NCSA's CRAY-2 and
Connection Machine (CM-2) to con-
struct three-dimensional volumetric
renderings from two-dimensional
computer tomagraphy (CT) scan
"slices" taken at Carle Hospital in
Urbana. The rotating three-dimen-
sional video images provide an in-
depth rendering of the mummy's
head and torso beneath its wrap-
pings. Lawrance says CT scans were
taken from the lower jaw down to
the pelvis at intervals of 5 mm and
of the head at 3 mm intervals. "The
ability to probe the mummy case in
3D provides insight into the tech-
niques and materials used in the
mummification process," Lawrance
says.
NCSA research programmer Clint
Potter wrote a general purpose three-
dimensional and n-dimensional
imaging program called VIEWIT
which ran on the CRAY-2 system
and allowed Lawrance to reconstruct
three-dimensional still images.
The CT scanner computer deliv-
ered a set of projections in the form
of numerical data. Those slices
were used to construct a three-
dimensional data model from which
two-dimensional projections using
volumetric rendering techniques
Imaging continued on page 16
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Connection Machine masters by William Dwyer, Graduate Assistant Writer,
Publications Group
Many NCSA users took advantage of
the Connection Machine (CM-2)
friendly user period from February
through September last year to
make use of the CM-2's benefits of
massively parallel computing. Many
of those same users were the first to
sign up for the CM-2's first full
month of production in October. A
sampling of some of those users and
what they have been doing follows.
Klaus Schulten, UIUC physics
professor and head of the Theoreti-
cal Biophysics Group at the Beck-
man Institute [see access, March
1990], used the Connection Machine
for two studies in biological vision.
Together with Andreas Winde-
muth of his group, Schulten devel-
oped a molecular dynamics program
in C, portable to many machines.
The program resides on the Sun-4
front-end and uses the CM-2 for the
most computer-intensive calcula-
tions. Schulten and Windemuth
collaborate with Thinking Machines
to continue optimization of the pro-
gram and to make it available to
other users.
Schulten and coworkers employ
the program to study bacteriorho-
dopsin, a protein of the family of
retinal proteins used as light recep-
tors in vision. From available data,
the program completed the structure
of the protein and explained its
spectral properties as well as its
extremely fast (less than 10-12)
phototransformation. "We hope to
understand light reception in vision
at the electronic and atomic level,"
Schulten says.
Schulten's other project with
group-member Klaus Obermayer,
published recently in the Proceed-
ings of the National Academy of
Sciences, studies how images seen
by the eyes are presented as neural
excitation patterns in the brain. The
calculations generate so-called brain
maps, simulating how neural con-
nections between eyes and cortex
are altered by visual experience.
The maps generated are viewed on
the frame buffer of the CM-2 and
matched to those observed in cat
brains by Gary Blasdel at Harvard
Medical School, with whom the
group collaborates. "The simulations
taught us how to interpret the neu-
robiological data. We believe we
understand better how and why the
brain chooses its representation of
visual images," says Schulten. In his
program, each of the CM-2 proces-
sors represents two brain neurons
and their 2,000 connections to the
eyes' retinas, together with several
hundred thousand dynamical vari-
ables. "This particular project could
not have been done on any other
computer," states Schulten.
UIUC physicist Henry Wyld
used the CM-2 for lattice quantum
chromodynamics simulations em-
ploying a hybrid Monte Carlo fermi-
on algorithm on a large, 163 x 8,
lattice. Wyld had hoped to contrib-
ute to the MTC (Mass Critical Tem-
perature) international collaboration
effort, but he is waiting for larger
memory and bigger word capacity
to make the CM-2 competitive. (The
MTC group has used 15,000 hours on
the CRAY Y-MP system at Hoech-
stleistungsrechenzentrum, or HLRZ,
Germany's national supercomputing
center.)
UIUC physics professor John
Kogut is using the CM-2 for a lat-
tice involving quantum chromody-
namics (QCD). He does computer
simulations employing lattice gauge
theory, a version of relativistic quan-
tum field theories. His goal is to
show that QCD is the correct theory
describing elementary particles, an
effort that requires the computer to
match theory with experimental
results.
"It's a very ambitious program
that tries to derive all the properties
of nuclear matter from first princi-
ples," he says. "Although it's a com-
puter simulation program, it has no
fudge factors."
With the CM-2, Kogut expects to
get up to 1,048,576 lattice points,
which will allow sufficient continu-
um space-time resolution for simula-
tions of particles such as pions and
protons. Kogut explains that to get
the best approximate space-time, the
lattice must be "as fine a mesh as
possible." He will then be able to
probe the underlying quark-gluon
dynamics of these elementary parti-
Schematic view of the structure of bac-
teriorhodopsin generated in part on the
CM-2 at NCSA. (Courtesy of Klause
Schulten and Andreas Windemuth.)
cles. He says that such algorithms
are "fully attuned" to the CM-2 be-
cause of the complete parallelization
possible.
Robert Geiger of Motorola, Inc.,
has been working to migrate a finite-
difference program from the CRAY-2
system to the CM-2. "It's just an im-
mensely data-intensive program," he
explains, adding that the CM-2 is
"just so well suited to that type of
code."
Clint Potter and the NCSA
Biomedical Imaging Group work
primarily with volume rendering,
or visualization. "Given a dataset of
three dimensions or more, we create
a new dataset which can be display-
ed on any frame buffer, SGI, or Sun,"
Potter states. Their work allows
users to rotate their data cubes cre-
ating "movies" of their data. NCSA
research programmer Rachael
CM-2 masters continued on page 8
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CM-2 masters continued from page 7
Brady explains that users also control the opacity of
their images by making the data more transparent.
Users also control an erode function that serves to re-
move the outer layers of data entirely to expose what
lies underneath. Brady explains that the CM-2 is about
five or six times faster than the CRAY-2 system for such
imaging.
Potter's group has created "movies" of such datasets
as three-dimensional nuclear magnetic resonance (NMR)
microscopy of human brain tissue, three-dimensional
NMR images of a mummy's head, a rat's head, and a
corn kernel. They have also made movies of severe storm
simulations, plasma jet from radio galaxies simulation,
and a three-dimensional image of chromosomes in the
nucleus of a cell from an electron microscope section.
Former NCSA computer consultant Diane Cook,
who now teaches computer science at the University of
South Florida, studies analogical planning, which "offers
a method for constructing solutions to problems in a new
and unfamiliar domain." For example, a programmer
rarely develops his/her code from scratch. Instead, anal-
ogies are used to pull ideas and pieces from codes written
in the past that are then modified to fit the peculiarities
of the current goal. Cook says the CM-2 changes analogi-
cal planning from an "interesting, intractable algorithm"
into an "efficient, practical approach" to such problem
solving.
Cook has also used a version of perceptron on the
CM-2. Perceptron, a simple, single-layer neural network,
was invented by Frank Rosenblatt. She comments that
"because the calculations of the network's output and
adjustment of the nodes' weights is done in parallel, the
time complexity of the training algorithm improves dra-
matically."
Cook and NCSA Graphics Specialist Mike Krogh are
also working with volume visualization techniques to
improve three-dimensional images of anatomical and
abstract regions for medical and scientific users. Volume
visualization takes data from computed tomography,
magnetic resonance scanners, and applications in finite-
element analysis, computational fluid dynamics, and
molecular modeling. They work with algorithms called
"marching cubes" and "dividing cubes" that isolate
objects from volume data by extracting data one cube
at a time. Performance on large datasets was "painfully
slow" prior to parallelization by distributing cubes
across CM-2 processor sets.
Numerical computation of turbulence covers the
general area of Surya Pratap Vanka's research effort.
Vanka, UIUC associate professor of mechanical and in-
dustrial engineering, works specifically with algorithms
for large-eddy simulations. He says it took about 11 to
12 hours to run the simulation on a single-processor
CRAY-2 for one-quarter million nodes and about 20,000
time integrations. Vanka has already reduced the com-
puter time by a factor of two and a half using a 32K
CM-2. "We believe that, by restructuring our current
algorithms and using the 64K CM-2," he says, "it may be
possible to obtain a speedup of up to a factor of ten over
a single-processor CRAY-2."
David Onstad, UIUC professor of agricultural ento-
mology, is using the CM-2 to simulate the increase and
Image of UIUC's Egyptian mummy gener-
ated via volume rendering on NCSA's
CM-2. (Courtesy of David Lawrance and
Clint Potter.)
spread of a hypothetical plant pathogen in a plant popu-
lation. The model is simulated over 8,192 sites—thus,
each site is modeled on each processor. He used this
model to challenge several basic concepts in plant epide-
miology that deal with long-term persistence of the
pathogen and the asymptotic disease level in the plant
population. The study showed that traditional theories
that do not consider spatial heterogeneity and limited
host density (which Onstad's models did) are unrealistic.
Tanya Sienko, UIUC graduate teaching assistant in
physics, has been using Monte Carlo techniques on the
CM-2 to investigate a predicted phase transition in one
of many condensed matter systems. "My system is liter-
ally reproduced (on the CM-2)," Sieko says, "and I can
determine local neighborhoods simply by using the shift-
ing functions rather than having to set up the circular
wrappings by hand, as I do on the CRAY system." She
says the results of such work have relevance to the
compact quantum electrodynamics theory, the discrete
Gaussian model, and condensed matter systems that
can be described by strong coupling.
NCSA research scientist David Ceperley proposes
to use the CM-2 for a simulation of the coupled dynamics
of electronic wave functions and classical ionic motion
using a first principles molecular dynamics method re-
cently developed by R. Car and M. Parrinello of the
University of Trieste. Ceperley, UIUC associate profes-
sor of physics, says this method has revolutionized the
ability to perform simulations of materials such as amor-
phous silicon. According to Ceperley, the CM-2's 64-bit
floating-point units are "a necessity" for performing the
matrix multiplications steps and the orthogonalization
CM-2 masters continued on page 16
HPC'S role in education: Workshop at NCSA by Kathleen Robinson, Science Writer
"The school system is in step with a
society that no longer exists," stated
Nora Sabelli, NCSA senior research
scientist, as she opened the NSF-
sponsored workshop on ways to
increase the role of high-performance
computing (HPC) at all levels of
education [see access, September-
October, 1990]. The workshop—the
third stage in a series of activities
designed to leverage support for
science literacy across a range of
agencies, directorates, and state
organizations—brought together an
invited panel from a range of constit-
uencies across the nation. Together
at NCSA for three days, they brain-
stormed to formulate recommenda-
tions for action at the national and
regional levels.
A theme that emerged during the
workshop was the interconnectivity
of all the issues discussed—network
access, HPC, science literacy, compu-
tational science education, teacher
education, and support. Not one of
these issues could be discussed with-
out raising at least some of the other
issues; also, changes proposed for
any one issue affect the others.
Among their many recommenda-
tions, some that the panel members
felt were most pressing are briefly
outlined here (their order does not
imply a ranking).
Emerging themes
• focal point for change is teachers
• need for curriculum and materials
development in computational
science at all levels
• universal access to HPC and other
network resources can substan-
tially increase the numbers of
people involved in math and
science
• there is a need for interplay and
partnerships among the diverse
constituencies for science and
education
Model projects: criteria for
selection
• capacity to generate excitement
• generate academic interest where
it did not exist before
• increased educational benefits
• academic acceptance and
performance of students
• interdisciplinary
• participants receive recognition
• replicability—can it be done
elsewhere?
• scalability for widespread use
• subject-specific projects
A final report from the workshop
will be submitted to NSF in March
and will be available for general dis-
tribution. If you would like to partic-
ipate in an electronic mail exchange
to discuss the recommendations,
send your address to Education
Program [see NCSA Contacts,
page 15]. A
Connection Machine training by Janice Knapp-Cordes, Assistant Training Coordinator,
Training Program
A week-long training course on the
Connection Machine, October 8-12,
1990, was a collaboration between
NCSA and the Northeast Parallel
Architectures Center (NPAC) at
Syracuse University. Held at
NCSA's training facility in the
Computing Applications Building,
the course was aimed at new users
and designed to give them back-
ground knowledge of the Connection
Machine and sophis-ticated pro-
gramming skills in using this
massively parallel system.
The new version of C* was also
taught. Recently installed on the
Connection Machine at NCSA, C*
enables users to express parallel
algorithms in a more convenient
language than C/Paris. The new
C* compiler produces more efficient
code than its predecessor.
A mixture of lectures and labs
was used that participants found
to be a very good balance. Attendees
were researchers from disciplines
ranging from mechanical engineer-
ing and computer science to business
and forestry.
Expert staff members from NPAC,
Nancy McCracken and Bill O'Farrell,
were the instructors. They were
joined by Diane Cook (former NCSA
consultant now teaching computer
science at the University of South
Florida), Rick Kufrin (NCSA's
parallel processing team leader),
and Stephen Saroff (applications
engineer of Thinking Machines).
NCSA is very pleased with the
synergy developed in this collabora-
tive effort with NPAC. The attend-
ees also agreed in their assessments:
"Rewarding" and "Best (training
session) I've ever attended!" were
some of the comments received.
Future dates for Connection
Machine training are March 18-22
and July 15-19, 1991. Advanced
training on the Connection Machine
is planned for November 11-15,
1991. (NOTE: These dates are sub-
ject to change.)
For more information on training
or for details on registration, please
contact Karen Gobble at (217) 244-
4198 or kgobble@ncsa.uiuc.edu
(Internet). A
New affiliate
Wartburg College
Kimball Clark
222 9th Street NW
Waverly, IA 50677-1003
(319) 352-8360
ul0399@u2.ncsa.uiuc.edu
For further information about
NCSA's Affiliates Program,
contact the Academic Affiliates
Program or the Scientific
Institute Affiliates Program
[see NCSA contacts, page 15].
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In order for U.S. businesses to remain competitive in
today's world markets, it is crucial that our nationally
recognized universities become actively involved in
transferring leading-edge technologies to these busi-
nesses. NCSA has been doing this for 5 years through its
Industrial Program. Recently, NCSA extended its efforts
to small- and medium-sized businesses in Illinois.
NCSA is a coprincipal investigator in Compute
ILLINOIS!, a consortium proposal which received
funding from the Illinois Department of Commerce
and Community Affairs in April 1990. The goal of this
consortium—composed of the University of Illinois at
Chicago (UIC), Argonne National Laboratory, and
NCSA—is to transfer high-performance computing tech-
nologies to small- and medium-sized businesses in the
state. NCSA's portion of the Compute ILLINOIS! grant
is currently being used to work with the Effingham
Computing Consortium (ECC) of Effingham, IL.
The ECC was established by Effingham's civic and
business leaders, with the goal of stimulating economic
development in their community by introducing existing
businesses to high-performance computing and provid-
ing an environment that would induce new businesses
to locate in the area. The ECC currently has five mem-
ber businesses, which have contributed over $65,000 to
the consortium. Members include World Color Press;
Bonutti Orthopedic Services; Midco International;
Agracel, Inc.; and the City of Effingham. In addition,
four other businesses in Effingham and two in nearby
communities have expressed a strong interest in joining
the consortium.
Sharpening the competitive edge
This year NCSA's primary goal is to increase competi-
tiveness and productivity for these businesses by giving
them access to high-performance computational and
visualization tools that will assist them in both the
research and development process, as well as in produc-
tion. To achieve success with this type of technology
transfer, NCSA is providing the businesses with two key
elements: education and training, as well as one-on-one
consulting services. In order to be able to take full
advantage of NCSA's high-performance computing
services, the businesses first need an understanding
of computing tools and how they can be used. Then, one-
on-one consulting services can help them utilize these
tools in their businesses.
NCSA has begun an extensive training program for
the Effingham businesses. The most recent training ses-
sion was a 1-day "Introduction to Computing" in which
20 participants were able to log on to a Cray supercom-
puter and complete a short lab. The main purpose of
this session was to expose the businesses to high-
performance computing and the types of problems that
can be solved using these techniques. In addition, each
participant had the opportunity to discuss their applica-
tions problems with NCSA staff members.
Solving problems
Another focus of the program is on solving applications
problems. The goal is not simply to solve problems for
businesses. NCSA's goal is to help businesses find solu-
tions for problems and show them the methods used so
that in the future, they can solve problems for them-
selves. Several potential projects have been identified,
and NCSA has begun work on projects with two busi-
nesses in the consortium—World Color Press and
Bonutti Orthopedic Services.
The World Color Press project is led by Fouad Ahmad,
NCSA research scientist, who is also assisting with data
analysis [see access, September-October 1990]. John
Nowak, UIUC assistant professor of mechanical and
industrial engineering and director of the Institute for
Competitive Manufacturing, is the UIUC contact on the
project. Ahmad, David Lawrance (NCSA visiting assis-
tant professor), and Clint Potter (NCSA research pro-
grammer) are assisting Peter Bonutti in modeling
orthopedic and surgical devices and the stress levels
they encounter in the human body.
In the future, NCSA hopes to extend the Compute
ILLINOIS! program to other businesses throughout the
state. Compute ILLINOIS! is a part of NCSA's Computa-
tional Extension (CompEx) Program to take advanced
computing methods to small- and medium-sized busi-
nesses throughout Illinois. A
NCSA awards at Nicograph
NCSA animations won two of seven awards at
Nicograph, the annual computer graphics confer-
ence at Tokyo, Japan, in November 1990.
"Smog: Visualizing the Components," a
scientific visualization of smog in the Los Angeles
basin by Gregory McRae of Carnegie Mellon
University and the Pittsburgh Supercomputing
Center done in collaboration with NCSA's Visual-
ization and Development Group, won the Scien-
tific Computer Graphics Award. [See access,
July-August 1990 for a full description of the
videotape.]
"Venus and Milo," an experimental animation
highlighted with a number of special effects by
Donna Cox's Visualization Experimental Tech-
nologies class, received the Art and Entertain-
ment Computer Graphics Award [see access,
September-October 1990].
NCSA at SuperCOmputing '90 byJarrett Cohen, Public Information Specialist
The Supercomputing '90 conference
drew about 2,000 people to the
New York Hilton November 12-16.
Attendees were provided with ample
opportunity to learn about the latest
developments in high-performance
computing.
NCSA participated in a wide
range of activities at the conference.
These included plenary events, tuto-
rials, papers, research and vendor
exhibits, Birds of a Feather sessions,
and visualization theater.
Plenary events
Among the speakers, pioneering
computer artist Donna Cox pre-
sented "Renaissance Teams, Visual-
ization, and Supercomputing" at
the main banquet. Cox is NCSA's
associate director for Numerical
Laboratory Programs and an associ-
ate professor of art and design at
UIUC.
Cox gave an overview of the histo-
ry of visual representation, taking
the audience from primitive sculp-
tures of c. 30,000 B.C. to contempo-
rary computer images that included
a discussion on the evolution of the
Venus form. Every culture has
evolved a way of representing the
world and the natural forces on
which it depends—the prehistoric
Venuses are a kind of "visualization"
of Nature, just as our complex scien-
tific visualizations are today.
Cox concluded with a presenta-
tion of the Renaissance Experimen-
tal Laboratory (RED class project
"Venus and Milo" [see access,
July-August 1990 and September-
October 1990].
Tutorials
Tutorial 7, entitled "Education and
Technology Transfer: A Training
Program for Scientific Supercomput-
ing Users," was presented by Nora
Sabelli, NCSA senior research sci-
entist; Ann Solem, Documentation
and Training Group leader in Los
Alamos National Laboratory's C
Division; and Steve Roy, program
coordinator of UIC's Supercomputer
Support Office.
This full-day tutorial was aimed
at those involved in the design and
delivery of training and education
programs in supercomputing or
computational science. Speakers dis-
cussed the distinct needs of different
computational scientists: tool build-
ers on one hand and the emerging
numbers of tool users on the other.
They then described a comprehen-
sive education program that helps
transfer high-performance comput-
ing methodology to these two groups.
Tutorial 14, "Desktop Scientific
Visualization," was presented by
Joseph Hardin, manager of
NCSA's Software Tools Group
(STG), and Mike Folk, senior
programmer (STG).
STG creates public domain visu-
alization tools for Apple Macintosh,
Silicon Graphics, X-Windows, and
Microsoft Windows-fitted worksta-
tions. Concentrating on tools for the
Macintosh, Hardin and Folk pro-
vided hands-on instruction on how
to use these tools for research and
presentations. Supercomputing '90
attendees also had the opportunity
to see and interact with the tools at
Cray Research, Inc.'s booth on the
exhibition floor.
Papers
Two papers developed in conjunction
with NCSA staff were presented
during the papers section, "Visual-
ization and Numerical Simulation."
"Quantum Molecular Modeling
with Simulated Annealing—
A
Distributed Processing and Visual-
ization Application" was written by
Detlef Hohl, an NCSA visiting
postdoctoral research associate from
the German National Laboratory
KFA (or Forschunszentrum Jiilich);
Ray Idaszak, formerly Visualization
Services and Development Numeri-
cal Laboratory project leader at
NCSA (now at the North Carolina
Supercomputing Center); and R. O.
Jones, research scientist at KFA.
The collaborators interactively
coupled an ab initio molecular
dynamics simulation on a Cray
Research, Inc. supercomputer with
a three-dimensional visualization of
the molecular structure on a Silicon
Graphics (SGI) server. A live demon-
stration coupling an SGI server in
New York and a CRAY Y-MP super-
computer almost 1,000 miles away
in Minneapolis, MN was part of the
presentation. This demonstration
represents a prototype of distributed
high-performance computing over
networks.
"Computer Simulation of High-
Speed Impact Response of Compos-
ites" was coauthored by Ilhan
Dilber, NCSA industrial consultant,
and investigators Scott Langlie and
Wing Cheng of FMC Corp. (one of
NCSA' s industrial partners). The
joint NCSA-FMC paper described
composite modeling and explained
how images can be produced from a
Cray supercomputer and animated
on a variety of media.
Research exhibits
Two exhibits depicted the use of
massively parallel computer sys-
tems, such as Thinking Machines
Corp.'s Connection Machine, to map
natural phenomena. Among the
users of NCSA's 32K processor
Connection Machine (CM-2) has
been the Theoretical Biophysics
Group at UIUC's Beckman Institute
for Advanced Science and Technolo-
gy. Klaus Obermayer, assistant
research physicist, discussed the
following projects during the Re-
search Exhibits sessions:
"Molecular Dynamics Simulations
on Two Parallel Computers: A
Transputer Systolic Ring and a Con-
nection Machine CM-2." Obermayer
reported on technical aspects of
the transputer, which was built by
the group; implementation on both
systems; and scientific results.
"Computational Neuroscience on
Parallel Supercomputers: Modeling
the Formation of Cortical Maps."
A large-scale neural network (65K
neurons; 50 million adaptive connec-
tions) was modeled on the transput-
er and the CM-2. Again, technical
aspects and results were presented.
(See page 7.)
Birds of a Feather sessions
"High-Performance Computing in
Education" was the title of a Birds of
a Feather meeting arranged to dis-
cuss recommendations. (See the re-
lated article on page 9, "HPC's role
in education: workshop at NCSA.")
Supercomputing '90 continued on
page 12
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Supercomputing '90 continued from page 11
Present were Malvin Kalos, Cornell Theory Center;
Ralph Roskies, Pittsburgh Supercomputing Center;
Tom Weber, NSF; and Larry Smarr, NCSA.
Nora Sabelli was a presenter at the Birds of a
Feather session on "The Relationship of Computational
Science and High Performing Computing in Precollege
Education." Other presenters included John Ziebarth,
University of Alabama at Huntsville; Helen Doerr,
Cornell Theory Center; Larry Lee, North Carolina Com-
puting Center; Julie Swisshelm, Sandia National Labo-
ratory; and Jean Shuler, Lawrence Livermore National
Laboratory. Means for incorporating HPC into computa-
tional science education in undergraduate and graduate
levels across the nation were addressed.
Visualization theater
Several NCSA-developed visualization videos were fea-
tured in two presentations of the Visualization Theater
organized by Maxine Brown, associate director of UIC's
Electronic Visualization Laboratory. Works selected
were "Computational Quantum Chemistry in Catalysis
Research"; "Smog: Visualizing the Components"; and
"Landscape Dynamics of Yellowstone Park: The Role
of Fire, 1690-1990" [see access, July-August and
September-October 1990, for details]. A
SuperQuest 1991
SuperQuest, a national competi-
tion, provides high school stu-
dents and their teachers an
opportunity to explore computa-
tional science. Three or four high
school students and a teacher-
coach make up a SuperQuest
team. Each student submits a
proposed science project that
will be reviewed and scored by a
national panel. Teams with the
highest scores will become the
SuperQuest winners. Winning
teams will be assigned to a Su-
perQuest center where they will
attend a SuperQuest institute in
July 1991. During the following
school year, students will contin-
ue to work on their projects and
receive continued access to the
SuperQuest centers. At the end
of the school year, students will
enter a paper competition for
scholarships and schools will en-
ter a competition for additional
supercomputer time. Participat-
ing students and teachers will
receive stipends.
NCSA is one of four Super-
Quest centers pending approval
of a proposal to NSF by the
Cornell Theory Center. Contact
Karen Gobble [see NCSA Con-
tacts, page 151 for application
booklets.
Ed Masi, executive vice president of Sales and
Marketing at Cray Research, Inc., speaks at
the recent reception honoring NCSA's acquisi-
tion of a CRAY Y-MP/4. (Photo by John Melchi,
Public Information Intern.)
Let's gO to the Videotape! by David Curtis, Associate Director,
Information and Publications Division
NCSA is pleased to announce the
release ofNCSA RealTime, our new
video journal. Our aim is to harness
the power of television to further in-
form readers, users, and the public-
at-large.
NCSA RealTime will feature
video reports on the latest advances
in high-performance computing and
their applications to science, engi-
neering, education, and the arts and
humanities.
Employing a lively magazine
format, each edition ofNCSA Real-
Time will contain four, 6-minute
segments. Total program length
will be about 26 minutes.
NCSA RealTime will be distrib-
uted on videocassette to an initially
limited audience selected from
NCSA's diverse constituencies:
academic and scientific affiliates,
industrial and strategic partners,
vendors, educators, and funding
agencies. We also plan to provide
selected material to the broadcast
media, particularly TV news.
Depending on viewer response and
funding, we hope to expand distribu-
tion later.
Here's a sampling of stories in the
pilot edition:
• A Mummy Unveiled! Ancient
burial secrets unwrapped by 3D
rendering on a Connection
Machine.
• Megabytes to Medicines. How
a major pharmaceutical company,
one of NCSA's industrial partners,
learned the art and science of
supercomputing and took it back
home.
• Seeing Is Believing. The human
factor in scientific visualization.
• Microburst Alert. Near real-
time weather modeling in the
service of airline safety.
Viewer reply cards will be mailed
with each videocassette. We wel-
come your feedback!
For details about the distribution,
see the enclosed flier. A
SES '90 in London by William J. Kaufmann III, Science Writer
About 200 supercomputing enthusi-
asts from around the world gathered
in London to participate in the fifth
international Science and Engineer-
ing on Supercomputers (SES) sym-
posium during mid-October 1990.
Held at the Royal Lancaster Hotel,
the 3-day symposium was sponsored
by Cray Research, Inc. (CRI).
CRI's symposium began with a
talk by Steven Orszag of Princeton
University that focused on spectral
element methods and the direct sim-
ulation of transitional and turbulent
flows. Spectral element methods are
a class of discretization techniques
for partial differential equations in
which the solution to a problem is
constructed from a set of expansion
coefficients, typically Fourier or
polynomial series. Armed with these
techniques, Orszag reported on
recent progress in high-resolution
and large-eddy simulations.
In the second talk, Alan
Dickinson of the UK Meteorological
Office looked at autotasking weather
forecast and climate models. Weath-
er forecasting has long been recog-
nized as an endeavor well-suited to
parallel processing, and Dickinson's
presentation set the stage for later
talks on meteorology and climate
modeling.
One of the most exciting talks
of the first morning was by Ralf
Gruber of Ecole Polytechnique
Federal, Lausanne, Switzerland, on
the new three-dimensional magneto-
hydrodynamic stability code called
TERPSICHORE. For 40 years, phys-
icists have struggled to achieve con-
trolled thermonuclear fusion. The
central difficulty is instability that
rapidly develops in a 100-million de-
gree plasma confined by a magnetic
field. The most popular plasma con-
finement devices today use a toroi-
dal chamber and externally applied
magnetic fields produced by current-
carrying coils. The goal is to design
a confinement geometry
—
perhaps a
racetrack or a figure eight—that will
restrain the plasma for at least 1
second. Given a particular geometry,
TERPSICHORE can investigate the
stability of the resulting plasma con-
figuration. Gruber discussed specific
results from a simulation of the
HELIAS stellarator during which
an overall performance of 1.7 Gflops
was attained on an 8-processor
CRAY Y-MP system.
Moving from physics to medicine,
the next paper dealt with bone
—
a living, structural material that
adjusts its architecture to the loads
to which it is subjected. Throughout
life, bone cells are replaced, and the
growth of new bone can be stimulat-
ed by frequent loading. For instance,
the bone of the upper playing arm
(humerus) of a professional tennis
player is about 30% larger in cross-
section than that of a nonplaying
arm. Addressing these fascinating
properties of bone, Richard Hart of
Tulane University discussed models
of several bones. Standard finite-
element methods were used to model
the bones. Loading consisted of the
application of displacement bound-
ary conditions. A CRAY Y-MP sys-
tem was used to run the ABAQUS
finite-element program to calculate
the resulting strains on the bone.
The viability of these simulations
was dramatically illustrated in a
comparison between a modeled bone
with an actual experiment involving
the bone in the forearm of a sheep.
These methods have application
in the design and implantation of
human artificial joints.
Engineering presentations
Two engineering talks ended the
first morning. Ica Manas- Zloczower,
Case Western Reserve University,
reported on her simulation of a coro-
tating twin screw extruder, a device
that is important in the processing
of polymer compounds and blending.
For instance, manufacturing auto-
mobile tires begins when carbon is
mixed with rubber. Carbon gives
the resulting blend its structural
strength as well as its familiar black
color. By solving the equations for
steady-state, isothermal flow of an
incompressible fluid, Manas-Zloc-
zower studied flow patterns, shear
stresses, and mixing efficiency of
the device.
Ashwini Kumar, North Carolina
State University, described recent
advances in simulating thermal pro-
cessing of foods. To ensure against
public health hazards, an overly
cautious food industry usually over-
processes canned foods, which
degrades the product. To explore
improvements in the sterilizing pro-
cess, a CRAY-2 system was used to
model a can of food exposed to a
temperature of 394 K.
The afternoon sessions included
two papers on air flow. Jaime
Peraire, Imperial College, London,
described a method of discretizing
computational domains of any shape
with unstructured assemblies of tet-
rahedral elements. The numerical
performance of this method was
demonstrated with the simulation
of transonic flow past a jet airplane.
Air flow at lower speeds was investi-
gated by Goro Yamanaka, Mitsubishi
Electric, who modeled an air-
conditioned office. Changes in
ducting, as well as the air inlet angle
at each duct, significantly affected
the system's ability to heat or cool
the room uniformly—an important
tool for architects.
Transportation safety
One of the most dramatic papers of
the symposium was the simulation
of an automobile impact presented
by Aruna Tilakasiri from Ford Motor
Company. In the near future, regu-
lations written by the National
Highway Traffic Safety Administra-
tion will establish maximum allowed
accelerations to which dummies in-
side a stationary car can be subject-
ed during a side impact. Tilakasiri's
simulation included finite-element
dummies—one in the front seat and
one in the rear. The resulting video-
tape was so realistic that the audi-
ence groaned in sympathy as the
dummies were thrown about by the
impact. (During a side impact at 30
miles per hour, your rib cage, spine,
and pelvis are subjected to accelera-
tions of 50 to 100 Gs during the first
60 milliseconds.)
Also in the field of transportation
safety, Wilfried Schuette of Motoren
Turbinen modeled the impact of a
bird on the compressor blades of a
jet aircraft. Such impacts are partic-
ularly troublesome during take-offs
when noise from an accelerating
airplane startles a flock of birds
roosting near the runway. By
SES '90 continued on page 14
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evaluating local stress and strain
on the impacted blade in response
to the birdstrike, mechanical integri-
ty of the blade can be determined.
These matters were followed up by
Mike Lawson of Rolls Royce who
presented a full simulation of an
entire compressor fan assembly dur-
ing a birdstrike. The impacted blade
separates from the assembly and is
promptly struck by the following
blade. The blade separation produc-
es an out-of-balance force and the re-
maining assembly attempts to rotate
about its new center of gravity. Rolls
Royce engineers insist that the
plane keeps on flying.
The second and third days of
the symposium consisted of parallel
sessions. Some of the highlights
included numerical modeling of the
world's oceans by Robert Chervin of
NCAR and the work of two teams
from Germany who simulated the
oceans' response to increased atmo-
spheric carbon dioxide and the
resulting greenhouse effect. These
simulations predict that the surface
waters in tropic regions will experi-
ence the greatest temperature in-
crease, perhaps by as much as 5 C
over the next 50 years.
Medical applications
Papers on the medical applications
of supercomputing included a fasci-
nating discussion of anticancer drug
design by Frederick Hausheer,
University of Texas. A powerful way
of curing cancer was illustrated with
the drug cyclophosphamide. Using a
hierarchy of molecular computa-
tional methods, Hausheer and his
colleagues demonstrated that this
drug produces a strong covalent
crosslink between the two strands
of the DNA molecule of a cancerous
cell. Since the strands are bound
together, the cell cannot reproduce
and simply dies. Similar issues were
discussed by Graham Richards,
Oxford University, who also describ-
ed methods of drug design when
details of the target of the drug are
unknown.
On a different aspect of medicine,
Raleigh Johnson of the University of
Texas showed how supercomputers
can be used to construct detailed
three-dimensional images of internal
organs and tumors from magnetic
resonance imaging (MRI) data. By
collecting and assembling data in
three orthogonal planes, remarkably
detailed pictures can be developed.
Johnson illustrated this technique
with the human heart; approxi-
mately 1 hour of MRI data would
be needed to produce the images of
one complete cycle of a single heart-
beat. A
Ordering information
The brief descriptions given in
this overview hardly do justice
to the excellent presentations
given at SES '90. Anyone inter-
ested in perusing any of these
topics can order a 600-page
book published by CRI, which
contains papers written by
each of the presenters at
SES '90. To order your copy,
send a check for $50.00 to:
Cheryl Dusek
Cray Research, Inc.
655-E Lone Oak Drive
Eagan, MN 55121
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[EDITOR'S NOTE: Brief summaries from the press that
are pertinent to high-performance computing and that
may be of interest to high-performance computing users
follow. This is the first of an ongoing column that will
appear in access on a regular basis.]
Several news organizations, including the
New York Times (11/13/90) and the Wall Street Journal
(11/13/90), report a new effort to explore applica-
tions of massively parallel computing. Fourteen
government and academic institutions known as the
Concurrent Supercomputing Consortium (CSC) an-
nounced their purchase of Intel Corporation's Touch-
stone Delta System, which will be installed next year at
CalTech. The computer laces together 528 of Intel's i860
microprocessors to produce what the company claims is
a peak speed of 32 Gflops. It was built in part with tech-
nology gained from the Defense Advanced Research
Projects Agency (DARPA) and will be used for projects
such as mapping the human genome, simulating global
climate changes, and translating into pictures the
masses of data sent by the Magellan and Galileo space
probes. Other consortium members include NASA, NSF,
several national laboratories, and Purdue University.
The 1991 congressional budget for the Depart-
ments of Defense and Commerce has funded many
projects favored by those who believe the govern-
ment should foster industrial strength, states the
Washington Post (10/30/90). DARPA fared especially
well, having emerged from budget negotiations with a
13% increase over last year, despite the reduction in the
overall Pentagon budget. DARPA's HD (high definition)
system project garnered $75 million, more than double
last year's $30 million and six times the agency's expect-
ed outlay for this year. Strategic computing was allocat-
ed $20 million, aided by congressional support for the
administration-backed program to build a high-speed
national network. DARPA also received $50 million to
fund the "precompetitive technology development" pro-
gram, an industry/government consortium-type effort.
Also benefiting from the congressional emphasis on
consortia was the National Institute of Standards and
Technology (NIST), a unit of the Commerce Department,
which saw its fledgling Advanced Technology Program
boosted from $10 million to $36 million.
HPC News continued on page 16
machine access and information
Anonymous FTP IP address
ftp.ncsa.uiuc.edu (128.174.20.50)
CRAY Y-MP IP address
uy.ncsa.uiuc.edu (141.142.10.50)
CM Sun front-end IP addresses CRAY-2 IP address
cmsunl.ncsa.uiuc.edu (128.174.220.4) u2.ncsa.uiuc.edu (141.142.10.44)
cmsun2.ncsa.uiuc.edu (128.174.220.7)
cmsun3.ncsa.uiuc.edu ( 128. 174.220.8) Dialup access
Cray operations
(217) 244-0710
2400 baud or less—(217) 244-0662
9600 baud—(217) 244-6733
NSF Network Service Center
nnsc@nnsc.nsf.net
general information and programs
Academic Affiliates Program
Dave McWilliams
(217) 244-1100 or (217) 244-0640
affiliat@ncsagate (BITNET)
affiliat@ncsa.uiuc.edu (Internet)
Academic Program/Client
Relations
Scott Lathrop
(217) 244-1099
ul3006@ncsagate (BITNET)
slathrop@ncsa.uiuc.edu (Internet)
Accounts/Client Administration/
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Imaging continued from, page 6 CM-2 masters continued from page 8
of the electronic potentials. "Many large-scale computational problems in
condensed matter physics can benefit from massively parallel machines,"
Ceperley says. "In the future, such calculations will be crucial in understand-
ing the properties of new materials."
John Heller, senior scientist in the Petroleum Recovery Research Center
at the New Mexico Institute of Mining and Technology, plans to use the
CM-2 for studying the heterogeneity of petroleum reservoirs. "We're hoping
to set up guidelines with which people can be more quantitative," he says.
were made. "What we are attempt-
ing to do is build an environment
that will not only help us visualize
and analyze these datasets, but also
determine how we can integrate
these instruments with high-perfor-
mance computing environments,"
Potter says.
Rachael Brady, NCSA research
programmer, augmented the
VIEWIT software program to run
on the CM-2 and used the three-
dimensional still images to create
three-dimensional video images.
Researchers discovered the
embalming procedure was typical of
the Roman period in that the brain,
heart and lungs were left in the
body, says Barbara Bohen, World
Heritage Museum director. In the
high pharaonic period, Egyptian
funerary priests removed the brain,
heart, liver, lungs and intestines,
placing each organ in a canopic vase
with a stone lid. Each vessel was
dedicated to an Egyptian god and
remained in the burial chamber.
The presence of organs inside the
mummy reveals modifications in
the mummification process over the
centuries as Egyptian religion and
culture was dominated by others.
Bohen says the mummy is a pre-
adolescent youth 7 to 9 years old
data link contents
• Helpful tips and hot topics
• Using CFS to improve vectoriza-
tion
• Software for the Connection
Machine
• Graphics applications updated on
Cray systems
• BCS math library updated
• New library—BCSEXT—installed
• LAS02 Eigensolver installed at
NCSA
• NAG library updated
• Online documentation for NAG
• POSSOL—a newly installed PDE
solver
• SLAM simulation language is
updated
To order a copy of the current issue
of data link, contact Documenta-
tion Orders by phone at (217)
244-4130 or by electronic mail at
docorder@ncsagate (BITNET) or
docorder@ncsa.uiuc.edu (Internet).
who died of unknown causes around
100 A.D. during the Roman occupa-
tion of Egypt. Linda Klepinger,
UIUC associate professor of anthro-
pology, says the presence of adult
molars beneath the baby teeth re-
veals the mummy was immature.
In addition, x-ray images reveal the
mummy rests on a cedar board with-
in its wrappings, says Lawrance.
The board, also considered typical of
the Roman period, came from cedar
forests native to Northern Africa.
The mummy was donated to the
World Heritage Museum in 1989.
Since August, an NCSA video-
crew has followed this story from
museum, to clinic, to supercomputer
which will be revealed in the first
edition of the video journal, NCSA
RealTime. (See page 12.)
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HPC News continued from page 15
IBM, MCI, and Merit (a con-
sortium of Michigan universities)
have combined their resources
in a nonprofit corporation that
will provide networking services
to researchers at universities,
federal laboratories, and private
research facilities, Supercomput-
ing Review (November 1990) reports.
Advanced Network and Services, Inc.
(ANS) was started with $5 million
each from IBM and MCI and will
initially complement the NSFNET
backbone, providing services to those
who do not get NSF funding. ANS
wants to prove its capability for de-
veloping and running high-capacity
networks, and hopes to take over
running the NSFNET (now done
by Merit) if the $1.5 billion HPC
Program passes Congress. A
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We find ourselves in a bewildering world. We want to make sense of
what we see around us and to ask: What is the nature of the universe?
What is our place in it and where did it and we come from?
Why is it the way it is?
—Stephen W. Hawking, A BriefHistory of Time
Computational physics at NCSA
"In the current global economy, a nation's competitive-
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NCSA—one of four NSF-sponsored high-performance
computing centers—is participating in the effort to
position the U.S. at the forefront of economic competi-
tiveness in the next century. One aspect of NCSA's
impetus for the future lies in generating new knowledge
with the aid of its supercomputers and facilities.
Computational physics, sometimes called "the third
branch of physics" (see page 6), is a prominent new
knowledge base at the center that is the focus of this
issue of access. Indeed, computational physicists are
the heaviest users ofNCSA (see page 10).
Computational physics may be subdivided into three
main areas of interest: general
relativity, materials science,
and subatomic physics.
Although innovative methods
and techniques are practiced
by researchers in these
areas—especially in
juxtaposition to high-perfor-
mance computing and communi-
cations—their goals of discovery may be as
old as time itself: to "make sense" of their world.
—Fran Bond, Editor
Geometry of a phosphorus (P
g
) molecule.
Contrary to decade-long knowledge, this
basket-like structure is much favored over the
traditional cube configuration. (Still from a
graphical user interface developed by D. Hohl
and R. Idaszak described on page 7.)
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We find ourselves in a bewildering world. We want to make sense of
what we see around us and to ask: What is the nature of the universe?
What is our place in it and where did it and we come from?
Why is it the way it is?
—Stephen W. Hawking, A BriefHistory of Time
Computational physics at NCSA
"In the current global economy, a nation's competitive-
ness is highly dependent on the generation and applica-
tion of new knowledge, as well as on a technically trained
workforce and scientifically literate public. NSF's role
in supporting science and engineering research and
education has become critical to America's competitive
position in the world economy of the twenty-first
century," Frederick M. Bernthal,
acting director of NSF, said
recently (as quoted in President
Bush's press release announc-
ing the president's request for
FY 1992 funding for NSF).
The same press release
noted that monies allocated for
research into next-generation
materials and processing methods to
advance research in semiconductors, ceramics, and
biomolecular materials plus the development of detec-
tors which would verify the existence of black holes and
gravitational waves are figured into the FY 1992 budget.
NCSA—one of four NSF-sponsored high-performance
computing centers—is participating in the effort to
position the U.S. at the forefront of economic competi-
tiveness in the next century. One aspect of NCSA's
impetus for the future lies in generating new knowledge
with the aid of its supercomputers and facilities.
Computational physics, sometimes called "the third
branch of physics" (see page 6), is a prominent new
knowledge base at the center that is the focus of this
issue of access. Indeed, computational physicists are
the heaviest users ofNCSA (see page 10).
Computational physics may be subdivided into three
main areas of interest: general
relativity, materials science,
and subatomic physics.
Although innovative methods
and techniques are practiced
by researchers in these
areas—especially in
juxtaposition to high-perfor-
mance computing and communi-
cations—their goals of discovery may be as
old as time itself: to "make sense" of their world.
—Fran Bond, Editor A
Geometry of a phosphorus (P
g
) molecule.
Contrary to decade-long knowledge, this
basket-like structure is much favored over the
traditional cube configuration. (Still from a
graphical user interface developed by D. Hohl
and R. Idaszak described on page 7.)
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General relativity at NCSA by Randall Graham, Science Writer
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In 1916 Albert Einstein completed a
project aimed at developing a new
theory of gravitation that is now
known as the general theory of rela-
tivity. Its math is so lengthy and
complex that no general solution to
Einstein's equations has been found.
Physicists are now tackling those
equations with supercomputers. "Al-
most all of the interesting pen and
paper solutions to Einstein's equa-
tions were obtained long ago," says
Charles Evans, assistant professor
of physics and astronomy at the Uni-
versity of North Carolina, Chapel
Hill. "The only way to make progress
now is with numerical relativity."
Numerical relativity is a means of
constructing solutions to Einstein's
equations by translating analytical
and theoretical expressions into
numerical form, and solving those
equations with the use of supercom-
puters. Evans, a member of NCSA's
Advisory Board, is one of a number
of physicists around the United
States who tap NCSA's high-
performance computing resources
for this purpose.
There are two branches of general
relativity with immediate astrophys-
ical applications: stellar systems
which involves the study of individu-
al or isolated celestial objects (stars,
galaxies, pulsars, black holes, etc.)
and cosmology or the study of the
origin of the universe, its large-scale
structures, and the space-time rela-
tionships of those structures.
Many in general relativity work
in both cosmology and stellar
systems. In fact, with less than
50 numerical relativists worldwide
by NCSA research scientist David
Hobill's estimate, everyone knows
what the others are doing [see ac-
cess, July-August 1988]. Recently a
number of researchers across North
America formed a loose collaboration
dedicated to the sharing of informa-
tion, techniques, and codes in order
to speed the development of numeri-
cal relativity. The participants met
last November in Austin, TX and
will be meeting again this May in
Toronto, Canada to continue their
discussions. This group's goal is to
create a number of community codes
capable of solving a wide variety of
outstanding astrophysical problems.
Gravity: an elusive prize
General relativity is considered to
be the most complete description of
the gravitational field yet available,
and many properties of the Einstein
equations remain to be discovered.
The challenge is to verify the differ-
ences of Einstein's gravity over
Newton's.
Einstein saw gravity as a proper-
ty of space-time rather than a force
and went on to predict the existence
of gravitational waves rippling
through space, much as waves ripple
through a pond. Physicists have
been trying for decades to verify this
through experiment.
"It's the last major test of general
relativity," says Ed Seidel, postdoc-
toral research associate at NCSA.
"Once we measure gravitational
waves, it will convince the world
that Einstein's theory is correct."
Seidel is currently working with the
NCSA gravitation group [see access,
April 1990] and two other postdoc-
toral researchers, Andrew Abrahams
and Greg Cook, both at Cornell Uni-
versity, on projects that are helping
us understand the nature of gravita-
tional radiation from dynamic black
holes.
Modeling stars and the
universe
"When a star uses up its fuel and
collapses, material falls inward,
compresses to high density, and
rebounds. The rebounding material
creates a shock wave that moves
outward and passes through the rest
of the star" says Evans, whose work
involves modeling stellar collapse
and collisions on NCSA's CRAY-2
and CRAY Y-MP supercomputing
systems. "This causes an enormous
explosion that blasts away more
than 90% of the star and may send a
gravitational wave rippling through
space-time. Depending on the initial
mass of the star, the remnant will
compress into either a neutron star
or a black hole. Besides the impor-
tant issue of understanding the
supernova, some of us are interested
in modeling the gravitational wave
burst produced by such events as
this."
Seidel, using different methods,
has also been working on the gener-
ation of gravitational radiation from
collapsing star systems.
Gravitational wave
observatory
There is good reason why no one has
detected gravitational waves. "Com-
pared to the other fields at work in
the universe, gravity is very weak,"
says Hobill. "Gravitational waves
strong enough to detect will likely
come from cataclysmic astrophysical
events, such as exploding stars or
collisions of compact objects. Even
these events cause such a minor
ripple in space-time that our instru-
ment will have to detect a movement
of one one-millionth of a nuclear
radius over one meter. But we have
the technology to build such a de-
vice, and it's expected that one will
be operational in 5 to 10 years. It's
known as the LIGO, which stands
for Laser Interferometer Gravita-
tional Wave Observatory." One of
the goals of numerical relativity is
to build a catalog of gravitational
wave signatures for a wide range of
astrophysical events. This will help
LIGO's developers determine what
frequencies and amplitudes the in-
strument must detect. Once LIGO is
operational, the catalog should help
observers determine the source of a
detected wave. But the catalog may
be as difficult to build as the LIGO.
[Editor's Note: During newsletter
production, President Bush's budget
request for NSF for FY 1992 was
announced. The proposal included a
request for $23.5 million to begin
construction of twin, widely separat-
ed detectors to observe gravitational
waves. Similar instruments are
being planned by European groups.]
Multiple variables
Numerical relativity is a young field;
its paths are uncharted. "One prob-
lem is in translating from the ana-
lytical and theoretical domain into
the numerical domain," says Richard
Matzner, director of the Center for
Relativity and professor of physics at
the University of Texas-Austin, an
NCSA affiliate institution. Matzner
writes all his own code and is work-
ing on collisions of binary black
holes, a project similar to those be-
ing done by Hobill and Evans. 'You
have to develop a method to check
yourself so that you don't write a
flawed code. One way is with test
problems. Pick a problem that can
be solved analytically and compare
those results with solutions obtained
from your numerical code. Another
method is to deliberately put in
an error and observe its behavior
within the code. Does it grow? Is it
smoothed out? Can the code be opti-
mized to smooth it out? It's a very
lengthy process."
Hobill points out other difficul-
ties. "The equations of general rela-
tivity are very complex and require a
large number of dynamic variables.
In general relativity, the background
space-time is not only warped by the
presence of matter but is dynamic as
well. You must always solve for the
geometry as well as for the fields.
That makes the problem more com-
plicated than others in computation-
al physics."
In order to deal with the compli-
cated mathematics involved in trans-
lating the Einstein equations into
numerical form, symbolic manipula-
tion packages are being developed
at NCSA to not only derive the equa-
tions but also to write the numerical
codes.
Astrophysics of black holes
In some situations, matter contrib-
utes weakly to the curvature of
space-time, and one may assume
that a fluid flows on a fixed but
warped space-time background. In
the case of charged matter falling
into a black hole, John Hawley (as-
sistant professor of astronomy at the
University of Virginia) has added
Maxwell's equations for electrody-
namics to the hydrodynamic equa-
tions to study the behavior of charged
astrophysical plasmas as they ac-
crete onto a black hole. Such pro-
cesses may well power radio galaxies
and form astrophysical jets. "With
the arrival of the national supercom-
puting centers and the availability
of machines with substantial speed
and memory, large-scale, high-reso-
lution general relativistic magneto-
hydrodynamic simulations have
become practical," says Hawley.
Cosmology
A number ofNCSA users are cur-
rently trying to understand the evo-
lution of the universe as a whole.
Joan Centrella (associate professor
Plot of the rate at which clocks keep time in a space-time composed of
two black holes. It may be used to determine the location of the holes
just before they undergo a head-on collision. Close to and inside the black
holes, the gravitational field is so large that time essentially stops. The
diagram represents only one-half of the region of interest. (Research by
D. Bernstein, D. Hobill, E. Seidel, and L. Smarr at NCSA)
of physics and atmospheric sciences)
and her collaborators at Drexel Uni-
versity in Philadelphia have recently
been studying the changes that
occur in the ambient temperature of
the universe as a result of the forma-
tion of large-scale structures. The
changes are very small but efforts
are now underway to measure them
in order to determine which theories
of galaxy clustering may be correct.
Peter Anninos, a postdoctoral re-
searcher at the University of Texas,
has been working on the formation
of structure in the universe with
both Centrella and Matzner. In par-
ticular, he has been interested in the
nonlinear behavior of the Einstein
equations as they apply to the early
universe. His work has demonstrat-
ed the existence of chaotic behavior
and solitons for different cosmologi-
cal models.
Similar work has been performed
independently at NCSA by Hobill
and by Beverly Berger, professor of
physics at Oakland University in
Rochester, MI. Berger's methodolo-
gies involve the use of Monte Carlo
techniques to solve problems in
quantum gravity. Her work has put
her at the forefront of a small, but
active, international network of
scientists interested in the chaotic
behavior of general relativity.
Matzner's work on large-scale
structures in the universe also in-
volves nuclear physics. "I'm studying
the cosmic nucleosynthesis of hydro-
gen, helium-3, helium-4, and lithi-
um. By studying the distribution of
light nuclei in the universe, I hope
to perform a direct test of the stan-
dard big bang calculations." Matzner
has been working with another
physicist, Hannu Kurki-Suonio at
Lawrence Livermore National
Laboratory. Their goal is to further
isolate the initial conditions respon-
sible for the universe.
The grand challenges
The overall goal of numerical rela-
tivity is to construct codes that will
explore the behavior of all four space-
time dimensions and their interac-
tions with realistic material sources.
This will mean solving the Einstein
equations in their most general form
and will require a large interdiscipli-
nary collaboration of scientists with
expertise in relativisitic astrophys-
ics, numerical and symbolic meth-
ods, computer architectures, data
analysis, and scientific visualization.
The creation of an accurate cata-
log of gravitational wave signatures
will likely require computers a
thousand times more powerful than
those that we have at the present
time; however, some problems in
cosmology may only need five to ten
times the current computing power
for their solution. "Given that we
do not understand strong dynamical
gravitational fields very well," says
Hobill, "the new generation of nu-
merical relativity codes should
provide us with some interesting
surprises." A
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Designing new materials via materials science by William Dwyer,
Graduate Assistant Writer
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The ancients worked with materials they had at hand:
stone, wood, and clay. Today materials scientists also
work with natural materials, but new tools and tech-
niques have produced revolutionary materials with
properties that have never been seen in nature. In the
November 26, 1990 U.S. News and World Report, these
new materials are called "the stuff of dreams." Sturdy
gossamer foams that are 99.9% air and "smart" materi-
als that change shape or stiffness in response to their
environment are only two examples.
A revolutionary approach in materials science re-
search has also emerged with the development of compu-
tational physics. Traditional research in laboratories
is now being enhanced by discoveries made on high-
performance computers. Computer simulations of mole-
cules and solids are providing a new understanding of
the fundamental properties of materials. With the power
to perform billions of calculations on supercomputers,
computational physicists can predict the behavior of
materials under conditions that cannot be produced in
a laboratory.
Improving the understanding of materials has been
earmarked as one of the federally designated Grand
Challenges—fundamental problems in science and engi-
neering that have potentially broad economic, political,
and scientific national impact. High-performance com-
puting has helped researchers understand the nature of
materials, such as silicon and gallium arsenide used in
electronic circuits.
Condensed matter physicists, researchers who study
the mutual forces of attraction and repulsion among
molecules in a material, concentrate on understanding
fundamental properties of matter rather than on the
possible applications for materials. Like many scientific
endeavors that have revolutionized humankind's under-
standing of nature, future applications for their work
are not always obvious. What is obvious is that under-
standing the properties of materials requires a know-
ledge of the structure and motions of the molecules and
their electrons that comprise those materials. This
understanding is being aided by supercomputers.
Developing magnetic memories
"The key here—and I think what computational physics
is all about—is that we simulate reality with as much
of its complexity as is possible," says NCSA principal
investigator and NCSA Advisory Board member Arthur
Freeman, Morrison Professor of Physics at Northwest-
ern University. Freeman notes the "synergism" made
possible by new algorithms that result from the avail-
ability of supercomputers.
Traditionally, he says, physics research falls into two
categories: analytical theory and experimental physics.
Computational physics—this relatively new, or "third,"
branch—takes complex theories and looks for new ways
to understand matter through numerical solutions and
simulations.
In November 1990 Freeman received the Materials
Research Society Medal for his pioneering work on the
electronic and magnetic makeup of new, artificially
created materials in the field now called "materials by
design." In 1985 Freeman and his associates predicted it
would be possible to create giant magnetic moments by
laying down a single layer of magnetic atoms on another
surface. Previous to their work, surfaces of magnetic
materials were considered magnetically "dead." Their
findings are expected to have a major impact on the de-
velopment of magnetic memories for digital recording.
Freeman also has been able to make predictions
about the electronic structure of high critical tempera-
ture superconductors. "This is an area where our predic-
tions have now been verified for the normal state," he
explains. Freeman and his collaborators developed a
computational technique to describe the complex inter-
actions between electrons and nuclei in a superconduct-
ing material. Their algorithm employs the "density
functional theory" to solve a many-body problem. Their
predictions have been verified recently by two different
experiments.
Ronald Cohen of the Naval Research Laboratory,
using NCSA's resources, has performed density function-
al calculations coupling phonons to electrons in new
superconductivity materials. Marvin Cohen and Steven
Louie, University of California at Berkeley, have used
NCSA's CRAY Y-MP system for calculations using the
density functional theory on other materials.
Using ab initio techniques
NCSA visiting postdoctoral research associate Detlef
Hohl says an experimental approach does not always
work. For example, calculations based on experimental
results predict that a sulfur molecule composed of five
atoms (S5) has a planar, or two-dimensional, structure.
Metal/semiconductor superlattice. Repre-
sentation of valence charge density with layers
of iron atoms at the top and bottom alternating
with two middle layers of selenide and zinc re-
spectively. Blue represents regions of low
charge density; red, high. (Courtesy A. Con-
tinenza and A. J. Freeman, Northwestern U.)
Magnetic spin density for three layers of iron
alternating with layers of zinc-selenium in a
metal/semiconductor superlattice. Blue repre-
sents negative spin density; yellow and red
contours, positive. (Courtesy A. Continenza
and A. J. Freeman, Northwestern U.)
S5 is known to have a three-dimensional shape like an
open envelope, but calculations based on the Schrodinger
wave equation show this geometry.
Hohl, who came to NCSA in December 1989 from
Germany, says solving molecular properties of real
materials using first principles (called ab initio methods)
eliminates bias that may result from the extrapolation of
experimental data. Hohl and his collaborators use ab ini-
tio techniques to determine the fundamental properties
of concern to all materials science research—the way
atomic nuclei influence electrons. Such information dic-
tates the geometry—and the properties—of all materi-
als. Ab initio techniques are used to determine the shape
of the electron cloud, which depends on the mutual in-
teraction of nuclei and electrons in a material.
"It's a two-fold problem—one influences the other,"
explains Hohl, on leave from the German national labo-
ratory, KFA in Julich. Using density functional theory,
Hohl first solves the problem for the electrons, then for
mutual influence to get the geometry of a molecule being
studied. The most likely structures for a molecule are
those with the lowest energies.
Hohl takes a molecular dynamics approach and sam-
ples only the important parts of the energy surface.
Essentially, he follows the natural classical dynamics of
the molecule; the simulation "chases the atoms" around
an energy surface that looks like a muffin tin with
depressions, or basins, to represent the lowest energy
levels. In collaboration with KFA research scientist R. O.
Jones, Hohl optimized the geometries of various oxygen,
sulphur, selenium, phosphorus, and arsenic containing
molecules and performed the largest ab initio molecular
dynamics simulation carried out to date (a system of 124
phosphorus atoms).
"In our kind of method there is no guarantee that we
find all of the important parts of the energy surface,"
Hohl says, "but since no one can afford all of the calcula-
tions, we feel we are better off' in doing the calculations
this way. Hohl and Ray Idaszak (former NCSA Visual-
ization Services and Development Numerical Laboratory
project leader now at the North Carolina Supercomput-
ing Center) produced a demonstration of the simula-
tion's animated sequences on a videotape. It is called
"First Principles Molecular Dynamics of Amorphous
Phosphorus."
Hohl showed the videotape at the Supercomputing
'90 Conference as part of a paper entitled "Quantum
Molecular Modeling with Simulated Annealing—
A
Distributed Processing and Visualization Application,"
which he wrote with Jones and Idaszak [see access,
January-February 1991]. To show this interactive dis-
tributed visualization of small molecules, Hohl used a
Silicon Graphics SGI 4D/210 GTX superworkstation in
New York networked to a CRAY Y-MP supercomputer
1,000 miles away in Minneapolis.
At the conference, Hohl demonstrated the advantages
of real-time interaction by "steering" a simulation or
changing a calculation's parameters while a program
ran. He continues to look for ways to improve the
efficiency of his technique within the supercomputing
environment at NCSA.
Applying Quantum Monte Carlo methods
"We are thinking right now about using the Connection
Machine (CM-2)," Hohl extemporizes [see access,
January-February 1991]. "However, we need to tune our
algorithms to parallel processing." He plans to do so this
year when he collaborates with David Ceperley, NCSA
research scientist and UIUC associate professor of
physics.
Ceperley applies Quantum Monte Carlo (QMC) tech-
niques to the electronic structure of solids [see access,
May-June 1990]. As its name implies, QMC is an algo-
rithm using random numbers to describe electron move-
ment. Ceperley and his collaborators pioneered QMC
methods of solving the Schrodinger equation. These
methods can be used to find an exact solution for many
interacting atoms or electrons. For a molecule or a solid,
the quantum Schrodinger equation must be solved for
hundreds of electrons in each of the three spatial dimen-
sions—an impractical task by usual methods, Ceperley
says. This method can obtain good estimates of the exact
energies of these systems.
An advantage ofQMC techniques is that they can be
easily scaled up to a faster computer. "There are many
problems we can solve right now on current computers,
but there will be many more problems we can solve
when we get a teraflop computer," Ceperley predicts.
Currently, Ceperley and his collaborators can solve
systems with up to 300 electrons which they simulate on
the CRAY Y-MP system. His motivation for moving his
code to the Connection Machine is "simply a matter of
speed." Its additional processors mean a greater number
of floating-point operations.
Another area in which Ceperley works involves look-
ing at the properties of quantum mechanical molecules
such as helium. Liquid helium can become a superfluid,
losing its viscosity and literally flowing up and out of
its container. Using QMC methods, Ceperley and his
research group recently predicted that droplets of hydro-
gen would become superfluid—a property that may be
Materials Science continued on page 14
Neutron Star Structure and nuclear matter by John Melchi, Science Writer
The neutron, a basic ingredient
of matter, was discovered by the
English physicist and Noble Prize
winner James Chadwick in 1932.
Soon thereafter astrophysicists pre-
dicted that there could be new types
of stars, called neutron stars, made
up mostly of neutrons. Neutron stars
could be formed in violent superno-
vae explosions of massive stars
—
such supernovae have been known
to exist for centuries.
Neutron stars are typically one
and one-half times as massive as
our Sun, but their radius is only
about 10 km. The neutron matter
in these stars has a density of about
1015 g/cm3, exceeding that of nuclear
matter in atomic nuclei. A sugar
cube-sized lump of this matter would
weigh about 1 billion tons on Earth.
In November 1967, Jocelyn Bell,
a graduate student at Cambridge
University, England working with
nobelist Antony Hewish discovered
pulsars—a source of short, precisely
timed bursts of radiation. From the
frequency and the high energy of the
bursts, or pulses, radio astronomers
deduced that the pulsars were likely
to be rotating neutron stars. Some
pulsars were observed in known su-
pernova sites, confirming predictions
made in the 1930s.
Neutron star structure
Today, UIUC physicist Vijay
Pandharipande and colleagues use
high-performance computing tech-
nology to explore the subatomic
structure of neutron stars and nucle-
ar matter. Since subatomic particles
cannot be directly observed, Pand-
haripande is using NCSA's CRAY
Y-MP and CRAY-2 supercomputer
systems to deduce the interaction
of particles that form atomic nuclei
and neutron stars from the available
experimental information.
"Matter on Earth is made up of
roughly equal numbers of protons,
electrons and neutrons," Pand-
haripande says. "Its density of about
10 g/cm3 is primarily determined
by the small mass of the electron.
When this matter collapses under
the tremendous gravitation of a
massive star, atomic nuclei are torn
apart and the electrons combine
with the protons to form neutrons
and eventually neutron matter,"
Pandharipande explains. "Neutron
matter exists only under exceedingly
high pressure. Therefore, it has not
been possible to produce it in the
laboratory and measure its proper-
ties. The properties of neutron mat-
ter must be estimated theoretically
using quantum mechanics and our
limited knowledge of nuclear forces."
Pandharipande is using super-
computers to develop a realistic
model of three-nucleon interactions
and their effects on the equation of
state of nuclear matter and neutron
star structure. "Neutrons and pro-
tons are two states of particles called
nucleons," he says. Nucleons can be
further broken down into smaller
particles called quarks.
Nuclear forces
"Nuclear forces are related to the
dynamics of quarks. However, this
fundamental relation is not yet fully
understood. The forces between two
nucleons have been studied in the
laboratory for over 50 years. Even
though these forces are much more
complex than the familiar electro-
magnetic or gravitational forces,
detailed models have been developed
to represent them," Pandharipande
says. "The nuclear forces are also re-
sponsible for binding together nucle-
ons to form atomic nuclei. Over the
past 20 years, Fadeev, variational,
Quantum Monte Carlo, and other
methods were developed to calculate
the properties of nuclei directly from
the assumed nuclear forces. Using
supercomputers, some properties,
such as the total energy with which
light nuclei are bound, can be calcu-
lated with less than 1% error.
"It was found that the pairwise
forces between the nucleons are not
strong enough to account for the
observed energies of light helium
nuclei, and they also gave too large
of a density for a heavy nucleus such
as lead. Theoretically, the possibility
of there being weaker triplet forces
between nucleons was known since
the 1950s. These forces are in addi-
tion to the pairwise forces and mani-
fest themselves only when three
nucleons come close to each other.
In the 1980s simple, but quantita-
tive, models of the triplet forces were
obtained by using supercomputers
to relate the force strengths to the
observed properties of nuclei," ^
Pandharipande adds. «
"Many properties of neutron stars
have now been studied with the pair
and triplet nuclear forces. These
include the possible range of their
masses, radii, energies released on
formation, moments of inertia, maxi-
mum rotational velocities, crustal
thickness, etc. Generally, the obser-
vations are in agreement with the
predictions of these calculations.
However, several of the predicted
quantities have yet to be determined
observationally. Triplet forces, deter-
mined with the help of supercomput-
ers, have a significant effect on
neutron stars because of the high
density of neutron matter. These
forces increase the maximum possi-
ble mass of neutron stars from about
one and one-half to twice that of the
sun," Pandharipande says.
"However, many properties—like
the superfluidity of neutron matter,
the possibility of layered spin struc-
tures inside stars, the precise frac-
tion of protons in the stars and their
relation to the cooling of the stars
—
are not well understood. Some of
these properties are very sensitive to
the nature and strengths of nuclear
forces," Pandharipande adds. "A
more precise determination of these
forces would require relating differ-
ent observed properties of a wide
variety of nuclei to the nature and
strengths of the forces. Due to the
complexity of these forces and the
quantum nature of nuclei, such
relationships can be studied only
with the help of the most powerful
supercomputers."
Relativity gallery
(Clockwise from top left) "3D Head-On Collision of Two
Neutron Stars": C. Evans, science; "Neutron Star": C. Evans,
science; "Interaction of Cosmic Strings": R. Matzner, science/
C. Bushell, S. Fangmeier, M. Mercer, and J. Yost, visualiza-
tion; "Numerical Relativity: Black Hole Space-Times":
L. Smarr, D. Hobill, and D. Bernstein, science/D. Cox and
R. Idaszak, visualization; "Rotating Gas Accreting onto a
Black Hole": J. Hawley and L. Smarr, science. (All visualiza-
tions by NCSA Visualization Group unless noted otherwise.)
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Physics made half the big science
stories of the decade, according to
a recent article in Physics Today
(November 1990). Therefore, it is
no surprise that the community of
computational physicists have been
the leading supercomputing users at
NCSA since 1986—in terms of the
amount of supercomputing cycles
used and the number of principal
investigators in any discipline.
Principal investigators are allo-
cated supercomputer time for PHY
(physics) projects by NSF if their
area of research falls into one of the
following six broad categories:
• elementary particle physics,
• nuclear physics,
• condensed matter physics,
• atomic, molecular, and plasma
physics,
• theoretical physics, and
• gravitational physics.
What are physicists doing on
our machines?
Principal investigators in physics
projects at NCSA are using super-
computer simulations to understand
physical phenomena that range from
the smallest temporal and physical
dimensions, such as quarks (simula-
tions of relativistic quantum field
theories, lattice gauge theories,
quantum gravity, quantum chromo-
dynamics, hadron structure, identifi-
cation of quark or gluon origin for
hadron jets, etc.) to the largest phys-
ical dimensions—the universe itself
(quantum cosmology, inflationary
cosmology, cosmic string models,
dark matter fragmentation, etc.).
Scattering and collision studies
range from nuclear physicists' inves-
tigations of neutron-nucleon scatter-
ing, pion-nucleus collision, and
fragmentation in nuclear heavy ion
collisions to the larger collision stud-
ies by numerical relativists involv-
ing massive astrophysical objects,
such as neutron stars and black
holes.
Monte Carlo simulation methods
are being carried out on a variety of
scales ranging from studies of heavy
nuclei, to quantum methods for the
electronic structure of solids, to
simulation of cholesterol in model
membranes.
Molecular dynamics studies cover
the complex dynamics of semicon-
ductor lasers and arrays, the inter-
actions between antitumor drugs
and DNA, the growth of films, and
the dynamics of phase separation.
Finally, chaos is being studied in
a variety of contexts: quantum cha-
os, quantum mechanics of classically
chaotic systems, quantum study of
nonlinear dynamical behavior of
molecules in an electromagnetic
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field, analysis of models of data from
chaotic lasers, properties of localized
interacting electrons in disordered
systems to chaotic properties of a
neutral point magnetotail model.
What is the pattern of CPU
usage in physics?
The figure below shows annual CPU
usage of PHY projects allocated time
on our systems as a function of a
number that ranks it in CPU usage,
on a semilogarithmic scale, for the
five-year period from FY 1986 to
1990. These CPU times are machine
specific. For example, a 1-hour usage
on the CRAY X-MP/24 system in
1986 and a 1-hour usage on a CRAY
Y-MP4/464 system in 1990 are both
treated as a generic 1 hour in this
plot, without taking into account any
conversion factors to represent the
relative speeds of the processors.
Despite these nonstandard units,
two striking trends are apparent
—
the number ofannual projects in
computational physics at NCSA has
been on a steady increase while at
the same time the average allocation
per project has been rising. The first
effect represents the diffusion of
computational methodologies into
the preexisting physics community,
while the second effect represents
the learning curve of individual in-
vestigators who are able to take on
larger projects every year. Similar
effects are seen in other fields of
research and provide one of the
major motivations for NCSA's super-
computing capacity upgrade policy.
Comparing physics users with
those from other NSF Divisions
serves as a good reference for com-
paring how computational science
has progressed in different disci-
plines. For example, the CPU usage
by high-end users in the computa-
tional physics community is an order
of magnitude larger than similar
usage by mathematicians and the
number of projects in computational
physics is more than fourfold that in
computational mathematics.
Preliminary examination of data
from the user database of all the
NSF-sponsored supercomputing
PHY CPU usage by project. Profile continued on page 20
Computational physics allocations by Patricia Wenzel, Manager, Client Administration
Research projects in computational physics that are
currently underway at NCSA are as follows:
Jan E. Almlof, U. of Minnesota, Minneapolis, Development
and Applications ofDirect Methods for Electronic Structure
Calculations
Gordon Baym. UIUC, Relativistic Heavy-Ion Collisions
Beverly K. Berger, Oakland U., A Model for Quantum
Gravity IMonte Carlo Simulation for Quantum Cosmology
Michael W. Berry, U. of Alabama at Birmingham, CM-2
Start-up Impact ofMassive Parallelism on Classical Molecular
Dynamics Simulations
Amy Bug, Swarthmore College, Quantum Monte Carlo Study
ofa Hydrogenic Atom in Solution
Joan Centrella, Drexel U., Numerical Relativity and Cosmology
David M. Ceperly, UIUC, Computational Statistical
Mechanics—Physics 498
Colston Chandler, U. of New Mexico, Quantum Scattering
Theory
Douglas Cline, U. of Rochester, Shapes ofNuclei
Marvin L. Cohen, U. of California at Berkeley, Quantum
Theory of Clusters and Solids
Ronald Cohen, Naval Research Lab., Lattice Dynamics and
Electron-Phonon Interaction in High Tc Superconductors
John B. Delos, College of William and Mary, Excited States
ofAtoms
Charles Evans, U. of North Carolina at Chapel Hill,
Numerical Relativity and Relativistic Astrophysics
Heidi Fearn, U. ofNew Mexico, Advanced Laser Theory and
Measurement
Robert Fiedler, UIUC, Hydrodynamic Methods for Monitoring
Underground Nuclear Tests
Arthur Freeman, Northwestern U., MRC—Electronic
Structure ofArtificial Materials and High-Temperature
Superconductors
Timothy E. Gallivan, UIUC, A Numerical Study of
Renormalizability
John Hawley, U. of Virginia, A Numerical Approach to Black
Hole Physics
David Hobill, UIUC, Analysis ofNonlinear Dynamical
Systems
Detlef Hohl, UIUC, Molecular Dynamics and Density Func-
tional Theory: Static and Dynamical Properties ofMain Group
V and VI Clusters, Liquids, and Amorphous Solids
Katherine Holcomb, U. of Texas at Austin, Numerical
Solution of the General-Relativistic Boltzmann Equation
Lorella M. Jones, UIUC, Identification of Quark or Gluon
Origin for Hadron Jets
L. P. Kadanoff, U. of Chicago, Bubble Growth in Hele-Shaw
Cell
Malvin Kalos, Cornell U, Path Integral Monte Carlo (PIMC)
Simulations of Quantum Solids and Fluids
Krzysztof Kempa, Boston College, Current-Driven Plasma
Instabilities in the Wide Parabolic Quantum Wells
Frederick W. King, U. of Wisconsin at Eau Claire, Precise
Energy Level Calculations for Three-Electron Atoms
John B. Kogut, UIUC, Optimizing Algorithms for the CRAY-2
and CRAY-3; Strongly Coupled QED on a Connection Machine,
CM-2
Jainendra Kumar Jain, SUNY at Stony Brook, Fractional
Quantum Hall Effect
Richard T. Lahey, Rensselaer Polytechnic Institute, Analysis
ofBoiling using a Multidimensional Finite Element Method
Frederick K. Lamb, UIUC, Theoretical High-Energy
Astrophysics
Shoudan Liang, Pennsylvania State U, Monte Carlo Study
of Classical Antiferromagnetic Heisenberg Model on Frustrated
Lattices using Connection Machine
George Loriot, Brown U, Start-Up Grant—Molecular
Dynamics
Brendan McLaughlin, Smithsonian, Astrophys. Obs.,
Theoretical Atomic and Molecular Physics
Richard M. Martin, UIUC, Electronic Structure of Condensed
Matter
Richard Matzner, U. of Texas at Austin, Cosmic Strings and
Radiation Transport
Fulvio Melia, Northwestern U., Radiative-Hydrodynamical
Simulations ofAccretion-Disk Coronae
Bruce Neil Miller, Texas Christian U, Dynamics of Self-
Trapping in the Presence ofan Electric Field; Path Integral
Monte Carlo Study ofLight Particles in Dense Fluids
Michael A Morrison, U. of Oklahoma, Theoretical Study of
Near-Threshold Electron-Molecule Collisions
David W. Norcross, U. of Colorado at Boulder, Vibrational
Excitation in Electron Molecule Collisions
Volker E. Oberacker, Vanderbilt U, Microscopic Heavy Ion
Theory
Yoshitsugo Oono, UIUC, Large-Scale Cell Dynamics of3D
Spinodal Decomposition
Vijay R. Pandharipande, UIUC, Monte Carlo Studies of
Heavy Nuclei; UIUC, Nuclear Theory
Changbom Park, CalTech, A Study of the Formation of
Large-Scale Structure in the Universe using a Hierarchical
Tree Algorithm
David Pines, UIUC, Physical Consequences of the Antiferro-
magnetic Fermi Liquid Theory
Richard E. Prange, U. of Maryland at College Park, Studies
in Quantum Chaos
X. B. Reed, Jr., U. of Missouri at Rolla, Turbulent Concentra-
tion and Temperature Spectra into the High Wavenumber
Range at High Reynolds and Extreme
David N. Ruzic, UIUC, Interaction ofIons and Atoms with
Surfaces
Jonathan Sapirstein, U. of Notre Dame, Weak Interactions
in Atomic Physics
George C. Schatz, Northwestern U, Theoretical Studies of
State -to-State Chemistry
Klaus Schulten, UIUC, Molecular Dynamics Study of the
Primary and Secondary Electron Transfer in a Photosynthetic
Reaction Center
Robert T. Siegel, College of William and Mary, Calculation
of Scattering Cross-Sections for Muonic Hydrogen Atoms
Larry Smarr, UIUC, Numerical, Theoretical, and Astrophysi-
cal Relativity; Vacuum Geometrodynamics
C. M. Soukoulis, Iowa State U, Molecular Dynamics Studies
ofFilm Growth
John Stack, UIUC, Lattice Field Theory on a Supercomputer
Wai-Mo Suen, Washington U, The Formation and Nonlinear
Evolution ofBoson Stars
Jeremiah Sullivan, UIUC, Physics
Nandini Trivedi, Argonne Natl. Lab., Superfluid-Insulator
Transition in Disordered Bose Systems
A Sait Umar, Vanderbilt U, Microscopic Heavy Ion Theory
Michel Vallieres, Drexel U, Quantum Study ofNonlinear
Dynamical Behavior ofMolecules in Electromagnetic Field
George E. Walker, Indiana U, Studies of the (N, N'TT)
Reaction at Intermediate Energies using an Isobar Dominated
Microscopic Model
Jochen Wambach, UIUC, Quasiparticle Interaction in
Neutron Matter
Walter M. Wilcox, Baylor U., Hadron Structure and Lattice
QCD
Allocations continued on page 18
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Four years ago, NCSA's Visualization group was among
the pioneers in using computer-generated images to
visualize research data. As an outgrowth of their study
of human perception [see access, November-December
1989], they have now begun adding a new dimension to
the representation of data—sound.
Today, there are several sonification efforts underway
at NCSA. Two collaborators in one of these efforts, the
Data Sonification Project, among several charged with
accomplishing this challenge, are Alan Craig, visualiza-
tion specialist at NCSA, and Carla Scaletti, postdoctoral
research associate with the CERL Sound Group. (CERL
is UIUC's Computer-based Education Research Lab.)
"Using sound to understand data is nothing new,"
says Craig. "A doctor uses a stethoscope as a means of
collecting data, via sound, about what is going on in your
body." By adding sound to the visualization process, you
have two senses working at once, he adds. This takes ad-
vantage of the connection between the eyes and the ears.
Data-driven sound
Craig stresses that "in the way we define the term, soni-
fication is using sound to analyze data, not composing a
musical soundtrack to accompany the visuals." As such,
sonification uses the same data as the visualizations.
This data is generated on one of NCSA's Cray super-
computers or from a variety of other supercomputing
resources and then transferred over the campus network
to the CERL Sound Group laboratory.
The sounds, which range from continuous tones to
clicks and digital audio recordings, are produced with
special hardware and software on loan from Symbolic
Sound Corporation, founded by Scaletti and Kurt Hebel,
adjunct professor of electrical and computer engineering
at UIUC.
The hardware, called Capybara, was designed by
Hebel and runs nine digital signal processor chips in
parallel to generate the sounds. (For the curious among
you, a capybara is the largest living species of rodent,
typically 4 feet long, whose habitat is South America.)
Scaletti wrote the software, called Kyma (meaning
"wave" in Greek), which runs on an Apple Macintosh
computer.
Sounds are captured in a data file and sent back over
the network to NCSA's postproduction facility. At NCSA
the sounds are synchronized with the corresponding
visual display on video.
Prototyping sonification tools
For the Data Sonification Project, Craig and Scaletti
have developed several prototype tools. Some of these
tools are described below:
• Mapper—ties data to various aspects of sound, such
as pitch, volume, duration, timbre
• Comparator—feeds datasets into different speaker
channels for comparison
• Sonic histogram—ties the magnitude of a category
to the volume of its associated sound
Carla Scaletti adds another dimension to
visualization technology. (Photo by J. Melchi)
• Shifter—shifts vibrations into an audible frequency
range
• Marker—uses a sonic alarm to mark a specific
condition
The first data-driven soundtrack to be created for this
project arose from a meeting with NCSA scientific ani-
mator Mark Bajuk, who suggested using "Time Depen-
dent Behavior of Simple Dynamic Systems" (most often
called the "The Pendulum Movie"), which was visualized
with NCSA research scientist David Hobill [see access,
September-October 1990]. In the particular sequence
they studied, two swinging pendulums initially lie close
together but end up taking two totally divergent paths.
Craig, Scaletti, and Bajuk experimented with differ-
ent pendulum mappings, taking into account their reac-
tions as well as those of colleagues. They found several
effective uses of sound for heightening understanding
of the increasingly chaotic motion.
Two distinct applications of Mapper adequately con-
veyed the action of the pendulums. They tied the pendu-
lums' displacement to the frequency of the sound. They
also experimented with mapping the velocity of the
pendulums to various parameters, such as frequency,
amplitude, stereospeaker placement, and duration.
Here, the sounds associated with each pendulum were
similar to whistles and sirens.
Using the Comparator Tool, they put each pendulum
in a separate channel in stereo, which allowed the two
pendulums to be readily compared through headphones.
Sonification techniques have also been applied to
visualizations of Los Angeles smog, Yellowstone Park
forest fires, and human blood flow.
Discovering new information
"Just as when we first started doing
visualizations and were able to see
phenomena that were completely
hidden in the data, we are now able
to hear things that are not easy to
see visually," Craig says.
In the course of sonifying data
in "The Pendulum Movie," the re-
searchers discovered things that
were not apparent in the visualiza-
tion. Sounds similar to knocking on
a wood drum and noise bursts were
used to mark points where the pen-
dulums changed directions. These
Markers showed that several times
the pendulums appear to be station-
ary but are actually moving slightly.
"This points out another advan-
tage of sound
—
you don't have to
look at it so you can concentrate on
a visual while the sound presents
additional information in parallel,"
Craig says. "Some people are more
visually oriented, while others are
more sound-oriented. Using visual-
ization and sonification allows both
groups to get more information from
the data."
Eventually, Craig and Scaletti
hope to combine visualization and
sonification into a simultaneous pro-
cess, with visuals and sound created
at the same time. "This will require
close work with the scientists whose
data we are using," Scaletti notes.
Other data-sound projects on
which NCSA and CERL are working
include development of multimedia
communications tools, such as the
composition of separate soundtracks
to enhance visualizations; algorith-
mic composition, or generation of
notes from data algorithms to create
musical works; and the addition
of sound capabilities to NCSA-
produced software tools.
Spreading the word
Scaletti and Craig presented a paper
entitled "Using Sound to Extract
Meaning from Complex Data" at a
symposium on "Electronic Imaging:
Science and Technology" in Febru-
ary at San Jose, CA. The symposium
was cosponsored by the Internation-
al Society for Optical Engineering
and the Society for Imaging Science
and Technology.
The paper discusses issues of
representing data with sound and
goes into detail about experimenta-
tion with different sonification
techniques. Copies of the paper
are available from Alan Craig (by
U.S. Mail) at NCSA; see NCSA
address on page 2; (by telephone)
at (217) 244-1988; (by Internet) at
NCSA animations on tour
Two NCSA-produced scientific animations, "Study of a Numerically Modeled
Severe Storm" and "Instabilities in Supersonic Flows," are now touring
internationally and will return to the U.S. this summer.
NCSA's animations are part of a show entitled "Passages de l'lmage" that
illustrates the aesthetic quality of scientific images [see access, September-
October 1990]. Displayed at the Centre d'art et de culture Georges-Pompidou
(France's national museum of modern art—commonly called the Beaubourg)
at the turn of the year, they traveled to Barcelona, Spain's Caixa de Pensions
for exhibition through March. One French critic especially cited the storm
animation for its beauty and aesthetic qualities.
The remainder of the exhibition schedule is as follows:
May lO^June 16,1991
July 12-Oct. 27, 1991
Dec. 12, 1991-Feb. 9, 1992
Power Plant, Toronto, Canada
Wexner Art Center, Columbus, OH
Modern Art Museum, San Francisco, CA
Members of the NCSA staff who worked on the storm animation are
Robert Wilhelmson, Harold Brooks, Brian Jewett, Crystal Shaw, and Lou
Wicker (science); Matthew Arrott, Mark Bajuk, Colleen Bushell, and Jeffery
Yost (visualization). Michael Norman (science) and Donna Cox (visualiza-
tion) produced the animation of supersonic flow. A
acraig@ncsa.uiuc.edu or Carla
Scaletti (by U.S. Mail) at CERL;
UIUC; 252 ERL; 103 S. Mathews
Ave.; Urbana, IL 61801-2977; (by
telephone) at (217) 333-0766; (by
Internet) at scaletti@cerl.uiuc.edu
For more information on the
Kyma System, contact Symbolic
Sound Corporation at P.O. Box 2530,
Station A; Champaign, IL 61825-
2530; (217) 328-6645. A
Tentative training
dates: 1991
June 3-14
The Visualization Experience*
July 8-26
SuperQuest Workshop
September 16-18
Cray Applications Training
October 14-18
Cray Code Development
Training
October 28-November 4
Connection Machine (CM-2)
Workshop
November 11-15
Connection Machine (CM-2)
Advanced Training
December 9-11
Cray Applications Training
Class size is limited. You
must register to attend NCSA
Training.
To register: Academic users
contact Karen Gobble at
(217) 244-4198. Industrial
partner users contact your
representative at NCSA. For
additional information about
NCSA training, contact the
Training Program [see NCSA
Contacts, page 19].
NOTE: These dates are
subject to change.
*For information about this
workshop, contact Deanna
Walker at (217) 244-1996.
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Phillips Petroleum Co. has signed as
the eighth partner in NCSA's Indus-
trial Program, center officials an-
nounced recently. Phillips is joining
the Industrial Program as an Ad-
vanced Partner, which is designed
for corporations experienced in using
supercomputers. The company has a
CRAY Y-MP system and has had its
own supercomputer since 1983.
Effective February 1, 1991, the
one-year, $160,000 agreement gives
Phillips' scientists and researchers
extensive training in high-perfor-
mance networking and visualization
technologies. Phillips has an option
to continue in the Industrial Pro-
gram for another three years for
$1.2 million.
"Phillips is excited about the
partnership with NCSA," said Jim
Gottardi, Phillips' manager of infor-
mation services. "We anticipate the
expertise in computer science tech-
nologies at NCSA will be of signifi-
cant benefit to Phillips."
Based in Bartlesville, OK,
Phillips is one of the world's largest
petroleum companies and is engaged
in the exploration and production of
petroleum worldwide, and refining
and marketing in the U.S. The com-
pany also is involved in internation-
al chemicals production and distri-
bution. At the end of 1990, Phillips
employed 22,000 people, had 94,039
stockholders, and had $11 billion
in assets.
"The fact that Phillips has chosen
NCSA after they have already
acquired eight years of extensive
supercomputing experience is quite
significant," said John Stevenson,
associate director of NCSA's Indus-
trial Program. "Their decision clear-
ly shows how important all compo-
nents of computational science are
to achieving the bottom line, cost
Materials Science continued from page 7
difficult to demonstrate experimen-
tally.
Malvin Kalos, director of the
Cornell Theory Center, and Geoffrey
Chester, Cornell University, are
using the Quantum Monte Carlo
method to study liquid and solid
helium via NCSA's facilities.
"Ifyou can do simulations of real
materials, you can use this [method]
to understand materials that can't
be studied experimentally, such as
hydrogen at high pressure. In prin-
ciple, you can predict properties of
new materials that can't be made
easily, or are inaccessible for experi-
mentation."
Testing for more complexity
Ceperley has been working with
UIUC physics professor Richard
Martin to carry out QMC calcula-
tions on materials such as silicon.
They do what is essentially an exact
calculation of the bonding electrons
in silicon, using density functional
methods to generate a starting trial
function. They view such work as a
test case for studying more compli-
cated systems.
"In a few years we'd like to be
able to carry out such exact calcula-
tions with high-temperature super-
conductors and magnetic materials,"
Ceperley says. "We need more pow-
erful computers, but we also need
faster methods" for studying such
systems. Too much computer time
would be used to simulate all the
electrons in the atoms, but substi-
tuting "pseudopotentials" for core
electrons effectively removes them
from the calculations. Martin says
they are now studying simple metal
surfaces, such as aluminum, that
can be represented with available
QMC techniques.
Martin also uses the same
density functional method as Hohl
to study solids and liquids. This
method was developed by Italian
researchers Roberto Car and
Michele Parrinello at the University
of Trieste. It gives very accurate
results for the motions of molecules,
but becomes less accurate for sys-
tems with many electrons. One of
the most ambitious calculations with
this technique was a simulation of
melting carbon at normal pressure
done by Martin, Car, Parrinello,
and Giulia Galli (UIUC postdoctoral
associate). They verified laser exper-
iments to show that graphite, a form
Materials Science continued on page 20
recovery benefits of using a super-
computer. Our leadership position
in networking, visualization, and
computational chemistry is impor-
tant to Phillips' ability to move
forward in their total advanced
computing strategy."
Said NCSA Director Larry Smarr,
"Achieving the goals of the White
House's High Performance Comput-
ing and Communications Program
will require new modes of coopera-
tion between centers like ours and
American industry."
Phillips joins the center's indus-
trial partners: Eastman Kodak Co.,
Eli Lilly and Co., Motorola, Inc.,
FMC Corp., Dow Chemical Co.,
Caterpillar, Inc., and AT&T.
FYI: New affiliate
representatives
These members of NCSA's
Academic Affiliates Program
have new representatives.
Elvalee Banks
Coppin State College
(301) 333-5919
d6pcres@coa . towson . edu
John E. Millikin
Gallaudet College
(202)651-5300
millikin@gallux
.
gallaudet . edu
Bob Van Valvah
Illinois Math & Science Academy
(708) 801-6998
bob@imsa.edu
Jim Carter
Illinois State University
(309) 438-3758
jrcarter@ilstu.bitnet
Geoff Spradley
Rice University
(713) 285-5267
gfs@ricevml . rice . edu
Michael Fritsche
Southern Methodist University
(214) 692-3529
umbf@smuvml .bitnet
Kimball Clark
Wartburg College
(319) 352-8360
ul0399@u2.ncsa.uiuc.edu
Dennis Pence
Western Michigan University
(617) 387-5456
pence@gw . wmich
. edu
NCSA installs CONVEX C240 by Jarrett Cohen, Public Information Specialist
NCSA has acquired a CONVEX C240 system with 1
billion bytes of physical memory through an agreement
with the National Science Foundation (NSF) and Convex
Computer Corp., NCSA Director Larry Smarr announced
at the 157th annual meeting of the American Associa-
tion for the Advancement of Science in Washington, DC.
The supercomputer will be the centerpiece of NCSA's in-
itiatives in interactive, three-dimensional visualization.
"We are proud to be affiliated with NCSA," said
Steven J. Wallach, Convex senior vice president of tech-
nology. "This represents the first Convex sale to an NSF-
funded research center for supercomputing, where our
systems will be used to break new ground for the next
generation of visualization technology such as HDTV
simulation. We're excited about the prospects of a long-
term relationship with NCSA and the total joint devel-
opment effort."
The CONVEX C240 will form the heart of NCSA's
Numerical Laboratory, a research and development envi-
ronment for interactive, three-dimensional visualization.
"Certain supercomputer simulations take hundreds of
hours and produce gigabytes of data that need to be vi-
sualized," said Michael Norman, NCSA research scien-
tist and team leader of astronomy and astrophysics. "We
envision the Numerical Laboratory to be the place where
researchers can 'fly' through their data. They can't do
this interactively now."
In interactive visualization, the researcher sitting at
a graphics workstation steers a supercomputer simula-
tion and the accompanying visualization simultaneously
in real time. The Convex's large memory makes it an
effective driver for this process.
Appropriate applications for an interactive environ-
ment include computational fluid dynamics, atmospheric
sciences, computational astrophysics, biomedical imag-
ing and many engineering simulations. NCSA applica-
NCSA's new CONVEX C240 installed in the Beck-
man Institute with Eric Katz, NCSA digital comput-
er operator, in background. (Photo by J. Melchi)
tions groups will be researching these areas in collabora-
tion with UIUC departments, Convex, and others.
One implementation of interactive visualization uses
Stardent's AVS software, which runs on Convex and sev-
eral other systems. "AVS is a comprehensive visualiza-
tion software environment which gives a broad range of
applications great flexibility," said Dan Brady, manager
of NCSA's Visualization group. NCSA has several dozen
graphics workstations to which visualization problems
could be distributed from the CONVEX C240.
Allocations for time on the Convex system are not
available currently. Watch for future announcements
about the machine's availablility.
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Upgrade to UNICOS 6.1
NCSA's UNICOS operating system is upgrading to
Cray Research, Inc.'s (CRI) UNICOS 6.1 as the center
becomes a beta test site for the new system. Upgrade on
the CRAY-2 system will be completed by late April; the
CRAY Y-MP system, in May.
While NCSA was making plans to migrate to
UNICOS 6.0, CRI approached the center about being a
beta test site for the newer version. CRI will locate two
system analysts on-site during the upgrade and the first
week of production to facilitate problem solving in the
changeover. (Dale Purdy, one of the analysts, was a
long-term on-site representative to NCSA for CRI who
oversaw the installation of both current Cray systems
as well as the migration from CTSS to UNICOS.)
For online information about the upgrade, enter news
u6 . at the prompt. For further information, see the
booklet you will receive soon.
NCSA RealTime: The show goes on
A second edition ofNCSA RealTime is currently
in production with distribution projected for late
spring. Planned stories are:
• A New Proving Ground. Designing giant
earthmovers is no simple matter—it helps to
visualize the driver's field of view.
• Vision for Learning. High-performance
computing yields a science textbook with a
difference.
• Sounding the Data. By mapping sound onto
numbers, scientists are gaining deeper insights
into their data.
• Music by Numbers. To create notes never
heard before, try composing on a supercom-
puter.
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Hot topic in fluid design: CFD expert at NCSA by Kathleen Robinson, Science Writer
Turbulent mixing. Stills from a simulation
show development of a complex, three-dimen-
sional structure in a turbulent mixing layer
into a chemical reaction between two streams
of fuel and oxidizer. Two cross sections of con-
centration are shown. 'Courtesy A. Ghoniem,
MIT;
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From flints and dry kindling used
a million years ago to pressurized
combustion chambers and ultralow
emission fuels of today, sweeping
changes have occurred in the tech-
nology of combustion. Improved
combustion has economic and envi-
ronmental—and thus, political
—
implications. Better use of fossil
fuels is one issue; safety and health
considerations associated with the
burning of those fuels, and local and
global environmental impacts of the
combustion process, broaden the
picture.
To understand the dynamics of
combustion, researchers study the
physics of turbulent reacting flows—
the tumbling eddies of gaseous oxi-
dizers and fuels in which, when the
proper molecular mixing has occur-
red, chemical energy is converted
into heat and mechanical energy.
Computational fluid dynamics,
known as CFD, enables scientists to
study combustion and other aspects
of fluid flow via supercomputing
tools in a theoretical construct.
Combustion dynamics
Ahmed Ghoniem, CFD expert and
associate professor of mechanical en-
gineering at Massachusetts Institute
of Technology and long-time NCSA
principal investigator, visited the
Beckman Institute in January to
meet with NCSA research teams.
He presented some recent results
of his work in a seminar entitled
"Supercomputer Simulation and Vi-
sualization of Flow and Combustion
Phenomena." Listing a broad range
of current engineering applications
for combustion research, Ghoniem
included "propulsion of hypersonic
planes, improved design of utility
and domestic burners, safe and effi-
cient disposal of toxic waste by incin-
eration, more efficient automotive
engines, reduced air pollutants, fire
control and suppression." With this
diversified applications base, it
comes as little surprise that this
visitor's work is supported by a doz-
en different governmental agencies
and corporations.
Ghoniem's approach has been to
model turbulent flows in the absence
of combustion, then to successively
include the additional physics that
describes a turbulent flow when
combustion occurs—temperature
effects, variable density effects, and
other changes due to energy trans-
fer. By refining their numerical
models, Ghoniem and his colleagues
hope to develop better engineering
tools for optimizing the design of
combustion devices.
Visualizing combustion
phenomena
Ghoniem showed real-time video
footage of a workstation session
where three calculations were run
separately and then simultaneously
Hot topic continued on page 20
Other recent visitors
Recent visitors to NCSA include the
following:
• Herman Newman, Cray Research,
Inc., gave a presentation on
"Efficient I/O on the Crays" at
the Beckman Institute. Newman
talked about the use of blocked
and "raw" file structures, format-
ted and unformatted input and
output, preallocation of filespace
using the "setP command, and, in
general, the impact of I/O on sys-
tem and single job performance.
• Gary Demos, president of
DemoGraFx, consulted with
NCSA staff members at the
Beckman Institute from various
NCSA groups about advanced
technology.
• Bruce Schatz, director, Computer
and Biological Systems Laborato-
ry, Department of Molecular and
Cellular Biology, University of
Arizona at Tucson, met with
NCSA staff and UIUC faculty.
He is collaborating with NCSA in
a distributed networking demon-
stration to be presented to the
molecular biology community
who study Caenorhabditis elegans
(informally known as "The Worm
Project") at their biannual meet-
ing in Madison, WI in June.
• Greg Astfalk, staff mathemati-
cian, Convex Computer Corp.,
presented a seminar entitled
"Linear Programming: A Quick
Tour" to staff and NCSA users.
Astfalk introduced the linear pro-
gramming (LP) method, compared
two LP methods, and discussed
performance factors on NCSA's
new Convex (see page 15).
NCSA Software Updates by Jill Peacock, Technical Editor, Software Tools Group
NCSA's Software Tools Group (STG)
has released three updated versions
of scientific software packages.
Among these are NCSA Image,
which now features new distributed
capabilities across TCP/IP network
connections; NCSA HDF Vset with
dynamic memory allocation and oth-
er new options; and NCSA X Image
with a new notebook and other
additions.
Both NCSA Image and NCSA
X Image feature the Data Transfer
Mechanism (DTM) created by Jeff
Terstriep, NCSA research program-
mer in the Networking Development
group. DTM is a message-passing
facility, designed to facilitate the
creation of sophisticated distributed
applications. It provides a method to
interconnect applications at run-time,
using reliable message-passing with
synchronization, and transparent
data conversion. Optimized for large
messages containing from 100 kilo-
bytes to several megabytes, DTM is
also effective for smaller messages.
With the implementation of DTM,
STG is continuing its goal of includ-
ing distributed processing in its
tools. STG programmer Tom Red-
man characterizes distributed com-
puting as the "process of distributing
some functions, or some processes or
actions that you want to be perform-
ed, to [other] platforms/machines
that are better suited to deal with
them." In this way, you can break
down parts of a process, send each
part to a machine specializing in
solving that process, and have the
results sent back to your machine in
more accurate detail and calculated
in less time than before.
The three updates, as well as
preliminary documentation for DTM,
are available through anonymous
file transfer protocol (FTP), the ar-
chive server, or U.S. mail. Details for
acquiring the software are provided
at the end of this article.
NCSA Image 3.0 for the Macin-
tosh is a color imaging and analysis
application that permits manipula-
tion of 2D and 3D image datasets.
With the incorporation ofDTM and
Viewit—an array language devel-
oped by Clint Potter, team leader of
NCSA's Biomedical Imaging group
and research programmer—into
NCSA Image, STG has enhanced the
program with distributed capabili-
ties across TCP/IP network connec-
tions providing power for faster and
more sophisticated computations,
while volumetric rendering capabili-
ties within the program allow fur-
ther data interpretation on the
Macintosh. This version incorporates
specific data manipulation features
from NCSA ImagelP, including
histogram equalizations, contrast
enhancements, operations on data
using nonlinear filters and convolu-
tion kernels, and useful utility func-
tions. As in previous versions, data
analysis features display and ani-
mate 8-bit binary scientific data as
color raster images, and generate
color contour, ordered dither, shaded
data, and surface plots. These fea-
tures let you plot linear selections
of data in an xy graph, perform his-
togram color adjustments on raster
images, animate multiple raster
images, print any black-and-white
plots, switch and manipulate pal-
ettes, and view actual floating-point
numbers.
NCSA HDF Vset 2.0 is a calling in-
terface and storage scheme that can
store existing HDF data elements as
well as irregular datasets (that is,
mesh data, irregular datasets, sparse
matrices, finite element information,
spreadsheets, splines) in the same
HDF file. Related and diverse data-
sets can be linked together hierar-
chically to form logical groupings.
Version 2.0 features include long
integer support, allowing storage of
long integers in vdatas; a new sec-
ondary name field for vdatas called
a class field that provides another
key with which to classify a vdata;
and multiple file access that allows
you to simultaneously open several
HDF files for reading and writing.
NCSA X Image 1.2 for the X Win-
dow System is a color-imaging and
data analysis tool that combines
much of the functionality of NCSA-
produced Macintosh tools: NCSA
DataScope, NCSA Image, and
NCSA PalEdit. Like NCSA Data-
Scope, NCSA X Image now allows
you to write notes about datasets,
while the notebook itself contains a
parser with which you can apply
various equations to datasets. This
version allows you to read data that
you have sent over a network via
DTM, thereby allowing you to moni-
tor a simulation while it is running.
Now you can view contour plots in
color instead of only black and white
as previously. Finally, NCSA X
Image offers enlargement of images,
both through pixel expansion and
interpolation. The documentation for
this software is not yet available. It
will be completed soon. Contact
"Orders for user publications, NCSA
software and videos" [see NCSA
contacts, page 19].
NCSA-produced software can be
obtained as follows:
• FTP: (1) Log on to Internet host.
(2) Enter ftp ftp.ncsa.uiuc.edu
or ftp 141.142.20.50 (3) Log in
as anonymous (4) Enter your local
login for a password. (5) Change
directories if needed. (6) Enter
get README . FIRST to transfer
the instructions (ASCII) to your
local host. (7) Enter quit to exit
FTP and return to local host. (7)
Review the README.FIRST file
for instructions on downloading
files.
• Archive server: (1) Send
electronic mail to archive
-
server@ncsa . uiuc . edu
.
(2) Include the word help in the
subject or message line. (3) Send
another message containing a
line with the word index. Note:
This is a controlled-access server
that will electronically mail the
distribution to you one segment
at a time. It will gateway to
BITNET and overseas.
• U.S. mail: To order software de-
veloped at NCSA, see the March
1991 Technical Resources Catalog
for instructions. Order forms are
included in the publication. If you
need a copy of the catalog, contact
"Orders for user publications,
NCSA software and videos" [see
NCSA contacts, page 19]. A
HPCC neWS by Jan Mataka, Research Assistant; Jarrett Cohen and Karen Damascus,
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[Editor's Note: Brief summaries from the press follow that are
pertinent to high-performance computing and communications
and that may be of interest to high-performance computing and
communications users. These statements are not intended to
reflect NCSA's view or endorse products.]
Two separate studies show that the average tem-
peratures on Earth in 1990 were the highest on
record, continuing a warming trend first detected
in the 1980s, says the Washington Post (1/10/91). The
analyses were performed by the British Meteorological
Office and NASA's Goddard Institute for Space Studies
in New York. Using a network of thermometers on land
and sea, investigators found that 1990 beat out 1988
—
previously the warmest year on record. The warm
weather was most evident over the U.S., southern
Canada, Europe, western Siberia, and the Far East.
Researchers said it was not clear if the cause of the
warming is the buildup of pollutants in the atmosphere.
Readings taken with weather balloons launched by the
National Oceanic and Atmospheric Administration
(NOAA) confirmed the same findings in the atmosphere
from 5,000 to 30,000 ft. Satellite data collected at
NASA's Marshall Space Flight Center, Huntsville, AL,
corroborated that the atmosphere was warm in the
1980s, but established 1990 as only the fourth hottest
year. One NOAA scientist said that scientists do not
really understand natural fluctuations in climate and
could not account for the difference in results.
Apple Computer, Inc. asked the Federal Com-
munications Commission in late January to set
aside radio frequencies for personal computers
to receive and transmit data without wires, reports
the New York Times (1/29/91). Apple's proposal, called
Data Personal Communications Services, requests a
40-megahertz swatch of radio frequencies for use by
wireless local-area networks. These frequencies would
allow the building of lower-cost networks and the trans-
mission of computer data without interference from oth-
er signals. Currently, such networks use coaxial cables
or telephone wires. The FCC is expected to take at least
a year to rule on the request.
The Wall Street Journal (1/17/91) reports that mas-
sively parallel computers are replacing traditional
supercomputers at a much faster rate than expect-
ed. At Sandia National Laboratories, for example, 20
major programs that account for 95% of the lab's com-
puting time have already been converted for use on
massively parallel machines, with a resulting ten- to
hundredfold increase in speed. Sandia uses parallel
computers made by Ncube and Thinking Machines. Cray
Research, Inc. has acknowledged this movement of its
users to develop new applications on massively parallel
machines by initiating its own program to develop such
a system.
Some medical illustrators are using powerful
personal computers to create detailed three-
dimensional pictures of the body on computer
screens, the New York Times (1/15/91) reports. The im-
ages are created by scanning objects with a laser device
that reads the coordinates and then enters the data into
computers. One medical illustrator at UIC is using the
technique to model replacement noses for a growing boy
who lost his nose to cancer. Others are preparing the
first three-dimensional anatomical model of a man and
a woman for computer display in the National Library of
Medicine's Visible Human Project. Medical illustrators
hope these images will supplement books and cadavers.
President Bush's $1,454 trillion budget proposal
for FY 1992 calls for an $8.4 billion increase (8.2
percent accounting for inflation) in research and
development spending, reports Science News (2/9/91).
The proposed R&D budget of $75.6 billion repre-
sents about 5.2 percent of the president's total
plan. According to the plan, defense activities would get
the largest R&D increase—about $5.46 billion. Other
proposed increases include a $149 million increase (30
percent) for a total of $638 million for developing a high-
performance computing and communications network.
Software development accounts for 41 percent of the
project's budget. A proposed $2.72 billion budget for
NSF represents an increase of $406 million (17.5 per-
cent). This increase would enable the agency to stick to
the current goal of doubling its 1987 funding level by
1995.
Allocations continued from page 11
Karl-Heinz Winkler, Los Alamos Natl. Lab., Physics
Henry William Wyld, UIUC, Simulations in Lattice Field
Theory and Quantum Wires
Gary M. Wysin, Kansas State U., Relaxation Phenomena in
Disordered Systems; Spin Dynamics in Low-Dimensional
Magnets
For details about how to apply for time on NCSA's
high-performance computers, contact Patricia Wenzel,
manager of Client Administration [see NCSA contacts,
page 19].
machine access and information
Anonymous FTP IP address
ftp.ncsa.uiuc.edu (141.142.20.50)
CM Sun front-end IP addresses
cmsunl.ncsa.uiuc.edu (141.142.220.4)
cmsun2.ncsa.uiuc.edu (141.142.220.7)
cmsun3.ncsa.uiuc.edu (141.142.220.8)
Cray operations
(217) 244-0710
CRAY Y-MP IP address
uy.ncsa.uiuc.edu (141.142.101.1)
CRAY-2 IP address
u2.ncsa.uiuc.edu (141.142.102.2)
Dialup access
2400 baud or less—(217) 244-0664
9600 baud or less—(217) 244-0662
NSF Network Service Center
nnsc@nnsc .nsf.net
NSFNET problems
(617) 873-3400
SRI-Network Information
Center
(415) 859-3695
nic.ddn.mil
VAX/ULTRIX gateway addresses
ncsagate.ncsa.uiuc.edu
(141.142.121.38) (Internet)
ncsagate (BITNET)
general information and programs
Academic Affiliates Program
Dave McWilliams
(217) 244-1100 or (217) 244-0640
affiliat@ncsagate (BITNET)
afriliat@ncsa.uiuc.edu (Internet)
Academic Program/Client
Relations
Scott Lathrop
(217) 244-1099
ul3006@ncsagate (BITNET)
slathrop@ncsa.uiuc.edu (Internet)
Accounts/Client Administration/
Visitors Program
Patricia Wenzel
(217) 244-0074
uadmin@ncsagate (BITNET)
uadmin@ncsa.uiuc.edu (Internet)
Applications Group
Melanie Loots
(217) 244-2921
u26400@ncsagate (BITNET)
mloots@ncsa.uiuc.edu (Internet)
Chemistry User Group
Harrell Sellers
(217) 333-2754
ul3038@ncsagate (BITNET)
hsellers@ncsa.uiuc.edu (Internet)
Consulting
Kurt Hirchert (217) 333-8093
u734@ncsagate (BITNET)
khirchert@ncsa.uiuc.edu (Internet)
Consulting Office
(217) 244-1144
consult@ncsagate (BITNET)
consult@ncsa.uiuc.edu (Internet)
Education Program
Nora Sabelli (217) 244-0644
nsabelli@ncsagate (BITNET)
nsabelli@ncsa.uiuc.edu (Internet)
Faculty Program
Melanie Loots
(217) 244-2921
u26400@ncsagate (BITNET)
mloots@ncsa.uiuc.edu (Internet)
Industrial Program
John Stevenson
(217) 244-0474
Media Services
Vincent Jurgens
(217) 244-1543
ul4998@ncsagate (BITNET)
vjurgens@ncsa.uiuc.edu (Internet)
For services:
ul4998@ncsagate (BITNET) or
media@ncsa.uiuc.edu (Internet)
Networking
network@ncsagate (BITNET)
network@ncsa.uiuc.edu (Internet)
Ombudsman for NCSA
Jim Bottum
(217) 244-0633
ul3013@ncsagate (BITNET)
bottum@ncsa.uiuc.edu (Internet)
Orders for user publications,
NCSA software, and videos
Debbie Shirley
(217) 244-4130
docorder@ncsagate (BITNET)
docorder@ncsa.uiuc.edu (Internet)
Public Information Office
Jarrett Cohen
(217) 244-3049
jcohen@ncsagate (BITNET)
jcohen@ncsa.uiuc.edu (Internet)
Publications
Melissa Johnson
(217) 244-0645
ull049@ncsagate (BITNET)
majohnson@ncsa.uiuc.edu (Internet)
Receptionist for NCSA
(217) 244-0072
FAX (217) 244-1987
Scientific Institute Affiliates
Program
Barbara Mihalas
(217) 244-0637
ul5000@ncsagate (BITNET)
bmihalas@ncsa.uiuc.edu (Internet)
Software Tools Group
Joseph Hardin
(217) 244-6095
ul0544@ncsagate (BITNET)
jhardin@ncsa.uiuc.edu (Internet)
Software Tools Technical
Support
Jennie File
(217) 244-0638
u26364@ncsagate (BITNET)
jfile@ncsa.uiuc.edu (Internet)
Training Program
Lyle Rigdon (information)
(217) 244-3659
u26818@ncsagate (BITNET)
lrigdon@ncsa.uiuc.edu (Internet)
Karen Gobble (registration)
(217) 244-4198
kgobble@ncsa.uiuc.edu (Internet)
Visualization Group
Dan Brady
(217) 244-2003
dbrady@ncsa.uiuc.edu (Internet)
Materials Science continued from
page 14
of carbon, melts at about 4,500
Kelvin (about 8,600° F).
The researchers found that liquid
carbon is a metal, and like water, it
is less dense in this state than in its
solid form. "Under pressure, solid
carbon forms diamonds, and the
UIUC work shows that the melting
temperature increases dramatical-
ly—to around 7500 K (14,000° F)
at one million atmospheres of pres-
sure," Martin explains. Their work
has implications for studies of the
Earth's interiorand of heavy planets
like Jupiter.
On the computer, Martin also has
studied solid carbon formed by rap-
idly cooling the liquid state. Such
work may have implications for
industrial production of diamond
films. Diamond's strength, hardness,
and heat-carrying properties make it
attractive for many industrial appli-
cations. Diamond shows great prom-
ise for reducing the size of electronic
devices. Its ability to shed heat
would allow diamond-coated elec-
tronic components to be placed close
together. Acknowledging the possi-
ble uses for laboratory-grown dia-
monds, the diamond was named
"molecule of the year" in Science,
December 1990.
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"The ultimate goal of computa-
tional materials science is to grow
materials on the computer with each
atom forming bonds according to the
laws of quantum mechanics and
thermodynamics. Then materials
can be simulated as in an experi-
ment in a laboratory or in a produc-
tion process," Martin concludes.
"The computer can simulate situa-
tions not attainable in ordinary labo-
ratories—like predictions for materi-
als in the center of the Earth—and it
can predict new possibilities not yet
attained in the laboratory—like new
artificially structured materials for
semiconductor electronics, supercon-
ducting and magnetic materials, and
high-strength materials."
If the "stuff of dreams" is an ap-
propriate description for the materi-
als coming out of laboratories today,
then computational physicists may
well be turning dreams into reality.
Profile continued from page 10
Hot topic continued from page Ifj
on a Connection Machine at Think-
ing Machines Corp. headquarters in
Cambridge, MA. The first calcula-
tion showed laminar (not turbulent,)
flow based on a calculation using
half a million elements and about
4,000 computational vortices. The
second calculation showed the tran-
sition from laminar flow to turbulent
flow at a Reynolds number of 500.
(Reynolds number, Re, is a dimen-
sionless quantity used in modeling
fluid flow.) Conditions with higher
Re values are more challenging to
simulate. The third, run at Re 5,000,
showed new vortices forming in a
posttransitional flow.
Ghoniem's visit was coordinated
by Fouad Ahmad, NCSA research
scientist and team leader of the
Finite Element Analysis Applica-
tions group [see access, September-
October 1990]. A
centers indicates similar trends at the other centers as well. The centers are
in the process of pooling their data so that later this year the first national
profiles of supercomputer users by discipline will become available. A
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Cover: Stills from the 45-minute scientific visualization
"Molecular Dynamics of Cysteinyl Leukotrienes." Movements
of three closely related molecules over 150 picoseconds (ps)
were calculated on NCSA's CRAY X-MP supercomputer using
AMBER molecular dynamics software. Images were developed
and visualized to see if differences in molecular behavior could
be clearly shown. For example, shapes that each molecule most
often assume are compared (see inset). As they overlap (see
larger view), the same shapes are retained as noted by color
coding. (Purple indicates the LTE4 molecule; yellow, LTC4;
turquoise, LTD4.) A traditional ball and stick representation
of the LTC4 molecule is shown above (this page). Hundreds of
megabytes of numeric output represented positions and veloci-
ties of each atom of each molecule every 1/100 ps for 150 ps.
[Other software used was Wavefront Technologies animation
software and various in-house visualization software. Hardware
included Silicon Graphics Iris 4D/20 and 4D/240GTX.J
NCSA Visualization: Jeffrey Thingvold and William Sherman
Research: David K. Herron, Lilly Research Laboratories
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NCSA's new Computational Biology Group is aiding national community
by John Melchi, Science Writer
"The past two decades have wit-
nessed the emergence of computa-
tional biology and computer graphics
as indispensable tools of research in
biology, chemistry, and medicine,"
says Shankar Subramaniam of
NCSA's Computational Biology
Group. "This is largely the result of
our understanding of macrosystems
at the atomic level and the burgeon-
ing advent of computing technology.
The use of high-performance com-
puting and visualization in molecu-
lar and cell biology will impact the
way the national community of bi-
ologists thinks about the biosciences
well into the twenty-first century."
Before coming to NCSA, Subra-
maniam held joint positions at
Princeton University and Bristol-
Meyers-Squibb, where he conducted
research in protein structure, design,
and function. He is now jointly an
NCSA Research Scientist and a
UIUC assistant professor in the
Department of Physiology and Bio-
physics. Understanding the motifs
that govern protein structure, design,
and function is the theme of his
research. A number of questions ad-
dressed in his laboratory are driven
by strong links with the experimen-
tal molecular biology community.
Other members of NCSA's newly
formed Computational Biology Group
include Eric Jakobsson, UIUC asso-
ciate professor of physiology and
biophysics; Zaida Luthey-Schulten,
NCSA research scientist and UIUC
lecturer in the Department of Chem-
istry; See-Wing Chiu, physical bio-
chemist who holds a joint position
with NCSA and the UIUC Biotech-
nology Center; and Yi-Wen Guu and
Janet Novotny, UIUC graduate stu-
dents in computer science and physi-
ology and biophysics, respectively.
According to Melanie Loots, NCSA
associate director of Applications
[see page 7 of this issue], the Com-
putational Biology Group intends
to create an environment at NCSA
where high-performance computing
technology can be applied to complex
problems facing the national com-
munity of biologists.
Eric Jakobsson, an engineer and
a physicist by academic training, is a
physiologist and biophysicist whose
research centers on biological mem-
brane phenomena. The three main
issues in his laboratory are: (a) How
do membrane transport processes
interact with each other and with in-
tracellular metabolic and messenger
processes to achieve cell homeosta-
sis? (b) How do voltage- and ligand-
gated membrane permeabilities give
rise to the encoding properties of
excitable cells? and (c) What is the
chemical physics underlying the per-
meation of biological membranes?
Jakobsson believes that the Compu-
tational Biology group will be a
catalyst in providing nationwide
coherence to a field that is interdis-
ciplinary. Researchers in computa-
tional biology come from biophysics,
bioengineering, neuroscience, elec-
trical and chemical engineering,
kinesiology, physics, psychology,
biochemistry, and chemistry.
Zaida Luthey-Schulten's research
centers on parallel computations on
biomolecular systems. She has in-
vestigated and modeled proton
translocation through membrane
proteins like bacteriorhodopsin and
is currently working on developing a
homology based protein structure
prediction algorithm in connection
with Peter Wolynes' research group
in the UIUC chemistry department.
The group's goals are:
• To develop large biology data-
bases with user friendly search
tools and algorithms
Enzyme copper-zinc superoxide dis-
mutase. Dimeric form of enzyme in
ribbon with metal ions in van der
Waal's sphere representations. (Cour-
tesy S. Subramaniam, UIUC/NCSA)
• To promote computation and
visualization tools necessary to
the advancement of biology
• To provide the link between theory
and experimentation at the mi-
croscopic, mesoscopic, and macro-
scopic levels using high-perfor-
mance computing technology
• To engineer links between applied
and pure research in the fields of
molecular biology, molecular
pharmacology, and molecular
medicine by aiding the develop-
ment of sophisticated computa-
tional algorithms
Databases
NCSA is in the process of combining
its Computational resources—such
as the Connection Machine, fast
database access, and the developing
metacomputer (a distributed com-
puting system)—to set up an ad-
vanced scientific database system.
The biomolecular databases will be
organized into the following hierar-
chical and interconnected levels: (a)
small- and medium-sized organic
molecules (e.g., the Cambridge Data-
base that contains three-dimesional
Biology continued on page 4
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Biology continued from page 3
structure, existing literature, known pharmacological
activity, etc.); (b) all proteins whose three-dimensional
structures are known from crystallography, microscopy,
modeling, and nuclear magnetic resonance (e.g., the
Brookhaven Data Bank that contains atomic coordinates
and pertinent literature); (c) protein and nucleic acid
sequences (e.g., the Los Alamos Database that contains
all known sequences of proteins and nucleic acids); and
(d) spectra of medium- and large-sized biological mol-
ecules that provide windows into their characterization
and potential assaying.
Luthey-Schulten is involved in establishing this biol-
ogy database and software library at NCSA, along with
other members of the Computational Biology Group, and
is consulting with groups such as the European Molecu-
lar Biology Laboratory on ways to facilitate access to
this library. "The library will contain the databases in
their original formats and a toolbox of selected public
domain and commercial software like GCG (Genetics
Computer Group) and GeneWorks," she says. The tools
will allow researchers in Computational Biology at NCSA
and around the country to analyze and compare sequenc-
es and three-dimensional structures from varied plat-
forms. In February Schulten and Intelligenetics, Inc.
organized a workshop on computerized handling of
protein and nucleic acid sequences. NCSA began serving
as a test site for alpha and beta UNIX versions ofGCG
software in May. "The Computational Biology Group is
very fortunate to be located in the Beckman Institute,"
she says, "where the researchers, computer scientists,
and network experts are close."
Molecular biology workbench
One of Subramaniam's long-term objectives is to develop
intelligent algorithms that will translate and transcribe
a natural language question about a molecule into com-
putable elements and provide versatile insights into the
problem. According to Subramaniam, "The motivation
for this comes from the need to provide a powerful inter-
face between molecular models and
experimental observations."
Plans are underway to develop a
molecular biology workbench that
will build an interface language to
transcribe questions posed by the
experimental biologist about how
genes code for proteins into comput-
able tasks.
Protein structure builder
There are about 500 known proteins
having high-resolution, three-dimen-
sional structures; however, there
are a much larger number of gene
sequences that can be determined.
"One goal of theoretical molecular
biology is to obtain a three-dimen-
sional structure from a knowledge of
the primary sequence," says Subra-
maniam. "While this task is still not
generally possible, progress has been
made in specific cases. For example,
building structures of proteins which belong to a family
whose congeners have well-defined structures is becom-
ing feasible." (A congener is a chemical substance that is
related to another, that is a derivative of the same group.
>
For instance, three-dimensional structures of several an-
tibody binding fragments have been builtfrom a knowl-
edge of known binding structures.
Laboratory tools exist for obtaining structures of
mutant proteins once the wild-type protein structures
are known, he continues. Once an algorithm is developed
for building soluble protein structures, research efforts
will focus on membrane proteins. An interactive visual-
ization tool for mutagenesis and design of proteins will
be produced.
Simulation software
NCSA will also provide the national biological commu-
nity with the resources needed for computation and vi-
sualization. In part this will be accomplished by further
developing accurate and fast algorithms for computation
on macromolecules. To keep up with the fast transmis-
sion of data and I/O associated with such computations,
the development of new hardware and software will be
needed. "The scientific infrastructure at NCSA provides
a unique opportunity to accomplish these goals,"
Subramaniam adds.
Computational biology curricula
"The future of computational biology rests on developing
powerful curricula to bridge the gap between experiment
and theory," says Subramaniam. "NCSA can serve this
pioneering role. There is a need, however, for a powerful
institution with the facilities to provide a continuing
education in the emerging disciplines of science," he
continues. "NCSA fits the bill extremely well." A
Morphine docked with anitmorphine antibody 366-21
combining site. Top-down view of the combining-site
electrostatic surface with binding residues outlined
in stick representation. (Courtesy S. Subramaniam,
UIUC/NCSA, and Scott Linthicum, Texas A & M)
Computational biology allocations by Patricia Wenzel, Manager, Client Administration
Current projects in computational biology include:
Russ Alberts, U. of Nebraska, Lincoln, Finite Element Studies
of the Growth Plate in Bones
Robert William Armstrong, California State U., Los Angeles,
Theory and Modeling of Organic Reactions and Stereoselectivity
Andrew Belmont, UIUC, Computational Unraveling of
Mitotic and Interphase Chromosome Structure
Timothy A. Bertram, UIUC, Maturation ofPulmonary
Intravascular Macrophages: 3D Reconstruction
Mary Blackwell, UIUC, Theory of Chemical Kinetics in
Biological Membranes
Victor A- Bloomfield, U. of Minnesota, Minneapolis, Acquisi-
tion ofan NMR Spectrometer
David A. Brant, U. of California, Irvine, Conformational
Dynamics of Oligosaccharides
Witold Brostow, U. of North Texas, Dynamic Simulation of
Chain Overlap in Macromolecular Solutions
Lonnie Dean Burke, U. of California, Irvine, Conformational
Isomerism of Substituted Azomethine Ylides
William Capman, UIUC, Modeling Insect Movement and
Response to Food Plant Distribution
Deborah Charlesworth, U. of Chicago, Modeling Inbreeding
Depression
M. E. Clark, UIUC, Cardiovascular Systems Simulation
Mark B. David, UIUC, Evaluation oflLWAS Model Perfor-
mance; Examination ofLake-Watershed Response to Acidic
Deposition
Daniel B. Davison, Los Alamos Natl. Lab., Supercomputer
Exploration ofSequence Alignment Algorithm Validation Suites
David Eisenberg, U. of California, Los Angeles, Amphiphilic
Peptides and Proteins
Jon A. Erickson, UIUC, Transition Structures of Thermal Syn
Eliminations
Rohan L. Fernando, UIUC, Estimation of Variance Compo-
nents for Weight Traits ofBeef Cattle using a Maternal Effects
Animal Model
Graham Fleming, U. of Chicago, Subpicosecond Resolution
Studies ofInternal Motions in Protein
David E. Ford, U. of Washington, Tree and Stand Growth—
Assessment and Modeling of the Effects ofPollutants on the
Physiology and Growth of Trees
George E. Fox, U. of Houston, U. Park, Detection and Evalua-
tion of Tertiary Structure Interactions Subunit Ribosomal RNA
Om P. Gandhi, U. of Utah, Electromagnetic Energy Absorption
and Its Distribution in Biological Bodies
Daniel Gianola, UIUC, Estimation ofNonaddictive Genetic
Effects in Large Probit Models with Random Parameters
Morris Goodman, Wayne State U., Biomolecular Systematics
of Primates and Other Eutheria
Eildert Groeneveld, UIUC, Genetic Evaluation in Swine
Michael Grossman, UIUC, Estimation of Genetic Parameters
Arnold T. Hagler, Biosym Technologies, Ligand Binding and
Solvent Structure in Streptomyces Griseus Protease A (SGPA);
Simulation ofPeptide and Protein Systems
Anton Hopfinger, UIC, Molecular Dynamics and Simulation/
Modeling of Synthetic Polymers
Morris G. Huck, UIUC, Knowledge Systems Based on
Agroecosystem Simulation; with Robert F. Grant, U. of
Alberta, Application ofKnowledge Systems Based on Crop
Simulation for Resource Management in Crop Production
Eric Jakobsson, UIUC, Brownian Dynamic Analysis ofIon
Movement in Biological Membranes
Donald A, Jameson, Colorado State U., Workshop on Array
and Parallel Processing Landscape Dynamics
Oleg Jardetzky, Stanford U., PROTEAN: The Determination
of the Solution Structure for Large Proteins
Michael E. Johnson, UIC, Study of Sickle Cell Hemoglobin
and Design ofAntisickling Compounds
Scott David Kahn, UIUC, Modeling Quinone Reductases
Martin Karplus, Harvard U., Theoretical Studies of
Biomolecules: Ab Initio Calculations ofPeptide-Water Interac-
tions; . . . : Analyses of Carboxypeptidase A; . . . :Free Energy
Analysis ofEnzymes
Paul Kilbride, UIC, Quantitative Ophthalmoscopy of Ocular
Pigments
Jung-Ja Park Kim, Medical College of Wisconsin, Macromo-
lecular Structure Analysis by X-Ray Diffraction
Doug Lauffenburger, UIUC, Simulation of Cell Membrane
Receptor Phenomenon
Paul Lauterbur, UIUC, Computational Support for Investiga-
tions using 3D Microscopy; Nuclear Magnetic Resonance
Imaging Miscroscopy ofLabeled Cells
Pierre LeBreton, UIC, Computational and Spectroscopic
Studies ofNucleotide Stacking Interactions; Photoemission
Testing and Scaling ofResults from Supercomputer Studies of
Nucleotide Valence Orbital Structure
James Andrew McCammon, U. of Houston, U. Park,
Supercomputer Simulation ofBiomolecular Function; Theory of
Biomolecular Structure and Dynamics
M. W. Makinen, U. of Chicago, Dynamical Motion in Car-
boxypeptidase A
Arnold Miller, U. of Colorado, Denver, Synchronism ofAging
in Complex System
Ignacy Misztal, UIUC, Variance Components using Sparse
Matrix Techniques; Genetic Evaluation ofDiscrete Traits
D. S. Morgan, U. of Oregon, Hydrogeology of the Goose Lake
Ground-Water Basin
Raghu N. Natarajan, Rush-Presbyterian St. Luke's Med.
Center, Mechanical-Biological Interaction with Treatment of
Joint Diseases
Stephen F. Nelsen, U. of Wisconsin, Madison, Heteronuclear-
Heteronuclear Bond Stereodynamics
Karl M. Newell, UIUC, Modeling Inertial Couplings in
Postural Control
David Onstad, UIUC, Computation and Visualization of
Ecological and Agricultural Models; Epidemiology ofAnimal
Diseases; Modeling the Influence ofa Microsporidian Disease on
the Population; Parallel Processing I Graphical Analysis of
Numerical Models Concerning the Biological Control of Insects;
Simulation Modeling ofInsect-Pathogen System
George Pack, U. of Illinois, Rockford, Monte Carlo Calcula-
tions of the Ionic Environment ofDNA; Theory of Cation
Induced Conformation Changes in DNA
Edward Pate, U. of California, San Francisco, Analysis of
the Relationship between Muscle Physiology and Muscle
Biochemistry
George Phillips, Rice U., Analysis ofProtein Dynamics
Andrzej Rajca, Kansas State U., Highly Charged He/C
Clusters: Hypervalent Carbon
V. Renugopalakrishnan, Harvard U., Protein Structure and
Dynamics
Steve Scheiner, SIU, Carbondale, Proton Transfers in
Proteins
Klaus Schulten, UIUC, Molecular Dynamics Simulation
of Structure, Dynamics, Function, and Spectra of Bacterio-
rhodopsin
Hugh L. Scott, Oklahoma State U., Model Studies ofMolecu-
lar Interactions in Biomembranes; Monte Carlo Studies of
Gramicidin A in Lipid Bilayers
Steven T. Seitz, UIUC, Decision and Research Support
Systems in Artificial Intelligence
Temple Smith, Harvard U., Human Genome National Project
Robert M. Stroud, U. of California, San Francisco, Modeling
Homologous Proteins
Allocations continued on page 16
IDantzig Solves inverse problems by Randall Graham, Science Writer
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Computed temperatures and streamlines at vari-
ous times in a simulation of crystal growth. Two
temperature gradients joined at the melting point
are used, where the ratio of the gradients is chosen
to satisfy the Stefan condition. The interface is
nearly flat, which will significantly reduce radial
segregation in the solidified crystal. (Courtesy
J. Dantzig, UIUC/NCSA)
"Engineers are very good at working forward problems,"
says Jonathan Dantzig, associate professor of mechani-
cal engineering at UIUC and visiting scientist at NCSA.
"Given certain starting conditions and a process, we can
usually tell you what the end result will be. Sometimes
though, we know what we want to achieve, but not how
to get there. This is an inverse problem." Dantzig is
taking a 1-year sabbatical to work on inverse problems
at NCSA using the Cray supercomputers.
Inverse problems are not new. In fact, they are com-
mon to every field of science. But solving them has
always been difficult because solutions are not always
unique. Solving inverse problems can be like managing
the economy. There are numerous controls over fiscal
policy. And the desired outcome is known, but the com-
plex interactions between changes in the inputs and
effects on the outputs are not clear. Unlike the economy,
however, engineering problems can be rerun and a good
process simulation can help determine the effect of
process parameters on the outcome. Dantzig is working
to develop methods to find which parameters have the
most effect on the results and systematic ways of tuning
them to achieve the desired goals using the supercom-
puter. Currently he is solving specific problems, but at
the same time he is using techniques that are applicable
to a broad range of disciplines.
Example of an inverse problem
Consider a simple inverse problem in which an engineer
wants to cast a metal cylinder 1 inch in diameter and 5
inches long. Designing a mold with these exact dimen-
sions will yield a cylinder smaller than desired because
most metals shrink when they freeze and continue to
contract as they cool in the solid state. The engineer
must work the problem backwards to compensate for
shrinkage and design the proper mold. One way to do
this is by working the problem forward again using new
dimensions estimated from the shrinkage in the first
experiment. The new shape may also be incorrect, but
with two solutions to this linear problem the engineer
can plot the information and arrive at the correct
answer on the third try.
"This method is called the 'shooting' method because
it's the same way we direct artillery fire," says Dantzig.
"One round may be short and the next one long, but
based on where they land you'll almost always hit the
target on the third try."
This example is easily solved, but many problems are
nonlinear and involve numerous variables. To further
complicate matters, the variables often interact so that
adjusting one affects others. Many of the problems that
Dantzig works on solve the diffusion equation, which is
characterized by exponential decay of irregularities in
the field variable. Running these problems backward in
time, however, causes small differences to grow expo-
nentially, making it impossible to follow solutions back-
ward very far in time.
"In a complicated problem, the key is to find out
which variables produce large changes in the end result.
These are the ones to focus on. It's also important to
determine the relationships between the variables. Such
complex interactions require that the forward problem
be solved many times before a true picture of the prob-
lem emerges. And each solution may take 20 minutes on
the Y-MP. You can see why a supercomputer is essential."
A gem of a problem
Dantzig has achieved impressive results in the very real
and puzzling problem of growing gallium arsenide
(GaAs) crystals with uniform internal composition for
use in the manufacture of semiconductors. Like the
example above, this problem involves casting a cylinder.
But the cylinder is composed of crystalline gallium ar-
senide, and the problem is nonlinear since it includes
the interaction of natural convection and phase change
in the growing crystal and thermal radiation exchange
with the furnace.
Gallium arsenide crystals for semiconductors are
formed by melting GaAs of desired composition inside a
cylindrical mold in a furnace and then slowly extracting
that mold from the furnace to freeze the crystal from one
end of the mold to the other. This freezing method usual-
ly precludes the possibility of obtaining uniform compo-
sition down the length of the crystal, because convection
currents sweep dopants from the crystal-melt interface
into the remaining liquid—thereby altering the compo-
nent concentrations. This would be acceptable if each
slice across the crystal were uniform within itself.
However, as crystals are withdrawn from the furnace,
the boundary at which freezing occurs is not flat but
concave with edges that curve up
along the edge of the cylinder. As a
result, slices of a standard crystal
contain concentric rings of varying
composition.
Electronic devices printed by pho-
tolithography on such wafers can be
customized to the tested composition
of each wafer, but it is very difficult
to do so for a wafer with nonuniform
composition. This means devices on
a wafer whose composition varies
will only match the specifications on
portions of its surface. Many of the
semiconductors from such a wafer
would be useless.
A straight solution
Dantzig examined the relationship
between the crystal's growth and
the furnace temperature gradient to
determine if a set of conditions could
be found that would cause the crys-
tal to grow with a flat crystal-melt
interface. A flat freeze boundary
would result in wafers of uniform
composition.
He found that such conditions do
exist and that only some of the fur-
naces in general use are capable of
meeting those conditions. "This solu-
tion is workable, and manufacturers
are interested in it. Sometimes solu-
tions are beyond the capabilities of
our equipment. Those answers are
informative, but they're not nearly
as useful to manufacturers who al-
ready have this equipment."
Long-term goal
The gallium arsenide problem is a
promising start for Dantzig, and it
brings him one step closer to his
goal of developing techniques to
solve a variety of inverse problems.
He believes such an accomplishment
could change the relationship be-
tween engineers and manufacturers.
"Engineers often design things
that are hard to manufacture.
Manufacturers then sometimes
change design specifications slightly
to produce the desired part. As a
result, the engineer gets back some-
thing different than what he wanted.
"A better approach would be for
the engineer to simulate the manu-
facturing process. The engineer
could then tell if he was going to get
what he wanted. That's what I want
to help engineers do. It would elimi-
nate a lot of problems in manufac-
turing."
Dantzig*s work is funded under
NCSA's Computational Extension
(CompEx) Program with the State
of Illinois [see access, January-
February 1991].
Melanie Loots, new associate director ofApplications by Karen Damascus,
Public Information Intern
Melanie Loots, associate director,
NCSA Applications Group. (Photo
by John Melchi)
In high school Melanie Loots decided
she wanted to be a chemistry profes-
sor. After experiencing graduate and
postdoctoral research, she changed
her mind. Her work at NCSA as
Associate Director of the Applica-
tions Group is similar to that of a
professor in some ways, she says
—
such as writing proposals for fund-
ing. But here at NCSA Loots feels
she is enabling the research efforts
of many people. "You're helping the
key industries, plus you're facilitat-
ing academic research. I think that
work done here can have a wide
range of benefits," she says.
From the Midwest to the
East and back
Originally from Marshalltown, IA,
Loots graduated from Harvard
University in 1975 with a bachelor's
degree in chemistry and continued
on to graduate school at Princeton
University where her research
focused on organometallic chemistry.
After graduate school, she went on
to postdoctoral research on bio-
inorganic reaction mechanisms at
the University of Chicago.
"As I got closer to seeking an
academic job, I wanted one less,"
she says. Loots felt applied research
would be more rewarding, so she
looked to industry. "I thought that
working for a pharmaceutical com-
pany would be the most interesting
industrial job a chemist could have,"
Loots notes.
Beginning her career in industry
at G. D. Searle, a pharmaceutical
company in Skokie, IL, she was in
the Central Nervous System group
in drug research. In 1983 she moved
to Squibb in Princeton, NJ, where
she worked on synthesis of pros-
taglandin-related compounds and
peptide-related enzyme inhibitors.
"Eventually I realized that labora-
tory research in chemistry was sim-
ply not the right job for me," Loots
says. "I think the major factors were
the isolation, the tedium of lab work,
and the lack of opportunity to direct
my own research." So she began to
look for other opportunities within
Squibb and moved to their Informa-
tion Group.
From the lab
to the computer to NCSA
In the Information Group, her work
focused mainly on computer litera-
ture searching using commercial
Loots continued on page 8
Loots continued from page 7
bibliographic, structural, patent,
and full-text databases. "It was like
being a detective," Loots says, "and
also a linguist, because each data-
base host system has its own com-
mand language and each database
has its own method of indexing or
coding structures."
Loots used her expertise in organ-
ic synthesis and drug design to find
information for people working in
those areas. "It was a broadening
experience," she says. "It got me out
of the lab and into a position where
I was able to productively interact
with a wide range of people."
In the fall of 1989 Loots came to
NCSA's database group expecting to
work on projects aimed at a digital
library. "It wasn't that I was famil-
iar with supercomputing, because
I wasn't. But I was familiar with
commercial scientific databases."
One of Loots' first projects was
putting together a presentation on
data management issues for the
future with Research Scientist
Barbara Mihalas, who directs the
Data Management Facility. Soon
afterwards, Michael Welge, then
associate director of Applications
and now team leader of Parallel
Processing, asked her to work as his
staff associate. From that point on,
she was busy helping him run the
Applications Group. "In retrospect,
this was essentially an internship
for me in the administration of the
group. It provided an opportunity
to get to know the people and the
organization and prepared me for
the responsibilities of being an asso-
ciate director," she says.
Loots became associate director of
the Applications Group in January
1991. "I never think of myself as
'managing' the Applications Group,
because it's a group where people
have to manage themselves to be
successful in their computational
science and research careers," she
says. "But a lot of my time these
days is spent in administering the
Applications Group and planning
activities with the rest of the cen-
ter," she notes.
Currently Loots is working on
a project to build an interface to
databases of biological information,
funded by the National Science
Foundation.
Focusing on Grand
Challenges
Loots' latest activity at the center
is overseeing the Research Council,
made up ofNCSA research scien-
tists, team leaders of the applica-
tions groups, and adjunct faculty
researchers. With the Research
Council, "we hope to get people from
different discipline areas working
together, sharing ideas for outreach
to different scientific communities,"
she explains.
"When making decisions, we want
to prioritize more on the basis of
what will advance research in com-
putational science," she says about
the Research Council. "When NCSA
began, the key word was 'access.'
We're not going to stop that, but
now we want to focus more on Grand
Challenge problems
—
problems
which are important to society as a
whole—and we're hoping that get-
ting research scientists together to
make recommendations and deci-
sions will facilitate that."
As for heading the Applications
Group, Loots finds her research
background to be helpful. "I think
I understand what motivates re-
searchers, and I hope this helps me
to make their lives easier," she says.
The open environment at NCSA
makes her life easier, too, she points
out. "I have found NCSA to be very
liberating. Personally, I have never
before felt as free to speak up or try
something new as I do here. This
means a great deal to me, and I'm
grateful to the rest of the staff for
maintaining an environment like
this." A
Lorenz speaks on chaos
Edward N. Lorenz, center, spoke on "Chaos
and Climatic Change" for the annual Ogura
Lecture sponsored by the UIUC's Department
of Atmospheric Sciences and cosponsored by
NCSA. Lorenz, now at MIT's Center for
Meteorology and Physical Oceanography, was
the first to recognize that simple, nonlinear
dynamical systems can behave chaotically.
The Ogura Lectures honor Yoshi Ogura,
founder and first head of the UIUC Depart-
ment of Atomopheric Sciences. (Photo by
Cordelia Geiken, NCSA Media Services)
NCSA Offers users Support On the CM-2 by John Melchi, Science Writer
"The most immediate need for the advancement of mas-
sively parallel systems is education of the user commu-
nity about computational techniques appropriate for
these systems. Increased access, in-house knowledge,
and experience will benefit users who will draw upon
these resources when they move applications to the
Connection Machine model CM-2 and similar systems,"
says Michael Welge, team leader of NCSA's Parallel
Processing Group. "Because using the Connection
Machine system is not usually a matter of 'porting' a
code to a different machine, new users should become
familiar with the architecture of the CM-2 and the sup-
ported languages and libraries (CM Fortran, C*, *Lisp,
Paris)," he says.
Workshops and training
NCSA offers over 200 users at 33 institutions (including
UIUC) a variety of workshops centered around the CM-2
system. Workshops are taught by staff from NCSA and
Thinking Machines Corporation. Training workshops
include the following:
NCSA/Thinking Machines seminar series
Monthly seminars are cosponsored by Thinking Ma-
chines Corporation and NCSA. Presenters are members
of the Thinking Machines staff. Topics of recent sessions
are as follows:
April—Commercial Applications of Massively Parallel
Supercomputers
May—Artificial Neural Networks and the CM-2
June—Scientific Visualization on the CM-2
CM-2 Applications Workshop
October 28-November 1, 1991
This October workshop will examine three application
domains: computational fluid dynamics, artificial neural
networks, and molecular dynamics. To help participants
better use the CM-2, applications, algorithms, and
performance programming will also be covered. Cospon-
sored by NCSA's Parallel Processing Group and the Na-
tional Science Foundation, this workshop is designed for
researchers who are developing CM-2 codes. Enrollment
will be limited. For further details, see the insert in this
newsletter mailing.
New user training
November 11-15, 1991 is the next week of new user
training offered on the CM-2. For further information
about training or registration, contact the Training
Program [see NCSA Contacts, page 15].
CM-2 staff training
In mid-February 1991, the first of nine staff training
sessions on the CM-2 began at the Beckman Institute.
Stephen Saroff, on-site application scientist assigned to
NCSA by Thinking Machines, instructed the group in
introductory and advanced techniques ending with a
session on I/O programming and the DataVault at
mid-April. These sessions provided a forum for general
discussions about the CM-2 and added to the in-house
knowledge base on the CM-2. Later a seminar or
colloquium on graphics is planned.
CM-2's current configuration
In August 1989 NCSA acquired a 32,768-processor
Connection Machine, through an NSF/DARPA grant.
NCSA upgraded the system to allow two simultaneous
"sessions," Welge says. To accommodate simultaneous
sessions, two additional Sun-4/490s (each with 64 mega-
bytes of memory) and two additional front-end bus inter-
faces (FEBIs) were incorporated into the front-end
system in 1990. Today a maximum of three users can
access the CM-2 simultaneously. NCSA's current CM-2
configuration is:
• 32K parallel processing unit
• 10-Gbyte DataVault
• 2 frame buffers
• 3 Sun-4/490 front-end systems
• IK 32-bit floating-point processors
NCSA's CM-2 is currently equipped with 64 kilobits
of memory per processor, with a total of 256 megabytes
available in the system. Each of the 1,024 floating-point
accelerators in the system is capable of approximately
14 megaflops of peak performance, giving a 32K CM-2
system a theoretical peak performance greater than 10
gigaflops.
Programs now running on NCSA's CM-2 span the
fields of molecular dynamics, neural networks, quantum
chromodynamics, volume rendering, nuclear magnetic
resonance (NMR) microscopy, volume visualization,
condensed matter physics, plant epidemiology, and
petroleum engineering. [See access, January-February
1991 for further details.]
Applying for CM-2 time
NCSA encourages users who would like to apply for time
on the CM-2 system to submit one of two types of pro-
posals: a development grant, which provides allocations
of up to 100 SUs, or a production grant, which provides
greater than 100 SUs. Contact Client Administration
[see NCSA Contacts, page 15] for more information. A
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Barbara Mihalas, NCSA research scientist
and Scientific Institute Affiliates Program
coordinator, speaks at the first Affiliate
Advisory Meeting in mid-March. Affiliates
gave their advice on NCSA's plans for the
future with special focus on the Affiliates
Program. Forty-three attendees came from
23 states. Now 108 U.S. universities and
colleges are NCSA affiliates. (Photo by
David McWilliams, Academic Affiliates
Coordinator)
Conference: Polymer Modeling with
High-Performance Computers
by Joe Golab, NCSA Research Scientist and
Team Leader of Computational Chemistry, and
Tim Whitley, Onsite Representative from Cray
Research, Inc.
NCSA will host a conference on polymer modeling with
high-performance computers September 25-28, 1991
at the Beckman Institute for Advanced Science and
Technology. Speakers from academia and industry will
discuss topics in Computational Polymer Chemistry,
including industrial polymers, biopolymers, and general
techniques in polymer computation.
The conference will provide laboratory time for par-
ticipants to work with vendor and other third party
software in NCSA's computational teaching facilities at
the Beckman Institute. All participants are encouraged
to present a paper during the poster session on the night
of September 26 and participate in the panel discussion
reviewing the entire conference on the morning of
September 28. A fee of $40 per academic and industrial
staff member and $20 per student is required before
registration forms can be accepted.
More information about registration will be published
in the next issue of access. Contact Jean Soliday at
(217,1 244-1972 about registration and the poster session.
Fred Lott 'third from left), onsite representa-
tive for Phillips Petroleum Co., recently met
the NCSA staff at a reception in the Beckman
Institute. Other Phillips staff members, repre-
senting NCSA's newest industrial partner [see
access, March-April 1991], attended the func-
tion at the Beckman Institute. (Photo by John
Melchi)
Tentative training dates: 1991
July 1-19
SuperQuest Workshop
September 16-18
Cray Applications Training
October 14-18
Cray Code Development Training
October 28-November 1
Connection Machine (CM-2) Workshop
November 11-15
Connection Machine (CM-2) Advanced Training
December 9-11
Cray Applications Training
Class size is limited. You must register to attend
NCSA Training.
To register: Academic users contact Karen
Gobble at (217) 244-4198. Industrial partner
users contact your representative at NCSA. For
additional information about NCSA training,
contact the Training Program [see NCSA
contacts, page 15].
NOTE: These dates are subject to change.
Students and educators meet supercomputing at NCSA by wuiiam Dwyer,
Graduate Assistant Writer
"Orbitals, especially molecular orbitals, are very ab-
stract to the high school chemistry student," says Barry
Rowe of Champaign's Centennial High School. Rowe
brought 18 advanced placement independent study
chemistry students to use NCSA's CRAY Y-MP system
at the end of February.
The high school students were the first of three school
groups to visit NCSA within about a two-week period.
Their activities were sponsored by NCSA's Education
Program as part of its effort to explore the role of high-
performance computing in education. In those visits,
students and teachers from Centennial High, a local
middle school, and a Washington state Indian college
tried out various software tools on the workstations at
NCSA. Later, in April, local educators gathered at
NCSA for discussions on implementing computational
technology in area schools.
Chemical reactions
In the seminar rooms at NCSA's Computing Applica-
tions Building, high school chemistry students generated
electron density maps for simple molecules using Macin-
tosh computers networked to the Cray system. Nora
Sabelli, NCSA research scientist and assistant director
of the Education Program, briefed the group on chemical
reactions and why they would be using the supercom-
puter.
Initially quiet, the students became quite animated
when they used the computers. They kept Sabelli and
Rowe busy helping them with program commands and
software tools. Students used the CRAY Y-MP system
to convert GAMESS (General Atomic and Molecular
Electronic Sructure System software) electron density
values to a matrix mapping. Then with NCSA-produced
software—NCSA DataScope and NCSA Image—they
visualized and animated bonding in their molecules.
With the animation, they could see how to manipulate
and understand different types of bonding.
Kelly Dressel, a senior at Centennial who plans to
become a doctor, laughingly said she had been worried
she would not be able to find the "on" switch for the com-
puter when she got to NCSA. But later in the day, Kelly
and her partner, Katina Maguire, raised their voices in
surprise when they became the first students to com-
plete the animation task. "This makes learning all this
stuff much easier," Kelly said. Katina, who also plans
to become a doctor, said the activity helped her to better
understand what she studied in class.
Teacher Rowe explained that before his students
modeled atoms at NCSA "there was a genuine reluc-
tance to give up their comfortable, particulate model
of the electron and refusal to accept wave mechanics."
Prior to the visit, he said most of the students accepted
the most sophisticated model of the atom that they could
visualize with the information made available to them.
"This is usually the Bohr atom, which consists of a
nucleus of protons and neutrons with electron particles
orbiting around the nucleus in fixed orbitals—a very
unsatisfactory model." Rowe said the importance of the
Two representatives from Northwest Indian
College learn to use NCSA-produced software
in NCSA's Personal Computer Lab (adjacent
to the Numerical Laboratory) at the Beckman
Institute. (Photo by William Dwyer)
activity at NCSA was in letting students determine how
the atoms interact. "The student is making the decision
as to what calculations are to be made," he explained.
"It's not so much what you do, but what you get out
of it—the understanding of how [chemical] bonds form,"
said Centennial senior Dave Powell, who has been ac-
cepted in the UIUC College of Engineering. "This helps
you visualize it."
Networking mathematics
The following week two students, their instructor,
and an assistant from the Northwest Indian College
(NWIC)—one of 27 tribally controlled community col-
leges in this country—visited UIUC's mathematics
department to explore techniques for teaching calculus
using the department's Mathematica laboratory. As part
of their visit, they spent an afternoon at NCSA's Personal
Computer Lab in the Beckman Institute for Advanced
Science and Technology, where they explored the uses
of NCSA-produced software tools. "I never really worked
with computers. I think it's really cool," said Loran
James, a four-year degree student in mathematics.
An NSF grant allowed Barbara Jackson, computer
applications instructor at NWIC, to bring students to
UIUC. She plans to develop culturally relevant computer-
based education material through the grant. And, with
funding from NSF and Apple Computer, Inc., Jackson
plans to explore the remote-teaching of calculus, involv-
ing student and instructor interaction through the
networks. "NCSA's role in the project is that of 'glue' in
terms of network technology," Sabelli explained. The
Education Program project will also serve seven rural
Supercomputing continued on page 12
<Kevin Erlinger (left;, middle school science
teacher, acquaints one of his students with
a Macintosh during a visit to NCSA. High
school chemistry students 'below i generate
electron density maps on Macintoshes net-
worked to NCSA's CRAY Y-MP system.
(Photos by William Dwyer)
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Supercomputing continued from page 11
Illinois high schools. Sabelli said
mathematics teachers from those
schools visited NCSA in December
and will return for network training
in the near future.
Relating to other levels
During the same week as the NWIC
visit, Urbana Middle School teachers
came to check out software on the
Macintosh workstations in the semi-
nar rooms at NCSA's Computing Ap-
plications Building. A few days later,
they brought 14 sixth, seventh, and
eighth grade students to try out
various commercial software pro-
grams for education. Eighth grade
science teacher Kevin Erlinger said
that, while the middle school is
putting together its own Apple com-
puter lab, their visit was a chance to
get an idea of what students can do
with different software using the
Macs.
"Our goal for the visit was to see
how a diverse group of kids would
react in a lab such as the one at
NCSA," Erlinger said. On the other
hand, NCSA wanted to learn more
about the abilities and needs of
middle school teachers and students
so that Education Program staff
members can develop a long-term
working relationship with local
schools.
Erlinger and five other Urbana
Middle School teachers of English,
geography, and math worked with
their students on the computers,
exploring programs on physics
concepts and astronomy. They con-
structed cities "from the ground up"
and created planets in problem-
solving games. Erlinger reported
that student reactions to the projects
varied widely.
Discussion series kicks off
In April, a discussion series at
NCSA was begun to facilitate tech-
nology implementation in regional
schools. The first presentations
focused on three topics: "Networking
in the Schools," "Computers and
Classroom Teachers,"and "What Can
Schools Do?" (based on one school's
experience). Session presenters in-
cluded J. A. Levin and M. A. Waugh,
C. O. Thurston (UIUC College of
Education), and Marilyn Sinclair
(Champaign, Unit 4 schools) respec-
tively.
With increasing awareness by
educators, more teachers will be able
to provide better science and math-
ematics education for their students
through high-performance comput-
ing activities. As chemistry teacher
Rowe put it after his students vis-
ited NCSA, "Their perceptions are
different now. No one argues, be-
cause they have seen that the calcu-
lations done by the CRAY Y-MP
show the shapes of the atoms and
molecules that the old model can't
do. I think these students have a
better understanding of atomic
structure than most juniors in
college." A
University High School physics projects by Karen Damascus, Public Information Intern
At University (Uni) High School in Urbana, IL, physics
students in Jodi Asbell-Clarke's class are using NCSA
resources to experience what it is like to be a research
scientist.
This program began in the fall of 1989 when Asbell-
Clarke began teaching at Uni High. As part of her
course, students must choose a project and work inde-
pendently. "It's hard to teach students in the classroom
what real science is—what scientists do. This program
challenges students far beyond the constraints of class-
room physics," she says.
For their project, students had the option of working
with NCSA postdoctoral research assistant in astronomy
David Clarke. With Clarke acting as mentor, two
students have worked on numerical simulation projects
since the program began. Joshua Folk spent one semes-
ter of his junior year studying fluid dynamics. And
Ben Goldsteen, junior, is currently working on N-body
simulations of stars clusters and galaxies.
By giving students the opportunity to hook up with
a research scientist, "Jodi is trying to demonstrate that
you can put high school students in a research environ-
ment and get positive results," Clarke says.
"This program helps to get students excited about
something in the scientific field. It's an option for those
students committed to something that will further their
scientific career," Asbell-Clarke adds.
Using the CRAY Y-MP4/464 system at NCSA, stu-
dents get the chance to work on what is "if not a cutting
edge research project, certainly related to one," Clarke
says. The students also use a Sun workstation and data
visualization software to create simulations.
NCSA provided Asbell-Clarke with an account for five
hours of Cray supercomputing time each semester per
student. Together the projects have used 15 hours of
Cray time in a year-and-a-half. "We would never have
been able to afford to pay for that. The access to Cray
time has been invaluable," she says.
Using these resources, Goldsteen has written an
N-body gravitational code to study star cluster and
galaxy formation. The program uses Newton's laws of
motion and gravity, concepts which are learned early in
the first year of physics. The project challenges him to
tell the computer how to implement the laws.
Folk's project on fluid dynamics "took a lot of time,
particularly learning the theory," he said. But he discov-
ered a lot and feels that this is a program which should
be continued. "There's a lot more to being a research sci-
entist than just discovering something," he knows now,
and he says Asbell-Clarke's program is important be-
cause it "opens up communications" between students
and scientists.
"My goal is to show professional scientists that there
are high school students who are very capable of doing
real research," Asbell-Clarke says. She presented a pa-
per outlining the program to the American Astronomical
Society meeting in January and found that the scientists
were very receptive to her program. "Professional astron-
omers were thrilled and surprised at what we got out of
high school students," she says.
^^^^^
$
Still from Joshua Folk's animation, "Kelvin-
Helmholtz Instabilities in a Fluid Shear Layer,"
simulating a shear layer between two identical
fluids with ZEUS-2D hydrocode. Color (left) tracks
discontinuity between the fluids with blue for low
values and red for high; shocks of the growing
instability in the pressure are shown at the right.
(Courtesy J. Folk and D. Clarke)
The future of this program is uncertain. Clarke is
a post-doctoral research assistant, and he and Asbell-
Clarke, his wife, will be leaving the Champaign-Urbana
area within the next two years. The program will contin-
ue until then.
Asbell-Clarke feels this program is important for the
UIUC as well as for the students. "Outreach between
the university and Uni High is a great opportunity for
the university to have a chance to improve the quality
of high school kids coming into the university," Clarke
says.
Asbell-Clarke has had positive responses from other
physics students as well. She showed her class a video
that NCSA's Media Services made of the projects. "Their
jaws dropped to the floor. It was amazing to them that
fellow students could do something like this." A
New affiliate
Native American Educational
Services College
Alan R. Foos
U.S. Highway 2 East
Poplar, MT 59255
(406) 768-5155 ext. 2360
For further information about NCSA's Affiliates
Program, contact the Academic Affiliates Program
or the Scientific Institute Affiliates program [see
NCSA contacts, page 15].
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HPCC News continued from page 14
HPCC. It would raise total FY92
spending to $638 million, a 30%
increase over FY91. The proposal
crosses several agencies and includes
$265 million for software and algo-
rithms, $157 million for HPCC
systems, $124 million for basic re-
search and human resources, and
$92 million for NREN.
In their quest to better under-
stand the basic building blocks
of matter, physicists at the
Fermi National Accelerator
Laboratory are building what
will soon become the world's
fastest computer, says the New
York Times (3/19/91). The Advanced
Computer Multiple Array Processor
System, or MAPS, will be composed
of an array of 600 microprocessors,
each capable of very fast computa-
tion rates. According to the physi-
cists, today's commercial super-
computers are not fast enough for
their experiments, one of which in-
volves the validation of the existence
of an elementary particle, the "top
quark," which would confirm a lead-
ing theory on the basic structure of
matter. Estimates of the computing
power required for accurate testing
of such theories run as high as
10,000 Cray hours. Unlike some
special-purpose machines, MAPS
data link contents
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Connection Machine
To order a copy of the current issue
of data link, contact Documenta-
tion Orders by phone at (217)
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docorder@ncsagate fBITNET) or
docorder@ncsa.uiuc.edu (Internet).
can be adapted for other types of
scientific calculations by using
Fermilab's own parallel program-
ming language, Canopy. The current
MAPS, running since 1989, can
reach peak speeds of five gigaflops.
An upgrade with a new processor
board based on two Intel i860 micro-
processors should propel the peak
speed to 50 gigaflops.
The Council on Competitive-
ness has issued a report urging
the federal government to redi-
rect research funds to emerging
commercial technologies instead
of military and large science
projects, says the Wall Street Jour-
nal (3/21/91). The report says the
U.S. holds a generally strong com-
petitive position in seven technolo-
gies: biotechnology, environmental
technology, software, computers,
databases, advanced graphics,
and propulsion. The U.S. trails its
competitors in electronic materials,
production systems, manufacturing
equipment, electronic displays,
components, hard-copy technology,
and electronic packaging. The U.S.
is roughly equal with its competitors
in areas including advanced materi-
als, microelectronics, electronic
controls, information storage, and
communications. Overall, the U.S.
performs best in technologies that
are closely linked to basic research
subscriptions
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and do not require heavy capital
investment. U.S. companies fall
behind in areas that require large
investments over time and involve
intricate manufacturing. A
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David L. Thomas, UIUC, Estimation of
Genetic Parameters for Development of
Alternate Selection Criteria for Increased
Litter Size in Rambouillet Sheep
Andrew H. J. Wang, UIUC, Interaction
ofNucleic Acids with Solvent and Ligands
Thomas F. Weiss, MIT, Theory ofFluid
Mechanical Stimulation ofHair Cells
Mary White, Louisiana State U., Spatial
Simulation Modeling of Coastal Wet-
lands-Western Terrebonne Parish
George Wiggans, Livestock and Poultry
Sci. Inst., Genetic Evaluation of U.S.
Dairy Cattle
Carl Woese, UIUC, The Investigation
and Generation ofDNA Sequences of
Prokaryotic Organisms
Ping F. Yip, U.of Colorado, Boulder,
Determining High-Resolution 3D Struc-
tures ofBiomolecules from Noisy Data
Shozo Yokoyama, UIUC, Molecular
Evolutionary Genetics ofNucleotide
Sequences
For details about how to apply for
time on NCSA's high-performance
computers, contact Patricia Wenzel,
manager of Client Administration
[see NCSA contacts, page 15]. A
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Cover: Still from "Garbage," an animation produced by
Donna Cox fUIUC associate professor of Art and Design
and NCSA associate director of the Numerical Laboratory)
with UIUC art class in Experimental Visual Technologies.
Turn to page 8 for a brief description of the videotape and
full credits. 'Thanks to San Diego Supercomputer Center,
S;m Diego, < A, lor film out put services.
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Women, science, and national challenges
9
Did you know that currently
employed women scientists
with Ph.D.s in the U.S. repre-
sent only 20% of the total
(according to a recent NSF
study)?
This is despite the fact
that the percentage of women scientists who have
obtained Ph.D.s doubled over the previous decade (as
reported by the National Research Council).
These findings and figures are only a few pieces of a
complex puzzle facing our society reported on in the New
York Times (21 May 1991: B5). As the twenty-first cen-
tury nears, awarenesses are heightened about address-
ing present concerns and meeting future challenges to
U.S. technological leadership and economic productivity.
"As our future work force expands, its composition
will be increasingly female and minority," Luther S.
Williams, NSF assistant director for Education and
Human Resources, told national educators last summer
(see "Mathematics and Science Education: A National
Strategy" in The Bridge, Fall 1990: 10-15). "To increase
our technical work force, we must draw new entrants
from these predominantly underrepresented groups in
science and engineering fields."
NSF is charged with U.S. leadership in science and
engineering research and education. Williams says its
agenda is striving to "revitalize our human resources in
science and engineering." One of NSF's education goals
includes "greatly" increasing the participation of "those
who have not been well represented"—including
women—in science, math, and engineering.
Along with NSF, many educators and professional
societies realize the importance of empowering a larger
percentage of women to find productive technological
roles in the next century. And the recent emphasis on
gathering and analyzing data about women in scientific
and technological jobs is a result. This issue of "Women
in Science"—about those working at remote sites as well
as at NCSA—stems from a recognition of this focus.
—Fran Bond, Editor
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The road to becoming a scientist or technician: women at NCSA reflect
by Betsy Krauskopf, Visiting Science Writer, and Kathleen Robinson, Science Writer
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Seated, left to right: Radha
Nandkumar and Kim Stephenson;
standing, left to right: Rachael Brady,
Jennie File, Pam Atkinson, and
Melanie Loots. (Photo by John Melchi)
Barbara Mihalas knew she wanted
to be an astronomer at the age of 8.
"I thought learning about the stars
and the universe and how it all
works was the most interesting
thing one could do. The only time I
wavered was in the seventh grade,
when I spent about two weeks think-
ing I should become a nurse."
Mihalas went on to fulfill her am-
bition as an astrophysicist, but not
without encountering some signifi-
cant obstacles. She earned a doctor-
ate in astrogeophysics from the
University of Colorado in 1979 and
currently holds four titles: research
scientist in astrophysics at NCSA,
coordinator for NCSA's Scientific
Institute Affiliates Program, director
of NCSA's Data Management Facil-
ity Prototype Program, and UIUC
adjunct assistant professor in as-
tronomy. Mihalas' success at achiev-
ing her early dream is not the norm;
more girls than boys who want to
become scientists or engineers aban-
don their goal before it is achieved
for a variety of reasons that are
under scrutiny.
The issue of how to increase the
proportion of women entering sci-
ence and engineering has drawn na-
tional attention in recent years. The
National Science Foundation (NSF)
now documents the status of women
and minorities in a report published
every other year. According to the
1990 NSF report, women account for
1 in 3 scientists, and only 1 in 25 en-
gineers. The participation of women
varies widely by scientific field. For
example, in the 1987-1988 academic
year, 35.2% of the Ph.D.s in life sci-
ences, 18% in physical sciences, and
only 11.2% in computer science went
to women. Increased female enroll-
ment in engineering has occurred
over the past decade, but there are
signs that it has reached a plateau.
Female enrollment in undergradu-
ate engineering majors peaked at
16%- in 1985 and shows no signs of
increasing.
NCSA has 36 women in scientific/
technical fields (see page 7). Some of
these women achieved their current
positions despite the lack of a related
educational degree. But the focus
of this article is on the factors that
Left to right: Crystal Shaw, Polly Baker,
Zan Luthey-Schulten, and Michele
Martin. (Photo by John Melchi)
influence young women to choose
higher education in scientific or
technical fields. We distributed
questionnaires to all the scientific
and technical women at NCSA and
spoke with 10 of them about their
backgrounds and some of the ob-
stacles they encountered in their
training or work.
The issue of early interests and
parental influence was a natural
starting point in our interviews.
We also explored types of schools
attended, experiences with mentors
and role models, pressure ofjuggling
career and family, and whether they
experienced gender-based discrimi-
nation or sexual harassment. In the
following account, we present com-
mon themes that emerged in the in-
terviews and some that were notably
unique.
"Let life teach people these
things"
Of the women interviewed for this
article, Mihalas was unusual in her
early sense of mission. Her father
was a professor of mechanical engi-
neering whose passion for physics
and math seems to have been conta-
gious. Her mother, with a degree in
liberal arts, also influenced Mihalas'
interests and attitudes. She says it
was important that "neither of my
parents ever gave me the slightest
inkling that there was any differ-
ence at all between what women
would think of doing professionally
and what men would."
The support of a mentor also
played a critical role for Mihalas
early in her life. When she was in
ninth grade a professor at the Uni-
versity of Colorado took an interest
in her studies, inviting her to weekly
meetings of the astronomy club and
introducing her to his students. Says
Mihalas, "He gave me exposure to
people who were working in as-
tronomy—mostly solar physics
—
that I wouldn't have gotten other-
wise."
Being mentored at this age is un-
usual; it is far more common for girls
to be discouraged by teachers or
other adults from pursuing scientific
or technical fields. Although Mihalas
had a mentor, such discouragement
also happened to her by way of a
"helpful" history teacher in high
school. He tried to convince her to
lower her scientific aspirations on
the basis of an IQ test score that
was, Mihalas recalls, "not bad at all,
but also not exceptional. Maybe he
was trying to instill some realism in
me—he told me he thought I should
know I was 'not Ph.D. material.' He
had no reason to do that. I really
took it to heart. It's better to let life
teach people these things—let them
find out for themselves what they
can and cannot do."
Mihalas' mentor from her junior
high school days was helpful again
later, encouraging her to resume her
quest after a 10-year absence from
academia due to a series of family
crises. "He saw to it that I got back
into graduate school," Mihalas says.
In her first year of graduate work,
"the advisor to whom I was assigned
would not even have a conversation
about a Ph.D. program; we were
talking master's program, period.
And it wasn't just because I am a
woman—it was also because ofmy
three little children."
Fortunately one of her first-year
professors encouraged Mihalas to
apply for a Danforth Fellowship
(prestigious support for women
resuming their studies after a sig-
nificant absence). "After I got the
Danforth Fellowship," she says,
"suddenly my advisor was ready to
talk Ph.D. programs."
Mihalas reflects on the important
role a mentor plays in the develop-
ment of any young scientist—male
or female. "When you get into gradu-
ate work you seriously need not just
scientific guidance but some kind of
personal empathy, because it's diffi-
cult. You're facing a new level of
challenge. . . .You're supposed to do
something new and original. And
there is an entire superstructure of
rules and gentlemen's agreements
and understandings, and you walk
into this utterly naive—every stu-
dent does. Men are not very con-
scious of the kind of mentoring they
get from other men, but I think
[they] are able to develop a relation-
ship with one or more [male] profes-
sors, who in unspoken and not very
easily understood ways can convey
some of this important information.
This is largely what mentoring is all
about."
"I didn't feel guilty"
Nora Sabelli is a senior research
scientist in computational chemis-
try, assistant director for NCSA's
Education Program, and an associ-
Seated, front to back: Amy Swanson,
Dee Chapman, Margaret Nadworny,
and Sue Kapitza; Standing, left to
right: Michelle Butler, Sue Lewis,
Ginger Winckler, and Cheryl
Herring. (Photo by John Melchi)
ate professor of chemistry at UIC.
She ascribes much of her success as
a scientist who raised two children
to the culture in which she grew up.
"I come from a culture where there
are many, many women profession-
als. In urban Argentina—Buenos
Aires mostly—it's not assumed that
you have to spend 100% of your time
with your children to be a good
parent. This has to do with the fact
that, traditionally, there is [hired
household] help." Although she
raised her children in the U.S.,
Sabelli says "I didn't feel guilty
about having somebody at home
with my children because [giving
them] all of my time is not a must."
She too recalls strong encourage-
ment from her parents, particularly
her father. He was keenly interested
in her career as a scientist, but she
did not follow his advice exactly. "My
father was very upset when I told
him I was going into chemistry [re-
search]. He thought I should go into
chemical engineering, because that's
what Argentina needed."
Asked whether she has encoun-
tered discrimination, Sabelli recalls
that some of the women at her
previous institution were not being
Women at NCSA continued on page 6
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Women at NCSA continued from page 5
encouraged to get Ph.D.s. "The advisors were asking the
women students, 'What are you going to do after you
finish your master's?' (indicating that they were not
expected to stay on to pursue a Ph.D. J." Sabelli and her
friends encouraged these women to persevere. Sabelli
has continued in her role as mentor for other women,
working to improve access to science for women and
minorities.
"We could do anything we wanted"
Family influence surfaced again with Margaret
Nadworny, engineering applications liaison to NCSA
from Motorola. Nadworny earned a master's degree in
applied math from the University of Maryland. The el-
dest of eight children, she says that all her siblings are
"in the sciences, except for one sister who is an attorney
and another just starting high school." One sister has a
master's degree in physics; another sister is a mechani-
cal engineer headed to graduate school. Nadworny has
brothers in biology and mechanical engineering. Her
mother is a traditional homemaker. Her father, who
received a master's degree in physics after a military
career, "doesn't even know how to wash a dish—but on
the other hand, he was the one who told us we could do
anything we wanted to do."
Nadworny's father also took an active role in their
studies. "He would check our homework and say, 'There
are two problems wrong on that page.' " His hands-off
support provided Nadworny an important early lesson
in figuring things out for herself. This lesson carried
over into her college work. She remembers using a slide
rule when the rest of the class had adopted calculators;
a professor's appreciation of her ability to use that tool
bolstered her confidence and underscored her strong
sense of math as an appropriate career choice.
Nadworny initially chose math as a college major
because she was good at it and found it enjoyable. Al-
though she originally intended to be a math or science
teacher, she found herself tantalized by increasingly
difficult problems whose solutions were not addressed
in undergraduate math classes. "That's when I decided
to go on to graduate school," she says.
Nadworny feels she has never experienced gender
discrimination; she attributes her positive experiences
to "the good people" with whom she has had the fortune
to work. On the other hand, she said, "I know problems
exist; I just haven't personally experienced [any]."
"I should have been identified"
The importance of family support and the influence
of undergraduate experiences were common threads
through all the accounts we heard. Sue Lewis is man-
ager of the Central Facility at NCSA. Located in the
Advanced Computation Building, she is in charge of
the Cray production environment, including both Cray
systems, the Amdahl, and peripherals. Lewis came to
NCSA with a strong background in data analysis and
statistical programming—much of it learned on the job.
Originally she planned to be a math/computer science
major, but
—
partly due to an unsupportive college envi-
ronment—she dropped that idea and earned a BA. and
an MA. in anthropology.
Lewis received strong encouragement from her family
to tackle challenges. When the all-girls' high school she
was attending dropped physics from the curriculum, her
father arranged for Lewis and five classmates to take
physics at the nearby boys' school where the teacher was
especially good. An excellent math student, she won a
number of awards during high school; still, she says, her
math teacher—the same one for three years
—
gave her
no particular encouragement.
As a prestigious James Scholar at UIUC, Lewis
planned to major in math but switched to anthropology
after two frustrating years of feeling like an invisible
person. "In theory," she says, "I should have been identi-
fied as a promising student," but no one seemed to know
that she was there. To be fair, Lewis says she used to be
extremely shy and unassertive, which contributed to her
"invisibility."
In her first job after college, Lewis used her math
background to develop data analysis software for keep-
ing track of archaeological finds. She became increas-
ingly interested in the data analysis and statistical
analysis side of the work. Lewis also began to realize
that without a Ph.D. in anthropology, she had a limited
future in the field. So she decided to return to her origi-
nal plan. After classes in advanced statistics and ad-
vanced programming, she took a job at the UIUC Survey
Research Lab. Later she worked as a system engineer/
analyst for a local business before coming to NCSA.
Lewis is on call 24 hours a day, 7 days a week in her
job with NCSA. Because she manages three shifts, she
sometimes holds staff meetings from 11 p.m. to midnight
and stays afterwards until 2 or 3 a.m. As the mother of
two young daughters, Lewis says she couldn't manage
without her husband's strong support.
"My sister told me it was fun"
Another woman had very different experiences as an
undergraduate. Rachael Brady is a research program-
mer in NCSA's Biomedical Imaging Group (see page 12);
she recently returned from maternity leave for her
second child. She has a B.A. in math and physics from
Macalester College in Minnesota; in 1986 she earned an
M.S. in statistics from the University of California at
Berkeley.
Like the women discussed previously, she too had
strong family support. She says there was never any
question whether she would go to college. "My father is
a professor, my mother is the daughter of a professor,
and my grandmother is the daughter of a professor.
Academics has been in my family for a very long time."
Brady says she "was in the 'geeky' clique in high
school"—which might be true of many of her colleagues,
both male and female.
Her father, a biology professor, and her sister, a poly-
mer chemist, encouraged her interests. To maintain her
independence, Brady steered clear of their areas of ex-
pertise. "I went on to physics in college because my sis-
ter told me it was fun—not as terrible as in high school.
And I didn't want to do what they were doing."
Brady enjoyed her undergraduate experiences at a
small liberal arts college where students "could talk to
professors any time if they didn't understand some-
thing." She adds, "At a small school you get a lot more
nurturing and attention than at a
large school. I think that really
helped me."
Brady's road to becoming a scien-
tist has not been without difficulties.
Among the problems she experi-
enced were an academic advisor
who—as she was to learn—had a
history of making unwelcome physi-
cal advances. In her first job, she
had to deal with a more subtle form
of discrimination—not being taken
seriously by some male colleagues
because of her gender. Brady says
that made her very angry.
"Poor Marie Curie"
Melanie Loots, NCSA associate
director of Applications, has an A.B.
in chemistry from Harvard and a
Ph.D. in organometallic chemistry
from Princeton. After working for
6 years as an industrial research
chemist, she left the field
—
partly
due to a growing sense of isolation
and a conviction that she was philo-
sophically out of step with the
majority of her (male) colleagues.
Loots's reason for studying sci-
ence was different from the other
women we interviewed; for her it
was a means of escape. While Loots
learned about hard work from her
parents—her father is an automobile
dealer and her stepmother sold
advertising—she explains, "For me,
science was a way out of the [Iowa]
community that I grew up in. It
was really clear to me that if I did
chemistry—as opposed to history, or
French, or Russian—I could support
myself. I could get away."
Loots drew inspiration from sto-
ries she read as a child. "The library
had shelves of childhood biographies
of famous Americans, like Lucretia
Mott, Girl of Old Nantucket." She
remembers that most of the women
featured in the biographies were
reformers of one kind or another like
Jane Addams and Clara Barton. "I
think that had an important influ-
ence on me. Not that there were
women scientists, but that there
were women who did escape and
go do something. There aren't that
many accounts of women scientists.
There's poor Marie Curie, who died
of radiation poisoning—that's not
really very inspiring."
Loots says, "I think it makes
women's lives more difficult if their
Women at NCSA continued on page 8
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careers are [too] closely tied to their husbands'. It's diffi-
cult for them to be regarded independently." For Loots
and her husband, a physicist, "the problem is simply
finding two jobs in the same geographic area and having
a liveable life."
Loots' daughter was born after she left chemistry. "I
think [having children] is probably easier at this stage
in my life (late thirties) than it would have been earlier,
because I have a little more perspective. What I find now
is that one thing really rests me from the other. Most
nights, I'm glad to get home, and also I'm glad to get to
work in the morning."
"Adjusting priorities"
Radha Nandkumar, NCSA research scientist and staff
associate to Director Larry Smarr, earned a doctorate in
astrophysics from UIUC five years ago. She mentions
the challenges of being part of a dual-career couple with
children and says, "being a mother is just as important
to me as being on the job and doing research. Always it
is a question of adjusting priorities, almost on a day-to-
day basis."
Nandkumar's mother was a home-maker and her fa-
ther an accountant. "When we were small," Nandkumar
recalls, "each one of us wanted to be a mathematician
because of my dad. Both my parents were extremely
supportive of our education. In India when I grew up,
the attitude was 'woman's place is in the home,' but my
parents were quite forward-looking. All my sisters [also]
got postgraduate degrees."
Nandkumar says a number of her professors were
very supportive, both in India where she did her predoc-
toral work and in the U.S. "One of my professors encour-
aged me to try to do different things that the rest of the
class wasn't interested in. He was trained abroad, and
he told us how research was being done elsewhere. He
introduced me to a lot of different ways of looking at
things."
"Room for everybody"
So far, the women whose insights we present were
trained in well-established disciplines with traditions
of male mentorship and networks that may have been
difficult for female students to broach. Computer science
is a field that, because of its short history, many have
felt could be an area of rich opportunity for women.
However, computer science has not proven to be much
different, statistically, from the other sciences in terms
of female participation. Currently women make up 30%
of employed computer scientists. Nationally only 6.5%
of CS faculty are women, and one-third of the CS depart-
ments have no women faculty members. As reported
earlier, fewer CS Ph.D.s (only 11.2%) are awarded to
women than in either physical or life sciences.
The lack of female role models was mentioned by Beth
Richardson, NCSA applications programmer and team
leader for math and statistics in the Applications Group.
She says, "When I went into computer science it was just
beginning, so there was room for everybody. It was not
difficult to get in. [But| because it was so new, I had a
lack of role models. I have suffered from not having a
mentor relationship with another woman in the field."
Richardson tries to be especially supportive of other
women, particularly those who stand alone in their fields.
She enjoys listening to Eliane Elias—a jazz musician
—
partly because she also is in a field mostly filled by men.
Richardson's advice to other women is just to "do the
best job you can. I have turned around the biggest
sexists there are—they reacted positively (with time;
when they saw they could count on me."
"Mothers and nuns"
The lack of role models frustrated Polly Baker even as a
child. Baker is a research scientist in the Visualization
group. Originally she trained and worked as a counsel-
ing psychologist and recently completed a doctorate in
computer science. When she was quite young, her three
older brothers had chemistry sets and a microscope that
fascinated her. They welcomed her participation—but
as a spectator. Baker says, "I would have been pretty
excited about having my own chemistry set, but Santa
never brought me one." Her elementary school offered no
science classes at all, and the only women she knew, she
says, "were either mothers or nuns."
The only woman at NCSA who reported having a
female role model in her field while she was still young
was Michelle Butler, a research programmer and the
system administrator for mass storage at NCSA. Butler
has a B.S. in computer science from Illinois State
University (ISU). As a senior in high school, Butler took
two programming classes taught by a woman who had
recently completed a degree at ISU.
One woman whose mother was a strong role model
was Amy Swanson, systems administrator for the Sili-
con Graphics workstations. Swanson has a B.S. in math
and computer science from UIUC. Her mother, a quality
assurance specialist in chemical, nuclear, and conven-
tional ammunition, showed Swanson that women can
break through traditional barriers. "She's run into a lot
of brick walls, and she's really worked hard."
Swanson thinks men in her own generation have
been raised to see women as equals and believes that
gender discrimination is a diminishing problem. She
says, "If a man wants to treat me differently because I'm
female, that's his problem. I would consider it a person-
ality conflict and deal with it that way."
Peer support
Crystal Shaw feels peer support from her female col-
leagues is very important. Shaw, a research programmer
in NCSA's Atmospheric Sciences Applications Group,
has a master's degree in industrial engineering from
the University of Wisconsin at Madison and a master's
degree in computer science from Purdue University. She
appreciates the contacts she has made through an NCSA
women's discussion group that was begun by former em-
ployee Janice Knapp-Cordes. Shaw thinks women have
fewer opportunities than men for talking informally and
forming networks—for example, like those men develop
through sports participation.
Other women we surveyed are actively involved in
support groups—either through informal discussion
groups or through committees and organizations
specifically for women in their fields.
Women at NCSA continued on page 17
"Garbage" at SIGGRAPH '91
"Garbage," an animation produced
by Donna Cox with UIUC Art Class
331 (Experimental Visual Technolo-
gies) and NCSA's Post Production
Facility, was accepted for showing
in the Computer Graphics Screening
Room at SIGGRAPH '91 in Las
Vegas (see page 18). A collaborative
animation project, the 1-minute
video urges viewers to recycle.
As a narrator quotes statistics
about the daily and annual pile-up
of debris, a garbage can erupts with
litter (left above). Following a path-
way of trash led by the trail of dis-
carded toothpaste (center), one's
attention momentarily focuses on
the headline of an old newspaper
announcing landfill concerns (right).
While the voiceover continues to
spout data, a peaceful dawn in the
suburbs is interrupted by a constant
accumulation of garbage cans and
bags (cover). To reinforce the mes-
sage, a recycling image is superim-
posed over the globe as the video
ends.
Experimental Visual Technolo-
gies, an interdisciplinary class for
undergraduates and graduates, is
taught in NCSA's Renaissance
Experimental Laboratory (RED, lo-
cated in the Beckman Institute. Cox
instructs the students in Wavefront
animation software and the UNIX
operating system in a networked,
high-performance computing envi-
ronment. Twenty Silicon Graphics
Stills from an animation by
Donna Cox's class in Experimen-
tal Visual Technologies.
Personal Irises form the centerpiece
of the REL's state-of-the-art educa-
tional facility.
"The Listener," an animation
produced in the REL by Cox's former
student Chris Landreth (now at the
North Carolina Supercomputing
Center), was accepted to the Film
and Video Show at SIGGRAPH '91.
Robin Bargar, NCSA programmer,
composed the music and Bob
Patterson, Media Services research
programmer, did the postproduction
work.
"Garbage" continued on page 15
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Kate Kirby: theories in atomic and molecular physics
by William Dwyer, Graduate Assistant Writer
Put a balloon outside in the sun. It expands as the air
molecules inside grow warmer, according to the Ideal
Gas Law, PV = NRT. Kate Kirby says she was intrigued
by this simple equation when she took chemistry at her
high school in Winnetka, IL.
"I found it very satisfying to use mathematical rela-
tions to describe physical systems," she says from her of-
fice at the Harvard-Smithsonian Center for Astrophysics
(CfA) in Cambridge, MA.
"I was always interested in science. I was highly mo-
tivated as a kid," she adds, nearly 30 years later. She
went on to obtain an A.B. degree cum laude in chemistry
and physics from Harvard/Radcliffe in 1967. She re-
ceived an M.S. in 1968 and a Ph.D. in chemical physics
in 1972 from the University of Chicago.
Today Kirby heads the atomic and molecular physics
division at CfA, which is located on the grounds of
Harvard College Observatory about 10 minutes' walk
from the main campus of Harvard University.
Atomic and molecular physicists study the structure
of simple atoms and molecules. They quantify the
various processes that occur when atoms, molecules,
electrons, and photons interact.
A wealth of scientific problems
Kirby is also deputy director of the Institute for Theo-
retical Atomic and Molecular Physics, a joint enterprise
of the Center for Astrophysics and Harvard University.
The institute became one of NCSA's first Scientific Insti-
tute Affiliates (SIA) in 1989, shortly after it was funded
by the National Science Foundation. NCSA provides
computational support to SIAs and works with them to
obtain funding for cooperative projects [see access, April
1990].
Harvard astronomy professor and institute director
Alexander Dalgarno, along with Kirby and George
Kate Kirby continued on page 16
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Living in your laboratory: meteorologist Renee McPherson by Sara Lam
Science Writer
Control Simulation
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A horizontal slice at a height of 4 kilome-
ters (km) through the vertical velocity
field in an evolving numerically simulat-
ed severe thunderstorm similar to the
tornadic storm that hit Del City, OK on
May 20, 1977. Results are from simula-
tions using the Klemp-Wilhelmson 3D
cloud model on NCSA's CRAY-2 system.
Environmental profile is from weather
balloon observations on May 20, 1977.
(A thermal bubble, bottom, interacts
with this environment to form a thunder-
storm.) In the control simulation, left, the
horizontal radius of the initial thermal
bubble is 10 km. On the right is a varia-
tion experiment in which the initial bub-
ble has increased to 15 km. Note that the
evolution of both simulations is similar
until after the storm splits—after 75
minutes. (Courtesy Renee McPherson)
Renee McPherson is the kind of
pragmatic scientist who likes to see
her work result in tangible benefits
for people. A graduate student in the
University of Oklahoma's School of
Meteorology, McPherson says that
"meteorology, in the end, is really
about predicting the weather for peo-
ple who need to know. And although
we've gotten to the point where we
can predict large-scale, relatively
slow-moving weather events with
reasonable accuracy, we're not yet
there with the fast-moving severe
storm systems. It's of great impor-
tance to the people of Wichita [Kan-
sas] that they know whether or not
the storm system moving their way
will produce a tornado." (Wichita
and a suburb were damaged by a
tornado in April 1991.)
Long-term interest in science
McPherson, who received her under-
graduate degree in meteorology from
the University of Wisconsin at Madi-
son, carries the same sort of pragma-
tism into her attitude about being
female in a male-dominated field.
"I've known enough people who have
been very supportive of me that I
can overlook the few who are not,"
says McPherson. "The late Dr. Lyle
Horn, who was chairman of the
meteorology department at the Uni-
versity of Wisconsin at Madison, was
tremendously encouraging, and I
really appreciate that. I also had an
advisor at Wisconsin, Dr. Patricia
Pauley, who was a big influence.
She was the first female professor
in Wisconsin's meteorology depart-
ment, and one of the few in the
country. It's interesting that any
discrimination I have encountered,
or that I have seen Pat encounter,
has almost always come from male
students, my contemporaries."
McPherson doesn't anticipate any
discrimination against women in her
field because, she said, "from what I
have seen, meteorology departments
are working quite hard to recruit
what few women there are in the
field."
In fact, it was only when
McPherson entered college that she
discovered that some people felt that
women did not belong in certain
fields. Her father is a physicist at
the University of Wisconsin, and her
mother was trained as a bacteriolo-
gist. "I've always been interested
in science, and my parents were
thrilled when both my brother
and I decided to become scientists."
McPherson took a summer course in
meteorology between her freshman
and sophomore years in college "for
the fun of it" and found she loved it.
She was hooked. "The interesting
thing about meteorology is that you
live in your laboratory," McPherson
said.
Supercomputing severe
storms
McPherson, who expects to receive
her master's degree in meteorology
in a few months under the direction
of Kelvin Droegemeier (deputy direc-
tor of the Center for Analysis and
Prediction of Storms and associate
professor of meteorology at the Uni-
versity of Oklahoma), has been us-
ing NCSA's CRAY-2 system to study
the predictive capability of the
Klemp-Wilhelmson model, a cloud
model used to simulate small-scale,
severe storms developed by Bob
Wilhelmson (NCSA atmospheric re-
search scientist and UIUC professor
of meteorology) and Joseph Klemp
(acting director of the Mesoscale and
Microscale Meteorology Division at
the National Center for Atmospheric
Research in Boulder, CO). "When we
begin simulations using the model,
we define certain initial environ-
mental conditions in the system,"
says McPherson. "The question is
whether the model can be used to
predict storms even if we incorrectly
define some initial conditions."
The advent of very powerful
supercomputers like the CRAY-2,
as well as powerful new observation
systems like Doppler radar, have
revolutionized the study of small,
severe storm systems, according to
McPherson. "Predictive models [of
storms] are based on basic fluid dy-
namics equations. The dynamics of
large, relatively slow-moving, synop-
tic-scale storm systems are better
understood at this time than the
McPherson continued on page 20
Berger models quantum gravity by Randall Graham, Science Writer
Beverly Berger fell in love with
astrophysics at age 8 when a friend
loaned her the book All about the
Stars. Her parents gave her a small
telescope the following year, and she
saved to buy a better one when she
was 12. She went on to earn a B.S.
in physics with Highest Distinction
and later a Ph.D. "I still use that
second telescope to show my students
sunspots," says Berger, now profes-
sor of physics at Oakland University
in Rochester, MI. "But I don't really
need a great telescope. I've always
been a theorist—even in childhood."
Today Berger teaches astronomy
and physics and pursues cosmologi-
cal research. "Since our universe is
expanding, it must have been hotter
and denser in the past," says Berger.
"The questions are, How did our
present universe arise from the past
state? and Can we find remnants of
the initial conditions today?" Berger
uses the CRAY Y-MP system at
NCSA to focus on the quantum me-
chanical behavior of various cosmo-
logical models. These models would
be relevant right at the big bang.
There her hope is to find clues to
the origin of the universe.
Quantum dilemma
Quantum gravity is a field on the
edge of our knowledge, for gravity
is the only force without a workable
quantum mechanical theory. Quan-
tum theories for other fields describe
the basic properties of matter such
as the behavior of atoms, atomic nu-
clei, and elementary particles. Says
Berger, "It's not my goal to write a
quantum theory of gravity, but I
would like to explain some of the ef-
fects that such a theory might have.
The implications are important. For
instance, we know that an electron
is quantum mechanical because it is
a particle and also has a wavelength.
In the same way, a black hole has a
wavelength. That is not significant
if the black hole is large. But for a
black hole with a mass of 10 5 grams,
the wavelength is as large as the
black hole. That's a situation you
can't ignore when studying the early
universe.
'You can characterize stages of
the universe by temperature. This
tells you the masses of particles
which can be produced from the
energy that is available according
to E = mc2 . According to standard
cosmological models, the tempera-
ture rises without limit as we go
into the past, and near the big bang
enough energy is available to gener-
ate black holes that are quantum
mechanical. It is here that quantum
gravity ought to be used. But there
is no room in Einstein's theory for
black holes with wavelengths."
Models Berger studies are solu-
tions to Einstein's equations, which
are more general than the solution
usually used to describe our uni-
verse. The models serve as good
theoretical laboratories because of
this common root. Berger's favorite,
the Mixmaster model, has long been
known to show chaotic tendencies.
"Chaotic systems have no memory,
so a broad set of initial conditions
can lead to the same result. It was
hoped that chaos in the Mixmaster
universe would allow it to evolve to
our present universe from a large
variety of initial conditions. But the
Mixmaster is not chaotic enough to
explain our present universe.
"In fact, given what we know
about all the possible ways a uni-
verse could start, our universe is
very special. It is expanding at the
same rate in every direction and has
the same temperature everywhere.
These properties are very unlikely."
Large-scale structures
Paradoxically as the science of
cosmology has progressed and nota-
bly through the use of supercom-
puters in recent years, the discover-
ies of large-scale structures in the
universe might be inconsistent with
predictions of standard cosmological
models. Scientists must now adjust
their models to accommodate these
structures, but it seems none con-
tains enough irregularities to evolve
into our present universe in the time
allowed. Says Berger, "The micro-
wave background of the universe is
extremely smooth—too smooth. The
seeds of large-scale structure should
be evident within it, but they're not
yet." Berger hopes that the explana-
tion for this may be found within
quantum gravity.
Behavior of the Mixmaster universe.
Classical evolution of anisotropy shows
two different models (red and blue lines);
gray contour plot illustrates the potential
function. Evolution is towards isotropy
as the volume of the universe increases.
(Courtesy Beverly Berger)
Quantum Monte Carlo
Berger uses Monte Carlo (MC) tech-
niques to solve the Wheeler-DeWitt
equation of quantum gravity. MC
methods generate quantum me-
chanical probability densities from
which to extract information about
various observable properties of the
universe. MC is highly favored be-
cause it allows an increase in model
complexity without dramatically
increasing computer time.
The biggest challenge for Berger
is finding the best Monte Carlo
method to apply to her problem. "I
test one or two methods each year.
For me a breakthrough would be
to find a Monte Carlo method that
reproduces the precise solution to
the system I'm solving without any
artificial modifications."
Facilities
Berger's research is funded by NSF.
She works on a Macintosh Ilfx at
Oakland University and a Macin-
tosh II with an accelerator and a
2400-baud modem at home. She
connects to NCSA via NSFNET or
Internet from Oakland's campus-
wide Ethernet and describes the
computing facilities at Oakland as
excellent. The only thing lacking is a
T-l line for high-speed file transfer,
and that should be in place soon.
Berger continued on page 20
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Visualizing volumes of science: Rachael Brady by Karen Dama8CU8, Public-
Information Intern
The program Rachael Brady developed,
xlathe, runs on the Connection Machine
(Model CM-2) with parameter control
on the Macintosh II (left) and images
on the CM-2 frame buffer (right). The
image shown (right screen) is from
NCSA research scientist Mike Norman's
research on galactic jets. (Courtesy
Rachael Brady)
As the Biomedical Imaging Group's
lead software developer for the
Connection Machine, Rachael Brady
enables scientists to view their data
in three dimensions.
Brady has been a member of
NCSA's Biomedical Imaging Group
(BIG) for a year. Before coming to
NCSA, she worked at the Jet Pro-
pulsion Laboratory in Pasadena, CA
doing signal detection algorithm
development for the SETI (Search
for Extra-Terrestrial Intelligence)
project. She received her master's in
statistics from University of Califor-
nia at Berkeley where she worked
with research advisor Stuart Bowyer
on the SERENDIP-II project in the
Space Astrophysics Group.
Brady and her coworkers in BIG
collaborate with several scientists at
UIUC who have large computational
image and volume processing needs.
BIG is also instrumental in helping
scientists visualize their data. Other
BIG members include team leader
Clint Potter, U of I College of Medi-
cine at Urbana-Champaign medical
doctor David Lawrance, postdoctoral
research associate Zhi-Pei Liang,
and graduate student Pat Moran.
Fine tuning the image
process
In developing software for the
Connection Machine (Model CM-2),
Brady has already implemented a
two-dimensional version of the fil-
tered back projection algorithm, and
she is working on making it faster in
anticipation of expanding it to three
dimensions. "This effort will hopeful-
ly help relieve some of the burden of
the CRAY-2 system," Brady says.
Fast image reconstruction algorithms
are central to several of BIG's collab-
orative efforts. "Last year one group
used over 300 SUs [service units] on
the CRAY-2 on the image recon-
struction problem.
"Scientists don't want to wait
for a pretty movie to be calculated,"
Brady continues. A volume render-
ing algorithm, developed by Potter
and put on the CM-2 by Brady,
allows a user to view his or her data
in less than three minutes as a
reconstructed multiframe movie.
This algorithm also helps the sci-
entist see the image more easily. "If
you want to look at a three-dimen-
sional object in space, you turn it
around," she says. In the same way,
the CM-2 takes a three-dimensional
image and spins it. "The rendering
program allows the user to have
'x-ray' vision through the spinning
three-dimensional object by using
a weighted maximum ray-tracing
algorithm," she adds.
To further aid the scientist in
viewing the image, the transparency
of the image can be determined with
the algorithm by a user-selected pa-
rameter. By adjusting this parame-
ter, it is possible to see all the way
through a dataset or to limit the
view to features near the surface of
the object. "Features of the object
which are close to the user appear
bright, bluish-white. Things which
are far away are dark and red,"
Brady explains. In such a way, the
relative brightness of a feature gives
the user a perception of depth as the
object is spinning.
Another feature of the rendering
algorithm allows the user to strip
away outer surfaces of the three-
dimensional image. "If you want to
see a ball inside a cup, without look-
ing through the cup, turn the data
values of the cup to zero so that it
is clear," Brady explains. The user
controls the amount of the surface
that is stripped away, using the
erode parameter. "The effect of this
feature is to eat away the outside
of the image—like sandblasting the
data," she says. According to the
sandblasting analogy, bright things
in an image are hard and dark areas
are soft. "So dark areas of the image
get eaten away more quickly than
the bright portions," she adds.
Volume rendering is not limited
to taking one three-dimensional
dataset and spinning it. Using a
program developed by Moran called
the Space-Time Tiller, "you can see
objects evolve and spin at the same
time," Brady says. "It is difficult for
the scientist to decide how many
rotations of the data to allow for
each time step. The Space-Time
Tiller makes it conceptually easy
for the scientist to manipulate this
four-dimensional dataset."
Distributing images
Brady is also working with Potter
on a software package that closely
couples data collection instruments
with a supercomputer. The idea
behind the Distributed Biomedical
Rachael Brady continued on page 20
Imaging proteins by Betsy Krauskopf, Visiting Science Writer, and Fran Bond, Publications Editor
One of Zan Luthey-Schulten's research interests is how
to use secondary structure predictors and molecular
dynamics to refine structures of proteins. Images from
her research are shown here. Luthey-Schulten is a
research scientist in the Computational Biology Group
(CBG) at NCSA (see access, May-June 1991) and a
lecturer in the UIUC Department of Chemistry.
Working in collaboration with her husband Klaus
Schulten, UIUC theoretical physicist and Beckman
Institute staff member, and his Theoretical Biophysics
Group, she has refined available x-ray and electron
microscopy data, which had fairly well characterized the
seven helices of bacteriorhodopsin but could not describe
the turns or loops that joined the helices to each other.
Calculating the three-dimensional structure of bacterior-
hodopsin is important in her collaborative work on
proton translocation through membrane proteins and
the reaction center of photosynthesis. With the expertise
of NCSA visualization specialist Mike Krogh using
Wavefront software, the protein was made increasingly
transparent to reveal the chromophores (see below).
Currently she is working with UIUC chemist Peter
Wolynes and his colleague Richard Goldstein, postdoc-
toral chemist, on a homology based tertiary structure
predictor using associated-memory Hamiltonians. She
says, "The preliminary results indicate that we can pre-
dict a structure with an rms deviation of 2.4 angstroms
when a 40% homology exists between the target protein
and the protein in the structural database. The results
are very encouraging, but the real test will be if we can
obtain the same resolution when the homology is much
lower."
An image from research on reaction
center photosynthesis showing the
protein (in bluel, water (in red), and
chromophores. (Courtesy Zan Luthey-
Schulten and Mike Krogh)
Three-dimensional
structure of the pro-
tein bacteriorhodop-
sin. (Courtesy Zan
Luthey-Schulten
and Marco Nonella)
Recently Luthey-Schulten helped launch a planned
Biological Database and Software Library with an
NSF grant (submitted with CBG colleagues Shankar
Subramaniam and Eric Jakobsson). Through her efforts,
NCSA is participating in a joint initiative with UIUC's
School of Life Sciences which began with purchasing an
analysis package to run on the VAX system at the School
of Chemical Sciences Computer Center. The software
provides algorithms to do secondary structure predic-
tions and sequence comparisons. This initiative led to
a February 1991 workshop at NCSA on computerized
handling of proteins and nucleic acids, which Luthey-
Schulten organized with Intelligenetics, Inc. Through
her efforts, NCSA is now an alpha-beta UNIX test site
for Genetics Computer Group software for manipulating
protein and nucleic acid sequences. Together with
Manuel Glynias (author of GeneWorks software), she
demonstrated the use of distributed processing to speed
up multiple sequence alignment at the recent confer-
ence, Aspects of Drug Design, held at the Beckman
Institute. Jeff Terstriep, NCSA research programmer,
developed the data transfer software—called Data
Transfer Mechanism (DTM)—used in the demonstra-
tion. Menu-driven distributed processing will be an im-
portant cornerstone of NCSA's biology library mentioned
previously.
Luthey-Schulten obtained a Ph.D. in applied math-
ematics at Harvard University in 1975 after having
earned master's degrees in chemistry and applied
mathematics from there earlier. She held a variety
of research positions at the Max Planck Institute in
Gottingen, the physics department of the Technical
University in Munich, and Columbia University prior
to coming to NCSA and UIUC. A
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SuperQuest 1991: three sets of winners for three centers by Dennis Meredith,
Cornell University News Service, and edited by Jarrett Cohen, Public Information Specialist
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By proposing supercomputing
projects on topics from dinosaurs to
traffic jams, 11 high school teams
from across the country have won
SuperQuest 1991, the national
computational science competition
for U.S. high schools [see access,
January-February 1991].
Winning teams of three or four
students and a teacher-coach will
undertake studies of topics as di-
verse as how dinosaurs became
extinct, whether traffic jams are
predictable, making music from
natural patterns, preserving organs
at low temperatures, and the effects
of farm runoff on wetlands. Ambi-
tious projects also include complex
subjects such as "The Initiation of
Reductive Trigger Waves in a Mar-
ginally Stable Ferroin-Catalyzed
Belousov-Zhabotinskii Solution"
and "Fractal Structures Produced
by Generalized Diffusion Limited
Aggregation."
SuperQuest is sponsored by vari-
ous units at the National Science
Foundation (NSF). (See "NSF spon-
soring units" below.) In addition to
NSF funding, sponsorship is coming
from IBM Corp., Cray Research,
Inc., and Boeing Computer Services.
NSF support
"The NSF's support of SuperQuest
is consistent with the recent federal
High Performance Computing and
Communications initiative, currently
under Congressional consideration,"
said Peter M. Siegel, director of
Cornell University Theory Center's
National Supercomputer Facility.
"This initiative focuses on advanced
scientific computing, education, and
the networking infrastructure to
serve the national research and edu-
cation community. The NSF support
of SuperQuest is a working model of
the capabilities of such an initiative."
This year's program includes
Summer Institutes at Cornell, NCSA,
and the University of Alabama in
Huntsville fin conjunction with the
Alabama Supercomputing Center).
Selection of winners
A committee of scientists and educa-
tors selected the winners, who were
notified by the three supercomputer
centers on May 8. Students' propos-
als were judged on their scientific
content, effectiveness of computa-
tional approach, creativity, and
clarity.
Three sets of winning teams and
their teacher-coaches were named to
attend an expenses-paid SuperQuest
Summer Institute:
• The Summer Institute at the
Cornell Theory Center will host
winners from the Bronx High
School of Science, Bronx, NY;
Marlboro Central High School,
Marlboro, NY; Montgomery Blair
High School, Silver Spring, MD;
and Thomas Jefferson High
School for Science and Technol-
ogy, Alexandria, VA.
• The NCSA Summer Institute will
host winners from Hudson High
School, Hudson, OH; James
Logan High School, Union City,
CA; Evanston Township High
School, Evanston, IL; and J.
Oliver Johnson High School,
Huntsville, AL.
• The Summer Institute at the Uni-
versity of Alabama in Huntsville
will host winners from Adolfo
Camarillo High School, Camaril-
lo, CA; Western Reserve Acad-
emy, Hudson, OH; and Bellaire
High School, Bellaire, TX.
"At this time of national concern
about the quality of education in
America, it is thrilling to me to see
how clever high school students can
be when offered the opportunity to
work with state-of-the art equip-
ment," said Larry Smarr, NCSA
director. "As a working scientist, I
know how critical exposure to scien-
tific research at an early age can be.
NCSA believes that the SuperQuest
program is the tip of the wedge as
the national network extends access
to supercomputers from our research
universities to our high schools and
ultimately through all of K-12."
At the summer training insti-
tutes, the SuperQuest teams will
receive training in basic supercom-
puter use, programming languages,
computer graphics, and basic nu-
merical methods. They also will be
aided by supercomputer experts in
developing and implementing their
programs on the centers' supercom-
puters.
Ongoing activities
After they return to their high
schools, students will perform their
research by remotely accessing their
assigned center's supercomputers
using workstations donated to the
schools. The equipment also will be
used to support advanced computing
courses at the schools. Winning
teams will receive technical assis-
tance in setting up the remote
computing sites.
When the student winners have
completed their research projects,
they will compete among themselves
in the Best Student Paper Competi-
tion, with the first- and second-place
winners receiving scholarships.
Students will also deliver scientific
talks on their projects at profes-
sional scientific meetings.
NSF sponsoring units
SuperQuest is sponsored by NSF's
Centers Program, Advanced Scien-
tific Computing Division from the
Directorate for Computer and Infor-
mation Science and Engineering
(CISE); Office of the Assistant Direc-
tor from the Directorate for Educa-
tion and Human Resources (EHR);
Teacher Enhancement Program and
Science and Mathematics Education
Networks, Division of Teacher Prep-
aration and Enhancement from
EHR; Division of Instrumentation
and Resources from the Directorate
for Biological, Behavioral, and Social
Sciences (BBS); Division of Chemis-
try and Computational Mathematics
Program, Division of Mathematical
Sciences from the Directorate for
Mathematical and Physical Sciences
(MPS); Communications and Com-
putational Systems Program, Divi-
sion of Electrical and Communica-
tions Systems from the Directorate
for Engineering (ENG); and Net-
working and Communications Re-
search and Infrastructure Division
and Special Projects Program of the
Office of Cross-Disciplinary Activi-
ties from CISE. A
Cray R&D grant presentations
Eleven of 26 NCSA users holding Cray Research, Inc.
(CRD research and development grants for 1990 pre-
sented reports of their research to a team of CRI repre-
sentatives and NCSA staff members at the Beckman
Institute in mid-May.
Presenters, their fields of research, and their institu-
tions were as follows:
• Umberto Ravaioli, electrical & computer engineering
(UIUC/BI)
• Kieran P. Donaghy, urban & regional planning
(UIUC)
• Yi-Ming Wang, electrical & computer engineering
(UIUC)
• Walter Teets, accountancy (UIUC)
• Randall Bramley for Ahmed Sameh, computer science
(UIUC/CSRD)
• Jerome Sacks, statistics (UIUC)
• M. E. Clark, theoretical & applied mechanics (UIUC)
• Robert B. Wilhelmson, atmospheric sciences (UIUC/
NCSA)
• Ajit Kulkarni for M. A. Pai, electrical & computer
engineering (UIUC)
• Robert B. Haber, theoretical & applied mechanics
(UIUC)
• Paul Saylor, computer science (UIUC)
The objective of this grant program is to encourage
R&D projects that further the commercial or academic
application of Cray supercomputer systems: (a) by sig-
nificantly and uniquely increasing scientific, engineer-
ing, or computer system knowledge or (b ) by developing
software and/or algorithmic techniques for supercom-
puter architecture—thereby providing efficient or im-
proved programming solutions to real-world problems.
M. E. Clark, UIUC Department of Theoretical
and Applied Mechanics, illustrated his presen-
tation on angioplasty with diagrams of the
human heart. (Photo by Randy Flight, NCSA
Media Services)
Awards for the 1992 CRI Grant Program will be
available around October 1, 1991. Each proposal submit-
ted should describe a project that is germane to actual/
potential applications of high-performance computing on
Cray supercomputers. Proposals must be in one or more
of the following: health sciences, physical sciences, bio-
logical sciences, mathematical and computational sci-
ences, engineering, materials science, microelectronics,
and other disciplines mutually agreed upon in writing
prior to research proposal submission. For further
information about the program and how to apply for it,
contact Client Administration [see NCSA contacts,
page 19]. A
Macintosh desktop video system installed
by Doug Walsten, System Developer, Systems Development Group
NCSA has installed a Macintosh
desktop video production system
called "NCSA Video Macintosh" in
its Numerical Laboratory at the
Beckman Institute. Researchers are
now able to create their own frame-
accurate scientific visualization
videotapes on the desktop and leave
the lab with a videotape ready for a
meeting or presentation.
Through a grant from Apple
Computer, Inc., a Macintosh Ilfx has
been outfitted with the most current
video hardware and software, in-
cluding a Sony LVR-5000A Laser
Videodisk recorder. Researchers can
prepare visualizations on other sys-
tems, then use NCSA Video Macin-
tosh to record the images to record-
able laser disk. Images can be out-
put frame-by-frame or as a live, on-
screen video. Other software is used
to add text, audio, and graphics to
the video. The final output is made
with software that coordinates and
controls all of the sources of material
while recording the final videotape.
For a complete description of the
system and how to replicate NCSA
Video Macintosh, see the July-Au-
gust 1991 and September-October
issues of data link. An article in
the former describes the system's
goals and components; in the latter,
how to use the system. A
"Garbage" continued from page 9
"Garbage" has also been a collab-
oration among NCSA professionals.
Bob Patterson was codirector and
animated segments of the produc-
tion. Mike McNeill and Mark Bajuk,
visualization specialists in the Visu-
alization group, consulted with the
class on NCSA visualization software
and the production environment.
Amy Swanson, systems administra-
tor for the Silicon Graphics worksta-
tions, provided administration and
consulted with students on the
Numerical Laboratory technical
environment. For a complete list
of those involved in the video's pro-
duction, see the related article on
page 18. A
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New affiliates
Marquette University
Robert A. Ferguson
(Affiliate Representative)
Systems Analyst
Computer Services Division
517 North 14th Street
Milwaukee, WI 53233
(414) 288-3769
8055ferguson@vms.csd.mu.edu
B. Ann Mallinger
(Affiliate Advisor)
Manager of User Services
Computer Services Division
517 North 14th Street
Milwaukee, WI 53233
(414) 288-3752
8001mallinge@vms.csd.mu.edu
For further information about
NCSA's Affiliates Program, contact
the Academic Affiliates Program or
the Scientific Institute Affiliates
Program [see NCSA contacts,
page 19.]
Visualization Workshop
Edward Tufte—founder of the field of information design who teaches
statistics, graphics, and political economy at Yale University
—
presented
a three-part nontechnical lecture series on "Envisioning Information"
during the Visualization Workshop at Beckman Institute in early June.
Readers of Tufte's books from Graphics Press were among the capacity
crowds attending the public lectures that were part of a two-week work-
shop in scientific visualization sponsored by NCSA's Visualization group
and NSF. (Photo by Fran Bond)
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Kate Kirby continued from page 9
Victor, also of CfA, proposed the
establishment of the institute to
address a nationwide grave shortage
of young theorists in atomic and
molecular physics.
Their proposal to the National
Science Foundation stressed the
importance of access to the national
supercomputers, a goal that led to
their institutional affiliation with
NCSA. They identified the power of
supercomputers for doing numerical
experiments on many-body systems,
which could lead to the discovery of
new kinds of structural features in
atoms and molecules.
Five key projects are now ongoing
with the Cray supercomputers at
NCSA, Kirby says. Several CfA re-
searchers have also applied for time
on NCSA's Connection Machine.
"There's a wealth of problems to
work on," she says, referring to such
issues as the effects of electric and
magnetic fields on atomic and mo-
lecular structure, the quantum ana-
logues of classical chaos, collisions
and symmetry effects at ultralow
temperatures, atomic behavior in
dense plasmas, and the atomic
physics of antimatter.
Doing "so many interesting
things"
"What has always interested me is
quantum mechanical calculations of
physical or chemical systems and
their applications," Kirby says. Her
research includes studies of molecu-
lar excited states and transition
probabilities, charge transfer, and
photoionization, autoionization and
photodissociation of molecules.
Kirby's work in atomic and mo-
lecular physics has applications in
atmospheric physics and astrophys-
ics. Her calculations supply highly
accurate photoabsorption cross
sections for models of the Earth's up-
per atmosphere. Such atmospheric
models help predict the absorption
of solar radiation and the production
of ions and photoelectrons. Most of
her calculations are done on the IBM
3090 supercomputer at the Cornell
National Supercomputer Facility.
In astrophysics, Kirby studies the
formation and destruction of inter-
stellar molecules, helping astrono-
mers predict what they might see in
the vast regions between stars. Her
calculations also supply data for in-
terpreting spectral line observations
used to identify molecules and de-
duce their concentration in diffuse
interstellar clouds.
Currently Kirby is looking into
metastable molecular states at high
energies. The most promising mate-
rials would have a high energy den-
sity that remains relatively stable,
and whose energy could be released
under control. Finding the rocket
fuel of the future could be one of the
more sensational outcomes of such
modeling, she says.
When she takes a break from her
theoretical work, Kirby spends time
with her three grammar-school-age
children and her architect husband
in their 100-year-old Cambridge
home. She has a son in college, a
sophomore majoring in sociology at
Johns Hopkins University.
About the possibility that any of
her children will become scientists,
Kirby says, "Who knows? They are
all very bright and active." As a child,
Kirby wanted to become a doctor.
That's what got her into science and
math in high school. Her interest
eventually led to her work in theo-
retical chemistry and physics, but
she acknowledges that her life could
have taken many possible paths.
"I can imagine that one could live
many times over and have many
different careers. There are so many
interesting things one can do."
Women at NCSA continued from page 8
Current challenges
The women at NCSA that we interviewed have been suc-
cessful in pursuing their goals of a scientific or technical
career. Each individual's story reveals a unique combi-
nation of aptitude, personality, ability, perseverance
—
and luck. Do their stories differ from those we might
collect from their male colleagues? In some ways, not
at all. But statistics being compiled by NSF and others
show that something happens to cause fewer females
than males to see their dreams through to advanced
degrees and professional careers. The challenge that is
the subject of much current research is how to enable
greater numbers of talented women to accomplish their
professional goals.
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Fortune honors Smarr
Fortune magazine chose Larry Smarr, NCSA director, as
one of "25 Who Help the U.S. Win." "The quintessential
citizen-scientist, Smarr converses as easily with school-
children as with academic peers about black holes and
other arcana," the magazine said. In the photo at the
left, Smarr observes local grade schoolers at NCSA
(photo by William Dwyer).
Those selected by Fortune "have great ideas for
making the U.S. more productive and wealthier—and
are dedicated to putting those ideas into action," said
the publication in its Spring/Summer 1991 special issue
"The New American Century."
Among others recognized were Xerox CEO Paul
Allaire, White House science advisor Allan Bromley,
and top U.S. trade negotiator Carla Hills.
Promoting collaborative research
by Nora Sabelli, Assistant Director, Education
Program
Acting on many requests from the educational commu-
nity, NCSA's Education Program wants to start a regu-
lar column in access to post requests for computational
science research collaborations.
Many PUI (primarily undergraduate institution)
faculty have funding to conduct summer research in
their fields or for student projects, and they are also
interested in incorporating high-performance computing
concepts in their teaching. However, lack of experience
in high-performance computing is an impediment to
their proposing small independent research projects.
This is a rich source of talent and interest that we would
like to see developed.
To foster collaborations between research and educa-
tion users of NCSA, requests for collaborative efforts will
be publicized in access.
If you are interested, send requests and comments to
affiliat@ncsa.uiuc. edu (Internet) or contact Nora Sabelli
at (217) 244-0644. Include your name, institution, and
discipline along with any other information of interest.
Tentative training dates: 1991
September 16-18
Cray Applications Training
October 14-18
Cray Code Development Training
October 28-November 1
Connection Machine (CM-2) Workshop
November 11-15
Connection Machine (CM-2) Advanced Training
December 9-11
Cray Applications Training
Class size is limited. You must register to attend
NCSA Training.
To register: Academic users contact Karen Gobble
at (217) 244-4198. Industrial partner users contact
your representative. For additional information
about NCSA training, contact the Training Pro-
gram [see NCSA contacts, page 19].
NOTE: These dates are subject to change.
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NCSA at SIGGRAPH '91
Educator's Program
Donna Cox (presenter)
"Interdisciplinary Collaboration Case Study in Computer
Graphics Education: 'Venus and Milo' "
Panel: Object-Oriented Graphics
Polly Baker (panelist)
Computer Graphics Screening Room
"Venus and Milo"
Visualization: Donna Cox, director/producer; Chris
Landreth, senior animation director; Robin Bargar,
composer; Bob Patterson, postproduction director; Jay
Rosenstein, audio editor; Ray Idaszak; George Francis,
visualization of metamorphosis sequence; Fred Dabb,
senior modeler; Marc Olano; Chris Waegner; Gisela
Kraus; Chris Klonowski; Jody Evenson; Troy Courson;
Cesar Romero; Marc Cooper; Gregg Snyder; Dalian
Baumgarten; Nina Waldherr; and Ray Gamez
"Garbage"
Visualization: Donna Cox, Bob Patterson, Robin Bargar,
Fred Dabb, Michael Moore, Jan Moorman, Chris
Waegner, Christian Erickson, Chris Swing, Renee
Conrad, Joel Knocke, Robert Jordan, Mike Brandys,
Barbara Fossum, Don Colby, Mike McNeill, Mark Bajuk,
Matthew Arrott, and Amy Swanson
"Shape Analysis of Molecular Dynamics"
Scientific Research: David Herron, Eli Lilly & Co.
Visualization: Jeff Thingvold and Bill Sherman, NCSA
Visualization group
Postproduction: Cordelia Baron Geiken and Jay
Rosenstein, NCSA Media Services
"Visibility Analysis through the Animation of a Backhoe
Work Cycle"
Vehicle Research: David Cooper, Caterpillar, Inc.
Visualization: Mark Bajuk, NCSA Visualization group
Postproduction: Bob Patterson and Jay Rosenstein,
NCSA Media Services
"Using Sound to Extract Meaning from Data"
Production: Alan Craig, NCSA Visualization group, and
Carla Scaletti, CERL Sound Group
Postproduction: Jay Rosenstein
Technical Slide Sets
"LTC4 with Colored Shadows" and "Temporal Displace-
ment of Leukotriene Dynamics: Merged" (stereo)
Principal Researcher: David Herron
Principal Animators: Jeff Thingvold and Bill Sherman
'Visibility Analysis through the Animation of a Backhoe
Work Cycle"
Principal Researcher: David Cooper
Principal Animators: Mark Bajuk
Film and Video Show
"The Listener"
Chris Landreth, director/animator; Robin Bargar, music;
and Bob Patterson, postproduction
HPCC news by Jan Mataka, Research Assistant; edited by Jarrett Cohen and Karen Damascus,
NCSA Public Information Office
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[EDITOR'S NOTE: Brief summaries from
the press follow that are pertinent to
high-performance computing and com-
munications (HPCC) and that may be of
use to HPCC users. These statements are
not intended to reflect NCSA's views or
endorse products.]
The Bush Administration is now
pushing certain commercial
technology programs in Con-
gress that would subsidize
makers of supercomputers, soft-
ware, and electric cars, reports
the Wall Street Journal (5/13/91).
This change in attitude among ad-
ministration officials reflects pres-
sure from business groups and
Congress to increase funding for
commercial technologies and concern
that the U.S. is losing trade battles
with Japan and Europe. One such
program is a proposed supercom-
puter network for which the Bush
Administration wants an increase
from $25 million in FY91 to $92
million in FY92. Administration
officials privately acknowledge that
the network will subsidize such
supercomputer makers as Cray
Research, Inc. and Thinking Ma-
chines Corp., whose machines will
be an important part of the network.
So far, the administration has com-
mitted only small amounts to new
industrial policy initiatives and has
insisted on some restrictions.
By the year 2000, advanced
semiconductor factories are
likely to cost about $2 billion
each and the world would only
be able to afford about 25 of
them, with 10 in the U.S., says a
panel of experts planning Micro
Tech 2000—a project aimed at
keeping the American semicon-
ductor industry competitive. The
panel also predicts that few compa-
nies will be able to afford even one
such factory, and thus they will have
to share information and technology
to an unprecedented degree, says
the New York Times (5/16/91). These
predictions were presented by the
National Advisory Committee on
Semiconductors, a government/in-
dustry group heading up the project.
By 2000, the Micro Tech 2000 project
aims to develop all the technology
needed to produce a static random
access memory chip that can store
1 billion bits of information. Such an
accomplishment would put the U.S.
semiconductor industry up to three
years ahead of other countries.
c
machine access and information
Anonymous FTP IP address
ftp.ncsa.uiuc.edu ( 141 . 142.20.50
)
CRAY Y-MP IP address
uy.ncsa.uiuc.edu (141.142.101.1)
CM Sun front-end IP addresses CRAY-2 IP address
cmsunl.ncsa.uiuc.edu (141. 142.220.4) u2.ncsa.uiuc.edu (141.142.102.2)
cmsun2.ncsa.uiuc.edu (141.142.220.7)
cmsun3.ncsa.uiuc.edu (141.142.220.8
Cray operations
(217) 244-0710
Dialup access
2400 baud or less—(217) 244-0664
9600 baud or less—(217) 244-0662
NSF Network Service Center
nnsc@nnsc.nsf.net
general information and programs
Academic Affiliates Program
Lori Costello
(217) 244-1100 or (217) 244-0640
affiliat@ncsagate (BITNET)
affiliat@ncsa.uiuc.edu (Internet)
Academic and Industrial
Relations Program
Scott Lathrop
(217) 244-1099
ul3006@ncsagate (BITNET)
slathrop@ncsa.uiuc.edu (Internet)
Accounts/Client Administration/
Visitors Program
Patricia Wenzel
(217) 244-0074
uadmin@ncsagate (BITNET)
uadmin@ncsa.uiuc.edu (Internet)
Applications Group
Melanie Loots
(217) 244-2921
u26400@ncsagate (BITNET)
mloots@ncsa.uiuc.edu (Internet)
Chemistry User Group
Harrell Sellers
(217) 333-2754
ul3038@ncsagate (BITNET)
hsellers@ncsa.uiuc.edu ( Internet)
Consulting
Kurt Hirchert (217) 333-8093
u734@ncsagate (BITNET)
khirchert@ncsa.uiuc.edu (Internet)
Consulting Office
(217)244-1144
consult@ncsagate (BITNET)
consult@ncsa.uiuc.edu (Internet)
Education Program
Nora Sabelli (217) 244-0644
nsabelli@ncsagate (BITNET)
nsabelli@ncsa.uiuc.edu (Internet)
Faculty Program
Melanie Loots
(217) 244-2921
u26400@ncsagate (BITNET)
mloots@ncsa.uiuc.edu (Internet)
Industrial Program
John Stevenson
(217) 244-0474
Media Services
Vincent Jurgens
(217)244-1543
ul4998@ncsagate (BITNET)
vjurgens@ncsa.uiuc.edu (Internet)
For services:
ul4998@ncsagate (BITNET) or
media@ncsa.uiuc.edu (Internet)
Networking
network@ncsagate (BITNET)
network@ncsa.uiuc.edu (Internet)
Ombudsman for NCSA
Jim Bottum
(217) 244-0633
ul3013@ncsagate (BITNET)
bottum@ncsa.uiuc.edu (Internet)
Orders for user publications,
NCSA software, and videos
Debbie Shirley
(217) 244-4130
docorder@ncsagate (BITNET)
docorder@ncsa.uiuc.edu ( Internet
)
Public Information Office
Jarrett Cohen
(217)244-3049
jcohen@ncsagate (BITNET)
jcohen@ncsa.uiuc.edu (Internet)
NSFNET problems
(617) 873-3400
SRI-Network Information
Center
(415)859-3695
nic.ddn.mil
VAX/ULTRIX gateway addresses
ncsagate.ncsa.uiuc.edu
(141.142.121.38) (Internet)
ncsagate (BITNET)
Publications Group
Melissa Johnson
(217) 244-0645
ull049@ncsagate (BITNET)
melissaj@ncsa.uiuc.edu (Internet)
Receptionist for NCSA
(217) 244-0072
FAX (217) 244-1987
Scientific Institute Affiliates
Program
Barbara Mihalas
(217) 244-0637
ul5000@ncsagate (BITNET)
bmihalas@ncsa.uiuc.edu (Internet)
Software Tools Group
Joseph Hardin
(217) 244-6095
ul0544@ncsagate (BITNET)
jhardin@ncsa.uiuc.edu (Internet)
Software Tools Technical
Support
Jennie File
(217)244-0638
u26364@ncsagate (BITNET)
jfile@ncsa.uiuc.edu (Internet)
Training Program
Lyle Rigdon (information)
(217) 244-3659
u26818@ncsagate (BITNET)
lrigdon@ncsa.uiuc.edu (Internet)
Karen Gobble (registration)
(217) 244-4198
kgobble@ncsa.uiuc.edu (Internet)
Visualization group
Dan Brady
(217) 244-2003
dbrady@ncsa.uiuc.edu (Internet)
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McPherson continued from page 10
daily forecasts whereas small-scale
predictions are not yet feasible."
Even so, prediction of severe
storms is still limited by technology.
Small-scale meteorological events
are embedded in larger-scale sys-
tems, requiring a complex study
of several scales of motion. "We
couldn't run a model on a particular
storm in a predictive manner using
the CRAY-2," McPherson says. "The
storm would occur before the simu-
lation was finished. It will be years
down the road before we can predict
these severe storms using our mod-
els; it will take the next generation
of the Cray or even the one after
that."
McPherson plans to work "in the
real world" for a few years after
earning her master's degree and
Berger continued from page 11
data link contents
• Helpful tips and hot topics
• Performance data now automatic
on CRAYY-MP
• X Window System update
• FIDAP, FLOW3D, and FLUENT
software updated
• XLP, formerly XMP, available on
Cray systems
• XML2 installed on Cray systems
• New version of ZOOM on Cray
systems
• Development projects in the works
• NCSA Video Macintosh
—
produc-
ing scientific visualizations on a
desktop
• Overview of Connection Machine
Scientific Software Library
To order a copy of the current issue
of data link, contact Documenta-
tion Orders by phone at (217)
244-4130 or by electronic mail at
docorder@ncsagate (BITNET) or
docorder@ncsa.uiuc.edu ( Internet).
then return to graduate school for
her Ph.D. "I'm writing a grant pro-
posal, along with Dr. Ken Crawford,
director of the Oklahoma Climate
Survey, to bring real-time meteoro-
logical data to the Oklahoma school
systems. By 1992, the State of
Oklahoma will have a network of
107 automated surface observation
sites to measure temperature, wind,
and soil moisture among other
variables. The data will be sent out
every 15 minutes, essentially real-
time, to users of the system. We'd
like to bring that kind of real-life
science to the classroom as well."
In 1988 Zonta International, an
organization of business and profes-
sional women, awarded McPherson
the Amelia Earhart Fellowship for
graduate women studying aerospace
engineering and related sciences. A
City
Electronic mail address
Telephone number
Signature
Rachael Brady continued from page 12
Imaging Lab (DBIL), Brady explains,
is that there are data collection
instruments, such as the Magnetic
Resonance Imaging (MRI) spectrom-
eter, where you cannot watch the
data as it is coming off the instru-
ment.
"With DBIL, data is sent from the
instrument to a supercomputer like
the CRAY-2 system where the image
is reconstructed. As the reconstruc-
tion continues on the CRAY-2, the
partially reconstructed image is vi-
sualized by the Connection Machine
and the images are displayed at the
scientist's workstation. This allows
the scientist to see the data as it is
being collected and reconstructed,"
Brady says. "If you can recreate and
visualize an image as the experiment
is taking place, then you can adjust
the parameters of the instrument
to improve the experiment—like
focusing a microscope."
A prototype version of DBIL
has networked the MRI with the
CRAY-2, CM-2, and a Sun-3 work-
station. Brady and her group are
now working on extending these
real-time steering techniques to a
scanning tunneling microscope and
a confocal microscope—both located
in the Beckman Institute.
State Zip
Date
Summers offer Berger the best opportunity for research. Since 1986 she
has been a participating guest at Lawrence Livermore National Laboratory
(LLNL). She prefers to work there because its relatively isolated setting gets
her away from the constant interruptions in her office at Oakland. Even when
at LLNL, she accesses NCSA's supercomputing resources via the network.
"The quality of help at NCSA is excellent. When they switched to UNICOS,
I thought the transition might be traumatic. I called to get instructions on
how to make the NCAR graphics package work, and the person who helped
me told me about six different things to do. Amazingly he left nothing out.
The program worked the first time. I was very pleased and impressed." A
subscriptions
Mail to Documentation Orders, NCSA Newsletters, 152 Computing Applica-
tions Building, 605 E. Springfield Avenue, Champaign, IL 61820.
Please enter delete my subscription to access and data link.
Please enter delete my subscription to access only.
Please change my subscription address.
Name
Title
Company/Institution
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National Center for Supercomputing Applications • I
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This document contains index entries for the 1991 access
newsletters. The three numbers used for the entries and
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that the entry is in volume 5, issue 4, pages 6-7 of the
newsletter.
You can also find this index on the NCSA anonymous FTP
server. Complete downloading instructions are printed in
the NCSA Technical Resources Catalog. To receive a copy
of the catalog, send your request to the attention ofNCSA
Documentation Orders at one of the following: the NCSA
mailing address shown below, via electronic mail to
docorder@ncsa.uiuc.edu (Internet), or phone (217) 244-4130.
National Center for Supercomputing Applications
152 Computing Applications Building
605 East Springfield Avenue
Champaign, IL 61820-5518
A B
Ab initio molecular dynamics simulation, 5.1.11
ABAQUS finite-element program, 5.1.13
Abrahams, Andrew (Cornell postdoctoral research
associate), 5.2.4
Advanced Certification Program for Visualization
Computer Graphics Specialists (Parkland
Community College), 5.5.22
Advanced Computer Multiple Array Processor System
(MAPS), 5.3.16
Advanced Manufacturing Technology Act, 5.5.28
Advanced Network and Services, Inc. (ANS), 5.1.16
Agracel, Inc., 5.1.10
Agricultural entomology, CM-2 modeling in, 5.1.8
Ahmad, M. Fouad (NCSA research scientist), 5.1.10; 5.2.20;
5.5.26
Air flow, computer imaging of, 5.1.13
Alameda, Jay (NCSA consultant), 5.5.26
Alberts, Russ (Univ. of Nebraska-Lincoln), 5.3.5
ALICE software, 5.5.10
Allaire, Paul, 5.4.17
Almlof, Jan E. (Univ. of Minnesota), 5.2.11
Alpert, Dan (NCSA special consultant, 5.5.25
AMBER molecular dynamics software, 5.3.1
Andrew File System (AFS), 5.5.6
Anninos, Peter (former postdoctoral researcher, Univ. of
Texas, now postdoctoral researcher at NCSA),
5.2.5
Anonymous FTP, 5.2.17; 5.3.14
apE visualization software, 5.5.11
Apple Computer, Inc.. See also Macintosh computers
FCC request for radio frequencies by, 5.2.18
funding for interactive education networking, 5.3.11
grant for NCSA Video Macintosh from, 5.4.15
Applications software. See also NCSA Software Tools
Group; names of individual software packages
for CM-2, 5.1.6
obtaining, 5.3.14; 5.5.28
Archive server, 5.2.17; 5.3.14
terminated, 5.5.28
Argonne National Laboratory, 5.1.10
Armstrong, Robert William (Cal State-LA), 5.3.5
Arrott, Matthew (NCSA visualization services and
development project leader), 5.1.1; 5.2.13; 5.4.18
Asbell-Clarke, Jodi (University High School, Urbana),
5.3.13
Aspects of Drug Design conference (Beckman Institute),
5.4.13
Assanis, Dennis N. (UIUC), 5.5.25
Astfalk, Greg (Convex Computer Corp.), 5.2.16
Astronomy, supercomputing applications for, 5.2.4-5; 5.2.8;
5.5.8-9; 5.5.10-12
Atkinson, Pam (NCSA research programmer), 5.4.4
"Atoms to Anatomy: An Anthology of 3D Imaging"
(videodisk), 5.5.9
AT&T
as an industrial partner, 5.2.14; 5.5.26
funding ofBLANCA by, 5.5.6
AVS interactive visualization software (Stardent), 5.2.15;
5.5.22
Bacteriorhodopsin, 5.1.7; 5.3.3; 5.4.13
Bajuk, Mark (NCSA scientific animator), 5.1.1; 5.2.1; 5.2.12;
5.2.13; 5.4.15; 5.4.18
Baker, Polly (NCSA research scientist), 5.4.4, 8; 5.4.18
Banks, Elvalee (Coppin State College), 5.2.14
Banther, Charmaine (Union City, GA, Logan High School
teacher), 5.5.19, 21
Bargar, Robin (NCSA programmer), 5.4.9; 5.4.18
Baumgarten, Dalian (UIUC), 5.4.18
Baylis, Tony (NCSA Media Services), 5.5.18
Baym, Gordon (UIUC), 5.2.11
Beckman Institute for Advanced Science and Technology
(BI), 5.1.11; 5.3.11; 5.4.13; 5.5.10
Belmont, Andrew (UIUC), 5.3.5
Bennett, Dick (director, Parkland College visualization
program), 5.5.22
Berger, Beverly K. (Oakland Univ.), 5.2.5; 5.2.11; 5.4.11, 20
Berkeley-Illinois-Maryland Array (BIMA), 5.5.8-9
Bernstein, David (NCSA graduate research assistant),
5.2.5; 5.2.9
Bernthal, Frederick M. (NSF), 5.2.3
Berry, Michael W. (Univ. of Alabama-Birmingham), 5.2.11
Bertram, Timothy A. (UIUC), 5.3.5
Bethune-Cookman College, 5.5.7
Bingaman, Jeff (U.S. senator), 5.5.28
Biological Database and Software Library, 5.4.13
Biological membrane phenomena, 5.3.3
Biology. See Computational biology
Biomedical Magnetic Resonance Laboratory (BMRL),
5.5.9
Biomolecular systems, parallel computations in, 5.3.3
BITNET, 5.5.31
Blackwell, Mary (UIUC), 5.3.5
BLANCA testbed, 5.5.6; 5.5.8-9
Blasdel, Gary (Harvard Medical School), 5.1.7
Bloomfield, Victor A. (Univ. of Minnesota-Minneapolis),
5.3.5
Boeing Computer Services, 5.4.14
Bohen, Barbara (director, UIUC World Heritage
Museum), 5.1.16
Bond, Fran (NCSA publications editor), 5.2.3; 5.4.3; 5.4.13;
5.4.16; 5.5.1; 5.5.3; 5.5.26; 5.5.29
Bonutti, Peter, 5.1.10
Bonutti Orthopedic Services, 5.1.10
Bowyer, Stuart (UC-Berkeley), 5.4.12
Brady, Dan (NCSA manager, Visualization Group), 5.2.15;
5.5.23; 5.5.30
Brady, Rachael (NCSA research programmer), 5.1.16;
5.1.7-8; 5.4.4, 6-7; 5.4.12, 20; 5.5.10
Brain (human), CM-2 modeling of, 5.1.7
Bramley, Randall (UIUC), 5.4.15
Brandys, Mike (UIUC), 5.4.18
Brant, David A. (UC-Irvine), 5.3.5
British Meteorological Office, 5.2.18
Bromley, Allan, 5.4.17
Brookhaven Data Bank, 5.3.4
Brooks, Harold (NCSA graduate research assistant), 5.2.13
Brostow, Witold (Univ. of North Texas), 5.3.5
Brown, George (U.S. congressman), 5.3.14
Brown, Maxine (UIC), 5.1.12
2 NCSA 1991 access index
Bug, Amy (Swarthmore College), 5.2.11
Burke, Lonnie Dean (UC-Irvine), 5.3.5
Bush, George, 5.2.3; 5.2.4; 5.2.18; 5.4.18
Bushell, Colleen (NCSA scientific animator), 5.2.9; 5.2.13
Bushell, Peter (freelance publications designer), 5.5.29
Businesses, and computing, 5.1.10
Butler, Michelle (NCSA research programmer), 5.4.5; 5.4.8
C
C/Paris programming language, 5.1.9
C* programming language, 5.1.5; 5.1.9; 5.3.9
Caffarel, Michel (NCSA visitor), 5.5.14
Calvert, Brian (NCSA software engineer), 5.5.27-28
Canada, Curt (NCSA manager, Database Tools Group),
5.5.29
Cannon algorithm, 5.1.4-5
Canopy programming language, 5.3.16
Capman, William (UIUC), 5.3.5
Capybara sonification hardware, 5.2.12-13
Car, Roberto (Univ. of Trieste), 5.1.8; 5.2.14
Carle Hospital, computer tomagraphy (CT) scanning at,
5.1.6
Carlson, Patti (NCSA staff associate, Deputy Director's
Office), 5.1.10
Carter, Jim (Illinois State Univ.), 5.2.14
Caterpillar, Inc.
as an industrial partner, 5.2.14; 5.5.26
scientific visualization of "light bulb shadow test" for,
52.1
Catlett, Charlie (NCSA manager, Networking
Development Group), 5.5.4
Cen, Renye (Princeton Univ. graduate student), 5.5.11
Centrella, Joan M. (Drexel Univ.), 5.2.5; 5.2.11
Ceperley, David (NCSA research scientist), 5.1.8, 16; 5.2.7,
14; 5.2.11; 5.5.5; 5.5.13-14; 5.5.29
Chadwick, James, 5.2.8
Chandler, Colston (Univ. ofNew Mexico), 5.2.11
Chandler, Melissa (Huntsville, AL., Johnson High School
student), 5.5.19, 21
Chaos, 5.2.10; 5.4.11
Chapman, Dee (NCSA industrial consultant), 5.4.5
Charlesworth, Deborah (Univ. of Chicago), 5.3.5
Chen, Changwei (UIUC graduate student), 5.5.9
Cheng, Wing (FMC Corp.), 5.1.11
Chervin, Robert (NCAR), 5.1.14
Chester, Geoffrey (Cornell Univ.), 5.2.14
Chiu, See-Wing (NCSA research scientist), 5.3.3
City of Effingham, 5.1.10
Clark, Jim (SGI), 5.5.21
Clark, Kimball (Wartburg College), 5.1.9; 5.2.14
Clark, M. E. (UIUC), 5.3.5; 5.4.15
Clarke, David (NCSA postdoctoral research assistant),
5.3.13
Cline, Douglas (Univ. of Rochester), 5.2.11
CM-2. See Connection Machine
CM-2 Applications Workshop, 5.3.9
CM Fortran, 5.1.4, 5; 5.3.9
CM-Lights, 5.1.6
Cohen, Jarrett S. (NCSA media relations officer), 5.1.11-12;
5.1.14, 16; 5.2.12-13; 5.2.15; 5.2.18; 5.3.14, 16; 5.4.14;
5.4.18; 5.5.10-13; 5.5.26; 5.5.29
Cohen, Marvin L. (UC-Berkeley), 5.2.6; 5.2.11
Cohen, Ronald E. (Naval Research Lab), 5.2.6; 5.2.11
Colby, Don (UIUC), 5.4.18
Combustion, scientific visualization of, 5.2.16, 20
Computational biology, 5.3.3-4; 5.3.5, 16
Computational fluid dynamics (CFD), 5.2.16, 20
Computational neuroscience, 5.1.11
Computational physics, 5.2.3; 5.2.10, 20; 5.2.11, 18. See also
General theory of relativity; Materials science;
Subatomic physics
"Computational Quantum Chemistry in Catalysis
Research" (videotape), 5.1.12
Compute ILLINOIS!, 5.1.10
Computer-based Education Research Lab (CERL), 5.2.12-
13
Computer graphics. See NCSA Renaissance Experimental
Laboratory; Scientific visualization
Computer tomagraphy (CT) scanning, 5.1.6; 5.1.8
Concurrent Supercomputing Consortium (CSC), 5.1.14
Connection Machine (CM-2)
acquisition of, 5.1.3; 5.3.9
advantages of, 5.1.4
allocations on, 5.1.5; 5.3.9
applications software for, 5.1.6
astronomy research on, 5.5.9
charging algorithm for, 5.1.5
compared to CRAY systems, 5.1.4
computational biology on, 5.3.3
description of, 5.1.3
finite-difference program on, 5.1.7
friendly user period on, 5.1.7-8, 16
growing number of projects on, 5.5.18
Jutta Dorter's study of, 5.5.17-18
maximizing use of, 5.1.4-5
memory on, 5.1.3, 5
NCSA's goals for use of, 5.1.5
online documentation for, 5.1.6
printed documentation for, 5.1.5-6
questions and answers about, 5.1.3-6
training on, 5.1.5; 5.1.9; 5.3.9
upgrade of, 5.1.5
user support for, 5.1.5; 5.3.9
Viewit imaging program for, 5.1.16
visualization software for, 5.4.12, 20
Connection Machine (CM-5), 5.5.18
Connection Machine Programming in Fortran (Thinking
Machines Corporation), 5.1.4
Connection Machine Scientific Subroutine Library
(CMSSL), 5.1.5, 6
Conrad, Renee (UIUC), 5.4.18
Continenza, A. (Northwestern Univ.), 5.2.6, 7
Convex Computer Corporation, 5.2.15
CONVEX C220 computer system, 5.5.11
CONVEX C240 computer system, 5.2.15; 5.5.7; 5.5.9,
10; 5.5.11
CONVEX C3880 computer system, 5.5.7
Cook, Diane (former NCSA computer consultant), 5.1.8;
5.1.9
Cook, Greg (Cornell postdoctoral research associate), 5.2.4
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Damascus, Karen (NCSA media relations intern), 5.2.18;
5.3.7-8; 5.3.13; 5.3.14, 16; 5.4.18; 5.5.19-21; 5.5.21-
22; 5.5.23; 5.5.28, 32
Damberger, Bernhard (NCSA student programmer),
5.5.23
Danforth Fellowship, 5.4.5
Dantzig, Jonathan (NCSA visiting scientist), 5.3.6-7
DARPA. See Defense Advanced Research Projects Agency
Data Management Facility (DMF) project, 5.5.6-7
Data Personal Communications Services, 5.2.18
Data Bonification Project, 5.2.12-13
Data Transfer Mechanism (DTM), 5.2.17; 5.3.14; 5.4.13;
5.5.5
Data Visualizer software, 5.5.7
DataScope. See NCSA DataScope
DataVault, 5.1.3; 5.3.9
David, Mark B. (UIUC), 5.3.5
Davison, Daniel B. (Los Alamos National Laboratory),
5.3.5
Defense Advanced Research Projects Agency (DARPA),
5.1.3; 5.1.14; 5.3.9
funding ofBLANCA by, 5.5.6
Delany Enterprises, 5.1.6
Delos, John B. (College ofWilliam and Mary), 5.2.11
Demos, Gary (DemoGraFx), 5.2.16
Dickinson, Alan (UK Meteorological Office), 5.1.13
Dilber, Ilhan (NCSA industrial consultant), 5.1.11
Distributed Biomedical Imaging Lab (DBIL), 5.4.12, 20;
5.5.9-10
Distributed Interactive Collaborative Environment (DICE),
5.5.7
Docter, Jutta (NCSA visiting scientist), 5.5.17-18
Documentation
catalog. See NCSA Technical Resources Catalog
for CM-2, 5.1.5-6
for Data Transfer Mechanism (DTM), 5.2.17
online, 5.1.6
through anonymous file transfer protocol (FTP),
5.2.17
through archive server, 5.2.17
through U.S. mail, 5.2.17
Doerr, Helen (Cornell Theory Center), 5.1.12
Donaghy, Kieran P. (UIUC), 5.4.15
Dongarra, Jack (Oak Ridge National Laboratory), 5.5.14
Dow Chemical, as an industrial partner, 5.2.14; 5.5.26
Dressel, Kelly (Champaign Centennial High School
student), 5.3.11
Droegemeier, Kelvin (Univ. of Oklahoma), 5.4.10
Drug design, by computer, 5.1.14; 5.4.13
Dwyer, William (NCSA graduate assistant writer), 5.1.7-8,
16; 5.2.6-7, 14, 20; 5.3.11-12; 5.4.9, 16; 5.5.17; 5.5.23;
5.5.24; 5.5.26; 5.5.30
Dynamic spatial reconstructor (DSR), 5.5.9
E
Cooper, David (Caterpillar, Inc.), 5.2.1; 5.4.18
Cooper, Marc (UIUC), 5.4.18
Copeland, Richard F. (Bethune-Cookman College), 5.5.7
Coppin State College, 5.2.14
Cornell National Supercomputer Facility (CNSF), 5.4.16;
5.5.15
Cornell Theory Center, 5.1.12
Corporation for National Research Initiatives (CNRI), 5.5.6
Courson, Troy (UIUC), 5.4.18
Cox, Donna (NCSA associate director of the Numerical
Laboratory Programs), 5.1.10; 5.1.11; 5.2.9; 5.2.13;
5.4.1; 5.4.9; 5.4.18; 5.5.21-22; 5.5.25
Craig, Alan (NCSA visualization specialist), 5.2.12-13;
5.4.18
Crawford, Ken (Oklahoma Climate Survey), 5.4.20
Cray Research, Inc. (CRI)
federal funding for, 5.4.18
initiating massively parallel computing at, 5.2.18
research and development grants from, 5.4.15
as sponsor of SuperQuest 1991, 5.4.14
as sponsors of SES *90 Symposium, 5.1.13
CRAY X-MP/24 computer system, 5.2.10
CRAY X-MP/48 computer system, 5.3.1
CRAY Y-MP4/464 computer system
ab initio molecular dynamics simulation on, 5.1.11;
5.2.6-7
astronomy research on, 5.2.4-5; 5.5.9
calculating strain on bone with, 5.1.13
CM-2 compared to, 5.1.4
compared to IBM RISC System 6000s, 5.5.15-16
computational physics on, 5.2.10
hardware performance monitor (hpm) data required
on, 5.5.32
inverse problems on, 5.3.6-7
materials science on, 5.2.6, 7
medical research on, 5.5.9
at Phillips Petroleum Co., 5.2.14
quantum gravity on, 5.4.11, 20
student education on, 5.3.11, 12; 5.3.13
subatomic physics on, 5.2.8
CRAY-2 computer system
astronomy research on, 5.2.4-5
CM-2 compared to, 5.1.4; 5.1.8
finite-difference program on, 5.1.7
modeling storm on, 5.5.12-13
subatomic physics on, 5.2.8
use ofCM-2 as relief for, 5.4.12
Viewit imaging program for, 5.1.6, 16
weather forecasting and modeling on, 5.4.10, 20
CRI Grant Program, 5.4.15
Crutcher, Richard (UIUC), 5.5.8-9
Crystal (Delany Enterprises), 5.1.6
Curtis, David (NCSA director, Video Programming and
Media Relations), 5.1.12; 5.5.24; 5.5.29
D
Dabb, Fred (NCSA senior modeler), 5.4.18
Dalgarno, Alexander (Harvard Univ.), 5.4.9, 16
E-Mass file storage software, 5.5.6
Eastman Kodak, as an industrial partner, 5.2.14; 5.5.26
Education at NCSA. See also SuperQuest 1991
collaborative research with, 5.4.17
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high-performance computing (HPC) in, 5.1.9; 5.1.12
for Illinois businesses, 5.1.10
school groups at NCSA, 5.3.11-12; 5.3.13; 5.5.19-21
Effingham Computing Consortium (ECC), 5.1.10
Einstein equations, 5.2.4-5; 5.4.11
Eisenberg, David (UC-Los Angeles), 5.3.5
Electronic Imaging: Science and Technology symposium,
5.2.13
Eh Lilly and Company, as an industrial partner, 5.2.14;
5.5.26
Envisioning Information (Tufte), 5.5.30
Erickson, Christian (UIUC), 5.4.18
Erickson, Jon A. (UIUC), 5.3.5
Erlinger, Kevin (Urbana Middle School teacher), 5.3.12
Etheridge, Jennifer A. (Oak Ridge National Laboratory),
5.5.29
Ethernet, 5.4.11
European Molecular Biology Laboratory, 5.3.4
Evans, Charles R. (Univ. of North Carolina-Chapel Hill),
5.2.4; 5.2.9; 5.2.11
Evenson, Jody (UIUC), 5.4.18
Experimental Visual Technologies class (UIUC Art Class
331), 5.1.10; 5.4.1; 5.4.9; 5.4.18; 5.5.21
Express (ParaSoft), 5.5.5; 5.5.12
F
Fadeev methods, 5.2.8
Fangmeier, Stefan (former manager of NCSA Scientific
Visuabzation Program), 5.2.9
Fast Fourier Transforms (FFT), 5.5.9; 5.5.11
Fearn, Heidi (Univ. ofNew Mexico), 5.2.11
Federal High Performance Computing and
Communications Program, 5.5.28
Federal Technology Strategy Act, 5.5.28
Ferguson, Robert A. (Marquette Univ.), 5.4.16
Fermi National Accelerator Laboratory, 5.3.16
Fernando, Rohan L. (UIUC), 5.3.5
Fiedler, Robert (UIUC), 5.2.11
File, Jennie (NCSA technical support), 5.4.4
"First Principles Molecular Dynamics of Amorphous
Phosphorus" (videotape), 5.2.7
Fisher, George (Motorola, Inc.), 5.5.26
Fleming, Graham (Univ. of Chicago), 5.3.5
FMC Corporation, as an industrial partner, 5.1.11; 5.2.14;
5.5.26
Folk, Joshua (University High School student, Urbana),
5.3.13
Folk, Mike (NCSA senior programmer), 5.1.11
Food processing, simulations of, 5.1.13
Foos, Alan R. (Native American Educational Services
College), 5.3.13
Ford, David E. (Univ. ofWashington), 5.3.5
Fortran 90, 5.5.28
Fossum, Barbara (UIUC), 5.4.18
Fourth International Computer Film Festival, 5.5.21-22
Fox, George E. (Univ. of Houston), 5.3.5
Francis, George (UIUC), 5.4.18
Freeman, Arthur (Northwestern Univ.), 5.2.6; 5.2.11; 5.5.25
Fritsche, Michael (Southern Methodist Univ.), 5.2.14
G
Galaxy cluster formation, 5.5.10-12
Gallaudet College, 5.2.14
Galti, Giulia (UIUC postdoctoral associate), 5.2.14
Gallium arsenide (GaAs) crystals, 5.3.6-7
Gallivan, Timothy E. (UIUC), 5.2.11
GAMESS chemistry software, 5.3.11
Gamez, Ray (UIUC), 5.4.18
Gandhi, Om P. (Univ. of Utah), 5.3.5
"Garbage" (animation), 5.4.1; 5.4.9, 15; 5.4.18; 5.5.3; 5.5.22
Garver, David (NCSA manager, Systems Development
Group), 5.5.4; 5.5.14; 5.5.15-16, 32
GCG (Genetics Computer Group) biology software, 5.3.4;
5.4.13
Geiger, Robert (Motorola, Inc.), 5.1.7
Geiken, Cordelia Baron (NCSA Media Services), 5.3.8;
5.4.18
General theory of relativity, 5.2.4-5
GeneWorks biology software, 5.3.4
Ghoniem, Ahmed (MIT), 5.2.16, 20
Gianola, Daniel (UIUC), 5.3.5
Gibbons, John H. (Congressional Office of Technology
Assessment), 5.5.25
Glynias, Manuel, 5.4.13
Gobble, Karen (NCSA Training Program), 5.1.9; 5.1.12;
5.2.13
Goddard Institute for Space Studies (NASA), 5.2.18
Golab, Joe (former NCSA research scientist), 5.3.10; 5.5.26
Goldsteen, Ben (University High School student, Urbana),
5.3.13
Goldstein, Richard (UIUC postdoctoral chemist), 5.4.13
Goodman, Morris (Wayne State Univ.), 5.3.5
Gore, Albert, Jr. (U.S. senator), 5.3.14; 5.5.28, 32
Gottardi, Jim (Phillips Petroleum Co.), 5.2.14
Graham, Randall (NCSA science writer), 5.2.4-5; 5.3.6-7;
5.5.17-18
Grant, Robert F. (Univ. of Alberta), 5.3.5
Gravity, 5.2.4
Greene, Joseph (UIUC), 5.5.25
Groeneveld, Eildert (UIUC), 5.3.5
Grossman, Michael (UIUC), 5.3.5
Gruber, Ralf (Ecole Polytechnique Federal, Switzerland),
5.1.13
Guu, Yi-Wen (UIUC graduate student), 5.3.3
H
Haber, Robert B. (UIUC), 5.4.15
Hagler, Arnold T. (Biosym Technologies), 5.3.5
Hardin, Joseph (NCSA manager, Software Tools Group),
5.1.11;5.5.29
Hardware Performance Monitor (HPM), 5.5.15
Hart, Richard (Tulane Univ.), 5.1.13
Hausheer, Frederick (Univ. of Texas), 5.1.14
Hawley, John F. (Univ. of Virginia), 5.2.5; 5.2.9; 5.2.11
HDF. See NCSA HDF
Heath, Mike (NCSA research scientist)
,
5.5.3; 5.5.5; 5.5.14,
29
Hebel, Kurt (UIUC), 5.2.12
Heeler, Phillip (Northwest Missouri State Univ.), 5.5.7
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Heller, John (New Mexico Institute of Mining and
Technology), 5.1.16
Herring, Cheryl (NCSA systems and procedures analyst),
5.4.5
Herron, David K. (Eh Lilly and Co.), 5.3.1; 5.4.18
Heterogeneous Network Computing Environment
(HeNCE), 5.5.5; 5.5.29
Hewish, Antony, 5.2.8
High-definition (HD) technology, 5.5.7
High-definition television (HDTV), 5.2.15
High-performance computing (HPC), 5.1.9
High-Performance Computing Act of 1991, 5.3.14; 5.5.32
High-Performance Parallel Interface (HiPPI), 5.1.6
Hills, Carla, 5.4.17
Hobill, David (former NCSA research scientist), 5.1.1; 5.2.4-
5; 5.2.9; 5.2.11; 5.2.12; 5.5.24
Hoechstleistungsrechenzentrum (HLRZ), Germany, 5.1.7
Hoffman, Eric (Univ. of Pennsylvania), 5.5.9, 10
Hohl, Detlef(NCSA visiting postdoctoral research
associate), 5.1.11; 5.2.3; 5.2.6-7; 5.2.11
Holcomb, Katherine (Univ. of Texas-Austin), 5.2.11
Hollings, Fritz (U.S. senator), 5.5.28
Hopfinger, Anton J. (UIC), 5.3.5
Horn, Lyle (Univ. of Wisconsin-Madison), 5.4.10
Huang, Thomas (UIUC), 5.5.9
Huber, Lee (Dow Chemical Co.), 5.5.26
Huck, Morris G. (UIUC), 5.3.5
I
IBM Corporation, 5.1.16; 5.4.14
and distributed processing, 5.5.32
IBM PC, 5.3.14
IBM RISC System 6000, 5.5.12; 5.5.14; 5.5.15-16, 32
Idaszak, Ray (former project leader, Visualization Services
and Development Numerical Laboratory), 5.1.11;
5.2.3; 5.2.7; 5.2.9; 5.4.18
Illinois Department of Commerce and Community Affairs,
5.1.10
Illinois Math and Science Academy, 5.2.14
Illinois State Univ., 5.2.14
Image. See NCSA Image
ImageIP. See NCSA ImagelP
ImageTool. See NCSA Image
Implementing Fine-Grained Scientific Algorithms on the
Connection Machine (Bailey), 5.1.5
Industrial partners. See NCSA Industrial Program
"Instabilities in Supersonic Flows" (animation), 5.2.13
Institute for Advanced Study, 5.5.7
Institute for Theoretical Atomic and Molecular Physics,
5.4.9
Intel Corporation's Touchstone Delta System, 5.1.14
Intelligenetics, Inc., 5.3.4
"Interaction of Cosmic Strings" (visualization), 5.2.9
Internationa] Society for Optical Engineering, 5.2.13
Internet, 5.4.11; 5.5.20; 5.5.31
Inverse problems, 5.3.6-7
IRIS personal workstation, 5.4.9; 5.5.21
J
Jackson, Barbara (NWIC instructor), 5.3.11
Jackson, Linda (NCSA publications designer), 5.5.1; 5.5.29
Jain, Jainendra Kumar (SUNY at Stony Brook), 5.2.11
Jakobsson, Eric (UIUC), 5.3.3; 5.3.5; 5.4.13
James, Loren (NWIC student), 5.3.11
Jameson, Antony (Princeton Univ.), 5.5.11
Jameson, Donald A. (Colorado State Univ.), 5.3.5
Jardetzky, Oleg (Stanford Univ.), 5.3.5
Jet Propulsion Laboratory, 5.5.10
Jewett, Brian (NCSA graduate research assistant), 5.2.13;
5.5.13
Johnson, Brian (freelance photographer), 5.5.29
Johnson, Melissa LaBorg (NCSA managing editor), 5.5.29
Johnson, Michael E. (UIC), 5.3.5
Johnson, Raleigh (Univ. of Texas), 5.1.14
Jones, Lorella Margaret (UIUC), 5.2.11
Jones, R. O. (KFA), 5.1.11; 5.2.7
Jordan, Robert (UIUC), 5.4.18
K
Kadanoff, L. P. (Univ. of Chicago), 5.2.11
Kahn, Scott David (UIUC), 5.3.5
Kalamazoo College, 5.5.7
Kalos, Malvin (Cornell Theory Center), 5.1.12; 5.2.11; 5.2.14
Kapitza, Sue (NCSA computer utilization analyst), 5.4.5
Karplus, Martin (Harvard Univ.), 5.3.5
Karr, Tim (UIUC), 5.5.10
Katz, Eric (NCSA digital computer operator), 5.2.15
Kaufmann, William J., Ill (NCSA science writer), 5.1.13-14
Keinath, Steven E. (Michigan Molecular Institute), 5.5.7
Kempa, Kryzysztof (Boston College), 5.2.11
Kennedy, John (Thinking Machines Corp.), 5.5.18
Kilbride, Paul (UIC), 5.3.5
Kim, Jung-Ja Park (Medical College of Wisconsin), 5.3.5
King, Frederick Warren (Univ. of Wisconsin-Eau Claire),
5.2.11
Kirby, Kate (Harvard-Smithsonian Center for
Astrophysics), 5.4.9, 16
Klemp, Joseph (NCAR), 5.4.10
Klepinger, Linda (UIUC), 5.1.16
Klonowski, Chris (UIUC), 5.4.18
Knapp-Cordes, Janice (former NCSA assistant training
coordinator), 5.1.9; 5.4.8
Knocke, Joel (UIUC), 5.4.18
Kodak. See Eastman Kodak Company
Kogut, John B. (UIUC), 5.1.7; 5.2.11
Korvick, Donna (Univ. of Cincinnati), 5.5.27
Kraus, Gisela (UIUC), 5.4.18
Krauskopf, Betsy (NCSA visiting science writer), 5.4.4-8,
17; 5.4.13
Krauth, Werner (former NCSA postdoctoral fellow), 5.5.13
Krogh, Michael (NCSA graphics specialist), 5.1.8; 5.4.13;
5.5.22
Kufrin, Rick (NCSA parallel processing team leader,
Applications Group), 5.1.3-6; 5.1.9; 5.5.17
Kulkarni, Ajit (UIUC), 5.4.15
Kumar, Ashwini (North Carolina State Univ.), 5.1.13
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Kurki-Suonio, Hannu (Lawrence Livermore National
Laboratory), 5.2.5
Kushner, Mark (UIUC), 5.5.25
Kyma sound visualization software, 5.2.12-13
L
Lahey, Richard T. (Rensselaer Polytechnic Institute),
5.2.11
Lamb, Frederick K. (UIUC), 5.2.11
Landreth, Chris (North Carolina Supercomputing Center),
5.4.9; 5.4.18
"Landscape Dynamics of Yellowstone Park: The Role of
Fire, 1690-1990" (videotape), 5.1.12
Lane, Lex (NCSA associate director, Systems and Software
Development), 5.5.4-7; 5.5.15-16, 32
Langlie, Scott (FMC Corp.), 5.1.11
Laser Interferometer Gravitational Wave Observatory
(LIGO), 5.2.4
Laser Scanning Confocal Microscopy, 5.5.10
Lathrop, Scott (NCSA associate director, Academic and
Industrial Relations Program), 5.5.7; 5.5.20, 21;
5.5.29
Latta, Sara (NCSA science writer), 5.4.10, 20; 5.5.4-7; 5.5.8-
10; 5.5.10-13; 5.5.13-14, 29
Lauffenburger, Doug (UIUC), 5.3.5
Lauterbur, Paul C. (UIUC), 5.3.5
Lawrance, David (NCSA visiting professor), 5.1.6, 8, 16;
5.1.10; 5.4.12
Lawrence Livermore National Laboratory (LLNL), 5.4.20;
5.5.6
Lawson, Mike (Rolls Royce), 5.1.14
LeBreton, Pierre (UIC), 5.3.5
Lee, Bruce (NCSA research assistant), 5.5.13
Lee, Larry (North Carolina Computing Center), 5.1.12
Levin, J. A (UIUC), 5.3.12
Lewis, Sue (NCSA manager, Central Facility), 5.4.5; 5.4.6
Liang, Shoudan (Pennsylvania State Univ.), 5.2.11
Liang, Zhi-Pei (NCSA postdoctoral research associate),
5.4.12
Linthicum, Scott (Texas A & M), 5.3.4
*Lisp programming language, 5.1.5; 5.3.9
"Listener, The" (animation), 5.4.9; 5.4.18
Liu, Feng (Princeton Univ. graduate student), 5.5.12
Loots, Melanie (NCSA associate director, Applications),
5.3.3; 5.3.7-8; 5.4.4, 7-8; 5.5.24
Lorenz, Edward N., 5.3.8
Loriot, George (Brown Univ.), 5.2.11
Los Alamos Database, 5.3.4
Lott, Fred (Phillips Petroleum Co.), 5.3.10
Louie, Steven (UC-Berkeley), 5.2.6
"LTC4 with Colored Shadows" (technical slide set), 5.4.18
Luthey-Schulten, Zaida (Zan) (NCSA research scientist),
5.3.3-4; 5.4.4; 5.4.13
Lyding, Joseph (UIUC), 5.5.10
M
Macintosh computer
representation of data as sound on, 5.2.12-13
Macintosh computers
desktop video system installed, 5.4.15
donated to SuperQuest winning schools, 5.5.20
II workstation, 5.4.11
Ilfx workstation, 5.4.11; 5.4.15
NCSA Telnet 2.4 for, 5.3.14
System 7.0, 5.5.23
Magnetic resonance imaging (MRI), 5.1.14; 5.4.20; 5.5.9-10;
5.5.24
Maguire, Karina (Champaign Centennial High School
student), 5.3.11
Makinen, M. W. (Univ. of Chicago), 5.3.5
Mallinger, B. Ann (Marquette Univ.), 5.4.16
Manas-Zloczower, lea (Case Western Reserve Univ.),
5.1.13
Manufacturing Strategy Act, 5.5.28
Marcusiu, Doru (NCSA research programmer), 5.5.15
Marquette University, 5.4.16
Martin, Michele (NCSA computer utilization analyst), 5.4.4
Martin, Richard M. (UIUC), 5.2.11; 5.2.14, 20
Masi, Ed (Cray Research, Inc.), 5.1.12
MasPar Computer Corporation, 5.1.6
Massively parallel computing
advantages of, 5.1.4
applications for, 5.1.14; 5.2.18
Mataka, Jan (NCSA institutional information research
assistant), 5.1.14, 16; 5.2.18; 5.3.14, 16; 5.4.18
Materials science, 5.2.6-7, 14, 20
Mathematica (Wolfram Research), 5.3.11
Matzner, Richard (Univ. of Texas-Austin), 5.2.4-5; 5.2.9;
5.2.11
McCammon, James Andrew (Univ. of Houston), 5.3.5
McCracken, Nancy (NPAC), 5.1.9
McGehe, Carol (Urbana Middle School teacher), 5.5.25
MCI Corporation, 5.1.16
McLaughlin, Brendan (Smithsonian), 5.2.11
McNeill, Michael (NCSA visualization specialist), 5.1.1;
5.4.15; 5.4.18; 5.5.25
McPherson, Renee (Univ. of Oklahoma), 5.4.10, 20
McRae, Gregory (Carnegie Mellon), 5.1.10
McWilliams, David (NCSA coordinator of academic
affiliates), 5.3.10
Medicine
anticancer design, 5.1.14
computer imaging in, 5.1.12
dynamic cardiac imaging, 5.5.9-10
magnetic resonance imaging (MRI) data, 5.1.14; 5.5.9-
10
medical illustrators using computers, 5.2.18
modeling bone, 5.1.13
Melchi, John (NCSA science writer), 5.1.6, 16; 5.1.12; 5.2.8;
5.2.12; 5.2.15; 5.3.3-4; 5.3.7; 5.3.9; 5.3.10; 5.4.4,
5
Melia, Fulvio (Northwestern Univ.), 5.2.11
Mentoring
of high school students, 5.5.19-20
of women scientists, 5.4.5
Meredith, Dennis (Cornell University News Service),
5.4.14
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Merit consortium, 5.1.16
Metacomputer
data for, 5.5.8-10
definition of, 5.5.4
design of, 5.5.3; 5.5.4-7
IBM RISC System 6000s in, 5.5.15-16, 32
networking on, 5.5.6; 5.5.13-14, 29
simulating reality on, 5.5.10-13
user interfaces for, 5.5.7
Michigan Molecular Institute, 5.5.7
Micro Tech 2000, 5.4.18
Midco International, 5.1.10
Mihalas, Barbara (NCSA research scientist), 5.3.8; 5.3.10;
5.4.4-5; 5.5.6
Miller, Arnold (Univ. of Colorado-Denver), 5.3.5
Miller, Bruce Neil (Texas Christian Univ.), 5.2.11
Millikin, John E. (Gallaudet College), 5.2.14
Misztal, Ignacy (UIUC), 5.3.5
Molecular dynamics, 5.1.7, 8; 5.1.11; 5.2.10
"Molecular Dynamics of Cysteinyl Leukotrienes"
(visualization), 5.3.1
Monte Carlo methods, 5.1.7, 8; 5.2.5; 5.2.10; 5.5.13
Moore, Michael (UIUC), 5.4.18
Moorman, Jan (UIUC), 5.4.18
Moran, Patrick (NCSA graduate research assistant), 5.4.12;
5.5.9, 10; 5.5.25
Morgan, D. S. (Univ. of Oregon), 5.3.5
Moroni, Saverio (NCSA visiting professor), 5.5.14
Morrison, Michael A (Univ. of Oklahoma), 5.2.11
Motorola, Inc., as an industrial partner, 5.2.14; 5.5.26
Mummification, computer imaging of, 5.1.6, 16; 5.1.12
Munoz, Luis (NCSA research assistant), 5.5.13
Music, creating on supercomputers, 5.2.15
N
Nadworny, Margaret (Motorola), 5.4.5; 5.4.6; 5.5.26
Nandkumar, Radha (NCSA director's staff associate),
5.2.10, 20; 5.4.4, 8; 5.5.15, 16; 5.5.29
NASA See National Aeronautics and Space Administration
NAStore file storage software, 5.5.6
Natarajan, Raghu N. (Rush-Presbyterian St. Luke's
Medical Center), 5.3.5
National Advisory Committee on Semiconductors, 5.4.18
National Aeronautics and Space Administration (NASA),
5.1.14
National Computer Graphics Association (NCGA), 5.5.21
National Critical Technologies Act, 5.5.28
National Institute of Standards and Technology (NIST),
5.1.14
National Library of Medicine Visible Human Project, 5.2.18
National Oceanic and Atmospheric Administration
(NOAA), 5.2.18
National Research and Education Network (NREN),
5.3.14, 16; 5.5.4
National Research Council, 5.4.3
National Science Foundation (NSF). See also NSFNET
and Biological Database and Software Library, 5.4.13
in Concurrent Supercomputing Consortium (CSC),
5.1.14
and CONVEX C240 system at NCSA 5.2.15
funding for interactive education networking, 5.3.11
funding of Berger's work by, 5.4.11, 20
funding of biological information database, 5.3.8
funding of BLANCA by, 5.5.6
funding ofNCSA Scientific Institute Affiliates (SAI)
by, 5.4.9, 16
and funding of SuperQuest 1991, 5.1.12; 5.4.14
grant for CM-2 acquisition from, 5.1.3; 5.3.9
importance of funding from, 5.2.3
and metacomputer, 5.5.4
as sponsor ofCM-2 Applications Workshop, 5.3.9
as sponsor of workshop on high-performance
computing (HPC), 5.1.9
study of women scientists by, 5.4.3; 5.4.4
Native American Educational Services College, 5.3.13
Naval Research Laboratory (NRL), 5.1.6
NCSA Academic Affiliates Program, 5.2.14; 5.3.13; 5.4.16;
5.5.7
NCSA Affiliate Advisory Meeting, 5.3.10
NCSA Affiliates Program, 5.1.9. See also NCSA Academic
Affiliates Program; NCSA Scientific Affiliates
Program
NCSA Applications Group, 5.1.5, 6
NCSA Biomedical Imaging Group (BIG), 5.1.7-8; 5.4.12;
5.5.9-10
NCSA Client Administration, 5.3.9; 5.4.15
NCSA Comparator Tool prototype, 5.2.12
NCSA Computational Biology Group (CBG), 5.3.3-4; 5.4.13
NCSA Computational Extension (CompEx) Program,
5.1.10; 5.3.7
NCSA Computational Mathematics and Computer Science
Group, 5.5.14
NCSA Connection Machine October Workshop, 5.5.18
NCSA Consulting Office
,
5.1.5
NCSA contacts, 5.1.15; 5.2.19; 5.3.15; 5.4.19; 5.5.31
NCSADataScope, 5.2.17; 5.3.11; 5.3.14; 5.5.23
NCSA Education Program, 5.1.9; 5.3.11-12; 5.4.17
NCSA Finite Element Analysis Applications Group, 5.2.20
NCSA HDF (Hierarchical Data Format), 5.5.6
NCSA HDF (Hierarchical Data Format) Vset 2.0, 5.2.17
NCSA Image (formerly ImageTool), 5.2.17; 5.3.11; 5.3.14;
5.5.23
NCSA ImagelP (Image Processing), 5.2.17
NCSA Industrial Program, 5.1.10
AT&T, as partner, 5.2.14; 5.5.26
Caterpillar, Inc., as partner, 5.2.14; 5.5.26
Dow Chemical, as partner, 5.2.14; 5.5.26
Eastman Kodak, as partner, 5.2.14; 5.5.26
Eli Lilly and Company, as partner, 5.2.14; 5.5.26
FMC Corporation, as partner, 5.1.11; 5.2.14; 5.5.26
Motorola, Inc., as partner, 5.2.14; 5.5.26
Phillips Petroleum Co., as partner, 5.2.14; 5.5.26
projects on CM-2 pursued by, 5.1.5
NCSA Mapper prototype, 5.2.12
NCSA Marker prototype, 5.2.12-13
NCSA Media Services, 5.3.13; 5.5.22
NCSA Metacomputer Allocation and Scheduling Task
Force, 5.5.16
NCSA Metacomputer Design Team, 5.5.4
NCSA Metacomputer Steering Committee, 5.5.4
NCSA Numerical Laboratory, 5.1.3; 5.2.15
NCSA PalEdit, 5.2.17; 5.5.23
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NCSA Parallel Processing Group, 5.3.9
NCSA Personal Computer Lab (Beckman Institute), 5.3.11
NCSA PolyView 2.0, 5.5.27-28
NCSA Post Production Facility, 5.4.9
NCSA programs, contacts for, 5.1.15; 5.2.19; 5.3.15; 5.4.19;
5.5.31
NCSA/PSC Peer Review Board (PRB), 5.1.5; 5.5.23; 5.5.32
< NCSA Publications Group, 5.5.29
NCSA RealTime, 5.1.12; 5.1.16; 5.2.15; 5.5.21; 5.5.24
NCSA Renaissance Experimental Laboratory (REL),
5.1.11; 5.4.9; 5.5.21-22
NCSA Research Council, 5.3.8
NCSA Scientific Institute Affiliates (SIA) Program, 5.4.9;
5.5.7
NCSA Shifter prototype, 5.2.12
NCSA Small Allocations Committee (SAC), 5.1.5; 5.5.23
NCSA software. See names of individual software
packages
NCSA Software Tools Group (STG), 5.1.11; 5.2.17; 5.3.14
NCSA Sonic Histogram prototype, 5.2.12
NCSA Summer Institute, 5.5.19-21
NCSA Systems Development Group, 5.5.15
NCSA Technical Resources Catalog, 5.1.6; 5.2.17
NCSA Telnet, 5.3.14
NCSA/Thinking Machines seminar series, 5.3.9
NCSA Training Program, 5.1.5
NCSA Undergraduate Employee Scholarship Award,
5.5.23
NCSA Video Macintosh, 5.4.15
NCSA visitors, 5.2.16
NCSA Visualization and Development Group, 5.1.10
NCSA Visualization Group, 5.2.9; 5.2.12-13; 5.5.22
NCSA Visualization Workshop, 5.4.16, 5.5.30
NCSA Workstations Group, 5.5.22
NCSAX DataSlice, 5.5.9
NCSAX Image, 5.2.17; 5.3.14
ncsagate, removed, 5.5.31
Ncube computer systems, 5.2.18
Nelsen, Stephen F. (Univ. of Wisconsin-Madison), 5.3.5
Network File System (NFS), 5.5.11
Network Linda System, 5.5.5
Networking
Advanced Network and Services, Inc. (ANS)
established, 5.1.16
BLANCAtestbed, 5.5.6; 5.5.8-9
and high-performance computing (HPC), 5.1.11
"Neutron Star" (visualization), 5.2.9
Newell, Karl M. (UIUC), 5.3.5
Newman, Herman (CRI), 5.2.16
Ng, Jason (NCSA senior programmer), 5.5.27
Nicograph 1990, 5.1.10; 5.5.21
Nonella, Marco, 5.4.13
Norcross, David W. (Univ. of Colorado-Boulder), 5.2.11
Norman, Michael (NCSA research scientist), 5.2.13; 5.2.15;
5.4.12; 5.5.10-12; 5.5.29
J Northeast Parallel Architectures Center (NPAC), 5.1.5;
5.1.9
Northwest Indian College (NWIC), 5.3.11-12
Northwest Missouri State University, 5.5.7
Novotny, Janet (UIUC graduate student), 5.3.3
Nowak, John (UIUC), 5.1.10
NPAC. See Northeast Parallel Architectures Center
NSF. See National Science Foundation
NSFNET, 5.1.16; 5.4.11
Nuclear magnetic resonance (NMR) imaging, 5.1.8
Numerical relativity, 5.2.4-5
"Numerical Relativity: Black Hole Space-Times"
(visualization), 5.2.9
"Numerically Modeled Severe Storm" (animation), 5.5.30
Nunn, Sam (U.S. senator), 5.5.28
O
Oberacker, Volker E. (Vanderbilt Univ.), 5.2.11
Obermayer, Klaus (Theoretical Biophysics Group,
Beckman Institute), 5.1.7; 5.1.11
Oceans, computer modeling of, 5.1.14
OFarrell, Bill (NPAC), 5.1.9
Ogura, Yoshi (UIUC), 5.3.8
Ohio State Supercomputing Center, 5.5.11
Olano, Marc (UIUC), 5.4.18
Olson, Judy (NCSA manager, Client Administration),
5.5.29
Onstad, David (UIUC), 5.1.8; 5.3.5
Oono, Yoshitsugo (UIUC), 5.2.11
Orszag, Steven (Princeton Univ.), 5.1.13
Ostriker, Jeremiah (Princeton Univ.), 5.5.10-12
P
Pack, George (Univ. of Elinois-Rockford), 5.3.5
Pai, M. A (UIUC), 5.4.15
PalEdit. See NCSA PalEdit
Pandharipande, Vrjay R. (UIUC), 5.2.8; 5.2.11
ParaGraph, 5.5.3; 5.5.5; 5.5.29
Parallel Virtual Machine (PVM) software, 5.5.5; 5.5.12;
5.5.14, 29
Paris (Parallel Instruction Set) language for CM-2, 5.1.3-5;
5.3.9
Park, Changbom (CalTech), 5.2.11
Parkland Community College
as academic affiliate, 5.5.7
visualization training at, 5.5.22
Parrinello, Michele (Univ. of Trieste), 5.1.8; 5.2.14
"Passages de l'lmage" (traveling show), 5.2.13
Pate, Edward (UC-San Francisco), 5.3.5
Patterson, Bob (NCSA research programmer, Media
Services), 5.4.9, 15; 5.4.18
Pauley, Patricia (Univ. of Wisconsin-Madison), 5.4.10
Paulsen, Gaige (former NCSA programmer), 5.5.23
Peacock, Jill (former NCSA technical editor), 5.2.17; 5.3.14
Peer Review Board. See NCSA/PSC Peer Review Board
Pence, Dennis (Western Michigan Univ.), 5.2.14
Peraire, Jaime (Imperial College, London), 5.1.13
Perceptron, 5.1.8
Perfect Benchmarks suite, 5.5.15
Petroleum reservoirs, 5.1.16
Pflugmacher, Mike (NCSA research programmer), 5.5.16
Phillips, George (Rice Univ.), 5.3.5
Phillips Petroleum Co., as an industrial partner, 5.2.14;
5.5.26
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Piang, Zhi-Pei (NCSA postdoctoral research associate),
5.4.12
Pines, David (UIUC), 5.2.11
Poh, Benjamin (Union City, CA, Logan High School
student), 5.5.19
Polymer Modeling with High-Performance Computers
conference, 5.3.10
Potter, Clint (NCSA research programmer), 5.1.6, 16; 5.1.7-
8; 5.1.10; 5.2.17; 5.4.12; 5.5.9
Powell, Dave (Champaign Centennial High School
student), 5.3.11
Prange, Richard E. (Univ. of Maryland-College Park),
5.2.11
Price, Janet (Kalamazoo College), 5.5.7
Purdue University, 5.1.14
Purdy, Dale (CRI), 5.2.15
Q
Quantum chromodynamics (QCD), and simulations, 5.1.7
Quantum gravity, 5.4.11, 20
Quantum Monte Carlo (QMC) methods, 5.2.7, 14; 5.2.8;
5.2.10; 5.4.11; 5.5.13-14
Quinn, John (NCSA research programmer), 5.5.13-14
R
Radio telescope observations, 5.5.8-9
Rajca, Andrzej (Kansas State Univ.), 5.3.5
Ravaioli, Umberto (UIUC), 5.4.15
Real-time steering, 5.5.8
RealTime. See NCSA RealTime
"Recombination of Hydrogen and Helium" (animation),
5.1.1
Redman, Thomas (NCSA senior programmer), 5.5.23
Reed, X. B., Jr. (Univ. of Missouri-Rolla), 5.2.11
Reiman, Charles (UIUC), 5.5.23
Renaissance Experimental Laboratory. See NCSA
Renaissance Experimental Laboratory
Renugopalakrishnan, V. (Harvard Univ.), 5.3.5
Research Center Jallich (German National Laboratory,
KFA), 5.1.11; 5.2.7; 5.5.17-18
Rewis, Ben (Thinking Machines Corp.), 5.5.18
Rice Univ., 5.2.14
Richards, Graham (Oxford Univ.), 5.1.14
Richardson, Beth (NCSA applications programmer), 5.4.8
Riecks, David (freelance photographer), 5.5.29
Rieke, James (Dow Chemical Co.), 5.5.26
Rigdon, Lyle (NCSA manager, Training Program), 5.5.19,
20
Robinson, Kathleen (NCSA science writer), 5.1.9; 5.2.16,
205.4.4-8, 17
Romero, Cesar (UIUC), 5.4.18
Rosenblatt, Frank, 5.1.8
Rosen8tein, Jay (NCSA audio editor), 5.4.18
Roskies, Ralph (PSC), 5.1.12
"Rotating Gas Accreting onto a Black Hole" (visualization),
5.2.9
Rowe, Barry (Champaign Centennial High School), 5.3.11
Roy, Steve (UIC), 5.1.11
Ruiz, James (NCSA visiting scientist), 5.5.26
Ruzic, David N. (UIUC), 5.2.11; 5.5.20; 5.5.25
S
Sabelli, Nora (NCSA senior research scientist), 5.1.9; 5.1.11-
12; 5.3.11-12; 5.4.5-6; 5.4.17; 5.5.20-21
Sacks, Jerome (UIUC), 5.4.15
Sameh, Ahmed (UIUC), 5.4.15
Sancken, Paulette (NCSA publications editor), 5.5.29
Sandia National Laboratory, 5.2.18; 5.5.6
Sanna, Mary Jo (Thinking Machines Corporation), 5.1.5
Sapirstein, Jonathan R. (Univ. of Notre Dame), 5.2.11
Saroff, Stephen (Thinking Machines Corporation), 5.1.5;
5.1.9; 5.3.9
Saylor, Paul (UIUC), 5.4.15
Scaletti, Carla (NCSA postdoctoral research associate,
CERL Sound Group), 5.2.12-13; 5.4.18
Scanning Tunneling Microscopy and Spectroscopy
(STM/S) Systems Group (Beckman Institute),
5.5.10
Schatz, Bruce (Univ. of Arizona-Tuscon), 5.2.16
Schatz, George C. (Northwestern Univ.), 5.2.11
Scheiner, Steve (SlU-Carbondale), 5.3.5
Schrodinger equation, 5.2.7; 5.5.13
Schuette, Wilfried (Motoren Turbinen), 5.1.13-14
Schulten, Klaus (UIUC and Theoretical Biophysics Group,
Beckman Institute), 5.1.7; 5.2.11; 5.3.5; 5.4.13;
5.5.24
Science and Engineering on Supercomputers (SES) *90
Symposium, 5.1.13-14
Scientific and Engineering Applications of the Macintosh
(SEAM '92) Conference, 5.5.29
Scientific visualization
award-winning, 5.1.10
by NCSA Biomedical Imaging Group, 5.1.7-8
of sound, 5.2.12-13; 5.2.15; 5.5.7
of volumes, 5.1.7-8; 5.4.12, 20
Scientist's Workbench, 5.5.5
Scott, Hugh L. (Oklahoma State Univ.), 5.3.5
Seidel, Ed (NCSA postdoctoral research associate), 5.2.4, 5
Seitz, Steven T. (UIUC), 5.3.5
Semiconductors, 5.4.18
Sfondilias, John (Parkland College), 5.5.7
"Shape Analysis of Molecular Dynamics" (visualization),
5.4.18
Shaw, Crystal (NCSA research programmer), 5.2.13; 5.4.4,
8; 5.5.12; 5.5.13
Sherman, William (NCSA scientific animator), 5.3.1; 5.4.18
Shuler, Jean (Lawrence Livermore National Laboratory),
5.1.12
Siegel, Peter M. (Cornell Univ.), 5.4.14
Siegel, Robert T. (College of William and Mary), 5.2.11
Sienko, Tanya (UIUC graduate student), 5.1.8
SIGGRAPH ^0, 5.5.20
SIGGRAPH *91, 5.4.9; 5.4.18; 5.5.20
Silicon Graphics, Inc.. See also IRIS personal workstation
4D/20 workstation, 5.3.1
4D/210 GTX superworkstation, 5.2.7
4D/240 GTX workstation, 5.3.1
4D/340 VGX workstation, 5.5.12
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4D/360 VGX high-performance workstation, 5.5.11
Sinclair, Marilyn (Champaign, Unit 4 schools), 5.3.12
Skamarock, Bill (National Cemter for Atmospheric
Research), 5.5.13
Smarr, Larry (NCSA director)
article by, 5.2.10, 20
and CM-5 developments, 5.5.18
and CONVEX C240 system at NCSA, 5.2.15
CPU allocations to, 5.2.11
honored byFortune magazine, 5.4.17
and metacomputer, 5.5.4
and performance of CRAY Y-MP4/464, 5.5.15
and Phillips Petroleum Co. as industrial partner, 5.2.14
at Supercomputing '90, 5.1.12
and SuperQuest 1991, 5.4.14
visualization of research by, 5.2.5; 5.2.9
Smith, Temple (Harvard Univ.), 5.3.5
"Smog: Visualizing the Components" (videotape), 5.1.10;
5.1.12
Snyder, Gregg (UIUC), 5.4.18
Society for Imaging Science and Technology, 5.2.13
Software availability. See Applications software; NCSA
Software Tools Group; names ofindividual
software packages
Solem, Ann (Los Alamos National Laboratory), 5.1.11
Soliday, Jean (NCSA), 5.3.10
Song, Deyang (UIUC graduate student), 5.5.12
Sonification. See Sound, visual representation of
Sony LVR-5000A Laser Videodisk recorder, 5.4.15
Soukoulis, C. M. (Iowa State Univ.), 5.2.11
Sound, visual representation of, 5.2.12-13; 5.2.15; 5.5.7
Southern Methodist Univ., 5.2.14
Space-Time Tiller software. See Tiller software
Spradley, Geoff (Rice Univ.), 5.2.14
Stack, John (UIUC), 5.2.11
Stephenson, Kim (NCSA senior software engineer), 5.4.4
Stevenson, Daniel (Hudson, OH, Hudson High School
student), 5.5.20
Stevenson, John A. (NCSA associate director, Industrial
Program), 5.2.14; 5.5.26
Stewart, Terri (NCSA Visitors Program), 5.5.22
Stone, Jeremy (Hudson, OH, Hudson High School
student), 5.5.20, 21
Stone, Jim (NCSA postdoctoral research associate), 5.5.11
Storm modeling, visualization of, 5.5.12-13
Straka, Jerry (Univ. of Oklahoma), 5.5.13
Stroud, Robert M. (UC-San Francisco), 5.3.5
"Study of a Numerically Modeled Severe Storm"
(videotape), 5.2.13
Subatomic physics, 5.2.8
Subramaniam, Shankar (NCSA research scientist,
Computational Biology Group), 5.3.3-4; 5.4.13
Suen, Wai-Mo (Washington Univ.), 5.2.11
Sullivan, Jeremiah (UIUC), 5.2.11
Sun-4/490 front-end computer, 5.1.3
Sun-4 computer, 5.1.3
Sun Microsystems
Sun-4/490 workstation, 5.3.9
"Supercomputer Simulation and Visualization of Flow and
Combustion Phenomena" seminar (Beckman
Institute), 5.2.16
Supercomputing "90 Conference, 5.1.11-12; 5.2.7
Supercomputing "91 Conference, 5.5.20; 5.5.25
SuperQuest 1991, 5.1.12; 5.4.14; 5.5.19-21; 5.5.24
Swanson, Amy (NCSA research programmer), 5.4.5; 5.4.8;
5.4.15; 5.4.18
Swing, Chris (UIUC), 5.4.18
Swisshelm, Julie (Sandia National Laboratory), 5.1.12
Symbolic Sound Corporation, 5.2.12, 13
Symbolics computer, 5.1.3
T
Tafti, Danesh (NCSA research programmer), 5.5.13
Technical Resources Catalog . See NCSA Technical
Resources Catalog
Teets, Walter (UIUC), 5.4.15
Telnet. See NCSA Telnet
"Temporal Displacement of Leukotriene Dynamics:
Merged" (technical slide set), 5.4.18
TERPSICHORE code, 5.1.13
Terstriep, Jeff (NCSA research programmer, Networking
Development Group), 5.2.17; 5.4.13; 5.5.5, 6; 5.5.22;
5.5.25
Theoretical Biophysics Group (Beckman Institute), 5.1.11
Thingvold, Jeffrey (NCSA scientific animator), 5.3.1; 5.4.18
Thinking Machines Corporation. See also Connection
Machine (CM-2); Connection Machine (CM-5)
federal funding for, 5.4.18
massively parallel computing at, 5.1.3; 5.2.18
Thomas, Dave (Montana State Univ.), 5.5.20
Thomas, David L. (UIUC), 5.3.16
Thompson, Dave (NCSA research programmer), 5.5.23
Thompson, Robert (Institute for Advanced Study), 5.5.7
Thompson-McClellan Studio, 5.5.19
"3D Head-On Collision of Two Neutron Stars"
(visualization), 5.2.9
Thurston, C. O. (UIUC), 5.3.12
Tilakasiri, Aruna (Ford Motor Company), 5.1.13
Tiller software, 5.4.12; 5.5.9, 10
"Time Dependent Behavior of Simple Dynamic Systems"
(animation), 5.2.12-13
Training
for CM-2, 5.1.5; 5.1.9
for Illinois businesses, 5.1.10
Training sessions, schedule of user, 5.1.9; 5.2.13; 5.3.10;
5.4.17
Transportation safety, computer imaging of, 5.1.13-14
Trivedi, Nandini (Argonne National Laboratory), 5.2.11;
5.5.13
Tucker, John (UIUC), 5.5.10
Tufte, Edward (Yale Univ.), 5.4.16; 5.5.30
Turbulence, numerical computation of, 5.1.8; 5.2.16, 20
U
Umar, A. Sait (Vanderbilt Univ.), 5.2.11
UNICOS operating system, version 6.1 release, 5.2.15
U.S. Council on Competitiveness, 5.3.16
U.S. government
defense budget for, 5.1.14; 5.2.18
"grand challenges" of, 5.2.6; 5.5.3
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research and development budget for, 5.2.3; 5.2.4;
5.2.18; 5.3.14, 16; 5.4.18
UniTree file storage software, 5.5.6
University of Illinois (UIUC)
CERL Sound Group, 5.2.12-13
World Heritage Museum, 5.1.6, 16
University of Illinois at Chicago (UIC), 5.1.10
"Using Sound to Extract Meaning from Data"
(visualization), 5.4.18
V
Vallieres, Michel (Drexel Univ.), 5.2.11
Van Valvah, Bob (Illinois Math & Science Academy), 5.2.14
Vanka, Surya Pratap (UIUC), 5.1.8
Variational methods, 5.2.8
VAX 8350 front-end computer, 5.1.3
VAX computer, 5.1.3
VAX server 3600, removed, 5.5.31
"Venus and Milo" (animation), 5.1.10; 5.1.11; 5.4.18; 5.5.21-
22
Victor, George (Harvard Univ.), 5.4.9, 16
Video Macintosh, 5.5.11
Videodiscovery, Inc, 5.5.9
Viewit imaging program, 5.1.6, 16; 5.2.17; 5.5.7; 5.5.9, 10
Virtual processing
definition of, 5.1.3
Virtual reality (VR) laboratory, 5.5.7
"Visibility Analysis through the Animation of a Backhoe
Work Cycle" (technical slide set), 5.4.18
"Visibility Analysis through the Animation of a Backhoe
Work Cycle" (visualization), 5.4.18
Visual Display of Quantitative Information, The (Tufte),
5.5.30
Visualization. See Scientific visualization
Visualization Workbench, for CM-2, 5.1.6
W
Waegner, Chris (UIUC), 5.4.18
Waldherr, Nina (UIUC), 5.4.18
Walker, Deanna, 5.2.13
Walker, George E. (Indiana Univ.), 5.2.11
Wallach, Steven J. (Convex Computer Corp.), 5.2.15
Walsten, Doug (NCSA system developer, Systems
Development Group), 5.4.15
Wambach, Jochen (UIUC), 5.2.11
Wang, Andrew H. J. (UIUC), 5.3.16
Wang, Yo-Ming (UIUC), 5.4.15
Wartburg College, 5.1.9; 5.2.14
Waugh, M. A. (UIUC), 5.3.12
Wavefront Technologies software, 5.3.1; 5.4.9; 5.4.13; 5.5.7
Weather forecasting and modeling, 5.1.12; 5.1.13; 5.2.18;
5.4.10, 20
Webb, Kyle (NCSA student programmer), 5.5.28
Weber, Tom (NSF), 5.1.12
Weiss, Thomas F. (MIT), 5.3.16
Welge, Michael (NCSA team leader, Parallel Processing
Group), 5.1.3-6; 5.3.8; 5.3.9
Wenzel, Patricia (former NCSA manager for client
administration, now NCSA research
programmer), 5.2.10, 20; 5.2.11; 5.2.18; 5.3.5, 16;
5.5.15; 5.5.29
Western Michigan Univ., 5.2.14
White, Mary (Louisiana State Univ.), 5.3.16
White House High Performance Computing and
Communications Program, 5.2.14
White House Office of Science and Technology Policy,
5.5.32
Whitley, Tim (Cray Research, Inc.), 5.3.10
Wicker, Louis (NCSA visiting postdoctoral research
assistant), 5.2.13; 5.5.13
Wiggans, George (Livestock and Poultry Science
Institute), 5.3.16
Wilcox, Walter M. (Baylor Univ.), 5.2.11
Wilhelmson, Robert B. (NCSA research scientist), 5.2.13;
5.4.10; 5.4.15; 5.5.5; 5.5.12-13
Williams, Luther S. (NSF), 5.4.3
Wilson, Chris (NCSA Telnet developer), 5.3.14
Winckler, Ginger (NCSA manager, Workstations and
Networking Group), 5.4.5
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and institutions of learning in a relatively brief tir
(for update on congressional action, see page 32).
range of critical problems have been designated*
national Grand Challenges for the engineering
scientific communities using HPCC, which will
unprecedented growth in computational power/
next five years.
For this power to be useful, each supercor
be embedded in a balanced networked systei
propriate storage, visualization, and analysis facilities.
NCSA's role in this effort has already begun with the
construction of a distributed, heterogeneous computing
environment of multiple interfaced computers and appli-
cations, or a metacomputer. This system, described in
"Designing a metacomputer to increase research power"
beginning on page 4 of this issue, will link usage on our
Cray Research and
Convex Computer
vector multiproces-
sor systems, the
massively parallel
Connection Machine, and a new cluster of IBM RISC
System 6000s into an integrated environment with mass
storage and visualization capabilities. Balancing this
system to remove bottlenecks, across a wide range of dis-
ciplines, is the job of NCSA's metacomputer task forces.
Some metacomputer probe research projects are
introduced in this issue. "Focus on data with the meta-
computer" illustrates two projects that utilize metacom-
puter technology as an experimental tool in astronomical
and medical imaging. The metacomputer's ability to
m Monte Carlo
through the
;d workstations;
[ RISC System
ent" acquaints
"Activities in
the Renaissance
Experimental
Laboratory"
explains how
metacomputer technology helped create "Garbage," an
animation produced by a UIUC art and design class.
Other recent events, such as center activities, develop-
ments in the Industrial Program, and an NCSA-pro-
duced software upgrade, round out this publication.
—Fran Bond, Editor
* See Grand Challenges: High Performance Computing and Communica-
tions—The FY 1992 U.S. Research and Development Program (Washing-
ton, DC: Committee on Physical, Mathematical, and Engineering
Sciences c/o National Science Foundation).
"Snapshots" (above) of application-specific
display for matrix transposition indicating
data exchange among processors in a par-
allel program using ParaGraph software.
(Courtesy of Michael Heath.)
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Designing a metacompiler to increase research power by Sara Latta,
Science Writer, and Lex Lane, Associate Director, Systems and Software Development
When you plugged in your hair dryer
or electric razor this morning, you
had no idea whether the electrons
coming in were generated by coal,
natural gas, solar, or nuclear power
or if the energy came from your
state. Wouldn't you consider it a
burden if you had to log on to your
choice of generators every morning,
find one with adequate capacity at
that moment, and bring the neces-
sary power over some circuits just
to dry your hair or shave?
But that is where we are with
computer networks now—at "a
primitive, early stage in the com-
puter revolution," says Larry Smarr,
director of NCSA. "A computer net-
work is just one of many national
networks
—
power, transportation,
telecommunication. All of these net-
works, which we take for granted,
evolved to their present states of so-
phistication and ease of use. Eventu-
ally users will be unaware that they
are using any computer but the one
on their desks, because it will have
the capability to reach out across the
national network and obtain what-
ever computational resources are
necessary."
Smarr describes the metacomputer
as a network of heterogeneous, com-
putational resources linked by soft-
ware in such a way that they can be
used as easily as a personal com-
puter. In fact, the PC can be thought
of as a mini-metacomputer, with a
general purpose microprocessor,
perhaps a floating point-intensive
coprocessor, a computer to manage
the I/O—or memory—hierarchy, and
a specialized audio or graphics chip.
Like the metacomputer, the mini-
metacomputer is a heterogeneous
environment of computing engines
connected by communications links.
According to Smarr, the first
stage of constructing a metacomput-
er at NCSA is creating and harness-
ing the software to make the user's
job of utilizing different computa-
tional elements easier. For any one
project, a typical user might use a
desktop workstation, a remote super-
computer, a mainframe supporting
the mass storage archive, and a spe-
cialized graphics computer. "What
we're proposing to do," says Smarr,
"is to eliminate the drudgery in-
volved in carrying out a project on
such a diverse collection of systems.
"Once you come up with a soft-
ware environment to tie together a
heterogeneous network of comput-
ers, users can move beyond just us-
ing a metacomputer to simplify their
tasks," continues Smarr. "Assuming
that the underlying software allows
pieces of your computer code to com-
municate with each other, users can
distribute these pieces of their appli-
cations code in parallel amongst the
computational resources. This en-
ables users to attempt types of com-
puting that are virtually impossible
today."
The third epoch in evolving the
metacomputer is a transparent na-
tional network which will dramati-
cally increase the computational and
information resources available to
an application. An early step toward
this goal is the collaboration between
the four National Science Founda-
tion (NSF) supercomputer centers
to create a "national virtual machine
room." Ultimately this will grow to a
truly national effort by encompass-
ing any of the attached National
Research and Education Network
(NREN) systems.' System software
must evolve to transparently handle
the identification of these resources
and the distribution of work. Accord-
ing to Smarr, this may be here
sooner than you think
—
perhaps by
the turn of the century.
Computational subsystems
To build its metacomputer, NCSA
formed a Metacomputer Steering
Committee headed by Dave Garver,
manager of NCSA's Systems Devel-
opment Group, and a Metacomputer
Design Team chaired by Charlie
Catlett, manager of NCSA's Net-
working Development Group. (See
sidebar, above.) Analyses of user re-
quirements are integrated and pri-
oritized by the steering committee
while technical solutions are being
developed by the design team. This
issue of access (see pages 8-16) has
several articles on diverse scientifi-
cally driven projects (including
astronomy, atmospheric sciences,
cardiology, and materials science)
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for the metacomputer known as
"metacomputer probe projects."
Following the PC analogy, the
hardware of the metacomputer con-
sists of subcomponents to handle
processing (center section of meta-
computer diagram, page 5), data
storage and management (right side
of diagram), and user interface (left
side of diagram), and a network to
allow communication between the
subcomponents. Note that, unlike
the PC analogy, the subsystems now
are not chips or dedicated control-
lers, but entire computer systems
whose software has been optimized
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for its task and communication with
the other components. The process-
ing unit of the metacomputer is a
collection of systems representing
the three major architecture types
today: massively parallel (Thinking
Machines CM-2), vector multiproces-
sor (CRAY-2, CRAY Y-MP, and
Convex systems), and superscalar
(IBM RS/6000 systems or SGI VGX
multiprocessors). More generally,
these are differentiated as shared
memory (Crays, Convex, and SGI)
and distributed memory systems
(CM-2 and RS/6000s). NCSA will be
upgrading all of these system types
within the next year to stay on track
with the HPCC march to the teraflop.
Operating system
Essential to NCSA's metacomputer
is the development of new software
allowing the program applications
planner to break applications up
into a number of components that
can be executed separately, often in
parallel, on a collection of computers.
This requires both a set of primi-
tive utilities to allow low-level com-
munications between parts of the
code, or processes, and the construc-
tion of a programming environment
that takes available metacomputer
resources into account during the
design, coding, and execution phases
of an application's development.
One of the problems faced by the
low-level communications software
is that of converting data from one
system's representation to that
of a second system. NCSA has
approached this problem through
the creation of the Data Transfer
Mechanism (DTM), developed by
Jeff Terstriep, that provides mes-
sage-based inter-process communi-
cation and automatic data conver-
sion to applications programmers
and to designers of higher level
software development tools.
NCSA's approach to designing
a distributed application's environ-
ment has been to acquire and evalu-
ate several leading packages for this
purpose: Parallel Virtual Machine
(PVM), Heterogeneous Network
Computing Environment (HeNCE),
and ParaGraph. All were developed
by a team at Oak Ridge National
Laboratory, University of Tennessee,
and Emory University. PVM has
integrated instrumentation and per-
formance visualization components,
HeNCE is a graphical front-end tool,
and ParaGraph is a performance
analysis tool. ParaGraph was devel-
Metacomputer system diagram.
oped by Mike Heath, who recently
joined NCSA and the UIUC Depart-
ment of Computer Science. Initial
experiments and analyses of PVM
have been performed at NCSA with
the applications ofNCSA research
scientists Bob Wilhelmson and David
Ceperley (see related article, page
13). Another package being evalu-
ated at NCSA is Express, developed
at CalTech and distributed by
ParaSoft. These packages allow the
programmer to identify subprocesses
within the application and manage
their distribution across a number of
processors, either on the same physi-
cal system or across a number of
networked computational nodes.
Other software programs NCSA
is investigating for distributed pro-
cessing on the metacomputer are the
Scientist's Workbench (developed in
collaboration with Apple Computer,
Inc.'s Advanced Technology Group)
and the Network Linda System (de-
veloped by a team at Yale University
Designing a metacomputer continued
on page 6
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Designing a metacomputer continued
from page 5
and tested on IBM/SGI worksta-
tions). The goal of these efforts is to
prototype distributed applications
environments, which users can
make use of on their own local area
network systems or use to attach
NCSA computational resources
when appropriate.
Networking the system
The goal of networking efforts re-
lated to the metacomputer is to
provide connectivity at application
required bandwidths between com-
putational nodes, information and
data storage locations, and user
interface resources, in a manner in-
dependent of geographical location.
NCSA is implementing a variety of
local networks with the short-term
goal of evaluating application re-
quirements and developing software
that eases interprocess communica-
tion and monitors network and
application performance. A high-
performance central network is be-
ing constructed around a Network
Systems Corporation HIPPI crossbar
switch and an Ultranet-1000 hub.
This network will provide up to
1-gigabit-per-second transfer rates
between the CRAY Y-MP, CRAY-2,
Convex, Connection Machine, SGI,
and Amdahl systems. An FDDI
network provides somewhat lower
speeds, up to 100 megabits per sec-
ond between these systems and a
number of high-speed workstations.
Ethernet continues to serve as the
network for providing access to the
large number of lower performance
workstations and personal comput-
ers on researcher's desks.
BLANCA—a gigabit network
testbed funded by NSF, the Defense
Advanced Research Projects Agency
(DARPA), and AT&T through the
Corporation for National Research
Initiatives (CNRI)—allows the
exploration of the expansion of the
metacomputer across the continent
via its five original nodes. (See map
above.) Extensions to the high-speed
testbed facilities are being planned
for next year to Sandia National
Laboratory and Lawrence Livermore
National Laboratory (both in
Livermore, CA) along with several
universities. This long-range high-
speed network is pushing the types
of applications being considered by
researchers. It enhances their ability
to collaborate on difficult research
problems and pushes the underlying
technology to quickly provide suffi-
cient software for such requirements
as interprocess communications,
image compression, and storage.
Several BLANCA application drivers
are described in this issue.
Data and file systems
The metacomputer concept provides
additional challenges in the organi-
zation and management of data.
As with a PC, users should be able
to log on and have a uniform view of
their data independent of the entry
point to the system. Initial work is
underway to integrate and evaluate
a distributed file system and com-
puters to support this service. The
Andrew File System (AFS), devel-
oped at Carnegie Mellon University
and supported by Transarc, extends
the capabilities of the older Sun
Network File System by providing
a common file name space and inte-
grated security for a distributed file
system.
The NSF-sponsored supercom-
puter centers are working together
to evaluate AFS, as well as mass
and archive storage hardware and
software, to provide a uniform file
system environment. Vector multi-
processors, mainframes, and RISC
workstations are hardware plat-
forms currently under investigation
as systems that could service a wide
range of file archival requests from
local desktop systems, from local
area networked departmental serv-
ers, and from remote Internet sites.
The BLANCA testbed.
Software systems under evaluation
include UniTree, from the DISCOS
division of General Atomics Tech-
nologies; NAStore from the National
Aeronautical Simulation (NAS) facil-
ity at NASA/Ames; and E-Mass from
E-Systems, Inc. The selected system
must provide rapid response and file
transfer rates and allow close cou-
pling with the distributed file sys-
tem. This evaluation is scheduled to
be concluded early in 1992 with an
implementation phase throughout
the remainder of the year.
Another aspect of data manage-
ment is the ability to organize and
locate data and to make appropriate
connections between that data and
applications programs. The Data
Management Facility project (DMF),
currently under development by
NCSA research scientist Barbara
Mihalas and NCSA research pro-
grammer Jeff Terstriep, will study
user data requirements, provide da-
tabase services to store information
about data and files, and implement
user interface and interprocess com-
munications tools to couple the data
to applications. The capabilities of
NCSA's Hierarchical Data Format
(HDF) for describing and parameter-
izing data stored in files are being
utilized by extending the types of
information stored and extracting
that information into a relational
or object-oriented database.
A prototype system has been de-
veloped that allows users to query
the database to gather information
or identify appropriate data, and
then automatically feed the data to a
browsing tool, for example, an editor
or image display tool, or to a simula-
tion code running on another sys-
tem. In conjunction with DMF and
related services, initial digital data
libraries will emerge, comprised of a
compilation of many databases with
methods of effectively filtering use-
ful information from large reservoirs
of data.
User interface and scientific
visualization
User interfaces to complex operating
and application systems are becom-
ing much more sophisticated. Graph-
ical user interfaces and the increas-
ing use of advanced visualization
techniques are not only easing both
the analysis and interpretation of
supercomputing results, but also
assisting in the development of the
applications themselves. The left
side of the metacomputer system
diagram on page 5 shows the wide
variety of modalities for human
interaction with data and processes
being explored.
NCSA is actively studying the lat-
est technology and building on past
software developments to enable
these user interfaces quickly. For ex-
ample, NCSA has expanded its suite
of desktop tools to include features
to allow distributed, interactive use
on Mac, DOS, and X-Window plat-
forms. New interactive tools have
been developed, including Viewit,
a distributed volumetric image and
signal processing package generated
at NCSA (see pages 9 and 10). The
use of Wavefront and associated
Data Visualizer software continues
for high-end rendering and anima-
tion development, and NCSA is also
supporting research visualization
with the AVS, Explorer, and apE en-
vironments. Multimedia capabilities
will be central to future desktop
environments, and NCSA is experi-
menting with more advanced human/
computer interfaces, including
installation of high-definition (HD)
technology, development of a virtual
reality (VR) laboratory, and the
mapping of data to a sound domain,
or sonification [see access, March-
April 1991].
Toward a national
collaboratory
Built on top of these burgeoning
software environments, the capabili-
ties provided by HD, VR, multime-
dia, and teleconferencing technolo-
gies will converge on the desktop to
create a new seamless communica-
tion vehicle to data, systems, and
people. The metacomputer will
change the nature of the scientific
process itself by providing the capa-
bility to collaborate with geographi-
cally dispersed researchers on Grand
Challenge problems. Through het-
erogeneous networking technology,
interactive communication in real
time—from one-on-one dialogue to
multiuser conferences—will be pos-
sible from the desktop.
For example, the Distributed
Interactive Collaboration Environ-
ment (DICE) has been developed
at NCSA to provide multiterminal
display capability for simulation,
or other visualization output, to a
number of researchers. The package
allows transfer of control of the dis-
play or other process activity to be
passed from one participant to an-
other, or for any user to change the
process locally. These initial efforts
are yielding information on how
researchers collaborate and are
providing building blocks for more
sophisticated tools.
On a grand scale, NCSA's meta-
computer is intended to be more
than new technology capable of
enhancing the research of an indi-
vidual or group of scientists. It is
planned to be part of a national col-
laboratory, a term NSF first used
in 1989 by combining "collaboration"
and "laboratory." According to a re-
port prepared by NSF, the collabora-
tory's goal is "to build no less than
a distributed intelligence, fully and
seamlessly networked, with fully
supported computational assistance
designed to accelerate the pace and
quality of discourse, and a broaden-
ing of the awareness of discovery."
NCSA's heterogeneously net-
worked computing environment, or
metacomputer, is the first leg on this
voyage of discovery.
New affiliates: And now
Bethune-Cookman College
Richard F. Copeland
(Affiliate Representative)
Division of Science & Mathematics
640 Second Avenue
Daytona Beach, FL 32115
Institute for Advanced Study
Robert Thompson
Olden Lane
Princeton, NJ 08540
Kalamazoo College
Janet Price
1200 Academy Street
Kalamazoo, MI 49007
Michigan Molecular Institute
Steven E. Keinath
1910 West Street Andrews Road
Midland, MI 48640
there are 115
Northwest Missouri State
University
Phillip Heeler
Department of Computer Science
800 University Avenue
Maryville, MO 64468-6001
Parkland College
John Sfondilias
2400 Bradley Avenue
Champaign, IL 61821
For further information about
NCSA's affiliates programs, contact
the Academic Affiliates Program or
the Scientific Institute Affiliates
Program [see NCSA contacts,
page 31].
Late-breaking news
NCSA will be upgrading its
CONVEX C240 to an eight-
processor CONVEX C3880 in
1992. The new supercomputer
will have twice the memory
(2 Gbytes) of our largest current
machine and a large disk array
(64 Gbytes). Four of the eight
processors are targeted to arrive
in March; the remaining four, in
the second quarter of 1992. For
further details, contact Scott
Lathrop [see NCSA contacts,
page 31].
FOCUS On data with the metaCOmputer by Sara Latta, Science Writer
Although current experimental in-
struments are capable of rapidly
acquiring volumes of data about a
particular phenomena, conventional
computer processing of that data
into information can take hours or
even weeks. The pace can be agoniz-
ingly slow—as if a light microscopist
had to wait overnight for the results
of each adjustment of the focusing
knob.
If the supercomputer can be
thought of as the image-forming ele-
ment of experimental instruments
like radio telescopes or computerized
tomography (CT) scanners, the meta-
computer is proving to be a tool that
allows scientists to visualize multi-
dimensional data in real time. De-
scribed below are two metacomputer
probe projects—as dissimilar as
mapping the skies and analyzing
heart motion—that are utilizing in-
novative metacomputer technology
to manip-ulate observational and
instrumental data.
Real-time radio telescope
observation
Richard Crutcher, UIUC professor
of astronomy, would like to examine
data from his telescope while his ob-
servational experiment is underway.
It seems a simple thing to ask, but
he cannot
—
yet. It will be metacom-
puter technology that enables him to
do so. At NCSA, the term "real-time
steering" refers to the capability of
visualizing data while conducting
an experiment and modifying its
conditions.
"We use radio synthesis array
telescopes, which consist of a num-
ber of separate radio antennae—all
of them looking at the same object
at the same time," says Crutcher.
"They give us a very much higher
angular resolution than a single
large antenna. The price we pay is
that we must use large amounts of
computing to form an image from
the array data."
One such telescope system is the
Berkeley-Illinois-Maryland Array
(BIMA), located at the Hat Creek
Observatory in northern California
and operated by the University of
California at Berkeley, UIUC, and
the University of Maryland |see ac-
cess, April 1990]. The BIMA project
Mapping of the Orion
Molecular Cloud with
BIMA in the methanol
line at a wavelength of
3 mm. Data processed with
BIMA MIRIAD and NCSA
X DataSlice software.
(Courtesy of M. C. H.
Wright and R. Crutcher.)
uses the Hat Creek millimeter array
radio telescope, together with NCSA
supercomputers, for image process-
ing and as repositories for all images
and data.
Building high-speed networks
Typically radio astronomers record
their raw observational data on tape
and then weeks or months later pro-
cess it to finally obtain images. The
time delay involved makes it diffi-
cult to study time-variable phenom-
ena or to follow up on unexpected
phenomena using radio telescopes.
One of the goals of the BLANCA
testbed (see map on page 6) is to
demonstrate the feasibility of con-
necting BIMA directly to NCSA
computers via high-speed networks.
"A typical BIMA dataset will be
in the 100-megabyte to gigabyte
range; such datasets can be trans-
ferred from Berkeley to the super-
computer at Illinois at 45 Mbaud in
considerably less than the period of
a five-minute coffee break," wrote
Crutcher, in an article for Comput-
ers in Physics (March-April 1991,
page 189). "The initial processing of
the observed visibility data on the
supercomputer will be automatic,
under the control of an expert sys-
tem with tunable parameters that
can be set in advance by the astrono-
mer. The data cube could then be re-
turned back to Berkeley for analysis
on the workstation, where the as-
tronomer can judge the quality of
the data, can see if the signal is
strong enough to proceed with the
observations, can judge whether the
area of sky being mapped is correct,
and can experiment with processing
parameters. Instrumental or atmo-
spheric problems can be detected
quickly and corrected, while re-
observations can be carried out with
the telescope in the same configura-
tion."
Presently the BIMA array is
small—consisting of 3 antennae.
The present data link between Hat
Creek and Berkeley, a 20-Kbaud
dedicated telephone line, is slow.
It is fast enough to handle current
data transfer, but it is inadequate
for real-time steering. Crutcher and
his BIMA colleagues will expand the
number of antennae to 6 in approxi-
mately a year and are funded to
bring that number to 9 in two years.
There is a possibility, though not yet
funded, for as many as 12 antennae.
Crutcher and his BIMA col-
leagues are writing a preliminary
HPCC proposal to upgrade the Hat
Creek-Berkeley data link to handle
the increased amount of data that
will result from the expanded array.
"Expanding the number of antennae
from 3 to 6, coupled with the new
and faster electronics included in the
upgrade," says Crutcher, "will result
in a data rate that increases by a
factor of at least 10, although for
some projects the data rate would
be 100 times higher. The 9-antenna
array would further multiply the
data rate." The upgrade, coupled
with the speed of the BLANCA
testbed, should allow for real time
soon, perhaps a year from now.
Prototyping a new system
Aside from the need for high-speed
networks, thus allowing real-time
observation, the computational
power required to rapidly analyze
data would be better met by mul-
tiple, interfaced computers. "We've
been working with a prototype," says
Crutcher, "that allows us to demon-
strate the functional decomposition
of the system." The prototype appli-
cation uses radio telescope configu-
ration information to calculate the
antenna response characteristics
for the configuration. A workstation
is used to run the user interface,
where configurations are submitted
and volumetric image output is
examined. The frequency response
calculation consists of a baseline
calculation, which runs on a CRAY
Y-MP system, and a FFT (Fast
Fourier Transform), which runs on
a CM-2. From this, a data cube of
roughly 8 Mbytes is generated. The
resulting 8-Mbyte image cube is sent
to the workstation via the Convex,
which acts as a 3D visualization
server, where it is analyzed using
NCSA X DataSlice software. DTM is
used as the interprocess communica-
tion mechanism between all compo-
nents.
Because calculations on the
CRAY Y-MP and CM-2 take on the
order of seconds, the astronomer can
receive images in real time or near-
real time—fast enough to steer the
telescope. "Because the CM-2, with
its many floating-point processors,
is especially well suited to FFTs, the
CRAY/CM-2/Convex link [see high-
performance link in diagram, page
5] will give us more than an order of
magnitude improvement in process-
ing capability," Crutcher explains.
"There are a number of high-pri-
ority projects that simply can't be
done without the computational
power of multiple computers," adds
Crutcher. "The metacomputer could
really revolutionize the way some
astronomy is done."
Dynamic cardiac imaging
The heart is a dynamic organ; its
function depends on its ability to
move. Although the past decade has
seen an explosion of imaging tech-
nology that can produce invaluable
3D images of the heart, the images
produced are often static. Moreover,
the data acquisition capabilities of
these instruments can exceed the
data-processing capabilities of the
typical laboratory computer system;
for example, a 3D magnetic reso-
nance image (MRI) requires consid-
erable processing requirements. And
the results are sometimes unknown
for hours until the computations can
be completed.
A recently produced video of a
dog's beating heart, based on data
acquired from a special type of CT
scanner, is an example of how the
metacomputer can be used to bridge
the gap between instrument data ac-
quisition and computational power.
Eric Hoffman, chief of the cardio-
thoracic imaging research section
and associate professor of radiologic
science and physiology at the
University of Pennsylvania School
of Medicine, acquired volumes of CT
data while at the Mayo Clinic from
an instrument called the dynamic
spatial reconstructor (DSR). Like
other more conventional CT scan-
ners, the DSR is essentially an x-ray
imaging device. Unlike other scan-
ners, the DSR collects 3D images
consisting of 2 million volume ele-
ments at up to 60 images per second.
The reconstructed data produces 3D
images of an actual heart as it moves
through time—a 4D dataset. Hoff-
man was interested in understand-
ing the normal mechanical interrela-
tionships of the multiple components
of the heart and the ways in which
various disease states disrupt those
interrelationships.
Volume rendering a heart
Collaborating with UIUC professor
of computer and electrical engineer-
ing Thomas Huang and UIUC
graduate student Changwei Chen,
who used the CRAY Y-MP to ana-
lyze and visualize heart-wall motion,
and scientists in NCSA's Biomedical
Imaging Group, Hoffman was able to
visualize his 4D dataset—an image
of a dog's beating heart.
Volume rendering of the dataset
was done on the Convex using
Viewit, which was interfaced with
an SGI-VGX. Originally designed for
nuclear magnetic resonance imaging
research, Viewit is a general-pur-
pose software for manipulating mul-
tidimensional arrays, and it provides
more than 200 functions for process-
ing, analyzing, and visualizing
datasets in scalar and vector fields.
It was developed by Clint Potter and
NCSA's Biomedical Imaging Group
in collaboration with the Biomedical
Magnetic Resonance Laboratory
(BMRL). Using Tiller—an interac-
tive tool that serves as a 4D visual
index developed by Pat Moran
(UIUC graduate research assistant
in NCSA's Biomedical Imaging
Group)—the scientists were able
to visualize the beating heart. Tiller
[see access, July-August 1991] al-
lowed the researchers to rotate the
image, either as it moved through
time or at one point in time. Visual-
izations of the beating dog heart
were included in "Atoms to Anatomy:
An Anthology of 3D Imaging," an
interactive videodisc published for
high school and college educators by
Videodiscovery, Inc.
"At the moment, it's very time-
consuming to build 3D images of
these beating hearts," says Hoffman.
"We can only do them now on rare,
selected cases. If it became easier,
we'd probably do it routinely." Hoff-
man goes on to explain that there
are two major problems in computer
imaging of the heart: it is difficult
to build a 3D picture, and it is very
hard for the technology to separate
the borders of the heart from its
surroundings.
"One of the areas in which we re-
ally need 3D imaging is in the study
and repair of congenital heart abnor-
malities, where idealized heart
models really don't apply," he adds.
"Better models for analyzing real-
time 4D data would be a big plus
for cardiac analysis."
Future of biomedical imaging
NCSA's Biomedical Imaging Group
led by Clint Potter, NCSA research
programmer, is developing a testbed
for a distributed biomedical imaging
laboratory (DBIL) that would allow
instruments producing datasets like
Hoffman's to be networked transpar-
Focus on data continued on page 10
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Still from an animation of a dog's
beating heart. Volume rendered 4D
dataset of heart-wall motion was created
using Viewit and Tiller (software and
tool developed at NCSA) interfaced with
the CONVEX C240 and an SGI-VGX.
(Courtesy of E. Hoffman, research;
P. Moran, visualization.)
Focus on data continued from page 9
ently, but directly, to high-perfor-
mance computers. Real-time volume
visualization and steering capabili-
ties are the goals of this effort.
ALICE was integrated into the
NCSA computing environment by
Rachael Brady, NCSA research pro-
grammer, to support a variety of
instrumentation and network proto-
cols. This software, which was devel-
oped at Jet Propulsion Laboratory
for controlling radio telescopes, has
been ported to all of NCSA's super-
computers (CRAY-2, CRAY Y-MP,
CM-2, and Convex) and integrated
with Viewit.
Plans for two new instrument
extensions to interface with DBIL,
using state-of-the-art microscopy,
include the following projects. (1)
STM/S—A collaborative effort with
the Beckman Institute Scanning
Tunneling Microscopy and Spectros-
copy (STM/S) Systems Group (John
Tucker, head and UIUC professor of
electrical and computer engineering,
and Joseph Lyding, UIUC associate
professor of electrical and computer
engineering) to research nanoscale
lithography and to probe the struc-
ture of biomolecules, such as DNA.
This project will utilize DBIL's
instrument interface library and
NCSA's CONVEX C240 to process
STM/S data from networked IBM
PCs. The goal is real-time steering
of instrumentation for visualization
and analysis. (2) Laser Scanning
Confocal Microscopy—A collaborative
effort with the UIUC Department
of Biochemistry (Tim Karr, UIUC
assistant professor of biochemistry)
to investigate internal nuclear struc-
ture analysis, central nervous sys-
tem development, and Drosophila
embryo studies will use a Zeiss Dual
Laser Scanning Confocal microscope.
The application is interactive volume
rendering of 3D datasets produced
by this instrument.
With the experience the DBIL
project gains over the next few years
(coupled with the decreasing cost of
high-performance computers), scien-
tific laboratories across the U.S. may
begin to use metacomputer technol-
ogy to turn their microscopes into
"supermicroscopes."
Simulating reality on the metacomputer by Jarrett Cohen, Media Relations Officer,
and Sara Latta, Science Writer
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More and more, supercomputers are being used as labo-
ratories for theoretical investigations. Numerical experi-
ments, in exact analogy to their physical counterparts,
study the behavior of complex systems under controlled
conditions and ask the question What happens?—not
just What is the answer?
The computational implication of questioning what
happens is that enormous quantities of intermediate
data must be stored for later visualization and analysis.
Therein lies the need for the metacomputer—no single
computer provides the complete computational environ-
ment for computing, storing, visualizing, and analyzing
the data produced by very large simulations such as in
the two examples that follow.
Galaxy cluster formation
Princeton University astrophysicists are collaborating
with scientists at NCSA to develop computer models and
visualizations of galaxy cluster formation in the early
universe. The team, led by Princeton Department of
A I rophysical Sciences chair Jeremiah Ostriker and
NCSA research scientist in astronomy and astrophysics
Michael Norman, has developed the most comprehensive
model to date.
The project studies how clusters of galaxies form in
the universe. It elaborates on Princeton's previously
developed model for testing theories for large-scale
structure formation. The earlier model was among the
first to incorporate ordinary matter coupled to invisible,
dark matter and gravity. Norman describes the universe
as being filled with an unknown form of dark matter.
"This unseen matter comprises 90% of the mass in the
universe and dominates the motion of the visible matter
of which galaxies are made," he says.
The primordial hydrogen and helium plasma pro-
duced in the big bang pervades the universe and is ini-
tially smoothly distributed. As the dark matter clusters,
the plasma falls into gravitational potential wells and is
shocked up to millions of degrees, emitting x-rays, which
Note: Mike Norman and Bob Wilhelmson, NCSA research scientists,
also contributed to this article.
can now be observed as a diffuse x-ray background. (This
radiation has been observed by the ROSAT satellite.)
Subsequently the hot gas cools and condenses into clus-
ters of galaxies.
Simulation and visualization
The galaxy cluster formation model was first simulated
on Princeton's 256 Mbyte-memory CONVEX C220. This
model, developed by Renyue Cen for his Princeton Uni-
versity Ph.D. thesis research in astrophysics, covers 90%
of the age of the universe—about 15 billion years. It
forms a giant cubic subsection (or box) of the universe,
approximately 200 million light years on each side.
Cen's model solves the coupled evolution of dark
matter and baryonic matter in the early universe on a
grid of 1283 zones. The dark matter is evolved using the
cloud-in-cell technique. The baryonic matter is evolved
using finite-difference hydrodynamics algorithms devel-
oped by Antony Jameson of Princeton University for
aerodynamics calculations—extended in this study to
include cosmological expansion, gravity, ionization, and
radiative cooling in the primordial plasma. The baryonic
matter is coupled to the dark matter through their self-
consistent gravitational field computed from a solution
of the Poisson equation using Fast Fourier Transforms.
The 1-Gbyte memory of NCSA's CONVEX C240 super-
computer allowed Cen to refine the calculation with 1603
and 1803 zones.
One 250-hour simulation produced 10 Gbytes of data.
This data consisted of 100 files, each a snapshot in time,
containing as many as 170,000 galaxy positions in three
dimensions. In order to navigate this 4D data, custom
software was developed for the Silicon Graphics 4D/360
VGX high-performance workstation at NCSA. By mount-
ing the Convex file systems on NFS (Network File Sys-
tem), this data was read into the SGI over the network,
providing a seamless connection between simulation and
visualization.
"Using this system, the scientist can interactively ex-
plore the cluster formation process in space and time,"
says Norman. "This is one aspect of the metacomputer
as applied to this project." A second is creating a
high-quality videotape of the exploration. For that the
Princeton-Illinois researchers employed apE, visualiza-
tion software developed at the Ohio State Supercom-
puter Center, which was installed on the Convex. apE
is a distributed dataflow system designed for end users
rather than visualization experts.
Galaxy positions were rendered into particles color-
coded according to the epoch of their formation approxi-
mately 2 to 3 billion years after the big bang. The first
epoch appears in a big burst at the beginning, and then
the rate of formation slows. Subsequently galaxies clus-
ter into some of the currently observable features of the
universe—clusters, superclusters, and voids (which
separate the superclusters from each other).
Sequences of images were then processed into a vid-
eotape using the Video Macintosh in NCSA's Numerical
Laboratory [see access, July-August 1991]. The Video
Mac also mounted the Convex file systems using
NFSshare software. "The entire project, from initial
simulation to video postproduction," says Norman, "was
accomplished without file transfers—an important as-
pect of metacomputing."
Still from videotape of galaxy cluster formation
model. The visualization was generated from 4D data
on an SGI-VGX workstation networked to NCSA's
CONVEX C240 employing apE software processed
into the Video Mac system. (Courtesy of M. Norman.)
Norman says that the interactive visualization
environment being developed at NCSA will allow astro-
physicists to explore alternate cosmological scenarios,
performing many numerical experiments on each one.
Immediate plans are to run bigger simulations at a high
er resolution. According to Norman, the group would
eventually like to consider enormous grids. The largest
model completed so far considers a 1803 cube. Norman
describes 256 3 as "barely enough" and says they are
heading to 5123 .
To achieve an effective resolution of 512 3
,
which
cannot be run within 1 Gbyte of memory, the Princeton-
Illinois scientists are planning to explore adaptive mesh
refinement. This technique is a form of automatic "grid
nesting," in which smaller regions of the entire domain
are subdivided into finer zones.
The collaborators have also begun work on a new
simulation for NCSA's CM-2, a faster machine for this
purpose. Norman stresses that they are building a new
code using different algorithms on the CM-2 with the
same physics—they are not porting code. They will use
a more accurate hydrodynamics algorithm, which
Norman, Cen, Ostriker, and Jim Stone (postdoctoral re-
search associate on NCSA's Astrophysics Applications
Team) are developing.
Project goals
The ultimate aim is to create a "numerical laboratory"
for physical cosmology simulations that can address a
variety of topics including large-scale structure, galaxy
Simulating continued on page 12
Simulating continued from page 1
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formation, and cluster evolution.
Such a laboratory would consist of
several computational components
distributed on the NCSA metacom-
puter all running simultaneously.
For example, the simulation code
would run on the Connection Ma-
chine, while visualization and analy-
sis performed on the Convex would
be displayed on an SGI workstation.
Collaborators in this project are:
from Princeton—Ostriker, also
the Charles A. Young Professor of
Astronomy and director of Peyton
Hall Princeton Observatory; Cen;
Jameson; and Feng Liu, graduate
student in mechanical and aerospace
engineering; from NCSA/UIUC
—
Norman, also a UIUC associate
professor of astronomy; Stone; and
Deyang Song, computer science
graduate student.
Severe storms
Intense storms can produce torna-
does or microbursts, claim lives, and
cause millions of dollars of damage
each year; yet predicting their spe-
cious behavior in a complex atmo-
spheric environment is often difficult
for forecasters. Bob Wilhelmson,
atmospheric research scientist at
NCSA, hopes to use the metacom-
puter to improve our understanding
of storms and their prediction.
Wilhelmson and his group (who
are named below) build a thunder-
storm model from a set of hyper-
bolic-parabolic partial differential
equations that describe atmospheric
variables: temperature, pressure,
wind speed and direction, moisture,
water, and ice content. By dividing
the atmosphere into small cubes,
finite difference techniques can be
used to update the model variables
every few seconds using one or more
computers. A wealth of numbers
describing a storm system's growth
are then available for interpretation.
Wilhelm-son uses metacomputing
at NCSA to take advantage of the
strengths of different systems for
model simulations, analysis of model
data, data management and storage,
and visualization. "It's not only the
solution of mathematical equations
that is important," Wilhelmson says.
"Giga-bytes of model data must be
saved, analyzed, and displayed dur-
ing and after a model simulation."
Sharing memory systems and
workstations
The CRAY-2 system is currently the
model engine during a simulation.
Such simulations—often taking 2 to
20 single-processor CPU hours—are
repeated using different model pa-
rameters (for example, different ini-
tial wind conditions) to study the
variation in storm evolution and
structure. Analysis and visualization
are accomplished with data perma-
nently stored on the NCSA mass
store system using several different
shared memory systems (CRAY-2,
CONVEX C240, SGI multiprocessor)
and workstations (SGI, Macintosh,
Video Mac). For example, Wilhelm-
son's group uses a visualization
package written by them to render
thunderstorm data, displaying 3D
surfaces, 2D contours, and particle
tracers on an SGI VGX 4D/340. The
CRAY-2 system is used for data
storage and analysis computations,
which are coupled interactively with
SGI graphics capabilities to provide
a visual interface to the computed
information. Currently these capa-
bilities are being incorporated into
the new SGI Explorer distributed
application builder in which the
CRAY-2 supercomputer system and
multiple SGI computers can be used
simultaneously to improve interac-
tive performance. "We're also doing
some analysis," Wilhelmson says, "in
which we use the Macintosh Hyper-
Card interface to script out time-con-
suming data retrieval and analysis
processes to be carried out overnight
on the Convex where selected model
data is stored. Results are then sent
back to the Macintosh for animation
the next morning."
According to Wilhelmson, those
metacomputing applications are
primitive compared to what he would
like to do in the future. "Ways are
being investigated to decompose our
mathematical model into functional
pieces—for example, to run the
model physics on a Cray or Convex
and the dynamics on a CM-2. Or into
smaller simulation domains every
model timestep—for example, to
spread the model calculation across
multiple processors or multiple
computers at different NSF centers
using EXPRESS software.
"We're also using PVM software
[see related articles on pages 5 and
13] on the IBM RS/6000s at NCSA
to run a single simulation on a whole
fleet of machines, with each machine
carrying out a different type of analy-
sis, or part of the model simulation.
"The concept of using two or more
computers to work on a problem has
been around a long time," says Wil-
helmson. "Since the early eighties
Snapshot of a thunderstorm visu-
alization. Vertical velocity contours
and trajectories through updrafts are
superimposed on the rain field surface.
Dataset running on NCSA's CRAY-2
system; visualized on SGI 4D/340
workstation. (Courtesy of C. Shaw
and R. Wilhelmson.)
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we've used the Cray to run a model
simulation. When it was finished
and the data stored in files, we'd
transfer the files to a high-powered
workstation to do the visualization.
Now with current technology, it's
possible to consider connecting those
two computers—a workstation and
the Cray—and to have them work-
ing simultaneously on their specific
tasks. What we'd like to create is a
tightly coupled system of model
simulation/data generation, analy-
sis, and visualization, using multiple
machines to improve throughput
and exercise different computer
capabilities."
Building an adaptive grid model
"We deal with problems that involve
multiple scales of motion in the at-
mosphere—a one-kilometer tornado
system within a 10-kilometer storm
system, for example—and it is im-
portant to use computer technology
efficiently to tackle these computa-
tionally intensive problems. In addi-
tion, software is needed to expedite
the process," says Wilhelmson. "We
have developed an adaptive grid
simulation code that allows us to
stop the simulation, zoom in on
interesting portions, and restart
the simulation. The adaptive grid
algorithms allow us to use high reso-
lution in high-activity portions of a
storm system and low resolution in
the relatively static portions. An
advanced adaptive grid model with
automatic placement of grids is
being implemented in collaboration
with Bill Skamarock, research scien-
tist at the National Center for Atmo-
spheric Research (NCAR) and the
University of Oklahoma."
Collaborators on this project
include: from NCAR—Bill Skama-
rock, research scientist; from the
University of Oklahoma—Jerry
Straka, professor in the Department
of Atmospheric Sciences; from
NCSA/UIUC—Wilhelmson, also
UIUC professor in the Department
of Atmospheric Sciences; Brian
Jewett, Bruce Lee, Luis Munoz, and
Guangming Zhou, research assis-
tants; Crystal Shaw and Danesh
Tafti, research programmers; Lou
Wicker, visiting postdoctoral re-
search assistant.
Probing the metacomputer via networked
workstations by Sara Latta, Science Writer
"Most of the computing power in the
country is sitting around on indi-
vidual scientists' desks," says David
Ceperley, NCSA research scientist
and UIUC professor of physics. "Yet
very often workstations are used
only a few hours a day. All over the
world scientists are learning to har-
ness those resources, taking advan-
tage of computational idleness in a
coherent fashion." For scientists like
Ceperley, a network of high-perfor-
mance workstations is not only an
efficient use of computing power, but
it is often better suited to particular
applications requiring supercomput-
ing power—in Ceperley's case, quan-
tum Monte Carlo (QMC) simula-
tions.
Quantum Monte Carlo
simulations
Classical Monte Carlo methods,
which use a statistical approach
based on random numbers to predict
the behavior of particles, are not
useful at the quantum level. Ceper-
ley has developed QMC methods to
simulate the behavior of particles at
the atomic and subatomic level. Us-
ing QMC methods, the Schrodinger
equation is represented by a random
walk in the many-dimensional space
in such a way that physical averages
are exactly calculated. "In fact,"
Ceperley explains, "statistical meth-
ods are the only general methods
known for exactly solving problems
in many dimensions, provided only
that the problem can be formulated
in terms of probabilities."
Ceperley developed QMC meth-
ods to simulate the behavior of
simple boson systems, such as he-
lium, and eventually, more complex
fermion systems. He believes these
methods will become useful tools in
understanding the behavior of these
elements under experimentally diffi-
cult conditions, such as high pres-
sure, and of properties that are diffi-
cult to measure experimentally, such
as the momentum distribution of
superfluid helium.
Ceperley's interest in using a col-
lection of workstations as he would a
supercomputer began last year when
he, Werner Krauth (former NCSA
postdoctoral fellow now working in
control program
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Metacomputer probe application
for David Ceperley's quantum
Monte Carlo simulations. It is
distinguished by relatively small
memory and disk requirements,
low bandwidth, and long execution
times. Note: The control program
may or may not reside on a processor
node. (Courtesy of D. Ceperley and
J. Quinn.)
Paris at Ecole Normale Superior),
and Nandini Trivedi (research scien-
tist from Argonne National Labora-
tory) were studying the behavior of
helium atoms on a rough, or "dirty,"
surface. This type of simulation,
which employs a lattice model with
a random attraction of atoms at each
grid point, is called a path-integral
Monte Carlo—a kind ofQMC simu-
lation.
"Because QMC simulations are
serial problems, they don't always
vectorize well," says Ceperley. (In
this case there were no floating-
point operations, just byte-wise
random memory access and logic.)
Networked workstations continued on
page 14
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Networked workstations continued
from page 13
"We had weekend access to 22 SGI
machines, so we spread a UNIX pro-
gram across all of the workstations.
We ran exactly the same program
and the same data on each worksta-
tion independently; the only differ-
ence was in the initial random num-
ber seed on each workstation. Each
simulation would come out totally
different." Those 22 SGI machines
provided Ceperley and his colleagues
with the computing equivalent of 10
CRAY Y-MP processors because of
the peculiar integer characteristic of
this application. By running the pro-
grams 48 hours each weekend, they
were able to use the equivalent of
480 CRAY Y-MP hours per weekend.
Over six months, the group was able
to accumulate over 10,000 Cray
hours that would have been unused.
RISC architecture
applications
Ceperley and UIUC postdoctoral
fellow Michel Caffarel (at the Uni-
versity of Paris) applied that same
strategy to another problem, using
instead 30 IBM RS/6000 model 320
workstations with between 8 and 16
Mbytes of memory. They found that
13 of these midsize IBMs were the
equivalent of a CRAY Y-MP proces-
sor for this algorithm. On this same
system, Ceperley and Saverio
Moroni, long-term visitor from
Pavia, Italy, have begun calculating
the dielectric response of electrons
trapped on an interface.
"QMC simulations are ideal for
using the large computational re-
sources of the metacomputer in the
background mode," Ceperley adds.
"Although they do have very long
execution times, they require small
memory (several megabytes) and
disk usage, and they can be easily
distributed on a heterogeneous net-
work of computers with low commu-
nication bandwidth across the
network. We're currently exploring
the mechanism of spreading the
execution of a simulation across a
network of workstations, keeping
in mind which processors are idle or
reserved, monitoring the progress of
the job on the network, dynamically
moving the tasks around as the com-
puting environment changes, and
sending the results back to a master
processor. Not interfering with other
researchers' use of the workstations
is important."
To create an appropriate super-
computing environment for applica-
tions like Ceperley's, NCSA is
developing a scalable superscalar
supercomputer system. At the heart
of the system are six IBM RS/6000
model 550 compute servers and one
IBM RS/6000 model 950, which will
be the interactive front-end file
server. (See related article, page 15.)
"David Ceperley's code is an ex-
ample of a lot of other codes that are
not always suitable for the architec-
ture of our existing vector supercom-
puters," says Dave Garver, manager
of NCSA's Systems Development
Group. "We're currently involved in
a benchmarking and performance
analysis effort to determine which
codes are best suited to the super-
scalar system [see page 16 for early
results]. We're also evaluating sev-
eral distributed processing pack-
ages. Basically we're trying to create
a new type of system here. Even
though the machines are in different
boxes, we'll be able to utilize them as
a whole through the batch schedul-
ing mechanism." Garver expects the
first allocations to be made in March
1992.
Software for distributed
processing
With the help of John Quinn, re-
search programmer in systems de-
velopment, Ceperley is evaluating
various distributed processing pack-
ages. Jack Dongerra from Oak Ridge
National Laboratory (ORNL) intro-
duced NCSA to one such package
—
Processor utilization displayed
using ParaGraph software.
Colors are borrowed from traffic
signals: green (go) for busy; yellow
(caution) for overhead; and red 'stop)
for idle. (Courtesy of M. Heath.)
PVM (Parallel Virtual Machine)—
early in 1991. PVM was developed
by researchers at ORNL, the Univer-
sity of Tennessee, and Emory Uni-
versity intially under the direction
of Mike Heath, who was then group
leader of ORNL's Computer Science
Research Group. Heath, who joined
the UIUC's computer science depart-
ment in February 1991 and NSCA
in August, is one of the leaders of
NCSA's newly established Computa-
tional Mathematics and Computer
Science Group. Distributed comput-
ing is a research area the group will
focus on.
"PVM allows machines with
widely different architectures and
floating-point representations to
work together on a single computa-
tional task," says Heath. PVM al-
lows each user to configure a paral-
lel virtual computer, which may
overlap with other users' virtual
computers. Several different physi-
cal networks can coexist inside a
virtual machine. A user may specify
a local Ethernet, Internet, and fiber
optic network as a part of the virtual
machine, for example. Heath ex-
plains: "PVM provides messaging
primitives for communicating among
Networked workstations continued on
page 29
A new metacomputer component: IBM RISC System 6000s in NCSA's
production environment by Lex Lane, Associate Director, Systems and Software Development,
and David Garver, Manager, Systems Development Group
NCSA Model: 1980s
Vector
Uniprocessor
Server
NCSA Model: 1990s
USERS
f
Massively
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Model of NCSA's computational architecture.
The NSF supercomputer centers in the 1980s provided
high-performance processing capability mainly in terms
of vector uniprocessor machines. Only the users of the
Cornell National Supercomputer Facility (CNSF), with
twelve IBM 3090 processors, utilized to any significant
degree the parallel capabilities of the largest systems
available. This will change radically in the next year.
NCSA's computational model for the 1990s (see diagram
above) includes the following architectures: massively
parallel servers, vector multiprocessor servers, and
superscalar servers. With the arrival in September
1991 of the first six IBM RISC System 6000 (RS/6000)
POWERstation/POWERserver model 550s, NSF has
funded NCSA to acquire a first increment of high-end
superscalar machines to augment the existing vector
(CRAY-2, CRAY Y-MP, and Convex systems) and mas-
sively parallel (Thinking Machines CM-2 system)
architectures currently in the center's production envi-
ronment. This "garden of architectures" provides the
user with a choice and supported access path to identify
and utilize the best architecture for a given application.
The addition of the RS/6000 based superscalar compo-
nent will provide a powerful, cost-effective platform for
moving selected, predominantly scalar applications from
those architectures for which they are not particularly
well suited. In addition, the cost of the machines makes
it possible for a user to learn the architecture and
development environment at NCSA and then "bring
supercomputing home" to a department-level system.
Alternately the user could opt for a small local desktop
RISC system for development while utilizing NCSA's
resources for production runs with an identical compiler/
hardware floating-point environment. But how should
Note: Radha Nandkumar, NCSA research scientist, also contributed to
this article.
the user, or NCSA, identify the applications that are
appropriate for this architecture?
Systems performance studies
Under a joint study agreement with IBM, the Systems
Development Group at NCSA conducted a performance
study of the Perfect Benchmarks suite on the IBM
RS/6000. The chart at the top of page 16 shows the
performance ratio between the RS/6000 model 550 and
a one-processor CRAY Y-MP system using the baseline
methodology results (no hand optimization of the Perfect
baseline application set allowed, just optimal compiler
optimization selection). [See the following: Perfect Report
2: Addendum 1 (CSRD Report 1052; February 1991) and
Perfect Report 2: Addendum 2 (CSRD Report 1168;
November 1991), by CSRD, University of Illinois at
Urbana-Champaign.] The chart shows two groupings,
split at about 70 million floating-point operations per
second (MFLOPS) performance on the CRAY Y-MP sys-
tem. The group above the arrow indicating the 4:1 ratio
of processor clock speeds (24 nanoseconds for the IBM
model 550 compared to 6 nanoseconds for the CRAY
Y-MP) consists of eight codes that are predominantly
scalar applications. Two of these codes have nearly the
same performance on the RS/6000 model 550 as on a
one-processor CRAY Y-MP system. The other group of
five codes represents natural vector applications. One
of these codes has a two-machine MFLOPS ratio of 0.07,
well below the clock speed ratio. The significant differ-
ence in ratios represents the differing ability of the ar-
chitectures to exploit instruction-level parallelism versus
data or vector parallelism inherent in the algorithms
used (see Science, September 13, 1991, pages 1233-1241).
Since the Perfect benchmark suite spans many types of
applications, we would expect to see a similar spread in
performance on NCSA users' application codes.
NCSA has been using the CRAY Y-MP system as an
application performance monitoring tool since June 1991
by collecting MFLOPS rates from the Hardware Perfor-
mance Monitor (HPM) for all recompiled user codes
executing on the system. The chart at the center of the
following page (a result of data collection and analysis
by Doru Marcusiu, Patricia Wenzel, Radha Nandkumar,
Larry Smarr, and the authors) shows total CPU usage in
hours versus MFLOPS performance over a three-month
period during the summer of 1991. Each datapoint rep-
resents the average performance for a single user with
significant application areas noted by the symbol used.
The CPU weighted average performance for this dataset
is approximately 70 MFLOPS (out of a peak speed of 330
MFLOPS), indicating that scalar-dominant applications
are a significant part of the workload on NCSA's Cray
systems. Compared to the chart above, this implies that
over half of NCSA's CRAY Y-MP system users are candi-
dates for RISC systems. Furthermore, large scalar users
RISC Systems continued on page 16
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RISC Systems continued from page 15
are consuming significant quantities of CPU time that
could be delivered to vectorized applications better
suited to the Cray architecture.
Over the next several months, NCSA will work with
users to further evaluate both high- and low-perfor-
mance codes, understand their performance metrics
more completely, and make decisions with researchers
on an appropriate course of action. For example, to fur-
ther optimize the code for the Cray system, move the
application to scalar or massively parallel architecture,
and so on.
In addition, proposal review panels will increasingly
make use of this type of performance analysis in approv-
ing applications and granting time on the most appropri-
ate architecture. The single architecture approach of
RISC SyHtems continued on page 32
Integrating the RS/6000 architecture
By the end of 1991 there will be six RS/6000 model 550
compute servers and one RS/6000 model 950 front-end/
file server, or POWERserver, available to the production
environment user community. Each model 550 compute
server will have 128 Mbytes of main memory and 1
Gbyte of scratch space. The model 950 will be used for
logins, interactive use, and also as the file server for the
six compute servers. The model 950 configuration con-
sists of 256 Mbytes of main memory and 4 Gbytes of disk.
Current projects
Integration of the RS/6000 systems into production will
occur in a staggered manner. During the next quarter,
these systems will be dedicated to development and
evaluation projects. These include:
1. System development and administration projects
necessary to ready the systems for production use.
Projects currently in development include user vali-
dation, user/job/project accounting, NQS batch capa-
bility, file archiving/retrieval via CFS. Codes of NCSA
application scientists already ported and ready to run
will be used to test the functionality developed here.
2. Benchmarking and performance studies of user
applications codes to identify candidates best suited
for migration to these systems.
3. Projects for testing the portability of applications
from the Crays to the RS/6000s. These projects are
being undertaken to quickly develop the required un-
derstanding and expertise to ease user transition and
gain user acceptance. Third-party software identifica-
tion, evaluation, acquisition, and installation are
being carried out to support application scientists.
Phasing into production
During the initial development and evaluation phase,
resource allocations will be reviewed by the NCSA
Metacomputer Allocation and Scheduling Task Force.
Afterwards the system will go through a "friendly user"
period when predominantly scalar applications will be
migrated to the system. When the charging algorithms
are in place, the system will be made available to users
in the production mode.
For further information about the allocation process,
contact Radha Nandkumar, NCSA research scientist, by
electronic mail at radha@ncsa.uiuc.edu or by telephone
at (217) 244-0650.
Mike Pflugmacher (left) and David Garver unpack IBM RS/6000s.
(Photo by WilmerZehr.)
Jutta Docter: Gaining CM-2 experience by Randall Graham, Science Writer
Jutta Docter believes in learning by doing. She works as
a senior systems programmer with the computing center
at Research Center Jiilich (KFA) in Germany and came
here recently to learn all she could about NCSA's
Connection Machine (Model CM-2) built by Thinking
Machines Corporation. Her approach was to roll up
her sleeves and go to work with NCSA's Systems and
Parallel Processing Groups.
Changes at KFA
KFA currently maintains CRAY X-MP and CRAY Y-MP
systems and plans to add a massively parallel system in
the near future. Docter's job is to pave the way for the
acquisition. To do this she gained a working knowledge
of the CM-2 by understanding its architecture, operating
systems, and supported languages and libraries (CM
Fortran, Paris, C*, *Lisp). Generally speaking, Docter
learned how to integrate a massively parallel machine
into a Cray and IBM environment, which involved
acquiring technical and administrative knowledge.
"I'm working to combine the output of the accounting
and log files," said Docter shortly after her arrival at
NCSA. "This is helping me learn more of the C language
and UNLX operating system since I wasn't really an
expert in those at KFA." Looking ahead to her return
to KFA, she added: "It will be different from running
the Crays with a community of users in general pro-
gramming. We will have to deal with a special commu-
nity and a different operating system. We will also need
to determine the best way for users to interact with the
system. A few of the questions we must answer are: Do
we set up a batch facility? Do we provide dedicated times
when a special user can run jobs? What will we have to
provide in terms of training and information? How can
people use the machine without their projects running
into each other? I also have to get a feeling for what the
operating systems of these machines are presently and
where they have to go in the future."
Part of an elite team
"It's a big task," said Docter. "What I'm trying to acquire
can best be defined as experience. I have to understand
virtually every aspect of the CM-2. And since our
machine will be newer, I will have to make recommenda-
tions concerning how we should pattern ourselves after
NCSA and how we should differ."
Docter is one of two people KFA chose to thoroughly
study a massively parallel processor at a U.S. research
center. (Her counterpart visited the Argonne National
Laboratory.) She arrived at NCSA in May and left in
December.
Back in Germany she will be expected to understand
the CM-2 well enough to work with a similar system and
make recommendations to KFA concerning the addition
of such a system to its environment and how it should
be managed once in place. Part of her responsibility
will be to propose a future direction for KFA's combined
computing environment.
"I have to understand virtually every aspect of the
CM-2," says Jutta Docter, recent vistor to NCSA.
(Photo by William Dwyer.)
Learning the CM-2
Although Docter initially approached the CM-2 by read-
ing its manuals, her primary technique was to learn
through involvement at NCSA. Her work with the
accounting and log files at NCSA benefited both parties.
She studied the C code of accounting and NQS (Network
Queueing System) and made modifications and addi-
tions for tracking jobs—finding out when a job is submit-
ted, when a run begins and ends, and how much CPU
time is required. (NQS allows users to submit jobs to be
run on the computer and make more efficient use of the
Connection Machine.)
She wrote tools to monitor CM-2 usage. Contacting
people at other major CM-2 installations in the U.S., she
exchanged information about machine administration
and problem solving. Docter also evaluated part of a new
software system that will account for NCSA's timeshar-
ing runs.
In addition to her work with accounting and NQS,
Docter attended meetings of the Parallel Processing
Group and examined user questions and answers that
came through NCSA's Consulting Office while she
worked there as a consultant.
Rick Kufrin (applications programmer with the Par-
allel Processing Group) points out that Docter's visit was
extremely beneficial to NCSA. "A lot of people from both
the academic and industrial sides are just starting to
use the Connection Machine," says Kufrin. "And even
though we've recently had some additions to the Parallel
Processing Group, Jutta's availability and willingness to
work with the Systems Group came just in the nick of
time. She's really been a godsend because Thinking
Machines' version of NQS is a recent addition to our
system, and we don't have much experience with it.
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Jutta Docter continued on page 18
Jutta Docter continued from page 17
That's where Jutta's knowledge of
computing systems in general has
really helped. She's made it easier
for us to organize NQS, keep track of
it, and even start to make enhance-
ments that are beneficial to the user.
. . . She is very knowledgeable about
supercomputing in general and the
issues that surround it. Her pres-
ence here has been very helpful."
Experiencing NCSA
"When I came to NCSA, I was sup-
posed to gain some 'massively paral-
lel experiences' concerning the CM,"
Docter said recently. "But now I can
say that I also made 'massive experi-
ences in parallel.'
"I learned that NCSA is not just
running supercomputers, but that
there is a lot more—intensive con-
tact with the academic and indus-
trial user communities; development
of tools, visualization methods, edu-
cation programs; and so on. I learned
about how you run the Crays, what
an environment is like where every
user has his/her desktop (a situation
KFA is still in the process of going
to), what the requirements and
plans for NCSA's future are, and
how the funding is different in
German and U.S. national research
centers."
Observing that CM-2 users have
to know the machine's architecture
to utilize the system efficiently, she
concluded: "I appreciate very much
the opportunity to work here and to
learn how NCSA runs its CM. This
really enlarged my knowledge about
what we might run into when actu-
ally installing a massively parallel
machine at KFA." A
CM-5: Next generation parallel processing
Regularly scheduled programming for NCSA's Connec-
tion Machine October Workshop was highlighted with a
talk by John Kennedy, research scientist of Thinking
Machines Corporation, who described for participants
TMC's new Connection Machine model CM-5. Marking a
turning point in the company's history, the CM-5 moves
TMC's product line from an R&D environment to the
marketplace.
The new model has some characteristics of both a
SIMD (single instruction/multiple data) and MIMD
(multiple instruction/multiple data) machine. Primarily
designed to run single threaded, data parallel software,
the machine takes advantage of multiple threads of ex-
ecution for efficiency. Like a MIMD machine, each pro-
cessor is capable of fetching its own instructions locally;
but like a SIMD machine, there is a special network
for broadcasting blocks of instructions and for keeping
processors closely synchronized. This "control network,"
in conjunction with the compiler and operating system,
provides users with the illusion of a single threaded
machine. The system is software-compatible with previ-
ous Connection Machines at a source language level
(Fortran, C* and *Lisp). It can execute FORTRAN 77
or FORTRAN 90 (see page 28) programs without any
parallel extensions and also run MIMD programs writ-
ten with explicit message passing.
In terms of software, the CM-5 can run existing
programs that have been developed for SIMD or MIMD
machines. Says NCSA Director Larry Smarr, "The most
exciting aspect of the CM-5 is its universal architecture,
which will provide one-stop shopping for 1990's applica-
tions developers." A program can be run with small
datasets on a workstation, and that same source code
will process massive datasets on the CM-5.
Underscoring the commitment of the industry to
mainstream parallel computing, TMC, IBM, and Sun
Microsystems announced a joint initiative to establish
scalable programming standards, modeled on FOR-
TRAN 90 TMC-compatible array extensions.
Attendees at NCSA's Connection Machine work-
shop question TMC representatives John Kennedy
(far left) and Ben Rewis (near left) about the CM-5.
As currently configured, the machine is scalable up
to 16K processors. (Photo by Tony Baylis/NCSA
Media Services.)
CM-2 user community grows
Connection Machine (model CM-2) projects that are
underway number 34 local (including UIUC), 43 remote,
and 13 industrial. When massively parallel computing
first went into production at NCSA (after a friendly user
"warm-up" period) there were 17 projects of local users,
21 remote, and 11 industrial.
This noteworthy increase in projects occurred over
approximately one year's time (since October 1990)
—
before planned upgrades to memory and floating-point
chips could be accomplished.
Students and teachers explore NCSA's resources at SuperQuest 1991
by Karen Damascus, Media Relations Intern, Media Relations Office
"Not too long ago people would have said 'that's crazy
—
high school kids can't use supercomputers.' But these
students just took to it. There was no hesitation in their
minds once they saw what could be done with supercom-
puters," says Lyle Rigdon, manager of NCSA's Training
Program.
SuperQuest, the national computational science
competition, has been demonstrating for the past three
years that high school students can do computational
science. With the expansion of the program to three sites
this year, additional students have had the chance to
prove it.
To compete for admission to SuperQuest, teams of
three or four students and a teacher-coach submitted
project proposals. Among the proposals selected were
diverse topics: Why did dinosaurs become extinct? Are
traffic jams predictable? How can organs be preserved at
low temperatures? What effect does the runoff of farms
have on wetlands? While researching their chosen pro-
jects during SuperQuest, the students not only learned
about supercomputing, but they learned more about
science.
Teams of students and teacher-coaches from
Evanston Township High School, Evanston, IL; Hudson
High School, Hudson, OH; J. Oliver Johnson High
School, Huntsville, AL; and James Logan High School,
Union City, CA, attended NCSA's Summer Institute,
July 1-19. These four teams were among eleven winning
teams across the nation. Other teams participated in
summer programs at the Cornell Theory Center and at
the University of Alabama in Huntsville. [See access,
July-August 1991.]
"SuperQuest is a lot of fun, except it's a lot of study-
ing and a lot of hard work. It's not just coming out here
and having a good old time and wasting your summer
vacation. It's like going to school during summer vaca-
tion," says Melissa Chandler, 18, from Johnson High
School.
Students/teachers at SuperQuest 1991.
Left, Charmaine Banther with students
from Logan High School; right, Jeremy Stone,
Hudson High School, and Melissa Chandler,
Johnson High School, in the Renaissance
Experimental Laboratory. (Photos by
Thompson-McClellan Studio.)
A summer of hard work—and play
During the summer, the SuperQuest students experi-
enced college life—complete with dorm food and dirty
laundry—while they learned how to put their project
proposals to work on NCSA's supercomputers. For three
weeks, the students spent their days working on their
projects with the help of consultants and mentors and
listening to lectures on such topics as parallelization,
scientific visualization, data sonification, and network-
ing ethics. The students began at 8:30 a.m. and often
went back to the lab in the evening.
"It's pretty cool when you get into it," says Benjamin
Poh, 17, from Logan High School. "You better have disci-
pline and patience
—
you know, be ready to do lots of
work. But we work hard, and we play hard too."
And play they did. The students played volleyball,
went swimming, and ate lots of pizza. They explored the
arch and the zoo in St. Louis one Sunday. And they
spent time just wandering around campus and the local
shopping mall.
Working with scientists
In addition to the initial hurdles the students had to
face—such as deciding which machine to run their pro-
gram on, choosing a compiler, getting their code run-
ning, and debugging it—students were also faced with
questions such as: How complete is the science I'm
working on? How well do I understand the science? This
is where mentors came in. Mentors were scientists from
SuperQuest 1991 continued on page 20
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SuperQueat 1991 continued from page 19
NCSA or UIUC who helped the stu-
dents develop the scientific side of
their projects.
"What the students were going
through is like what a large group
of research scientists would love to
have the opportunity to do. They
were treated like research scientists
in a project," Nora Sabelli, NCSA se-
nior research scientist and assistant
director for NCSA's Education Pro-
gram, says.
The students also think it is im-
portant that SuperQuest gave them
a chance to talk and work with sci-
entists. "Not only are we exposed to
the computers, but we meet people
who are interested in computers
—
we get to talk to researchers on the
computers," Daniel Stevenson from
Hudson High School, says. Steven-
son's teammate, Jeremy Stone,
agrees. "The experience ofjust being
here and having the opportunity to
talk to some of the people who are
doing the research at the cutting
edge of their fields has been really
nice."
David Ruzic, associate professor
in the UIUC Department of Nuclear
Engineering, was Chandler's men-
tor. "My role has been to add a good
deal of scientific understanding to
the process that is being studied and
to work out some of the bugs, not in
the computer code, but in some of
the fundamental science and under-
standing of the project," he explains.
"In high school, students take a
class, don't ask the teacher ques-
tions, and work by themselves. If
two people work together, it is usual-
ly considered copying. At Super-
Quest, students were expected to
work with each other, learn from
each other, and ask questions,"
Sabelli explains. "Some of the stu-
dents have commented that they
were impressed that we let them use
all the 'toys' we have at NCSA. We
treated them as professionals—it
was an important maturing experi-
ence."
Back at school in the fall
At the end of the summer institute,
students presented their work to
each other, their teachers and men-
tors, and NCSA staff. Their projects,
however, were by no means finished.
Back at their high schools, the stu-
dents are now continuing their work.
Help "turn on" kids to science: Call for SuperQuest
mentors
Would you like to get involved in identifying and developing scientific talent?
If you have done a research project involving high-performance computing
and if you would like to help "turn on" talented high school kids to science, ask
yourself the following questions:
• Could you define a novice-level exploratory investigation that would offer
insight into some aspect of your own research?
• Do you have some code 'Fortran preferred; that illustrates the value of
high-performance computing as a research tool that a student could try out
using SuperQuest computing resources?
• If a student decided to pursue a project based on your ideas, would you be
willing to interact with that student via electronic or U.S. mail?
If you answered "yes" to these three questions, please contact Dave
Thomas, Montana State University professor of math education and member
of the SuperQuest Advisory Committee, at the address below. Send him your
name, professional position/academic affiliation, mailing address, phone
number, and Internet address. Include an abstract of your project idea. But
avoid technical jargon and advanced mathematical notation where possible;
students and teachers will eventually deal with these technicalities realisti-
cally. Their immediate need is for an idea and some code to experiment with.
Assume that most students will try out code on either a CRAY Y-MP, an
IBM ES/3090 600J, or a Connection Machine system. Enclose a citation of one
or more articles/reports that the students could read if your abstract catches
their attention.
If you are interested, contact Dave Thomas, Associate Professor of Math-
ematics Education, Department of Mathematical Sciences, Montana State
University, Bozeman, MT 59717; telephone: (406) 994-5341; electronic mail:
umsfdtho@deimos.oscs.montana.edu; FAX: (406) 994-2893.
With the help of Apple Macintosh
workstations donated to their
schools and an Internet connection
through NCSA, students may access
any of the resources available via
the national network to help them
complete their research.
Teachers who participated in
SuperQuest also have work to do.
"They will return to their schools
and determine the ways that the
constructs of supercomputing can be
used in their classes and in the gen-
eral curriculum," Rigdon says. They
will develop their own courses and
share their experiences with others
who may want to expand into com-
putational science. With additional
sign-ons given to the teachers by
NCSA, students or teachers who did
not participate in SuperQuest have
an opportunity to access and explore
science via the network.
In addition to completing their
projects, the students will "spread
the good word" about SuperQuest.
"Part of the charge of the students
in winning SuperQuest is to present
seminars to other area high schools,
local industries, or national conven-
c
tions of their choice," Rigdon says.
For example, Daniel Stevenson from
Hudson High presented his project
on "Fractal Structures Produced by
Generalized Diffusion Limited Ag-
gregation" at Supercomputing '91 in
Albuquerque, NM. NCSA provided
funds for all the students to attend
Supercomputing '91.
The students' work culminates in
the final paper competition, which
evaluates the development of the
science that occurred during the
year-long project. Winners chosen
from all SuperQuest participants
across the nation will receive awards
of scholarship money.
Measuring the success of
SuperQuest
"We want to get students more ex-
cited about math and science," says fa
Scott Lathrop, associate director
of NCSA's Academic and Industrial
Relations Program. "What we're
trying to do is open up a program
that is not just for the elite, top-
notch students," Lathrop says. "It
is important for students to realize
that any of them can do a Super-
Quest project if they put their minds
to it."
The students who came to NCSA
agree. "You don't have to be a total
nerd or anything," says Chandler.
And "you don't have to be some com-
puter genius," says Stone. "It simply
takes a lot of hard work. Anyone
who works hard enough can cer-
tainly be involved in SuperQuest."
"With SuperQuest, students can
actually get their hands on resources
that they have never had access to
before and actually work with the
scientists directly to learn about the
research process. That, we hope,
will get the students excited about
actually going on to college and get-
ting involved in research projects,"
Lathrop says.
"What's more exciting is that not
all these students are committed to
careers in science. SuperQuest has
helped them find science to be fun,"
Sabelli says.
The success of SuperQuest will
be seen with the teachers as well as
the students, Lathrop says. "The
teachers will take this back into the
schools and show other teachers how
to take advantage of these resources,
which were previously unavailable
to them."
Charmaine Banther, computer
science teacher and Logan High's
teacher-coach, for example, plans to
set up a computational science pro-
gram at her high school. "It will be
interesting to see how many kids
I can get involved in a classroom
situation," Banther says. When
her students come back from their
summer at NCSA, she says, "They'll
tell their friends, 'Hey, it was pretty
neat,' and that's important. The
school will benefit because other
kids will hear it from their peers
that it's okay to be involved in
science and to like it."
For a visual record of Super-
Quest, see NCSA RealTime #3
(described on page 24 of this issue)
or a short video produced separately.
Contact Orders for User Publica-
tions, NCSA Software, and Videos
[see NCSA contacts, page 31] for
ordering information.
Activities in the Renaissance Experimental
Laboratory by Karen Damascus, Media Relations Intern,
Media Relations Office
The Renaissance Experimental
Laboratory (RED was dedicated in
1989 to provide state-of-the-art com-
puter graphics equipment for the
development of interdisciplinary
computer graphics courses. Since its
opening, the REL has provided 425
users (302 researchers and 123 stu-
dents) with an interactive environ-
ment for learning and creating.
The laboratory, which is a key
part of the Numerical Laboratory
located in the Beckman Institute,
was established with a donation of
20 IRIS workstations from Silicon
Graphics, Inc. (SGI). Jim Clark,
founder and chairman of SGI, vis-
ited NCSA for the dedication of the
unique educational facility [see ac-
cess, May^June 1989]. SGI recently
upgraded the workstations to state-
of-the-art IRISes. UIUC subject
areas that use the REL for classes
include mathematics, computer
science, bioengineering, mechanical
engineering, and art.
Teaching collaboration
Donna Cox, associate director of the
Numerical Laboratory Programs,
directs the REL. A UIUC associate
professor of art and design, she uses
the lab to teach an art and design
class that produces a group project.
"Students can have a project in al-
most any art and design class that
A class meets in the REL.
(Photo by Wilmer Zehr.)
they call just their own. In my class
that is very rare. We focus on collab-
oration," Cox says. "The REL is a
good place for teaching collabora-
tion. I learned a long time ago that
if you want people to collaborate you
have to have a central facility where
they can share ideas. The REL is
also an open environment—it is easy
for any discipline to use," she adds.
For Cox, the class—called Experi-
mental Visual Technologies—has
been a learning experience. Offered
for undergraduate and graduate
students, the class enrollment is
interdisciplinary. "Venus and Milo"
is a four-minute animation produced
by her first class in 1989-90 [see
access, September-October 1990].
The animation won first place in
NICOGRAPH '90 for art and enter-
tainment in the computer graphics
category, second place in the Na-
tional Computer Graphics Associa-
tion (NCGA) academic category, and
was selected for the Fourth Interna-
tional Computer Film Festival in
REL continued on page 22
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REL continued from page 21
Geneva, Switzerland. It was also
shown at SIGGRAPH '90 and '91.
Since the first year, Cox has
made changes in the structure of the
class. "I learned a lot from 'Venus
and Milo' in the organization of the
class," she adds. Cox put to use what
she had learned in teaching the
1990-91 class, which produced "Gar-
bage"—a one-minute animation that
encourages recycling [see access,
July-August 1991]. For instance,
she divided the project into many
smaller jobs to help keep all the stu-
dents busy and increased communi-
cation by having students report to
each other.
To help create "Garbage," Cox
brought together NCSA profession-
als from the Visualization Group,
Media Services, and the Worksta-
tions Group. This collaboration,
which was a new element in the
class, provided consulting, set up the
software environment, and helped
with animation and production.
Utilizing metacomputing
technology
"Garbage" was created by using the
metacomputing environment of
NCSA's Numerical Laboratory. An
array of SGI computers is included
in this networked environment
along with Macintosh workstations.
Students were instructed in the use
of the UNLX operating system, Wave-
front animation software, C-shell
scripting, PhotoShop, and NCSA's
homegrown visualization software.
Two-dimensional image files were
sent from Macintoshes via the net-
work to be used as texture maps for
Wavefront final production in the
REL.
The REL's SGI workstations have
16 Mbytes of memory each and 170
Mbytes of disk. They are networked
via Yellow Pages to an SGI 240
server with 32 Mbytes memory, four
processors, and 1 Gbyte disk. (Re-
cently this server was upgraded to
128 Mbytes of memory.) NCSA's Job
Controller enables intelligent use of
multiple processors to run Wavefront
3D animations over the network.
Frames were computed simulta-
neously using the six processors of
the VGX 360 Power Series with 64
Mbytes of memory while frames
were computed using the four pro-
cessors on the SGI 240 server.
During part of the production,
frames were computed on NCSA's
240 GTX with 128 Mbytes of memory
and 5 Gbytes disk, while simulta-
neously frames were computed on
the VGX 360 Power Series. As
frames were being computed, they
were directed to various locations
for storage, including the Common
File System (CFSj. Frames were ac-
cessed for recording via the network
using an SGI 4D/20 frame buffer.
From this workstation, frames can
be sent to the Abekas A64. Frames
were also sent directly via the net-
work to the Abekas A60. From the
Abekas A64 and A60, frames were
recorded to the Dl Digital Video for
archiving and digital video master-
ing. Digital information from the
Wavefront data channels were
shipped via the campus network to
the UIUC Experimental Music Stu-
dios where music was created. This
music was recorded to digital audio
at NCSA's postpro-duction facility.
Individual single frames were com-
puted in the REL and sent via the
network to the 4D/20 Dunn slide
film recorder.
Expanding educational uses
In addition to UIUC classes, com-
puter graphics classes from Parkland
Community College use the REL.
Two computer graphics courses are
part of Parkland's Advanced Certifi-
cation Program for Visualization
Computer Graphics Specialists [see
access, September-October 1990].
About 46 students are currently
taking courses in the program.
Originally a one-year program, it
has now been expanded to two years
to give students more computer sci-
ence background. "When the pro-
gram first began, students couldn't
get in until they had basic courses
out of the way. Now we are trying
to identify interested students and
automatically enroll them in the pro-
gram," says Program Director Dick
Bennett.
Computer Graphics I, taught
this fall by Jeff Terstriep, NCSA
research programmer, is a funda-
mental course on computer graphics.
Students use the machines in the
REL and learn to write their own
software. Computer Graphics II,
taught this past summer by Mike
Krogh, NCSA visualization special-
ist, is a course on scientific visual-
ization in which students learn how
to use commercial visualization
packages.
Students taking Computer Gra-
phics II during the summer of 1991
learned to use AVS, a commercial
software application for prototyping
scientific visualization, and write
modules for it. The software runs
concurrently on the CONVEX C240
and the SGI workstations and is
completely interactive. "It's an excel-
lent way to teach students the con-
cepts of visualization," Krogh says.
Now part of the Computer Graphics
II curriculum, AVS will be offered
again in spring 1992.
Students in the Parkland pro-
gram are required to apply what
they learn to at least one internship.
During the summer, six interns
worked at NCSA, UIUC's Aviation
Research Lab, Parkland's Plan-
etarium, and for a UIUC psychology
professor. This fall, five students
have internships with CERL, Park-
land's Planetarium, and UIUC's
Aviation Research Lab. "It's not a
lot," Bennett says, "but it helps. The
internship is where they really learn
their trade."
REL policy update
"We encourage people to apply to use
the REL—from visiting professors to
prototype classes for any age group,"
Cox says. If you are interested in
teaching a class or holding a semi-
nar in the REL, contact Terri Stew-
art by telephone at (217) 244-5608
or by electronic mail at
tstewart@ncsa.uiuc.edu (Internet).
Damberger is NCSA undergrad scholarship winner by Karen Damascus, Media
Relations Intern, Media Relations Office
Bernhard Damberger, programmer
in the Software Tools Group (STG),
received the 1991 NCSA Under-
graduate Employee Scholarship
Award for his work with NCSA
Image software.
While attending Urbana Senior
High School, Damberger began
working at NCSA in 1988 through
the school's internship program.
"It was an experiment to see if com-
puter science was what I was inter-
ested in," he says. Damberger spent
two hours a day in class and then
came to NCSA for the rest of the
day, where he worked with Dan
Brady (manager of NCSA's Visual-
ization Group). After Damberger's
graduation, Tom Redman (NCSA
senior programmer) offered him a
job in STG. "I thought it would be
pretty cool to work at NCSA,"
Damberger recalls.
"Whenever a green programmer
like Bernhard gets hired, there is a
lurking question of competence. In
Bernhard's case, the answer [to his
competence] was a resounding 'yes'!"
says Redman.
At NCSA, Damberger has worked
on programming NCSA Image
software, which allows scientists
to visualize their datasets. "It lets
scientists look at their datasets and
play with them," Damberger says.
Currently he is working to enhance
NCSA Image software so that it will
run under System 7.0, Macintosh's
newest operating system released
in the spring of 1991. There are also
plans to write a "Supertools" pro-
gram, which would combine features
ofNCSA Image with two other pro-
grams—NCSA PalEdit and NCSA
DataScope.
With a major in mathematics/
computer science, Damberger plans
to graduate in fall 1992. He might
go to graduate school or stay on at
NCSA. "The people are really great,"
he says of NCSA. "Tom [Redman]
has basically taught me how to
program the Macintosh, and Dan
[LaLiberte, senior programmer in
STG] is always willing to listen to
my crazy ideas."
In 1988 NCSA established the
Undergraduate Employee Scholar-
ship Award, which provides UIUC
tuition for one year, to acknowledge
outstanding efforts by an under-
graduate staff member. Previous
recipients are Gaige Paulsen (1988)
and Dave Thompson (1989), both
with STG, and Charlie Reiman
( 1990) with the Networking and
Systems Development Group.
/
"The people are really great,"
Bernhard Damberger says of
NCSA. (Photo by William Dwyer.)
SAC and PRB allocations for July-October 1991
A list of recipients
(filename: allocations)
can be found on either
Cray system in the
directory usr/local/doc.
The NSF divisions
of science and
engineering are
listed in the box
at the right.
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0.57% 1.61%
5.28%
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Advanced Science Comp.
Astronomical Science
Atmospheric Science
Chem. and Therm. System
Comp. and Computation Res.
Mech. and Struct. System
Chemistry
Materials Research
Mathematics
Earth Science
Elect, and Comm. System
Engineering
Info., Robot and Intel. System
Microelectronic Info Proc Sys.
Physics
Research Career Development
Soc. and Econ. Science
NCSA RealTime #3 by David Curtis, Director, Video Programming and Media Relations
Still from NCSA RealTime opening title
animation created by Robert Patterson,
NCSA production supervisor. (Courtesy
of David Curtis.)
From the latest in scientific visualizations and 3D imag-
ing to the challenges of distributed computing, NCSA
RealTime continues to present the benefits of HPCC to
both science and society. After two editions, including
the pilot version, the video magazine is reaching an ex-
panding audience among the research community, in-
dustry, government, education, and—via broadcast and
cable TV—the taxpaying public as well. The challenge is
to keep the stories lively, engaging, and informative to
all our audiences—no easy task. According to feedback
since we began production, NCSA RealTime has scored
an average of 4.3 on a 5-point scale—that's close to the
bull's eye.
Distributed in November 1991, NCSA RealTime #.?
aims to be every bit as informative and engaging as the
first two editions. Here is a summary.
In "A Picture of Health," our cameras visit Massachu-
setts General Hospital, Boston. Here doctors employ the
latest version ofNCSA HDF 4.0, a public domain soft-
ware tool produced by the Software Tools Group, to
archive and distribute radiologic images throughout the
hospital—thus saving doctors time and enabling them to
better diagnose their patients' ailments.
Returning to Illinois, "An Eye to the Image" portrays
Klaus Schulten, biophysicist at the Beckman Institute
for Advanced Science and Technology and UIUC profes-
sor of physics, who, by exploiting the massively parallel
processing power of the Connection Machine, aims to
discover the building blocks of vision and learning.
The next segment, "Probing the Bounty," shows
UIUC researchers using magnetic resonance imaging
spectroscopy coupled to supercomputers to unravel what
causes corn to crack—a costly problem that can occur
when corn is dried for processing, storage, and export.
"SuperQuest '91" reports on the summer training ses-
sions held at NCSA and other supercomputing centers
(see related article, page 19). Most high school students
took the summer off, but not the students you will see.
From all over the country, they and their teachers came
to master the art of supercomputing in the only way
possible: by doing it. What's more, they have been pro-
ducing significant science.
If you wish to obtain this edition or previous editions
ofNCSA RealTime, contact Orders for User Publica-
tions, NCSA Software, and Videos [see NCSA contacts,
page 31].
We hope you enjoy the show and find it useful. Keep
the feedback flowing.
Center cache
Honors
The Fifth Annual Daniel Alpert Lec-
ture to honor Dan Alpert's continu-
ing interest in promoting communi-
cation across disciplines was given
by John H. Gibbons, director of the
Congressional Office of Technology
Assessment, this fall semester.
Entitled "Science and Technology:
Opportunities and Challenges for
Governance," the address was a trib-
ute to Alpert, NCSA research scien-
tist and director emeritus of the
UIUC Center for Advanced Study.
Three NCSA principal investigators
on the UIUC faculty recently were
named University Scholars by the
UI Foundation. Dennis Assanis,
associate professor in the Depart-
ment of Mechanical and Industrial
Engineering, was recognized for re-
search that will lead to fuel-efficient,
nonpolluting automobile engines.
Joseph Greene's studies of the
electronic properties of materials
can be applied in designing/manu-
facturing solid-state switching
devices. Greene, a professor in the
Department of Materials Science
and Engineering, is head of the Elec-
tronics Materials Division. A profes-
sor of electrical and computer engi-
neering, Mark Kushner simulates
plasma processes in the etching and
deposition of microelectronic devices
on computers. He is a member of the
National Center for Computational
Electronics (NCCE). Scholars receive
stipends of approximately $6,000
annually for three years to support
their research.
Arthur Freeman, NCSA principal
investigator, NCSA Advisory Board
member, and Morrison Professor of
Physics at Northwestern University,
recently became the first recipient
of the IUPAP Award in Magnetism
[see access, March-April 1991].
(IUPAP, International Union of Pure
and Applied Physics, is the parent
organization for the national physi-
cal societies.)
The award, which was presented
at the International Conference on
Magnetism 1991 in Edinburgh, Scot-
land, was established to recognize
outstanding contributions to the
study of magnetism over the last
five years. Octogenarian S. A.
Vonsovsky, father of magnetism
in Russia, presented Freeman the
award for pioneering research and
"novel computational techniques" in
conducting theoretical simulations.
Independent of the award, Free-
man gave the conference's keynote
address in which he explained his
work on surface magnetism. "More
than any other scientific discipline,
magnetism research contributes
directly to the well-being of all the
world's people," Freeman said.
Through supercomputing power and
developments in scientific instru-
mentation, he foresees further im-
pressive contributions from the
community—either via materials
by design or materials engineering
on the atomic scale.
Carol McGehe, Urbana Middle
School mathematics teacher who
worked with NCSA last year, re-
cently won a Presidential Award for
Excellence in the Teaching of Math-
ematics and Science.
McGehe helped coordinate a pro-
gram with 6th, 7th, and 8th grade
students at Urbana Middle School
to give students experience with
computers. Of the program, she
says: "We excited kids who had
never sat in front of computers in
their lives. One of the goals was to
get students who were not interested
to be interested. It worked—they
were hooked."
Issued by NSF, the award honors
one secondary teacher in each state
in both math and science. McGehe
will visit Washington, DC in March
to attend meetings with congres-
sional leaders in education, have
dinner with the state department,
and meet other award winners from
across the nation. In addition,
Urbana Middle School will receive a
$7,500 grant from NSF in McGehe's
name to be spent under her direc-
tion. With this grant, McGehe hopes
to enhance the computer lab at her
school and to continue the kind of
work that began last year at NCSA.
Conferences
The five NSF-supported supercom-
puting centers jointly presented
"National Science Foundation High
Performance Computing Centers," at
Supercomputing '91, Albuquerque,
NM. NCSA, the Cornell Theory Cen-
ter, the National Center for Atmo-
spheric Research, Pittsburgh Super-
computing Center, and San Diego
Supercomputer Center collaborated
to demonstrate a variety ofHPCC
applications in the Research Exhib-
its session, November 19-21.
NCSA's Scientific Digital Library,
a prototypical research environment
in which large amounts of data can
be quickly accessed and easily orga-
nized, was demonstrated by Jeff
Terstriep, research programmer in
the NCSA Networking Development
Group. Patrick Moran, graduate
research assistant in the NCSA Bio-
medical Imaging Group, exhibited
Tiller (see page 9).
NCSA's presentation included
visualizations of precomputed data
and distributed simulation and
visualization: an interactive, 4D
(three spatial dimensions plus time)
visualization of CT (computerized
tomography) scan volumes from a
dog heart and a 2D thunderstorm
simulation running on NCSA's
CRAY-2 supercomputer.
"Beyond Visualization: Mapping
Information," a tutorial on visualiza
tion software for supercomputer
data and multiple graphical ap-
proaches for displaying information,
was taught by Donna Cox, associ-
ate director of NCSA's Numerical
Laboratory Programs and UIUC as-
sociate professor of art and design;
Michael McNeill, NCSA visualiza-
tion specialist; and David Ruzic,
UIUC associate professor of nuclear
engineering (with adjunct appoint-
ments in materials science and
engineering, physics, and NCSA).
"Hydrogen Collision Dynamics on
a Rough Nickel Surface," Ruzic's
videobook produced at NCSA,
showed how visualization and live
action can be melded to form an
effective educational tool. In Work-
shop IV, "An Odyssey into the World
of Supercomputing Networking,"
Terstriep discussed the BLANCA
testbed and its applications develop-
ment. Cox spoke on the benefits of
scientific visualization on the panel
Center cache continued on page 29
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Rieke returns to Dow's Michigan laboratories by William Dwyer,
Graduate Assistant Writer
John Stevenson (left), associate director of NCSA's
Industrial Program, presents Jim Rieke with an
autographed basketball. (Photo by Fran Bond.)
Jim Rieke, former site manager at NCSA for Dow Chem-
ical Co., returned to Dow's Central Research Laborato-
ries in Midland, MI, and Lee Huber, technical manager
for Dow at NCSA since April 1991, became Dow's site
manager at NCSA in midsummer.
"It's been an exhilarating time. I've enjoyed the con-
stant exposure to young, bright people" says Rieke, who
came to NCSA when Dow became the center's sixth in-
dustrial partner in October 1989 [see access, September-
October 1989]. During Dow's first 20 months as an in-
dustrial partner, Rieke oversaw the training of more
than 60 Dow personnel at NCSA in applications and
code development.
According to John Stevenson, associate director of
NCSA's Industrial Program, Rieke represents in the
"true sense" what an industrial partner should be: a
"supporter, a critic—and he really cared about the people
here and the center's mission."
Huber continues Rieke's efforts for Dow
Referring to Rieke's efforts to create a more open re-
search environment, Huber says, "He's taken a leader-
ship role in working with other industrial partners and
university professors." Huber plans to continue Rieke's
efforts and is working to get more involvement with
NCSA by Dow's Plaquemine, LA operation and Dow's
largest plant in Freeport, TX. (Huber worked for 11
years at Dow's Midland laboratories, where he met
Rieke, before spending another 11 years at the Freeport
plant as technical manager in the Polyurethane
Research Laboratory.)
While at NCSA, Huber has been working on finite-
element modeling of polyurethane foams with NCSA
Research Scientist Fouad Ahmad and molecular model-
ing with NCSA Research Scientist Joe Golab (who
recently moved to Amoco J and Dow visiting scientist
James Ruiz. Huber says major activities for Dow scien-
tists at NCSA will be chimical process and plant model-
ing and computational fluid dynamics supported by Jay
Alameda, NCSA consultant to Dow.
Rieke reflects
A strong advocate of the open UNLX-based system envi-
ronment, which requires high-performance computer
and software manufacturers to agree on software and
hardware standards, Rieke embraces NCSA's emerging
metacomputer effort saying, "parallelism and vectoriza-
tion become complementary and not competitors in the
metacomputer concept."
(
Motorola extends its agreement by Jarrett Cohen, Media Relations Officer,
Media Relations Office
"We look forward to our continued
partnership," said George Fisher
fchairman of the board of Motorola
Inc.), "as we unlock a greater under-
standing of the natural phenomena
which govern our processes and
products and ultimately controls
our success in the highly competi-
tive world of electronics." With these
words, Motorola Inc. extended its
agreement with NCSA for one year
effective May 1, 1991.
The $408,800 extension provides
Motorola scientists and researchers
continued training in the center's
HPCC programs. The contract in-
cludes options to continue in NCSA's
Industrial Program for another two
years. Motorola joined NCSA as an
industrial partner in December 1987
with a three-year, $3 million agree-
ment. Since February 1989 Marg-
aret Nadworny has been Motorola's
engineering applications liaison to
NCSA [see access, May-June 1989].
Motorola, based in Schaumburg,
IL, had a record of $10.89 billion
in sales last year. The corporation
produces electronic communication
systems, including two-way radios,
pagers, and cellular radio-telephones;
and manufactures electronics equip-
ment, including semiconductors and
electronics for the aerospace, auto-
motive, data communications, and
information processing industries.
Other NCSA industrial partners
are Eastman Kodak Co., Eli Lilly
and Co., FMC Corp., Dow Chemical
Co., Caterpillar Inc., AT&T, and
Phillips Petroleum Co. A
NCSA PolyView 2.0 by Brian Calvert, Software Engineer, Motorola (former Programmer,
Software Tools Group) V)
Donna Korvick (recent UIUC Veteri-
nary Biosciences Ph.D. graduate
now at the University of Cincinnati)
faced a question: How does one effec-
tively communicate the complex
motion of the knee without showing
six sequential views of the action?
For Korvick, the answer was NCSA
PolyView.
"A lot of times when you are look-
ing at motion, it can seem really ab-
stract," Korvick notes. "But when
you can visualize it, you can see that
the tibia is over here and the femur
over there. If you give this to a sur-
geon who is used to [3D structures],
he can understand it."
Korvick was studying the effect
of injuries to the anterior cruciate
ligament of the knee in dogs at
UIUC. The ligament is one of two
that crisscross in the knee joint. It
works to keep the knee from sliding
when it bends. "Injuries to that liga-
ment are common to both dog and
man," she says. Reconstructive sur-
gery on the ligament is difficult, so
much so that one doctor described it
as "the Rubik's cube of orthopedics."
Typically researchers will present
results as graphs of different motion
types. While the graphs are explicit,
they are not intuitive—even to
experts.
Working with Jason Ng, NCSA
senior programmer in the Software
Tools Group, Korvick converted her
results into a 3D dataset in an HDF
Vset file before inputting her data
into PolyView. The result was a
model of the dog's knee that could
be rotated, animated backward and
forward, and compared to other
datasets. Slippage of an injured knee
was clearly demonstrated in the ani-
mation.
"The versatility of PolyView is
that you could view the joint from
many perspectives," Korvick says.
She created a videotape, which she
used to present her findings to col-
leagues. By combining both scripted
flights around the knee and interac-
tive manipulation, her tape dis-
played individual knee motion and
a comparison of normal and injured
knees.
NCSA PolyView 2.0's features
NCSA PolyView 2.0, a completely
new version of the interactive data
exploration and presentation tool
released last year [see access, Sep-
tember-October 1990], is available
from the NCSA Software Tools
Group. It has an improved user
interface, multiple data objects,
picking and querying of data objects
and elements, new scene "props,"
and enhanced scripting language.
Multiple windows are supported.
The window that is the current focus
of activity is called the active win-
dow. The user may interactively
modify the viewing and rendering
parameters of the data contained in
the active window. Mouse buttons
and movement are used to control
viewing parameters. Pop-up menus
provide the means to change model-
Comparison of norma] (left) and broken
(right) dog's knees. (Courtesy of Brian
Calvert and Donna Korvick.
)
ing and rendering parameters, to
post dialog windows, and to save
images to disk.
New to version 2.0 is a keyboard
command interface that provides
precise control over results. Collec-
tions of commands may be placed in
script files and be used to create au-
tomated presentations. Users may
create the script file manually using
a text editor or automatically as the
transcript of an interactive session.
Commands exist to control program
execution, manage windows, load
data, modify data representation,
add props to a scene, manipulate the
camera, control animation, read and
write palettes, and write images.
As with version 1.0, users can
manipulate data objects and palettes
interactively, change object drawing
style, animate multiple datasets,
script flights around and through
scenes, and generate raster copies of
screen images.
NCSA PolyView uses the HDF
Vset file format for input data and
storage and runs on Silicon Graphics
IRIS workstations that support 8-bit
color, Z-buffer, and double buffer
options. It also supports distributed
data transfer to various platforms
NCSA PolyView continued on page 28
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NCSA PolyView continued from page 27
with NCSA's Data Transfer Mecha-
nism (DTM).
All of these features make NCSA
PolyView 2.0 a solution to the inter-
active exploration and presentation
of data from a variety of disciplines.
[For more detailed information
about the software, see data link,
September-October 1991.]
Simulating protein chains
Undergraduate programmer Kyle
Webb found NCSA PolyView 2.0
to be a useful tool as part of UIUC
chemistry professor Peter Wolynes'
research project into protein folding.
A way to quickly animate simula-
tion results was needed. PolyView's
color and animation was especially
useful. "As the protein folds, we
assign colors to the amino acid resi-
dues based on how close they are
to their position in the final folded
structure. This allows us to immedi-
ately see if an area is folded incor-
rectly because it is the wrong color,"
Webb notes. "It's a useful feedback
mechanism for people working on
the folding simulation. It gives them
insight into what the structure is
doing dynamically, not just stati-
cally."
Although Wolynes created a vid-
eotape of folding sequences for pre-
sentations, the research group found
NCSA PolyView 2.0 more useful for
quick visualization than for fancy
rendering. "What I was looking for
was something that would let us
take data from the Cray and have it
up on the IRIS in usable form within
a few minutes," says Webb. A
Obtaining NCSA software
NCSA-produced software can be obtained as follows:
By Anonymous FTP: (lj Log on to Internet host. (2) Enter ftp
ftp.ncsa.uiuc.edu or ftp 141 . 142 . 20 . 50 (3) Login as anonymous
(4) Enter your local login for a password. (5) Change directories if needed.
(6) Enter get README
.
FIRST to transfer the instructions (ASCII) to your
local host. (7) Enter quit to exit FTP and return to local host. <7) Review
the README.FIRST file for instructions on downloading files.
By U.S. mail: To order software developed at NCSA, see the NCSA Technical
Resources Catalog for instructions. Order forms are included in the publica-
tion. If you need a copy of the catalog, contact "Orders for user publications,
NCSA software, and videos" [see NCSA contacts, page 31].
Note: The Archive Server, formerly useful for obtaining NCSA-produced
software, is no longer available.
HPCC news by Karen Damascus, Media Relations Intern, Media Relations Office
[Editor's Note: Brief summaries from the press follow that are
pertinent to high-performance computing and communications
(HPCC) and that may be of use to HPCC users. These state-
ments are not intended to reflect NCSA's views or endorse
products.]
FORTRAN 90, the latest version of the computer
programming language Fortran, was approved in
June as the international standard for Fortran by
the International Organization for Standardiza-
tion based in Geneva, Switzerland. Science News
C7/13/91) reports that the new edition, the result of a
14-year effort, contains new instructions that allow the
manipulation of arrays as single units. It also makes it
easier for users to switch from one level of numerical
precision to another. In addition, the revised version
retains all the features necessary to ensure that existing
software written in FORTRAN 77 still works. One com-
pany, Numerical Algorithms Group Ltd. of Oxford,
England, has developed the first compiler that meets
the FORTRAN 90 standard. The compiler translates
statements written in FORTRAN 90 into the computer
language C, which can then be transformed into instruc-
tions the computer understands.
In response to "adverse trends in U.S. technologi-
cal and manufacturing leadership," four bills were
unveiled in the U.S. Senate to help the nation's
industry become more competitive, reports Super-
computing Review (8/91). The bills' authors, Senators
Jeff Bingaman (D-NM), Fritz Hollings (D-SC), Sam
Nunn (D-GA), and Albert Gore, Jr. (D-TN), used the
Federal High Performance Computing and Communica-
tions Program as the model for what needs to be done in
other critical areas including manufacturing, advanced
materials, information and communications, and bio-
technology. The National Critical Technologies Act seeks
to expand industry-driven federal R&D efforts. The
Advanced Manufacturing Technology Act provides for
the coordinated management of federal activities in
advanced manufacturing technology. The Manufacturing
Strategy Act establishes a national goal that within 10
years the U.S. will lead every other nation in the devel-
opment, deployment, and use of advanced manufactur-
ing technology. The Federal Technology Strategy Act
calls for development of five-year federal technology
plans for the forementioned key areas.
HPCC news continued on page 32
Center cache continued from page 25
"Visualization: Is It All It's Cracked
Up to Be?"
The first annual Conference on Sci-
entific and Engineering Applications
of the Macintosh (SEAM '92) will be
held in San Francisco, CA, January
15-17. Joseph Hardin, manager of
NCSA's Software Tools Group, will
head a session entitled "NCSA Tools:
Present and Future." Along with
other speakers from NCSA, Hardin
will give an update on tools for the
Macintosh designed and produced at
NCSA as well as an introduction to
new tools in development.
New appointments
With the fall semester, NCSA re-
search scientist Mike Norman
became an associate professor in the
UIUC Department of Astronomy;
David Ceperley, NCSA research
scientist, became a full professor in
the UIUC Department of Physics.
David Curtis, former associate
director of Information and Publica-
tions, is now director of Video
Programming and Media Relations
(previously called Public Informa-
tion). Curtis will concentrate on
video-related activities while direct-
ing media relations. Jarrett Cohen,
now media relations officer, contin-
ues to publicize NCSA through the
press and broadcast media. The Pub-
lications Group, continuing under
the leadership of Melissa Johnson,
joined the Academic and Industrial
Relations Program of which Scott
Lathrop is associate director.
Patricia Wenzel is now a research
programmer with the Database
Tools Group, which is managed by
Curt Canada. Judy Olson is man-
ager of NCSA Client Administration.
Radha Nandkumar, research sci-
entist and staff associate to NCSA
Director Larry Smarr, is NCSA's
representative to the Peer Review
Board, chair of the Small Allocations
Committee, and representative to
CRI for its R&D grant program.
Nandkumar is working closely with
Client Administration.
Note: Jarrett S. Cohen, Media Relations, and
Karen Damascus, Media Relations intern, also
contributed to this article.
Networked workstations continued
from page 14
the processors—synchronization
primitives for ensuring that some
parts of the computation don't get
ahead of the others. PVM takes care
of the nuisance conversions among
machines."
The Oak Ridge team is develop-
ing an X-Window-based user inter-
face, HeNCE (Heterogeneous Net-
work Computing Environment), to
be used atop PVM. HeNCE will pro-
vide a higher-level environment for
automating, as much as possible, the
tasks of writing, compiling, execut-
ing, debugging, and analyzing a par-
allel computation. "Using HeNCE,"
says Heath, "the user can tie the
program modules together simply by
pointing and clicking a mouse cursor
to indicate which machines should
communicate with each other. Dur-
ing the computation, the graphical
interface gives the user visual feed-
back on its progress."
A more elaborate software pack-
age for visualizing the process and
performance of computations, called
ParaGraph, was developed by Heath
(while still at ORNL) and Jennifer
A. Etheridge (who wrote the bulk
of the code when she was an under-
graduate, first at Roanoke College
and later at the University of Ten-
nessee), a technical research associ-
ate at ORNL. "ParaGraph takes a
dynamic approach to performance-
visualization, whose conceptual ba-
sis is algorithm animation. We see
the trace file as a script to be played
out, visually re-enacting the original
live action to provide insight into a
program's dynamic behavior."
ParaGraph is applicable to any
parallel architecture having mes-
sage passing as its programming
paradigm. It provides twenty-five
perspectives on the same data, in-
cluding that shown on page 14. This
display indicates the load balance
across processors with an overall
visual impression of efficiency.
"The real plus in using applica-
tions like Dave's QMC simulations
to evaluate these various distributed
computing packages is that it's real
science showing us the strengths
and weaknesses of the software
packages," says Quinn. "Above and
beyond that, it's showing us the
kinds of things a metacomputer
can and should do."
NCSA is prototyping the approach
described above with the hope of
being able to help remote users to
conduct similar computations on
their local area networks.
Communications awards
Several NCSA Publications Group staff members were featured in the Septem-
ber 1991 issue of Publish magazine's "Makeover" section. Melissa LaBorg
Johnson, manager; Paulette Sancken, publications editor; Linda Jackson,
designer; and freelancers Peter Bushell, designer; and Brian Johnson, photog-
rapher, were commended for their redesign of the center's informational packet.
According to the article written by Sancken, the project was done because the
previous version "began to appear dated and inadequate to the task of reflect-
ing the facility's evolving image and identity."
The informational packet also won three Awards of Excellence in the 1991
Master Communicator competition (sponsored by PRSA/Illinois, IABC/Heart
of Illinois, WICI Springfield, and WICI Bloomington-Normal). Awards were in
the categories of public relations, photography, and design. NCSA RealTime #1
was presented with an Award of Merit in the educational video category.
access, July-August 1990, which featured "Supercomputers and the envi-
ronment," recently won third place in an international noncommercial printing
competition sponsored by In-Plant Management Association (IPMA). At the
organization's annual conference, the UIUC Printing Division of the Office
of Printing Services received the award. Publications Group staff members
involved in the publication were Melissa LaBorg Johnson, managing editor;
Fran Bond, editor; and Linda Jackson, designer. The cover image was by
freelance photographer David Riecks.
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Edward Tufte On envisioning information by William Dwyer, Graduate Assistant Writer
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"Even though we navigate daily through
a perceptual world of three dimensions
and reason occasionally about higher
dimensional arenas with mathematical
ease, the world portrayed on our informa-
tion displays is caught up in the two-
dimensionality of the endless flatlands
of paper and video screens. . . . Escaping
this flatland is the essential task of envi-
sioning information—for all the interest-
ing worlds (physical, biological, imagi-
nary, human) that we seek to understand
are inevitably and happily multivariate
in nature."—from Envisioning Informa-
tion, Edward Tufte
Avoiding the use of numbers and
graphs—in other words, reducing
quantitative density—in visual im-
ages is really "replacing science with
television," says Edward Tufte, Yale
University professor of statistics,
graphic design, and political econo-
my. According to Tufte, an observer's
difficulty in handling the quantita-
tive density of information in visual
presentations is not because of his/
her limited intelligence.
"Confusion and clutter are fail-
ures of design, not attributes of
information. And so the point is to
fault the data for an excess of com-
plication. Or, worse, to fault viewers
for lack of understanding," Tufte
says in his recent book, Envisioning
Information, published in 1990 by
Graphics Press, Cheshire, CT.
"To envision information—and
what bright and splendid visions can
result—is to work at the intersection
of image, word, number, art," Tufte
explains in the book's introduction.
He has consulted on statistics and
design for the New York Times,
Newsweek, CBS, NBC, the U.S.
Census Bureau, and others.
Dan Brady, manager of NCSA's
Visualization Group, says Tufte is
known for his integration of infor-
mation and graphic design into the
new field of information design,
which Tufte founded. Brady notes
the need for such an integration to
help both viewers and presenters of
visual information, which has been
"rapidly expanding in all fields: edu-
cation, scientific research, business,
etc. The development of audiovisual
literacy is fundamentally absent
from our society, yet most informa-
tion by the population is received
from audiovisual sources, principally
television."
Tufte presented a series of lec-
tures for NCSA's Visualization
Workshop in June [see access, July-
August 1991] in which he discussed
concepts covered in his recent book
and a previous study, The Visual
Display of Quantitative Information.
In a telephone interview, Tufte
reviewed some points that are of
special interest to those who visual-
ize scientific information. For in-
stance, using the spectrum of colors,
a "rainbow palette," tends to "de-
quantify" information, because it
does not provide a natural sense of
direction for ordering data. Shades
of gray can be most effective; when
color is used to distinguish data, it
should be used sparingly. As an
example of this, Tufte praised the
"beautiful" detail in the grays outlin-
ing changes in a storm cloud in
NCSA's "Numerically Modeled
Severe Storm" animation. He indi-
cated that much can be done without
using color.
In a similar vein, Tufte proposes
the principle of "just notable differ-
ences," in which a minimum of
Christian Huygens's drawing
Systema Saturmum '1659;
showing yearly orbits of Earth
and Saturn is an excellent design
solution according to Tufte.
(Courtesy of E. Tufte.i
contrast is used to distinguish fea-
tures in a visual image. Using the
severe storm visualization again, he
pointed out the problem in some se-
quences of very bold grid lines that
tend to overpower other elements.
Tufte also cautions about the
choice of metaphor used in editing.
He distinguishes among the possible
choices: a television design, an infor-
mation design, or an exploratory/
scientific design presentation. He
says the TV design presentation is
overworked, but that the explor-
atory/scientific design, on the other
hand, allows viewers to "wander
through the information."
According to Tufte, computer
screens have "extremely low" resolu-
tion. And he recommends that they
be enhanced. Although better resolu-
tion is not all that is needed to pro-
duce richer images, it is "the single
most important matter" for convey-
ing the density of information de-
sired in scientific visualizations.
Density of information in maps is
the reason they are so effective for
conveying information, for example.
Making images move with a higher
resolution would be much better
—
but would require faster computers.
In his latest book, Tufte states
what could be thought of as the ulti-
mate criterion for envisioning infor-
mation—Galileo Galilei's written
and illustrated observations of Sat-
urn published in 1613, in which "the
wonderful becomes familiar and the
familiar wonderful." A
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Academic Affiliates Program
Joseph Blackmon
(217) 244-1100 or (217) 244-0640
affiliat@ncsa.uiuc.edu (Internet)
Academic and Industrial
Relations Program
Scott Lathrop
(217) 244-1099
slathrop@ncsa.uiuc.edu (Internet)
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Judy Olson
(217) 244-0074
uadmin@ncsa.uiuc.edu (Internet)
Allocations
Radha Nandkumar
(217)244-0650
radha@ncsa.uiuc.edu (Internet)
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(217) 244-0708
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Harrell Sellers
(217) 333-2754
hsellers@ncsa.uiuc.edu (Internet)
Computer Operations and
Systems Administration/NCSA
Security Officer
Michael Smith
(217)244-7714
msmith@ncsa.uiuc.edu (Internet)
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Kurt Hirchert
(217) 333-8093
khirchert@ncsa.uiuc.edu (Internet)
Consulting Office
(217)244-1144
consult@ncsa.uiuc.edu (Internet)
Education Program
Nora Sabelli
(217)244-0644
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Melanie Loots
(217) 244-2921
mloots@ncsa.uiuc.edu (Internet)
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John Stevenson
(217) 244-0474
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(217) 244-3049
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(217) 244-1543
vjurgens@ncsa.uiuc.edu (Internet)
For services:
media@ncsa.uiuc.edu (Internet)
Networking
network@ncsa.uiuc.edu (Internet)
Ombudsman for NCSA
Jim Bottum
(217) 244-0633
bottum@ncsa.uiuc.edu (Internet)
Orders for user publications,
NCSA software, and videos
Debbie Shirley
(217) 244-4130
docorder@ncsa.uiuc.edu (Internet)
Publications Group
Melissa Johnson
(217) 244-0645
melissaj@ncsa.uiuc.edu (Internet)
Receptionist for NCSA
(217) 244-0072
FAX (217) 244-1987
Scientific Institute Affiliates
Program
Barbara Mihalas
(217)244-0637
bmihalas@ncsa.uiuc.edu ( Internet
)
Software Tools Group
Joseph Hardin
(217) 244-6095
jhardin@ncsa.uiuc.edu (Internet)
Software Tools Technical
Support
Jennie File
(217) 244-0638
jfile@ncsa.uiuc.edu (Internet)
Training Program
Lyle Rigdon (information)
(217) 244-3659
lrigdon@ncsa.uiuc.edu (Internet)
Martha Parish (registration)
(217) 244-4198
mparish@ncsa.uiuc.edu (Internet)
Visitors Program
Terri Stewart
(217) 244-5608
tstewart@ncsa.uiuc.edu (Internet)
Visualization Group
Dan Brady
(217) 244-2003
dbrady@ncsa.uiuc.edu (Internet)
Workstations and Networking
Ginger Winckler
(217) 244-1097
gwinckler@ncsa.uiuc.edu (Internet)
BITNET gateway
removed
As a cost saving measure, the
VAXserver 3600, or ncsagate, will
be removed after February 1, 1992
Principally used as a BITNET mail
gateway and a BITNET file trans-
fer gateway, these services have
been ported to a Sun platform.
For some time most users send-
ing/receiving electronic mail at
BITNET sites have been able to
send/receive via Internet. BITNET
service will still be offered on a
request basis only for those with
no other means of access. Please
contact the Consulting Office [see
above] for help.
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machine access and information
Anonymous FTP IP address
ftp.ncsa.uiuc.edu (141.142.20.50)
CM Sun front-end IP addresses
cmsunl.ncsa.uiuc.edu (141.142.220.4)
cmsun2.ncsa.uiuc.edu (141.142.220.7)
cmsun3.ncsa.uiuc.edu (141. 142.220.8)
Cray operations
(217) 244-0710
CRAY Y-MP IP address
uy.ncsa.uiuc.edu (141.142.101.1)
CRAY-2 IP address
u2.ncsa.uiuc.edu (141.142.102.2)
For more detailed information about
machine access, see data link.
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HPCC news continued from page 28
The Senate unanimously passed the federal High
Performance Computing Act of 1991 on November
22, reports the Congressional Record (11/22/91). This
measure authorizes $3 billion over five years for the
development of a high-speed supercomputing network
—
roughly doubling the amount of funding for high-
performance computing in the next five years, says its
sponsor Senator Albert Gore, Jr., (D-TN). "This bill will
fund development of high-speed networking technology
and demonstrate its utility. Equally important, it will
fund development of applications for networks and train
people to develop, run, and use them," Gore told the
Senate. Program coordinators will be the White House
Office of Science and Technology Policy. Funds will be
allocated to NSF; the U.S. Departments of Commerce,
Defense, Education, and Energy; the Environmental
Protection Agency; and the National Aeronautics and
Space Administration. A
Attention CRAY Y-MP users
To improve usage of the vector processors on the CRAY
Y-MP system, hardware performance monitor 'hpm,i data
is required of users.
Researchers requesting allocations on the CRAY
Y-MP system are required to include performance
measurements with their proposals. This policy began
with the December 1991 Peer Review Board meeting,
and it applies to new and renewed accounts.
Enter help hpm for an online view of the procedures
for generating and submitting hpm data. If you have
questions about getting this information, contact the
Consulting Office [see NCSA contacts, page 31J. If you
have questions about becoming a CRAY Y-MP system
user, contact Client Administration [see NCSA contacts,
page 31]. This new policy enables NCSA to create
additional space for more users.
RISC Systems continued from page 16
the past is enforcing a significant op-
portunity cost on NCSA's and other
centers' allocation policies, where a
significantly decreasing percentage
of allocation requests from otherwise
good scientific proposals are being
granted. Architecture-directed allo-
cations will have the effect of increas-
ing the total amount of work—that
is, the number of floating point op-
erations able to flow through the
data link contents
Production systems and software
• Helpful tips and hot topics
• More sample scripts for NQS program-
ming on the Cray systems
• Collecting and interpreting hpm
performance data on the CRAY Y-MP
system
• MUDPACK installed on Cray systems
• PCGPAK2 now on Cray systems
Research and development
• Development projects in the works
• Just what is the Numerical Laboratory?
• Manipulating multidimensional
arrays with Viewit
• Operations Research
• NCSA contacts directory
To order a copy of the current issue
of data link, contact Documentation
Orders by phone at (217) 244-4130
or by electronic mail at
docorder@ncsa.uiuc.edu (Internet).
systems—while maintaining, or in-
creasing, project throughput.
Moving to a distributed
system
NCSA is further integrating the
superscalar technology by working
with IBM on an additional joint study
to bring a cluster of workstations
into NCSA's Numerical Laboratory
for the exploration of distributed
processing. This experimental sys-
tem will be a platform for evaluating
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operating system and applications
software for distributing applications
and readying them for the produc-
tion environment. The combination
of these efforts will lead to a more
effective, balanced usage of NCSA's
production systems and provide plat-
forms that exhibit true scalability
from the desktop to a distributed
system of available network re-
sources. A
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Cover: Collage representing NCSA's
newest applications layer, Mathemat-
ics and Computer Science. Reading
from left to right, top row: Carl
Friedrich Gauss (1777-1855), German
mathematician whose practical appli-
cations of mathematics are important
to twentieth-century astronomy,
geodesy, and electromagnetism; six-
teenth-century English ad showing
the advantage of Hindu-Arabic
numerals over Roman numerals on
traditional counting boards; Count-
ess Ada Byron Lovelace (1815-52),
English mathematician and daughter
of the poet Lord Byron, who is con-
sidered the first computer program-
mer and the namesake for ADA, a
language for parallel computing
developed in the 1970s; Sir Isaac New-
ton (1642-1727), English physicist and
mathematician, who was the inventor
of infinitesimal calculus, the basis for
contemporary numerical analysis.
Reading left to right, bottom row:
John von Neumann (1903-57),
Hungarian-born mathematician/
computer scientist who emigrated
to the U.S. in 1930, and designed the
first stored-program computer at
Princeton University's Institute for
Advanced Study in 1946 (UIUC's
ILLIAC I was one of the first dupli-
cates); two views of performance
analysis of a massively parallel com-
puter displayed with ParaGraph soft-
ware. (Illustration by Carlton Bruett;
concept by Fran Bond, Linda Jack-
son, and Melissa Johnson)
special report
4 Breaking ground in uncharted territory
5 Michael Heath: Shaping the direction of parallel computing research
7 Beth Richardson: Solving users' problems
8 A step on the teraflops road: NCSA acquires a CM-5
research
1 O Bridging the gap: Computer science and computational science
in parallel systems
1 2 How carcinogens and mutagens attack DNA
visualization
1 4 Developing a new type of asthma drug at Lilly
education/training
1 6 REU Program helps science education
1 8 NCSA offers new training/workshop series
software
1 9 NCSA and PSC collaborate to enhance software
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ERRATA, access, September-December
1991: On page 14, it is Jack Dongarra of
ORNL (rather than Jack Dongerra); page
19, photo in right column, it is LaShawna
Morten (rather than Melissa Chandler).
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Systems Software
Dave McWilliams
(217) 244-0640
davem@ncsa.uiuc.edu (Internet)
Training Program
Lyle Rigdon (information)
(217)244-3659
lrigdon@ncsa.uiuc.edu (Internet)
Martha Parish (registration)
(217) 244-4198
mparish@ncsa.uiuc.edu (Internet)
Visitors Program
Terri Haines
(217) 244-5608
thaines@ncsa.uiuc.edu (Internet)
machine access
and information
Anonymous FTP IP address
ftp.ncsa.uiuc.edu (141. 142.20.50)
CM Sun front-end IP addresses
cmsunl.ncsa.uiuc.edu ( 141.142.15.10)
cmsun2.ncsa.uiuc.edu (141. 142. 15.20)
cmsun3.ncsa.uiuc.edu (141. 142. 15.30)
Cray operations
(217) 244-0710
CRAY Y-MP IP address
uy.ncsa.uiuc.edu (141.142.101.1)
CRAY-2 IP address
u2.ncsa.uiuc.edu (141.142.102.2)
For more detailed information about
machine access, see data link.
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New happenings at NCSA
The coming of each spring offers an opportunity for new beginnings
in our lives. And this first access of 1992 makes note of some innova-
tions at NCSA—a new layer has been added to NCSA's Applications Program,
a new project in the Education Program has gotten underway, and initial
steps have been taken in the direction of the metacenter. Even our publication
has a new look.
According to the experts, massively parallel processing (MPP) is the
architectural system that can accomplish the goal of teraflop computing (one
trillion floating point operations per second). Last fall a group was formed to
solidify NCSA's efforts toward that objective (see page 4, "Breaking ground in
uncharted territory"). Profiles and objectives of team leaders within the group
follow on pages 5-9. Several ongoing collaborative R&D projects that connect
NCSA with other research centers in parallel systems are described in
"Bridging the gap: Computer science and computational science in parallel
systems" (page 10). If the U.S. is to maintain its technological lead, globally
speaking, R&D must be directed toward computational performance at or near
teraflops capacity on a variety of research applications—especially the Grand
Challenge projects. The acquisition of two new machines will further NCSA's
march toward the teraflop (pages 8 and 21). Two challenging chemistry
research projects that utilized NCSA's facilities—one involving DNA and
cancer, the other an experimental medication against asthma—are described
on pages 12-15.
"REU Program helps science education" (page 16) introduces the
Education Program's Living Laboratory project for transferring
technology to public schools. Aspects of the new metacenter concept
for the NSF-sponsored centers are addressed in "NCSA and PSC
collaborate to enhance software" (page 19) and "Karin addresses
NCSA staff' (page 20). Other activities at NCSA, including honors
and personnel changes, begin on page 22. A new department, the
"Book Review" (page 24), has been added.
You probably noticed that access has a new look when you removed
it from the envelope. Since the publication has been more of a small
magazine than a newsletter for a year, we are officially entering the
magazine milieu with this issue. We hope you find it to your liking.
—Fran Bond, Editor
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Breaking ground in Uncharted territory by Kathleen Robinson, Science Writer
Center experts in parallel
computation are leading
NCSA's new research efforts
in mathematics and computer science.
Their goals are to obtain the highest
possible performance on novel, lead-
ing-edge architectures for Grand
Challenge projects; to provide a
coherent infrastructure and appropri-
ate algorithms for using a heteroge-
neous network of computing resources
in applications development; and to
make available state-of-the-art nu-
merical and symbolic computational
techniques for scientific applications.
Formation of the new Mathemat-
ics and Computer Science Group, a
layer in NCSA's Applications Group,
was an organizational highlight of
late 1991. To call this layer new may
be misleading because in it are a
number of the center's most experi-
enced, long-term staff members.
These include Michael Welge, Beth
Richardson, Mark Straka, and Rick
Kufrin. Michael Heath, a relative
newcomer to NCSA who brings 12
years of professional research experi-
ence to the center, heads the group.
(See related article on page 5 of this
issue.) Experienced newcomers who
recently joined the group include re-
search programmer Roy Heimbach,
formerly at the Northeast Parallel
Architecture Center in Syracuse, NY,
and postdoctoral research assistant
Padma Raghavan, formerly at Penn-
sylvania State University, State Col-
lege, PA, where she obtained a Ph.D.
in Computer Science.
"Much of the research at NCSA
has been with the application of com-
puters to scientific problems, not re-
search in applied computer science,"
comments Heath. "Our new research
emphasis in computer science will be
tightly coupled to the actual research
needs of active, innovative research-
ers in a number of disciplines who are
committed to sharing results with
their colleagues."
Focusing research efforts
Research efforts of the Mathematics
and Computer Science Group can
be classified into three categories:
computational mathematics,
scalable systems, and
distributed computing.
In computational mathematics,
Richardson continues to support
NCSA's math software libraries on
vector multiprocessor, massively par-
allel, and superscalar architectures.
(See related article, page 1.)
Scalable systems research is fo-
cused on massively parallel architec-
tures such as the existing CM-2 and
the forthcoming CM-5. "Scalable
means that the software will work
with reasonable efficiency and effec-
tiveness over a wide range and num-
ber of processors—and, hopefully, be
reasonably portable across different
parallel architectures," Heath ex-
plains.
Research in distributed computing
focuses on loosely coupled, heteroge-
neous networked computational
resources—that is, metacomputer
technology (see access, September-
December 1991). During 1992 the
group will evaluate existing and
newly developed distributed comput-
ing systems, such as PVM (see page
6), for user applications.
All of this research in parallel
computing is carried out collabora-
tively with the UIUC Department
of Computer Science, the Center for
Research on Parallel Computation at
Rice University, and the other three
NSF supercomputer centers. (See
related article on page 11.)
Distributed leadership
"We have a sort of distributed leader-
ship, which seems appropriate for a
group that is working on distributed
computation," says Heath. "I am in
some sense the leader because of
scientific seniority, but we have a lot
of administrative and technical talent
in this group. Michael Welge handles
a large part of the group technical
and administrative leadership respon-
sibility. In fact, he was instrumental
in NCSA's move into MPP and the
acquisition of the CM-5." (See related
article, page 8.)
"These are highly versatile staff,"
says Melanie Loots, associate director
for NCSA's Applications Group which
includes the mathematics/computer
science layer. "They've demonstrated
their ability to switch hats—from
being Cray experts, to being CM-2
experts, to preparing for the CM-5
arrival. These new machines don't
necessarily come with an inch-thick
book of applications software or even
mature operating systems. The re-
search community now computes on
vector multiprocessors, massively
parallel computers, and superscalar
workstations. Their multiple needs
demand a high degree of flexibility
from the Mathematics and Computer
Science Group."
Welge concurs: "We take these
new machines that have incomplete
libraries and few tools and start
building the foundation for the na-
tional community to use." And Heath
says that the fantastic performance
gains and memory capacity offered
by the new generation of massively
parallel architectures will enable
users to solve problems on an unprec-
edented scale.
NCSA's Mathematics and Computer
Science Group (left to right): Michael
Heath, Michael Welge, Mark Straka,
Beth Richardson, Padma Raghavan,
Rick Kufrin, and Roy Heimbach. (Photo
by Thompson-McClellan Photography)
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Michael Heath:
Shaping the direction
of parallel computing
research by Sara Latta,
Science Writer
The August 1991 arrival ofMichael Heath, leader of
NCSA's newly formed Math-
ematics and Computer Science Group,
marks a new trend in the center's
research: "As we [NCSA] move into
more novel architectures and massive
parallelism, we will need a stronger
research component in computer sci-
ence," says Heath, UIUC professor of
computer science. "Part ofmy mission
here is to initiate and help shape the
direction of such a research program.
"As we move to more massively
parallel computers, we need to make
sure not only that software will be
available, as it has been for conven-
tional computers in the form of soft-
ware libraries, but also that the
structure of that software is suitable
for this new environment of mas-
sively parallel computation." Heath
explains that his primary focus is to
develop a scalable parallel library for
numerical linear algebra under the
3-year DARPA-sponsored Scalable
Parallel Libraries Initiative. "Unlike
conventional computers for which
algorithms are very well understood,
algorithms for parallel machines are
still under intensive development."
According to Heath, numerical
linear algebra tends to be the earli-
est, most fundamental research area
implemented on any new computer
architecture. So it is the obvious first
candidate for implementation on
massively parallel processing (MPP)
machines. "We're using that as a
prototype of other areas to come for
implementation in scalable libraries."
Sparse matrix computations
Heath received his Ph.D. in computer
science from Stanford University in
1978, where he worked with Gene
Golub, a well-known numerical ana-
lyst. Upon completing his studies at
Stanford, he went to Oak Ridge Na-
tional Laboratory (ORNL)—initially
as a postdoctoral fellow, then as a
research staff member. Eventually he
Heath continued on page 6
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A dense matrix showing message
passing (traffic) with ParaGraph
software. (Courtesy of M. Heath)
Heath continued from page 5
became group leader of the Computer
Science Research Group.
While at ORNL, Heath came to
specialize in sparse matrix computa-
tions and in parallel computation.
Because of a request from the Na-
tional Geodetic Survey (NGS), a
government agency responsible for
mapmaking, he became interested in
sparse matrices. "It just so happens
that geodesy is one of the older appli-
cations of the least squares method,"
Heath said. "The NGS wanted to
adjust geodetic data for the entire
North American continent, which
would form a system of 7 million
equations and 400,000 unknowns.
They were obviously worried not only
about whether they could do it, but
whether the answers would mean
anything when they did compute
them. So, together with Alan George
of the University of Waterloo in
Canada, I developed a new method
for solving these problems that was
more numerically stable and robust
than previous methods."
Heath's current research in sparse
matrix computations centers on
developing scalable algorithms and
software for solving large sparse
systems of linear equations—such
as those that arise in finite element
methods for structural analysis.
Done in collaboration with Padma
Raghavan, NCSA postdoctoral
research associate, this work is
sponsored by DARPA's Scalable
Parallel Libraries Initiative.
Visualizing MPP
"The behavior of parallel algorithms
is complex and can be difficult to
understand. If you try to monitor the
performance by collecting data during
a computer run, the volume of data is
huge," says Heath, who began devel-
oping sparse matrix algorithms on
MPP machines when they appeared
in the mid-1980s. "I got into perfor-
mance visualization in an effort to
understand my own algorithms bet-
ter." This resulted in a software pack-
age called ParaGraph, which is being
evaluated at NCSA [see access,
September-December 1991].
A software tool that provides a
detailed, dynamic, graphical anima-
tion of the behavior of message-pass-
ing parallel programs and graphical
summaries of their performance,
ParaGraph was developed by Heath
while at ORNL. "As with most cases
of visualization, it's an attempt to use
visual intuition and insight to under-
stand very complex behavior and
very large volumes of data," Heath
explains. "The interesting twist here
is that it's not the results of the com-
putation you're visualizing; it's the
computation itself."
An interesting feature of the Para-
Graph package is that all program-
ming was done by undergraduates
in a research internship program at
ORNL. One undergraduate, Jennifer
Etheridge (of the University of
Tennessee-Knoxville at the time),
wrote the bulk of the code.
ParaGraph and another software
package called PVM (Parallel Virtual
Machine)—which has both perfor-
mance visualization and integrated
instrumentation components and
was initially developed under Heath's
supervision at ORNL—are part of the
software milieu being evaluated at
NCSA. Both are part of the develop-
ment of NCSA's metacomputer
V
(above) A sparse matrix showing
the matrix itself and eight pro-
cessors in use with ParaGraph.
(Courtesy of M. Heath)
(below) Snapshot of message
passing in matrix factorization
using ParaGraph. (Courtesy of
M. Heath)
project, described in detail in the
September-December 1991 issue
of access.
Facilitating parallel
computing
Heath's goal is to help make parallel
computation more effective—both by
inventing new parallel algorithms
and by developing software tools that
facilitate parallel programming.
His current efforts in sparse
matrix computations and in perfor-
mance visualization reflect these
interests. As parallel architectures
with more processors become avail-
able, Heath expects the future
emphasis will be on scalability.
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Beth Richardson: Solving USers' problems by Randall Graham, Science Writer
NCSA applications program-
mer Beth Richardson likes
to help users. "It's like being
a detective because they come to me
with a program that doesn't work,
and I have to solve the mystery.
There are clues along the way, but
you have to know where to look. It's
very rewarding when you solve the
problem and help a user get his or
her results."
Richardson has two goals in near-
ly everything she does in NCSA's
Mathematics and Computer Science
Group: to help users get the best
results out of each software package
she maintains and to increase users'
range of functionality by adding new
software to NCSA's supercomputers.
Much of her time is also spent con-
sulting.
Solving user problems
does not come easily.
After earning a B.S. in
mathematics and an
M.S. in computer sci-
ence from UIUC, Rich-
ardson worked for 2
years at the Max Planck
Institute in Gottingen,
Germany and then spent 15 years at
UIUC's Computing Services Office.
One of the first people hired by NCSA
when it began over 6 years ago, she
has more than 20 years of computing
experience.
Choosing software
An important part of Richardson's job
is choosing and installing software for
NCSA's high-performance computers.
She has installed 19 new packages in
the last 2 years, and she supports
more than 35 packages for the Cray
machines alone. When selecting soft-
ware, she spends hours comparing
and evaluating various packages with
other possible choices as well as with
existing software on NCSA's systems.
Through this process, Richardson be-
comes expert with each new program.
This is essential to helping users be-
come proficient with new packages,
and it enables Richardson to help
users select the best software for
their needs.
Virtually every discipline uses a
math or statistics program, so Rich-
ardson finds herself assisting a broad
range of users.
Currently she is evaluating soft-
ware for new architectures as part of
NCSA's metacomputer thrust. [See
access, September-December 1991.]
Sharing knowledge
By writing help files, manual pages
(man pages), and data link articles
for specific software, Richardson
shares her knowledge with users in
several ways, "data link is read by a
nationwide audience," says Richard-
son, "and we can reach a lot of people
through those articles. Each time we
introduce a new package on one of
NCSA's computer systems or update
an existing one, I write an article
about it." Richardson also acts as a
liaison between vendors and users
by reporting user-identified bugs and
installing vendor-supplied
bug fixes.
Users who need a math
or statistics program that
is not available should
contact Richardson (see
below). She values users'
suggestions about which
packages are most useful.
"Because of the cost, only a
select number of software packages
are added each year," she says. "And
we need to know what users want.
This helps us determine if there are
enough users to justify a purchase."
Operations research
When NCSA decided to emphasize
operations research (OR) in 1991,
Richardson took particular interest.
She began studying the subject and
brought in a series of speakers to
generate interest in the field.
Science gave birth to OR
in the 1940s to help the
Allies allocate scarce
battlefield resources
during World War II,
and it proved instru-
mental in winning
the war. Afterwards,
the military scientists
who worked with OR returned to ci-
vilian life and applied the same tech-
niques to industrial problems. Many
OR problems involve the optimal
handling of large numbers of items,
such as routing parcel deliveries,
scheduling airline crews, harvesting
timber, or managing the flow of mate-
-0
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rials through a processing facility.
Recently computer technology has
enabled scientists to apply OR tech-
niques to many large-scale problems.
"I define operations research as a
scientific approach to decision mak-
ing," Richardson says.
"It attempts to find the
optimal solution by
resolving conflicts of in-
terest. The interesting
thing about operations
research is that it's so
multidisciplinary. User
fields range from electri-
cal engineering to busi
ness administration
"Supercomputers are essential for
operations research," says Richard-
son, "because they enable researchers
to work with very large models with
many variables. They have given
researchers the ability to experiment.
With the speed of supercomputers,
you can watch the iterations. If a
problem occurs in the middle of your
computer run, you can stop it, read-
just the parameters, and get a better
result.
"One interesting aspect of opera-
tions research is that it has enabled
me to get involved with our industrial
partners since industry uses opera-
tions research so heavily."
Training
"I like to train users," says Richard-
son. In 1992 she is focusing more on
training. In addition to math and sta-
tistics, she teaches vectorization and
optimization. "Vectorization and opti-
mization courses help users make use
of all of the architectures at
NCSA." To obtain copies of
overheads
of the OR series lectures or to
provide feedback on NCSA's
mathematics and statistics
software, contact Beth Rich-
ardson by electronic mail at
bethr@ncsa.uiuc.edu or by
telephone at (217) 333-6276. A
Array patterns from Highly Parallel
Computing by Almasi and Gottlieb.
-o-
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A step on the teraflops road: NCSA acquires a CM-5 by 'Jarrati Cohan,
Madia Ralations Officer
NCSA's CM-2.
(Photo by Wilmer Zehr)
Michael Welge, leader of the
parallel processing team,
likens using massively par-
allel supercomputers to exploring a
new continent. "We take prototype
production systems, learn as much
as we can about them, bring Grand
Challenge problems to them, and
transfer our knowledge to the
national user community," he says.
"Our team members become part of
research groups, aiding in the explo-
ration" of these new architectures.
Part of the Mathematics and
Computer Science Group [see related
article on page 4], the parallel pro-
cessing team will be busy with the
installation of one of the newest
machines into NCSA. A Thinking
Machines Corporation (TMC) CM-5,
the latest model of their Connection
Machine line, is scheduled for deliv-
ery by mid- 1992. Funding, which
includes the CM-5 acquisition and an
upgrade of the CM-2 as well as addi-
tional support staff, will come from a
number of U.S. government sources.
Note: Kathleen Robinson, science writer,
contributed to this article.
Concurrent with the acquisition
of the CM-5, NCSA will be actively
collaborating on massively parallel
processing (MPP) with several other
institutions, including the three other
NSF-sponsored supercomputer cen-
ters; the Naval Research Laboratory;
and Los Alamos, Oak Ridge, and
Sandia National Laboratories. All
these institutions have, or soon will
have, MPP hardware. According to
Michael Heath, pooling collective
experience will greatly accelerate the
effective use of new computational
paradigms.
Anticipating the future
"This moves us from current scalable
systems to the future generation,"
Welge says. "It is a vehicle to take
users to the teraflops computing
range." Goals of the collaborative
effort are to create a software base for
supporting applications development,
optimize applications for massively
parallel architectures, properly train
personnel, and build an experienced
community of users.
As part of the effort to transfer
knowledge about massively parallel
processing to NCSA's community of
researchers, the center is joining sev-
eral newly formed consortia. From
each collaboration, languages, tools,
libraries, algorithms, and applica-
tions drivers for MPP will be gar-
nered so that the center can transmit
useful information to the national
community.
Tapping the new generation
"Scalable parallel processors promise
the most dramatic increases in com-
puting power," states a recent pro-
posal by some members of the group.
A radical TMC redesign, the CM-5
employs off-the-shelf SPARC proces-
sors with four 64-bit vector units
added on. These are collectively called
nodes and are capable of 128 million
floating-point operations per second
(Mflops) peak speed each. Scalable up
to a theoretical maximum of 16K
nodes, the CM-5 has been touted as
the first tflops machine. A unique
feature of the CM-5 is its ability to
run in both SIMD (single instruction/
multiple data) and MIMD (multiple
instruction/multiple data) modes [see
access, September-December 1991].
NCSA's CM-5 will initially have
512 nodes and 8 Gbytes of memory.
By the end of calendar year 1992, the
center expects to have a machine
with 512 nodes and 16 Gbytes of
memory. The machine is software-
compatible with previous Connection
Machines at a source language level
(Fortran, C*, and *Lisp).
According to Welge, the acquisi-
tion of the CM-5, together with the
CM-2 upgrade, will improve NCSA's
MPP environment considerably. The
CM-2 enhancement will offer users
1 Gbyte of memory, 64-bit floating-
point processors, and a 30-Gbyte
DataVault. The addition of the 64-bit
floating-point units will allow "slice-
wise" programming. Directly pro-
gramming the floating-point units
(FPUs) with the slicewise model can
provide increased performance be-
cause it (1) uses FPU registers more
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efficiently, (2) requires less memory,
and (3) removes the need for commu-
nication between FPUs and CM pro-
cessing units.
"We need the CM-2 to provide a
stable time-sharing production envi-
ronment for the community," Welge
says. It will continue to be allocated
quarterly by the NCSA-PSC Peer
Review Board. (See January-Febru-
ary 1991 access for some examples of
CM-2 academic projects.)
Industrial MPP applications
"Massively parallel computers are at
least a generation ahead of where
most U.S. industry is with comput-
ing," says Welge. Several Industrial
Partners are now exploring massive
parallelism with help from NCSA,
including Mathematics and Com-
puter Science Group members Roy
Heimbach, Rick Kufrin, Mark
Straka, and Welge. These include:
Caterpillar Inc. is currently
working on three projects. In collabo-
ration with Heimbach, Straka,
TMC, and the UIUC Department
of Mechanical Engineering, they are
implementing a discrete element
particle simulation code on the CRAY
Y-MP and CM-2 systems. The com-
pany is also tackling the "Dealer
Store Site Selection Problem," finding
an optimal placement for a limited
number of stores in a given geograph-
ical area to maximize the number of
customers served within a limited
service radius. Welge and TMC
Applications Engineer Mike D'Mello
are analyzing CM-CM Scientific Soft-
ware Library algorithms that may
replace existing algorithms in the
heavily used CAT-developed Dynasty
code.
Research scientists at Eli Lilly
and Company have begun molecu-
lar dynamics calculations on the
CM-2 using a program developed
by Klaus Schulten and Andreas
Windemuth of UIUC's Beckman
Institute. Together with Kufrin and
Mike Krogh (NCSA visualization
specialist), they are developing this
Grand Challenge application. Work
in progress includes modifications to
allow real-time visualization via a
high-speed linkage between the CM-2
and high-end graphics workstations.
Motorola
Inc. researcher Bob
Geiger, working with Kufrin
and Stephen Saroff (former TMC
applications engineer, now with the
Minnesota Supercomputer Center)
migrated and optimized the simula-
tion of electromagnetic wave propaga-
tion by means of the line matrix
method on the CM-2. Using the
slicewise compiler, large performance
gains were achieved with modest
rewriting and restructuring. Motorola
researchers are continuing develop-
ment of their 3D electromagnetic
modeling code as well.
Of the immediate future, Welge
says, "We'll be spending our time
staying on top of new software tools,
languages, and libraries that will
come out of collaborative work
with other consortia members and
research groups. Then we will be
evaluating these tools through our
application development work as well
as transferring them to the national
community."
CM-5. (Courtesy of
Thinking Machines Corp.)
CM-5 probe projects
In addition to industrial applications, the
new CM-5 technology will be used initially
by some probe projects, including:
DARPA Scalable Library develop-
ment. DARPA is funding research on
scalable libraries for sparse matrix com-
putations. Michael Heath, leader of the
Mathematics and Computer Science layer,
is working on algorithmic, communication,
and user interface issues for MPP systems
(see page 6).
Molecular Dynamics code develop-
ment. Schulten is involved in an effort
to port the occam version of a molecular
dynamics code to the CM-5. (occam is a
parallel programming environment for
transputers.) An enhanced visualization
system incorporating high-speed transfer
interaction is also a goal.
GROMOS /Delta code develop-
ment. Developing GROMOS code and
porting and optimizing Intel Touchstone
Delta code for the CM-5's message-passing
system are being addressed by Shankar
Subramaniam, NCSA research scientist in
computational biology.
Antibody Modeling and Antibody-
Antigen Association. Subramaniam is
also developing code for studying kinetic
and thermodynamic aspects of macromo-
lecular association.
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Bridging the gap: Computer science and computational science
in parallel Systems by Sara Latta, Science Writer
Amajor obstacle to meetingscientific Grand Challenges
—
i fundamental problems in sci-
ence or engineering with potentially
broad economic, social, or scientific
impact like weather forecasting—is
the fragmentation of knowledge and
expertise. The gap is particularly
apparent between applications scien-
tists, who do research, and computer
scientists, who design and build ever
more sophisticated computer sys-
tems—especially high-performance
parallel systems. Applications scien-
tists may recognize the usefulness of
parallelism in solving increasingly
complex problems, but they lack the
expertise of computer scientists who
have detailed knowledge about the
hardware and software of parallel ar-
chitecture. In turn, architects of high-
performance machines may know
little about the requirements of disci-
pline-specific applications.
Although it has become increas-
ingly clear that high-performance
parallel systems are powerful enough
to solve some of the large scientific
and engineering problems that lie
ahead, putting parallelism to work
is not an easy task. Algorithms must
be rethought for parallelism, and
users' programs must correctly man-
age multiple resources. To help bridge
the gap between computer science
and computational science, NCSA
is engaging in several collaborative
efforts described below.
NCSA/UIUC collaboration
NCSA and UIUCs Department of
Computer Sci-
ence have em-
barked on what
may be the most
comprehensive
joint effort of its
kind: to bring
computer scien-
tists' parallel
processing ex-
pertise together
with applications
scientists' know-
ledge for solving
Grand Challenge
problems.
"Computer
scientists have
tended to concentrate on building
machines—designing new languages
and operating systems," says Duncan
Lawrie, professor and head of the
UIUC Department of Computer
Science. "While there may have been
some interaction with users, there
hasn't been a team effort to solve sci-
entific problems. If we, the computer
scientists, are going to remain in the
mainstream of what's happening, we
have to become more closely involved
with applications scientists."
A collaborative effort began in
spring 1991 with a seminar series
that brought computer scientists and
computational scientists together.
When computer scientists heard Bob
Wilhelmson, NCSA research scientist
and UIUC professor of atmospheric
sciences, talk about the need to regrid
his adaptive meshes used in studying
severe weather, they began to see
where they could be instrumental
in solving the problem. As a result,
computational scientists and com-
puter scientists began to form teams
to solve problems of mutual interest.
(See page 11 for list of collaborators
and research areas.)
One example of a collaboration
between a computational scientist
and a computer scientist is that of
Eric Jakobsson (UIUC physiology
and biophysics professor) and Geneva
Belford (UIUC computer science
professor). Jakobsson is interested in
compiling a cell physiology database
and using that information to build a
dynamic model of cell physiology.
"A living cell is a good example of
a very densely interconnected sys-
tem," Jakobsson says. "There are
literally thousands of simultaneous
discrete processes that affect the
chemical concentration, osmotic bal-
ance, and electrochemistry of the cell.
We know that there are many emerg-
ing properties of cells that come from
these interactions, but we really don't
know how to characterize or explore
them. The only way to deal with these
data is with a dynamic model, created
from a database of cellular processes
and interactions. It's an ideal prob-
lem for massively parallel machines,
because the problem itself is parallel."
Adds Belford, who specializes in
databases, "Although databases in
the past have concentrated in busi-
ness applications, scientific applica-
tions are the need for the future. And
they require a much different facility.
Scientists are asking much more
difficult questions of the data from
the computer scientist's point of view.
There are questions of how to orga-
nize and store the data, and how to
provide access that will support these
applications."
Other areas of collaboration
include parallel libraries, algorithm
analysis in parallel computation,
programming environments, operat-
ing systems, communications, and
performance evaluation. To bolster
research efforts, the goal is to acquire
a large machine that will provide
cycles for the teams and a small
machine for experimental work.
"The system software, or parallel
operating system, is what makes
the machine civilized," says Assistant
Professor Andrew Chien (UIUC
Department of Computer Science),
a member of the Parallel Operating
Systems project.
"While advance-
ments have been
made in speed-
ing the compu-
tational part of
massively paral-
lel machines,
I
I
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NCSA/UIUC collaborators
Applications areas
Global and regional weather model-
ing Bob Wilhelmson, Dan Reed*
Combustion/Detonation simulation
Scott Stewart, Andrew Chien*,
Laxmikant Kale*, Pravin Vaidya*
Galaxy formation and cosmological
clustering Mike Norman, Jim Stone,
Herbert Edelsbrunner*
Condensed matter physics David
Ceperley, Detlef Hohl, Roy Campbell"1"
Numerical relativity Ed Seidel, Larry
Smarr, David Hobill, David Bernstein,
Paul Saylor*, Faisal Saied*
Computational chemistry Paul Saylor*,
Harrell Sellers
Finite element computations Fouad
Ahmad, Herbert Edelsbrunner*, Pravin
Vaidya*
Cell physiology database and
dynamic model Eric Jakobsson,
Geneva Belford*
Molecular dynamics Shankar
Subramaniam, Klaus Schulten, Robert
Skeel*, Laxmikant Kale*, Pravin
Vaidya*
Protein electrostatics Shankar
Subramaniam, Faisal Saied*, Larry
Rendell *, Pravin Vaidya*
Biomolecular structures Shankar
Subramaniam, Eric Jakobsson, Herbert
Edelsbrunner*, Dave (C-L) Liu*, Gul
Agha*
Protein expert systems/learning
Shankar Subramaniam, Larry Rendell*
Computer science areas
(infrastructure and tools)
Scalable libraries Mike Heath+
,
Robert Skeel*, Paul Saylor*, Faisal
Saied*, Fouad Ahmad, Harrell Sellers,
Laxmikant Kale*
Parallel operating systems Roy
Campbell"1", Andrew Chien, Dan Reed,
Bob Wilhelmson, Mike Norman,
Guangming Zhou
Heterogeneous networking Mike
Heath"1", Bob Wilhelmson, Mike Norman,
Lex Lane, Jane Win-Shih Liu*, Gul
Agha*
Distributed visualization Polly Baker,
Clint Potter, Shankar Subramaniam
Parallel performance tools Dan Reed*,
Mike Heath+
,
Scott Stewart
Parallel programming tools
Laxmikant Kale*, Gul Agha*, Shankar
Subramaniam, Rick Kufrin, Polly Baker,
Andrew Chien*
* UIUC Department of Computer Science
faculty
+ Joint NCSA/CS appointment
relatively little has been made in
speeding the movement of data in
and out of the machine. Dan Reed
and I are developing techniques for
scalable, parallel input/output (with
two orders of magnitude improve-
ment) making it possible to keep up
with these very powerful machines
and to improve the performance of a
number of Grand Challenge applica-
tions."
"There has been a lot of progress
in algorithms ever since modern
computing started," says Paul Saylor,
UIUC professor of computer science,
who is a member of the Scalable
Libraries project. "A fast algorithm
traditionally is one that gets the
answer with the least amount of
arithmetic, but on a high-performance
computer there are new issues like
data communication and load balanc-
ing. Fast algorithms now have to
have maneuverability if they are go-
ing to keep on being fast algorithms,
like the fastest car on the straight-
away may not be the fastest car at
the Grand Prix. It's an exciting time
in the numerical algorithms commu-
nity—redesigning old algorithms and
creating new ones."
NCSA/CRPC collaboration
According to its director Ken
Kennedy, the mission of the Center
for Research on Parallel Computation
(CRPC) at Rice University in Hous-
ton, TX, is to make massively parallel
systems usable at least as much as
sequential vectorized computer sys-
tems are today. Although scientists
are able to write programs that can
be compiled to an efficient code on
any vector supercomputer, the same
scientists wishing to use a parallel
supercomputer must rewrite their
programs in an extension of Fortran
that explicitly reflects the machine's
architecture. Not only are conver-
sions inherently difficult to make,
they must also be machine-specific.
A code written for a MIMD (Multiple
Instruction, Multiple Data) distrib-
uted-memory machine (such as an
Intel iPSC/860) may be incompatible
with SIMD (Single Instruction, Mul-
tiple Data) parallel machines (such
as Thinking Machines' CM-2).
Projects at CRPC
One major goal of CRPC is to develop
a machine-independent parallel pro-
gramming model that can be used for
both shared and distributed-memory
SIMD/MIMD archi-
tectures. "One of the
key problems in tai-
loring a code to ex-
ecute efficiently on a
parallel computer is
that of data distri-
bution," explains Kennedy, who is
also director of CRPC's Fortran Paral-
lel Programming System Project and
Noah Harding Professor of Computer
Science at Rice. "We've developed an
enhanced version of Fortran 77 or
Fortran 90, called Fortran D, which
introduces data decomposition speci-
fications." For the most part, the
Fortran D extensions can be viewed
as directives to the compiler, rather
than adding to or subtracting from
the original program, so that the
meaning of the program is exactly the
meaning of the Fortran program con-
tained within it. They simply advise
the compiler.
CRPC scientists are building and
testing compilers for the Fortran D
language: one for a MIMD distrib-
uted-memory machine (the Intel
series of parallel machines) and one
for a SIMD machine (the CM-2).
"The compiler for a massively par-
allel machine has the responsibility
of using the data distribution infor-
mation to derive the parallel program.
The derivation takes place through
the 'owner computes rule,' which
states that if you own a datum, then
you compute the value that is stored
in that datum." In other words, data
decomposition also specifies the
distribution of work in Fortran.
Kennedy and his colleagues at
CRPC will collaborate with "several
key users at NCSA with whom [they]
can work to bring up a Fortran D
version of their computer program,
and test the implementation on two
different parallel machines." Kennedy
adds, "We hope to begin the collabo-
rations before the summer." Roy
Heimbach, NCSA research program-
mer, is the contact person for NCSA.
Wilhelmson is eager to begin test-
ing the Fortran D system. He uses
Parallel systems continued on page 23
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How carcinogens and mutagens attack DNA by Randall Graham, Science Writer
Describing his research, Chemist Pierre LeBreton
says, "We know that most cancers begin when a
genotoxic molecule reacts with DNA and makes it
dysfunctional—in a way that is not susceptible to efficient
biochemical repair. But we don't understand why some
sites on DNA are more susceptible to damage than others."
Nearly 20 years ago in 1973, NCSA principal investiga-
tor LeBreton, professor of chemistry at the University of
Illinois at Chicago (UIC), began examining the electronic
properties of DNA components. In 1987 he added NCSA's
Cray systems to his research tools.
By combining photoelectron spectroscopic data with
theoretical calculations from the CRAY-2 and CRAY Y-MP
systems, he gets a more detailed and experimentally
verified picture of electrons in DNA than was previously
possible. His goal is to employ these images to better
understand how DNA interacts with other molecules.
LeBreton's methods for describing electron energies and
density distributions can be applied to a wide range of
large molecules. But his focus is on nucleotides, the small-
est molecular units in DNA. A human gene consists of
thousands of nucleotides linked into the familiar double-
helical strands depicting DNA.
Measuring electronic orbital energies
"All chemical interactions are governed by two things:
the shapes of molecules and their electronic structures,"
LeBreton explains in simple terms. "The shapes of mol-
ecules are defined when we know the positions of the
heavy, slow-moving atomic nuclei from which the mol-
ecules are made. Currently experimental chemists are
routinely able to determine the shapes of large molecules.
However, since each nucleus in a biological molecule is
accompanied by approximately five light and very fast
moving electrons, it is much more difficult to obtain reli-
able electronic descriptions of large molecules—whether
one relies on theory or experiment. Nevertheless, under-
standing DNA at an electronic level will provide new
insight into how it reacts with chemical carcinogens."
A great deal can be learned about the electronic energy
levels of molecules by measuring their ultraviolet (UV)
photoelectron spectra. LeBreton examines the photoelec-
tron spectra of nucleotide components and of model com-
pounds with electronic environments, similar to those
occurring in nucleotides. Each nucleotide is composed of
a base, a sugar, and a phosphate group. Only the bases
—
guanine, adenine, thymine, and cytosine—differ. Initially
LeBreton selects the component to be examined (one of
the bases or a sugar model compound such as 3-hydro-
xytetrahydrofuran) and obtains a library of orbital ener-
gies for this component. He does this by performing an
experiment whereby he places a sample of the mol-
ecule in a vacuum and heats it until it forms a gas cloud.
Then he measures the photoelectron spectrum by irradiat-
ing the vaporized sample with high-energy UV light. This
causes the molecule to eject electrons. By measuring the
kinetic energy of an ejected electron, LeBreton obtains the
orbital energy of the electron in the molecule in which it
Photoelectron-scaled, Cray-generated energies and
valence electron distributions for 2' deoxyguanosine-
5'-phosphate (5'-dGMP) containing 180 electrons.
Electronic energies represented by ionization poten-
tials are compared for 5'-dGMP in a right-handed
helix (B-DNA) and in a left-handed helix (Z-DNA).
(Courtesy of P. LeBreton; results in collaboration
with Min Yu and Ho Soon Kim, UIC)
Dissecting the genetic code
Each cell in the human body carries an entire genetic code
packaged in 23 chromosomes residing in the cell nucleus,
and each chromosome holds a different portion of the
code. All are required to make an individual complete.
Every chromosome is composed of numerous genetic
segments, called genes, that are made up of double-helix
strands of DNA. Each gene, composed of thousands of
nucleotides, determines a specific physical characteristic
like height.
"Nucleotides are letters," says LeBreton, likening
them to parts of the alphabet. "Three nucleotides are
needed to form a word. Arrange a group of words into a
sentence, and you have a gene. Compile enough sentences
for a chapter, and you have a chromosome. The full set of
chromosomes form the completed book—a person's genetic
code. That book is called the genome."
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resided. Experimental electron energies for the molecule
are then compared with results from quantum mechanical
calculations.
This completes the experimental picture of the compo-
nent or model compound. However, UV photoelectron
spectroscopy can only be used on nucleotide components
because intact nucleotides are too large for detailed photo-
electron investigations. Since the nucleotide components
perturb one another's electronic structure, the library of
electron orbital energies—which LeBreton has gathered
from his measurements of the nucleotide components and
model compounds—only approximates the orbital ener-
gies in the intact nucleotide. The next job is to determine
the changes in the electronic orbital energies that occur
when the components are incorporated into DNA.
Supercomputing to unite experiment
with theory
Running his research on both of NCSA's Cray systems,
LeBreton combines experiment with theory by comparing
quantum mechanical descriptions of the components,
model compounds, and intact nucleotides obtained by
solving the appropriate Schrodinger equation for each
molecule. Solutions are obtained by using the Gaussian
90 code at the Hartree-Fock level with the 4-3 1G split-
valence basis set. Each theoretically calculated electronic
energy in the intact nucleotides is then corrected by indi-
vidually mapping nucleotide orbitals into the library of
experimentally measured orbitals in the nucleotide com-
ponents and the model compounds.
According to LeBreton, it is impossible to perform
calculations on nucleotides at a level of accuracy that per-
mits nucleotide orbital mapping without a supercomputer.
He says that his work on nucleotide electronic structures
was stalled from 1980 to 1987 (before his NCSA alloca-
tion) because of the lack of adequate computing power.
Electrons in DNA
To date, LeBreton's most significant accomplishment
has been in developing a new method of combining experi-
ment with theory to obtain detailed and reliable descrip-
tions of the fundamental building blocks of DNA. A
surprising result of his investigations is that as the
ionization potentials of the bases in nucleotides decrease,
there is an increase in the reactivity of these bases with
mutagenic and carcinogenic methylating agents. This
observation suggests a reaction mechanism in which the
mutagen encounters DNA but does not react instanta-
neously. Instead the methylating reagent initially forms
a loose complex with DNA and wanders over the surface
of a nucleotide seeking a vulnerable site for covalent
modification.
"So far we've examined nucleotides as isolated mol-
ecules," LeBreton states. "In real life, they are in contact
with water molecules, positive counterions, and proteins.
I'd like to know in a detailed way how these interacting
molecules and ions influence the electronic structure and
reactivity of DNA." He plans to examine larger and larger
DNA segments to further his understanding of how nucle-
otides influence one another's electronic structures.
The dynamics of DNA intrigues LeBreton. "DNA is an
active molecule which changes its shape and conformation
at various times in the life cycle of a cell. I would like to
know if there are changes in the electronic structures of
DNA which occur when the molecule changes shape and
whether these electronic changes are related to changes
in reactivity. Especially interesting are the active states of
DNA which are involved in replication and transcription."
Note: The American Cancer Society, NCSA, CRI, the Petroleum
Research Fund of the American Chemical Society, and the
National Cancer Institute of the National Institutes of Health
have supported LeBreton's work.
Schematic representation of photoelectron
and fluorescence emission from nucleotide
components and carcinogenic hydrocarbons
(Courtesy of P. LeBreton)
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Developing a new type Of asthma drug at Lilly by Jarrett Cohen, Media Relations Officer
ver the last 20 years, the number of asthma cases
has almost tripled in the U.S. With more than
one-half of the sufferers children and mortality
rates inexplicably on the rise, researchers are now striv-
ing to develop a new class of asthma drugs that will strike
at the root cause of the disease. David Herron, senior
research scientist at Eli Lilly and Company, harnesses
the power of high-performance computing and scientific
visualization to aid in his company's quest to combat
asthma.
Leukotrienes
Herron and Lilly's asthma research team are studying
a class of small molecules known as leukotrienes, which
were first discovered in the 1970s. Derived from an unsat-
urated fatty acid called arachidonic acid, leukotrienes are
released by several types of tissues and cells in the lungs.
Interacting with receptors there, leukotrienes cause the
lungs to stiffen and become irritated. Symptoms such as
difficult breathing and coughing result.
In these respects, leukotrienes are analogous to the
more commonly known histamine, but research has
shown leukotrienes to be much more powerful as asthma-
causing agents. Lilly's goal is to develop "leukotriene
receptor antagonists" that will recognize the receptors,
bind to them, and block the leukotrienes. "When you
make an [antagonist], you have to make a molecule that
looks enough like the leukotriene so that the receptor
recognizes it. But it has to be different enough so that
it does not trigger the reaction," Herron says.
Before the advent of supercomputing and visualization
techniques, medicinal chemists usually studied molecules
in two dimensions. "A lot of their work was done on the
backs of envelopes," Herron says. This limitation often
resulted in a trial-and-error approach to synthesizing
drugs—a method that cost much time and money. To de-
velop leukotriene antagonists, it is important to first have
a three-dimensional understanding of the leukotrienes'
shapes over time, he says.
"We can take that molecule from the back of the enve-
lope, do a three-dimensional simulation of its behavior,
and see if it has the right shape. Your chances of making
mistakes are a lot less," Herron explains.
Prior to Lilly's joining the NCSA Industrial Program
in 1987, Herron used a VAX to model the leukotriene
molecules—a process that would have been difficult to
complete in months. Running AMBER software on NCSA's
CRAY X-MP/48 supercomputer (about 50 times faster),
he got results after a few days. Herron continues to use
supercomputing in his research—with Lilly's CRAY-2
system, which was purchased in 1990.
Working with visualization specialists William
Sherman and Jeffrey Thingvold of NCSA's Visualization
Group, Herron visualized more than 2 Gbytes of data re-
sulting from the Cray's simulations. Taking about a year
to complete, their animation entitled "Molecular Dynam-
ics of Cysteinyl Leukotrienes" analyzes and compares the
shapes that three known leukotriene molecules most often
assume.
Unique approaches
"No one has done this before," Herron points out. "People
carry out molecular dynamics simulations all the time,
but they only look at one. We are comparing the dynamic
behavior of three molecules—clearly visualizing how simi-
lar and different they are. Normally researchers would
make three long movies, one on each molecule, but it's
difficult to compare them visually that way."
LTC4, LTD4, and LTE4 are the leukotrienes under
study. These "molecules are always moving, vibrating.
They differ in that some are stiff, and others flop around,"
Sherman says. "As the molecules vibrated, we wanted to
see the different shapes they would take."
Herron had previously worked with Jeffery Yost (for-
merly of the Visualization Group, now working in Ger-
many), so Thingvold says that Herron had a lot of ideas
coming into the project. In the longest (nearly 45 minutes)
and one of the most comprehensive video projects com-
pleted at NCSA, several techniques were developed to
represent where the molecules move over time: three-
dimensional histograms, ball and stick models with
shadows, and "ghosting."
"We added shadows for the histogram," Thingvold
says. "We took the clouds and projected them onto
two walls and a floor. The shadows allow us to
inspect the histogram's three-dimensional nature,
which in turn gives us a better understanding of
the molecules' quality and shape."
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"Originally, Yost did three molecules and displayed
them side by side. Four atoms from each molecule were
used to create a three-dimensional histogram," Thingvold
says. "The distance between a pair of atoms provides the
basis for the histogram, which looks like a cloud. The
shape and position of that cloud are meaningful, because
they show where the molecule spends most of its time."
Visualization in the lab
Through these approaches, Herron learned that two of the
leukotrienes (LTD4 and LTE4) are very similar in shape
and thus will require similar antagonists. LTC4 is some-
thing of a mystery, though. In two dimensions it appears
sufficiently like the others, but in three dimensions it has
a different structure.
"The key thing in the results of these experiments is
that they provide the only clue that the molecules are dif-
ferent," Herron says. From the visualizations, it is clear
that LTD4 and LTE4 have a T shape, he adds. "In LTC4,
the chains point in completely different directions. It has
a Y shape," Herron says.
He explains that chemically LTC4 differs from LTD4
only by a single amino acid, but however slight the differ-
ence may appear superficially, "LTD4 and LTE4 don't fit
the LTC4 receptor that we are using in our testing, and
the antagonists don't either."
Using the visualization as a guide, Lilly asthma
researchers are synthesizing molecules they hope will act
as leukotriene antagonists. "Herron uses the video as a
research tool," Thingvold says. "Because there is so much
information, he can ask different questions and answer
them by looking at the same video. He then takes a course
of action based on it."
Antagonists have already been synthesized for LTD4
and LTE4. Herron says that some of them have been
tested in people, and they have been accepted in the world
of medicine as effective. "Industry is now trying to find
the best one," he says.
Herron is especially interested in developing an anta-
gonist for LTC4, as no one in the world has yet discovered
one. That discovery may lead to a new, more powerful
type of mass-produced asthma drug.
"Antagonists are potentially very safe, because they
are very specific. Rather than a sledgehammer, it is a
delicate type of intervention," Herron says.
All stills are from the 45-minute scientific visualization
"Molecular Dynamics of Cysteinyl Leukotrienes." (Courtesy
of Eli Lilly and Co. Research, David K. Herron; NCSA Visual-
ization, Jeffrey Thingvold and William Sherman)
*
"Because we intuitively understand what shadows
are, they help us use more of our visual machinery,"
Thingvold says. Shadowing was also used with the ball-
and-stick models. Thingvold says that by looking at the
molecule and its shadows, one can get an idea of the
shape of the molecule at a point in time.
"'Ghosting' is a major new technique based on Herron's
ideas. We shrunk down all the balls and put in each
atom's position over many time-steps. The effect is much
like a 'ghost' of the molecule positions left behind,"
Sherman says. "The denser areas are where the molecule
spends more time," Thingvold adds. Using this technique,
"you get a holistic sense of what is going on."
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REU Program helps Science education by Karen Damascus, Media Relations Intern,
Media Relations Office
REU Charlie Williams assists
students in Cheryll Douglas' class
at Dr. Howard School. (Photo by
Thompson-McClellan Photography)
The Research Experiencesfor Undergraduates (REU)
Program at NCSA exposes
undergraduate students to educa-
tion—to what works and what does
not work when introducing cutting-
edge technology in schools, says se-
nior research scientist Nora Sabelli.
Designed to give undergraduate stu-
dents experience working with active
research groups in their field, the
NSF program for education began at
NCSA in fall 1990 with a grant for a
Living Laboratory project. Since then,
it has grown in innovative ways to
include other projects as well as 14
undergraduate students.
The REU Program helps "educa-
tion majors learn to use technology
and put it into practice when they
start teaching and learn how to
teach. Noneducation majors, such as
those in engineering and computer
science, can spread technology and
help others take advantage of it,"
program coordinator Lisa Bievenue
says.
Building the Living
Laboratory
Following Apple Computer Inc.'s
donation of Macintosh equipment,
the Living Laboratory was estab-
lished to provide K-12 students in
Champaign-Urbana public schools
with a facility for computer-based
science education. NCSA encourages
many science projects with its com-
puters, networking capabilities, and
REU support.
REU students (see sidebar) from
NCSA provide important human re-
sources for the three elementary and
two middle schools participating in
the Living Laboratory. Ten REU edu-
cation and science students work in
the schools to provide regular on-site,
hands-on help for teachers and stu-
dents using computers in the curricu-
lum. Schools receive basic computer
literacy and training with an empha-
sis on networking and science simula-
tions.
Brian Golden, senior in Engineer-
ing Computer Science at UIUC, start-
ed working at NCSA when the REU
Program began. "I started out actual-
ly going out to the schools and would
instruct teachers and students in
computer basics: how to use them,
what they can do to try to demystify
some of the jargon," Golden says.
Now he works as technical support
for the other REUs. "I learned that
in order to be an effective educator
you need to have good personal skills
as well as technical knowledge. I
learned that it's important to be able
to communicate technical concepts in
common vocabulary," Golden adds.
"It is important to have experience
with this kind of communication."
Visiting NCSA
Schools participating in the Living
Laboratory project visit NCSA to use
the 20 Macintosh Ilex computers in
the Training Room. At NCSA, the
students do science projects. "We
try to bring teachers and students to
NCSA to do things that they cannot
do at their schools," says graduate
research assistant Eva Erdosne Toth.
16 access January—April 1992
"Any time a teacher asks to do a
project, we try to work it in," Bieve-
nue says. "We've never had to say
'no' to a project yet." Learning to use
SimEarth software is one project that
elementary classes do when they come
to NCSA. "It's the most popular pro-
ject we do. It fits in with our goals
very well," Bievenue adds. "Using
SimEarth, students explore concepts
in biology and physical science
through computer simulation by
creating their own private planet."
"I was very pleased with what
happened at the supercomputing
lab," says Sheila Kirby, Leal School
teacher, who brought a group of
third- and fourth-grade students to
NCSA to use SimEarth. "My students
learned a great deal about those pro-
grams and had the time of their lives
doing it. They learned that the com-
puter is their friend and helper."
The Living Laboratory also en-
courages teachers to learn about com-
puters and how to use the technology
in their classrooms. NCSA holds
weekly seminars and workshops for
Champaign-Urbana teachers, scien-
tists, and the REU students. Teach-
ers, NCSA staff, and faculty alternate
as featured speakers.
Students from Leal School learned
"that the computer is their friend
and helper" according to Sheila
Kirby, their teacher. (Photo by
William Dwyer)
"We are motivating students to be
more interested in science," Bievenue
says. "We want to motivate them
both to think more critically and to
think about science." According to
her, the Living Laboratory has been
successful. "Everyone wants to come
back. . . .We regularly send out sur-
veys to teachers, and they have come
back positive. What's important is
that the schools are progressing
—
they come back for more, and it's
new things."
Expanding the program
In addition to the Living Laboratory
Project, REU students are working
with mathematics education and
chemistry and biology visualizations.
Two REU students are involved in
a networked hands-on mathematics
education project. They are working
with six rural Illinois high school
mathematics teachers and their
schools to support their participation
in a UIUC Mathematica-based calcu-
lus course. This is a collaboration
with UIUC Mathematics Professors
Horacio Porta and Jerry Uhl, who
have support from Apple and NSF
for the project.
REU students
Talha Basit, Computer Engineering
John Duban, Computer Science/Math
Chuck Farmer, Chemistry/Physics/Science
Education
Keith Garrett, Computer Science/Math
Brian Golden, Engineering Computer
Science
Chris Hanson, Civil Engineering
Marcia Huebner, Computer Engineering
Jodi Pelzer, Elementary Education
Mike Pennisi, Science Education
Gerald Prendergast, General Engineering/
Education
Ellen Tso, Computer Science
Carlos Arturo Varela, Engineering
Todd Veltman, Science Education
Charlie Williams, Computer Engineering/
Math/Teaching of Math
The REU students are responsible
for communication between the high
schools and NCSA. Using communi-
cation software and a Sun logon
provided by NCSA, the high school
students "drop off their homework
through electronic mail. The REU
students are responsible for grading
the homework and answering ques-
tions online.
"We will expand our project with
more and more curriculum modules
that use visualization as a tool for
science education," Toth, coordinator
of the biology project, says. The mod-
ules utilize NCSA software tools and
are based on interactive scientific
visualizations and animations. Biolo-
gy modules will be developed by local
high school and middle school teach-
ers with the guidance ofNCSA visu-
alization experts and UIUC scientists.
As part of the chemistry project,
four high school students are working
on developing interface software for
the Cray systems, to facilitate access
to the machines, says Igor Livshits,
NCSA programmer and coordinator
of the chemistry project. The chemis-
try project has support from Apple,
CRI, NSF, and a textbook publisher.
Toth and Livshits, coordinators of the
biology and chemistry visualization
projects, have plans to produce a
CD-ROM of the materials and soft-
ware that would be used in chemistry
and biology classes nationwide.
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NCSA Offers new training/workshop Series by Lyle Rigdon, Manager, Training Program
For 1992 NCSA is offering
workshops that have evolved
from the former new user
training to advanced, topical work-
shops on emerging technologies.
These workshops are designed to
cut across architectures and center
on specific scientific applications.
User training workshops
The user training workshop series
focuses on providing practice and un-
derstanding in using software across
high-performance architectures and
within specific scientific disciplines.
The new workshop format combines
elements of user training with scien-
tific research and discussions on a
specific computational science area.
The direction is in increasing scien-
tists' awareness of and ability to use
software effectively on many different
HPCC architectures. Lab sessions for
the series will be held in the NCSA
Renaissance Experimental Labora-
tory (REL) where 20 Silicon Graphics
Automatic notification/
deactivation process
NCSA policy is to deactivate pro-
jects either at 100% use or at the
expiration date, whichever is first.
In order to prevent a possible dis-
ruption of your research, NCSA has
implemented an automatic process
to let you know when your project
is approaching 100% use or when
the expiration date is within 3
months to give you time to submit
a renewal proposal.
All valid users receive electronic
notification when 80% of a project's
allocation has been used or when 3
months remain before its expiration
date, whichever comes first. A sec-
ond notice is sent at 90% use or
1 month. The project is automati-
cally deactivated when either the
expiration date or 100% usage
occurs.
This automatic notification/
deactivation process began January
15, 1992. The usage command is
available for researchers to obtain
usage and expiration information
for their projects. This policy does
not affect the industrial partners.
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Inc. (SGI) personal IRIS workstations
will be used. A one-day tutorial for
new users precedes each workshop.
User training workshops include:
Finite Element Methods Training
Workshop: This workshop will ex-
plore issues related to finite elements
usage and developments in HPCC. It
will also introduce participants to the
use of a variety of software packages.
Performance of finite element algo-
rithms on different HPCC architec-
tures will also be addressed.
Computational Chemistry Meth-
ods Training Workshop: This
workshop is planned in collaboration
with the UIUC Department of Chem-
istry, the Pittsburgh Supercomputing
Center, and industrial researchers.
Computational aspects of chemistry
applications will be explored. Soft-
ware performance across multiple
architectures will be addressed.
Computational Chemistry
Gaussian '92 Workshop: Attendees
will learn how to design Gaussian
jobs and how to submit those jobs to
the CRAY Y-MP and CRAY-2 sys-
tems and to the IBM RS/6000s.
Computational Fluid Dynamics
Methods Training Workshop:
This workshop will explore using
finite difference/finite element meth-
ods in CFD and will cover issues
related to spatial and temporal
discretization, boundary conditions,
turbulence models, generalized coor-
dinate systems, and finite volume
algorithms.
Advanced topical workshops
NCSA plans to offer advanced topical
workshops which focus on HPCC
concepts with an orientation toward
emerging technologies. These work-
shops will enhance the developments
in progress at NCSA as well as serve
to transfer understanding and knowl-
edge of groundbreaking technology
to participants. These workshops are
contingent on funding.
Advanced topical workshops being
planned include:
Neural Networks in Engineering:
This workshop will be an overview of
the field and an introduction to the
applications of neural networks in
engineering.
Practical Aspects ofScientific
Visualization: This workshop will
be a follow-up to NCSA's first Scien-
tific Visualization Workshop and will
concentrate on practical aspects of
working with new visualization envi-
ronments: SGI Explorer, AVS, and
Wavefront Data Visualizer.
Training continued on page 25
Tentative workshop dates for 1992
Gaussian '92 Workshop
NCSA SuperQuest 1991 High School Institute
Introduction to NCSA System Use Tutorial
NCSA Applications, Chemistry *
Introduction to NCSA System Use Tutorial
NCSA Applications, Finite Element*
Introduction to NCSA System Use Tutorial
NCSA Applications, Computational Fluid Dynamics*
Introduction to NCSA System Use Tutorial
NCSA Applications, Chemistry*
NCSA Code Development Workshop
*Workshop sessions to be held in NCSA's Renaissance Experimental Laboratory,
Beckman Institute
June 22-25
July 6-24
Aug. 5
6-7
Sept. 16
17-18
Oct. 7
8-9
Nov. 4
5-6
Dec. 7-11
NCSA and PSC collaborate to enhance software by Randall Graham, Science Writer
"I would like to get to the place where [centers]
could share documents," said Phil Andrews of
PSC (center). Melissa Johnson (left) and Mike
Folk (right) chat with the visitor. (Photo by
Tony Baylis, NCSA Media Services)
Mike Folk, senior programmer with NCSA's
Software Tools Group (STG) explains, "This
is a document" as he waves a copy of NCSA's
recently released CD-ROM.* "It goes far beyond the tradi-
tional idea of a document as text. This includes software
that can be executed, sound, text files, images, data
—
many different types of information, all in one package."
Imagine arranging the same smorgasbord of informa-
tion into a single online document. Folk and members of
STG are excited about the possibility of doing just that
based on a recent visit by Phil Andrews (scientific visual-
ization coordinator) and Christopher Maher (scientific
support manager) from Pittsburgh Supercomputing Cen-
ter (PSC). Andrews explained GPLOT and GDOC, two
information presentation packages developed at PSC, that
generated excitement over possible collaborations. These
would link NCSA's advanced format tool called HDF
(Hierarchical Data Format) with PSC's leading-edge CGM
(Computer Graphics Metafile), a standard for 2D computer
graphics.
Combining different file formats
"Historically PSC has dealt more with presentation gra-
phics while NCSA has emphasized analyzing the data,"
says Andrews, explaining that HDF is aimed at data
analysis rather than beautiful graphics. On the other
hand, PSC's focus has been on developing graphics capa-
bilities. Folk and Andrews would like to combine the
strengths of each center's tools into GDOC and GPLOT.
* NCSA STG1: A Collection of Scientific Data, Images, Anima-
tions, and Visualizations, along with Scientific Software from
NCSA. For ordering information, contact Orders for user
publications, NCSA software, and videos [see NCSA contacts,
page 2].
GDOC uses Standard Generalized Markup Language
(SGML) to define the subelements of a document in a way
that lets the writer include text, data, sound, graphics,
and virtually any type of information within a single
document. It is a metaprogram using various independent
programs to generate separate pieces of a completed docu-
ment. Via an earlier PSC development, GPLOT brings
CGM graphics files into the SGML document. But GDOC
still needs an acceptable way to bring in the data.
GPLOT is written in C++ in an object-oriented mode,
which is important to its communication with GDOC.
While GDOC can read SGML files, GPLOT reads CGM.
Since NCSA has developed a wide array of data analy-
sis tools in HDF format, Folk and Andrews hope to write
code linking HDF to GDOC. This would create the possi-
bility of transforming online documents into powerful
interactive devices with data analysis capabilities as well
as presentation-quality graphics.
"Imagine a single document that has the text in SGML,
some nice presentation graphics stored in CGM format,
and some data in HDF format," says Andrews. "Sometime
in the future the [person] looking at it might say, 'This
stuff is interesting, but now we've got this new theory,
and we'd really like to look at the data in a different way.'
With this concept he/she can look at the actual data in-
stead of being restricted to seeing only a picture that was
chosen for a journal. This would be an advantage to every-
body."
Immediate dividends
Melissa Johnson, publications manager at NCSA, sees
value in GDOC even without HDF capabilities. "We have
our newsletters and other publications online now, but as
ASCII text only. We can't put any diagrams or equations
online. GDOC should let us add both these capabilities."
Numerical Laboratory consultant Jim Ferguson plans
to install a test version of GDOC on the Cray systems
in the near future. He also sees an immediate need for
GDOC. "GDOC has an X Window interface," says Fergu-
son. "If Phil can get vendors to give those of us who run
GDOC actual SGML source to their documents, then us-
ers would not have to refer to their paper manuals. They
could flash up a GDOC X Window with all the documenta-
tion in it. GDOC can also bring in CGM metafiles to dis-
play color graphics."
Another collaboration Folk suggested is to write code
linking HDF to GPLOT, which would give HDF users the
ability to produce presentation-quality graphics from
their datafiles. HDF graphics are limited to pictures for
data analysis only. By linking the two tools, users could
more easily prepare graphics for publication.
NCSA and PSC continued on page 23
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Karin addresses NCSA staff: "Trends in high-performance computing"
by Sara Latta, Science Writer
High-performance computing and communications
(HPCC) is changing rapidly, according to Sidney
Karin, director of the San Diego Supercomputer
Center (SDSC). "The future of the centers looks more
exciting now than at anytime in the past, including the
time we were putting together a proposal to establish the
center," continued Karin, who addressed the NCSA staff
in January.
Foremost in the changes will be the HPCC users them-
selves, Karin said. "The people who will run corporations,
universities, and hold government policy positions in the
next century are today's kids growing up familiar with
high-performance computing. And the country will be
different because of that."
Karin noted that, with the advent of SIMD and MIMD
massively parallel machines, the rate of change in com-
puter performance is greater today than ever before.
"There's ... a belief in the community that computer
scientists will devise a way to make massively parallel
machines easier to use," said Karin. "And that may or
may not be true." Yet the pressure to switch over to them
will be overwhelming, even if they do remain difficult to
use. He speculated that machines will be used in a hetero-
geneous fashion, and that scalable machines might be
built to tackle large problems, such as local-scale weather
forecasting.
"How would our lives be different if we had two or three
$250 million computers, rather than a dozen $25 million
computers? I don't know, but we would behave differently.
We would interact differently with the machines, and we
would interact differently with each other," Karin added.
At the other end of the scale, perhaps the parallel ma-
chines of the future will be "special purpose, or shrink-
wrap, machines.
"Cognitive scientists say that people can absorb ap-
proximately 1 gigabit of information each second," Karin
continued. When high-end computers routinely begin gen-
erating 10 to 100 times that amount, Karin predicted that
we will begin using high-end computers in teams, "because
if there's 100 gigabits a second coming out of the machine,
we'll need 100 people to make any sense of it."
Karin also stressed the importance of cooperatively
fostering international growth in technology. According to
him, the U.S. needs to realize that "technology can flow in
both directions. There's no diode at the border—there are
lots of places outside the U.S. that are active in technol-
ogy development. . . ." The centers can play an important
role in fostering communication between the U.S. and
other countries, Karin said. "We [the U.S.] have this very
arrogant attitude that we know how to do things better."
The NSF supercomputing centers, long competitors
in HPCC, are entering a new phase of mutual collabora-
tion, according to Karin and NCSA Director Larry Smarr.
"The competition between NCSA and SDSC has been a
healthy one," said Karin, "and I think both centers have
been very successful over the last 6 years. I also think
that the competition has reached a plateau: it's hard to
imagine making as much progress over the next 6 years
if we continue in a competitive fashion. I don't believe
"The future of the [NSF] centers looks more
exciting now than at anytime in the past,"
said Sid Karin, director of the center at San
Diego, on a recent visit to NCSA. (Photo by
Vincent Jurgens, NCSA Media Services)
either one of us can really make any leap that way." Karin
stressed the need for cooperation that goes beyond indi-
viduals sharing code: what is needed, he said, is "an orga-
nizational commitment to collaboration. . . . For example,
one center might agree to be responsible for supporting
users in one particular application area, with another
center agreeing in return to support users in another
area. I also see this collaboration extending beyond the
four NSF supercomputing centers to other science and
technology centers."
Karin, a nuclear engineer by training, is also vice
president for Advanced Computing at General Atomics
and professor of computer science and engineering at the
University of California at San Diego. As the result of his
efforts, SDSC was founded in 1985. A
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NCSA'S new CONVEX C3880 by Jarrett Cohen, NCSA Media Relations Officer
NCSA users will be able to solve more complex
problems with the arrival of a large-memory,
eight-processor CONVEX C3880 supercomputer.
Targeted to be installed April 15, the $10 million com-
puter is being acquired through an agreement with NSF
and CONVEX Computer Corp. It will replace the CON-
VEX C240 currently at NCSA. Four of the C3880's proces-
sors will arrive in April; the remaining four are expected
later in the second quarter. A memory upgrade from 2
Gbytes to 4 Gbytes is scheduled for 1993.
The CONVEX C3880 will be the new center of NCSA's
Numerical Laboratory, which explores interactive visual-
ization, multimedia desktop video, and virtual reality. In
addition, high definition technologies will be researched
with the Beckman Institute's new UIUC Image Formation
and Processing Group, which recently received a $1 mil-
lion NSF grant.
According to Steven J. Wallach, CONVEX's senior vice
president of technology, this marks the first installation of
a gallium arsenide (GaAs) supercomputer at an NSF cen-
ter. "With its IEEE format, the C3880 is an ideal compute
server for NCSA's metacomputer development effort and
is binary compatible with the C240 it replaces. NCSA is
an important site for advanced research, and we are ex-
cited to be an integral part of this effort."
"We have cultivated a user base for very large memory
applications on our CRAY-2 supercomputer," said Michael
Norman, NCSA research scientist in astronomy/astro-
physics and UIUC associate professor of astronomy. "With
1,000 users, it is very difficult to use more than one pro-
cessor at a time, leaving most of its parallelization abili-
ties untapped."
According to Norman, significant advancements were
made in using the CONVEX C240 in 1991. Academic
projects in numerical cosmology, fluid dynamics, atmo-
spheric sciences, and biomedical and radio astronomy
imaging have been very successful on that machine. The
C3880 can compute more complex problems in these fields
and is also appropriate for industrial applications such as
drug design, engineering fluid dynamics and finite ele-
ment analysis, and oil reservoir simulation.
CONVEX C3880 supercomputer.
(Courtesy ofCONVEX Computer Corp.
Over the next year, CRAY-2 system codes suited to
a particularly large memory and parallelization will be
moved to the CONVEX C3880 with NCSA's assistance.
Since the CONVEX will have a smaller number of users
scientists will have the machine's full resources at their
disposal.
About 100 projects are expected to be allocated time
through peer review on a quarterly basis. For further
information about allocations on the machine, contact
Accounts/Allocations/Client Administration [see NCSA
contacts, page 2].
NCSA's Visitors Program
Under the direction of Scott Lathrop, associate director for NCSA's Academic
and Industrial Relations Program, and Donna Cox, associate director for NCSA's
Numerical Laboratory Program, policies and procedures for the Visitors Program
were recently revised.
To take part in the program, academic, industrial, and vendor visitors must
have a "host" who is an NCSA staff member, research scientist, or adjunct
faculty.
For more information about the Visitors Program, contact Terri Haines at
(217) 244-5608 or thaines@ncsa.uiuc.edu
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(above/ Charlie Catlett (left), associate director
ofNCSA Computing and Communications, met
with a contingent of Japanese visitors led by
Yoichi Muraoka, (right background) of Waseda
University, who obtained his Ph.D. at UIUC.
(Photo by Tony Baylis, NCSA Media Services)
(below/ Fouad Ahmad, NCSA research scientist
(left), and Tim Whitley, CRI representative
(center), bid Joe Golab farewell. (Photo by
Fran Bond, NCSA Publications)
Honors
James Adams, NCSA principal investigator and UIUC
assistant professor in the Department of Materials Sci-
ence and Engineering, recently received a Presidential
Young Investigator Award from NSF. Adams is one of six
local recipients of the award and one of 220 nationwide.
The award
—
given for teaching, research, and leadership
—
recognizes his contribution to the computer simulation of
metals and interfaces.
Patrick Crosby, student at Evanston Township High
School, Evanston, IL, is one of 40 national finalists in
the Westinghouse Science Talent Search, sponsored by
Westinghouse Electric Corp. "A Study of the Contact Time
of Two Spheres" was Crosby's research project that he
explored at NCSA during SuperQuest '91, the summer
institute for high school students [see access, September-
December 1991]. Doran Fink, also of Evanston Township
High, was a Westinghouse semifinalist. "Wave Tracing
through the Use of Huygen's Theorem of Wave Front
Propagation" was his SuperQuest project. On March 5,
Westinghouse award winners began participating in the
five-day Science Talent Institute in Washington, DC,
where they made presentations of their work.
NCSA principal investigator and UIUC Professor Joseph
Greene (Department of Materials Science and Engineer-
ing) recently won the Tage Erlander Prize and Chaired
Professorship in Physics for "contributions to the physics
and chemistry of thin films, to semiconductor physics, and
to the characterization of materials." Every 3 years the
Swedish National Research Council awards the prize.
At a meeting of the American Vacuum Society, Greene
won the John A. Thornton Prize for "outstanding research
in the area of thin film science." He is head of the UIUC's
Electronic Materials Division.
Jim Zimmerman, Urbana fifth-grade teacher and par-
ticipant in NCSA's Education Program, won the national
Christa McAuliffe Educators Award in January. One of
five winners in the U.S., Zimmerman was recognized for
using telecommunications to promote global understand-
ing among his students. Via computer networks, his pu-
pils communicate about their science projects with other
students around the world.
Early in March Zimmerman was a presenter in the
"HPCC in Education" seminar series sponsored by NCSA's
Education Program. Speaking on "Practical Applications
of Multimedia in the Classroom," he described how his
students learned to use a videodisc player, an optical
scanner, a digitizer, and a bar code reader; how these
tools are used in teaching; and what practical implications
they have.
Center cache continued on page 26
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Parallel systems continued from page 11
multiple machines to carry out his
thunderstorm simulations [see access,
September-December 1991]. But he
finds that, while moving code from
one vector machine to another is rela-
tively simple, moving to the CM-2 is
not. By creating a tightly coupled
system of model simulation/data gen-
eration, analysis, and visualization,
Wilhelmson would like to improve
throughput. "We'd like to avoid re-
tooling our code every time we move
from machine to machine," says
Wilhelmson. "I believe that if parallel
machines are really the way of the
future, we've got to get over this
hump—even if it costs in terms of
compile time. It's worth it in the end
if they produce good code for different
machines."
Founded in 1989, CRPC is a
National Science Foundation Science
and Technology Center. Rice Univer-
sity, Argonne National Laboratory,
Caltech, Los Alamos National Labo-
ratory, Syracuse University, and
the University of Tennessee form
its consortium.
NCSA/CSRD collaborations
Under a joint study agreement with
IBM, NCSA's Systems Development
Group has been participating in the
Perfect Benchmarking effort. An ac-
ronym for PERFormance Evaluation
by Cost-effective Transformations,
Perfect was developed by computer
scientists at UIUC's Center for Su-
percomputing Research and Develop-
ment (CSRD) in an effort to focus
supercomputer performance evalua-
tion at the applications level. Thir-
teen Perfect Benchmarks are Fortran
programs drawn from a number of
scientific and engineering research
areas, including air pollution, fluid
dynamics, seismic migration, quan-
tum chromodynamics, and signal
processing.
The Systems Development Group
has focused on a performance study
of the Perfect Club suite on the IBM
RS/6000. "Preliminary results sug-
gest that half of the current workload
on both Cray systems at NCSA could
run more efficiently on the IBM RISC
system," said Dave Garver, manager.
[For further details of the study, see
access, September-December 1991.]
Automatic parallelization
A second collaboration is with CSRD
Senior Software Engineer and Ad-
junct Assistant Professor Williams
(Luddy) Harrison, III, who has devel-
oped a parallelizing compiler called
MIPRAC with software engineer
Zahira Ammarguellat. MIPRAC is
designed to automatically parallelize
large and complex applications that
are written in C and Fortran. Ulti-
mately MIPRAC is to compile pro-
grams for Cedar (the parallel process-
ing supercomputer under construction
at CSRD). "If the project is success-
ful," Harrison says, "a large class of
computations that are presently not
amenable to automatic parallelization
will be compiled effectively for shared-
memory machines. These applications
include sparse matrix computations
and symbolic computations, such
as theorem proving and computer
algebra."
Harrison is testing MIPRAC by
applying it to the Perfect Club suite
of Fortran benchmarks and to the
large C programs in the SPEC suite.
Because the MIPRAC analysis
requires a considerable amount of
memory (up to 256 megabytes) and
CPU time, it consistently over-
whelmed the computers on which
it ran at CSRD. The solution was to
port the interprocedural analysis of
MIPRAC (25,000 lines of code) to an
IBM RS/6000 system and to apply the
analysis to the scientific benchmarks
in the Perfect and SPEC suites.
"Although our analysis of MIPRAC
isn't complete," says Harrison, "at
least we've had better luck getting it
to run on the RS/6000."
Nationwide survey
In a third project, NCSA and CSRD
are conducting a nationwide survey
of computational scientists involved
in parallel processing. The survey,
funded by NSF, seeks to define the
Who, What, When, Where, and How
of parallel processing. "It's hard to
know where parallel processing is
going without knowing where it is,"
says David Schneider, senior com-
puter scientist at CSRD. Schneider;
Patricia Carlson, NCSA acting associ-
ate director of Finance and Budget-
ary Planning; and Michael Welge,
NCSA research programmer, were
the architects of the survey. "The
results of the survey will be used
by NSF for planning future require-
ments and trends," Schneider says.
More specifically, the purpose of the
survey is to "determine the current
state-of-the-art in the development of
large-scale scientific and engineering
applications on parallel machines and
in porting sequential/vector codes to
parallel machines."
The survey team sent out about
2,000 surveys, targeting users
through information gleaned at
Supercomputing '91, recent engi-
neering and scientific publications,
and NCSA. "It's really too early to
draw any conclusions from the sur-
vey," Carlson explains, "although
many respondents have sent pub-
lished articles. So far the responses
have been very interesting."
Across the bridge: parallel
processing in the future
Although the challenges inherent in
massively parallel processing are
great, many researchers expect the
rewards of parallel computation will
also be significant.
According to NCSA research scien-
tist Shankar Subramaniam: "If you
want to deal efficiently with the
coupling of size scales ranging from
small molecules to entire organisms,
the only way to accomplish the task
is to mimic nature to some extent.
Nature does things in a parallel
rather than in a sequential manner.
. . .With massively parallel machines,
scaling is limited only by the speed
of light, because communication is
the only limitation. In the end, you
think differently about solving your
problem."
NCSA and PSC continued from page 19
Looking ahead
Both centers emphasize developing
software with an eye toward the fu-
ture. A key reason that GPLOT and
GDOC are so valuable is that they
are based on national standards.
CGM conforms to ISO and ANSI
standards; SGML conforms to an ISO
standard. Using standard formats
means the information produced by
these programs can be displayed on
many platforms—one way to break
down barriers to the sharing of infor-
mation.
"I would very much like to get to
the place where NCSA and PSC and
perhaps other places could share
documents," says Andrews. "We all
have similar needs and our users
have similar requirements."
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Book prepared using Apple/NCSA loan of Macintoshes by Fran Bond,
Publications Editor
ENGINEERING
Paul Cziko and Jason Bant
ENGINEERING HALL
Engineering Hall was built from 1893-94 at a cost
of $160,000. It was opened in the winter of 1894 as the first
building on the UI campus used for engineering. Until
1909, the building also housed the architecture and physics
departments. The architect of this Renaissance Revival
building was George W. Bullard, whose design was selected
as the best in a competition for UI alumni. An 1882 graduate
of the UI, Bullard was a student of Nathan C. Ricker.
The south facade has five receding and projecting
parts with four dormer windows having pediments and
copper roofs. There are two chimneys with dentil work, four
copper-topped vents and arched windows. Above the arched
limestone entry, there is a stone entablature with the words
COLLEGE OF ENGINEERING. When you go up the front
steps you can see a mosaic on the landing. The main hallway
is mostly oak. Imagine what it must have looked like with the
bronze trimmings that used to be there!
According to a time-honored axiom, parents can
learn from their children as well as teach them.
And the book Children, Architecture, and History:
A Child's Guide of the University of Illinois at Urbana-
Champaign, written and published by the children of Leal
School, grades 3/4, 1990-91, certainly proves that theory.
After getting a background in Greek and Roman archi-
tecture, the class toured the UIUC campus and its build-
ings, participated in onsite discussions of architecture,
and researched and read up on their topic. Their guide-
book to campus buildings includes line drawings, historic
notes, and descriptions of the architectural features of
buildings in the main and north campus areas.
Written in a conversational tone, the book points out
interesting features advising readers to "look closely to
find the UI emblem" and "find Lorado Taft's signature
under the figure of Learning" (the Alma Mater Statue).
Or tells us of the architect's original concept: "The main
hallway is mostly oak. Imagine what it must have looked
like with the bronze trimmings that used to be there!"
(Engineering Hall, shown above). A glossary of architec-
tural terms, campus map, and suggested walking tours
add to the book's usefulness.
The book is dedicated to Nathan Ricker, architect of
many landmarked UIUC buildings, first U.S. graduate
in architecture, late UIUC professor and head of architec-
ture, and dean of the College of Engineering from 1878 to
1906.
During the school year, the children recorded research
and wrote rough drafts in their notebooks. They met sev-
eral times in small groups at the computer to conference
with each other and teachers, to proofread, and to edit.
Final copy for the guide was produced at one of the two
classroom Macintosh computers on loan from NCSA and
Apple Computer Inc. [see access, May-June; July-August
1990]. Teachers Colleen Brodie and Nancy Coombs
directed the project.
The book may be purchased from the UIUC Book
Center, Illini Union, 1401 W. Green St., Urbana, IL
61801; phone (217) 333-0437. (Credit card orders
accepted; minimal handling fee charged.) Four dollars
of the $6.50 purchase price will be used for future class
projects.
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HPCC neWS by Jarrett Cohen and Karen
Damascus, Media Relations Office
[Editor's Note: Brief summaries from the press follow that are
pertinent to high-performance computing and communications
(HPCC) and that may be of use to HPCC users. These statements
are not intended to reflect NCSA's views or endorse products.]
President Bush's 1993 budget proposals would give
the National Science Foundation an 18% overall in-
crease and a 21% boost in its basic research funds,
reports Science (2/7/92). Part of these additions will cover
NSF's share of interagency special initiatives including
high-performance computing, which would receive a 23%
increase overall. The total budget for all the federal gov-
ernment's science and technology programs would grow
from $74.6 billion to $76.6 billion—an increase of less
than 3%. Defense R&D—which currently accounts for
60% of total government expenditure on science and tech-
nology—would increase only modestly, from $42.8 billion
to $43.2 billion. On the other hand, civilian R&D would
grow by 7%, from $28.3 billion to $30.4 billion. Basic re-
search would also fare better, increasing 8% to $14.3 bil-
lion. The budget includes $11.5 billion for R&D at colleges
and universities, a 5% increase over this year.
A leap ahead in flat television and computer
screens may be possible with an innovative technol-
ogy called field emission developed by the Coloray
Display Corp. of California. In January, chipmaker
Micron Technology Inc. bought a small stake in
Coloray which will help push along the research,
reports Business Week (2/3/92). Field emission is an off-
shoot of the conventional cathode ray tube (CRT) used in
ordinary TVs. Inside a CRT screen, cathodes shoot beams
of electrons back and forth across the screen. When the
beams hit a phosphor coating on the back of the screen,
the material glows, creating the picture. Field-emitter
displays also stimulate phosphor with electrons, but thou-
sands of tiny cathodes—more than 10 million per square
inch—are mounted behind every point on the screen. As a
result, a panel 3 millimeters thick can produce a picture
as sharp as a CRT. In addition to Micron, Japanese com-
panies such as NEC Corp. and Fujitsu Ltd. have research-
ers working on the field emission idea. A
New affiliate
U. of California, Berkeley
Jerome M. Berkman
Central Computing Services
217 Evans Hall
Berkeley, CA 94720
(415) 642-4804
jerry@violet.berkeley.edu
For further information about NCSA's affiliate programs,
contact the Academic Affiliates Program or the Scientific
Institute Affiliates Program [see NCSA contacts, page 2].
NCSA offers undergrad internships
Applications are now being accepted for the new Research
Experiences in Computational Science for Undergraduate
Students Program. Application deadline is April 27, 1992,
and participants will be selected May 18, 1992.
NCSA, with NSF funding, will bring undergraduates
from around the U.S. to the center for a semester-long
internship of research—either in fall 1992 or spring 1993.
Participants will be matched with an NCSA research
project in their area of interest. Computational science is
the program's focus; emphasis will be in the application of
parallelization and visualization concepts.
Undergraduate level juniors and seniors majoring in a
scientific or engineering discipline may apply. (Students
majoring in computer science must have a solid science
background.) Students who are comfortable with the use
of computers but who are not majoring in science or engi-
neering may also apply.
Applications are encouraged from students at liberal
arts colleges, small universities, and institutions serving
populations that are underrepresented in scientific/engi-
neering professions. For application requirements and fur-
ther information, contact Nora Sabelli, assistant director
of the Education Program, [see ncsa contacts] or Lisa
Bievenue by telephone at (2171 244-1993 or by email at
bievenue@ncsa.uiuc.edu
Training continued from page 18
Introduction to Distributed Computing: This
workshop will provide a conceptual overview of how
to approach programming for a distributed, networked,
heterogeneous system, including issues of operating sys-
tem availability, data handling and naming, workload
balancing, and scheduling.
Massively Parallel Processing (MPP) Architectures:
This workshop will provide a conceptual overview of the
different MPP architectures available at NCSA (Connec-
tion Machine CM-2 and CM-5). Issues of adapting code to
architecture and algorithm optimization will be addressed.
HPCC Networking and Applications: This workshop
will provide information about current and emerging
high-performance networking technology for individuals
who plan, manage, or support an HPCC environment.
NCSA Code Development Workshop: This workshop
focuses on tools that increase code performance. Topics
include hardware issues, timing code performance, debug-
ging, Fortran and C compilers, and numerical libraries.
You must register at least 10 days in advance to attend
training. Please contact Martha Parish [see NCSA con-
tacts, page 2] to reserve a space. Dates given are tenta-
tive and subject to change. A cost recovery fee may be
applicable to certain sessions.
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New research bibliography Center cache continued from page 22
How do researchers know who is working in high-performance computing in
their fields? One way is to review the publications produced by other research-
ers. To support knowledge transfer and encourage collaboration, NCSA is
planning a research bibliography of work produced by the Center's users.
To make the bibliography even more useful, NCSA will be including project
abstracts of no more than 150 words.
Members of the Publications Group are soliciting information about your
research and the results—in the form ofjournal articles, magazine articles,
proceedings, books or chapters, dissertations or theses, and technical reports.
At this time, a bibliography of works produced in 1991 and 1992 is planned
for late 1992.
Filling out the form on the opposite page is one way to submit your infor-
mation. Submit the form with a copy of your publication.
You may also provide your information electronically. The form is available
on anonymous ftp. Log on to a host at your site that is connected to Internet
and running software supporting FTP. Invoke FTP by entering the Internet
address of the server: ftp ftp . ncsa . uiuc . edu or ftp 141 . 142 . 20 . 50 Log
on using anonymous for the name and your local login name for the password.
Change to the docs subdirectory (/docs). Enter get biblio.form (ASCII) to
transfer the form. After completing the form, submit it along with the abstract
to the electronic mail address below.
If you have any questions about the NCSA bibliography, please contact
biblio@ncsa.uiuc.edu by email or (217) 244-5359 by telephone.
(Note when filling out the form: If there is more than one author, please
provide the author citation in the same order that it appears on the publica-
tion.) A
data link contents, March-April 1992
Public Systems
• Helpful tips and hot topics
A growing garden of architectures—NCSA research biblio-
graphy—NCSA UNICOS Startup Package Version 3.0 now
available for Cray systems—Update on ASPEN PLUS for
Cray Systems—User's guide now available for NCSA IBM
RSI 6000s
• 1992 NCSA education and training workshops
• CMSS 6.1 installed on CM-2
• Analyzing performance with Perftrace on the CRAY Y-MP
system
• qabaqus simplifies job submission for Cray ABAQUS users
R&D Systems and Software
• The Viewit Vortex—volumetric rendering
• NCSA GelReader Version 2.0 available
To order a copy of the current issue of data link, contact
Documentation Orders by phone at (217) 244-4130 or by electronic
mail at docorder@ncsa.uiuc.edu (Internet).
Personnel changes
Joe Golab, formerly NCSA research
scientist in the Computational
Chemistry Group, joined the Amoco
Research Center in Naperville, IL in
December 1991. Mark Foy, NCSA
graduate research assistant, has
assumed responsibility for answer-
ing your questions about chemistry
codes.
Marcia Miller was appointed asso-
ciate director of Human Resources
and Administrative Services in
January. Miller came to the Center
in 1987 and was NCSA assistant
director for software applications
prior to her new position.
In February Patricia Carlson
became acting associate director for
Finance and Budgetary Planning.
Debbie Lee, who previously held
the position, became assistant to
the head of the UIUC Department
of Agronomy. Carlson joined NCSA
in 1990 as staff associate to Jim
Bottum, NCSA deputy director.
Other news
Nora Sabelli, NCSA senior research
scientist and assistant director of
the Education Program, will be
acting program director, Applica-
tions of Advanced Technologies,
Directorate for Education and
Human Resources at NSF in Wash-
ington, DC from March 15 until
October 1.
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NCSA bibliography submission
NCSA relies on our researchers to help us maintain a comprehensive bibliography of work produced on NCSA
systems. This bibliographic compilation serves to underscore the impact and scope of the computational work
being done at NCSA, and it is published in a yearly bibliography brochure that is distributed to a limited mailing
list and made available to other researchers through the NCSA Technical Resources Catalog. We are requesting
your assistance in this effort.
We encourage electronic submission of bibliographic information and a project abstract. The form is available on
anonymous ftp. Log on to a host at your site that is connected to Internet and running software supporting FTP.
Invoke FTP by entering the Internet address of the server: ftp ftp . ncsa . uiuc . edu or ftp 141 . 142 .20.50
Log on using anonymous for the name and your local login name for the password. Change to the docs subdirectory
(/docs). Enter get biblio. form to transfer the form (ASCII). Complete the requested information and submit the
file with the abstract to the electronic mail address below.
If you choose, you may complete this form in hard copy and submit it with a project abstract and, if desired, a copy of
your publication to the address given below.
This is an ongoing effort, so please submit materials as they are published or presented. Thank you.
Submitting author's name Phone email address
Institution
Address
City State Zip
The format for listing publications is: last name, first name, first name last name, and first name last name.
Title of publication, journal name, volume number, pages (year). For example: Smith, Jane, Ross Jones, and Alice
Brown. Adaptive inverse dynamics control of robots. Science, 4, 33-35 (1992)
Author name (s) as shown on the publication
Title
Publication title (e.g. Biochemistry, Science), volume number, page reference, year
Required: NCSA account number (ex: abc) or NCSA grant number (ex: AST910367N):
Required: NSF Field of Science (ex: 417):
Please check category of your submission:
journal magazine preprint technical report journal cover
presentation/proceeding dissertation thesis book/chapter video
submitted in press published
Abstract: Provide an online abstract of no more than 150 words to biblio@ncsa.uiuc.edu (ASCII format; do not
embed equations in your ASCII file). Please include the title of your work for cross reference.
Submit to: Research Bibliography email: biblio@ncsa.uiuc.edu
NCSA/UIUC phone: (217) 244-5359
152 Computing Applications Building
605 East Springfield Avenue
Champaign, IL 61820-5518

abbreviations
CRI Cray Research Inc.
CRPC Center for Research on Parallel Computation
CSRD Center for Supercomputing Research and
Development
DARPA Defense Advanced Research Project Agency
NCSA National Center for Supercomputing
Applications
NSF National Science Foundation
TMC Thinking Machines Corp.
UIC University of Illinois at Chicago
UIUC University of Illinois at Urbana-Champaign
downloading from anonymous FTP server
A number ofNCSA publications, including access, are being installed on the NCSA anonymous FTP server. Complete
downloading instructions are printed in the NCSA Technical Resources Catalog and in July-August 1991 data link (see
pages 3 to 4). To receive a copy of the catalog, send your request to the attention of NCSA Documentation Orders at one
of the following: the NCSA mailing address on the contents page, via electronic mail to docorder@ncsa.uiuc.edu, or
phone (217) 244-4130.
All brand and product names are trademarks or registered trademarks of their respective holders.
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Cover: Collage representing NCSA's
Astronomy and Astrophysics layer,
featured in this issue. Radio astro-
nomy, observational astronomy, and
gravitational wave study are touched
on in this issue also. Although the
tools of discovery for computational
astronomy and astrophysics are the
state-of-the-art high performance
computing resources at NCSA, some
common images from observational
astronomy have been montaged for
the cover. Galaxies, nebulae, and star
clusters are overlaid with pictorial
representations of some instruments
for exploring the universe, such as
radio telescopes and field telescopes.
Computational astronomers/astro-
physicists model and simulate the
universe with supercomputers;
working theoretically, they comple-
ment the findings of those who utilize
observational techniques. (Concept
and illustration by Carlton Bruett;
research by Fran Bond)
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Shooting for the stars
a
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Kepler's words of more than three centuries ago are exemplified by the
tremendous activity in astrophysics and astronomy nationwide. Roughly 10%
of the resource allocations used at NCSA and the other NSF-sponsored
centers for high-performance computing are done so by those in astronomical
sciences (see page 27). These research needs in computational astrophysics
have driven advancements in computer hardware and software over the last
decade. And in the present decade, this community is readying itself to solve
the Grand Challenges of the universe via HPCC. Researchers who unravel the
mysteries of the universe seemingly will "never be lacking" in new challenges.
NCSA's Astronomy and Astrophysics Group, on the
leading edge of this research effort, is featured in this
issue. "What do the 1990s hold for astronomy and astro-
physics?" addresses the future of these fields in summa-
rizing a recent report (see page 4). Software and code
development is an urgent need in this research area.
"Computational astrophysics comes of age" describes the
development of a laboratory, or library, of computational
codes for researchers. ZEUS-2D and -3D code develop-
ment at NCSA is the subject of the article on page 8.
Another code for processing data from radio telescope
observations, AIPS ++, is under development as the result
of an international collaboration (see page 10). And
"Codes for the CM-2" are described on page 12. In "Black
hole studies to verify Einstein's theory," page 14, an
NCSA research scientist describes the method he and his
colleagues have followed to define gravitational wave
signatures of black holes.
Other research activities at NCSA can be found in the
new VR Laboratory at the Beckman Institute (see page
16) and the newly installed "garden of computing architectures" (see page 22).
To learn how NCSA's Education Program helped two local grade schools
simulate space missions, see page 18. On page 20, NCSA's new Industrial
Grand Challenge Award is described. Find out what NCSA has in store for
SIGGRAPH '92 by turning to page 21. Other recent events at the Center and
items of interest to HPCC users round out this issue.
—Fran Bond, Editor
"The diversity of the phenomena
of Nature is so great, and the
treasures hidden in the heavens
so rich, precisely in order that
the human mind shall never be
lacking in fresh nourishment.
"
—Johannes Kepler (1571-1630)
Hi-
CD
"Telescope" by Mark Bajuk, NCSA
research programmer. Rendered
with WaveFront's Advanced
Visualizer software on the SGI
240GTX. (Courtesy Mark Bajuk)
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What do the 1990s hold for astronomy anc
Editor's Note: Every 10 years the National
Academy of Sciences and the National
Research Council charter a committee to
survey and prioritize the most important
programs in astronomy and astrophysics
for the next decade. The committee to
study the 1990s was chaired by John N.
Bahcall of Princeton's Institute for Ad-
vanced Study, and its report was entitled
The Decade of Discovery. NCSA Director
Larry Smarr chaired the 26-member
Panel on Astronomical Computing and
co-authored a journal article with William
Press, professor of astronomy and physics
at Harvard, on the panel report of the
Bahcall Committee (Computers in Physics,
March-April 1991). The following ques-
tions, compiled by Fran Bond, access edi-
tor, and answered by Smarr and NCSA
Research Associate Radha Nandkumar,
summarize the panel report and are based
on the Computers in Physics article.
1. What major trends do you
see developing in the 1990s for
astronomy and astrophysics?
The High Performance Computing
and Communications Program, the
national multiagency cross-disciplin-
ary initiative, will pose a new context
in which scientific research will be
carried out. Astronomical science—by
virtue of its intrinsic data and compu-
tation-intensive nature, its manage-
able size as a discipline, and its past
experience and future opportunity
—
stands poised to be the cutting-edge
application discipline in a number of
major aspects of a national program.
In three complementary areas
(digital data acquisition and archiv-
ing, intensive data processing, and
theoretical modeling), astronomers
and astrophysicists are ready to take
advantage of virtually all of the ex-
pected technological advances of the
1990's: desktop high-performance
workstations, widespread use of par-
allel computers, large increases in
memory capacity, improvements in
data storage technologies, improved
use of graphics and visualization
techniques, high-speed networking,
and powerful new algorithms. The
principal goal for astronomical
computation in the 1990s is connec-
tivity of all these elements to guaran-
tee access to the appropriate level of
computational resources for all
researchers.
2. During the 1980s the NSF
supercomputer centers made
supercomputers available to the
research community and a sig-
nificant segment took advantage
of the opportunity. What will be
the centers' role in the 1990s?
And what did the committee
recommend?
Despite the advances in desktop
workstations and local computing
resources, there will still be a place
for large central computers: super-
computers will be bigger and faster
versions of what sits on a desktop.
These machines with their huge
memories, extensive disk capacity,
and extremely fast processing and
input and output rates, will be crucial
to a subset of both the theoretical and
observational computational users
with the most demanding problems.
These are the Grand Challenge prob-
lems in astronomy and astrophysics.
The committee recommended that
a hierarchy of computing resources
be made available to the general
astronomical community under the
assumption that the supercomputer
centers, which must be periodically
upgraded to remain at the forefront
of technology, continue to provide this
scarce resource to the community.
3. Will desktop computing con-
tinue to be as significant in the
nineties as it was in the eighties?
If so, what changes do you fore-
see in the role of the desktop
computer?
The 1990s will bring major advances
in all levels of the computing hierar-
chy. The desktop environment and
high-speed networks will alter the
mode and methodology of the way
research is accomplished. New micro-
processor technologies are already
positioning affordable, powerful com- ^
puters on every astronomer's desk.
These will be linked to each other
over a national network, as well as
to high-value resources such as super-
computers, national observatories,
and national data banks. Some of
these machines are nearly as power-
ful as today's supercomputers for
many tasks. These workstations will
make possible the acquisition and
processing of large datasets, will
provide links with research bibliogra-
phies, and will allow for the compari-
son of theoretical models with
observations.
4. With the advancement in
computational astrophysics/
astronomy in the past 10 years,
are there any long-standing prob-
lems that are nearer solution in
the coming decade? If so, what
are some of them?
The 1990s will be the decade where a
number of long-standing astrophysi-
cal problems will be solved and com-
puters will play an important role in
these solutions. Areas which seem
particularly ripe for rapid theoretical
progress, and comparison with obser-
vations, can loosely be categorized as
follows: large-scale structure of the
universe and cosmology, active galax-
ies and jets, star formation and the
interstellar medium, dynamics of
stars and stellar atmospheres,
supernovae, accretion onto compact
objects, generation of gravitational
radiation, and the microphysics and
magnetohydrodynamics of astro-
physical plasmas, and the addition
of nonequilibrium physics to hydrody-
namics codes.
5. What communitywide recom-
mendations were made in the
area of software and code
development?
In order to utilize effectively the enor-
mous advances in computer hardware
and in digital detectors expected in
the next decade, there must be an ac-
companying development of scientific
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astrophysics*
software. The panel commended the
observational community's leadership
during the past decade in the devel-
opment, maintenance, distribution,
and support of community software
such as MPS, IRAF and FITS. NSF
is commended for the support of this
effort. The panel recommended that
innovation must be fostered in the
observational software arena as new
detectors and new computer architec-
tures create new opportunities for
community tools, and that the scope
should be broadened to include the
development of community software
for theoretical modeling.
6. With the number of space
flights launched by NASA, there
must be a tremendous data
archive now. And widening the
capabilities for archiving data
is of general interest today. What
did the committee advise in this
area? Would any advancements
in data archiving spinoff to the
national centers? And would re-
searchers at smaller institutions
share in this?
Current and forthcoming missions in
NASA's space astrophysics program
may result in an average archival
data rate of close to 10 terabytes per
year by the end of the decade. Once
the data have been processed, the
volume that is distributed in the
community will be a multiple of the
primary archivally stored data. An
appropriate long-term goal is for all
electronic data obtained from space-
based and ground-based telescopes
to be archived and catalogued using
modern data base management sys-
tems and for the scientific community
to have free access to the archives.
A nationally supported archiving
J program will allow researchers, stu-
dents, and smaller colleges and uni-
versities to enter the mainstream of
modern research in a way that is not
now possible. Research using astro-
nomical data archives can thus be
very broadly based.
Questions continued on page 26
Contributors to this issue (pictured clockwise from
the top) are Wenbo Anninos, Michael Norman,
Dimitri Mihalas, Richard Crutcher, Ed Seidel, Jim
Stone, David Clarke, and Deyang (Chris) Song who
are shown in the UIUC's Astronomical Observatory
built in 1896. The observatory is on the National
Register of Historic Places to recognize the univer-
sity's pioneering role in astronomical photoelectric
photometry. (Photo by Thompson-McClellan
Photography
)
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Computational astrophysics is a relatively young
and rapidly growing discipline, and like many
youngsters, it's a little scattered. There are essen-
tially no community codes for astrophysical simulation
—
in stark contrast to other computational sciences such as
chemistry and engineering. The lack of available commu-
nity codes implementing state-of-the-art algorithms in a
discipline can easily stunt the quantity and quality of re-
search. "We have seen countless graduate students strug-
gling with implementing codes from hard-to-find or overly
concise references because no community hydro codes ex-
ist," says Michael Norman, NCSA research scientist and
UIUC professor of astronomy.
Enter the Laboratory for Computational Astrophysics
(LCA), a new joint initiative between NCSA and the
UIUC Department of Astronomy. "The goal of the LCA is
the development, dissemination, and support of commu-
nity codes for astrophysical simulation," states Norman.
The heart of the LCA is a suite of new application codes
for astrophysical fluid dynamics (AFD) simulations in
two and three dimensions. Two of these codes, called
ZEUS-2D and ZEUS-3D (see pages 8 and 9 for more
on ZEUS-2D and ZEUS-3D applications), were developed
by Norman and his laboratory and are already in use by
a number of other researchers. "Fundamentally AFD
codes are built upon an ideal gas dynamics code," says
Norman. "The universe is 99% plasma, and modeling
any large-scale phenomena in the universe—stellar
winds, supernova explosions, galaxy formation—requires
an understanding of fluid dynamics."
The care and feeding of community codes
Although Norman has shared the ZEUS codes on a lim-
ited basis with collaborators (see list of users, page 27),
the demand has grown much too great to continue sharing
in this manner, according to Norman. "These codes are
living, growing things, and we need to provide for the care
and feeding of them as they grow," says Norman. "But
that growth needs to be managed. We need to make these
codes public application software, document them, and
provide adequate consulting support. If you have a dozen
research groups, they will all make modifications to the
code. If someone makes a major extension of the code,
you'd like to get that back in some form and incorporate it
into your next release. Essentially our user base is also
our developer base."
ZEUS-2D and -3D run on NCSA's CRAY supercomput-
ers. Norman and his group are developing CM-2 codes for
the community, and they are planning to develop codes
for the CM-5 (see page 13). Meanwhile, according to
Norman, ZEUS-3D will move to the CONVEX 3880 (C3).
Interactive scientific visualization
As computational sciences move from ID to 2D and finally
to 3D simulations, the need for new visualization and
analysis tools becomes great. "The real frontier is in 3D
simulations," says Norman, "where adequate tools either
do not exist or have not been integrated in an easy-to-use
fashion. Based on our own experience with ZEUS-3D, we
have found that our ability to understand the output of
these simulations is entirely determined by the tools that
allow us to visualize and analyze the results."
Norman and his group are collaborating with NCSA
visualization staff to develop an interactive visualization
and analysis environment for ZEUS-3D based on AVS,
which will have general utility for any 3D fluid dynamics
code. "We're still in the exploratory phase of figuring out
the ideal way to examine our data," says Norman.
EOS and opacity: "Die Salze in der Suppe"
"
'Die Salze in der Suppe' is a German expression," says
Norman. "Literally translated it is 'the salt in the soup.' It
means, of course, that the spices can make the difference
between a bland or tasty soup." If the macrophysics—the
soup—of astrophysical fluid dynamics is to be correctly
modeled, scientists must first have a firm grasp of the mi-
crophysics—the salt—of astrophysical elements. Bringing
the salt to the soup is one of the aims of the LCA."
Computing accurate radiation hydrodynamics requires
accurate data on material properties; both the mechanical
and caloric equations of state and the material opacity are
necessary. "The energy from a star comes from the ther-
monuclear burn at the center," says Dimitri Mihalas,
Above: Galaxy cluster formation model. Still from video-
tape of visualization generated from 4D data on an SGI-
VGX workstation networked to NCSA's CONVEX C240
using apE software processed to the Video Mac. (Courtesy
of Jeremiah Ostriker and Renyu Cen, Princeton University,
and Mike Norman and Deyang Song, NCSA)
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UIUC professor of astronomy and NCSA principal investi-
gator. "Exactly how the radiation escapes the star is de-
termined by the opacity of the stellar material. Opacity is
thus a vital quantity in any calculation of stellar structure
or stellar pulsation."
For the past six years, Mihalas has been part of an
international team of scientists—most of whom are in the
U.S. and the United Kingdom—who are working to more
accurately compile the opacities of astrophysically abun-
dant elements [see access, January-February 1989]. "Be-
fore we began this project," says Mihalas, "astrophysicists
had a problem matching the masses of stars predicted
from stellar pulsation theory with the masses predicted
from stellar evolution theory. As it turned out, the physi-
cal data we had been using, the opacities and equations
of state of elements, were not very reliable." In a tremen-
dous effort, the team developed "the best atomic structure
code in existence today," according to Mihalas. From that
code they have compiled an atomic database containing
atomic transition probabilities and photoionization cross-
sections and equations-of-state of astrophysically abun-
dant elements. Those two parts of the database can be
combined to produce reliable opacities for standard astro-
physical mixes of elements from hydrogen through iron.
"I feel that when these tables become generally avail-
able, a lot of people can do other kinds of calculations,"
said Mihalas. "Maybe [the tables] won't solve all their
problems, but a lot of nagging mysteries will go away.
And it's conceivable that our work may significantly
affect our picture of the evolution and aging of massive
stars because they evolve very quickly. They are very
sensitive to stellar opacity." Ultimately the EOS/opacity
database will be interfaced with the ZEUS codes as
standard subroutines.
Adaptive grid radiation hydrodynamics code
A variety of stellar phenomena—including the pulsation
of stars, supernova, and nova explosions and collisions
between stars—result in dramatic physical changes over
very short distances. These changes, called fronts, can be
produced by sudden changes in pressure, temperature,
or ionization, for example. In star formation, the tempera-
ture in a protostellar cloud may change from 100 Kelvin
to 10,000 Kelvin over a "very short distance, compared
to the size of clouds," according to Mihalas. "It's very
difficult to resolve these changes mathematically, unless
you have some special techniques."
(left) Monochromatic opacity for pure iron at log
T=5.5417. (Courtesy Dimitri Mihalas, NCSA and UIUC)
(above) Collimation of a protostellar bipolar outflow by
magnetic fields (shown as white lines) embedded in the
interstellar cloud from which the protostar formed.
(Courtesy of Mike Norman, NCSA)
One method for detecting, resolving, and tracking such
steep fronts is an adaptive grid technique, invented by
Los Alamos National Laboratory scientist Karl-Heinz
Winkler. Although "extremely powerful," according to
Milahas, Winkler's code is undocumented and requires
considerable expertise to use.
Mihalas hopes to implement, test, and document a
powerful new adaptive mesh radiation hydrodynamics
code, based on Winkler's techniques and their relatives,
for calculating stellar pulsation and other stellar phenom-
ena involving steep fronts. This code will also be interfaced
with the opacity/EOS database and be made available
to the scientific community. "I'd like to do something to
prevent people from reinventing the wheel every time,"
says Mihalas.
Modeling in the teraflop era
"We're on the threshold of being able to make complex
and realistic models," says Norman. "In the early eighties,
we could solve the full equations suggested by astronomi-
cal observations in only two dimensions. By the end of the
eighties, we could begin solving the equations in 3D using
very simple physics. As we move into the teraflop era, we
have the opportunity of solving the full problem."
"The ultimate benefit of the LCA is that it will bring
visiting scientists who come to work with our existing
codes, or come bringing their own code, together with our
own scientists," says Mihalas. "Work of this kind is really
best done in an atmosphere where there are a lot of people
doing similar work."
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There are two competing theories to explain galaxy formation. One is a "bot-
tom-up" theory, which predicts that the first structures were small, protogal-
axies that eventually grew to galaxies and moved together to form the clusters
and superclusters we see today. The "top-down" theory holds that clusters and
superclusters formed first and subsequently fragmented into galaxies.
The top-down theory is supported by the "pancake" model of galaxy forma-
tion, developed by Yakob B. Zel'dovich, a Russian theorist. Zel'dovich proposed
"These great islands of stars that initial mass density perturbations in the early universe will grow under
gravity and eventually collapse most likely into a flat structure, called a
are arranged in a hierarchy pancake. The theory predicts that the collapse would result in fragmentation,
due to gravitational instability.
consisting ofgalaxies,
Simulating astrophysics with ZEUS codes
by Sara Latta, Science Writer, and David Clarke, NCSA Postdoctoral Fellow
Zel'dovich pancakes simulated with ZEUS-2D
Wenbo Y. Anninos, now a postdoctoral research associate at NCSA, used a
modification of the astrophysical fluid dynamics code ZEUS-2D (developed by
Mike Norman, NCSA research scientist in astronomy and astrophysics, and
NCSA research associate Jim Stone—see article on page 6) to simulate the
collapse and fragmentation of Zel'dovich pancakes as the topic of her doctoral
thesis while at Drexel University, Philadelphia. (Her thesis advisor was Joan
Centrella, associate professor of physics and atmospheric sciences.) Anninos'
modifications expanded the hydrodynamic ZEUS-2D code into a cosmology
code by incorporating algorithms for the expansion of the universe, a cloud-in-
cell dark matter solver, and an ionization model for the primordial plasma.
"The simulation had been done in one dimension before," says Anninos,
"and demonstrated the collapse, but they could not observe fragmentation."
Using ZEUS-2D, Anninos did see fragmentation. She found that cooling
instability, as well as gravitational instability, is an important player in
fragmentation.
"There is a coupling between cooling instability and gravitational instabil-
ity, and it's a very nonlinear process," says Anninos. "Because there is no
mathematical solution to the problem, we could only see and understand the
coupling using the ZEUS simulation."
clusters ofgalaxies, and
superclusters. Why does
the universe arrange itself
in this peculiar way? Why,
for example, aren't the
stars, or even the galaxies,
uniformly distributed in
space?"
—Heinz R. Pagels, from Perfect
Symmetry (Simon and Schuster,
1985)
Galaxy simulation with ZEUS-2D.
Clockwise from top left (a) gas densi-
ty, lb) gas temperature, (c) gas pres-
sure, and Id) dark matter density at
redshift, or the cosmological measure
of time, z=1.3. Shows dense cold gas
clouds, which are protogalaxies,
formed from pancake fragmentation.
(Courtesy Wenbo Anninos, NCSA)
3D gas dynamics simulations with ZEUS-3D
Since the installation of NCSA's CRAY-2 system with its 125 million words
of addressable memory, it has been possible to enter the realm of fully 3D gas
dynamics simulations. Gas dynamics is the physics describing the behavior
of gases under
various influ-
ences—their own
pressure distri-
bution, magnetic
fields, gravity,
radiation, and
so forth. The
equations of
gas dynamics
are a closed,
yet extremely
complex, system
of coupled partial
differential equa-
tions for which
there are no gen-
eral analytical
I
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solutions. It is necessary to employ numerical techniques to unravel these
equations for most astrophysical applications.
David Clarke, NCSA postdoctoral research associate and fellow, and
Norman developed ZEUS-3D to simulate three-dimensional gas dynamics.
According to Clarke, three-dimensional gas dynamics simulations can take
more than 100 hours of computation time on the CRAY-2 supercomputer and
generate more than 10 gigabytes of data. Even though NCSA's CRAY-2
system represents one of the best combinations of memory, speed, and storage
available to academic users anywhere in the world, these requirements still
stretch the system to its very limits.
Working with Clarke and Norman, several other members of the research
community across the United States are using ZEUS-3D code. "For astrophysi-
cists, generating models in 3D represents more than just a quantitative
improvement over doing the problems in 2D," says Clarke. "Three-dimensional
modeling is qualitatively different from anything that has ever been attempted
before—it enables us to generate 'numerical observations' of astrophysical
systems impossible to observe otherwise. With a fully 3D simulation, one can
perform the line-of-sight integrations necessary to determine how a telescope
might observe an astrophysical system."
Clarke illustrates by comparing images from both ZEUS codes against a
radio source. Two figures below show numerical observations of extragalac-
tic radio sources performed at NCSA over the past several years: left is a 2D
simulation, center shows a similar calculation done in 3D. At right is an actual
radio source as viewed by the Very Large Array (VLA) radio telescope located
near Socorro, NM. "The added realism of the 3D calculation is unmistakable,"
says Clarke. "It is only through such calculations that the origin of many of
the features observed in nature can be addressed."
Many users of ZEUS-3D code can tailor it to their research needs. For
example, Anninos plans to modify Norman and Clarke's code to study galaxy
formation in a more general way. She will test different initial conditions cor-
responding with either the bottom-up or top-down theories, looking at regions
where cooling and gravitational instability are important. "We will study the
distribution of gas and dark matter," says Anninos, "comparing those results
with observational data. Then we may be able to separate the two theories."
Anninos will be calculating very small scale structures nested within very
large scale structures, with the large-scale simulation providing boundary
limits on the small one. She says, "Our ultimate goal will be to use the
ZEUS-3D simulation to distinguish which theory—bottom-up or top-down
—
is correct." Norman adds, "The problem is one that, to do it right, will require
teraflop computers and a large computer science team."
Simulating jet dynamics with ZEUS
Philip Hardee, professor of physics and astronomy at the University of
Alabama, employs ZEUS-2D and -3D to study magnetized supersonic extra-
galactic jets. "The jets are presumably produced by a combination of a massive
object or a black hole in the center of a galaxy or quasar," says Hardee, "with
some disk material that's accreting on the black hole. Some of the energy
that's released by the infalling material gets channeled into outflow."
Characteristics of the jets—like their density or their speed—cannot
be directly observed. Nor do scientists fully understand the structure of the
medium through which the jets are propagating. This is where ZEUS comes
ZEUS continued on page 26
3D image (center) compared with
ZEUS-2D (left) and radio source
(right). See text for full description.
(Courtesy David Clarke, NCSA)
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AIPS++ ci
by Randall Graham, Science Writer
Three main challenges stand in the
way of real-time synthesis radio tele-
scope observation: a computer system
with sufficient power, a high-speed
network linking telescopes to comput-
ers, and software that rapidly pro-
duces an image from large amounts
of data. Radio telescopic images are
produced by intensive use of the Fast
Fourier Transform process to math-
ematically convert observed data into
pictures.
Although the three problems are
broad, UIUC astronomy professor
Richard Crutcher expects all of them
to be resolved within the next few
years. NCSA's new CONVEX C3 and
Thinking Machines Corporation's
CM-5, both recently installed at
NCSA, will provide the computing
power. And plans are underway to set
up a high-speed network link from
the Berkeley-Illinois-Maryland Array
(BIMA) telescope system at the Hat
Creek Observatory in northern Cali-
fornia to NCSA via fiber optics or a
satellite transponder [see access,
September-December 1991].
As for software, the BIMA project
produced a package called MIRIAD,
which could enable astronomers to
experiment with real-time observa-
tion within a year. Long-term hopes
for fast imaging are pinned on a new
package being developed by an inter-
national collaboration including
BIMA member institutions; the
National Radio Astronomy Observa-
tory (NRAO); and scientists from
Australia, Canada, England, the
Netherlands, and India. Crutcher
sits on the steering committee for
the project.
Standardized code
The new code will be named AIPS++,
an abbreviation of Astronomical
Image Processing System in C++.
Although real-time observation is
expected to be one advantage of
AIPS++, the primary goal of its devel-
opment is to create an easily expand-
able, maintainable software that is
standardized for a wide range of com-
puter architectures and telescopes.
It will be POSEX compliant to
facilitate porting to a wide variety of
architectures. POSDC is a hardware-
independent standard for operating
systems. With AIPS++, an astrono-
mer can learn the system once and
then process images on nearly any
computer using data from almost
any radio telescope.
Another goal is for the software
to make as many image processing
decisions as possible. "Right now data
processing is a very labor intensive
effort," says Crutcher. "Astronomers
must make hundreds of decisions as
to how to process data using their
expert knowledge. We'd like to pro-
gram that expert knowledge into the
software so that the computer system
instantaneously gives us a 'best
effort' image."
Concentrated effort
AIPS++ will replace the roughly 20-
year-old Fortran code AIPS and the
MIRIAD program written in Fortran
and C. For the first half of 1992, soft-
ware engineers from each member
country have been working together
at NRAO headquarters in Char-
lottesville, VA, in a concentrated
effort to develop the AIPS++ kernel
as well as the overall design of the
system.
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ftware for fast, standardized astronomical images
Radio telescope.
(Photo by Superstock)
Twelve programmers are working
full time on the project. NCSA's rep-
resentative is research programmer
Mark Stupar. NRAO is providing
space, workstations, training, and
housing for the team. Once the kernel
is complete, team members will
return home to guide local teams
in writing applications software.
"By January of 1993 we hope to
have the kernel to the stage where we
can begin fleshing it out and writing
applications code," says Crutcher.
"There should be limited functional-
ity by then—but quite limited."
AIPS++ on the metacomputer
NCSA's metacomputer is expected to
play a vital role in the processing of
large datasets. [See access, Septem-
ber-December 1991 for a description
of the metacomputer.] Crutcher
intends to use the planned HIPPI
link between the CONVEX C3 and
the CM-5 to turn the CM-5 into a
high-powered number cruncher work-
ing transparently for the computa-
tionally intensive portions of his code.
Says Crutcher, "AIPS++ will run
on the CONVEX C3, which is a gen-
eral-purpose computer. It handles the
less computationally intensive por-
tions of the code—data I/O, graphics,
user interfaces, visualization, and
editing. Simultaneously the plan is to
try to develop stand-alone algorithms
on the CM-5 when that machine sta-
bilizes a bit—with the concept of
being able to hook those into the
AIPS++ code so that it will appear as
a single code to the user on the meta-
computer. When you reach a compu-
tationally intensive task, AIPS++ will
off-load the data over the HIPPI link
to the CM-5 for processing, so the
Connection Machine will appear as
almost a high-speed coprocessor on
the CONVEX."
Initially the CM-5 will not have a
C++ compiler. Its portion of the code
will be implemented in Fortran 90.
The C++ advantage
The strength of AIPS++ is in its use
of the C++ programming language, a
language that is easily expanded and
maintained.
"For the last 40 years," says Herb
Schildt, author of 35 computer books,
"every innovation in programming
has had one focus: to allow program-
mers to handle increasingly com-
plex—that is, larger
—
programs."
Schildt's books include C++: The
Complete Reference and Teach Your-
self C++. (Both books are published
by Osborne/McGraw-Hill, Berkeley,
CA.) "C++ takes the C language,
which was standardized a couple of
years ago, and adds to it eleven key
words that support object oriented
programming. Object orientation
enables a programmer to handle
more complex programs by compart-
mentalizing code and data. With it,
AIPS++ continued on page 12
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you can build what we call 'black
boxes' containing code fragments.
These boxes provide very controlled
access to the fragments. So once you
get a subunit of your program work-
ing and you define the interface to
that subunit, you can put it into your
program and forget about it. If you
need to make changes inside that
black box, you can do so without
affecting the rest of your program
as long as you leave the interface the
same. This means you can enhance
that subunit without changing the
rest of the code."
Crutcher compares this advantage
to older code, such as AIPS and
MIRIAD, "The old AIPS evolved on a
smaller system in a more haphazard
way. It is written in Fortran and uses
constructs called common blocks. If
you change one common block, then
all parts of the code using that com-
mon block have to be updated to re-
flect the change. An object code such
as C++ is not interdependent except
through well-defined interfaces. It
provides a much greater expansion
capability because you can build new
code by piecing together building
blocks from the original code. And
you can maintain the code more eas-
ily. Upgrading the operating system
or adding a new functionality will in-
volve changing only parts of the code.
You don't reinvent the wheel every
time you do something new."
The CM-5 arrives at NCSA. See
page 22. (Photo by Tony Baylis,
NCSA Scientific Communications
and Media Services)
Avoiding obsolescence
The ability to expand and maintain
code is important. First, as computer
technology advances, an expandable
code will remain useful longer than a
rigid code, regardless of the applica-
tion. Secondly, the radio telescopes
that supply data for the AIPS++ code
generate large datasets. And sched-
uled expansions of those telescopes
will result in even larger datasets.
The goal of obtaining real-time image
processing and maintaining it with
growing datasets depends on the
expandability of C++.
Other uses for AIPS++
The original AIPS code found many
users outside of radio astronomy, and
Crutcher expects the same thing to
happen with AIPS++. It will have an
international standard data format
—
Flexible Image Transport System
(FITS). NCSA has an HDF conver-
sion routine for FITS, and the design
is well suited for writing modules to
fit other applications. The program-
ming methodology may also be useful
for developing other large codes. A
Note: NCSA and NRAO's role in AIPS++
development is funded by NSF.
Codes f<
In the unending quest for improved
computer performance, machines
based on massively parallel architec-
tures are beginning to take a leading
role. And if supercomputer manufac-
turers hold true to their announced
plans, a massively parallel supercom-
puter capable of teraflop performance
would be available by the end of the
decade.
Just as in the case of vector com-
puters, not all numerical algorithms
perform well on massively parallel
machines. Such machines use a large
number of relatively slow processors
to do the bulk of the work associated
with a computation in parallel. This
requires that the computation be
divisible into a large number of
equally sized tasks.
In general, algorithms that are
highly vectorizable are also highly
parallelizable. Algorithms for compu-
tational fluid dynamics (CFD)—based
on either finite difference or finite
element methods—are excellent
examples of this. Such methods parti-
tion the computational domain into
a large number of zones, or elements,
in which the conservation laws that
describe the physics of interest are
solved. Because the algorithm uses
the same equations for the same
quantities at every zone in the do-
main, they contain a high degree of
parallelism.
NCSA users have had access to a
massively parallel supercomputer in
the form of a Connection Machine 2
(model CM-2) for nearly two years. To
take advantage of this resource, the
Astronomy and Astrophysics Group
at NCSA has developed several astro-
physical application codes for the
CM-2. One of these, a 3D CFD code
called CMHOG (for Connection
Machine Higher Order Godunov code
)
has been used extensively on both
vector supercomputers (CRAY-
2S/4128 and CRAY Y-MP 4/464
systems) and the CM-2 to study
problems in astrophysical fluid
dynamics. (It has also been adapted
for use in combustion studies.)
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the CM 2 by Jim Stone, NCSA Postdoctoral Fellow, Applications
The experience of developing
CMHOG has been that if an algo-
rithm is intrinsically highly parallel,
then writing code for a massively par-
allel supercomputer is not much more
work than writing the same code for
a vector supercomputer. At the most
fundamental level, one merely con-
forms to the Fortran 90 standard
rather than using Fortran 77.
CMHOG has achieved a perfor-
mance of 800 Mflops on NCSA's
CM-2—roughly equivalent to its
performance on all four processors
of the NCSA CRAY Y-MP machine.
However, the implementation of an
algorithm on a massively parallel
supercomputer uses considerably
more memory than the same algo-
rithm on a vector machine. The larg-
est 3D problem that has been run
with CMHOG on the recently up-
graded CM-2 consists of eight million
zones. If one could use the entire
machine in dedicated mode, the
CRAY Y-MP system would run six
million zones.
An example of the type of research
the CM-2 is used for is shown in the
top figure right. This is a volumet-
ric rendering of the evolution of the
density field resulting from the 3D
interaction of a Mach 10 planar shock
with a spherical cloud of density ten
times that of the ambient gas. This
problem is an idealization of the
interaction of a supernova remnant
with density inhomogeneities in the
interstellar medium, and it is describ-
ed in more detail in the Astrophysical
Journal Letters, July 10, 1992. Three
snapshots of the evolution are shown,
with time increasing from left to
right. The figure is oriented so that
the shock front moves from top to bot-
tom. The dynamical evolution of the
cloud is complex; the shock fragments
the cloud into a collection of blobs and
strings.
To investigate this complexity in
more detail, the bottom figure is a
volumetric rendering of the evolution
of the magnitude of the vorticity, a
tracer of fluid dynamical instabilities.
Again the evolution is shown in three
views, with time increasing from left
to right. In the last snapshot, the
vorticity is organized into a complex
pattern of intertwined filaments—
a
sign of the onset of turbulence. The
unexpected complexity of the evolu-
tion of the cloud may account for the
observed variability and structure of
the radio emission from supernova
remnants. The CM-2 proved instru-
mental in this calculation, by allow-
ing sufficient resolution to capture
these structures in three dimensions.
With NCSA's recently installed
CM-5, larger calculations will be
feasible. Using existing codes such
as CMHOG, and new codes already
under development, these machines
will undoubtedly play a larger role in
the future research of the Astronomy
and Astrophysics Group at NCSA.
New technology gained by the NCSA
group will be transferred to the na-
tional research community. A
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by Randall Graham, Science Writer
Recent government approval
to fund construction of two
Laser Interferometric Gravi-
tational Wave Observatories (LIGOs)
has increased the urgency with which
NCSA research scientist Ed Seidel
and his NCSA colleagues (Peter
Anninos, David Bernstein, Steve
Brandt, Karen Camarda, Larry
Smarr, and John Towns) are seeking
to define the gravitational wave sig-
natures of black holes via theory. If
LIGO researchers are to tell true
gravitational waves from false read-
ings, the signatures are important.
In about five years, the LIGOs
should be operational [see access,
March-April 1991]. And they will
attempt to experimentally measure
—
for the first time—the gravitational
waves predicted by Einstein's theory
of general relativity. Such a break-
through would help prove that
Einstein's theory of gravity is correct.
The LIGOs will be two of the most
sensitive measuring instruments ever
built—able to detect variations in the
Earth's gravitational field on the or-
der of one one-millionth of a nuclear
radius over 1 meter. This would be
like measuring a variation of one
angstrom in the distance from the
Earth to the Sun.
Einstein's gravity
Einstein's theory of general relativity
defines gravity as variations in the
curvature of spacetime and predicts
that cataclysmic astrophysical events,
such as exploding supernovas or col-
liding black holes, send gravitational
waves rippling through the curved
geometry of the universe. Although
they are very weak, the waves should
create a detectable gravitational dis-
turbance as they pass Earth. Each
type of phenomenon should generate
a unique wave signature that scien-
tists can decipher to trace the source.
"Gravitational waves should also
tell us a lot about astrophysics," says
Seidel. "The waves respond to the
bulk motion of a large amount of
mass. The coherent bulk motion of
two stars coalescing or of a nonspher-
ical supernova blowing up will yield
a wave form that is the only indicator
of what the sum of that mass is do-
ing. Currently nothing provides us
with information about this 'big pic-
ture.' For example, electromagnetic
radiation comes from a small local
unit like a molecule, but the gravita-
tional wave comes from the global
mass. A whole new field of science
could spring up around the interpre-
tation of gravitational waves."
Developing a gravitational
wave catalog
One of Seidel's goals is to use super-
computers to provide part of a wave
signature catalog for LIGO research-
ers to help them recognize the sources
of detected waves. At the same time,
the theoretical framework developed
in making the catalog should provide
researchers with a means of tracing
unknown LIGO signatures in the
future.
"I expect that once LIGO is opera-
tional there will be some wave forms
detected that we can't explain," says
Seidel. "Once we're able to solve
Einstein's equations, we should be
able to go back and figure out, from
a theoretical point of view, what the
source of that wave is."
Understanding black hole
resonance
Recently Seidel and his colleagues
created an animation of one- and two-
black hole systems using the Silicon
Graphics VGX system. The video
shows the evolution of apparent black
hole horizons in settings where the
holes are distorted initially and then
allowed to snap back to their stable,
equilibrium state. (The apparent
horizon is defined as a mathematical
boundary surrounding a black hole at
which outgoing light rays are trapped
and are no longer expanding away
from the hole.)
The animation illustrates that
black holes seek to maintain a spheri-
cal apparent horizon and that two
colliding black holes will quickly coa-
lesce into one stable black hole. It
also shows that both one- and two-
hole systems will oscillate with a
mass-dependent resonant frequency.
"Most systems have a normal
mode frequency," says Seidel, "just
like a bell. If you hit a bell, it rings
with a certain frequency. Different
sized bells have different frequencies.
Black holes also have special frequen-
cies—only the wave being propagated
is a gravitational wave."
Seidel's group chose the SGI
360VGX system to produce the video
because of its power and built-in ani-
mation capabilities. "SGI's VGX was
the best machine for making our ani-
mation because its built-in graphics
hardware and software make it very
fast," says Seidel.
The 360VGX contains six RISC-
based MIPS architecture CPUs. It
employs 85 proprietary graphics pro-
cessors contained in four pipelined
graphics subsystems. Visual data
from the RISC host is processed by
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these subsystems before being dis-
played on the screen, and parallelism
is exploited extensively throughout
the system.
Searching for a missing part
of the two-hole wave form
For some time scientists have under-
stood the wave form for two black
hole systems during two stages: when
the holes are far apart and after they
have collided. NCSA Director Smarr's
Ph.D. thesis in 1975 was dedicated to
building the computing and theoreti-
cal understanding of what happens
as the two holes approach and influ-
ence one another.
Says Seidel, "For the two-black
hole system, we can calculate the be-
ginning wave form using an approxi-
mation of Einstein's theory or even
Newton's laws. And we can calculate
the ending wave form after the two
have collided using perturbation
theory. But there is no easy way
to calculate what happens as they
approach one another and interact.
Here we need a supercomputer
because we have to solve the full
Einstein equations with no approxi-
mations. Our group has made a great
deal of progress on the two-black
hole collision when it occurs head-on,
because then the problem is axisym-
metric."
A solution to the full dynamic
3-space Einstein equations is still out
of reach. But a recent visitor, gradu-
ate research associate Joan Masso
from Spain's Universitat de les Hies
Balears, developed a promising new
approach to the equations that may
help realize this goal.
A new, easier way to write
Einstein's full equations
Masso and his advisor, Carles Bona,
came up with a new way of writing
the general Einstein equations in a
flux conservative form. It's a form
that allows one to use techniques for
solving hydrodynamic equations and
apply them to Einstein's equations
for the first time.
"Masso's approach lets us take
well-developed hydrodynamic numer-
ical techniques and apply them to
the Einstein equations," says Seidel.
"Unfortunately you do give up some-
thing with this method, and we're
trying to figure out a way to minimize
it. The time coordinate necessary for
this method to work allows you to
get very close to the black hole. And
that's bad numerically, because you
want to stay away from anything
where the numbers are becoming
infinite when using a computer. Their
system of equations depends crucially
on this time coordinate. So we want
to figure out a way to avoid the singu-
larity and still use their time slicing
division. We are currently working
with Masso and also with Wai-Mo
Suen at Washington University in
St. Louis on a new approach to avoid-
ing singularities. If we can do that,
then their form of the equations could
definitely improve the numerical
solution to the Einstein equations."
Next year Masso may return to
NCSA as a postdoctoral visitor and
continue work on his techniques.
"One thing we would like to do,"
says Seidel, "is generate a solver for
the Einstein equations and some kind
of interface through Mathematica or
some other symbolic manipulator.
That way, someone working on exact
solutions of the Einstein equations
using purely analytic techniques
could look at our solution and explore
the analytic behavior of it."
Solving Einstein's equations:
A Grand Challenge
"This whole incredible field of black
hole physics has come out of the one
solution to Einstein's equations, the
Schwarzschild solution. It was devel-
oped the year after Einstein's theory
was published, and it's a simple
spherical solution," Seidel continues.
"Just think what would happen
once we develop the technology to
solve the general Einstein equations.
The knowledge about these equations
could just explode—especially if we
made it possible for people used to
pursuing analytic solutions to take
their symbolic manipulators and look
at one of our solutions. And when I
say 'our' solutions, I'm referring to
solutions generated by our group
or by those of our collaborators and
colleagues at other institutions—such
as the University of Texas, the Uni-
versity of North Carolina, Cornell
University, the University of Pitts-
burgh, and Northwestern University,
among others. These research groups
are planning to work together to
develop a solution for the general
Einstein equations since this is such
a difficult Grand Challenge problem."
Sequence of stills from videotape showing the
evolution of a distorted single black hole system.
Outgoing radiation is shown as the color of the
surface, incoming as the height. The black line
denotes the apparent horizon of the black hole.
(Courtesy Ed Seidel, Peter Anninos, David
Bernstein, David Hobill, Larry Smarr, and
John Towns, research; Mark Bajuk, visualization)
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Virtual reality moves beyond visualization by Jarrett Cohen, Media Relations Officer
Hundreds of stars appear in the
distance. As you sail around
in space, what are spiral gal-
axies in actuality come closer and
closer, eventually filling your field of
vision. Flying through what feels like
an invisible wall, a blank portion
of the heavens comes into view. A
maneuver to the left, and galaxies
startlingly reappear.
These images are not from the
latest science fiction movie, but they
represent NCSA's first expedition
into the world of virtual reality. They
are from over 900 observed galaxies
of the redshift surveys made by
Margaret Geller and John Huchra
of the Harvard-Smithsonian Center
for Astrophysics.
From interactivity to
immersion
Virtual reality, or VR, moves beyond
visualization—including the interac-
tive variety—immersing researchers
in their computations, according to
Dan Brady of NCSA. Visualization
specialists working in the VR area
describe it as a more intuitive way
of exploring data.
"It's a very
natural way
of interacting with a machine," says
Michael McNeill, NCSA's VR Labora-
tory project leader.
"If you're working with a mouse to
move an object around, for example,
you have to think about what buttons
you're pressing in order to move in
a particular direction. This level of
abstraction doesn't exist in VR," adds
Mark Bajuk, NCSA research pro-
grammer. "It's more closely tied to
the body."
VR hardware
Situated on the third floor of the
Beckman Institute, NCSA's VR Labo-
ratory hardware consists of a Silicon
Graphics 4D/440IG2 Skywriter work-
station for image-rendering and sev-
eral body-computer interfaces, which
provide alternatives for 3D viewing.
The Skywriter's output can be dis-
played on a large screen using a Sony
projection system. A special video
mode on the Skywriter, called Ster-
eoView, rapidly produces separate
images for each eye. Researchers
wear liquid crystal shutter glasses,
which look much like sunglasses, to
see the high-resolution color stereo-
scopic display. A Fake Space
Labs BOOM (Binocular
Omni-Orientation Moni-
tor) is a crane-like
mechanism with
joints that
allows users
to move its
viewer
—
which looks
like welder's
goggles—to
many different
angles. The viewer's
two CRTs provide black and white
images.
VPL Research's EyePhone and
DataGlove are perhaps the best-
known VR equipment. The
EyePhone is worn much like a
helmet and has one monitor per
eye, supplying a low-resolution
color display. The DataGlove, a
black nylon glove that measures fin-
ger positions, can be used to interact
with objects in a virtual environment.
It can be used with the EyePhone or
the stereo glasses.
Observation and simulation
"The Redshift Survey" project em-
ployed the BOOM to investigate 935
of the 13,000 galaxies Geller and
Huchra have observed and mapped
over the last 10 years. McNeill and
Bajuk worked with NCSA research
programmer Mike Krogh to incorpo-
rate actual photographs of the galax-
ies into the visualization.
"We have been looking at our data
for years. It's quite spectacular to see
it that way," Geller says. "There's
always an advantage in being able
to see something in real 3D."
For this first project, the NCSA
team adapted software developed by
Steve Bryson and Creon Levit for
their "virtual wind tunnel" experi-
ments at NASA-Ames Laboratory.
Bajuk says this software gives basic
functionality but needs to be modified
for particular applications, so NCSA
is looking at other tools that are more
generally useful. The University of
Alberta's MR (Minimal Reality) Tool
Kit is one possible choice.
In contrast to the observation-
based galaxy investigation, current
work in molecular VR couples "a
molecular dynamics simulation on
the CM-2 to VR space," McNeill says.
Klaus Schulten and colleagues in
UIUC's Center for Concurrent Bio-
logical Computing at the Beckman
Institute have developed models of
ultrafast macromolecular assemblies
such as proteins. In VR "you can
modify the simulation in real time
by applying forces to the molecules,"
McNeill explains. Krogh is developing
this application for the BOOM,
EyePhone, and DataGlove.
Mike Krogh, NCSA re-
search programmer, dons
the EyePhone. (Photos on
this spread by Thompson-
McClellan Photography)
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Counterclockwise from top left: Using the
BOOM in the VR Lab, Krogh views 935
galaxies observed by Margaret Geller and
John Huchra of Harvard. Molecular dynam-
ics simulation off the CM-2 viewed on the
Skywriter by Bill Humphrey, UIUC research
assistant (left), Rick Kufrin, NCSA applica-
tions programmer; and Krogh. The Fake
Space Labs BOOM with Mike McNeill,
NCSA's VR project leader (top), and Krogh.
Integrating other tools
NCSA's VR effort is not a separate
undertaking but builds on a range of
current visualization activities. Brady
speaks of hooking VR into module-
based software packages such as AVS
and Explorer. "If the back end of
those could be a VR connection, you
could fundamentally do in VR what
you do in visualization," he says.
Bonification can also be added to
enhance understanding gained from
VR [see access, March-April 1991].
"One use of sonification is locating
things in a 3D space," McNeill says.
For example, the Milky Way galaxy
could be denoted by a specific sound,
what Bajuk calls a "sonic reference
point."
Actual recordings of a backhoe
will accompany the Caterpillar-NCSA
visualization 'Visibility Analysis
through the Animation of a Backhoe
Workcycle." A "virtual" backhoe,
based on a platform replete with seat
and controls, will move these tech-
niques into an interactive environ-
ment that aims to be as realistic as
possible. Simulation visuals from the
VGX will be pumped through stereo
glasses or the EyePhone. The controls
will "move" the bucket, with sounds
of the operating backhoe tied in. Soni-
fication will also be used to represent
hydraulic pressure, increasing the
sense of user engagement, Bajuk
says. The sounds will be broadcast
through headphones.
Limitations and solutions
VR's slow speed and low-resolution
images are difficulties, but it can be a
useful tool for researchers who do not
expect to see details. 'VR is more for
looking at broad strokes," Bajuk says.
"VR fits in the role of a visual
overview. It gives perspective, a sense
of what's going on. This is true in 3D
visualization and is even more true
in VR," Brady says. "For details and
analysis issues, VR may not be the
strongest, though." Geller agrees,
saying that she has "not been able
to extract detailed scientific conclu-
sions" through VR.
Bajuk predicts that within five
years VR displays will be comparable
to the visuals seen in high-quality
animations. "Much sooner than that,
Virtual reality continued on page 29
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Students reenact historic Space flights by Karen Damascus, Media Relations Intern,
Media Relations Office
Students gathered around a computer at Leal
Elementary School in Urbana were waiting for
their next directive to appear on the screen. Leal
students typed a response: "We are dispatching the heli-
copter. We are approaching the capsule. We are retrieving
astronauts Aldrin, Armstrong, Collins. Preparing to
transport to medical isolation chamber." The students
were quiet, waiting for an answer. "Mission Control con-
firms astronauts return to Hornet." The fifth-graders
cheered and applauded. Their mission was successful.
The students were participating in the First American
Salute to Space Exploration, a simulation of four different
space missions on the Cleveland FreeNet, a network for
K-12 education. The February 20 simulations included
Friendship 7, Apollo 11, the Hubble Telescope, and the
Challenger 2. Sponsored by a California school to honor
John Glenn's Friendship 7 mission, the project was hosted
by the National Public Telecomputing Network (NPTN),
Academy One. Leal School in Urbana and Dr. Howard
School in Champaign were among sixteen schools from
four countries that participated in reenactment of the
flights. Local participation was coordinated through
NCSA's Education Program with the involvement of
UIUC undergradu-
ates in the
Third and fourth graders at Dr.
Howard School "take of!" on their
Challenger 2 simulation. (Photos hy
Thompson-McClellan Photography)
Research Experiences for Undergraduates (REUj
Program sponsored by NSF [see access, September-
December, 1991J.
Countdown to the simulation
Leal's mission for the day was to simulate the aircraft
carrier U.S.S. Hornet's retrieval of the Apollo 11 space
capsule from the Pacific Ocean after splashdown on May
25, 1973. Sharon Roth's fifth grade class worked hard
preparing for the day. "We spent about one-third of our
school time and a lot of home time. I worked all
last night," Liz Pollock said.
"The kids researched the
entire space program,
but specifically the
Apollo missions,"
Chris Hanson,
anREU
student
who
worked
with
Leal on
the simula-
tion, said.
'They went to
the Urbana Free
Library to check out
books, and I showed
them movies from NASA
about the space program
so they could find out what
it was like to be in space."
Leal's work with networking
began one-and-a-half years
ago with NCSA's donation of
v^ | Macintoshes, a modem, and
\ REUs to help teachers and
students learn to use com-
puters. Both schools net-
worked to NASA to ask
scientists questions in
preparation for the
event.
"The kids love working
with space—anything with
space," Cheryll Douglas, third
and fourth grade teacher at Dr.
Howard said. Her class, divided into small groups called
flight crews, spent 10 to 12 hours researching the June
18, 1983 Challenger 2 flight to prepare for the simulation.
This project was the class's first big project with network-
ing. "My involvement with this project is an extension of
NCSA's work with our school," Douglas said. "Through
working with the center, I became interested in the pros-
pects of networking in the classroom." With the help of
NCSA, she was awarded a Champaign-Urbana Commu-
nity Schools Foundation grant for a modem and computer
for networking, which were used for the simulation.
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How the day worked
"You can read all the reports everyone sent from around
the world, and they can read yours," Charley Williams,
REU student working at Dr. Howard, told the flight crew.
"I feel like I've died and gone to heaven," Dr. Howard
student Grant Zalar responded. "It's very, very fun. It's
fun feeling like you're talking to people all around the
world." Reading reports was one of the simulation's two
main parts. Each space mission had an electronic bulletin
board where the students posted reports about such things
as actual statistics of the mission, what happened during
the mission, and what the astronauts did. For example,
students at Dr. Howard reported about research on car-
penter ants that was being carried out on the Challenger
2. "You just feel like you are actually loading ants onto
the ship and flying away," fourth-grader Greg Lypka said.
The other part of the simulation was the chat on the
public chat network. Everyone involved with the simula-
tion could sign on to talk with other people. "Hello from
Challenger 2," a Dr. Howard student typed. "This is the
Friendship 7 mission from Cleveland, Ohio," responded
Ohio students. A Texas school functioned as NASA's
Mission Control. To maintain constant communication
among the different simulations, official status reports
were given on each mission during 15-minute periods
every hour.
Having fun and learning, too
"The best thing the kids learned about the networks was
that they are not infallible," Hanson said. "Some hackers
got on and started messing things up, and we got knocked
out. I explained to the kids that it was like the real
thing—they didn't know what to expect and neither did
the astronauts."
But overall, the day was a success. The students had
the chance to communicate with kids from around the
world, including Finland and Estonia. "It's really fun to
work on computers. It's fun to type and at the same time
Workshop/training dates: 1992
July 6-24
August 5
August 6-7
September 16
September 17-18
October 7
October 8-9
NCSA SuperQuest 1992 High School Institute
New User Training—Introduction to NCSA
System Use
NCSA Applications, Chemistry Workshop*
New User Training—Introduction to NCSA
System Use
NCSA Applications, Finite Element Workshop*
New User Training—Introduction to NCSA
System Use
NCSA Applications, Computational Fluid
Dynamics Workshop*
^Workshop sessions to be held in NCSA's Renaissance Experimental
Laboratory, Beckman Institute
NOTE: All dates are tentative and subject to change. You must register
at least 10 days in advance to attend training. To reserve your atten-
dance, contact Martha Parish [see NCSA contacts, page 2]. A cost
recovery fee may be applicable to certain sessions.
"The kids love working with space" says
Cheryll Douglas, teacher at Dr. Howard.
talk with people from other schools," third-grader Crystal
Zych of Leal said.
Chuck Farmer, another REU who helped out at Dr.
Howard, agreed that the kids had a lot of fun. "Two kids
didn't seem interested in the simulation until a school
from Finland started posting to the chat," he said. "Then
they got really excited and started chatting and wanted
to know who else and what other countries were on the
network."
The space mission project was a step toward the goal
of preparing kids for the era of electronic communications.
"We'll all be involved with telecommunications whether
we want to or not," Pam Van Walleghen, Leal's computer
coordinator, said. "Global communications shrinks the
world down so students can respond
to global situations." Lisa Bievenue,
specialist in education at NCSA,
agreed. "If kids don't learn to use
electronic communication, they'll be
at a disadvantage. This helps prepare
students and teachers for the Infor-
mation Age."
In the future, the National Re-
search and Education Network will
connect all K-12 schools to Internet.
"With this, educational resources
such as databases, libraries, and con-
sultants will be available for all K-12
institutions. Students and teachers
will be able to share ideas and get
help with projects and homework,"
Eva Erdosne Toth, NCSA graduate
research assistant, said. "NCSA's
Education Program is working hard
to get schools, kids, and teachers
ready with the skills and knowledge
to use the resources available
on the Internet."
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NCSA creates Industrial Grand Challenge Award
Hi - Hi
"Era of Industrial Grand Challenge
Teams" was the theme for the fourth
annual executive meeting of NCSA's
Industrial Partners. The partner ex-
ecutives and NCSA staff met for a day
and a half in the Beckman Institute
to discuss and view new technology
developments and HPCC strategies.
Robert Herrman and David Herron
of Eli Lilly & Co. were the first recipi
ents of the newly created Industrial
Grand Challenge Award—an annual
award to be given to one of NCSA's
corporate partners to recognize
breakthough research done as a
result of their NCSA partnership.
In making the award, NCSA
Director Larry Smarr acknowledged
that industrial partner research at
NCSA is now in the "result stage."
The establishment of an award winner's Hall of Fame
was also announced by Smarr. Both will "spotlight the
high level of attainment you as individuals and you as
corporations have reached."
Herrman was recognized for seminal work on the
structure of human phospholipase A2, an enzyme which
was derived from bovine pancreas and rattlesnake venom
Calculations carried out on NCSA's CRAY-2 system
resulted in the subsequent development of a humanized
form of the enzyme on Lilly's own CRAY-2 system in
Indianapolis. This simulation was used to solve the x-ray
crystal structure of the human enzyme, which is impli-
cated in toxic shock. Herrman's research on the enzyme
was the subject of a cover story in Nature (July 4, 1991).
Leukotrienes, inflammatory agents in asthma, were
the goal of Herron's research that utilized NCSA's
resources (see access, January-April 1992). Three key
leukotrienes were analyzed in a scientific visualization
created with NCSA. With the visualization acting as a
guide, highly active antagonists against the leukotrienes
were synthesized by Lilly asthma researchers as a result.
Some have been tested in asthma sufferers and found to
be effective medically.
Lilly, who joined NCSA's Industrial Program in
January 1988, became the first to use supercomputers
in drug design. Shortly after affiliating with NCSA, two
new molecular codes—Ovid and Super—were jointly cre-
ated. Both were ported to NCSA's CRAY-2 system. By the
spring of 1990, Lilly installed its own CRAY-2 supercom-
puter at its research headquarters in Indianapolis.
Robert Herrman Cleft; and David Herron (right)
display their Industrial Grand Challenge Awards
granted by Larry Smarr (center). Images of the abacus
and CM-5 in the background of the award plaques
symbolize the growth in computing power; molecular
dynamics images in the foreground represent the
researchers' work. (Photos by Wilmer Zehr.)
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Showcase of HPCC at SIGGRAPH '92 by Jarrett Cohen, Media Relations Officer
"Daylighting Simulation of the Zero-
Energy Building," "The Visible Em-
bryo," "Teleconferencing with
Personable Computers," and "Cosmic
Explorer" are among the titles of
nearly 50 leading-edge applications of
HPCC being featured on the exhibi-
tion floor at SIGGRAPH '92, July
26-31 in Chicago's McCormick Place.
Called "Showcase," it is the largest
exhibit—at 17,000 square feet—for
this year's conference on computer
graphics and interactive techniques,
which is expected to draw about
25,000 people.
"['Showcase'] uniquely illustrates
interactive and collaborative com-
puter graphics research, applications,
and products in a high-speed net-
working environment," says Jim
George, Showcase chair and presi-
dent at Mesa Graphics.
A score of universities, laborato
ries, and companies are collaborat-
ing on the exhibit. Argonne
National Laboratory, Colorado
State University, Digital Equip-
ment Corp., UIC's Electronic
Visualization Laboratory,
NASA, NCSA, and San Diego
Supercomputer Center are
among the institutions represented.
A variety of displays
Three display areas make up Show-
case. The 10,000-square-foot worksta-
tion area consists of twelve worksta-
tions divided into three "pods" of
four systems each. Large projection
screens will display workstation out-
put for the exhibit attendees. A full
range of on-site and remote super-
computers will be accessed for dis-
tributed applications.
Another 7,000 square feet will be
devoted to the Virtual Reality The-
ater. Attendees will experience VR in
a 10 foot by 10 foot CAVE, a 3D rear
projection theater made up of three
walls, a floor, and possibly a ceiling.
"The images projected on the screens
are computed to accommodate the
perspective of the viewer inside the
cube and are projected in stereo to
bring objects into the virtual space,"
George says. "One person is in con-
trol, but multiple viewers enjoy the
experience."
Next to the Virtual Reality The-
ater is the Special Area, where North
Carolina Supercomputer Center's
"Environmental Vision Dome" will
project visualizations of Environmen-
tal Protection Agency data onto a
24-foot planetarium dome suspended
from the ceiling.
In addition, a large video wall will
show segments of Showcase projects.
A "Network Visualization Study" by
Donna Cox, NCSA associate director
of the Numerical Laboratory Pro-
gram, and Robert Patterson, NCSA
research programmer, will also
appear on the wall. The animation
depicts traffic and growth of the
NSFNET.
Other participating corporations
are Advanced Network and Services
Inc., Convex Computer Corp., IBM
Corp., Illinois Bell/an Ameritech
Company, Silicon Graphics Computer
Systems, and Sun Microsystems Inc.
Metacomputing at "Showcase"
NCSA will be demonstrating meta-
computing applications in both the
workstation and VR areas. Both
Crays, the CONVEX C3880, and the
CM-2 will be accessed by a T3 line to
the center. According to "SIGGRAPH
Showcase: Metacomputing" by NCSA
Director Larry Smarr and Associate
Director for Computing and Commu-
nications Charlie Catlett (to be
published in Communications of the
ACM, July 1992), NCSA's projects
fall into three areas: theoretical
simulation, instrument/sensor con-
trol, and data navigation. NCSA's
projects follow:
Theoretical simulation
"Virtual Molecular Reality" (Virtual
Reality) Klaus Schulten, Bill
Humphrey, Andreas Windemuth,
UIUC; Mike Krogh, Rick Kufrin,
NCSA.
"PATHFINDER-Probing
ATmospHeric Flows in an
INteractive and Distributed
EnviRonment" Bob Wilhelmson,
Brian Jewett, Crystal Shaw, Lou
Wicker, Matt Arrott, Colleen Bushell,
Alan Craig, Ping Fu, Gautam
Mehrotra, Barbara Mihalas, Jeff
Terstriep, Jeff Thingvold, NCSA;
M. Ramamurthy, UIUC; Steve Koch,
J. Hagedorn, NASA.
Instrument/sensor control
"Interactive Imaging of Atomic Sur-
faces" Joe Lyding, Nick Kisseberth,
UIUC; Clint Potter, Rachael Brady,
Pat Moran, NCSA.
"Interactive Image Deconvolu-
tion" Richard Crutcher, UIUC and
NCSA.
Data navigation
"Interactive Visualization of
CT Data of Dog Heart" Clint
Potter, Rachael Brady, Pat
Moran, NCSA.
"Scientific Digital Library"
Jeff Terstriep, George Velam-
parampil, Daniel Weber, NCSA.
"Cosmic Explorer" (Virtual Real-
ity) Margaret Geller, John Huchra,
Harvard-Smithsonian Center for
Astrophysics; Mike Norman, Deyang
Song, NCSA.
Guerilla technology
Guerilla technology, commonly called
"G-tech," is an environment featuring
the latest developments in computer
graphics. NCSA's Software Develop-
ment Group (SDG) will be among the
demonstrators at the three-day event
(July 28-30). Their "Collaborative
Scientific Visualization Software
Demonstration" will give conference
attendees an opportunity to try out
the newly released NCSA collabora-
tive visualization tools named NCSA
Collage.
SIGGRAPH '92 continued on page 29
Still from "Interactive Imaging of
Atomic Surfaces" by Joe Lyding and
Nick Kisseberth, research, UIUC; Clint
Potter, Rachael Brady, and Pat Moran,
computer imaging, NCSA.
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NCSA's metacomputer
One long-term goal ofNCSA is now
being realized—a garden, or collec-
tive, of HPCC architecture for re-
search. In April the CM-2 was moved
from the Beckman Institute to the
Advanced Computing Building (ACB)
to be installed alongside the new
CM-5. At mid-May the new CONVEX
3880 (C3) arrived to share space with
the two Connection Machines. Com-
pleting this array on the third floor
ofACB is the IBM RS/6000 cluster
of RISC machines, which has been
in place since last fall [see access,
September-December 1991]. The
two Crays—CRAY-2 and CRAY Y-MP
systems—are located on the second
floor of the building. Machines now at
NCSA include shared memory vector
and superscalar multiprocessors,
distributed memory clusters of
superscalar workstations, and distrib-
uted memory massively parallel
processing supercomputers.
Paul Zawada (left foreground) sets
up the networking system for the
reinstallation of the CM-2 as Albert
Xu, TMC, and Curt Canada, NCSA,
discuss the next move with a TMC
representative. (Background, left
to right).
A TMC representative completes the
installation of the CM-5. The edge of
the DataVault for the CM-2 is just
visible behind the CM-5.
The CONVEX C3 installed in ACB.
In foreground left is one unit of the
mass storage system. (Photos by
Tony Baylis, NCSA Scientific
Communications and Media Systems)
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NCSA RealTime: The 4th edition is Out by David Curtis, Co-Director, Scientific
Communications and Media Systems
Applications of high-performance
computing are far-ranging
—
L from engineering and mate-
rials science to the humanities and
education. Our program aims broadly
while also presenting a measure of
useful news to users.
Judging from our recent survey,
viewers seem to be split more or less
evenly between those who want more
technical details and those who sup-
port our current presentation style.
Regardless of which side you are on,
we value your feedback and will be
taking it into account when planning
future programming.
We have packed four new stories
into NCSA RealTime #4. Together
they present the breadth and benefits
of computational science.
In A Window through Time, we
follow UIUC historian Vernon Burton
as he combs through churches and
graveyards, crumbling slave quar-
ters, and antibellum mansions in
South Carolina. Using NCSA-devel-
oped software tools to trace census
data from the post-Civil War commu-
nities of the Old South, Burton aims
to develop a comprehensive database
spanning 200 years of social history
and make it accessible online to
researchers nationwide.
Switching from humanities to
engineering, The Flow of Fire visits
MIT. Here researchers are collaborat-
ing with Ford Motor Co. engineers in
Michigan to model turbulent combus-
tion, a Grand Challenge of computa-
tional science and engineering. Their
insights could lead to cleaner, more
efficient engines.
Returning to Illinois, the program
highlights recent successes in cou-
pling instrumentation to high-perfor-
mance computers. In A Quantum
View, UIUC electrical engineers
employ a scanning tunneling micro-
scope, or STM, to inspect the peaks
and troughs of surfaces at the
atomic level. Coupling the STM
to a CONVEX C-240 allows them
to visualize and manipulate semicon-
ductor surfaces atom by atom.
Brought up on TV, students re-
spond intuitively when they interact
with supercomputer animations. How
atoms bond to form molecules often
leaves high school students baffled,
but now they can see how atoms
combine when simulated on a super-
computer. In Orbital Insights, we
portray how NCSA hopes to enhance
not only the teaching of chemistry
but of science as a whole by bringing
high-performance computing and
visualization into the science class-
room.
If you wish to obtain this edition
or previous editions ofNCSA Real-
Time, contact Orders for user publica-
tions, NCSA software, and videos [see
NCSA contacts, page 2].
Scanning tunneling microscope at
the Beckman Institute. (Photo by
Fran Bond, NCSA)
Summer visitor from France
Throughout the summer, Francois Apery, professor at the
Universite de Hautes-Alsace, Mulhouse, France, will be a
visiting scholar at the UIUC Department of Mathematics
and visiting scientist at NCSA. He will be working with
George Francis, UIUC professor of mathematics and
NCSA principal investigator, to create real-time interac-
tive computer animations. Apery's current research inter-
est is the eversion, or turning inside out, of the sphere.
Apery and Francis will collaborate on creating two
computer animation editors from June through August.
They will visualize the Morin-Denner Cuboctahedral
Sphere Eversion, and they will create a tool for the techni-
cal study of algebraic homotopies of surfaces immersed in
3-mamfolds. Smooth eversions of minimal complexity and
maximal genericity will be the emphasis in the latter
project.
In Apery's 1984 thesis, he solved the 84-year-old alge-
braic parametrization problem for Boy's surface, confirm-
ing one and refuting a second conjecture of H. Hopf
(1936). He formulated the germinal ideas and crucial
formulas used by Donna Cox, George Francis, and Ray
Idaszak to create their well-known Romboy Homotopy of
the Estrucan Venus, which has been featured in several
NCSA visualization productions and a number of com-
puter graphics journals. A movie representing the motion
of surfaces, a video copy of the movie, and a book entitled
Models of the Real Projective Plane, published by Verlag
Vieweg, have resulted from Apery's thesis, which was
published in Advances in Mathematics.
Universities in France, Italy, Japan, and Algeria have
hosted Apery to hear him speak on his current work in
the eversion of the sphere.
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Supercomputing '92
is preparing to set sail for its voyage of scientific discovery. The fifth
annual high-performance computing and communications conference
is scheduled for November 16-20, 1992 at the Minneapolis Conven-
tion Center.
A gala event, Voyages of Discovery through Time and Technology,
will kick off the conference the evening of the 16th in celebration of
past and present technological achievements. NCSA Director Larry
Smarr will launch the conference with his keynote address, "Grand
Challenges," the following day. As in the past, the conference award
luncheon will be on Thursday.
Program highlights include special sessions on massively parallel
and vector supercomputers, visualization, and machine clustering.
Other sessions will feature medical and pharmaceutical issues
relating to supercomputers.
SCinet '92, an innovative HPCC network, will include a Heteroge-
neous Computing Challenge with applications distributed among
machines. Industry and research exhibits will be expanded 20% over
past conferences.
Registration and housing information will be available in June.
For further information, please contact Peggy Samide at the
Supercomputing '92 Conference office.
Phone (303) 497-1808
U.S. mail SC92 Conference Office, SCD/NCAR,
P. O. Box 3000, Boulder, CO 80307
Email sc92info@ncar.ucar.edu
FAX (303) 497-1298
1992 R&D grants from CRI
The Process ofDiscovery:
NCSA Science Highlights
NCSA's research accomplishments from the past year are
featured in the new brochure The Process ofDiscovery:
NCSA Science Highlights. Complimentary copies are
available through Orders for user publications, NCSA
software, and video [see NCSA contacts, page 2].
Recipients of the Cray Research Inc. (CRI; research and
development grants for 1992 were recently announced.
They will make presentations of their research in the
spring of 1993.
Awardees, their fields of research, institutions, and
project titles are as follows:
Thomas D. Bouman, Chemistry <Southern Illinois University
at Edwardsville;; Calculation and Analysis of Molecular
Linear Response Properties [Deceased]
Aditi Chattopadhyay, Mechanical and Aerospace Engineering
(Arizona State University); A Multilevel Decomposition
Approach for Optimum Design of High-Speed Prop-Rotor
Adolfo G. Equiluz, Physics (Montana State University;;
Dynamical Density Response and Electronic Many-Body
Effects in Real Metals
Robert B. Haber, Theoretical and Applied Mechanics (UIUC);
Supercomputer Application in Fracture Mechanics and
Manufacturing Process Design
Pierre LeBreton, Chemistry fUIC); The Binding of Carcinogens
and Antitumor Agents to DNA
Doyle D. Knight, Mechanical and Aerospace Engineering
(Rutgers University); The Interaction of Crossing Shock
Waves with a Turbulent Boundary Layer at Hypersonic
Speeds
R. T. Lahey, Jr., Engineering Physics/Chemical Engineering
(Rensselaer Polytechnic Institute); The Analysis of Multidi-
mensional Multiphase Flow Phenomena
Raj Mittra, Electrical and Computer Engineering (UIUC );
Maxwell Solvers on a Nonorthogonal Grid
Michael L. Norman, Astronomy (NCSA/UIUC); Multitasking
Strategies for Astrophysical Fluid Dynamics
David Padua, Computer Science (CSRD/UIUCj; Delta Program
Restructure/Cray
Umberto Ravaioli, Electrical and Computer Engineering
(UIUC); Molecular Dynamics Algorithms for Monte Carlo
Simulation of Semiconductor Transport
Michael B. Richman and Peter J. Lamb, Meteorological
Sciences (Cooperative Institute for Mesoscale Meteorological
Studies, University of Oklahoma); Diagnostic Studies of
Growing Season Rainfall Fluctuations in Central North
America
Robert L. Sani, Chemical Engineering (University of Colorado I;
Modeling Wet Electrochemical Deposition and Photochemical
Etching
The objective of this grant program is to encourage
R&D projects that further the commercial or academic
application of Cray supercomputer systems: (a) by
significantly and uniquely increasing scientific, engineer-
ing, or computer system knowledge or (b) by developing
software and/or algorithmic techniques for supercomputer
architecture—thereby providing efficient or improved
programming solutions to real-world problems.
Awards for the 1993 CRI Grant Program will be
available in the fall of 1992. Proposals must be in one or
more of the following disciplines: health sciences, physical
sciences, biological sciences, mathematical and computa-
tional sciences, engineering, environmental sciences,
education, materials science, microelectronics, and other
disciplines mutually agreed upon in writing prior to
research proposal submission.
For further information about the program and how to
apply for it, contact NCSA Client Administration [see
NCSA contacts, page 2].
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data link Online by Stephanie Drake, Publications Editor Center cache
As announced in March-April 1992
data link, NCSA's Publications Group
is beginning to emphasize online
versions of user documentation as a
means of providing you with more
timely information. All NCSA users
should be able to read data link
online. Volumes 4 (1990), 5 (1991),
and 6 (1992) of data link are already
available online via NCSA's anony-
mous FTP server [see page 2 of data
link for downloading instructions or
the inside back cover of this issue of
access]. Future issues will also be
available via anonymous FTP.
We are also in the process of mak-
ing data link available online through
the free GNU Texinfo documentation
system. You'll get more information
about Texinfo in July-August 1992
data link.
You can also view volumes 3
(1989) through 6 (1992) of data link
online on both Cray systems in
/usr/local/doc, although this system
will be phased out as users become
more familiar with Texinfo and
anonymous FTP.
Beginning with the September-
October 1992 issue, we are moving to
a cost-recovery subscription service
for data link. To continue receiving
the printed edition, you will have to
subscribe and pay a cost-recovery fee
of $20 for six issues and an index
(September-October 1992 through
July-August 1993). You should have
already received a subscription form
with complete subscription instruc-
tions. If you want to subscribe but
have not received the subscription
form, contact NCSA Documentation
Orders at docorder@ncsa.uiuc.edu or
(217)244-4130. A
Sales representative demonstrates transputer. The
U.S. premier and demonstration of the Parsytec
GC system of a massively parallel transputer based
supercomputer was held at the Beckman Institute.
Klause Schulten, NCSA principal investigator, spoke
on his experience with transputers in the preceding
seminar. Parsytec is the U.S. daughter of a West
German high-technology parent company. (Photo
by Tony Baylis, NCSA Scientific Communications
and Media Systems)
Congratulations
Michael Norman, NCSA research
scientist in astronomy/astrophysics
and UIUC faculty member in the
Department of Astronomy, has been
promoted to full professor with
tenure. The promotion is effective
August 21, 1992.
"Technology Trek" is the name
of Cheryll Douglas' project that
was awarded a grant from the
Champaign-Urbana Community
Schools Foundation grant for the
1992-93 school year. Douglas teaches
third-fourth grade at Dr. Howard
School in Champaign and is a doc-
toral candidate in the UIUC College
of Education. Her class has been
involved with NCSA's REU program.
SuperQuest '91 winners
Winners of the SuperQuest 1991 Best
Paper competition were recently
awarded scholarships. The top three
winners, all attendees at Cornell
Theory Center's institute, are: Ben
Jun, Doug Abrams (both of Mont-
gomery Blair High School, Silver
Spring, MD), and Nick Dechman
(Thomas Jefferson High School for
Science and Technology, Alexandria,
VA). They placed first through third
respectively.
Daniel Stevenson and Andrew
Goodsell, who attended NCSA's
summer institute from Hudson High
School, Hudson, OH, received honor-
able mention.
NCSA congratulates all students
who participated in the competition.
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Questions continued from page 5
7. Could you summarize the
panel's recommendations in a
brief overview? Of these recom-
mendations, which ones deserve
top priority?
The Astronomy and Astrophysics
Survey Committee made major rec-
ommendations based on input from
the panel on Computing and Data
Processing, which made specific
recommendations in four areas:
archiving, workstations and hierar-
chical computing, networks, and
community code development.
The committe recommended:
• Digital data archives encompass-
ing ground-based and space-based
observations should be established
and made available over high-
speed national networks.
• Individual workstations and
departmental minisupercomputers
should be acquired, providing a
distributed network for astronomi-
cal computing.
• NSF should encourage the devel-
opment of high-speed national net-
works by funding links to widely
used observatories.
• NASA should increase its role in
furthering the development of
community software and stan-
dards.
Regarding archiving, the panel
made additional recommendations,
including:
• All major ground-based observato-
ries, both public and private,
should incorporate the capability
for archiving of digital data.
• Archives should be designed to
outlive any specific hardware,
software, or media.
• Archives should include all the
raw data, calibration data, and
information necessary to remove
instrumental signatures from the
data.
• Policy should be established to
require the archiving of data de-
scribed in papers published in the
refereed literature. This policy
should be enforced and imple-
mented through journals, time-
allocation committees, and the
proposal reviewing process.
Regarding community code devel-
opment, the panel's recommendations
were even more specific than the
committee's:
• NASA and the NSF should sup-
port the development of commu-
nity codes by funding proposals
selected by peer review in an
AO/NRA process. NASA should
expand the initial effort of the As-
trophysics Software and Research
Aids NRA. There should also be
support for the maintenance of
codes found to be of general utility
to the community.
• A community code program should
fund both individuals who propose
small programs and larger groups,
consisting of both computational
astronomers and software profes-
sionals of high quality, who pro-
pose major efforts.
• A recommended level of effort
could involve the funding of three
large groups (each with five to
eight professionals) and a number
of smaller groups.
ZEUS continued from page 9
in. "Because these jets are unstable,
they will break up after a time," says
Hardee, who is interested in the mor-
phology and dynamics ofjets. "This
behavior, called the Kelvin-Hemholtz
instability, introduces patterns, and
there's a theory that predicts what
should happen to the jets. I'm using
ZEUS—first ZEUS-2D and now
ZEUS-3D—to check the theory
against simulations. ZEUS-2D has
allowed us to study the effect of
strong magnetic fields on jets. In
certain regions of the jet, probably
close to its origin, the magnetic field
should be quite strong, and should be
important to the dynamics of the jet."
So far, Hardee says, the simulations
have confirmed that their theory
about jet dynamics was basically
sound.
Astrophysicists have observed
strands, bright filaments that are
helically twisted around extragalactic
jets. They are predicted by theory,
but they can't be simulated using
ZEUS-2D. "We suspect they are im-
portant," says Hardee, "so we'd like to
run them in three dimensions." We'll
use ZEUS-3D in a two-dimensional
mode to survey parameter space.
Then, we can pick out a few cases
that are important enough to run in
a three-dimensional mode, which is
so computationally expensive."
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Allocations in astronomical sciences
*Wenbo Yuan Anninos, UIUC, Numerical Hydrodynamic Cosmology
Dinshaw Balsara, Johns Hopkins Univ., SAFD-Studies in 3D Jet Hydrodynamics
Edmund Bertschinger, MIT, Large Cosmological N-Body Simulations
*Jack Burns, Chris Loken, and J.-H. Zhao, New Mexico State Univ.-Las Cruces,
SAFD-Radio Galaxies as Probes of the Cluster Environments
Adam Seth Burrows, Univ. of Arizona, Hydrodynamic Instabilities ofProtoneutron
Stars
*David Clarke, UIUC, SAFD-Magnetic Fields in Extragalactic Radio Sources
Haldan N. Cohn, Indiana Univ., Dynamical Evolution of Globular Clusters and
Galactic Nuclei
*Donald P. Cox, Univ. of Wisconsin-Madison, The Interstellar Medium Response to the
Spiral Density Wave Perturbation
Richard H. Durisen, Indiana Univ., Structure and Stability ofRotating Protostars and
Disks, Structure Evolution and Stability ofRotating Protostars, and Ballistic Transport
in Planetary Ring Systems Due to Meteoroid Erosion
Charles R. Evans, Univ. of North Carolina-Chapel Hill, Numerical Relativity and
Relativistic Astrophysics
Brand I. Fortner, SpyGlass Inc., Numerical Simulation ofNormal Branch Quasi-
Periodic Oscillations in Low Mass X-Ray Binaries
*Philip E. Hardee, Univ. of Alabama-Tuscaloosa, Magnetohydrodynamic Supersonic
Jets in Astrophysics and SAFD-Theory and Simulation of the Stability of3D Jets
Walter F. Huebner, Southwest Research Inst., Model of Comet Comae
Icko R)en, Jr., UIUC, Stellar Structure and Evolution
E. A. Jackson. UIUC, The Circulation and Radiation ofNonneutral Plasmas around
Rotating Neutron Stars
Arieh Konigl, Univ. of Chicago, Studies ofDynamical and Radiative Properties of
Astrophysical Jets
Susan Lamb, UIUC, 3D Smoothed Particle Hydrodynamics Experiments on Collisions
of Galaxies
*Ding Luo, Univ. of Virginia, Studies of Young Supernova Remnants
*Mordecai-Mark Maclow, NASA-Ames Research Center, MHD Shock Interactions
with Interstellar Clouds
Adrian Melott, Univ. of Kansas, Dark Matter and the Large-Scale Structure of the
Universe
Peter I. Meszaros, Pennsylvania State Univ., Accreting Neutron Stars and Black Holes
Dimitri Mihalas, UIUC, The Evolution ofMassive Stars and Studies of Stellar
Envelope Opacities and Nonlinear Radiation Hydrodynamics
Telemachos Mouschovias, UIUC, Theoretical Studies of Star Formation in Magnetic
Interstellar Clouds: Development and Applications ofNew Numerical Techniques
*Michael Norman, UIUC, Multitasking Strategies for Astrophysical Fluid Dynamics
Norman R. Simon, Univ. of Nebraska-Lincoln, A Test ofNew Radiative Opacities and
Their Incorporation into Improved Cepheid Models
Robert Stein, Michigan State Univ., Solar Magneto-Convection and Oscillations
*James M. Stone, UIUC, Mass Outflows from Star Forming Regions and Numerical
Simulations ofMass Outflows from Star Forming Regions
Ronald E. Taam, Northwestern Univ., Hydrodynamical Processes in Binary
Star Systems
Friedrich K. Thielemann, Harvard Univ., Nuclear Astrophysics
James W. Truran, UIUC, Research in Astrophysics
David H. Weinberg, Institute for Advanced Study, Cosmological Simulations
with Gas Dynamics
*Raymond E. White, Univ. of Alabama-Tuscaloosa, Jet and Galaxy Encounters
with Galaxy Cluster Cooling Flows
*Paul Wiita, Georgia State College, Radio Source Evolution
1992 SuperQuest
winners
Schools that will be attending the
SuperQuest Summer Institute at
NCSA July 6-24 are as follows:
Berean Academy, Elbing, KS
Richard Shultz, teacher-coach
"The Hitchhiker's Guide to the
Molecule"
Justin Bird, Mark Groutas, Mike
Wuthrich, and Paul Lebbin
Claremont High School,
Claremont, CA
Robs John Muir and Brian Arnold,
teacher-coaches
"The Verification of Topological
Knots"
Kaan Omer Erdener, Christopher
Candy, and Danny Wu
J. Oliver Johnson High School,
Huntsville, AL
Edna E. Gentry, teacher-coach
"The Relationship between Genetics
and Cancer," Myron Hobbs
"Population Dynamics: The
Predator-Prey Relationship
between Ladybugs and Aphids,"
John Schafer
"For a Given Environment,
Determine the Sensitivity of
Microbursts on the Amount of
Rain, which Controls the Amount
of Cooling in a Cloud," Allison
Griffith
"Determining the Most Efficient
Spacing Distance in a Wire Mesh
for Specific Instruments," Shelly
Sullivan
University High School,
Normal, IL
Jenny Grogg and Kathy Oberhardt,
teacher-coaches
"Look at What I'm Saying," Sultan
Meghji, Ray VanEtten, and
Melissa Shelton
*ZEUS users
For details about how to apply for time on NCSA's high-performance
computing systems, contact Judy Olscn, manager of Client Administration
[see NCSA contacts, page 2].
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Women in science! Does the mind have a. gender? by Fran Bond, Publications Ediu
Londa Schiebinger says at the conclusion of her
book, The Mind Has No Sex? Women in the Origins
ofModern Science, "It is time to transform both
science and society so that power and privilege no longer
follow gender lines." And she conjectures that a possible
solution lies in the continuation of study and analysis on
the effects of gender differences—in all aspects of our
society—"at least until they cease to plague us."
Via this book, Schiebinger contributes to the analysis
she advocates. Utilizing thorough scholarship she traces
the role of women in science throughout the history of
Western culture. Detailed, almost dissertation-like analy-
ses of the possible roots of womanhood's minor role in the
sciences through history are traced in philosophical, theo-
logical, and scientific thought, and symbolic imagery.
These analyses are well developed and enlightening, but
they may be somewhat tedious to the casual reader. Other
passages, which outnumber the analytical, are as gripping
as a novel. Schiebinger, a history professor, knows how to
make history live for her readers.
Brief period of recognition
A century before the peak of the Enlightenment—when
many European women were recognized for their scien-
tific achievements—an ex-Jesuit and Cartesian philoso-
pher declared "L'esprit n'a point de sexe (The mind has
no sex)." Francois Poullain de la Barre's words seemingly
echo the recognition obtained by some women during
his lifetime. Indeed the most interesting sections of
Schiebinger's book concern Europe from the seventeenth
to late eighteenth centuries. Many encapsulated biogra-
phies of significant women in science are introduced from
this period. Although each is fascinating, few of these
women were able to set trends for others to follow; so
they largely remain independent heroines of unusual
accomplishments for any era.
We are engagingly introduced to Margaret Cavendish
(1623-1673), natural philosopher; Emilie du Chatelet
(1706-1749), mathematician; Maria Sibylla Merian
(1647-1691), entomologist; and Maria Winkelmann
(1670-1720), astronomer—to name only a few. If language
were no barrier, one would like to delve further into the
lives and writings of these and other women in the
sciences about whom fascinating facts abound. For
example, we learn that on June 12, 1754, Dorothea
Erxleben became the first female M.D. in Germany. One
of her professors wrote an encouraging letter to Erxleben
on learning that Laura Bassi had become a Doctor of
Philosophy in 1732 at the University of Bologna. Later, in
1787, Dorothea Schlozer became the first German woman
to obtain a Ph.D.
Germany's craft tradition with its family workshops/
businesses fostered the development of women scientists.
Between 1650 and 1710, 14% of all German astronomers
were female—more than in any other European country.
From the beginning of the scientific revolution, noble-
women throughout Europe were encouraged to learn
science. Popular science texts flourished in England and
France especially—largely read by women. Closed out
of universities, women learned through academies and
From the sixth through the eighteenth
centuries, a female prevailed as the per-
sonification of science as shown in the
figure above from Cesare Ripa's Iconologia
(1618). (Reprinted from The Mind Has
No Sex? by Londa Schiebinger)
salons. The growth of the privileged Salon Society of
France, in which learned minds of both sexes were on
equal footing, is attributed to an environment in which a
woman such as Emilie du Chatelet introduced her country
to Newtonian physics. When the Royal Society was estab-
lished in England, the mixing of sexes within the scien-
tific establishment was reviled—anything French was
disparaged as "feminine." And when France established
its scientific society, women were excluded—after lengthy
debate. Even after Marie Curie won the Noble Prize in
1910, the debate was rejuvenated; the consequence was
that women were excluded for posterity.
Barriers are explored
According to the author, this exclusion came about largely
due to late-eighteenth century philosophers who harkened
back to the views of Aristotle (and other philosophers)
that women were inferior physically and therefore inferior
mentally. Immanuel Kant and Jean-Jacques Rosseau are
but a few whose philosophical ideals led to the subordina-
tion of women in society and exclusion to science, and
other aspects of learning, as well. Paradoxically Kant's
thoughts were introduced at the peak of the Enlighten-
Women in science continued on page 30
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HPCC news by Jarrett Cohen and Karen Damascus, Media Relations Office
[Editor's Note: Brief summaries from the press follow that are
pertinent to high-performance computing and communications
(HPCC) and that may be of use to HPCC users. These statements
are not intended to reflect NCSA's views or endorse products.]
Scientists from Agouron Pharmaceuticals Inc.
reported in March that they have created a new
compound using computer drug design, says The
Scientist (4/13/92). The compound, AG-331, demonstrates
"significant anti-tumor activity" in animal tests. The
announcement marks the successful convergence of
significant advances in computer-based drug modeling
with improved visualization of chemical structures via
x-ray crystallography and nuclear magnetic resonance.
Agouron has begun preclinical toxicity testing of AG-331
and plans to file an Investigational New Drug application
with the FDA later this year.
Several companies have used supercomputers to
design stronger automobile tires, says the New York
Times (4/1/92). Among them is Groupe Michelin S.A.'s
recently introduced tire that carries an 80,000-mile
warranty, compared to a standard 50,000 miles. Engi-
neers at Michelin's research center in Greenville, SC
discovered that changing the groove patterns to distribute
a car's load more evenly results in a more durable tire. A
company spokesperson pointed out the advantage in being
able to refine their designs before building the first proto-
type. Normally, the design and production process could
take as long as 4 to 6 years, but computers have cut that
time closer to 2 years. The Bridgestone Corporation has
also used supercomputing to create an 80,000-mile tire.
Goodyear Tire and Rubber Company employed computer
models before introducing four models in 1991. A
Virtual reality continued from page 17
the image quality will be similar to
that of interactive visualization pack-
ages," he adds. "This improvement in
quality will allow for more complex
displays."
As far as applications are con-
cerned, "there are no preconceived
limits," McNeill says. "It's what you
bring to it." On the near horizon is a
study of relativistic time-space with
NCSA gravitational research scien-
tist Ed Seidel, in conjunction with
Bryson from NASA-Ames. Bryson
has developed a simple VR black
hole, to which Seidel wants to add
real properties. Seidel will then walk
around it wearing the DataGlove,
"shooting" photons from his fingertips
to see how it behaves.
VR CAVE at SIGGRAPH
A major public display ofVR will
occur at SIGGRAPH '92 as part of
the Showcase exhibit. Nicknamed
the "VR CAVE," the Virtual Reality
Theater will employ stereo rear pro-
jection on three walls, the floor, and
the ceiling. Argonne National Labora-
tory, the University of Chicago, UIC,
and NCSA are collaborating on the
presentation.
"The public impact could be enor-
mous," Geller says. "People can have
a real feeling for what the data is
like."
SIGGRAPH '92 continued from page 21
Four to six different machines,
(for example, SGI, Sun, DEC, Apple
Macintosh, IBM PS/2) will be net-
worked with EtherNet. The collabora-
tive tools allow users to carry on an
interactive scientific visualization
session with geographically dispersed
participants. They can conference
across the network, displaying, ana-
lyzing and modifying data, images
and animations from local or remote
simulations; show each other text;
draw on a whiteboard; and capture
and send screen selections.
There will be headsets for voice
communication between the users
to simulate the normal environment
of the user's office/desktop during a
conference session. A continuously
running video will describe the tools
and show their use to passers-by.
Eric Bina, Dave Thompson, Tom
Redman, Tim McClarren, Quincey
Koziol, Marc Andreessen, Mike Folk,
and Jeff Terstriep are the tools'
developers.
Teaching visualization
Catlett and Terstriep are organizers
for the course "Distributed Scientific
Visualization on High-Performance
Networks," to be held Monday, July
27. This intermediate-level course
provides an overview of distributed
scientific visualization from a
scientist's perspective. Speakers will
compare software tools used to create
distributed applications, and "Show-
case" demonstrations will serve as
case studies. Moran and Norman
will also be teaching the course with
Bill Hibbard (Space Science and
Engineering Center, University
of Wisconsin-Madison )
.
Krogh is a lecturer in another
Monday course, "Introduction to
Scientific Visualization Tools and
Techniques." He will be teaching
visualization techniques and tools
for 2D fields. Among his topics are
scatter plots, contour plots, curves,
height fields, raster graphics, and
image processing, and suitable
software for these techniques.
Encouraging participation
Cox is chairing a "Special Session:
SIGGRAPH Town Hall Meeting"
Thursday, July 30. She and panelists
Loren Carpenter (Pixar) and Robert
Judd (Los Alamos National Labora-
tory) will give suggestions on how
to participate more effectively in all
aspects of SIGGRAPH. They will also
address and encourage discussion
of an often-voiced concern that SIG-
GRAPH is dominated by insiders.
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data link contents
May-June 1992
Public systems and applications software
• Helpful tips and hot topics
Mark your calendar for Supercomputing
'92
—data link online—NCSA training and
education workshops—Genetic data banks
available to Cray users—Latest on ASPEN
PLUS on CRAYY-MP
• UNIX-like CFS interface available on all
NCSA systems
• You can customize your UNIX environment
R&D systems and software
• Development projects in the works
• The Viewit Vortex—fatiguing muscles
To order a copy of the current issue of data
link, contact Documentation Orders by phone
at (217) 244-4130 or by electronic mail at
docorder@ncsa.uiuc.edu (Internet).
New affiliates
North Park College
Larry Martin
Physics Department
3225 W. Foster
Chicago, IL 60625
(312) 583-2700
martin@physics.unc.edu
SUNY at New Paltz
William J. Joel
Computer Graphics Group
New Paltz, NY 12561
(914) 257-3528
joelw@snynewvn.bitnet
For further information about
NCSA's affiliate programs,
contact the Academic Affiliates
Program or the Scientific
Institute Affiliates Program
[see NCSA contacts, page 2].
Judith Liebman, UIUC vice chancellor for research and profes-
sor of operations research (OR), introduced George Dantzig, OR
pioneer, when he spoke at the Beckman Institute this spring.
The lecture, which attracted a full house, was on Dantzig's
Simplex Method in the context of the history of OR and its
contemporary status. (Photo by Vincent Jurgens, NCSA
Scientific Communications and Media Systems)
Women in science continued from page 28
ment, and they pervaded when de-
bates on sexual equality <or lack
thereof) raged. Concurrently, mid-
wifery as practiced by women fell into
the hands of male surgeons, who
were being recognized outside the
barber tradition in which they began.
These and other barriers to women
largely remained until the late nine-
teenth century.
Schiebinger introduces these
historic barriers as complex and
multiple in cause. Her arguments
are not simplistic, and neither does
she skim them lightly. Denial of edu-
cation to women, different subjects of
study for women, the origins of witch
trials, and errors in anatomy that led
to sexual discrimination are explored.
All in all this is a very readable
text that is packed with information
for those interested in the status of
women in science. Parts of it—espe-
cially the biographies—flow like an
outstanding novel. Extensive refer-
ences and bibliography further add to
the book's merit. Those interested in
the Enlightenment could find this
title useful as well. (First Harvard
University Press paperback edition,
1991; copyright 1989 by the author.)
Other publications of interest
The Outer Circle: Women in the Scientific
Community, edited by Harriet Zuckerman,
Jonathan R. Cole, and John T. Bruer
(1991, W. W. Norton & Co, New York)
is a contemporary sociological study of
women's position in the scientific commu-
nity and the obstacles they face. Based on
presentations from three symposia be-
tween 1983 and 1986 and interviews with
three women scientists. Includes analyti-
cal notes and extensive bibliography.
"Women in Science," appearing in Sci-
ence March 13, 1992, volume 255, pages
1325-1480, is the publication's first an-
nual survey of the "situation of women in
science." An excellent, readable presenta-
tion of the issues that acknowledges a
complex, puzzling situation. Profiles of
three fields of science, statistics presented
via excellent graphics, and brief inter-
views with women make the problems
real. This issue of Science is an asset to
all concerned with women in science and
will likely be "required reading" for many.
[Editor's Note: This is a follow-up to
access July-August 1991 which featured
NCSA women in science—staff and users.]
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NCSA bibliography submission
NCSA relies on our researchers to help us maintain a comprehensive bibliography of work produced on NCSA
systems. This bibliographic compilation serves to underscore the impact and scope of the computational work
being done at NCSA, and it is published in a yearly bibliography brochure that is distributed to a limited mailing
list and made available to other researchers through the NCSA Technical Resources Catalog. We are requesting
your assistance in this effort.
We encourage electronic submission of bibliographic information and a project abstract. The form is available on
anonymous ftp. Log on to a host at your site that is connected to Internet and running software supporting FTP.
Invoke FTP by entering the Internet address of the server: ftp ftp.ncsa.uiuc.edu or ftp 141.142.20.50
Log on using anonymous for the name and your local login name and address (e.g., jones@ncsa.uiuc.edu) for the
password. Change to the docs subdirectory (/docs). Enter get biblio.form to transfer the form (ASCII). Complete
the requested information and submit the file with the abstract to the electronic mail address below.
If you choose, you may complete this form in hard copy and submit it with a project abstract and, if desired, a copy of
your publication to the address given below.
This is an ongoing effort, so please submit materials as they are published or presented. Thank you.
Submitting author's name Phone email address
Institution
Address
City State Zip
The format for listing publications is: last name, first name, first name last name, and first name last name.
Title of publication, journal name, volume number, pages (year). For example: Smith, Jane, Ross Jones, and Alice
Brown. Adaptive inverse dynamics control of robots. Science, 4, 33-35 (1992)
Author name(s) as shown on the publication
Title
Publication title (e.g. Biochemistry, Science), volume number, page reference, year
Required: NCSA account number (ex: abc) or NCSA grant number (ex: AST910367N):
Required: NSF Field of Science (ex: 417):
Please check category of your submission:
journal magazine preprint technical report journal cover
presentation/proceeding dissertation thesis book/chapter video
submitted in press published
Abstract: Provide an online abstract of no more than 150 words to biblio@ncsa.uiuc.edu (ASCII format; do not
embed equations in your ASCII file). Please include the title of your work for cross reference.
Submit to: Research Bibliography email: biblio@ncsa.uiuc.edu
NCSA/UIUC phone: (217) 244-5359
152 Computing Applications Building
605 East Springfield Avenue
Champaign, IL 61820-5518

abbreviations
CRI Cray Research Inc.
CSRD Center for Supercomputing Research and
Development
DARPA Defense Advanced Research Project Agency
NCSA National Center for Supercomputing
Applications
NRAO National Radio Astronomy Observatory
NSF National Science Foundation
TMC Thinking Machines Corp.
UIC University of Illinois at Chicago
UIUC University of Illinois at Urbana-Champaign
downloading from anonymous FTP server
A number of NCSA publications, including access, are being installed on the NCSA anonymous FTP server. Complete
downloading instructions are printed in the NCSA Technical Resources Catalog and in July-August 1991 data link (see
pages 3 to 4). To receive a copy of the catalog, send your request to the attention of NCSA Documentation Orders at one
of the following: the NCSA mailing address on the contents page, via electronic mail to docorder@ncsa.uiuc.edu, or
phone (217) 244-4130.
All brand and product names are trademarks or registered trademarks of their respective holders.
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general information and programs
Academic Affiliates Program
Joseph Blackmon
(217) 244-1100
affiliat@ncsa.uiuc.edu (Internet)
Academic and Industrial
Relations Program
Scott Lathrop
(217)244-1099
slathrop@ncsa.uiuc.edu (Internet)
Applications Group/Chemistry
User Group/Faculty Program
Melanie Loots
(217) 244-2921
mloots@ncsa.uiuc.edu (Internet)
Central Facilities
Sue Lewis
(217) 244-0708
slewis@ncsa.uiuc.edu (Internet)
Client Administration
Judy Olson
(217) 244-1986
jolson@ncsa.uiuc.edu (Internet)
Computing and Communications
Charles Catlett
(217) 333-1163
catlett@ncsa.uiuc.edu (Internet)
Consulting
Kurt Hirchert
(217) 333-8093
khirchert@ncsa.uiuc.edu ( Internet
)
Consulting Office
(217) 244-1144
consult@ncsa.uiuc.edu (Internet)
Education Program
Lisa Bievenue
(217) 244-1993
bievenue@ncsa.uiuc.edu (Internet)
Industrial Program
John Stevenson
(217) 244-0474
Media Relations
Jarrett Cohen
(217) 244-3049
jcohen@ncsa.uiuc.edu (Internet)
Media Services
Vincent Jurgens
(217) 244-1543
vjurgens@ncsa.uiuc.edu (Internet)
For services:
media@ncsa.uiuc.edu (Internet)
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Cindy Maxey
(217) 244-0635, 244-0074
cmaxey@ncsa.uiuc.edu (Internet)
NCSA Receptionist
(217) 244-0072
FAX (217) 244-1987
NCSA Security Officers
Lex Lane
(217) 244-0642
lex@ncsa.uiuc.edu (Internet)
Michael Smith
(217) 244-7714
msmith@ncsa.uiuc.edu (Internet)
Networking
network@ncsa.uiuc.edu (Internet)
subscriptions
Mail to Orders, NCSA Newsletters, 152 Computing Applications Building, 605 E.
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Publications Group
Melissa Johnson
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melissaj@ncsa.uiuc.edu (Internet)
Software Development Group
Joseph Hardin
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Software Group Technical Support
Jennie File
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Systems Software
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davem@ncsa.uiuc.edu (Internet)
Training Program
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Researching the environment
"Who will be the Gorbachevs of the Environmental Revo- economy," learn about a major collaborative effort
lution?" asks Sandra Postel of Worldwatch Institute in underway at NCSA to construct a global ecological
State of the World 1992. In spite of a recently heightened economic model.
awareness for protecting the environment, none have On page 15, find out how NCSA's metacomputer
come forward. In this issue on HPCC
and the environment, some researchers
in the environmental sciences are intro-
duced. Computer simulation and other
resources of supercomputing aid their
efforts.
By modeling ocean flows off the New
York/New Jersey shore, Lie-Yauw Oey
is predicting the origin of pollutants in
order to clean up beaches in a project
with a New Jersey environmental agency (see page 4).
On the West Coast, Kit Wagner is modeling ozone
emissions in Los Angeles with NCSA-produced visualiza
tion software (see page 7) to impact policy decisions.
Another aspect of the environment, biological control of
insects, is the subject of "Agricultural pest control" on
page 10. In "Modeling global links between ecology and
"Extraordinary change
is possible when
enough courageous
people grasp the
need for it and
become willing to
act."
—Sandra Postel
environment is being used in a numeri-
cal modeling study of severe weather.
The summer of 1992 saw lots of
activity in NCSA's Education Program:
Super-Quest Summer Institute (page
16) and several workshops, including an
ongoing chemistry visualization project
for high school teachers (page 19).
And a new type of partner, J. P.
Morgan, joins NCSA's Industrial
Program (page 20). Other recent events at the Center and
items of interest to HPCC users round out this issue,
beginning on page 21. Some suggested readings to follow
up on the environment are noted in the "Book Review"
(page 25).
With this issue, access becomes a quarterly publication.
—Fran Bond, Editor
access July—September 1992 3
oi
Just
when you
thought it
was safe
back in
the water
by Sara Latta, Science Writer, and Gretchen Kehler, former NCSA Research Assistant
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The summer of 1987 was not a good one for sunbathers accustomed to fre-quenting the New Jersey beaches; it was disastrous for marine wildlife.
Just before Memorial Day weekend, 25 miles of beaches were closed due
to waste containing fecal matter and other garbage that washed up onshore.
Many beaches were closed over the course of the summer due to high fecal
coliform levels; in August, several beaches were closed due to medical waste
washed in by ocean currents. Reports of oil and other pollutants washing up
on New Jersey's shores persisted through September. Sixty-seven dolphins
were reported to have died in the New Jersey and Chesapeake Bay waters,
and 12 leatherneck turtles suffered the same fate by September.
Although authorities at the New Jersey Department of Environmental
Protection and Energy (NJDEPE) were able to pinpoint at least some of the
sources of the garbage, they had no way of predicting where the garbage would
land.
These and other events prompted the NJDEPE to search for a model that
could foretell the movement of floating waste carried by currents in the New
York Bight, the section of the coast ranging from the eastern tip of Long
Island down to the Delaware Bay and out to the shelf break. Under funding
from the NJDEPE's Spill Research Fund, Lie-Yauw Oey, a professor of fluid
dynamics at Stevens Institute of Technology in Hoboken, NJ, and visiting
at Princeton University, is constructing just such a model on NCSA's CRAY
Y-MP and CRAY-2 supercomputer systems.
Modeling the currents of the New York Bight
The first phase of Oey's two-year project with NCSA was to simulate the cur-
rents in an idealized ocean basin. Although coastal currents are influenced by
tides, winds, river discharge, deeper ocean currents, and the topography of the
coast, the wind- and river-driven currents near the shore are most important
factors, according to Oey. Using field data from the National Ocean Data Cen-
ter, Oey and graduate student Kwang You (who has since earned his degree)
then created a realistic model of these flows in the New York Bight. They used
their model to simulate the coastal circulation and mixing during 1987. "Our
simulation indeed confirmed both the May and August incidents," says Oey.
Using statistics from his simulation, Oey created a hindcast/forecast meth-
odology. "Once the big model was finished, we extracted the properties that
we needed for the hindcast/forecast model. We use statistics from the model
because we have data for every single point at any time during the year-long
simulation. Our field data are just not adequate." By calculating ocean flows
in a given area, the hindcast/forecast model can be used to predict where
ocean-borne pollutants originate and where they are likely to wash ashore.
Oey is currently refining and increasing the resolution of the model near
the shore, using an interactive nesting technique. "Like many areas of fluid
dynamics, the behavior of ocean currents includes a wide range of spatial and
temporal scales," said Oey. "Supposing our grid size in the New York Bight is
4 kilometers, the smallest eddy we can resolve is something like 4 to 8 kilo-
meters. But the diameter of a sewage pipe is something like 200 meters; the
eddies created by sewage outflow are lost in our 4-kilometer grid. Obviously,
we don't have the computational power to resolve such small features for the
whole New York Bight. We zoom down to the shoreline, and we nest a high-
resolution grid within a coarse grid—of course, the physics demands that the
two grids interact with each other."
The threat of coastal-borne pollution
Not all ocean pollution is garbage, of course. Ocean contaminants also include
oil spills and industrial wastes from factories near the shore. This type of
coastal pollution is not only unsightly, it can pose serious health threats.
"Over years we have found contaminants like PCBs, copper, and mercury in
the sediments around New York Bay," says Oey. "The problem occurs when
Back in the water continued on page 6
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ship channels are dredged or when
the spring tide comes in, and the sed-
iments are stirred up. The sediments
will settle again, but the chemicals
may remain in the water. These
chemicals will start to affect the fish-
eries and then, of course, us as well,"
The threat pollution poses to the
wetlands occurring at the junction of
salt and fresh water brings a height-
ened sense of urgency to this prob-
lem. The unique mixture of salt and
freshwater in these wetlands, or
estuaries, make them the spawning
ground of many species of fish and
wildlife. It is estimated that 85% of
commercially caught fish and shell-
fish live in estuaries at some point
in their life cycle.
Transferring the model
to workstations
Oey's ultimate motivation for devel-
oping a model of circulation in the
New York Bight is a practical one:
to develop software that is accurate
enough to routinely predict the
movement of pollution in the coastal
oceans, yet simple enough to run on
the desktop workstations. "The idea
is to give the NJDEPE and other
local agencies the benefit of this type
of model even if supercomputing
resources are not readily available
to them," says Oey. He simplified his
complex model by eliminating a sepa-
rate computation of density, relating
the density fluctuations with the
wind. "If there is no wind, fresh water
flows from the mouth of the New
York Harbor and continues south
along the coast," Oey explains. "But
if there is a wind from the south, the
freshwater plume will shift offshore
and northward, increasing the salini-
ty of the nearshore water through lo-
cal upwelling."
Although Oey has completed work
on the simplified model, he has not
yet transferred it to the workstation.
"We hope to complete that within the
year," says Oey.
Paul Hauge, a research scientist
with the NJDEPE, says that an ac-
curate model of coastal currents will
fill an important need in his agency.
He envisions the coastal current
model helping officials track oil spills
in real-time or tracing garbage slicks
back to their source. Now officials
must rely on observation and weather
information to track ocean pollution.
He admits that this is difficult.
"This software could help us in
planning for spills. It would also help
us to make decisions about allocating
resources when a spill has occurred,"
he explains. Hauge believes that a re-
alistic model of coastal currents could
also help trace sources of pollution.
Although he says that there seems
to be less evidence of illegal ocean
dumping in recent years, he believes
that "the threat of coastal pollution is
never going to disappear. Being pre-
pared will help us get a better handle
on tracking things down." A
New York Bight: May 26, 1987
The simulated surface salinity (in units
of gram of salt/kilogram of sea water) and
velocity vectors of the New York Bight on
May 26, 1987. Findings have been aver-
aged over 10 tidal cycles to show the wind
and buoyancy driven circulation. The
50 meter and 75 meter isobaths on the
continental shelf are also shown. The plot
shows the development of a clockwise estu-
arine plume at the mouth of the New York
Harbor, as well as a coastal current which
meanders along the New Jersey shore.
These simulated currents are used to cal-
culate how surface-borne pollutants are
advected and dispersed throughout the
New York Bight. Modeled currents were
shoreward over an extensive shoreline
south of the harbor's mouth near the end
of May, driven predominantly by the
strong clockwise turning of the plume.
This circulation, combined with a north-
ward wind-driven wave drift, caused
extensive beaching of pollutants found
during the Labor Day weekend of 1987.
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leaning up air in L.
with NCSA software by Randall Graham, Science Writer
Since the erosion of stratospheric ozone started grabbing
headlines, ozone (O3) as an urban air pollutant seems all
but forgotten by the national media. But millions of city
dwellers are reminded every summer of ozone's adverse
affects by their burning eyes and labored breathing. The
"ozone capital" of the U.S. is Los Angeles where warm
temperatures and abundant sunshine help to produce it.
Not a direct fossil fuel emission, ozone forms when
emissions such as nitrogen oxide (NO) and nitrogen diox-
ide (N02 ) react with organic gases in hot, sunny weather.
As long as winds disperse ozone, residents ignore their
dirty air; however, when weather conditions trap it near
the ground, life can become miserable. A powerful oxidiz-
ing agent, ozone is also corrosive to metals and other
materials.
During the mid-1970s L.A. sometimes endured ozone
concentrations of 40 parts per hundred million (pphm)
—
more than three times the Environmental Protection
Agency (EPA) maximum of 12 pphm. Air quality gradu-
ally improved in the eighties, and today ozone alerts occur
less frequently with the worst levels reaching into the 30
(Photo by Superstock)
pphm range. Thirty is still a long way from 12, and
projected growth for Los Angeles in both population
and industry means scientists and legislators must keep
pushing hard to meet EPA standards.
Fighting air pollution with models
L.A.'s gains in air quality stem mostly from tougher auto
and factory emission standards passed by state and local
governments. In some cases, computer models that pre-
dict the long-term benefits ofnew regulations helped in-
fluence governmental decisions. One such example is the
work of Gregory McRae and Armistead Russell, Harvard
University (formerly at Carnegie Mellon University) [see
access, July-August 1990].
California began using computerized air-quality mod-
els about 12 years ago. Kit Wagner, senior air pollution
specialist with the California Air Resources Board
(CARB), has worked with the models for 11 of those years.
Since 1988, Wagner has managed a team of scientists who
Cleaning up continued on page 8
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model air quality in the South Coast
Air Basin of California using the
EPA's Urban Airshed Model (UAM)
run on a CRAY Y-MP system at the
San Diego Supercomputing Center.
To test the model, the team relies on
NCSA's X DataSlice visualization
software, which is in the public do-
main. UAM was written for the EPA
by Systems Application International.
Modeling air pollution in 3D
The UAM simulates atmospheric and
chemical processes involved in the
formation of ozone. Its 3D domain is a
180 kilometer (km) by 325 km map of
greater Los Angeles divided horizon-
tally into 5 km squares and vertically
into six layers of varying thickness
over a model height of 2,000 meters.
Each point in the model provides
averaged values for 23 pollutants
during each hour of a three-day test
period. The resulting dataset con-
tains 23 million values. Some of the
23 pollutants simulated reflect the
many organic gases capable of react-
ing with NO and N02 to produce
ozone.
"Ozone is the main thing we want
to look at in terms of regulation,"
says Wagner. "But we also want to
look at all the other chemicals that
are having an influence on what the
model is doing. These include nitro-
gen oxide, nitrogen dioxide, peroxyacl
nitrate, nitric acid, and the different
hydrocarbons that go into the produc-
tion of ozone. Once we have this in-
formation, it helps us understand the
reasons ozone is being formed and
which air pollutants it would be most
effective to reduce."
Testing UAM with X DataSlice
Wagner's team tests the model by
comparing it with experimental data
from a three-day, multimillion dollar
air test taken during adverse meteo-
rological conditions in 1987. Using
NCSA's X DataSlice software,
Wagner's team can dissect the model
vertically and horizontally, rotate
it, animate it, and use color coding
to represent changes in chemical
concentration.
"Visualization makes it much
easier to find and correct flaws in the
model," says Wagner. "And it lets us
look at inputs as well as outputs. For
instance, let's say we color code our
emissions, and our model shows an
air pollution source out in the desert
where we know there isn't one. We
can spot this problem much easier
with the visualization than we could
by looking through pages and pages
of numbers. Due to this rapid analy-
sis capability, the model is a fairly ac-
curate representation of the processes
that produce air pollution. You can
put emissions into it, and it predicts
air quality."
Jason Ng, senior research pro-
grammer with NCSA's Software
Development Group, continues to
develop NCSA X DataSlice. He says
that newer versions of the software
will be much more powerful. "Future
development will involve linking up
the functionality of X DataSlice with
the collaboration tools that allow two
people from across the country to
work interactively on the same data
at the same time. Both can rotate the
visualization, change color, write
notes to each other, etcetera. We're
also adding transparency capabilities.
Suppose the data you want to look at
is inside the volume. Rather than cut-
ting it away, this tool lets you make
irrelevant data invisible."
Looking into the future
Perfecting the UAM is important
since Wagner's team uses it to predict
air quality as much as 20 years into
the future. Many governing bodies in
California rely on these predictions to
help develop policy. Since every major
city struggles with air quality, UAM's
beneficial impact could eventually be
felt worldwide.
Top: Urban Airshed Model predicted ozone concentrations for 12:00
PST (Pacific Standard Time). August 28, 1987 displayed with NCSA
DataSlice dicer option. Lighter colors are higher concentrations.
Bottom, left: Urban Airshed Model predicted ozone concentrations
for layer 1 for 15:00 PST, August 28, 1987. Lighter colors are higher
concentrations.
Bottom, right: Urban Airshed Model predicted nitrogen dioxide
concentrations for layer 1 for 15:00 PST, August 28, 1987. Lighter
colors are higher concentrations. (Courtesy Kit Wagner)
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"We have to understand the many
variables involved in determining air
quality. Reducing emissions doesn't
necessarily mean you'll get a propor-
tional improvement in air quality.
This is what the model seeks to deter-
mine. It's a way of relating emission
changes to air quality changes. This
information goes to the policy makers
who must also take into account the
economic impact of new regulations."
Moving in the right direction
"If the plans that are in place now are
carried out, Los Angeles should be at
or below the federal standard for
ozone by the year 2010," continues
Wagner, who is pleased with the
direction of air quality in California.
That doesn't mean his team's work
is finished, however. They plan to add
more pollutants to the UAM. "One of
the things that happens in the atmo-
sphere is that some of these air pol-
lutants coagulate into small particles.
Then when you breathe these in, they
cause problems with your lung func-
tion," says Wagner. "These particles
are formed directly from the pollut-
ants we study."
Wagner's group is also watching
an air quality study underway in
Chicago called the Lake Michigan
Ozone Study. According to Wagner,
large-scale air quality field tests are
expensive—each costs millions of
dollars; therefore, they are rarely
done. Although CARB isn't directly
involved in the study, Lake Michigan
participants are funding an upgrade
of the UAM that Wagner's team may
be able to use after its completion.
FYI: data link online
July-August 1992 is the last issue
of data link, NCSA's technical news-
letter, being mailed at no charge.
Beginning with the September-
October issue, data link will be
available online (at no cost), via
anonymous FTP (at no cost), and in
print (for an annual subscription fee
of $20). For details about the three
data link formats, see the article
"data link goes online" in July-
August 1992 data link.
See the inside back cover of this
publication for instructions on
downloading from the anonymous
FTP server.
Allocations in environmental science
Atmospheric sciences
John R. Anderson, Univ. of Wisconsin-Madison, "Detection of Microburst Windshear
Hazards"
Richard L. Carpenter, Jr. and Kelvin K. Droegemeier, Univ. of Oklahoma, "An
Investigation of Entrainment in Nonprecipitating Cumulus Clouds Using a 3D
Model"
Tom S. Chang, MIT, "Plasma Waves and Turbulence in the High-Latitude Ionosphere"
Robert Gerald Fovell, Univ. of California-Los Angeles, "Numerical Simulations of
Cumulus Convection in Two and Three Dimensions"
Peter J. Lamb and Michael B. Richman, Univ. of Oklahoma, "Diagnostic Studies of
Growing Season Rainfall Fluctuations in Central North America"
Mankin Mak, UIUC, "Research in the Large-Scale Atmospheric Dynamics"
Ebraahim Moghaddam-Taa, Univ. of Iowa, "Numerical Study of Critical Ionization
Velocity in Space"
Michael Mundt, Univ. of Colorado-Boulder, "Investigating Low-Dimensional
Dynamics in a Model of Baroclinic Instability"
Kin-Ichi Nishikawa, Univ. of Iowa, "Particle Simulations of Magnetospheric Plasmas"
Gerald Payne, Univ. of Iowa, "Solitons and Ionospheric Heating"
Mohan Ramamurthy, UIUC, "Mesoscale Modeling, Data Assimilation, and
Predictability Studies"
Walter A. Robinson, UIUC, "The Generation of Extratropical Low-Frequency
Variability"
Michael Schlesinger, UIUC, "Simulation of a Glacial-Interglacial Cycle"
Jack Hunter Waite, Jr., Southwest Research, "Atmospheres and Ionospheres of
Jupiter and Saturn"
Pao K. Wang, Univ. of Wisconsin-Madison, "The Growth of Ice Hydrometeors in
Atmospheric Clouds"
Nancy E. Westcott, 111. State Water Survey, "Investigation of Purposeful and Inadvert-
ent Weather and Climate Modification in Illinois and Implications of Altered
Atmospheric Conditions"
Robert B. Wilhelmson, UIUC, "The Numerical Simulation of Convective Phenomena"
and "Education: Numerical Methods in Fluid Dynamics"
Earth sciences
Weng Cho Chew, UIUC, "Nonlinear Iterative Inverse Scattering Methods Using
Massively Parallel Architecture"
Michael Gurnis, Univ. of Michigan, "Global Geodynamics: Computational Studies of
Mantle Convection" and "Dynamics of the Earth's and Planetary Interiors: Faults,
Phase Transitions, and Variable Viscosity"
Albert T. Hsui, UIUC, "Numerical Simulations of Earth Mantle Dynamics"
James R. Rice, Harvard Univ., "Stress Accumulation and Its Seismic Release in
Shallow Fault Zones"
Michael E. Ritzwoller, Univ. of Colorado, "Theoretical and Observational Studies of
Large-Scale Asphericities in the Earth and Convective Fields in the Sun"
Albert J. Rudman, Indiana Univ., "Assessment and Application of Reflectivity
Synthetic Seismograms"
Ocean sciences
Robert R. Leben, Univ. of Colorado-Boulder, "An Altimeter Data Assimilation Study
in the Gulf of Mexico"
Jorge Nocedal, Northwestern Univ., "Use and Comparison of Large-Scale Minimiza-
tion Methods for Variational Data Assimilation in Oceanography"
Lie-Yauw Oey, Stevens Institute of Technology, "Modeling of the North Atlantic Ocean/
Gulf Stream Dynamics"
Kenji Satake, Univ. of Michigan, "Numerical Computation of Tsunamis"
John E. Walsh, UIUC, "Modeling of Sea Ice and Climatic Change"
Carl Wunsch, MIT, "A Global Oceanographic Inverse Model"
For details about how to apply for time on NCSA's high-performance computing
systems, contact Metacenter Allocations [see NCSA contacts, page 2]. A
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Agricultural
"Very little work has been done in producing commercial
or public visualization software for ecologists and environ-
mental managers," says David Onstad, UIUC associate
professor of agricultural entomology and research ento-
mologist. "The software available is usually static. In
order to truly understand a problem, you have to main-
tain the dynamic aspect of the visualization."
Onstad is pioneering applications of numerical model-
ing and analysis methods to the study of agricultural
insect pests to evaluate biological control options. He
models insect population growth using NCSA's CRAY
Y-MP system and models plant disease with the Connec-
tion Machine (model CM-2), Thinking Machines Inc.
pest control
by Randall Graham, Science Writer
Factors that inhibit insect population growth—such as
disease and natural enemies, as well as factors that can
work both ways, such as climate and habitat—are com-
bined in the model. Onstad believes computational models
will soon play a key role in reducing chemical pesticide
use through biological controls. "In order to evaluate the
effectiveness of biological controls or predict their poten-
tial," says Onstad, "it's important to understand the long-
term population dynamics of the pest and those of their
natural enemies, including disease."
Onstad's model of the European corn borer has pro-
vided insights into the ecological factors that influence
pest development, has helped predict how the population
distributes itself when infesting a field, and has provided
a means of evaluating biological controls such as disease
and parasitic insects. It also establishes a framework for
studying other insect pests such as the gypsy moth.
European corn borer's subtle toll
The European corn borer dominated conversation among
Midwest farmers last summer as an unusually severe
outbreak had farmers scouting fields to see if control mea-
sures were needed. Corn borers complete at least two gen-
erations each summer. They inflict crop losses by chewing
through the corn stalk or ear base causing the ear to fall
prior to harvest and damage corn by other means.
Pesticides are applied to fields where crop loss will sub-
stantially exceed treatment cost, but timing is critical and
farmers often just accept the loss. Farmers and environ-
mentalists alike would prefer a nonchemical solution.
Paul Curtis, farmer and retired plant physiologist, says,
"We experience some crop loss to corn borer every year,
but we rarely use chemical controls because the losses
aren't that severe. But if you multiplied those losses
across the Midwest, the combined amount is probably
quite large. So control is needed, but it has to be more
cost-effective." A natural enemy may be the solution.
Finding a natural enemy
Some 90 years ago the European corn borer entered the
United States accidentally. Since it is not native to the
nation, it has no natural enemies here. The U.S. Depart-
ment of Agriculture (USDA) has been importing many
natural enemies from Europe. Onstad's model helps ex-
plain and predict the success or failure of these biological
control candidates.
One insect imported by the USDA is a parasitic wasp
named Macrocentrus grandi. Since its importation 40
years ago, it has rarely been effective as a biological
control agent. The same can be said about several other
parasitic insects that have either disappeared since
importation or remained at very low levels.
Onstad's model has been able to explain why the para-
sitic wasps are having problems. The problem comes from
a pathogen, the microsporidim Nosema pyrausta. Years
ago Onstad incorporated this disease into his model be-
cause it has a major impact on corn borers in the U.S. The
microsporidim weakens corn borers, reducing their ability
to reproduce, and even kills some of the infected insects.
Onstad used his model to find out whether the combina-
tion of pathogen and parasitic insect is better, worse, or
the same as the pathogen by itself in controlling the pest.
Unfortunately the microsporidim also infects parasitic
wasps, thereby reducing their numbers. Onstad has also
discovered that the high rates of infection in borers that
lead to low densities of the corn borer population also pre-
vent the wasps from finding pest larvae. Thus the wasp
population dies off because they are inefficient at low corn
borer densities.
The predictions of Onstad's model could save time and
money spent on misdirected research. Scientists could un-
derstand borer development and could help in pinpointing
vulnerabilities via the model.
10 access July—September 1 992
Visual roadblocks
NCSA's supercomputers provide enough power for
Onstad to include the wasp in his complex borer model,
but visualization is an obstacle. "We have to write all our
own software for Silicon Graphics [workstations]," says
Onstad, "because we're trying to visualize ecological
variables over a map of Illinois, or over the contours of a
hillside, or on a grid. We look at them in 2D and 3D space,
and we look at more than one variable at each location in
space. That's why the CAD/CAM, 3D, and single object
visualization programs that look at one variable at each
location in space don't satisfy our needs.
"Also, I need to look at a hundred thousand pieces of
information. If you want to have a hundred pixels repre-
sent each of those hundred thousand pieces of information
then you need ten million pixels. So we need at least ten
times more pixels than we have now. Ten pixels per piece
of information is not enough."
Modeling new problems
Onstad is beginning two collaborations that will adapt his
visualization software to other ecological studies. In one
study he joins forces with Dick Warner, director of the
Center for Wildlife Ecology of the Illinois Natural History
Survey, to model Illinois' changing wildlife habitat and
examine the impact those changes have on wildlife popu-
lations. "Often a decline in the numbers of an animal
species is attributed simply to weather, pesticide use, or
destruction of habitat," says Warner. "But I'm convinced
many factors may play a role. We want to develop a model
that can take into account all of these factors and present
a well-rounded picture of the variables affecting changes
in wildlife populations. Initially we hope to do this state-
wide and expand it from there. David's program is perfect
for such a complex study."
(Photos by University of Illinois, Office of
Agricultural Communications and Education)
In another collaboration, Onstad and Brian Orland,
UIUC professor of landscape architecture, will team up
to study the relationships of pests to forests in the west-
ern U.S. and may also look at how fires influence forest
dynamics. Onstad is also planning a study of the gypsy
moth and its microsporidia.
"I plan to study the gypsy moth using the same ap-
proach as I did for the corn borer," he says. "The gypsy
moth is a major pest of forests in the eastern United
States, so we can also tie in with the visualization of the
forests in the eastern states."
A less toxic future
Increasingly growers are considering nonchemical pest
control options. These may include a combination of bio-
logical controls, crop rotation, or pest-reducing cultural
practices in concert with some chemicals. This Integrated
Pest Management (IPM) approach reduces the use of
chemicals by switching them out of the role of "big gun"
that they have had for four decades. Onstad is showing
the agricultural world how supercomputers might play
a major part in utilizing that method. A
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Modeling the
BAL LINKS
between ecology and economy
by Sara Latta, Science Writer
Bruce Harmon's life changed when, as a graduate student in the 1960s, he
learned that a forest and nature preserve near the University of Illinois cam-
pus was threatened with destruction. The Army Corps of Engineers had plan-
ned to build a flood control dam on the Sangamon River, which runs through
the preserve. He organized a committee, made up predominantly of university
professors, that successfully killed the dam proposal.
"Once you begin that life [as an environmentalist], you can't let anything
go by," said Hannon, now a UIUC geography professor spending a half-time
sabbatical with NCSA. Hannon's environmental commitment has informed his
research since the sixties and is the driving force behind his latest endeavor
—
participating in a major effort to construct a global ecological economic model.
"Environmental change and economic activity are inextricably combined,"
says Hannon. Global emissions of CO2, methane, sulfur oxides, and other
gases generated by economic enterprise affect the environment in a myriad
of ways, according to Hannon, that collectively have profound effects on water
quality, crops, and the growth patterns of forests, which in turn have their
own effect on the economy and the global climate. "One approach to assessing
such complex interconnections is to produce computer models of the world
economies, of the world ecosystems, and the interactions between them,"
Hannon continues. "The effort will require constructing new models, intercon-
necting existing models, and assimilating existing data bases to simulate the
impacts of major economic and environmental changes." A project of this
magnitude will require the high-performance computational resources and the
networking capabilities of NCSA, which will host the effort involving a large
group of ecological and economic modelers from around the world. Contingent
on the availability of funding, an invited workshop for the international group
is planned.
Implementing the economic model
Faye Duchin, director of the Institute for Economic Analysis and a research
professor at New York University, is a collaborator on the global modeling
project. She has developed a dynamic input/output model of the world's econo-
my. The characteristic feature of I/O economics, according to Duchin, is that it
represents the interdependencies among the different parts of the economic
system. "The model is set up such that we can analyze very detailed scenari-
os," says Duchin. "It contains a very large economic database representing
the production structures in the different regional economies. The database
is developed from the official I/O tables prepared periodically by over 100
countries and from a set of in-depth case studies focused on individual sectors
of the world economy."
Duchin's I/O model was used by the United Nations in preparation for the
U.N. Conference on the Environment and Development, also known as the
"Earth Summit," in Rio de Janeiro in June 1992 to explore strategies for sus-
tainable development over the next several decades. According to the predic-
tions of Duchin's model, the economic objectives laid out by the U.N. of growth
in developing and rich nations alike cannot be met while reducing or even
leveling off pollutants—"even making explicit assumptions about the rapid
spread of much more efficient and cleaner technologies," says Duchin. "In
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order to meet these kinds of objectives one has to propose more dramatic
departures from current practices, or the reliance on fuels or technologies
that require some sort of breakthrough."
As a component of the global ecological/economic modeling project, this will
be Duchin's first systematic study of the major interactions between the world
economy and the ecosystem. "Here I'm thinking of things such as the use of
water. . . and the implications of the land use from an economic point of view,
as a commodity, as well as from an ecological point of view," says Duchin. She
is currently involved in this type of analysis of the economy of Indonesia.
Constructing ecological models
Although comparable global ecological models do not exist, there are regional
models covering defined areas. Robert Costanza, a professor of ecology at the
University of Maryland and director of the Maryland International Institute
for Ecological Economics, has developed several regional models. One model
describes the Atchafalaya delta and adjacent Terrebonne Parish marshes on
the southern coast of Louisiana, a landscape that is rapidly changing due to a
combination of natural geologic events and human activities. Costanza, who is
the coordinator of the global modeling project, developed a process-based spa-
tial simulation model made up of 2,479 interconnected square cells, each rep-
resenting 1 square kilometer. Using the graphical programming tool STELLA,
a widely used program based on a
state/control variable approach to
modeling systems, Costanza con-
structed a dynamic ecosystem simu-
lation model within each cell. (See
page 14.)
The global ecological model will be
constructed in much the same man-
ner, by calibrating the unit models
created with STELLA for each eco-
system type, including agricultural
and urban "ecosystems." "The model
has basically the same structure for
all ecosystems, and what differenti-
ates them is the set of parameters
you use," says Costanza. "There's a
lot of data out there that is not being
effectively used, because no one has
tried to synthesize it. One of the goals
of the modeling project is to locate
the existing data and to recommend
projects to fill in missing data."
Costanza notes that there is a net-
work of NSF-funded ecological study
sites, the Environmental Protection
Agency's (EPA) nationwide Environ-
mental Monitoring and Assessment
Program, satellite imagery including
new imagery available as part of
NASA's planned Earth Observation
Satellite project, all of which will pro-
vide a wealth of data. An EPA-funded
Multiscale Experimental Ecosystem
Research Center (MEERC) in Mary-
land will address issues of scaling
—
using the small-scale information
from microcosms and mesocosms to
build large-scale models on a global
level.
Integrating the models
"From a software perspective, this
project is a combination of software
engineering and human engineering,"
says Joseph Hardin, NCSA's asso-
ciate director for the Software
Development Group. "We're trying
to form a common foundation and
framework for disparate communities
of researchers—the entomologists
and the economists, the agronomists
and the oceanographers, so that they
can bring their expertise to bear on
this huge global project. The models
need to be standardized enough so
that the results of the interactions
within each domain can be easily
integrated into the larger system.
Global links continued on page 14
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Computer model of the Atchafalaya
delta/Terrebone Parish marshes of
southern Louisiana 'bounded on the
north by the Intereoastal Waterway;
on the south, by the Gulf of Mexico;.
Increase in suspended sediments
from 1960 (left) to 1975 (right;
is compared. (Courtesy Robert
Costanza, University of Maryland,
and Fred Sklar, University of South
Carolina)
Global links continued from page 13
"If I convert my bottomfields
from soybeans into prairie grasses,
I change the biosphere, but I also
change the economy. If more soybean
fields are converted to prairie grasses,
the price of beans will rise. Do soy-
beans become too expensive to supple-
ment the diet of those in developing
countries; do they begin clearcutting
another section of rainforest in search
of a new protein source?"
One of the challenges of develop-
ing a software environment for such
a disparate group of people is making
it simple to use. "We need to make it
easy enough so that the entomolo-
gists can function as entomologists
and not as computer scientists," says
Hardin.
Just this summer, NCSA released
the initial versions of a collaborative
computational science software suite,
called the NCSA Collage series.
"This is a set of tools that will allow
researchers using IBM PCs, Macin-
toshes, or any X-Window system
machine to carry on real-time
collaborative work sessions with
geographically distant colleagues,"
Hardin continued. "Researchers will
be able to cooperatively construct,
analyze, and debug programs on
high-performance systems; they can
have shared data visualization ses-
sions in a WYSIWIS (what you see is
what I see, the collaborative corollary
of WYSIWYG) fashion."
For Hardin, the human factors are
some of the most fascinating aspects
of the collaborative session. "Human
computer interactions are of continu-
ing interest to cognitive psycholo-
gists. But now we need to be informed
by social psychologists and sociolo-
gists. How do people interact when
the medium of shared reality is a
computer screen? What happens
when the intelligence on the other
side of the screen is not just a com-
puter, but a human in league with
a computer?
"We see the NCSA Collage series
as being part of the effort to build a
national collaboratory, and the global
modeling work as being a major test
case of the efficacy of such a national
collaboratory," says Hardin.
A workshop as prototype
Hannon is planning a workshop to
demonstrate the feasibility of assem-
bling life scientists and modelers
together to develop a verifiable model
of an ecosystem. "It's the sort of activ-
ity we'll have to carry out over and
over again to model these biomes,"
says Hannon. "Our approach will be
to take on the globe as a biome in a
very broad regional way."
The first workshop will focus on
the Canadian Lakes Program, a very
specific, highly measured experimen-
tal ecosystem. According to Hannon,
the program has several lakes with
rich databases on the variation in
biological activity—and in some cases
the geochemical cycles—spanning
nearly 20 years.
Hannon will use STELLA as the
modeling tool for the workshop.
"STELLA allows graphical program-
ming with a minimum amount of
mathematics and no prior program-
ming knowledge," says Hannon. "It
allows the modeler to focus entirely
on the modeling problem with essen-
tially instant feedback on the effects
of changes to the model." Because
STELLA models can tax the limits
of Macintosh PCs, the Software
Tools Group is creating a version
of STELLA distributed between the
Macintosh and the CRAY Y-MP
system. The user can develop and
test the elements of a complex model
on the Macintosh and then run the
combined model on the CRAY Y-MP.
Tuning the model
The Canadian Lakes Program offers
modelers an unusual opportunity to
test the model, according to Hannon,
because the Canadian scientists can
experimentally perturb the actual
lakes (by altering the pH, for exam-
ple), therefore allowing the modelers
to test the model-predicted outcome
against the actual outcome.
"Global economic and ecological
modeling must be done and done
well," says Hannon, "or we have no
chance for rationalizing the degree of
intercountry change and impact. It
seems to us that, in the absence of
good modeling information, effective
cooperation between countries is su-
perficial at best and antagonistic at
worst.
"In some sense, it's just the scale
of the project that's mind-boggling,"
continues Hannon. "But if we weren't
working on boggling things, I don't
think it would be very interesting."
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Cutting a path to improve weather prediction
by Robert Wilhemson, NCSA Research Scientist
Severe weather affects mil-
lions of people a year. Thun-
derstorms that produce
lightning, downbursts, hail, and
tornadoes and winter storms that
produce heavy snow and blizzard-like
conditions can cause considerable
damage and loss of life. Atmospheric
scientists are continuously pursuing
a better understanding of these
severe events to improve weather
prediction. In this effort, intense
numerical modeling studies are being
coupled with special observing pro-
grams. NCSA's PATHFINDER
(Probing ATmospHeric Flows in an
INteractive and Distributed EnviRon-
ment) Project is such a program.
The mission of the PATHFINDER
Project is to create a flexible, modu-
lar, and distributed environment for
data generation and management,
analysis, representation, and presen-
tation. This environment can be used
to study atmospheric and fluid flows,
and it can be tailored for specific
scientific research and weather
forecasting needs.
Showcasing PATHFINDER
At SIGGRAPH '92, PATHFINDER
was used to explore severe thunder-
storm phenomena through a coupled
model initiation, simulation, data
management, analysis, and display
system. The coupling within this
system was handled using the dis-
tributed Silicon Graphics Inc. (SGI)
Explorer application builder and the
Data Transfer Mechanism (DTM)
developed at NCSA [see access,
September-December 1991].
The CRAY Y-MP system at NCSA
was connected with an SGI VGX 440
on the exhibition floor where each
performed different tasks. For ex-
ample, the CRAY Y-MP supercom-
puter running Explorer handled
certain model computations while
the SGI VGX at the exhibit managed
the user interface to model initiation
and parameter changes as well as 2D
and 3D graphical displays. The T3
network from the exhibition floor to
NCSA supplied the communications
link. In this integrated, real-time
environment, data management,
analysis, and visual dis-
play were tied to new
model data as it became
available from the execut-
ing model simulation.
In addition PATH-
FINDER was used to inter-
actively explore other
weather events simulated
with several mesoscale/
regional models, including
a version of the National
Weather Service ETA
model and the Goddard
Space Flight Center
GMASS mesoscale model.
A variety of tools within
the Explorer framework
were available: GEMPAK
and other analysis rou-
tines; multiple 2D contour,
image, and vector displays
shown in three dimensions;
surface rendering; trans-
parency; weightless particle flow;
and animation. Real-time animations
were created by capturing frames
on the SGI as they were produced,
storing them via video technology
(in analog form), and then playing
them—all in the context of Explorer.
This technique is used to provide
the same level of functionality as a
disk, particularly when modestly
priced digital video storage becomes
available. Some data and precom-
puted animations are kept on NCSA's
CRAY Y-MP and SGI VGX systems
and are accessed through the data
management system (in which the
associated metadata is kept in a rela-
tional database). Viewers can control
all these features interactively
through the user interface. In addi-
tion, it will soon be possible to point
to a feature (for example, a trajec-
tory) on a display and ask for addi-
tional information about it (for
example, the temperature along
the chosen trajectory).
Metacomputing the model
The metacomputer environment
showcased at SIGGRAPH '92—
multiple networked computers and
software tools—is a precursor to
future environments that will couple
f\ * *\j0 * No nip
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PATHFINDER is being used to study
the low-level vortex (tornado) structure
within a simulated severe storm.
observations, model simulations,
and visualization together; the latter
will include the use of virtual reality
and high-definition display. The
metacomputer is important for timely
model execution and for expedient
handling of large volumes of data
from a variety of observational
platforms in a way that researchers
can better understand atmospheric
phenomena and improve weather
forecasts. A
PATHFINDER Project members
include Robert Wilhelmson [NCSA
and UIUC Department of Atmo-
spheric Sciences (DAS)], Lou Wicker
(formerly ofNCSA and DAS), Bar-
bara Mihalas (NCSA), Steve Koch
(NASA/Goddard Space Flight Cen-
ter), Mohan Ramamurthy (DAS),
Matthew Arrott (NCSA), Gautam
Mehrotra (NCSA), Jeffrey Thingvold
(formerly of NCSA), Crystal Shaw
(NCSA and DAS), Brian Jewett
(NCSA and DAS), John Hagedorn
(NASA/Goddard Space Flight Cen-
ter), William Sherman (NCSA),
Jeff Terstriep (NCSA), Mike McNeill
(NCSA), Sridhar Iyer (NCSA), and
Kent Seamons (NCSA).
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by Sara Latta, Science Writer
SuperQuest '92
Bringing computational science to the classroom
It was a most unusual sight on a
warm summer day: 15 high school
students sat intently before computer
terminals pondering the images
before them, typing in code, or
conferring with teachers and fellow
students. These were no ordinary
teenagers. They were winners of the
1992 SuperQuest competition, a
national computational science com-
petition for high school students and
their teacher-coaches. And this was
just one day out of three weeks (July
5-24) spent at NCSA's SuperQuest
Summer Institute learning about
supercomputing and computational
science.
Using computers in science
"The goal of SuperQuest is to promote
the use of computational science at
the high school level," says Lisa
Bievenue, NCSA education specialist.
"SuperQuest is designed to help
teachers incorporate computational
science into their science curriculum,
as well as introduce students to the
use of computers in science."
To compete for admission to
SuperQuest, teams of three or four
students and a teacher-coach submit-
ted proposals—as a team or individu-
ally—for conducting science projects
on a supercomputer. Projects were as
varied as the people themselves [see
access, May-June 1992]: the students
from J. Oliver Johnson High School
in Huntsville, AL were interested
in the aerodynamics of automobile
design, population dynamics and
predator-prey relationships, sensitiv-
ity of microbursts to the amount of
rainfall, and determining the most
efficient spacing distance in a wire
mesh energy screen. The team from
University High School in Normal, IL
submitted a proposal to teach a com-
puter how to read lips in real time.
Students from Berean Academy in
Elbing, KS were interested in visual-
izing the reaction between chloroflu-
orocarbons and ozone. Verifying and
expanding topological knot tables
was the focus of the Claremont High
School team from California.
Getting down to basics
Although all of the students had
taken computer programming cours-
es, only a few were familiar with
supercomputers. (For example, the
J. Oliver Johnson High School is
linked to the University of Alabama-
Huntsville's supercomputer via the
Alabama Supercomputer Network.)
Through the clever use of rope
tricks, Robert Panoff, SuperQuest
supermentor and a specialist in
computers in education at the North
Carolina Supercomputing Center,
explained the difference between vec-
tor processing and parallel processing
supercomputers. Panoff described
how to optimize code for each mode
and map mathematical representa-
tions of physical processes. ("The
equation C = A/B + 0.5A/0.5B is no
more than a mathematical model for
tying your shoelaces," said Panoff, as
he did just that.).
"SuperQuest really broadened
my horizon," said Justin Bird, senior
from Berean Academy. "I didn't really
understand that supercomputers
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were more than just fast computers.
I realized that this is a whole new
world of computing." Bird and his
teammates produced a visualization
of the reaction between ozone and
chlorofluorocarbons using AVS soft-
ware and NCSA-produced programs.
"We'll get that software back home,
so we should be able to produce the
same quality of work there."
Shelly Sullivan, senior from
J. Oliver Johnson High School who
worked on the wire mesh project, was
able to vectorize her code while at the
institute. "Before I vectorized my
code, it took 2 hours and 40 minutes
to run," Sullivan explained. "Now, it
takes only 9 minutes to run, so I can
experiment with the model more
frequently—looking at the effects of
different wire shapes, for example."
Mentoring students
Each student or team was assigned
at least one scientific mentor to help
them understand the science of their
problem. The team working on com-
puter lip reading, for example, had
three mentors: experts in neural net-
works, speech and hearing science,
and computer recognition of voices.
Opposite page, left to right: Paul
Lebbin (left foreground) and Mike
Wuthrich (right) of the Berean Academy
learn to program; Bob Panoff, Super-
Quest's supermentor.
This page, left to right: Allison
Griffith, J. Oliver Johnson High School,
concentrates on her project; Larry Smarr
speaks to the group after dinner at the
Beckman Institute.
To help the students prepare effec-
tive presentations given at the end
of the institute, a local expert on
graphic presentations coached them
on effective presentation skills. "A lot
of teachers and parents were amazed
at the professionalism that went into
the final presentations," said Panoff.
"That's an important by-product of
SuperQuest—teaching effective
communication skills."
Back at their home schools, stu-
dents will complete their projects.
Each of the 20 schools participating
in the national competition received
a DEC 5000 and an online CD-ROM
containing workstation manuals
donated by Digital Equipment Corpo-
ration. In addition, each school was
awarded a laser printer, an Internet
connection to the centers' supercom-
puters, support staff at the centers to
answer questions in a timely fashion,
and a library of books on computer
programming and computational
science.
Reaching the 90%
The students were not the only win-
ners in this year's competition. Their
teacher-coaches and classmates were
winners as well. One aim of Super-
Quest is to improve science and
mathematics education by incorporat-
ing computational science into the
curriculum.
To this end, Panoff conducted
breakout sessions for the teacher-
coaches nearly every day in which
they discussed applying the principles
learned each day to their curriculum.
"The equipment going back to the
schools is not just for the SuperQuest
students to finish their projects on,"
said Panoff. "We'd like to see the
teachers use these principles and the
equipment to teach the 90%—not just
the gifted 10% or those who choose to
enter the SuperQuest competition.
There will be a real impact when they
can bring a wider cross-section of stu-
dents in touch with the technology
and show them that it will enable
them to do science. The SuperQuest
winners will come and go, but the
teachers will probably be there year
after year."
Improving education
"It's unfortunate that although com-
puters have radically changed the
way science is practiced, they haven't
yet changed the way science is
taught," continued Panoff. "It's one
thing to teach computer program-
ming in a computer science class, but
we should also teach teachers how to
use computational science to improve
math and science education. If the
teachers are able to use modeling and
simulation as examples in the class-
room, they have a way of demonstrat-
ing scientific principles that the kids
can really understand."
Edna Gentry, teacher-coach from
J. Oliver Johnson High School, is al-
ready bringing computational science
into her classroom. Last year she was
an observer at SuperQuest, when
another team from her school won
the competition.
SuperQuest continued on page 18
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Of the computational science
course in place at the school, she
says, "It's a great course to teach—to
me a very exciting course. Although
it's a computer science course, I teach
Fortran and the UNIX system only to
facilitate the science projects they
have selected. Students just don't
have this kind of experience with re-
search. They may do a research paper
for an English course, but that in-
volves writing down what somebody
else had to say about a topic. This is
something they do; they own this
research. It's important for them to
realize what they can do on their
own."
Gentry is particularly anxious to
bring the principles of visualization
back to her curriculum next year.
"That's something I was not very
knowledgeable about, although it's
very important. One ofmy students
had about ten pages of data. Who can
understand ten pages of numbers?
Visualization helps with the under-
standing of the data."
Taking the lessons home
In the daily breakout sessions,
teacher-coaches spent a great deal
of time talking about how they could
take computational science back to
their mainstream science classes.
One school's computer club will fo-
cus on computational science this
year; all of the students in that
school's club will have access to
NCSA's supercomputers—not just the
SuperQuesters. One teacher prepared
a presentation on using Mathematica
software, another on using Internet.
"SuperQuest will change all of the
things I want to incorporate into my
computer science classes," said Rich-
ard Schultz, teacher-coach from
Berean Academy. "I learned a lot
about the direction of current com-
puter research, like matching algo-
rithms with applications and using
the right computer architecture.
Rather than teaching computer pro-
gramming for the sake of learning the
language, I'll begin using the lan-
guage to facilitate solving scientific
problems." A
NCSA was one of five SuperQuest
Centers to host an institute this
summer. Sixteen other teams
attended SuperQuest institutes at
the Cornell Theory Center, the
University of Alabama-Hun tsville,
Sandia National Laboratory, and
the Northwest Regional SuperQuest
Center in Beaverton, OR. Sponsors
of the SuperQuest program are
the National Science Foundation,
Digital Equipment Corporation,
Cornell Theory Center, NCSA,
Alabama Supercomputer Network,
University of Alabama-Huntsville,
Oregon Graduate Institute, Reed
College, Sandia National Labora-
tory, IBM Corporation, Cray
Research Inc., Intel Corporation,
Cicso Inc., and the Advanced Digital
Communications Consortium.
Above: Edna Gentry, teacher-coach from
J. Oliver Johnson High School, introduces
her students at the the final presenta-
tions.
Below: Danny Wu, Christopher Candy,
and Kaan Erdener (left to right I from
Claremont High School report on their
study of topological knot tables. (Photos
by Thompson-McClellan Photography)
NOTE: If you are interested in obtaining a
videotape about SuperQuest, see page 24
of this issue "NCSA RealTime: One more
edition is on the way."
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Chemistry visualization in high Schools by Todd Veltman and Igor Livshits, NCSA
Chemistry Visualization Project, Education Program
During the summer of 1992, 30
high school chemistry teachers
from across the U.S. visited
NCSA to participate in workshops as
part of the Chemistry Visualization
Project. These teachers, who gained
accounts on NCSA's computers, have
a common goal to implement curricu-
lum modules for high school chemis-
try over the 1992-93 school year.
Through a collaboration between
project members and workshop
participants, the modules will be
field-tested in a variety of settings
and populations. The results will be
collected and evaluated by Karen
Decker (director of Youth Programs,
Parkland Community College) and
Juan Moran (graduate student,
UIUC College of Education).
History of the project
The Chemistry Visualization Project
was born in 1990 out of a collabora-
tive presentation between Nora
Sabelli, NCSA senior research
scientist and assistant director of
the Education Program (currently
on leave to NSFJ, and Barry Rowe,
chemistry teacher at Centennial
High School in Champaign.
Sabelli and Rowe put together a
proposal to develop several curricu-
lum modules for high school chemis-
try. As the proposal was reviewed
at NSF, three local teachers (Terry
Koker of Urbana High School, David
Bergandine of University High
School, and Bob Miller of Central
High School) joined the team. Project
leader Igor Livshits coordinated their
efforts and provided a link to NCSA's
resources. Once NSF funded the
program, the project gained momen-
tum, and two undergraduates joined
the project. Todd Veltman filled the
role of program advisor and program-
mer, and Eileen Tso provided most of
the UNICOS programming support.
The first-year goal was to develop
and test curriculum modules on the
local scale. The four teachers and
their classrooms were networked to
NCSA with help from a Macintosh
system donation by Benjamin
Cummings Publishing Company,
Redwood City, CA. Most of the year
was spent designing, implementing,
and evaluating instructional materi-
als in the chemistry classrooms of the
four teachers. Macintosh interfaces
were written to facilitate access to
Cray-based applications such
as NCSA DISCO and GAMESS.
Future of the project
At the NCSA summer workshops, the
teachers explored modules dealing
with electron density maps, reaction
equilibria, and rendering of crystallo-
graphic data for classroom use. A
part of the workshop was spent on
mastering electronic links to NCSA
for communication and calculation on
the CRAY-2 supercomputer. Teachers
also shared their own ideas, which
Benzene (left) and formic acid (right)
images produced on NCSA's CRAY-2
system running NCSA DISCO and NCSA
HDF software and rendered on a Macintosh
with NCSA Image; custom palette designed
by Terry Koker, Urbana High School.
they hope to develop and implement
in the coming months.
As a result of the workshops,
several spin-off projects may develop:
• Several teachers are planning to
submit papers to educational jour-
nals and present local or statewide
miniworkshops
.
• Students in participating classes
will author and launch an elec-
tronic journal.
• Workshop participants and local
teachers will design additional
modules.
• IBM-compatible interfaces will be
developed.
Proposals for continuation of the pro-
ject and a supplemental grant will be
submitted to NSF and other agencies.
This summer's participants will
reunite during the summer of 1993
to evaluate the program. At that
time, it is likely that the Chemistry
Visualization Project will be ready for
national dissemination. Cummings
Publications intends to collect project
results in an interactive CD-ROM
and textbook. A
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Jim Zimmerman: Touching the future by Karen Damascus, former NCSA Media Relations Intern
"It's our job to prepare kids for the twenty-first century,"
says fifth-grade teacher Jim Zimmerman, Thomas Paine
Elementary School, Urbana. "They will have to use the
technology. But that doesn't mean technology for technol-
ogy's sake—the curriculum should drive the technology.
"Technology is making the world a much smaller place,
changing the types ofjobs people have. One of the main
goals is to have a technologically literate population."
Literacy through interactive learning
In his classroom, Zimmerman is practicing his philosophy.
Along with several Macintosh computers, his students
use equipment such as a video digitizer, a hand scanner,
a bar code reader, and a laser disk player for projects from
producing reports on the planet Mars to creating newspa-
pers. In addition, databases and simulations help students
learn about different countries of the world.
The teacher learned about new technology through
conferences, reading journals, and seeing others use it. He
has written grants for some of his equipment, won some
contests, and received support from different vendors
because of the teacher training he does.
NCSA has provided Zimmerman with an Internet sign-
on that he is beginning to use. During the 1992-93 school
year, he and another teacher hope to get phone lines into
the classroom so students can sign onto the network.
An award-winning teacher
For his innovative use of technology in the classroom,
Zimmerman was one of five teachers from across the
country named as a Christa McAuliffe Educator by the
National Foundation for the Improvement of Education
(NFIE) and its Christa McAuliffe Institute for Education-
al Pioneering [see access, January-April 1992]. Both were
created in memory of the teacher-astronaut who lost her
life in the Challenger space mission of 1986. Zimmerman
received a $5,000 honorarium and, along with the other
teachers, planned a conference at Stanford University.
Twenty teachers who were named Christa McAuliffe
Fellows by NFIE participated in the conference on
"Preparing All Students for the 21st Century: Using
Telecommunications to Restructure Education for Global
Understanding" (August 2-16, 1992 j. At the conference,
teachers interacted with experts from different countries
and cultures and developed projects to take back to their
classes.
The four other educators with whom Zimmerman
worked were from diverse backgrounds: "We share a
common vision—Christa McAuliffe's vision of touching
the future and seeing a need for global understanding.
This whole experience has broadened my horizons."
Global understanding
Global understanding is a concept that Zimmerman has
worked to develop in his classroom. He feels that educa-
tors, as well as others, have a responsibility to promote it.
"We need to challenge ourselves with the idea that we're
all teachers and we're all educators in how we act and
how we treat others that are different from us. We are all
touching the future by what we teach."
Via his NCSA affiliation, the students "will be actually
linked through telecommunications to other countries.
[They] will be able to talk, learn, and collaborate on
different projects with each other."
Zimmerman is one of several local educators who were
presenters at NCSA-sponsored workshops and seminars
for K-12 teachers during the past academic year. For
further information, including a list of pertinent work-
shops and seminars planned for the current school year,
contact NCSA's Education Program [see NCSA contacts,
page 2]. All sessions are free.
J. P. Morgan joins NCSA by Jarrett Cohen, StaffAssociate, NCSA Director's Office
J. P. Morgan, the New York-based
banking company, joined the indus-
trial supercomputing program at
NCSA in mid-September.
"Our long-term objective for going
to NCSA is to foster competitiveness
in the global financial markets by de-
veloping unique basic research capa-
bilities," says Peter Woicke, head of
J. P. Morgan's Global Technology and
Operations Group. "Our education
goal is twofold: to expose students
with engineering and science back-
grounds to the needs of the financial
industry; to train our own technology
and business specialists in the use of
high-performance computing."
According to Jean-Louis Bravard,
head of J. P. Morgan's Advanced
Technology Group, "Technological
competitiveness is an issue where the
financial industry has a significant
role to play. Like any basic research
initiative, the pay-off from high-
performance computing may not be
immediate, but our corporate philoso-
phy is to maintain long-term goals in
the context of continuing to improve
the services we offer our clients."
J. P. Morgan's 1991 revenues were
$10.3 billion, and their assets ex-
ceeded $103 billion. The organization
provides sophisticated financial ser-
vices to corporations, governments,
other financial institutions, private
firms, nonprofit organizations, and
individuals internationally.
The initial 16-month agreement,
including a two-year option, adds a
major banking and financial services
institution to the eight corporations
that are industrial partners at NCSA:
Eastman Kodak Co., Eli Lilly and
Co., Motorola Inc., FMC Corp., Dow
Chemical Co., Caterpillar Inc.,
Phillips Petroleum Co., and AT&T.
As with the other agreements, J. P.
Morgan researchers and managers
will receive training in HPCC tech-
nologies and processes and will work
closely with professionals at the
Center to complete projects of inter-
est to the corporation.
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Postdocfest: MinisympOSium honors pOStdoCS by Fran Bond, NCSA Publications Editor
NCSA is "building an entire new generation of scien-
tists and engineers who are masters of computa-
tional science" through its postdoctoral research
associates program, said Director Larry Smarr at a recent
symposium in the Beckman Institute honoring five "grad-
uating" postdoctorates. The younger generation is "trans-
lating a new set of ideas" to scientific research and are an
important part of the Center's research, Smarr said.
Associate Director Melanie Loots introduced the
presenters: Lou Wicker, atmospheric sciences; David
Clarke and Jim Stone, astronomy/astrophysics; Fred
Richards, physics; and Mohammed Swellam, civil
engineering.
Now teaching at Texas A&M University, Wicker led
off by recounting a "history ofNCSA and how it fit into
the framework" of his research with his mentor Bob
Wilhelmson, NCSA research scientist and UIUC atmo-
spheric sciences professor. In 1986 Wicker came to the
area to do numerical weather prediction from the Univer-
sity of Oklahoma, where he had studied severe storms.
While at NCSA, he was involved in several projects
including the award-winning scientific visualization,
"Study of a Numerically Modeled Severe Storm." Two
years ago he earned his doctorate from UIUC where his
dissertation research was on tornado genesis. Wicker
plans to continue his association with NCSA as a member
of the IMAX Project team.
Clarke, now a research fellow at Harvard University,
acknowledged Mike Norman, NCSA research scientist
and UIUC professor of astronomy, as his thesis advisor
and research "springboard." Radio astronomer Clarke
described how he observes galaxies located beyond the
Milky Way and reproduces them as simulations using
ZEUS-3D code on the CRAY-2 system [see access, May-
June 1992]. Black and white images from observations
were compared with full-color simulations. As a user of
NCSA's computational resources since 1985, Clarke said
that his expectations grew more rapidly than NCSA could
acquire machines—noting that he advanced from using
1 to 64 Megawords of memory (attempting 125 this
summer).
"The computer is the experimental laboratory for
astrophysics," said Stone, a faculty member at the
University of Maryland. He likened his first years at
NCSA to being "at my father's knees" while learning
algorithms by writing ZEUS-2D code for the CRAY
X-MP/48 system. His goal was to write a small, fast,
portable code that could run on a variety of hardware.
CMHOG was the result [see access, may^June 1992].
Using the code to benchmark new machines as they
arrived at NCSA was "kind of a fun thing to be involved
in" Stone said, noting that the code had run on the
following systems: CONVEX C240 and C3840; CM-2 and
CM-5. "Access to hardware" is one of NCSA's greatest
strengths, said Stone, who observed that his generation
"only see the challenges ahead" and hope for "more
[computational] resources" to come. Norman, whom Stone
thanked as "my tutor and mentor in every way," guided
Stone's doctoral research on the magnetohydrodynamics
of the evolution of an accretion disk.
Richards came to NCSA to work with David Ceperley,
NCSA research scientist and UIUC associate professor
of physics, after earning a Ph.D. in nonlinear physics
from UIUC in late 1991. Richards analyzed complex
systems on the CM-2 via a versatile Monte Carlo algo-
rithm that has been used for everything from "AI to
physics." Commonly called the Metropolis algorithm, the
researcher tried to solve the Schrodinger equation in
quantum physics by a diffusion process.
Having had no previous computational experience,
Richards began with the CM-2. His advice for potential
users: "Don't try to do too much with too many processors,
and keep the processors in sync as much as possible."
After hearing someone at a recent conference on massively
parallel computing say that it was impossible to use SIMD
computers effectively for Monte Carlo, Richards was able
to counter that claim with his experience. He is now fur-
thering his postdoctoral research at the Naval Research
Laboratory.
Swellam joined NCSA's Applications Group in August
1991 soon after earning a Ph.D. in civil engineering from
UIUC. At NCSA, he worked on the behavior of spot welds,
which was a continuation of his thesis; a landfill compac-
tion project with Caterpillar Inc., an NCSA industrial
partner; and the behavior of cellular materials, with
NCSA partner Dow Chemical.
Spot welds are used in the automobile industry,
Swellam explained. The goal of manufacturers is to
maintain strength in a product while doing fewer welds
per car in the manufacturing process. Using finite element
analysis, he studied stress intensity factors and was able
to predict the behavior of materials. While at NCSA,
Swellum's mentor was Fouad Ahmad, NCSA research
scientist. A native of Egypt, Swellam returned to Cairo
University to teach civil engineering.
Postdocfest presenters (left to right): Fred
Richards, Mohammed Swellam, Lou Wicker, David
Clarke, and Jim Stone. (Photo by Tony Baylis, NCSA
Scientific Communications and Media Systems)
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Center cache
Top: Visiting scholar Francois Apery (right) explains
the dynamics of the eversion of a sphere to UIUC
math student Chris Hartman following Apery's lecture
at the Beckman Institute [see access, May-June 1992].
(Photo by Tony Baylis, NCSA Scientific Communica-
tions and Media Systems)
Bottom: A demonstration of NCSA's distributed
imaging laboratory by Pat Moran (seated), NCSA
research assistant, and Clint Potter (right foreground),
NCSA team leader, for visitors: Milt Halem (left
foreground), division chief; John Klineburg (to Halem's
left), director; and Jeff Dozier (to KHneburg"s left),
research scientist of NASA/Goddard Space Flight
Center. Philip Smith, executive officer, National
Academy of Sciences, looks on from the rear (in front
of bookcases). (Photo by Linda Jackson, NCSA
Publications Group)
User survey
1992 User Survey results are in, and they are reported
on in the September-October issue of data link. Of those
replying, 31% were faculty or researchers, 30% were grad
students, 8% were postdocs, 8% were industrial users, and
the remainder were undergrads and nonresearch staff.
Personnel changes
The Director's and Deputy Director's Offices have consoli-
dated and streamlined and are now both located in the
Beckman Institute. Linda Griffet and Beth McKown
are secretaries to Larry Smarr and Jim Bottum respec-
tively. Radha Nandkumar continues her work with the
Peer Review Board as well as coupling national users
more closely with NCSA' s Interdisciplinary Research
Center. Jarrett Cohen, former media relations officer,
is now staff associate in the Director's Office. He and
Susan Zukosky are developing an NCSA archive (digital
and hard copy) as well as presentation and color output
capabilities.
For information about NCSA's Training Program, con-
tact Alan Craig (see NCSA contacts, page 2). Craig is
also an NCSA visualization consultant. Former Training
Manager Lyle Rigdon now is principal of the high school
in Armstrong, IL.
NCSA undergraduate interns
Two undergraduates have been accepted to NCSA's new
Research Experiences in Computational Science for
Undergraduate Students Program [see access, January-
April 1992]. Recipients for the 1992-93 academic year
include Kara A. Andosca, senior at the University of
New Hampshire, Durham, NH, and Daniel F. Cancro,
junior in mechanical engineering at the University of
Notre Dame, South Bend, IN.
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SAC & PRB Allocations Approved November 1991 -June 1992
1% 5%
16%
34%
Advanced Scientific Computing
H Astronomical Sciences
H Atmospheric Sciences
Q Chemical and Thermal Systems
CH Mechanical and Structural Systems
Biological and Critical Systems
H Chemistry
C] Molecular Biosciences
H Materials Research
D Mathematical Science
Electrical and Communication Systems
M Ocean Sciences
B Physics
Allocations via FTP
The most recent Allocations List,
including names and affiliations
of researchers, is available on
anonymous FTP. Also available
via FTP is a complete listing of
the NCSA Academic Affiliates
Program member institutions.
See the inside back cover for
instructions on downloading.
Supercomputing '92
Fifth annual high-performance
computing conference. To be held
November 16-20, 1992, at the
Minneapolis Convention Center.
For more information, contact:
Supercomputing '92
Conference Office
SCD/NCAR
P. O. Box 3000
Boulder, CO 80307-3000
Phone: (303)497-1808
FAX: (303) 497-1298
NCSA's Digital Gallery CD-ROM by Susan Goode,
Multimedia Programmer, NCSA Software Development Group
Recent developments in the multimedia industry have enabled NCSA's Soft-
ware Development Group (SDG) to create an interactive gallery of scientific
data animations, visualizations, and video clips called the Digital Gallery.
In the Macintosh version, you can navigate through any of five rooms in a
gallery: clicking in a doorway walks you to your destination; selecting an icon
at the bottom of the screen transports you directly there. You may also "enter"
the elevator, which will carry you to the upper level of the gallery to the
Science Theater.
Visit the NCSA RealTime Room to view video clips excerpted from the
NCSA RealTime videotape series featuring video reports on HPCC and its
applications to science, engineering, education, the arts, and humanities.
Step into the Animator's Showcase to view some of the latest computer
animations done at NCSA by UIUC students. Or check out demonstrations
of a few of the latest scientific software releases from NCSA's SDG in the Pro-
gram Spotlight Room. Before leaving the gallery, make sure you step into the
Collage Room to gather additional information on other tools released by SDG.
The NCSA Digital Gallery CD-ROM, like the disc released last year, will
contain the latest releases of all NCSA-produced software tools, HDF data
files for each Science Theater movie shown in the gallery, and other sample
data files. It will be formatted using ISO 9660, allowing it to run on most
Macintoshes. A similar interface is planned for UNIX and IBM platforms.
The NCSA Digital Gallery CD-ROM will be available in late October
through the NCSA Technical Resources Catalog and will be distributed at
conferences throughout the coming year, beginning with Supercomputing '92.
For more information, contact NCSA Software Development Group, CD
Project Coordinator, 605 East Springfield Avenue, Champaign, IL 61820. A
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The Process ofDiscovery: NCSA
Science Highlights CD-ROM
NCSA's Publications Group previewed their Science
CD-ROM in July at SIGGRAPH '92. The CD-ROM is
based on the brochure The Process ofDiscovery: NCSA
Science Highlights and will be available on CD-ROM for
the Macintosh in November.
Advance orders may be placed through Orders for
user publications, NCSA software, and multimedia
[see NCSA contacts, page 2]. The cost is $20 for the
CD/brochure package.
(Photo by Thompson-McClellan Photography)
NCSA RealTime: One more edition is
On the Way by David Curtis, Co-Director,
Scientific Communications and Media Systems
To our knowledge, NCSA RealTime remains the only
regular videomagazine dedicated to reporting on develop-
ments in HPCC. The stories we feature cover a broad
range of applications and tools, and our fifth edition is
no exception. It is "in the can" and ready for cassette
distribution. Here's the lineup of stories.
• Back to the Beginning. Take a time machine to the
earliest galaxies.
• SuperQuest: Beyond the Contest. It's not just the
winners who benefit.
• Casting Without a Crack. Simulation in the service
of steel.
• A Cloud Upon the Trees. Probing forest damage
from acid rain.
If you wish to order this edition or previous editions of
NCSA RealTime, contact Orders for user publications,
NCSA software, and multimedia [see NCSA contacts,
page 2 1.
1991 Cray R&D grant awardees present
Recipients of the Cray Research Inc. (CR\) research and
development grants awarded in 1991 recently made pre-
sentations of their research at the Beckman Institute.
Awardees, their institutional affiliations, and project
titles are as follows:
Suresh K. Aggarwal, UIC, "Computations of Turbulent
Combusting Sprays"
Keith Andrew, Eastern Illinois Univ., "Gravitational
Lensing in Superstring Theories"
Michael W. Berry, Univ. of Tennessee-Knoxville,
"Computational Methods for Information Retrieval and
Seismic Tomography"
M. E. Clark, UIUC, "Cardiovascular Systems Simula-
tion"
Kieran P. Donaghy, UIUC, "Differential Game Analysis
of Multilateral Policy Responses to Global Warming"
Levent Gurel, IBM T. J. Watson Research Center, "Fast
Algorithms for Computational Electromagnetics"
Robert B. Haber, UIUC, "Moving-Grid Finite Element
Simulations of Crack Growth in Creeping and Plastic
Materials"
Karl Hess, UIUC, "Advanced Monte Carlo"
Pierre LeBreton, UIC, "Photoemission Testing and
Scaling of Results from Supercomputer Studies of
Nucleotide Valence Orbital Structure"
Mahta Maghaddam, Jet Propulsion Laboratory, "For-
ward and Inverse Electromagnetic Wave Propagation
in the Time Domain"
Muhammad Nasir, UIUC, "A Study ofEM Waves in 3D
Inhomogeneous-Anisotropic Media"
David Padua, UIUC, "Delta Program Restructurer/Cray"
Umberto Ravaioli, UIUC, "Simulation of Quantum
Interference Structures"
Jerome Sacks, UIUC, "Statistical Strategies for Com-
plex Models and Supercomputing"
Paul Saylor, UIUC, "Solution of Nonlinear Initial Value
Problems"
Robert B. Wilhelmson, UIUC, "Explicit Simulation and
Visualization of Tornado-Scale Vortices"
The objective of this grant program is to encourage
R&D projects that further the commercial or academic
application of Cray supercomputer systems: (a) by
significantly and uniquely increasing scientific, engineer-
ing, or computer system knowledge or (b) by developing
software and/or algorithmic techniques for supercomputer
architecture—thereby providing efficient or improved
programming solutions to real-world problems.
For further information about the grants program and
how to apply for it, contact NCSA Metacenter Allocations
[see NCSA contacts, page 2].
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Warnings about global warming by Fran Bond, Publications Editor
Years 15-19: DEC/JAN/FEB
Moisture Difference Temperature Difference
>1cm D>5.5 C
<-1 cm n<-2°C
If
practices and trends continue as
now—according to National Acade-
my of Science (NAS) committee
findings—the concentration of carbon
dioxide (C02 ) and other emissions
that make up the so-called green-
house gases could double in the next
century and cause the Earth to be
warmer than at any time in human
history. The NAS committee based
their predictions on the verification
of evidence shown via computer
modeling.
In Andrew Revkin's book, Global
Warming: Understanding the Fore-
cast, the computer is a major player
in global change research. Even
though global climate models (GCM)
are incomplete—because simulations
of the intricate parameters of the
oceans and clouds on a computer are
in development—the author says that
they are already adequate for study-
ing global change.
In the chapter "The Cloudy Crys-
tal Ball," Revkin skims the history
of GCMs, which were first formulated
at NASA for weather prediction or
atmospheric conditions between plan-
ets. "Despite the uncertainties, these
computer models of the atmosphere
have proved their worth by accurately
replicating conditions that occur in
the real world—such phenomena as
the change of seasons," he says. By
computing known historic data, these
models have verified warm and cool
areas from the past.
Those who are well read in global
warming will meet some familiar
characters in this book: James
Hansen of NASA/Goddard Institute
Still from "Computer
Simulation of the
Global Climatic
Effects of Increased
Greenhouse Gases"
produced at NCSA
for NCAR. [See access,
July-August 1989]
for Space Studies, Stephen Schneider
of the National Center for Atmospher-
ic Research (NCAR), and Wallace
Broecker of Columbia University's
Lamont-Doherty Geological Observa-
tory, to name a few. However, it is
also an excellent introductory text
for those wanting a quick study about
the subject. Revkin develops the con-
cept of the greenhouse effect from its
roots to contemporary thought in a
readable, factual style. For example,
we learn that French mathematician
Jean-Baptiste-Joseph Fourier—of
Fast Fourier Transform fame—first
compared the Earth's atmosphere to
that of a "glass vessel," eventually
leading to the term greenhouse effect.
Technical aspects, such as the de-
velopment of Charles David Reeling's
instrument for measuring atmo-
spheric CO2 and the subsequent
dissemination of the Keeling Curve
(from scientific journals to the New
York Times), are explained generally
well. And the description of GCMs
—
how they are mapped and what they
contain—is fully developed.
Global Warming does not end with
just sounding an alarm about "cli-
mate roulette"—as Schneider calls it.
Possible solutions for individuals and
governmental bodies fill "Choosing
Our Fate," the concluding chapter.
Appendixes include an annotated
bibliography, a "Greenhouse Diet" for
reducing the risk of global warming,
and a list of organizations improving
environmental health.
Beautifully illustrated in color and
punctuated with succinct quotes, the
book is cosponsored by the American
Museum of Natural History, New
York; the Environmental Defense
Fund; and others, including NSF.
Royalties from the book's sale go to
the museum and the Environmental
Defense Fund. (Available in hardback
from the Abbeville Press Publishers,
1992; copyright 1992 by the American
Museum of Natural History and the
Environmental Defense Fund.
)
Greenpeace reports
Global Warming: The Greenpeace Re-
port, edited by Jeremy Leggett (1990,
Oxford University Press) is available
in both paper- and hardback editions.
As one might expect, this book has a
more urgent tone than the previous
one. Director of Science at Green-
peace and the organization's authori-
ty on global warming, Leggett says
at the outset: "The message is clear:
humankind is heading for deep
trouble unless we drastically cut our
emissions of greenhouse gases into
the atmosphere." The Greenpeace
Report is a collection of essays by
leading scientists and energy ana-
lysts who represent the U.S., U.K.,
Sweden, Brazil, and India.
Twenty authorities on the subject,
including Leggett, answer how we
should respond to the greenhouse
threat in this report, which was com-
missioned as a "shadow document" to
address the findings of the 1990 re-
port of the Intergovernmental Panel
on Climate Change established by the
World Meteorological Organization
and the United Nations Environment
Programme (1990).
This encylopedic reference is for
those wanting more background.
The second chapter, "The Science of
Climate-Modelling and a Perspective
on the Global-Warming Debate" by
NCAR's Schneider, details the science
of climate modeling, explains their
necessity, and asks the public's "in-
dulgence" for GCM development over
the coming decade. He argues the
need for more powerful computers to
run them. Concluding with a strong
rationale for educating oneself in this
area, Schneider says that if people
are "ignorant of the nature, use, or
validity of climatic (or many other
kinds of) models, then public policy
-
Book Review continued on page 26
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HPCC news by Jarrett Cohen, StaffAssociate, NCSA Director's Office
[Editor's Note: Brief summaries from the
press follow that are pertinent to high-
performance computing and communica-
tions (HPCC) and that may be of use to
HPCC users. These statements are not
intended to reflect NCSA's views or
endorse products.]
A supercomputer simulation
shows that splattering a cluster
of atoms against a hard surface
creates extreme conditions that
can lead to a new kind of chemis
try, Science News (7/25/92) relates.
Energy shifts can cause the cluster's
core temperature to increase tenfold
the instant it hits the surface. The
pressure soars, possibly hitting one
million times that of the atmosphere
Researchers at the Georgia Institute
of Technology and Pennsylvania
State University first observed such
conditions when they propelled a
cluster of 561 argon atoms at a salt
surface at 3 kilometers per second.
The impact results in a shock wave:
atoms in the front suddenly stop,
while atoms farther back pile onto
them. As the wave moves through,
the cluster flattens and spreads out
along the salt surface with some ar-
gon atoms penetrating the salt and
others evaporating. The atoms even-
tually regroup as a patch on the salt.
Under the extreme temperature and
pressure levels, intermediate com-
pounds are created, but they do not
last long enough to convert them to
more typical products. Simulations
take into account all the interactions
among the various atoms and last
approximately 10 hours. (See the
July 17 Science for a full report.)
Researchers at AT&T Bell Labo-
ratories have developed a com-
puter data-storage technique
with capacity nearly 100 times
greater than a compact disk and
300 times greater than today's
magnetic storage systems, the
New York Times (8/6/92) reports.
Scientists say they attained storage
densities as high as 45 billion bits of
data per inch—over 20 times greater
than previous experiments. Very
similar to magnetic-optical storage
systems, the new approach uses
Book review continued from page 25
a laser to change the polarity of tiny
magnetic spots on a rotating disk;
the polarity corresponds to the ones
and zeroes of digital information.
Instead of using a lens to focus the
laser, however, Bell Labs has achiev-
ed a much smaller spot, down to 60
nanometers, by shining the laser
through a microscopically fine fiber-
optic tip.
The technique is a spin-off from
work in near-field scanning optical
microscopy, which allows viewing of
small objects such as living cells. A
variety of products could result, in-
cluding high-definition television and
entertainment systems that combine
computer graphics, video, and sound.
Because the data is so densely packed,
it may be difficult to read quickly and
accurately. Current data read rate is
about 10,000 bits a second—much
slower than the million-bit-a-second
rates of conventional magnetic disks.
A Bell physicist says it would be
relatively simple to make adaptations
from other storage technologies to
increase these rates. A
1992 workshop dates
November 30-December 4
Advanced Workshop
—
Connection Machine CM-5
December 7-11
Advanced Workshop
Cray Code Development and
Optimization
NOTE: All dates are tentative and
subject to change. You must regis-
ter at least 10 days in advance to
attend training.
To reserve your attendance, con-
tact Deanna Walker, Training
Program [see NCSA contacts,
page 2]. A cost recovery fee may
be applicable to some sessions.
making based on model results will be haphazard at best" and dominated by
special interests and technocrats.
In the final chapter entitled "Global Warming: A Greenpeace View," Leggett
states that global warming cannot be separated from atmospheric pollution as
a whole and urges policymakers and the public to take measures soon before
irreparable harm results.
Global change research
The Climate System is the first in a series of beautifully produced publications,
Reports to the Nation, designed to raise public awareness on global change
(Winter 1991). Striking graphics illustrate the greenhouse effect and other as-
pects of climate, making this a valuable teaching tool. The second publication
in the series is The Ozone Shield.
Written in a less urgent tone than the Greenpeace Report, nevertheless the
need for intensive research is put forth clearly. This full-color publication was
designated "Best of Show" in the 1992 international publications competition
sponsored by the Society of Technical Communicators. It was published by the
Office for Interdisciplinary Earth Studies (OIES) of the University Corpora-
tion for Atmospheric Research (UCAR), which organizes many interdiscipli-
nary/international activities and offers agency support in global change.
Schneider is on its steering committee.
Issued every six months, brochures may be obtained from the UCAR Office
for Interdisclipinary Earth Studies (OIES), P. O. Box 3000, Boulder, CO
80307-3000; phone (303) 497-1682; FAX (303) 497-1679. Other publications,
including a free newsletter Earthquest, are also available.
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NCSA bibliography submission
NCSA relies on our researchers to help us maintain a comprehensive bibliography of work produced on NCSA
systems. This bibliographic compilation serves to underscore the impact and scope of the computational work
being done at NCSA, and it is published in a yearly bibliography brochure that is distributed to a limited mailing
list and made available to other researchers through the NCSA Technical Resources Catalog. We are requesting your
assistance in this effort.
We encourage electronic submission of bibliographic information and a project abstract. The form is available on
anonymous ftp. Log on to a host at your site that is connected to Internet and running software supporting FTP.
Invoke FTP by entering the Internet address of the server: ftp ftp . ncsa . uiuc . edu or ftp 141 . 142 .20.50
Log on using anonymous for the name and your local login name and address (e.g., jones@ncsa.uiuc.edu) for the pass-
word. Change to the ncsa pubs subdirectory (ncsa pubs). Enter get biblio.form to transfer the form (ASCII).
Complete the requested information and submit the file with the abstract to the electronic mail address below.
If you choose, you may complete this form in hard copy and submit it with a project abstract and, if desired, a copy of
your publication to the address given below.
This is an ongoing effort, so please submit materials as they are published or presented. Thank you.
Submitting author's name Phone email address
Institution
Address
City State Zip
The format for listing publications is: last name, first name, first name last name, and first name last name.
Title of publication, journal name, volume number, pages (year). For example: Smith, Jane, Ross Jones, and Alice
Brown. Adaptive inverse dynamics control of robots. Science, 4, 33-35 (1992)
Author name(s) as shown on the publication
Title
Publication title (e.g. Biochemistry, Science), volume number, page reference, year
Required: NCSA account number (ex: abc) or NCSA grant number (ex: AST910367N):
Required: NSF Field of Science (ex: 417):
Please check category of your submission:
journal magazine preprint technical report journal cover
presentation/proceeding dissertation thesis book/chapter video
submitted in press published
Abstract: Provide an online abstract of no more than 150 words to biblio@ncsa.uiuc.edu (ASCII format; do not
embed equations in your ASCII file). Please include the title of your work for cross reference.
Submit to: Research Bibliography
NCSA/UIUC
152 Computing Applications Building
605 East Springfield Avenue
Champaign, IL 61820-5518
email: biblio@ncsa.uiuc.edu
phone: (217)244-5359
I
abbreviations
Cray Research Inc.
Center for Supercomputing Research and
Development
Defense Advanced Research Project Agency
National Aeronautics and Space Association
National Center for Atmospheric Research
National Center for Supercomputing Applications
National Radio Astronomy Observatory
National Science Foundation
Thinking Machines Corp.
University of Illinois at Chicago
University of Illinois at Urbana-Champaign
downloading from anonymous FTP server
A number of NCSA publications are installed on the NCSA anonymous FTP server. If you are connected to Internet,
you can download NCSA publications by following the procedures below. If you have any questions regarding the
connection or procedure, consult your local system administrator or network expert.
1 . Log on to a host at your site that is connected to Internet and is running software supporting the FTP command.
2. Invoke FTP by entering the Internet address of the server: ftp ftp . ncsa . uiuc . edu or ftp 141.142.20.50
3. Log on using anonymous for the name.
4. Enter your local login name and address (e.g., smith@ncsa.uiuc.edu) for the password.
5. Enter get README. FIRST to transfer the instructions file (ASCII) to your local host.
6. Enter quit to exit FTP and return to your local host.
7. The NCSA publications are located in the ncsapubs directory.
All brand and product names are trademarks or registered trademarks of their respective holders.
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Academic Affiliates Program
Joseph Blackmon
(217) 244-1100
affiliat@ncsa.uiuc.edu
Academic and Industrial
Relations Program
Scott Lathrop
(217) 244-1099
slathrop@ncsa.uiuc.edu
Applications Group/Chemistry
User Group/Faculty Program
Melanie Loots
(217) 244-2921
mloots@ncsa.uiuc.edu
Central Facilities
Sue Lewis
(217) 244-0708
slewis@ncsa.uiuc.edu
Client Administration
Judy Olson
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NCSA ventures into the social sciences
This issue of access
focuses on NCSA's
newest activities in
NSF's Social, Behavioral, and
Economics directorate and
addresses people working
collectively. Some recently
developed tools for collabora-
tive endeavors are also
introduced. The same NCSA
resources that have enabled
"We don't just collaborate with people;
we also collaborate with the patterns
and symbols people create."
— Michael Schrage,
Shared Minds: The New
Technologies of Collaboration
research in the physical and
natural sciences will enhance creativity and scholarship
in the social sciences.
"Beyond communication: Building collaborations"
(page 4) is an overview ofR&D at NCSA with people and
technologies. This past fall high-performance computing
was launched as an aid to econometrics (see page 6); in
the coming spring, the Social Science Computing Associa-
tion will convene at NCSA as the first step towards
solving its Grand Challenges (see page 8). "Sharpening
the memory of history" describes how two historians have
found the advantages of using HPCC to overcome the
challenges of reams of data (page 9). In "Collage: Founda-
tional metapplication," NCSA's new collaborative software
is introduced (see page 14); it
is already being utilized in the
foundation of the national
metacenter—the ultimate in
collaborative science and
engineering to better serve
users (see page 16). Other
software tools are described
on pages 11-13.
New developments in the
Industrial Program include
John Stevenson's visit to
Australia to keynote the Fifth Australian National
Supercomputing Conference (page 18). Bob Panoff,
SuperMentor of NCSA's Education Program, is introduced
on page 20.
Three federally funded Grand Challenge projects which
are utilizing NCSA's resources, especially in massively
parallel architectures—in high-energy physics and
astronomy and gravitation—are described on page 22.
Other activities around the center round out this issue.
Some suggestions for background reading in coopera-
tive work and collaborative tools are found in the Book
Review, page 24.
—
Fran Bond, Editor
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The successful creation of a
national supercomputing
metacenter—the integration,
across space, of the four NSF super-
computing centers—is not just a tech-
nical project, but a "sociotechnical"
one as well, according to Joseph
Hardin, NCSA's associate director
for the Software Development Group
(SDG). Hardin says the national
metacenter is more than just a big
metacomputer: "The machine collabo-
ration only provides the foundation
for the next step, which is human
collaboration. Grand Challenge proi
lems, as well as many of the day-to-
day tasks of scientists ana engineers,
demand computer-media|ed collabo
rative technology."
Of course, long-distan
cation—and collaborate
new. People have used t
service, telephones, facsi
machines, electronic mai
video-teleconferencing to
ideas and share work for
SDG is working to adc
piece of technology to thelcommunica-
tions toolbox. "It's now possible to
create a tool for digitally |ased
collaboration across spac^ and time,"
says Hardin. One tool, Co|lage, is a
first step toward that technology. It
is a software tool that will allow sci-
entists and engineers to concurrently
view images and simulations derived
from data, interactively manipulate
that data, and to collaborate with
their colleagues—whether they are in
the same building or acrofes the conti-
nent. (See related articlejpage 14.)
e communi-
is nothing
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Beyond
communication:
Building
collaborations
by Sara Latta, Science Writer
Computing, communication,
and coordination
How does a communication tool
become a collaborative tool? At the
heart of the transformation, accord-
ing to Noshir Contractor, UIUC
assistant professor in speech commu-
nication, are coordinating strategies.
Contractor belongs to a UIUC group
of social scientists and engineers
—
appropriately named TEAM (Team
Engineering: Analysis and Model-
ing)—that investigates the way
engineers cooperate with each other
in design teams in order to develop
computer support for cooperative
engineering design.
Coordinating strategies, according
to Contractor, are the ways in which
people meaningfully organize their
own behavior to accomplish a given
task. Brainstorming, delegating re-
sponsibilities, focusing the discussion
on a central idea, revision, conflict
resolution, and moving a meeting
through its phases are all thought
of as coordinating strategies. "Until
these features are in some ways
reflected in the design of the tool, it
is not a collaboration tool," says Con-
tractor. "It remains a communication
tool." The goal of Collage is to com-
bine the computational and commu-
nication strengths at NCSA with
coordination strategies. In collabora-
tion with researchers from the emerg-
ing field of Computer Support for
Cooperative Work (CSCW) in the
U.S. and abroad, NCSA has designed
a set of tools that allows researchers
from remote locales to conduct work
sessions as easily as if they were
using the same machine.
An essentia] component of an
effective collaborative tool enables
participants to track decision ratio-
nal*? and hi«torv That bworrmmm+~
important in a group," says Stephen
Lu, TEAM member and UIUC profes-
sor in mechanical and industrial en-
gineering. "If I insist that black is
black but you insist that it is white,
we can never agree. If we share our
rationale, we can reach a point where
we can negotiate. We're talking about
a collaborative environment that is
more than simply connecting comput-
ers and viewing the same image." It
is important that the common tasks
as well as the minds of the collabora-
tors are integrated.
For example, architects and struc-
tural and mechanical engineers may
all work together on the design of a
building. If the mechanical engineer
specifies an air duct at a particular
place on the blueprint, the structural
engineer—lacking information the
mechanical engineer is privy to—may
decide to change the location of that
air duct. "We'd like to encode the
representation of the building as
intelligent enough to automatically
reject or complain about a violation of
building codes," says Lu. "You cannot
expect human beings in diverse disci-
plines to effectively collaborate on
a complex system, like a building,
unless your computer representation
can be kept internally consistent."
There are other issues of impor-
tance in the academic environment.
Leigh Star, UIUC associate professor
in sociology and women's studies,
points out that issues of confidential-
ity and a willingness to share data
may affect large collaborations. "The
relative richness or poorness of the
laboratory infrastructure, whether
the system will democratize or rein-
force structural inequities in the com-
munity—we're still learning about
the ways in which these issues affect
collaborative technology. The concep-
tual tools for studying the paradigms
for very large scale collaborations
—
integrating different databases,
information systems, and different
patterns of accessl-are just begin-
ning to be put into place."
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Facing the interface
Although Contractor's main area
of interest is studying the ways in
which different groups of people
adapt technologies in different ways,
he found that a stumbling block for
many users—and, in turn, for his
studies—was a poor user interface.
He became convinced that he could
not understand the way in which
people appropriated the structural
features of a collaborative tool like
Collage until the interface was im-
proved.
Contractor is conducting user
studies evaluating interface designs
for Collage, implementing a strategy
employed by Apple Computer Inc.
To see or not to see
Still the question remains: When col-
leagues are in the midst of a technical
discussion, is it necessary that they
see each other
there might b(
da. [The partic
to estimate tn
IU Ir v ell 11
"T think it depends on
the situation e id the science," says
Star. "In manj cases, it's not neces-
sary," continu* 3 Star, who studies
computer-sup] )rted cooperative
work. "But it could be very important
in communitie that engage in policy
discussions—or in situations where
more than one agen-
pants] need to be able
it. It might be most
prototype screens of Collage, provid-
ing information on ease of under-
standing the interface. "For example,
is the user likely to know where to
find the 'Open File' feature?" asks
Contractor. When Contractor's user
studies move beyond interface issues
to collaborative issues, it will be nec-
essary to recruit research scientists
to help assess the utility of features.
"Our aim is to give the programmers,
in a very short time, feedback on the
effectiveness of a particular feature,"
he says.
"We'd like to establish this triad
—
developers, users, and evaluation—as
a firm foundation for future software
development," says Hardin. "The
three feed back on each other. At
the intersection, we get optimized
software."
useful at the administrative, rather
than the scientific, level."
By 1993 th< national metacenter
wffl have videoteleconferencing rooms
at each center's site that can be used
for meetings, training, seminars,
and other educational purposes. For
example, collaborators would be able
to view their data using Collage and
see each other using the software via
a conventional teleconference. Even-
tually NCSA's SDG hopes to collapse
audiovisual capabilities into Collage
so that its users could view each
other on a separate window on their
computer screens or on separate
monitors.
NSCA's venture into the social
sciences is strengthened by the recent
addition of social science research
associate Alaina Michaelson to the
Software Development Group. "As
NCSA develops collaborative tools,
they need to study and be sensitive
to how these tools can impact and
enhance 1 elevant social processes,"
says Micl aelson. Computer-mediated
communi ation and collaboration will
have a tr< mendous affect on the way
people function in the workplace, ac-
cording ta Michaelson. In preparation
for the Cc mputing in the Social
Sciences 993 conference (see related
CSS93 ar ;icle on page 8), she is
"contacting researchers in the various
social scif nces: letting them know
that we're here, making them aware
of the wa; r in which high-performance
computin * environments might help
them in t leir research by opening
their eyes to bigger problems that
they wou dn't have tackled before."
"It is c ear that computer-mediated
collabora ion is more than simply
connectin
=; computers. It is connect-
ing minds at work as well," says
Hardin. " Machine collaboration
provides 1 he foundation for the next
step, whi< h is human collaboration."
NOTE: T, tanks to other TEAM
members lot quoted in this article
who contr ibuted significantly to
discussioi ,s about computer-mediated
collaborai ion: Michael Case, principal
investigat or in the Energy and
Utility Sy items Division, U.S. Army
Construct ion Engineering Research
Laboratories; Patricia Jones, UIUC
assistant professor in mechanical and
industrial engineering; and Barbara
O'Keefe, UIUC associate professor in
speech communications.
Engineers and managers in
collaborative work sessions.
(Illustrations by Carlton Bruett,
Scherer Communications)
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Large-scale computation in economics
ith an eye toward
exploring the use of
high-performance comput-
ing facilities in solving some thorny
economic problems, 40 invited partici-
pants attended a conference hosted
by NCSA, "Large-Scale Computation
in Economics," October 12 and 13,
1992. (For a list of invited partici-
pants, see the sidebar).
"We have beautiful models of
the substructures of clouds in the
atmosphere and elaborate models of
ocean eddies, but there is effectively
no quantitative measure for human
society. . . the world economy,
demographics, population pressures,
transportation systems, allocation of
resources," said NCSA Director Larry
Smarr in his opening remarks to the
conferees. "There is a national call
for the social science community to
take on the challenge of trying to
build . . . much more ambitious
global models."
Smarr invited the conferees to
keep the momentum of the conference
going by identifying complex compu-
tational datasets they could continue
focusing on afterwards. He also
issued an invitation to the spring
1993 conference "Grand Challenges
in Social Sciences." (For further
details, see page 8.)
by Sara Latta, Science Writer
Presentations focused on computa-
tional approaches to applications in
econometrics and economic theory.
The conference—sponsored by NSF's
Economics Program of the Social,
Behavioral, and Economic Sciences
directorate—is one in a series foster-
ing the link between high-perfor-
mance computing and economics.
Participants who stayed past the
two days of presentations received
special training on the use of NCSA's
computing environment. "We made
a special effort to encourage work
by faculty/student teams, to bring
them together at the conference
for instruction and consulting on
computational problems during and
after the conference," says Radha
Nandkumar, NCSA research scientist
and co-organizer of the conference
with John Rust, professor in letters
and science and economics at the
University of Wisconsin at Madison.
Increasing the complexity
of models
Economists have historically con-
structed models to understand the
complex economic behavior of human
beings. As they increase the complex-
ity of their models to more accurately
mirror real-life situations, they are
turning to the supercomputer for
solutions. Kenneth Judd, senior fel-
low at Stanford University's Hoover
Institution, models repeated strategic
agents (such as corporations) by com-
puting supergame equilibria in which
each player simultaneously selects an
action in successive time periods and
can observe past actions of its oppo-
nents. "Firms—airlines for example
—
are constantly setting prices, looking
at the reactions of other firms, and
changing the prices," says Judd.
"Game theory is a way of analyzing
interactions, which can't be analyzed
by simple supply and demand
curves." Judd analyzed his problem
on a Sun workstation, but "the games
I looked at were fairly simple, with
two players and no stated variables.
I'd like to have more players and
stated variables. This is the kind
of problem that grows rapidly in
complexity, and I'm sure that it's
an asynchronously parallel problem
one that would fully utilize the MIMD
[Multiple Instruction, Multiple Data]
architecture of Thinking Machine's
CM-5."
Other economists were interested
in using high-performance computing
to solve problems related to analyzing
racial discrimination in the labor
market (James Heckman, Henry
Schultz Professor of Economics, Uni-
versity of Chicago) or understanding
the structure of an industry produc-
ing a variety of products—the car
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Discrimination in the labor
market—racially and sexually-
was the subject of James
Heckman's (University of
Chicago) analysis. (Photo by
Fran Bond)
industry, for example—as it changes
in response to tariffs or policy para-
meters (Ariel Pakes, professor of eco-
nomics, Yale University). Scott Page,
a graduate student in economics at
Northwestern University, presented
a new method of measuring non-
linearity. In "Adapting to Chaos,"
David Pines, UIUC professor of
physics, and Alfred Hubler, UIUC
assistant professor of physics, intro-
duced nontraditional concepts from
complex systems research.
A national economic database
One of the concerns several partici-
pants voiced was the need for a
national economic database, a sort
of clearinghouse for data in the public
domain. "Currently data is often not
accessible in a central place and not
well documented," says Pakes, who
expressed interest in a central
depository for data used in published
articles. Dozens of agencies, private
companies, and other researchers
are generating data for the social
sciences—all in different formats.
Much of it is simply warehoused.
"The economics community would
like a simple interface, so that any-
body could easily find, for example,
the data on steel manufacturing in
Indiana over the past 20 years," says
Joseph Hardin, associate director
for NCSA's Software Development
Group. Hardin spoke with some of
the participants about forming such
a database in collaboration with the
economic community. "There should
also be indexing between databases,
so that one could get all relevant data
with a single inquiry."
Tours through NCSA's computing
facilities, together with demonstra-
tions ofNCSA software tools, sparked
interest in new avenues for economic
data visualization and collaboration.
"We run lots of quantitative models
—
on the stock market, on consumption,
or on interest rates, to name a few,"
said George Tauchen, professor of
economics, Duke University. "We
need to explore datasets and struc-
tures from a variety of different
perspectives."
An empirical science
"Economics, or at least part of it, is
turning into an empirical science,"
said Gautam Gowrisankaran, a grad-
uate student from Yale University.
"Analyzing economic data is so com-
plex and has so many variables, that
the models have to be extremely
complicated. Supercomputers are
going to make it possible."
According to Smarr, supercom-
puters will increase in speed by three
orders of magnitude in "one graduate
student lifetime. This will totally
transform [the] field."
Academic participants
Sudhakar Achath, U. of Texas
David Ballard, UIUC
Yannis Bilias, UIUC
Donna Boswell, U. of Minnesota
Yoosoon Chang, Yale U.
Yan Chen, Caltech
Jim Conklin, Stanford U.
Maria Cunhaesa, UIUC
Vincy Fon, NSF
Gautam Gaurisankaran, Yale U.
John Geweke, U. of Minnesota
Vassilis Hajivassiliou, Yale U.
James J. Heckman, U. of Chicago
Alfred Hubler, UIUC
Mark Hugget, UIUC
Yannis Ioannides, VPI
Kenneth Judd, Stanford U.
Kamhon Kan, VPI
Michael Keane, U. of Minnesota
David Kendrick, U. of Texas
Roger Koenker, UIUC
Charles Kolstad, UIUC
Ethan Ligon, U. of Chicago
Paul Liu, Stanford U.
Richard McKelvey, Caltech
Radha Nandkumar, NCSA
Hakan Orbay, Stanford U.
Scott Page, Northwestern U.
Ariel Pakes, Yale U.
Christopher Phelan, U. of Wisconsin
David Pines, UIUC
John Rust, U. of Wisconsin
Larry Smarr, UIUC/NCSA
Chris Taber, U. of Chicago
George Tauchen, Duke U.
Robert Townsend, U. of Chicago
Ann Villamil, UIUC
Zheng Wang, U. of Minnesota
Frank Wolak, Stanford U.
Hibing Zhang, Duke U.
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NCSA to host CSS93 by Sara Latt<x,
Science Writer
Dave McWilliams, research programmer in
NCSA's Computing and Communications
Group, conducts a tour of the machine room.
(Photo by Fran Bond)
Allocations in social, behavioral, and
economic sciences
Alexander Anas, SUNY-Buffalo, Testing Large-Scale
Computable Urban Economic Models
Stefan Boeriu, U. of California-Santa Barbara,
Parallel Linear and Nonlinear Equations Alogorithms
Ross D. Boylan, J. P. Morgan, Labor Market Matching
Models
Eric C. Browne, U. of Wisconsin-Milwaukee, Social
Choices in Multidimensional Policy Spaces
Kieran P. Donaghy, UIUC, Differential Game Analysis
ofMultilateral Policy Responses to Global Warming
Chung-Ming Kuan, UIUC, Predicting Appliance
Ownership Using Logit, Neural Network, and Regression
Tree Models
Josef Lakonishok, UIUC, What Does It Cost to Trade
Equities?
Andre de Palma, Northwestern U., Dynamic Network
User Equilibrium
Frank Piontek, Crescent Counties Foundation for
Medical Care, Health Care Pattern Analysis in the
Medicare Population
John Philip Rust, U. of Wisconsin-Madison, Dynamic
Programming Analysis ofIndividual Retirement Behavior
Walter R. Teets, UIUC, A Simulation Investigation of
Information Event Study Methodologies
Hal R. Varian, U. of Michigan-Ann Arbor, Economic
Analysis Using Mathematica
For details about how to apply for time on NCSA's
high-performance computing systems, contact Metacenter
Allocations [see NCSA contacts, page 21.
NCSA will host the fourth annual conference of the Social
Science Computing Association (SSCA) May 19-21, 1993.
SSCA, an interdisciplinary organization, promotes the
development of computing through social sciences.
"Grand Challenges for the Social Sciences" will he the
theme of the Computing in the Social Sciences 1993
(CSS93) conference. Social scientists will explore the
world of high-performance computing for solving social
science grand challenges: global climate change policy
analysis, pollution prevention and waste management,
health care, education, family research, international
competitiveness, urban development, and disease control.
Any papers related to social science and computing that
report new research and survey or review emerging
trends, research in progress, proposed research projects,
or innovative applications are welcome also.
To showcase several social science applications of
high-performance computing, NCSA is assisting social
science researchers in establishing projects that can probe
NCSA's resources to benefit social science. Participating
researchers will present the results of their efforts at the
conference.
If you wish to submit a paper, send an abstract
of no more than 200 words and a cover sheet containing
name, address, telephone number, FAX number, and
e-mail address of the person to whom correspondence
regarding the paper should be sent. Send this information
to Program Committee Chairperson Bruce Tonn,
Oak Ridge National Laboratory, Oak Ridge, TN 37831-
6207 (telephone (615) 574-4041; FAX (615) 574-3895).
Abstracts can also be submitted by e-mail to Tonn at
BET@edbet.ed.ornl.gov (Internet) or BET@ornlstc.bitnet
(BITNET).
If you are interested in working with NCSA on
a probe project, please contact Organizing Committee
Chairperson Vernon Burton, 4143 Beckman Institute-
NCSA, 405 N. Mathews, University of Illinois at Urbana-
Champaign, Urbana, IL 61801. You may also send
e-mail to Burton at hpcsocsc@ncsa.uiuc.edu (Internet).
Copy e-mail applications to Alaina Michaelson at
alainam@ncsa.uiuc.edu (Internet).
For more information about CSS93, contact Burton
at the address given above.
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by Sara Latta, Science Writer
Orville Vernon Burton says, "It's the job of the historian
to serve as the memory of civilization." Burton is a UIUC
professor of history working with NCSA to develop a his-
torical distributed database system. Historians have long
used courthouse and church records, letters, and newspa-
pers to help reconstruct
the story that is our past
—
but those sources tell only
part of the tale.
To complete the story,
Burton and NCSA post-
doctoral research fellow
Terry Finnegan are using
a relatively untapped
resource in their efforts
to understand the eras of
Civil War and Reconstruc-
tion in the American
South: the United States
census records. According
to Burton, there are many
types of census records.
In addition to population
records, there are agricul-
tural, religious, social and
industrial relations, and
manufacturing records,
for example. "We have, in
the U.S. census, the most
extraordinary and as close
to accurate account of the
lives of people at 10-year
intervals," says Burton.
A new (old) resource
Historians have not tradi-
tionally used census data,
according to Burton and
Finnegan, because they
simply do not have the time to sort through the mountains
of information that define a community. Burton did use it
in doing research for his groundbreaking book published
in 1985
—
In My Father's House Are Many Mansions: Fam-
ily and Community in Edgefield, South Carolina. The
book was based on a huge historical database of statistical
information from census records—compiled by laboriously
entering 130,000 eighty-column computer cards into
mainframe computers—on every man, woman, and child
who lived in Edgefield County from 1850 to 1880. "Be-
cause of the size of the
data, I tied up the ma-
chine, the card reader,
and the tielines. I was
banished to the grave-
yard shift," laughs
Burton. At the period
Burton focused on in
his research, Edgefield
County covered what is
five counties today, and
it could be considered a
microcosm of the Amer-
ican South, according
to Burton.
His hard work paid
off. He found, among
other things, that black
matriarchies in the
American South were
not the norm—a belief
widely held by histori-
ans who relied upon
smaller, mostly urban,
demographic samples.
Their results were
skewed because black
female-headed house-
holds were concen-
trated in the cities,
where the women
were able to find jobs
as domestics. Black
men were systemati-
cally excluded from urban jobs. By including statistics on
rural families, Burton was able to show that the intact,
two-parent black family was in fact the norm.
History continued on page 10
History continued from page 9
Developing the prototype
In an effort to make historical quantitative analyses easi-
er and more available to a wider scholarly community,
Burton and Finnegan are working with Barbara Mihalas
head of NCSA's Data Management Facilities Group, and
Susan Stein, NCSA research assistant. Their prototype
project is a database linking the census records of
Edgefield County from 1850 to 1880 along with other
resources, such as records of
military service, churches,
and taxes.
"One of the big questions
that has plagued Civil War
historians is: Who actually
fought the war?" says Bur-
ton. "We don't know. Was it
a 'rich man's war and a poor
man's fight'? This is just one
example of the kind of ques-
tions we can ask with this
database."
"We'd also like to incorpo-
rate geographic information
systems (GIS) into the data-
base," adds Finnegan, "that
would enable one to discern
geographic changes, over
time, using visualization
techniques. In some ways
our project is about estab-
lishing a historical geo-
graphic information system.
We can begin to ask how
people interacted with their
environment over time, how
they changed the environ-
ment, and how the environ-
ment changed them."
Many scholars in the
social sciences—and the
humanities in particular
—
are somewhat wary of using
computers because they are
not exposed to them in the
same way people in the bio-
logical or physical sciences
would be. "We're trying to
make this as accessible as
possible, to provide them
with the means to ask the
questions that they want to ask," says Finnegan.
Although Burton and Finnegan currently run their
distributed, linked program on their workstations, they
will eventually speed up the computational process by
moving it to the Connection Machine.
Lynching in the American South
With Burton as his research advisor, Finnegan recently
finished his doctoral dissertation on lynching in the Amer-
ican South from 1880 to 1940—a period in which there
were thousands of reported lynchings. "I tried to interpret
lynching in terms of socioeconomic and political develop-
ments in the South," says Finnegan. Using resources such
as census returns, election returns, and maps, Finnegan
revealed a pattern of lynchings related to regional change.
As African-Americans in the Mississippi Yazoo Delta
began to take advantage of regional economic develop-
ment to better their position in society, white Americans
perceived them as a threat to the white power structure.
"In order to curtail that,
whites of all classes con-
tributed to lynching as a
means of addressing this
perceived threat," says
Finnegan. "Even after the
region was fully developed,
there was a new and more
intense lynching phase
that grew out of inherent
labor conflicts."
In other areas, Finnegan
says that lynchings grew
out of political tensions as
African-Americans began
to gain political power in
the Reconstruction South.
"The computer was very
important to me," he
explains, "not only in the
manipulation of statistics
and data, but also in keep-
ing track of the number
of lynchings that occurred.
My study wouldn't have
been possible with an
anecdotal approach."
Beyond Edgefield
County
Linking the Edgefield
County census data is a
prototype of what Burton
hopes to some day accom-
plish: linking census data
for the entire U.S.—from
the first census taken in
1790 to the latest publicly
available census of 1920.
This would, of course, be a
huge undertaking. Burton
envisions it will entail
the cooperation of historians at supercomputing centers
across the U.S.
"We'll be able to ask more penetrating questions of the
past because we would have more information available,"
says Finnegan. "We can gain new insights into how our
nation developed over time."
"What we're doing actually has the potential to change
the way historians do their work—both qualitatively and
quantitatively," adds Burton.
(Photos by Fran Bond)
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Modeling an ecosystem with
UIUC Geology Professor Bruce
Hannon tells his night class
in Advanced Ecological Mod-
eling, "Computers are an aid to the
mind just as telescopes and micro-
scopes are aids to the eye." A mixture
of students and scientific researchers
who hold daytime jobs, the class is
building a 200,000-cell model of a 20
mile x 30 mile desert steppe ecosys-
tem on an army range near Yakima,
WA—home to the sage grouse.
The class is divided into small
groups, each of which works on a
sector of the larger model that can
be run independently of the whole.
Group members build and test their
sectors during the week, then work
with the class to assemble the full
cell model.
Tonight members of each group
take turns sharing their progress as
a model is projected on a large screen.
James Westervelt, staff member at
the nearby U. S. Army Construction
Engineering Research Laboratories
(CERL) and developer of the Geo-
graphical Resources Analysis Support
System (GRASS) used in the model
and who teaches with Hannon,
manipulates the projection while
Hannon conducts the discussion.
The Soils Group is describing how
litter affects moisture retention in the
soil. The Plant Group wants to know
if the litter creates enough organic
matter when broken down to affect
plant growth. The Soils Group does
not know, but everyone agrees that
the Fires Group needs the numbers
on litter.
Later, the Grouse Group asks the
Plant Group how much food will be
available for the birds. As sections of
the model are being projected, graphs
are being shown, run, and changed
—
inching the class closer to an accurate
generic cell model of the ecosystem.
STELLA diagram showing the
relationship between population
growth and food production.
(Courtesy Bruce Hannon)
As a whole, the class wants to build
the largest dynamic model ever run
and develop a method for building a
global ecological model.
Easy modeling
"We're trying to do something that's
never been done before with people
who likely have never done the basic
elements of ecological modeling," says
Hannon. To assist him in his teach-
ing, Apple Computer Inc. awarded
Hannon a Quadra 700 computer as
the result of a competitive grant. The
Quadra 700's speed enables Hannon
to test very large generic cells before
running them on the NCSA Thinking
Machines' CM-5. STELLA II (Sys-
tems Thinking Experiential Learning
Laboratory) is the software driving
the Quadra 700.
"STELLA lets us bring people to-
gether who are experts in science, but
by Randall Graham, Science Writer
who may have little or no program-
ming and math experience," Hannon
explains. "The basics of using
STELLA are so easy to learn that
expertise doesn't matter.
"We take these scientists and their
students and build a generic ecologi-
cal model. Once we all agree on the
correct dynamics in terms of the way
plants and animals interact, we turn
the information over to Albert [Albert
Cheng, NCSA research programmer]
and specify to him the precise cell
size and time-step size. To make the
model cell-specific, we describe the
rules governing the migration be-
tween cells, in this case the move-
ment of sage grouse (an endangered
species) and the movement of troops
and army vehicles. Albert translates
the generic model into Fortran,
STELLA continued on page 12
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STELLA continued from page 11
parameterizes it for each cell, and
defines the migration. Then we can
run groups of cells in parallel on the
CM-5. We'll do this for the first time
in this class.
"We are introducing another new
concept in ecological modeling: the
use of STELLA, the CM-5, and the
GRASS geographical information sys-
tem together. We're running funda-
mentally different programs together
in the same model. At this point in
the class we still have to add the pa-
rameterization and migration rules.
"Using this method, we calculate
that we can run a very large STELLA
model representing the grouse at
various life stages, different kinds of
plants and predators, soil type and
moisture, weather—all the many
physical variables—and also intro-
duce the necessary human activities
like tank and troop maneuvers on the
army range. Each cell could contain
100 to 200 variables. The basic idea
is to test the sensitivity of grouse
populations to changes in the troops'
training schedule."
Much remains to be done. The
success of running the final full-scale
model rests with Cheng. So far he has
successfully run a simple 10-variable
STELLA model on the CM-5, and he
expects to run a full model by the
end of the semester. Hannon wants
a seamless connection between the
Quadra 700 and the CM-5. Cheng,
who describes the present set-up as
"primitive," is building an automated
translation engine that would convert
STELLA input into Fortran for run-
ning on the CM-5. If it works, he
would not have to manually translate
each model change.
After the semester's end, Cheng
continues working full time to get the
desert steppe ecosystem model run-
ning on the CM-5. As Hannon says,
"That requires a great deal of atten-
tion including some additional pro-
gramming to connect all 200,000 cells
with human activity on the desert
and on the movement of sage grouse.
Westervelt and Cheng are putting
in prodigious amounts of effort. The
project would simply not be 'com-
pleteable' without them. We are
solving a uniquely hard problem
with some of the best in the business.
We want to have a result by an invi-
tational mini-conference we are
conducting in March." (See access,
July-September 1992.)
Cheng explains that what he,
Hannon, and Westervelt are doing
is similar to the dynamic ecosystem
simulation modeling developed by
Thomas Maxwell for Robert Con-
stanza, professor of ecology at the
University of Maryland and director
of the Maryland International Insti-
tute for Ecological Economics, in his
work on regional models (see access,
July-September 1992). Maxwell's
translator model was written in C to
run on a Macintosh with transputers;
Cheng is translating that model into
Fortran to run in a parallelized mode.
The result, an expanded spatial
model, will be extremely useful to
ecologists, geographers, geologists,
and others modeling large systems.
Capturing knowledge with
STELLA II
Hannon did not leave the success
of his class to chance, knowing that
building the model required a certain
amount of scientific expertise. He
recruited some class members from
CERL who are experts in biology and
geographical information systems,
Cheng, and others. STELLA brings
them all together. Says Hannon,
"Larry Smarr calls it a superb knowl-
edge capturing device, and I agree
with him. Jim Westervelt likens it to
the game of chess: rules that are very
easy to learn coupled with infinitely
complex strategies."
Hannon uses STELLA software
in other classes he teaches: Biological
Modeling, Modeling Resource Scar-
city, and an undergraduate honors
class called Dynamic Modeling.
Students in the classes are from a
variety of disciplines at UIUC within
engineering, business, agriculture,
health sciences, natural sciences,
physical sciences, and medicine.
What is STELLA?
STELLA simplifies model building
via a three-step method in which
equations that formulate simulations
are automatically generated. In the
first stage, called mapping, building
block icons construct a graphical
representation of input parameters
'see image on page 11). In the second
phase, called the model phase, the
software automatically creates equa-
tions that are needed to simulate a
model. The simulation, or third step,
can be viewed as graphs, tables, or an
animation. 'STELLA II runs on any
Macintosh system with at least 2
Megabytes of RAM and a hard disk.)
According to its developers,
STELLA II is built on the systems
approach—sometimes called Systems
Thinking—to problem solving. Using
this methodology, the emphasis is
placed on broad viewpoints—or the
"big picture" view—so that interrela-
tionships and interconnectivity are
the focus rather than a collection of
complex variables. Its proponents call
this process a twenty-first century
attitude towards problem solving.
STELLA II is a "completely rewrit-
ten and extended version of STELLA
for Education," introduced in 1987,
according to its developers. The
software is used in a variety of
disciplines in natural science, social
science, and humanities at the sec-
ondary through postgraduate levels.
STELLA II was developed at High
Performance Systems (HPS), which
was founded in 1985. The company
spun off from founder Barry Rich-
mond's consulting practice. When he
began HPS, Richmond was a profes-
sor of engineering and business at
Dartmouth College, Hanover, NH.
For more information about
STELLA II, contact High Perfor-
mance Systems, 45 Lyme Road, Suite
300, Hanover, NH 03755; Applelink
(electronic mail): X0858; phone (603)
643-9636; FAX: (603) 643-9502.
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Gopher up and running by Ginny Hudak-David, Publications Editor
In December 1992, NCSA established
a Gopher server for NCSA-produced
information as well as information on
the national metacenter. Gopher is a
client-server system on the Internet
that is becoming increasingly popular
as an information provider.
The original Gopher software was
developed at the University of Minne-
sota and is named for that school's
mascot. The university serves as the
clearinghouse for Gopher servers
around the world. Gopher software
is a link to other services such as
library holdings and anonymous FTP
servers. Clients are available in Mac,
PC, and UNIX versions—each of
which present options differently. For
example, the Macintosh application
TurboGopher automatically opens
windows, overlapping them neatly
for easy reference. On the UNIX side,
users work with menus and select
numbered items for display.
NCSA's Gopher server is divided
into major classifications of informa-
tion: the metacenter, hardware,
software, publications, affiliates,
education, and anonymous FTP. In
all categories, lower-level menus or
windows offer the option of reviewing
ASCII documents from NCSA or con-
necting to Gopher servers at NCSA's
partners in the metacenter: Cornell
Theory Center (CTC), Pittsburgh
Supercomputing Center (PSC), and
San Diego Supercomputer Center
(SDSC). (The anonymous FTP
category connects users to NCSA's
anonymous FTP server, where the
software, source code [where avail-
able], and user documentation for
tools developed by NCSA's Software
Development Group are located.)
Under the Metacenter Publica-
tions directory, for example, the five
newsletters produced by the national
metacenters are available (CTC's
Forefronts, PSC's News, SDSC's
Gather / Scatter, and NCSA's access
and data link). Also available under
Publications are user information,
technical reports and research
information, and public information.
If you are already a Gopher user,
check out the information maintained
on NCSA's server. If you are not
currently using Gopher, download
the software and give it a try. (To
download the workstation client
software, connect to the anonymous
FTP site boombox.micro.umn.edu
[134.84.132.2].)
If you have any comments
about NCSA's Gopher server,
please send them to
ncsagopher@ncsa.uiuc.edu (Internet).
HCI interest group
Colleen Bushell, NCSA visualization and interface
designer, recently set up a special interest group on
human-computer interaction (HCI). The purpose of the
group is to increase communication among developers
and researchers at NCSA and on campus who are work-
ing in the area of HCI. Members have backgrounds in
computer-supported cooperative work, intelligent
systems, virtual reality, visualization, hypermedia,
sonification, and information navigation and retrieval.
Currently there are about 45 members from UIUC
departments, including Art and Design, Aviation
Research, Computer Science, Education, English,
Library Science, Mechanical and Industrial Engineering,
NCSA, Psychology, Sociology, and Speech Communica-
tions.
Meetings, which began in October, are held on alter-
nate Thursdays in Conference Room B67, Computing
Applications Building, from 3:30-5:00 p.m. They will
resume February 4. Anyone who is interested in HCI
may attend the meetings.
Bushell has set up a newsgroup called uiuc.ncsa.hci;
meeting topics will be posted there as well as in
ncsa.announce in advance of meeting dates. For
further information, contact Colleen Bushell at
cbushell@ncsa.uiuc.edu (Internet).
UniTree migration byArlan Finestead,
NCSA Research Programmer, Computing and
Communications Group
NCSA is in the process of migrating to a new mass stor-
age system—UniTree. The current date for production of
the UniTree archival system is April 1993.
The migration to UniTree affects all NCSA users.
Access to the current mass storage system, CFS, will be
restricted and eventually turned off. Access to CFS user
data files will then be permitted only through the UniTree
archival system. CFS datafiles that remain unaccessed
from within UniTree could potentially be permanently
removed from the archive.
Please watch for upcoming articles, banner messages,
and flyers that will contain more detailed information
about UniTree and the CFS to UniTree migration as the
April 1993 date approaches.
If you have any concerns or questions about the migra-
tion, contact the Consulting Office [see ncsa contacts,
page 2].
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Foundational metapplication
by Randall Graham, Science Writer
Two challenges presented by large
amounts of data are making sense of
the data and sharing it with others.
By linking machines and people
through high-speed networks, compu-
tational tasks and data analysis will
be accomplished with greater efficien-
cy via a new software tool called
NCSA Collage. Developed by NCSA's
Software Development Group (SDG),
the new tool allows researchers to
perform real-time collaborative ses-
sions across a variety of hardware
platforms.
Macintosh and X-Windows 1.0
versions of NCSA's Collage suite of
software tools, which enables distant
colleagues to work interactively in a
shared metacomputing environment,
were released January 15, 1993. A
1.0 beta release for PCs was made
available on the same date.
Compressing space
"We're in the midst of an historic
convergence between computational
power, model complexity, and data
acquisition technology," says Joseph
Hardin, associate director for SDG.
"Scientists need the ability to collabo-
rate across space transparently. . . .
They should be able to show simula-
tions, text, graphics, animation
sequences, and analyze data with
colleagues across the network in
real-time as easily as if they were
in the same room."
Collage is a first step towards
accomplishing this, and it has been
getting approval since its late-
summer introduction at SIGGRAPH
'92. The potential user base is huge
—
any company, research institution,
or group of researchers who are
geographically dispersed.
"We have many industrial part-
ners excited about potential uses for
Collage," says John Stevenson, asso-
ciate director for NCSA's Industrial
Program. "It is being very well re-
ceived even though it's so new."
Taking the first steps
Collage combines the tools of commu-
nications software with NCSA scien-
tific visualization software and allows
researchers to conduct remote collab-
orations. Sessions can share the fol-
lowing: data visualization; electronic
whiteboard capabilities; text display
and editing; and screen capture.
Individuals at the four NSF-
sponsored HPCC centers may be
among Collage's first users since a
major step in developing the meta-
center is the coordination of work
among them.
Scott Lathrop, associate director
for NCSA's Academic and Industrial
Relations Program, says, "We decided
to use Collage as a first step in train-
ing staff at each of the centers. Ex-
perts [on metacenter task forces] are
dispersed among the centers, and we
thought it would be good to join them
online. It's hard to have everyone
travel to one place for a training
session, for example.
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Graphic from Collage demonstra-
tion at SIGGRAPH '92 showing
its use on multiple platforms.
(Illustration by Ingrid Kallick,
NCSA Scientific Communications
and Media Systems)
MAC-OS
"Another way we want to use Col-
lage is for consulting," says Lathrop.
"Starting up a Collage session be-
tween a consultant and a user will
let the consultant see what the user
is doing and vice versa. It's quite dif-
ferent to see what someone is doing
compared to hearing what is being
done."
Collaboration challenges
Many challenges face Collage's devel-
opers. For instance, what if everyone
in a session wants to do something on
the screen at once? Currently Collage
operates in free-for-all, where every-
body gets to do anything at any time.
Lock-out, in which one person chairs
the session and is able to control who
has priveleges to input (edit, manipu-
late) in the session, is planned for the
next release. As the human dynamics
of interactive collaboration become
more apparent, this mediation struc-
ture may change. [See related article,
page 4.]
MS-DOS
Software reliability and human
error are two factors that challenge
programmers. The more users that
are added to a session, the greater
the strain on software and the
greater the risk of failure. More
users also increase the chance that
someone will make a mistake.
Colleen Bushell, NCSA visualiza-
tion and interface designer who is
making the Collage interface more
uniform across various platforms,
says, "I don't want to take away any
of the advantages of each platform,
but I do want it to operate in such a
way that a user switching platforms
would not be lost."
Communications across
software
Data Transfer Mechanism (DTM) is
the communication mechanism used
between applications [see access,
September-December 1991]. Devel-
oped by NCSA research programmer
Jeff Terstriep, DTM handles the
automatic data conversion between
different platforms and message
passing over the network. NCSA
Collage uses DTM to communicate
to other Collage sessions on the
network.
DTM is "a layer above talking
directly to the network," says Dave
Thompson, SDG research program-
mer who is one of the developers of
Collage. "You'd consider it a library
and a protocol."
Linking machines at the four NSF-
sponsored centers in a truly transpar-
ent manner is still in the early stages
of implementation. And though
moves to link people in an interactive
environment have begun, the chal-
lenges of fine tuning are still ahead.
NCSA Collage is an initial step into
the future of online interactive col-
laboration.
The team
The development team ofNCSA Col-
lage includes Tom Redman and Tim
McClaren, research programmers,
and Scott Bulmahn and Bernard
Damberger, undergraduate students
(Macintosh version); Eric Bina and
Dave Thompson, research program-
mers (X-Windows version); Quincey
Koziol and Chris Wilson, research
programmers, and Jon Mittelhauser,
undergraduate student (PC version);
Jeff Terstriep, research programmer
(DTM); Colleen Bushell, visualization
and interface designer (interface
design and user studies); Noshir Con-
tractor, UIUC assistant professor of
speech communications; and Alaina
Michaelson, NCSA research associate
(user studies).
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National metacenter for computational science and engineering
Metacentc-r Workshop participants
in the policy/activities session
include (from left to rights
Rozeanne Steckler of SDSC;
Richard Hirsh, Nico Habermann,
and Michael McGrath of NSF;
Jim Bottum of NCSA;and Michael
Levine of PSC. (Photo by Fran
Bond)
In
a joint statement issued Novem-
ber 17, 1992 at Supercomputing '92
in Minneapolis, the directors of the
National Science Foundation super-
computing centers—Cornell Theory
Center (CTC), National Center
for Supercomputing Applications
(NCSA), Pittsburgh Supercomputing
Center (PSC), and San Diego Super-
computer Center (SDSC)—announced
they are forming the nucleus of a
collaboration based on the concept
of a national metacenter for computa-
tional science and engineering.
The metacenter has been the
subject of serious discussion for more
than a year, and the concept crystal-
lized at the first Metacenter Work-
shop at San Diego in Septemberl992.
"Consolidating the centers' diverse
strengths and expertise while capital-
izing on their differences will foster a
computational science infrastructure
that will provide the nation with a
cost-effective path to leadership in
the High Performance Computing
and Communications Initiative,"
says CTC Director Malvin H. Kalos.
"Rapidly changing technologies are
revolutionizing computation and
require experimentation and develop-
ment much too large for a single
center," he adds.
metacenter, n:
a coalescence of
intellectual and physical
resources unlimited by
geographical constraint;
a synthesis of individual
centers that, by combining
resources, creates a new
resource greater than the
sum of its parts.
The directors noted that their
announcement of the metacenter
concept is the first phase in the
metacenter's evolution. Already the
centers are actively participating in
projects with other federal agencies
and industry, including upgrading
network links among the centers,
creating a national archival storage
system, and building a national file
system. They plan joint R&D in
almost every area of high-perfor-
mance computing and communica-
tions technology.
The centers are playing an in-
creasingly vital role in testing new
computer architectures to minimize
the time it takes vendors to grow
them into production computing plat-
forms and to maximize opportunities
for early scientific results in Grand
Challenge problems in academia and
industry. Within the metacenter,
many diverse platforms will be repre-
sented and knowledge about various
architectures will be exchanged so
the centers can recommend to the
user community the most appropriate
computing environment for algo-
rithms and applications.
"Based on the concept of distrib-
uted heterogeneous computing, or
metacomputing, the metacenter
will give scientists and engineers the
capability to move portions of their
problems directly to appropriate com-
puter architectures without regard
for where the computers are located,"
explain Michael Levine and Ralph
Roskies, co-directors of PSC.
The center directors predict that
metacomputing will change the
nature of the scientific process itself
by enlarging the research base and
by facilitating collaboration among
researchers no matter where they are
in the world. Through heterogeneous
networking technology, interactive
communication will be possible from
the desktops of individuals and
groups of scientists and engineers;
the research environment will no
longer be a single laboratory, but
will invoke distributed intelligence
and machinery, seamlessly net-
worked together.
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By combining the expertise and
talents of the individual centers'
staffs and focusing them on collabora-
tive projects, the directors noted that
the impact of the metacenter will
be broadened without needing to
increase staff. The cooperation will
create an environment where not
only academic users, but also indus-
trial scientists and engineers, can
evaluate a greater variety of systems.
Of particular importance to industry
will be the ability to assess the ad-
vantages and disadvantages of the
combined high-performance comput-
ing resources offered in the meta-
center at a far lower risk and cost
than a company would assume ac-
quiring systems and building exper-
tise on their own.
"The infrastructure provided by
the metacenter will give researchers
access through a single portal to the
country's best available technologies
and intellectual resources," states
NCSA Collage demonstration gets underway at
the workshop with participation from all four
centers. As preparation begins under the direc-
tion of Joseph Hardin (NCSA-standing), Pete
Siegel (CTC-seated), Mai Kalos (CTC), Wayne
Schroeder (SDSCl, and Reagan Moore (SDSC)
look on. (Photo by Fran Bond)
SDSC Director Sid Karin. "Building
such a national computational envi-
ronment in these times of decreasing
budgets and 'belt-tightening' is
clearly a responsible way to use our
resources to help transform engineer-
ing and scientific methodologies to
give American companies a techno-
logical edge in the global market."
Larry Smarr, NCSA director and
Supercomputing '92 keynote speaker,
adds that forming the metacenter
represents the critical mass neces-
sary to tackle the Grand Challenges
of science. He says, "The national
metacenter will provide a better
resource to the scientific community
by enabling the centers to push
technology in a way that individual
centers cannot."
At Supercomputing '92 the meta-
center was featured in a research
exhibit, which demonstrated how
users can probe the technological
implications of metacomputing.
Metacenter
coordination efforts
by Larry Smarr, NCSA Director
During 1992 we made significant
progress in finding ways for all four
NSF centers to work together in a
cooperative spirit to better serve our
community of users and partners.
This past year saw a number
ofjoint activities, including the
approval of a videoteleconferencing
facility, which will enhance communi-
cation between us all. For the fiscal
year which began in October, we each
included as part of our program plans
a number of metacenter proposals
for supplemental funding. Yet other
activities are ongoing, or planned
—
some less formally than others. For
the second year, we all participated
together at Supercomputing '92
—
this year as the metacenter.
These activities are exciting and
are helping to define what the meta-
center is. There are still more ideas
emerging every day, and in some
sense we may be suffering from an
embarrassment of riches. What is
needed is some way of organizing and
coordinating these activities, so that
we are able to accomplish those with
the highest priorities within available
resources and to avoid duplication
of effort.
We have established a committee
consisting of Jay Blaire, Cornell;
Jim Bottum, NCSA; Reagan
Moore, SDSC; and Marvin
Zalevsky, PSC, to work on this task,
and to help us better plan and man-
age these projects. They will work
with the various project leaders to
help keep communication flowing
and be sure certain projects remain
on track. In addition, they will serve
as a conduit for new ideas and
proposals that are of a metacenter
nature.
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Marketing 'down under'
Stevenson visits Australia by Fran Bond, Publications Editor
John Stevenson, associate director for NCSA's
Industrial Program, gave the keynote address at
the Fifth Australian National Supercomputing
Conference held in Melbourne, Australia, December 8-10,
1992. "High-Performance Computing—Industry's Compet-
itive Advantage" was the title of Stevenson's speech,
which was delivered to an international audience of
approximately 1,000 on the opening day of the conference
at Melbourne's World Trade Center.
Stevenson, who has been instrumental in developing
NCSA's Industrial Program marketing strategy, was in-
vited to speak by Robert Bell, managing director of the
CSIRO supercomputing laboratory in Canberra, who
chaired the conference program committee. (CSIRO
—
or Commonwealth Scientific and Industrial Research
Organisation—is Australia's government research organi-
zation.) Speaking on how HPCC can help Australian deci-
sion makers improve their productivity and profitability,
Stevenson shared his experiences with industrialists
'down under'.
Cultivating interests in HPCC
High-performance computing in industry was the focus
of the conference and other events associated with
Stevenson's visit to Australia. On the eve of the confer-
ence, 50 CEOs and vice presidents or research executives
in Australian industry were invited to a dinner hosted by
the Minister of Science and Technology. Stevenson spoke
to the group about the broad impact of HPCC on individu-
al corporations as a whole in an address entitled "Indus-
try Involvement in Supercomputing."
Following the conference's opening on December 9,
Stevenson flew to Canberra, Australia's capital, to meet
with several political representatives who are interested
in HPCC. They discussed political support issues related
to expanding the use of supercomputing. Returning to
Melbourne the following day, Stevenson attended an
all-day meeting with industrial representatives below
the CEO level of management. After a brief address by
Stevenson, a full-day discussion ensued that focused on
several aspects of stimulating industrial use of HPCC.
Looking ahead
"Industry is focusing on a global market, not just a U.S.
market," said Stevenson in a predeparture interview.
He noted that many U.S. industries have branches in
Australia—a reflection of worldwide movement in today's
economy. For example, Thinking Machines Corp.,
manufacturer of NCSA's CM-2 and CM-5, has offices
down under. He looked forward to meeting their Austra-
lian representative. Citing the global positioning of U.S.
commercial interests in recent years, Stevenson said
NCSA's newest partner, J. P. Morgan, has more offices
overseas than stateside.
"It is imperative that we position ourselves with
partners' interests in this movement," Stevenson added.
Australia and NCSA
Historically NCSA has ties with the Australian super-
computing effort. In 1987, Geoff Bicknell, Mt. Stromlo
Observatory, and Robert Gingold, Australian National
University (ANU), visited NCSA to work with research
scientist Mike Norman on magnetohydrodynamics algo-
rithm development and turbulent shear layer simulations
As an outgrowth of their visit to NCSA, Bicknell
and Gingold took back to their country the desire for
a national supercomputing center modeled on the NSF-
sponsored centers in the U.S. With their encouragement,
Donald Faulkner of ANU's Supercomputer Facility coordi-
nated the First Australian National Supercomputing
Conference, December 1988, at which NCSA Director
Larry Smarr was the keynote speaker [see access, March-
April 1989].
Two years ago, Donna Cox, co-director of NCSA's
Scientific Communication and Media Services Group,
went on a speaking tour to Australia funded by the
Australian Film Institute. Cox gave more than 14 presen-
tations in seven cities in 2 weeks, including speeches at
AUSGRAPH (Australia's SIGGRAPH) and ANU's Super-
computer Facility in Canberra. Speaking engagements
on Cox's tour were at a number of scientific institutes,
art galleries, and museums as well.
Ed Seidel, NCSA research scientist in gravitation, was
in Australia in July and August, 1992. He was invited by
Robert Bartnik, to visit the Centre for Mathematics and
its Applications, ANU, Canberra. Bartnik and a student
are working on a project that will connect naturally with
Seidel's work in about a year's time; one of the goals of
the visit was to see how the two projects could be linked
together. Seidel also spent some time at ANU's Supercom-
puter Facility and the University of New South Wales,
Sydney. A
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J. P. Morgan joins NCSA
J. P. Morgan (JPM), the New York-based
banking company, is NCSA's newest industri-
al supercomputing program partner (see
access, July-September 1992).
The initial 16-month agreement, including
a two-year option, adds a major banking and
financial services institution to the eight cor-
porations that are industrial partners at
NCSA: Eastman Kodak Co., Eli Lilly and Co.,
Motorola Inc., FMC Corp., Dow Chemical Co.,
Caterpillar Inc., Phillips Petroleum Co., and
AT&T.
Top photo: In New York City for the contract
signing: (seated, left to right) Jean-Louis
Bravard, JPM managing director, Advanced
Technology; Larry Smarr, NCSA director; Pe-
ter Woicke, JPM vice president and managing
director, Global Technology and Operations
and (standing, left to right) Richard Field,
JPM vice president and legal counsel; Amaury
F. Junior, JPM associate and NCSA site repre-
sentative; John Stevenson, NCSA corporate
officer; and Kyle Tibbetts, JPM associate and
NCSA project manager. (Photo courtesy J. P.
Morgan)
At NCSA, a reception was held in the Beckman
Institute to introduce JPM to the staff and
other partners: (above, left to right) Melanie
Loots, NCSA associate director for Applica-
tions, chats with Don Paris of Caterpillar,
and Robert Tykal of Motorola; (below, left
to right) JPM'S Amaury F. Junior and Jean-
Louis Brevard with NCSA's John Stevenson.
(Photos by Tony Baylis, NCSA Scientific
Communications and Media Systems)
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"Many of the basic rules—called theo-
rems—can be put outside your door
in a box and never used in the world
of computational mathematics," says
Bob Panoff, SuperMentor of NCSA's
Education Program. He is kicking off
the new semester with the first of
weekly Friday afternoon seminars
for UIUC undergraduates in the
Research Experiences for Under-
graduates (REU) Program.
A research physicist and educator,
Panoff brings his presentation into
the realm of the everyday through
rich imagery. After taking his
listeners through an overview of
the basics of mathematics vis-a-vis
the computational variations, he
launches into an explanation of
computer architecture and how "your
machine's computing environment
affects your algorithm so much so
that you can really start talking
about algotectures." As he fields
questions from his audience and
tosses back new questions for them
to ponder, they catch his spirit of
enthusiasm.
For most of the past year, Panoff
has been halving his time between
the NCSA and the North Carolina
Supercomputing Center (NCSC),
where he was instrumental in setting
the direction for their education pro-
gram. The goal has been to meld the
successes of NCSC, a state center,
with the resources of a national
center, NCSA, to enhance the latter's
program in educational outreach.
In turn, NCSC will be aided in its
outreach regionally and nationally.
Refocusing the effort
Paraphrasing a slogan from the
recent election, Panoff says his motto
these days is "It's the teachers, Stu-
pid." (Signs reading "It's the economy,
Stupid" hung in Clinton-Gore offices.)
Focusing on teachers to improve the
classroom experience has moved the
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Knoto Sentence.
by Fran Hand, Publications Editor
program's emphasis from students
learning software to teachers learn-
ing how modeling and simulation can
be used to transform the process of
science and mathematics education.
"Learning science by doing sci-
ence—rather than hearing about it"
is one of Panoffs objectives. One can
fairly feel the energy when Panoff
explains his goal of taking the
excitement of what is happening in
research into the classroom through
"discovery experiences" or "coopera-
tive learning." Panoff cites the ongo-
ing Chemistry Visualization Project
[see access, July-September 1992] as
a prime example of what can be done.
Mixing hands-on activities with
simulations and then analyzing what
is happening is Panoffs idea of learn-
ing/teaching science. He restates the
program's objectives saying he wants
to explore the role HPCC can play in
changing both the content and con-
text of math and science education
—
by trying things out and giving
students rich experiences.
"Much of what has been learned
in North Carolina will be done here,"
Panoff continues. One outgrowth of
NCSC's program has been the real-
ization that training 30 teachers
about computers and software goes
a lot further than only educating 30
children. Potentially many more stu-
dents can be made computer literate
through computationally literate
educators.
Networking knowledge
"Harnessing the excitement of the
research experience and bringing it
into the classroom at an earlier age"
is a concurrent objective. Demonstra-
tions, simulations, electronic mail,
and introducing computer resources
are just a few of Panoffs tools.
"Pushing the envelope" on many fronts is
Bob Panoffs motive. "It's the right stuff!"
he explains. Panoff assists Shelly
Sullivan (J. Oliver Johnson High School,
Huntsville, AL) at SuperQuest '92. (Pho-
to by Thompson-McClellan Photography)
*
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He mentions the success of video-
conferencing using CONCERT in
North Carolina. CONCERT, a state-
wide video and data network, is
NCSC's answer for transporting text
and graphics around the state. It also
supports the state's educational effort
on many levels, providing "virtual
proximity" to experts throughout the
state. "CONCERT allows us to use
technology to reduce transportation
and time in setting up and carrying
out effective research and educational
collaborations," says Panoff. When
NCSA is set up for videoconferencing
via the national metacenter, the
classes, seminars, and other video-
conferences on CONCERT will be
available in NCSA's region.
Some examples of how the state-
wide network has aided clusters of
schools in Wilmington and Charlotte,
NC and on 16 university campuses
are cited. At the upper level, for
example, more schools now offer
Russian and advanced levels of calcu-
lus. In some instances, CONCERT
enables college professors to lecture
to high schools without travel. Month-
ly, four deans of medical schools
across North Carolina get together
via videoconference. And the network
facilitates mentoring as well.
Building a knowledge base
With Nora Sabelli, NCSA senior re-
search scientist on leave as program
director for Applications of Advanced
Technologies at NSF, Panoff wrote
a proposal to NSF to establish a
National Repository at NCSA. The
repository would collect and dissemi-
nate the best examples of parallel
programs in education and research.
By providing the best examples of
working codes in a variety of scientif-
ic applications, this project seeks to
reduce the learning curve by cutting
through the technical manuals to
teach parallel programming tech-
niques. The same codes could be
modified further for other applica-
tions or architectures. Because,
Panoff explains, the knowledge
gained in one area of science—say,
astronomy—transfers to other areas,
like chemistry or physics, such a re-
pository of programs would be useful
to researchers and educators in many
disciplines.
An Advisory Committee, with
Michael Heath (NCSA research
programmer and leader of NCSA's
Mathematics and Computer Science
Group) as the principal investigator
of record, has been formed. Other
members include Hank Dardy, Naval
Research Laboratory; Larry Davis,
University of Maryland; Geoffrey
Fox, Syracuse University; Rust Lusk,
Argonne National Lab; Ahmed
Sameh, CSRD; and Ronald Boisvert,
National Institute of Standards and
Technology.
As a starting point, Dave
Schneider ofCSRD and Panoff will
begin working with the PERFECT
Benchmarks and a collection of codes
from the Advisory Committee. The
project is awaiting notification from
NSF about additional funding.
Dear NCSA:
I am working towards providing network access for two Macintosh computer
labs located at Liberty Middle School and Bob Jones High School in Madi-
son, AL. The basic configuration I am proposing would include three service
drops—one at each of the schools and one at the Alabama Supercomputer
Facility (ASF). . . . Both local talk networks at the schools are then on a
common internet with ASF. . . . Since the recurring cost is the overwhelming
concern with the school administration, this is very attractive.
I am encouraging that Liberty and BJHS become, for lack of a better
term, '"beta-sites" for [curriculum development funding grants]. I have a
personal interest since my children are/will attend these schools. I am
involved in two capacities: as a parent and as a mentor through Project
LASER, sponsored by NASA/Marshall Space Flight Center and others. I
am acting as the technical liaison for determining what is needed to bring
these labs onto the [networks] at the ASF.
One major piece of this configuration is the software—for terminal
emulation and file transfer—that will be used once the network hardware
is in place. The software is what I called you about. I did talk to Jennie
File [NCSA Software Support person, Software Development Group] today,
and she gave me the IP address for the anonymous ftp account at NCSA
for location of the software I need to access the TCP/IP network through
the ASF. With the NCSA Telnet software for Macintosh, I believe all the
pieces are in place to move forward on these network connections. Without
the public domain NCSA Telnet, there would not be enough funding to
proceed . . . With 60 to 70 Macintoshes, the commercial MacTCP software
packages would push the cost over any budget these schools can consider.
... I am very appreciative of the availability of the NCSA Telnet and
wish to express my thanks as I know others will when they begin using it.
Sincerely,
Tim W. Baldridge
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Grand Challenge projects for NCSA
Three federally funded Grand Challenge projects
are utilizing NCSA's HPCC resources in their
research. All are part of the national effort to
develop massively parallel processing-based codes. Robert
Sugar, University of California at Santa Barbara; David
Ceperley, NCSA and UIUC; and Richard Crutcher, UIUC,
respectively, are directing the projects.
QCD at high temperatures—The MILC
Collaboration
Claude Bernard, Thomas DeGrand, Carleton DeTar,
Steven Gottlieb, Alex Krasnitz, Robert Sugar, and Doug
Toussaint [This project, which is the largest user
of the CM-5, is funded by the Department of Energy.]
High energy physicists believe that Quantum Chromo-
dynamics (QCD) correctly describes strong interactions,
one of the fundamental forces of nature. The basic entities
in this theory, quarks and gluons, interact so strongly
that they are not observed directly under ordinary labora-
tory conditions. Instead, one observes their bound states,
the strongly interacting particles or hadrons. These parti-
cles include the proton and neutron, the fundamental
building blocks of the atomic nucleus, and a host of
short-lived particles produced in high-energy accelerator
collisions. At extremely high temperatures, such as those
that existed shortly after the big bang, the forces among
quarks and gluons weaken; one expects to find a new
state of matter, a plasma of quarks and gluons.
The MILC (MIMD Lattice Calculations) collaboration
is using the NCSA CM-5 to better understand the nature
of the transition between the ordinary state of matter and
this quark-gluon plasma, the temperature at which the
transition takes place, and the nature of the plasma.
These questions are important for understanding the
early development of the universe and the structure of
QCD itself. Nuclear physicists hope to observe the quark-
gluon plasma in heavy ion collisions being planned at
accelerators such as the Relativistic Heavy Ion Collider.
Considerable insight into the properties of the plasma will
be needed to interpret these experiments.
The MILC groups' studies of high-temperature QCD
require very large scale numerical simulations, involving
millions of degrees of freedom and hundreds of trillions
of floating point operations. To carry out their simulations
efficiently, they have put a significant effort into the
development ofMIMD code which runs on a variety of
massively parallel computers: the Intel iPSC/860, the
nCUBE 64000, and the Thinking Machines Corp. CM-5.
The software is designed in convenient layers. The
MILC research group has written a library of communica-
tions routines that interface with low-level communica-
tions utilities and provide for flexible, high-level coding of
internode data transfers. The distribution of lattice sites
among the nodes can be rearranged easily, making it pos-
sible to optimize the layout. The code, written in C, makes
extensive use of that language's concept of a structure to
permit flexibility in modifying the list of data values kept
for each lattice site. These tools provide an extremely flex-
ible environment in which members of the collaboration
can easily develop and test new algorithms and new ideas.
"Perhaps the grandest challenge of all is to under-
stand the astronomical universe," Richard Crutcher,
UIUC astronomer, tells an NCSA seminar audience.
(Photo by Fran Bond)
This capability is essential for a group with a diverse
range of research interests. The MILC group's code pres-
ently runs at approximately 3 Mflops per node on the
NCSA CM-5 without vector hardware. One of the goals of
this research at NCSA is to determine whether an MIMD
code can be made to run efficiently once the vector hard-
ware is installed.
—
Robert Sugar, Principal Investigator
Electronic structure of condensed matter on
the CM-5
David Ceperley, Roy Campbell, and Richard Martin
[This project is funded by the Division of Materials
Research, NSF.]
One of the great challenges of theoretical condensed
matter physics is to develop methods for calculating the
properties of electrons with sufficient accuracy to predict
the properties of materials under conditions directly
comparable to experiments starting from the fundamental
equations of physics. The goal of this project is to develop
such methods and to apply them to problems with direct
connections to experimental physics and material science
by efficiently utilizing massively parallel computers.
Examples include properties of materials such as silicon,
condensed states of hydrogen, surfaces of metals, and liq-
uid and amorphous systems, superlattices and correlated
electronic states in magnetic insulators, heavy fermion
systems, and oxide superconductors. The work uses ideas
and computational methods built up by the authors and
co-workers, in particular, variational, diffusion and path
integral Monte Carlo (QMC), and density functional
techniques (DFT).
Some members of the group will convert existing QMC
and ab initio molecular dynamics programs to run on the
CM-5. The research group will work with Roy Campbell
of the UIUC computer science department to develop the
physics software and computational tools to use these new
machines. Campbell is co-principal investigator of the
computer science department's NSF-funded Tapestry
Laboratory, which has built Pablo, a performance
vizualization software.
Grand Challenge continued on next page
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It is possible that these studies
will help lay the foundation for the
development of the next generation
of computational material science.
Then the power of massively parallel
computers can be used to accurately
describe and predict more complex
materials and phenomena, such as
the correlations that lead to magne-
tism and superconductivity in transi-
tion metal compounds.
—
David
Ceperley, Roy Campbell, and Richard
Martin, Principal Investigators
Radio synthesis imaging
—
An HPCC application
Richard Crutcher, Leo Blitz, Charles
Catlett, E. Churchwell, Michael
Heath, Barbara Mihalis, Linda
Sparke, and W. J. Welch [This project
is funded by NSF.]
A team of experts in radio astrono-
my, massively parallel processing
algorithm development, high-speed
networking, and database manage-
ment—with personnel from NCSA,
UIUC, the University of California at
Berkeley, the University of Wisconsin
at Madison, the University of Mary-
land, and Thinking Machines Corp.
—
will implement a prototype of next-
generation astronomical telescope
systems.
Implementation of the imaging
and data management software to
support the Berkeley-Illinois-Mary-
land Array in radioastronomy will
be done on NCSA's CM-5, CONVEX
C3880, and Silicon Graphics systems.
The computationally intensive al-
gorithms for calibration and imaging
of radio synthesis array observations
will be optimized. New algorithms
utilizing massively parallel architec-
ture will be optimized, and new algo-
rithms utilizing massively parallel
architecture will be developed. The
MIRIAD radioastronomical imaging
software, developed by UIUC and
NCSA over the last four years, will be
modified to distribute CPU-intensive
tasks to other machines such as
NCSA's CM-5. As part of the interna-
tional collaboration to build AIPS++,
the next generation of radio as-
tronomy software, the group will cre-
ate an AIPS++ visualization tool and
implement the computationally in-
tensive AIPS++ algorithms on the
CM-5 with the remainder of the
AIPS++ C++ code running on the
C3880 or a high-performance work-
station.
Another goal of the team is to
develop the techniques for connecting
multiple supercomputers together
with workstations in Madison, WI
over the BLANCA gigabit testbed
network to NCSA. An online digital
archive of the BIMA radio telescope
database and a digital library of pro-
cessed images will be implemented.
Analysis ofNRAO Very Large Array
supermap datafiles will also make
use of the community software on
NCSA's metacomputer.
—
Adapted
from NCSA FY93 Program Plan.
Center cache
Machines updated
For an update on the progress of the
CONVEX C3880 and the CM-5 and
their availability to users, see data
link, November-December 1992.
data link is now online in the new
system called ncsainfo. You can ac-
cess it online by following the instruc-
tions for downloading from the FTP
server on the inside back cover of this
publication. A year-long subscription
for a printed newsletter may be
obtained using the form on page 2.
Awards
NCSA staff members were recent
winners in the Central Illinois
Master Communicator Competition.
Awards of merit were given to the
brochure, "The Process of Discovery:
NCSA Science Highlights" for design
and photography (black and white).
Staff members accepting the award
were Paulette Sancken, executive
editor; Melissa LaBorg Johnson,
managing editor; and Linda Jack-
son, designer. Thompson-McClellan
Photography was recognized for their
photographs.
access won an award of achieve-
ment in the magazine publications
and the illustration categories. Staff
members receiving the award in the
former category were Fran Bond,
editor; Melissa LaBorg Johnson,
managing editor; and Linda Jack-
son, designer. In the latter category,
Carlton Bruett, illustrator, was recog-
nized for the cover of the May-June
1992 issue of access.
NCSA RealTime #4 (see access,
May-June 1992 for a description) re-
ceived an award of merit in electronic
media for nonprofit organizations.
Recognized for their work on the
production were David Curtis, ex-
ecutive producer; Leslie Epperson,
producer; Jay Rosenstein, Cordelia
Geiken, and Bob Patterson, online
editors; Tony Baylis, videographer;
and Robin Bargar, title music.
Just before press time, notice
arrived of further awards to NCSA
publications. The Chicago Chapter
of the Society of Technical Communi-
cation (STC) announced winners of
its 20th Annual Technical Publica-
tions and Art Competition. "The
Process of Discovery: NCSA Science
Highlights" received the highest
award, Distinguished Technical Com-
munication, for brochure interpretive
illustration and was voted Best of
Show. Sancken, Johnson, and
Jackson accepted the award for the
publication which goes on to STC's
International Art Competition.
In the same competition, the
"NCSA Informational Packet" won a
second-place award of Excellence in
illustration; Sancken, Johnson,
and Jackson received the award.
Carlton Bruett's cover illustration
for the January-April 1992 issue of
access won a fourth place award of
Achievement for illustration. In the
publications category, access won a
second-place award of Excellence for
magazines; Bond, Johnson, and
Jackson received the award.
1993 workshops
March 29-31, 1993
Introduction to the Connection
Machine CM-5
Academic users, contact Deanna
Walker at (217) 244-4198 or
dwalker@ncsa.uiuc.edu (Internet).
Industrial partner representatives,
contact your representative.
NOTE: Dates are subject to
change. You must register at least
10 days before the workshop. A
cost-recovery fee may apply to
some sessions.
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Working Cooperatively by Fran Bond, Publications Editor
In Shared Minds: The New Technolo-
gies of Collaboration , Michael Schrage
convinces us that the best products
stem from collaborative work envi-
ronments. "If there is a core theme
to this book," Schrage says, "it's that
people should understand that real
value in the sciences, the arts, com-
merce, and indeed one's personal and
professional lives, comes largely from
the process of collaboration. What's
more, the quality and quantity of
meaningful collaboration often
depends upon the tools used to
create it."
Numerous examples of productive
collaboration, or "shared creation" as
the author calls it, are cited in the
first half. In the sciences, the commu-
nity of New Physics—known today
as Quantum Physics, is described as
well as the famous pairings of James
Watson and Francis Crick to discover
the double helix and later Crick
working with Sydney Brenner in mo-
lecular biology. Even Albert Einstein,
often thought to be an independent
genius, had his collaborators. Accord-
ing to Schrage, Sigmund Freud and
Charles Darwin were the anomalies
who acted alone. Other collaborations
occur when "unfinished business" (as
Schrage calls it) passes down from
[Editor's Note: A brief summary from
the press follows that is pertinent to high-
performance computing and communica-
tions (HPCC) and that may be of use
to HPCC users. This statement is not
intended to reflect NCSA's views or
endorse products.]
After 90 days of opinion collect-
ing and deliberation, the Com-
mission on the Future of NSF
released its report November 20,
Science Cll/27/92) relates. Cochaired
by William Danforth, chancellor of
Washington University, and Robert
Galvin, chairman of Motorola Inc.,
the commission stated that NSF
should concentrate on supporting
basic research and science education.
Going somewhat against recent calls
one generation to another—a frequent
modus in the sciences.
Shared spaces and collaborative
tools enable cooperative work. One
collaborative tool—the ubiquitous
whiteboard/blackboard found in re-
search labs—originated in medieval
German universities. At Cambridge
University, Crick and Brenner filled
theirs daily—usually with logic trees.
Innovative collaborators often de-
velop innovative tools. A unique fea-
ture of Crick and Watson's research
was building models of DNA struc-
tures with metal strips. Although one
of their rivals derided this practice,
modeling is commonplace today.
Visualizations, documedia, and
other collaborative tools for integrat-
ing drawing and language in work
sessions today are shown to be com-
mon in the chapter entitled "Building
Collaborative Architectures."
Examples cited are from the fields
of medicine, industrial design, and
management consulting, and in R&D
centers such as the MIT Media Lab
and Xerox Palo Alto Research Center.
Computer-augmented meetings, as
used by management consultants
Coopers & Lybrand, are described in
detail and put forward as a successful
tool for brainstorming development
for an increased role in heightening
industrial competitiveness, they
warned that moving NSF's focus
away from these traditional activities
"would have little or no effect on the
U.S. economic position in the near
term, but would severely restrict
prospects for the long term." The
commission did make a call for
change, however, in its suggestions
for paying more attention to interdis-
ciplinary research, giving industry
a larger voice in developing NSF
programs, and making the National
Science Board—NSF's policy arm
—
more prominent in shaping national
science and technology policy.
Michael Schrage
ideas or solving management prob-
lems. The computer's anonymity al-
lows greater spontaneity and freedom
of expression than the traditional
process of opening oneself up before
a group. A computerized Conference
Room of the Future is sketched out in
"Collaborative Futures"—taking the
concept of contemporary videotele-
conferencing beyond today's technol-
ogy. Guidelines for developing a
"computer-augmented collaborative
tool" are given in the final chapter,
"The One-Minute Collaborator."
According to Schrage, innovative
stategies and risk management are
most needed to succeed in today's
demanding world of new technologies
and multidisciplinary collaborations.
Throughout, he emphasizes that
technology be used to enhance col-
laborative relationships—not auto-
mate them. "Technology here doesn't
substitute for people; it complements
them." (Published by Random House,
New York, in 1990)
New journal: Computer Supported Coop-
erative Work (CSCW): An International
Journal was introduced in 1992 (volume
1, numbers 1-2). In its introductory
"scope" statement, the editors state that
the publication "arises as a timely re-
sponse to the growing interest in the de-
sign, implementation, and use of technical
systems which support people working
cooperatively." It is edited by an interna-
tional seven-member "editorial collective"
of which Susan Leigh Star (UIUC Depart-
ment of Sociology) is a member. (See pag-
es 4 and 5 of this publication where she
is quoted.) An international 24-member
multidisciplinary Editorial Advisory
Board oversees the development of the
new periodical.
Individual and institutional subscrip-
tions may be obtained from Kluwer
Academic Publishers, Order Department,
P. O. Box 358 Accord Station, Hingham,
MA 02018-0358 (in the U. S.) or P. O. Box
322, 3300 AH Dordrecht, The Netherlands
(outside the U.S.).
HPCC News by Jarrett Cohen, StaffAssociate, Director's Office
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abbreviations
CRI Cray Research Inc.
CSRD Center for Supercomputing Research and
Development
DARPA Defense Advanced Research Project Agency
NASA National Aeronautics and Space Association
NCAR National Center for Atmospheric Research
NCSA National Center for Supercomputing Applications
NRAO National Radio Astronomy Observatory
NSF National Science Foundation
TMC Thinking Machines Corp.
UIC University of Illinois at Chicago
URIC University of Illinois at Urbana-Champaign
obtaining data, link, ncsa's technical newsletter
data link is available in four ways: online through the NCSA information system (ncsainfo), online
for downloading via NCSA's anonymous FTP server (see the section below), online on NCSA's goper
server (ncsagopher), or in print for a $20 annual subscription fee (by e-mailing rders@ncsa.uiuc.edu).
See "data link goes online" in July-August 1992 data link for details about these formats. Be sure to
work through the primer the first time you use ncsainfo by entering:
% ncsainfo
downloading from anonymous FTP server
A number of NCSA publications are installed on the NCSA anonymous FTP server. If you are connected to Internet,
you can download NCSA publications by following the procedures below. If you have any questions regarding the
connection or procedure, consult your local system administrator or network expert.
1. Log on to a host at your site that is connected to Internet and is running software supporting the FTP command.
2. Invoke FTP by entering the Internet address of the server: ftp ftp.ncsa.uiuc.edu or ftp 141.142.20.50
3. Log on using anonymous for the name.
4. Enter your local login name and address (e.g., smith@ncsa.uiuc.edu) for the password.
5. Enter get README. FIRST to transfer the instructions file (ASCII) to your local host.
6. Enter quit to exit FTP and return to your local host.
7. The NCSA publications are located in the ncsapubs directory.
All brand and product names are trademarks or registered trademarks of their respective holders.
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Antibody modeling, 6.1.9
Antibody-antigen associations, 6.1.9
apE visualization software, 6.2.6
Apery, Franqois (Universite de Hautes-Alsace), 6.2.23; 6.3.22
Apple Computer, Inc.. See also Macintosh computers
and evaluation of interface designs for NCSA Collage,
6.45
Quadra 700 awarded to Hannon by, 6.4.11-12
support for REU Program chemistry project by, 6.1.17
support for REU Program math education project by,
6.1.17
Applications software. See also NCSA Software
Development Group (SDG); NCSA Software Tools
Group (STG); names of individual software
packages
obtaining, 6.1.7
problem-solving on, 6.1.7
Argonne National Laboratory, 6.2.21; 6.2.29
Aristotle, 6.2.28
Arnold, Brian (Qaremont High School), 6.2.27
Arrott, Matthew (NCSA), 6.2.21; 6.3.15
Astronomy
allocations for, 6.2.27
code development for, 6.2.3; 6.2.4-5, 26; 6.Z6; 6.2.8-9, 26
supercomputing applications for, 6.23; 6.2.4-5, 26; 6.2.6-
7; 6.2.8-9, 26; 6.2.10-12; 6.112-13; 6.2.14-156.2.16-17,
29; 6.2.18-19; 63.21
Astrophysical fluid dynamics (AFD) simulations, 6.2.6
Astrophysics Software and Research Aids NRA, 6.2.26
Atom clusters, simulation of, 6.3.26
AT&T, as an industrial partner, 6.3.20; 6.4.19
AT&T Bell Laboratories, 6.3.26
Automobile tires, 6.2.29
AVS interactive visualization software (Stardent), 6.2.6; 6.2.17;
6.3.17
B
Bahcall, John N. (Princeton Univ.), 6.2.4
Bajuk, Mark (NCSA), 6.2.3; 6.2.15; 6.2.16-17, 29
Baker, Polly (NCSA), 6.1.11
Baldridge, Tim W. (Alabama Supercomputer Facility), 6.421
Ballard, David (UIUC), 6.4.7
Balsara, Dinshaw (Johns Hopkins Univ.), 6.2.27
Bant, Jason (Leal School), 6.1 .24
Bargar, Robin (NCSA), 6.4.23
Bartnik, Robert (Australian National Univ.), 6.4.18
Basit, Talha (NCSA), 6.1.17
Bassi, Laura, 6.2.28
Baylis, Tony (NCSA), 6.1.19; 6.1.22; 6.2.12; 6.2.22; 6.2.25; 6.3.21;
6.3.22; 6.4.19; 6.4.23
Beckman Institute for Advanced Science and Technology
(BI), 6.1.21; 6.2.3
Behavioral sciences, allocations in, 6.4.8
Belford, Geneva (UIUC), 6.1.10, 11
Bell, Robert (CSIRO), 6.4.18
Benjamin Cummings Publishing Company, 6.3.19
Berean Academy (Elbing, KS), 6.2.27; 6.3.16
Bergandine, David (University High School-Urbana), 6.3.19
Berkeley-Illinois-Maryland Array (BIMA) telescope system,
6.2.10; 6.4.23
Berkman, Jerome M. (Univ. of California-Berkeley), 6.1.25
Bernard, Claude, 6.4.22
Bernstein, David (NCSA), 6.1.11; 6.2.14-15
Berry, Michael W. (Univ., of Tennessee-Knoxville), 6.3.24
Bertschinger, Edmund (MIT), 6.2.27
Bicknell, Geoff (Mt. Syromlo Observatory), 6.4.18
Bievenue, Lisa (NCSA), 6.1.16-17; 6.1.25; 6.2.19; 6.3.16
Bilias, Yannis (UIUC), 6.4.7
Bina, Eric (NCSA), 6.2.29; 6.4.15
Bird, Justin (Berean Academy), 6.2.27; 6.3.16-17
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Black holes, 6.2.3; 6.2.14-15
Blaire, Jay (Cornell Theory Center), 6.4.17
BLANCA testbed, 6.4.23
Blitz, Leo (UIUC), 6.4.23
Boeriu, Stefan (Univ. of California-Santa Barbara), 6.4.8
Boisvert, Ronald (National Institute of Standards and
Technology), 6.4.21
Bona, Carles (Universitat de les Illes Balears), 6.2.15
Bond, Fran (NCSA), 6.1.3; 6.1.22; 6.1.24; 6.2.3; 6.2.4-5, 26; 6.2.23;
6228, 30; 6.3.3; 6.3.21; 6.3.25-26; 6.4.3; 6.4.7; 6.4.8; 6.4.9-
10; 6.4.16; 6.4.18; 6.4.20-21 ; 6.4.22; 6.4.23; 6.424
Book reviews
Children, Architecture, and History, 6.1.24
Global Warming: The Greenpeace Report (Leggett,
ed.), 6.3.25-26
Global Warming: Understanding the Forecast (Revkin),
6.3.25
Mind Has No Sex? (Schiebinger), 6.2.28, 30
New department in access, 6.1.3
Boswell, Donna (Univ. of Minnesota), 6.4.7
Bottum, Jim (NCSA), 6.1.26; 6.4.16, 17
Boumann, Thomas D. (SIU-Edwardsville), 6.2.24
Boylan, Ross D. (J- P. Morgan), 6.4.8
Brady, Dan (NCSA), 6.2.16-17
Brady, Rachel (NCSA), 62.21
Brandt, Steve (NCSA), 6.2.14
Bravard, Jean-Louis (J. P. Morgan), 6.3.20; 6.4.19
Brenner, Sydney, 6.4.24
Bridgestone Corporation, 6.2.29
Brodie, Colleen (Leal School), 6.1.24
Broecker, Wallace (Columbia Univ.), 6.3.25
Browne, Eric C. (Univ. of Wisconsin-Milwaukee), 6.4.8
Bruett, Carlton (Scherer Communications), 6.4.4-5; 6.4.23
Bryson, Steve (NASA-Ames Laboratory), 6.2.16, 29
Bullard, George W., 6.1.24
Bulmahn, Scott (NCSA), 6.4.15
Burns, Jack (New Mexico State Univ.-Las Cruces), 6.2.27
Burrows, Adam Seth (Univ. of Arizona), 6.2.27
Burton, Orville Vernon (UIUC), 6.2.23; 6.4.8; 6.4.9-10
Bush, George, 6.1.25
Bushell, Colleen (NCSA), 6.2.21; 6.4.13; 6.4.15
C
C++: The Complete Reference (Schildt), 6.2.11
C++ programming language, 6.1.19; 6.2.11
California Air Resources Board (CARB), 6.3.7-9
Camarda, Karen (NCSA), 6.2.14
Campbell, Roy (NCSA /UIUC), 6.1.11; 6.422-23
Canada, Curt (NCSA), 6.2.22
Canadian Lakes Program, 6.3.14
Cancro, Daniel F. (NCSA), 6.322
Candy, Christopher (Claremont High School), 6.2.27; 6.3.18
Carlson, Patricia (NCSA), 6.1.23; 6.1.26
Carpenter, Loren (Pixar), 6.2.29
Carpenter, Richard L., Jr. (Univ. of Oklahoma), 6.3.9
Case, Michael (U.S. Army CERL), 6.4.5
Caterpillar, Inc.
as an industrial partner, 6.1.9; 6.3.20; 6.4.19
landfill compaction project by, 6.321
Cathode ray tubes (CRT), and field emission, 6.1.25
Catlett, Charlie (NCSA), 6.1.22; 6.2.21, 29; 6.4.23
Cavendish, Margaret, 6.2.28
Cedar supercomputer, 6.1.23
Cen, Renyu (Princeton Univ.), 6.2.6
Centrella, Joan M. (Drexel Univ.), 62.8
Ceperley, David (NCSA), 6.1.11; 6.3.21; 6.4.22-23
CFS, and migration to UniTree, 6.4.13
Champaign-Urbana Community Schools Foundation grant,
6.2.18; 6.2.25
Chang, Tom S. (MIT), 6.3.9
Chang, Yoosoon (Yale Univ.), 6.4.7
Chatelet, Emilie de, 6.2.28
Chattopadhyay, Aditi (Arizona State Univ.), 6.2.24
Chemistry
in NCSA RealTime, 6223
visualization project for high school teachers, 6.3.3; 6.3.19
Chen, Yan (Caltech), 6.4.7
Cheng, Albert (NCSA), 6.4.11-12
Chew, Weng Cho (UIUC), 6.3.9
Chien, Andrew (UIUC), 6.1.10-11
Children, Architecture, and History: A Child's Guide of the
University of Illinois at Urbana-Champaign , 6.1.24
Christa McAuliffe Educators Award, 6.1.22; 6.3.20
Churchwell, E. (UIUC), 6.4.23
Cicso Inc., 6.3.18
Claremont High School (Claremont, CA), 6.2.27; 6.3.16
Clark, M. E. (UIUC), 6.3.24
Clarke, David (former NCSA), 6.2.5; 6.2.8-9, 26; 6.2.27; 6.3.21
Cleveland FreeNet, 6.2.18
Climate System, The (UCAR), 6.3.26
CM-2. See Connection Machine (CM-2)
CM-5. See Connection Machine (CM-5)
CM-CM Scientific Software Library, 6.1.9
Cohen, Jarrett S. (NCSA), 6.1.8-9; 6.1.14-15; 6.121; 6.1.25;
6.2.16-17, 29; 6.2.21, 29; 6229; 6.320; 6.3.22; 6.3.26;
6.4.24
Cohn, Haldan N. (Indiana Univ.), 6.2.27
"Collaborative Scientific Visualization Software
Demonstration," 6.2.21
Colorado State University, 6.2.21
Coloray Display Corp., 6.1.25
Commonwealth Scientific and Industrial Research
Organisation (CSIRO), 6.4.18
Computational astrophysics, 6.2.6-7. See also Astronomy
Computational fluid dynamics (CFD), 6.2.12
Computational mathematics, 6.1.4
Computational physics. See General theory of relativity
Computer graphics. See NCSA Renaissance Experimental
Laboratory (RED
Computer screens, and field emission, 6.1.25
"Computer Simulation of the Global Climatic Effects of
Increased Greenhouse Gases" (visualization), 6.3.25
Computer Support for Cooperative Work (CSCW), 6.4.4
Computer Supported Cooperative Work (CSCW): An
International Journal, 6.4.24
Computing in the Social Sciences 1993 (CSS93) conference,
6.45; 6.4.6; 6.4.8
CONCERT video and data network, 6.4.21
Conklin, Jim (Stanford Univ.), 6.4.7
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Connection Machine (CM-2)
agricultural pest control modeling on, 6.3.10-11
astronomy code development for, 6.2.3; 6.2.6; 6.2.12-13;
6.3.21
electromagnetic wave propagation on, 6.1.9
memory on, 6.1.8-9
moving of, 6.2.22
scalable systems research on, 6.1 .4
SIMD mode on, 6.1.11
upgrade of, 6.1 .8-9
Connection Machine (CM-5)
acquisition of, 6.1.5; 6.1.8-9; 6.2.12; 6.2.13; 6.4.23
astronomy code development for, 6.2.6; 6.2.10-11; 6.3.21;
6.4.23
econometric models on, 6.4.6
installation of, 6.2.22
memory on, 6.1.8
MIMD code on, 6.4.22
molecular dynamics code on, 6.1.9
probe projects on, 6.1.9
scalable systems research on, 6.1 .4
SPARC processors for, 6.1.8
testing of cells prior to running on, 6.4.11-12
Contractor, Noshir (UIUC), 6.4.4-5; 6.4.15
CONVEX Computer Corporation
CONVEX C240 computer system, 6.1.21; 6.2.6; 6.2.23;
6.3.21
CONVEX C3840 computer system, 6.3.21
CONVEX C3880 computer system, 6.1.21; 6.2.6; 6.2.10-11;
62.22; 6.4.23
Coombs, Nancy (Leal School), 6.1.24
Cornell Theory Center (CTC), 6.1.5; 6.1.8; 6.1.20; 6.2.4; 6.3.18;
6.4.13; 6.4.14, 15; 6.4.16
"Cosmic Explorer" project, 6.2.21
Costanza, Robert (Univ. of Maryland), 6.3.13, 14; 6.4.12
Cox, Donald P. (Univ. of Wisconsin-Madison), 6.2.27
Cox, Donna (NCSA), 6.1.21; 6.2.21, 29; 6.2.23; 6.4.3; 6.4.18
Craig Alan (NCSA), 6.2.21; 6.3.22
Cray Research, Inc. (CRI)
medical research supported by, 6.1.13
research and development grants from, 6.2.24; 6.3.24
as sponsor of SuperQuest 1992, 6.3.18
support for REU Program chemistry project by, 6.1.17
CRAY X-MP/48 computer system, 6.1.14
CRAY Y-MP4/464 computer system
agricultural pest control modeling on, 6.3.10-11
astronomy research on, 6.2.6; 6.2.12; 6.3.21
discrete element particle simulation code on, 6.1.9
ecological modeling on, 6.3.14
environmental science research on, 6.3.5; 6.3.8
location of, 6.2.22
medical research on, 6.1.12-13
weather modeling on, 6.3.15
CRAY-2 computer system
astronomy research on, 6.2.6; 6.2.12; 6.3.21
environmental research on, 6.3.5
location of, 6.2.22
medical research on, 6.1.12-13; 6.1.14
memory on, 6.1 .21 ; 6.2.8-9
NCSA Chemistry Visualization Project on, 6.3.19
Crick, Francis, 6.4.24
Crosby, Patrick (Evanston Township High School), 6.1.22
Crutcher, Richard (NCSA/UJUC), 6.2.5; 6.2.10-12; 6.2.21;
6.4.22, 23
Cunhaesa, Maria (UIUC), 6.4.7
Curie, Marie, 6.2.28
Curtis, David (NCSA), 6.2.23; 6.3.24; 6.4.23
Curtis, Paul, 6.3.10
Cziko, Paul (Leal School), 6.1.24
D
Damascus, Karen (NCSA), 6.1.16-17; 6.1.25; 6.2.18-19; 6.2.29;
6.3.20
Damberger, Bernard (NCSA), 6.4.15
Danforth, William (Washington Univ.), 6.4.24
Dantzig, George (Stanford Univ.), 6.2.30
Dardy, Hank (Naval Research Laboratory), 6.4.21
DARPA. See Defense Advanced Research Projects Agency
(DARPA)
Darwin, Charles, 6.4.24
data link newsletter
availability of, 6.2.25; 6.3.9; 6.4.13; 6.4.23; 6.4.25
contents of, 6.1.26; 6.2.30
NCSA User Survey 1992 results in, 6.3.22
software documentation in, 6.1.7
subscriptions to, 6.2.25
Data navigation, 6.2.21
Data Transfer Mechanism (DTM), 6.3.15; 6.4.15
Data-storage techniques, new, 6.3.26
DataVault, 6.1.8; 6.2.22
Davis, Larry (Univ. of Maryland), 6.4.21
"Daylighting Simulation of the
Zero-Energy Building," 6.2.21
de Palma, Andre (Northwestern Univ.), 6.4.8
"Dealer Store Site Selection Problem" (CAT), 6.1.9
Decade of Discovery, The,62A
Dechman, Nick (Thomas Jefferson High School), 6.2.25
Decker, Karen (Parkland College), 6.3.19
Defense Advanced Research Projects Agency (DARPA),
Scalable Parallel Libraries Initiative, 6.1.5-6; 6.1.9;
6.1.11
DeGrand, Thomas, 6.4.22
Desktop computing, 6.2.4
DeTar, Carleton, 6.4.22
Digital Equipment Corporation, 6.2.21; 6.3.17; 6.3.18
DEC 5000,6.3.17
Distributed computing, 6.1.4
"Distributed Scientific Visualization on High-Performance
Networks" (course), 6.2.29
D'Mello, Mike (TMC), 6.1.9
Dr. Howard Elementary School (Champaign, ID, 6.2.18-19
Documentation
catalog. See NCSA Technical Resources Catalog
online, 6.1.7; 6.1.19, 23
sharing between computer centers, 6.1.19, 23
through anonymous file transfer protocol (FTP), 6.1.29
through Gopher server, 6.4.13
Donaghy, Kieran P. (UIUC), 6.3.24; 6.4.8
Dongarra, Jack (Oak Ridge National Laboratory), 6.1.1
Douglas, Cheryll (Dr. Howard School), 6.1.16; 6.2.18-19; 6.2.25
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Dow Chemical
as an industrial partner, 6.3.20; 6.4.19
study of behavior of cellular materials by, 6.3.21
Dozier, Jeff (NASA), 6.3.22
Drake, Stephanie (NCSA), 6.2.25
Droegemeier, Kelvin K. (Univ. of Wisconsin-Madison), 6.3.9
Duban, John (NCSA), 6.1.17
Duchin, Faye (Institute for Economic Analysis), 6.3.12-13
Durisen, Richard H. (Indiana Univ.), 6.2.27
Dwyer, William (NCSA), 6.1.17
Dynasty code (CAT), 6.1.9
E
Earth Observation Satellite project (NASA), 6.3.13
Eastman Kodak Company, as an industrial partner, 6.3.20;
6.4.19
Ecological models, 6.3.12-14
Economics
allocations in, 6.4.8
and econometric modeling, 6.4.3; 6.4.6-7
Edelsbrunner, Herbert (UIUC), 6.1.11
Education at NCSA. See SuperQuest 1991; SuperQuest 1992
Einstein, Albert, 6.2.14; 6.4.24
Einstein equations, 6.2.14-15
Eli Lilly and Company
as an industrial partner, 6.1.9; 6.3.20; 6.4.19
asthma medication research at, 6.1.14-15
Environmental Monitoring and Assessment Program, 6.3.13
Environmental Protection Agency (EPA), 6.3.8; 6.3.13
Environmental science
allocations in, 6.3.9
research on, 6.3.3; 6.3.4-6; 6.3.7-9; 6.3.10-11; 6.3.12-14;
6.3.15; 6.3.25-27
Epperson, Leslie (NCSA), 6.4.23
Equiluz, Adolfo G. (Montana State Univ.), 6.2.24
Erdener, Kaan Omer (Claremont High School), 6.2.27; 6.3.18
Erxleben, Dorothea, 6.2.28
Etheridge, Jennifer A. (Univ. of Tennessee-Knoxville), 6.1.6
Ethernet, 6.2.29
Evans, Charles R. (Univ. of North Carolina-Chapel Hill),
6.2.27
Explorer software, 6.2.17; 6.3.15
F
Fake Space Labs BOOM (Binocular Omni-Orientation
Monitor), 6.2.16-17
Farmer, Chuck (NCSA), 6.1.17; 6.2.19
Faulkner, Donald (Australian National Univ.), 6.4.18
Ferguson, Jim (NCSA), 6.1.19
Field, Richard (J. P. Morgan), 6.4.19
Field emission, 6.1.25
Finestead, Arlan (NCSA), 6.4.13
Fink, Doran (Evanston Township High School), 6.1.22
Finnegan, Terry (NCSA), 6.4.9-10
FITS (Flexible Image Transport System) astronomy software,
6.2.5; 6.2.12
FMC Corporation, as an industrial partner, 6.3.20; 6.4.19
NCSA 2992 access index
Folk, Mike (NCSA), 6.1.19; 6.2.29
Fon, Vincy (NSF), 6.4.7
Ford Motor Company, 6.2.23
Forefronts newsletter, 6.4.13
Fortner, Brand I. (SpyGlass Inc.), 6.2.27
Fortran 77, 6.1.11; 6.2.13
Fortran 90, 6.1.11; 6.2.11; 6.2.13
Fortran D, 6.1.11
Fourier, Jean-Baptiste-Joseph, 6.3.25
Fovell, Robert Gerald (UCLA), 6.3.9
Fox, Geoffrey (Syracuse Univ.), 6.4.21
Foy, Mark (NCSA), 6.1 .26
Francis, George (UIUC), 6.2.23
Freud, Sigmund, 6.4.24
Fu, Ping (NCSA), 6.2.21
Fujitsu Ltd., 6.1.25
G
Galvin, Robert (Motorola, Inc.), 6.4.24
GAMESS chemistry software, 6.3.19
Garrett, Keith (NCSA), 6.1.17
Garver, David (NCSA), 6.1.23
GatherIScatter newsletter, 6.4.13
Gaurisankaran, Gautam (Yale Univ.), 6.4.7
Geiger, Robert (Motorola, Inc.), 6.1.9
Geiken, Cordelia (NCSA), 6.4.23
Geller, Margaret (Harvard-Smithsonian Center for
Astrophysics), 6.2.16-17, 29; 6.2.21
GEMPAK analysis routine, 6.3.15
Gender, of the mind, 6.2.28, 30
General theory of relativity, 6.2.14
Gentry, Edna E. (J- Oliver Johnson High School), 6.2.27;
6.3.17-18
Geographical Resources Analysis Support System (GRASS),
6.4.11-12
George, Alan (Univ. of Waterloo), 6.1.6
George, Jim (Mesa Graphics), 6.2.21
Georgia Institute of Technology, 6.3.26
Geweke, John (Univ. of Minnesota), 6.4.7
Gingold, Robert (Australian National Univ.), 6.4.18
Global climate models (GCMs), 6.3.25
Global Warming: The Greenpeace Report (Leggett, ed.),
6.3.25-26
Global Warming: Understanding the Forecast (Revkin),
6.3.25
GNU Texinfo documentation system, 6.2.25
Goddard Space Flight Center GMASS mesoscale model,
6.3.15
Golab, Joe (former NCSA), 6.1.22, 26
Golden, Brian (NCSA), 6.1.16, 17
Golub, Gene (Stanford Univ.), 6.1 .5
Goode, Susan (NCSA), 6.3.23
Goodsell, Andrew (Hudson High School), 6.2.25
Goodyear Tire and Rubber Company, 6.2.29
Gopher server, 6.4.13
Gottlieb, Steven, 6.4.22
Graham, Randall (science writer), 6.1.7; 6.1.12-13; 6.1.19, 23;
6.2.10-12; 6.2.14-15; 6.3.7-9; 6.3.10-11; 6.4.11-12;
6.4.14-15
5
Grand Challenge projects. See U.S. government, "grand
challenges" of
Greene, Joseph (NCSA/UIUC), 6.1.22
Griffet, Linda (NCSA), 6.3.22
Griffith, Allison (J- Oliver Johnson High School), 6.2.27; 6.3.17
Grogg, Jenny (University High School-Normal), 6.2.27
GROMOS/Delta code (CM-5), 6.1.9
Groupe Michelin S.A., 6.2.29
Groutas, Mark (Berean Academy), 6.2.27
Guerilla technology (G-tech), 6.2.21
Gurel, Levent (IBM), 6.3.24
Gurnis, Michael (Univ. of Michigan), 6.3.9
Huchra, John (Harvard-Smithsonian Center for
Astrophysics), 6.2.16; 6.2.21
Hudak-David, Virginia (NCSA), 6.4.13
Huebner, Marcia (NCSA), 6.1.17
Huebner, Walter F. (Southwest Research Institute), 6.2.27
Hugget, Mark (UIUC), 6.4.7
Human-computer interaction (HCI) special-interest group,
6.4.13
Humphrey, Bill (UIUC), 6.2.17; 6.2.21
I
H
Haber, Robert B. (UIUC), 6.2.24; 6.3.24
Habermann, Nico (NSF), 6.4.16
Hagedorn, John (NASA), 6.2.21; 6.3.15
Haines, Terri (NCSA), 6.1.21
Hajivassiliou, Vassilis (Yale Univ.), 6.4.7
Halem, Milt (NASA), 6.3.22
Hannon, Bruce (UIUC), 6.3.12-14; 6.4.11-12
Hansen, James (NASA), 6.3.25
Hanson, Chris (NCSA), 6.1.17; 6.2.18-19
Hardee, Philip E. (Univ. of Alabama-Tuscaloosa), 6.2.9, 26;
6.2.27
Hardin, Joseph (NCSA), 6.3.13-14; 6.4.4-5; 6.4.7; 6.4.14
Harrison, Williams (Luddy), III (UIUC), 6.1.23
Hartman, Chris (UIUC), 6.3.22
Hauge, Paul (NJDEPE), 6.3.6
HDF. See NCSA HDF (Hierarchical Data Format)
Heath, Michael (NCSA/UIUC), 6.1.4-5; 6.1.5-6; 6.1.8; 6.1.9;
6.1.11; 6.4.21; 6.4.23
Heckman, James J. (Univ. of Chicago), 6.4.6-7
Heimbach, Roy (NCSA), 6.1.4-5; 6.1.9; 6.1.11
Herrman, Robert (Eli Lilly and Co.), 6.2.20
Herron, David K. (Eli Lilly and Co.), 6.1.14-15; 6.2.20
Hess, Karl (UIUC), 6.3.24
Hibbard, Bill (Univ. of Wisconsin-Madison), 6.2.29
High Performance Computing and Communications
Initiative, 6.4.16
High Performance Computing and Communications
Program, 6.2.4
High Performance Systems (HPS), 6.4.12
Highly Parallel Computing (Almasi and Gottlieb), 6.1.7
High-performance computing and communication (HPCC)
in astronomy research, 6.2.3
featured at SIGGRAPH '92, 6.2.21, 29
lecture on, 6.1.20
press reports about, 6.1.25; 6.2.29; 6.3.26; 6.4.24
High-Performance Parallel Interface (HiPPI), 11
Hirsh, Richard (NSF), 6.4.16
History, using HPCC in, 6.4.3; 6.4.9-10
Hobbs, Myron (J. Oliver Johnson High School), 6.2.27
Hobill, David (former NCSA), 6.1.11; 6.2.15
Hohl, Detlef (NCSA), 6.1.11
Hopf, H., 6.2.23
Hsui, Albert T. (UIUC), 6.3.9
Hubler, Alfred (UIUC), 6.4.7
Iben, Icko, Jr. (UIUC), 6.2.27
IBM Corporation
IBM PC, 6.3.14; 6.4.13; 6.4.14, 15
IBM RS/6000, 6.1 .23; 6.2.22
Perfect (PERFormance Evaluation by Cost-effective
Transformations) Benchmarking effort, 6.1.23; 6.4.21
at SIGGRAPH '92, 6.2.21
as sponsor of SuperQuest 1992, 6.3.18
Idaszak, Ray (former NCSA), 6.2.23
IEEE format, on CONVEX 3880, 6.1.21
Illinois Bell, 6.2.21
IMAX Project, 6.3.21
In My Father's House Are Many Mansions: Families and
Community in Edgefield, South Carolina (Burton),
6.4.9
Industrial partners. See NCSA Industrial Program
Instrument /sensor controls, 6.2.21
Integrated Pest Management (IPM), 6.3.10-11
Intel Corporation, 6.3.18
Intel iPSC/860 computer, 6.1.11; 6.4.22
Intel Touchstone Delta code, 6.1.9
"Interactive Image Deconvolution" project, 6.2.21
"Interactive Imaging of Atomic Surfaces" project, 6.2.21
"Interactive Visualization of CT Data of Dog Heart" project,
6.2.21
Internet, 6.2.19; 6.3.17; 6.3.20
"Introduction to Scientific Visualization Tools and
Techniques" (course), 6.2.29
Ioannides, Yannis (VPI), 6.4.7
IRAF astronomy software, 6.2.5
IRIS personal workstation, 6.1.18
Iyer, Sridhar (NCSA), 6.3.15
J
J. Oliver Johnson High School (Huntsville, AL), 6.2.27;
6.3.16-18
J. P. Morgan, as industrial partner, 6.3.3; 6.3.20; 6.4.18; 6.4.19
Jackson, E. A. (UIUC), 6.2.27
Jackson, Linda (NCSA), 6.3.22; 6.4.23
Jakobsson, Eric (UIUC), 6.1.10, 11
Jewett, Brian (NCSA), 6.2.21; 6.3.15
Joel, William J. (SUNY-New Paltz), 6.2.30
Johnson, Melissa LaBorg (NCSA), 6.1.19; 6.4.23
Jones, Patricia (UIUC), 6.4.5
Judd, Kenneth (Stanford Univ.), 6.4.6, 7
Judd, Robert (Los Alamos National Laboratory), 6.2.29
6 NCSA 1992 access index
Jun, Ben (Montgomery Blair High School), 6.2.25
Junior, Amaury F. (J- P. Morgan), 6.4.19
Jurgens, Vincent (NCSA), 6.1.20; 6.2.30
K
Kale, Laxmikant (UIUC), 6.1.11
Kallick, Ingrid (NCSA), 6.4.15
Kalos, Malvin H. (Cornell Theory Center), 6.4.16
Kan, Kamhon (VPI), 6.4.7
Kant, Immanuel, 6.2.28
Karin, Sidney (SDSC), 6.1.20; 6.4.17
Keane, Michael (Univ. of Minnesota), 6.4.7
Keeling, Charles David, 6.3.25
Kehler, Gretchen (former NCSA), 6.3.4-6
Kendrick, David (Univ. of Texas), 6.4.7
Kennedy, Ken (Rice Univ.), 6.1.11
Kepler, Johannes, 6.2.3
Kim, Ho Soon (UIC), 6.1.12
Kirby, Sheila (Leal School teacher), 6.1.17
Kisseberth, Nick (UIUC), 6.2.21
Klineberg, John (NASA), 6.3.22
Kluwer Academic Publishers, 6.4.24
Knight, Doyle D. (Rutgers Univ.), 6.2.24
Koch, Steve (NASA), 6.2.21; 6.3.15
Kodak. See Eastman Kodak Company
Koenker, Roger (UIUC), 6.4.7
Koker, Terry (Urbana High School), 6.3.19
Kolstad, Charles (UIUC), 6.4.7
Konigl, Arieh (Univ. of Chicago), 6.2.27
Koziol, Quincey (NCSA), 6.2.29; 6.4.15
Krasnitz, Alex, 6.4.22
Krogh, Michael (NCSA), 6.1.9; 6.2.16-17; 6.2.21, 29
Kuan, Chung-Ming (UIUC), 6.4.8
Kufrin, Rick (NCSA), 6.1.4-5; 6.1.9; 6.1.11; 6.2.17; 6.2.21
L
Laboratory for Computational Astrophysics (LCA), 6.2.6-7
Lahey, R. T., Jr. (Rensselaer Polytechnic Institute), 6.2.24
Lake Michigan Ozone Study, 6.3.9
Lakonishok, Josef (UIUC), 6.4.8
Lamb, Peter J. (Univ. of Oklahoma), 6.2.24; 6.3.9
Lamb, Susan (UIUC), 6.2.27
Lane, Lex (NCSA), 6.1.11
"Large-Scale Computation in Economics" conference,
6.4.6-7
Laser Interferometer Gravitational Wave Observatory
(LIGO), 6.2.14
Lathrop, Scott (NCSA), 6.1.21; 6.4.14-15
Latta, Sara (science writer), 6.1.5-6; 6.1.10-11, 23; 6.1.20; 6.2.6-
7; 6.2.8-9, 26; 6.3.4-6; 6.3.12-14; 6.3.16-18; 6.4.4-5;
6.4.6-7; 6.4.8; 6.4.9-10
Lawrie, Duncan (UIUC), 6.1.10
Leal Elementary School (Urbana, IL), 6.1.17; 6.1.24; 6.2.18-19
Lebbin, Paul (Berean Academy), 6.2.27; 6.3.16
Leben, Robert R. (Univ. of Colorado-Boulder), 6.3.9
LeBreton, Pierre (UIC), 6.1.12-13; 6.2.24; 6.3.24
Lee, Debbie (UIUC), 6.1.26
Leggett, Jeremy, 6.3.25-26
Levine, Michael (PSC), 6.4.16
Levit, Creon (NASA-Ames Laboratory), 6.2.16
Liebman, Judith (UIUC), 6.2.30
Ligon, Ethan (Univ. of Chicago), 6.4.7
Liu, Dave (C-L) (UIUC), 6.1.11
Liu, Jane Win-Shih (UIUC), 6.1.11
Liu, Paul (Stanford Univ.), 6.4.7
Living Laboratory. See NCSA Living Laboratory
Livshits, Igor (NCSA), 6.1.17; 6.3.19
Loken, Chris (New Mexico State Univ.-Las Cruces), 6.2.27
Loots, Melanie (NCSA), 6.1.5; 6.3.21; 6.4.19
Los Alamos National Laboratory, 6.1.8
Lu, Stephen (UIUC), 6.4.4
Luo, Ding (Univ. of Virginia), 6.2.27
Lusk, Rust (Argonne National Laboratory), 6.4.21
Lyding, Joseph (UIUC), 6.2.21
M
Macintosh computers
donated by Benjamin Cummings Publishing Co., 6.3.19
donated to Leal School education project, 6.1.24; 6.2.18
donated to Living Laboratory, 6.1 .16
and Gopher server, 6.4.13
Hex workstations, 6.1.16
NCSA Collage on, 6.3.14; 6.4.14, 15
NCSA Digital Gallery CD-ROM for, 6.3.23
Maclow, Mordecai-Mark (NASA-Ames Research Center),
6.2.27
Maghaddam, Mahta (Jet Propulsion Laboratory), 6.3.24
Maher, Christopher (PSC), 6.1.19
Mak, Mankin (UIUC), 6.3.9
Martin, Larry (North Park College), 6.2.30
Martin, Richard M. (UIUC), 6.4.22-23
Massachusetts Institute of Technology (MIT), 6.2.23
Massively parallel computing
advantages of, 6.1.3; 6.1.5
automatic, 6.1.23
collaborations using, 6.1.8; 6.1.10-11, 23; 6.1.20
Mass6, Joan (Universitat de les Illes Balears), 6.2.15
Mathematica (Wolfram Research), 6.1.17; 6.2.15; 6.3.18
Mathematics software available at NCSA, 6.1.4; 6.1.7
Max Planck Institute (Germany), 6.1.7
Maxwell, Thomas (Univ. of Maryland), 6.4.12
McClarren, Tim (NCSA), 6.2.29; 6.4.15
McGrath, Michael (NSF), 6.4.16
McKelvey, Richard (Caltech), 6.4.7
McKown, Beth (NCSA), 6.3.22
McNeill, Michael (NCSA), 6.2.16-17, 29; 6.3.15
McRae, Gregory (Harvard Univ.), 6.3.7
McWilliams, David (NCSA), 6.4.8
Medicine
and asthma medication research, 6.1.3; 6.1.14-15
and computer drug design, 6.2.29
DNA and cancer research, 6.1.3; 6.1.12-13
Meghji, Sultan (University High School-Normal), 6.2.27
Mehrotra, Gautam (NCSA), 6.2.21; 6.3.15
Melott, Adrian (Univ. of Kansas), 6.2.27
Merian, Maria Sibylla, 6.2.28
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Meszaros, Peter I. (Penn State Univ.), 6.2.27
Metacenter, 6.1.3; 6.4.3; 6.4.4-^5; 6.4.13; 6.4.14; 6.4.16-17
Metacomputer
astronomy research on, 6.2.11
demonstrated at SIGGRAPH '92, 6.2.21; 6.3.15
distributed computing on, 6.1.4
installation of, 6.2.22
software for, 6.1 .6; 6.1 .7
Metropolis algorithm, 6.3.21
Michaelson, Alaina (NCSA), 6.4.5; 6.4.15
Micron Technology Inc., 6.1.25
Mihalas, Barbara (NCSA), 6.2.21; 6.3.15; 6.4.10; 6.4.23
Mihalas, Dimitri (NCSA/UIUC), 6.2.5; 6.2.6-7; 6.2.27
MILC (MIMD Lattice Calculations) collaboration, 6.4.22
Miller, Bob (Central High School), 6.3.19
Miller, Marcia (NCSA), 6.1.26
Mind Has No Sex? Women in the Origins of Modern
Science (Schiebinger), 6.2.28, 30
MIPRAC compiler, 6.1.23
MIPJAD astronomy software, 6.2.10, 12; 6.4.23
Mittelhauser, Jon (NCSA), 6.4.15
Mittra, Raj (UIUC), 6.2.24
Moghaddam-Taa, Ebraahim (Univ. of Iowa), 6.3.9
Molecular dynamics, 6.1.9
"Molecular Dynamics of Cysteinyl Leukotrienes"
(visualization), 6.1.14-15
Monte Carlo techniques, 6.3.21; 6.4.22
Moore, Reagan (SDSC), 6.4.17
Moran, Juan (UIUC), 6.3.19
Moran, Patrick (NCSA), 6.2.21, 29; 6.3.22
Motorola, Inc., as an industrial partner, 6.1.9; 6.3.20; 6.4.19
Mouschovias, Telemachos (UIUC), 6.2.27
MR (Minimal Reality) Tool Kit (Univ. of Alberta), 6.2.16
Muir, Robs John (Claremont High School), 6.2.27
Multiple instruction/multiple data (MIMD) mode, 6.1.8;
6.1.11; 6.1.20; 6.4.6; 6.4.22
Multiscale Experimental Ecosystem Research Center
(MEERC), 6.3.13
Mundt, Michael (Univ. of Colorado-Boulder), 6.3.9
Muraoka, Yoichi (Waseda Univ.), 6.1.22
N
Nandkumar, Radha (NCSA), 6.2.4-5, 26; 6.3.22; 6.4.6, 7
NASA. See National Aeronautics and Space Administration
(NASA)
Nasir, Muhammad (UIUC), 6.3.24
National Academy of Sciences (NAS), 6.2.4; 6.3.25
National Aeronautics and Space Administration (NASA),
6.2.5, 26; 6.2.18-19; 6.2.21; 6.3.13
National Center for Atmospheric Research (NCAR), 6.3.25
National Foundation for the Improvement of Education
(NFIE), 6.3.20
National Geodetic Survey (NGS), 6.1.6
National Institutes of Health, National Cancer Institute of
the, 6.1.13
National Public Telecomputing Network (NPTN), Academy
One, 6.2.18
National Radio Astronomy Observatory (NRAO), 6.2.10-11
National Repository, 6.4.21
National Research and Education Network, 6.2.19
National Research Council, 6.2.4
National Science Board, 6.4.24
National Science Foundation (NSF). See also NSFNET
Division of Materials Research, 6.4.22
funding (proposed) for, 6.1.25
funding of astronomy research by, 6.2.3; 6.2.5, 26
funding of ecological studies by, 6.3.13
funding of NCSA Chemistry Visualization Project, 6.3.19
funding of NCSA Research Experiences in
Computational Science for Undergraduate
Students Program, 6.1.25; 6.2.18
funding of radio synthesis imaging by, 6.4.23
and funding of SuperQuest 1992, 6.3.18
future of, 6.4.24
and metacenter, 6.1.3
nationwide survey on parallel processing by, 6.1.23
Presidential Young Investigator Award from, 6.1.22
Science and Technology Centers of, 6.1.23
Social, Behavioral, and Economic Sciences directorate
of, 6.4.3; 6.4.6
support for math education project by, 6.1.17
support for REU Program chemistry project by, 6.1.17
National Weather Service ETA, 6.3.15
Naval Research Laboratory (NRL), 6.1.8
NCSA
collaborative programs at, 6.1.10-11, 23; 6.4.3; 6.4.4-5
research bibliography, 6.1.26, 27; 6.2.31; 6.3.27
NCSA Academic Affiliates Program, 6.1.25; 6.2.30; 6.3.23
NCSA Accounts/Allocations/Client Administration, 6.1.21
NCSA Affiliates Program. See NCSA Academic Affiliates
Program
NCSA Applications Group, 6.1.3; 6.1.4-5; 6.3.21
NCSA Astronomy and Astrophysics Group, 6.2.3; 6.2.12-13
NCSA Chemistry Visualization Project, 6.3.3; 6.3.19; 6.4.20
NCSA Client Administration, 6.2.24; 6.2.27
NCSA CMHOG (Connection Machine Higher Order
Godunov code), 6.2.12-13; 6.3.21
NCSA Collage visualization software, 6.2.21, 29; 6.3.14; 6.4.3;
6.4.4-5; 6.4.14-15
NCSA Consulting Office, 6.4.13
NCSA contacts, 6.1.2; 6.2.2; 6.3.2; 6.4.2
NCSA Data Management Facilities Group, 6.4.10
NCSA Deputy Director's Office, 6.3.22
NCSA Digital Gallery CD-ROM, 6.3.23
NCSA Director's Office, 6.3.22
NCSA DISCO software, 6.3.19
NCSA Education Program, 6.1.3; 6.1.22; 6.2.3; 6.2.18-19; 6.3.3;
6.3.16-18; 6.3.20; 6.4.3; 6.4.20-21
NCSA HDF (Hierarchical Data Format), 6.1.19; 6.3.19
NCSA Industrial Grand Challenge Award, 6.2.3; 6.2.20
NCSA Industrial Program
AT&T, as partner, 6.3.20; 6.4.19
Caterpillar, Inc., as partner, 6.1.9; 6.3.20; 6.4.19
Dow Chemical, as partner, 6.3.20; 6.4.19
Eastman Kodak, as partner, 6.3.20; 6.4.19
Eli Lilly and Company, as partner, 6.1.9; 6.3.20; 6.4.19
exempted from deactivation process, 6.1.18
FMC Corporation, as partner, 6.3.20; 6.4.19
J. P. Morgan, as partner, 6.3.3; 6.3.20; 6.4.18; 6.4.19
Motorola, Inc., as partner, 6.1.9; 6.3.20; 6.4.19
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Phillips Petroleum Co., as partner, 6.3.20; 6.4.19
projects on CM-2 pursued by, 6.1.9
and Stevenson's visit to Australia, 6.4.3; 6.4.18
"NCSA Information Packet," 6.4.23
NCSA Interdisciplinary Research Center, 6.3.22
NCSA Living Laboratory, 6.1.3; 6.1.16-17
NCSA Mathematics and Computer Science Group, 6.1.4-5;
6.1.8-9
NCSA Metacenter Allocations, 6.3.9; 6.3.24; 6.4.8
NCSA Numerical Laboratory, 6.1.21
NCSA Orders, 6.1.19; 6.1.26; 6.2.23; 6.2.24; 6.2.25; 6.3.24
NCSA PATHFINDER (Probing ATmospHeric Flows in an
INteractive and Distributed EnviRonment) project,
62.21; 6.3.15
NCSA Publications Group, 6.1.26; 6.2.25
NCSA RealTime, 6.2.23; 6.3.18; 6.3.23; 6.3.24; 6.4.23
NCSA Renaissance Experimental Laboratory (REL), 6.1.18;
6.2.19
NCSA Research Experiences for Undergraduates (REU)
Program, 6.1.16-17; 6.2.18; 6.2.25; 6.4.20-21
NCSA Research Experiences in Computational Science for
Undergraduate Students Program, 6.1.25; 6.3.22
NCSA software. See names of individual software packages
NCSA Software Development Group (SDG), 6.2.21; 6.3.8;
6.3.23; 6.4.4-5; 6.4.13; 6.4.14-15
NCSA Software Tools Group (STG), 6.1.19. See also NCSA
Software Development Group
NCSA STG1: A Collection of Scientific Data, Images,
Animations, and Visualizations, along with Scientific
Software from NCSA (CD-ROM), 6.1.19
NCSA Technical Resources Catalog, 6.1.29; 6.3.23
NCSA Training Program, 6.1.7; 6.1.18, 25; 6.3.22; 6.4.23
NCSA User Survey 1992, 6.3.22
NCSA visitors, 6.1.21; 6.2.23; 6.3.22
NCSA Visualization Group, 6.1.14
NCSA X DataSlice visualization software, 6.3.8
NCSA/PSC Peer Review Board (PRB), 6.1.9
nCUBE computer, 6.4.22
NEC Corp., 6.1.25
"Network Visualization Study," 6.2.21; 6.4.3
Networking, via BLANCA testbed, 6.4.23
New Jersey Department of Environmental Protection and
Energy (NJDEPE), 6.3.5-6
News newsletter, 6.4.13
Ng, Jason (NCSA), 6.3.8
Nishikawa, Kin-Ichi (Univ. of Iowa), 6.3.9
Nocedal, Jorge (Northwestern Univ.), 6.3.9
Norman, Michael L. (NCSA), 6.1.11; 6.1.21; 6.2.5; 6.2.6-7; 6.2.8-
9; 6.2.21, 29; 6.2.25; 6.2.27; 6.3.21; 6.4.18
North Carolina Supercomputing Center, 6.2.21
North Park College, as academic affiliate, 6.2.30
Northwest Regional SuperQuest Center (Beaverton, OR),
6.3.18
NSF. See National Science Foundation (NSF)
NSFNET, 6.2.21
O
Oak Ridge National Laboratory (ORNL), 6.1.5-6; 6.1.8
Oberhardt, Kathy (University High School-Normal), 6.2.27
Oey, Lie-Yauw (Stevens Institute of Technology), 6.3.3; 6.3.5-
6; 6.3.9
O'Keefe, Barbara (UIUC), 6.4.5
Olson, Judy (NCSA), 6.2.27
Onstad, David (UIUC), 6.3.10-11
Operations research (OR), 6.1.7
Orbay, Hakan (Stanford Univ.), 6.4.7
Oregon Graduate Institute, 6.3.18
Orland, Brian (UIUC), 6.3.11
Ostriker, Jeremiah (Princeton Univ.), 6.2.6
Outer Circle: Women in the Scientific Community
(Zuckerman, Cole, and Bruer), 6.2.30
Ozone Shield, The (UCAR), 6.3.26
P
Pablo performance visualization software, 6.4.22
Padua, David (UIUC), 6.2.24; 6.3.24
Page, Scott (Northwestern Univ.), 6.4.7
Pagels, Heinz R., 6.2.8
Pakes, Ariel (Yale Univ.), 6.4.7
Panoff, Robert (North Carolina Supercomputing Center),
6.3.16-17; 6.4.3; 6.4.20-21
ParaGraph visualization software, 6.1.6
Parallel Virtual Machine (PVM) software, 6.1.4; 6.1.6
Paris, Don (Caterpillar), 6.4.19
Parish, Martha (NCSA), 6.1.25; 6.2.19
Parsytec GC system, 6.2.25
Patterson, Robert (NCSA), 6.2.21; 6.4.3; 6.4.23
Payne, Gerald (Univ. of Iowa), 6.3.9
Peer Review Board. See NCSA/PSC Peer Review Board
(PRB)
Pelzer, Jodi (NCSA), 6.1.17
Pennisi, Mike (NCSA), 6.1.17
Pennsylvania State University, 6.3.26
Perfect Club suite, 6.1.23; 6.4.21
Phelan, Christopher (Univ. of Wisconsin), 6.4.7
Phillips Petroleum Co., as an industrial partner, 6.3.20; 6.4.19
Pines, David (UIUC), 6.4.7
Piontek, Frank (Crescent Counties Foundation for Medical
Care), 6.4.8
Pittsburgh Supercomputing Center (PSC), 6.1.5; 6.1.8; 6.1.19,
23; 6.1.20; 6.2.4; 6.4.13; 6.4.14, 15; 6.4.16
Pollock, Liz (Leal School), 6.2.18
Porta, Horacio (UIUC), 6.1.17
POSIX standard, 6.2.10
Postdocfest, 6.3.21
Postel, Sandra (WorldWatch Institute), 6.3.3
Potter, Clint (NCSA), 6.1.11; 6.2.21; 6.3.22
Poullain de la Barre, Francois, 6.2.28
Prendergast, Gerald (NCSA), 6.1.17
"Preparing All Students for the 21st Century: Using
Telecommunications to Restructure Education for
Global Understanding" conference, 6.3.20
Press, William (Harvard Univ.), 6.2.4
Process of Discovery: NCSA Science Highlights, 6.2.24; 6.3.24;
6.4.23
Process of Discovery: NCSA Science Highlights CD-ROM,
6.3.24
PSC CGM (Computer Graphics Metafile), 6.1.19
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PSCGDOC software, 6.1.19, 23
PSC GPLOT software, 6.1.19, 23
Q
Quantum Chromodynamics (QCD) project, 6.4.22
R
Radio synthesis imaging, 6.4.23
Raghavan, Padma (NCSA), 6.1.4-5; 6.1.6
Ramamurthy, Mohan (UIUC), 6.2.21; 6.3.9; 6.3.15
Ravaioli, Umberto (UIUC), 6.2.24; 6.3.24
RealTime. See NCSA RealTime
Redman, Thomas (NCSA), 6.2.29; 6.4.15
Reed, Dan (UIUC), 6.1.11
Reed College, 6.3.18
Renaissance Experimental Laboratory. See NCSA
Renaissance Experimental Laboratory (REL)
Rendell, Larry (UIUC), 6.1.11
Revkin, Andrew, 6.3.25-26
Rice, James R. (Harvard Univ.), 6.3.9
Rice University, Center for Research on Parallel
Computation (CRPC) at, 6.1.4-5; 6.1.11, 23
Richards, Fred (NCSA), 6.3.21
Richardson, Beth (NCSA), 6.1.4; 6.1.7
Richman, Michael B. (Univ. of Oklahoma), 6.2.24; 6.3.9
Richmond, Barry (HPS), 6.4.12
Ricker, Nathan C, 6.1.24
Rigdon, Lyle (former NCSA), 6.1.18, 25; 6.3.22
Ripa, Cesare, 6.2.28
Ritzwoller, Michael E. (Univ. of Colorado), 6.3.9
Robinson, Kathleen (science writer), 6.1.4-5; 6.1.8-9
Robinson, Walter A. (UIUC), 6.3.9
Romboy Homotopy of the Etruscan Venus (visualization),
6.2.23
Rosenstein, Jay (NCSA), 6.4.23
Roth, Sharon (Leal School), 6.2.18
Rousseau, Jean-Jacques, 6.2.28
Rowe, Barry (Champaign Centennial High School), 6.3.19
Rudman, Albert J. (Indiana Univ.), 6.3.9
Russell, Armistead (Harvard Univ.), 6.3.7
Rust, John Philip (Univ. of Wisconsin-Madison), 6.4.6; 6.4.8
S
Sabelli, Nora (NCSA), 6.1.16; 6.1.25; 6.1.26; 6.3.19; 6.4.21
Sacks, Jerome (UIUC), 6.3.24
Saied, Faisal (UIUC), 6.1.11
Salon Society of France, 6.2.28
Sameh, Ahmed (UIUC), 6.4.21
Samide, Peggy (SC '92), 6.2.24
San Diego Supercomputer Center (SDSC), 6.1.5; 6.1.8; 6.1.20;
6.2.4; 6.2.21; 6.3.8; 6.4.13; 6.4.14, 15; 6.4.16
Sancken, Paulette (NCSA), 6.4.23
Sandia National Laboratory, 6.1.8; 6.3.18
Sani, Robert L. (Univ. of Colorado), 6.2.24
Saroff, Stephen (Minnesota Supercomputing Center), 6.1.9
Satake, Kenji (Univ. of Michigan), 6.3.9
Saylor, Paul (UIUC), 6.1.11; 6.3.24
Scalable parallel libraries, 6.1.5, 6
Scalable systems, 6.1.4; 6.1.8
Scanning tunnel microscope (STM), 6.2.23
Schafer, John (J. Oliver Johnson High School), 6.2.27
Schiebinger, Londa, 6.2.28, 30
Schildt, Herb, 6.2.11
Schlesinger, Michael (UIUC), 6.3.9
Schlozer, Dorothea, 6.2.28
Schneider, David (UIUC), 6.1.23; 6.4.21
Schneider, Stephen (NCAR), 6.3.25
Schrage, Michael, 6.4.3; 6.4.24
Schrodinger equation, 6.3.21
Schulten, Klaus (UIUC), 6.1.9; 6.1.11; 6.2.16; 6.2.21; 6.2.25
Schultz, Richard (Berean Academy), 6.2.27; 6.3.18
Schwarzschild solution, 6.2.15
"Scientific Digital Library" project, 6.2.21
SCinet '92, 6.2.24
Seamons, Kent (NCSA), 6.3.15
Seidel, Ed (NCSA), 6.1.11; 6.2.5; 6.2.14-15; 6.2.29; 6.4.18
Sellers, Harrell (NCSA), 6.1.11
SGI StereoView video mode, 6.2.16
Shared Minds: The New Technologies of Collaboration
(Schrage), 6.4.24
Shaw, Crystal (NCSA), 6.2.21; 6.3.15
Shelton, Melissa (University High School-Normal), 6.2.27
Sherman, William (NCSA), 6.1.14; 6.3.15
SIGGRAPH '92, 6.2.3; 6.2.21, 29; 6.2.29; 6.3.15; 6.3.24; 6.4.14
"SIGGRAPH Showcase: Metacomputing" (Smarr and
Catlett), 6.2.21
Silicon Graphics, Inc.. See also IRIS personal workstation
agricultural pest control software for, 6.3.11
4D/240 GTX workstation, 6.2.3
4D/360 VGX high-performance workstation, 6.2.14
4D/440IG2 Skywriter workstation, 6.2.16
VGX 440 workstations, 6.3.15
VGX workstation, 6.2.6; 6.2.14
Silicon Graphics Computer Systems, at SIGGRAPH '92,
6.2.21
SimEarth software, 6.1.17
Simon, Norman R. (Univ. of Nebraska-Lincoln), 6.2.27
Single instruction/multiple data (SIMD) mode, 6.1.8; 6.1.11;
6.1.20; 6.3.21
Skeel, Robert (UIUC), 6.1.11
Sklar, Fred (Univ. of Maryland), 6.3.14
Smarr, Larry (NCSA)
and astronomy research at NCSA, 6.2.4-5, 26; 6.2.14-15
in Australia, 6.4.18
as chair of Panel on Astronomical Computing, 6.2.4, 26
and collaborations between NSF supercomputer
centers, 6.1.20
dissertation of, 6.2.15
and econometric models, 6.4.6-7
and industrial program, 6.4.19
and metacenter, 6.4.17
and metacomputing, 6.2.21; 6.4.17
and NCSA Industrial Grand Challenge Award, 6.2.20
and numerical relativity collaboration, 6.1.11
at Postdocfest, 6.3.21
and STELLA, 6.4.12
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at Supercomputing '92, 6.2.24
and SuperQuest 1992, 6.3.17
Smith, Philip (National Academy of Sciences), 6.3.22
Social Science Computing Association, 6.4.3; 6.4.8
Social sciences, allocations in, 6.4.8
Society of Technical Communication (STC), 6.3.26; 6.4.23
Software availability. See Applications software; NCSA
Software Development Group (SDG); NCSA
Software Tools Group (STG); names of individual
software packages
Song, Deyang (Chris) (UIUC), 6.2.5; 6.2.6; 6.2.21
Sonification. See Sound, visual representation of
Sound, visual representation of, 6.2.17
Space missions, simulation of, 6.2.3; 6.2.18-19
Sparke, Linda (UIUC), 6.4.23
Sparse matrices, 6.1.6
SPEC suite, 6.1.23
Standard Generalized Markup Language (SGML), 6.1.19
Star, Susan Leigh (UIUC), 6.4.4-5; 6.4.24
Steckler, Roseanne (SDSC), 6.4.16
Stein, Robert (Michigan State Univ.), 6.2.27
Stein, Susan (NCSA), 6.4.10
STELLA graphical programming tool, 6.3.13-14; 6.4.11-12
STELLA II (Systems Thinking Experiential Learning
Laboratory), 6.4.11-12
Stevenson, Daniel (Hudson High School), 6.2.25
Stevenson, John A. (NCSA), 6.4.14; 6.4.18; 6.4.19
Stewart, Scott (NCSA), 6.1.11
Stone, James M. (former NCSA), 6.1.11; 6.2.5; 6.2.8; 6.2.12-13;
62.27; 6.3.21
Straka, Mark (NCSA), 6.1.4; 6.1.9
"Study of a Numerically Modeled Severe Storm"
(videotape), 6.3.21
Stupar, Mike (NCSA), 6.2.11
Subramaniam, Shankar (NCSA), 6.1.9; 6.1.11, 23
Suen, Wai-Mo (Washington Univ.), 6.2.15
Sugar, Robert (Univ. of California-Santa Barbara), 6.4.21
Sullivan, Shelly (J. Oliver Johnson High School), 6.2.27; 6.3.17;
6.4.20
Sun Microsystems, Inc.
and econometric models, 6.4.6
at SIGGRAPH '92, 6.2.21
SUNY at New Paltz, as academic affiliate, 6.2.30
Supercomputing '92 Conference, 6.2.24; 6.3.23; 6.4.17
SuperQuest 1991, 6.1.22; 6.2.25
SuperQuest 1992, 6.2.27; 6.3.3; 6.3.16-18
Superstock, 6.2.11; 6.3.4-5; 6.3.13
Swedish National Research Council, 6.1.22
Swellam, Mohammed (former NCSA), 6.3.21
Systems Application International, 6.3.8
T
Taam, Ronald E. (Northwestern Univ.), 6.2.27
Taber, Chris (Univ. of Chicago), 6.4.7
Taft, Lorado, 6.1.24
Tage Erlander Prize and Chaired Professorship in Physics,
6.1.22
Tapestry Laboratory, 6.4.22
Tauchen, George (Duke Univ.), 6.4.7
Teach Yourself C++ (Schildt), 6.2.11
TEAM (Team Engineering: Analysis and Modeling), 6.4.4, 5
Technical Resources Catalog. See NCSA Technical
Resources Catalog
'Technology Trek" project, 6.2.25
Teets, Walter R. (UIUC), 6.4.8
'Teleconferencing with Personal Computers," 6.2.21
Television, field emission in, 6.1.25
Teraflop computing, 6.1.3; 6.1.8-9; 6.2.7
Terstriep, Jeff (NCSA), 6.2.21, 29; 6.3.15; 6.4.15
Theoretical simulations, 6.2.21
Thielemann, Friedrich K. (Harvard Univ.), 6.2.27
Thingvold, Jeffrey (former NCSA), 6.1.14-15; 6.2.21; 6.3.15
Thinking Machines Corporation, 6.1.9; 6.4.18. See also
Connection Machine (CM-2); Connection Machine
(CM-5)
Thompson, Dave (NCSA), 6.2.29; 6.4.15
Thornpson-McClellan Photography Studio, 6.1.4-5; 6.1.16;
6.2.5; 6.2.16; 6.2.18-19; 6.3.18; 6.3.24; 6.4.23
Tibbetts, Kyle 0- P- Morgan), 6.4.19
Tonn, Bruce (Oak Ridge National Laboratory), 6.4.8
Toth, Eva Erdosne (NCSA), 6.1.16-17; 6.2.19
Toussaint, Doug, 6.4.22
Towns, John (NCSA), 6.2.14-15
Townsend, Robert (Univ. of Chicago), 6.4.7
Training sessions, schedule of user, 6.1.18, 25; 6.2.19; 6.3.26;
6.4.23
Truran, James W. (UIUC), 6.2.27
Tso, Eileen (NCSA), 6.1.17; 6.3.19
TurboGopher, 6.4.13
Tykal, Robert (Motorola, Inc.), 6.4.19
U
Uhl, Jerry (UIUC), 6.1.17
United Nations Conference on the Environment and
Development (Earth Summit), 6.3.12
U.S. Department of Agriculture (USDA), 6.3.10
U.S. Department of Energy, 6.4.22
U.S. Environmental Protection Agency, 6.2.21
U.S. government
defense budget for, 6.1.25
"grand challenges" of, 6.1.3; 6.1.4; 6.1.8; 6.1.9; 6.1.10-11;
6.2.3; 62.4; 6.2.15; 6.4.3; 6.4.4; 6.4.22-23
UniTree file storage software, 6.4.13
University Corporation for Atmospheric Research (UCAR),
6.3.26
University High School (Normal, IL), 6.2.27; 6.3.16
University of Alabama-Huntsville, 6.3.18
University of California, Berkeley, as academic affiliate,
6.1.25
University of Chicago, 6.2.29
University of Illinois (UIUC)
Advanced Ecological Modeling class at, 6.4.11-12
Astronomical Observatory, 6.2.5
Center for Concurrent Biological Computing, 6.2.16
Center for Supercomputing Research and
Development (CSRD), 6.1.23
Computing Services Office, 6.1.7
Department of Astrophysics, 6.2.6-7
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Department of Computer Science, 6.1.4; 6.1.10-11
Department of Mechanical Engineering, 6.1.9
Image Formation and Processing Group, 6.1.21
Office of Agricultural Communications and Education,
6.3.10-11
University of Illinois at Chicago (UIC), 6.2.21; 6.2.29
University of Minnesota, 6.4.13
UNIX operating system, 6.4.13
Urban Airshed Model (UAM) software, EPA, 6.3.8-9
Vaidya, Pravin (UIUC), 6.1.11
Van Walleghen, Pam (Leal School), 6.2.19
VanEtten, Ray (University High School-Normal), 6.2.27
Varela, Carlos Arturo (NCSA), 6.1.17
Varian, Hal R. (Univ. of Michigan-Ann Arbor), 6.4.8
Velamparampil, George (NCSA), 6.2.21
Veltman, Todd (NCSA), 6.1.17; 6.3.19
Very Large Array (VLA) radio telescope (Socorro, NM), 6.2.9;
6.4.23
Video Macintosh, 6.2.6
Villamil, Ann (UIUC), 6.4.7
"Virtual Molecular Reality" project, 6.2.21
Virtual Reality (VR) Laboratory, 6.2.3; 6.2.16-17, 29
"Visibility Analysis through the Animation of a Backhoe
Workcycle," 6.2.17
"Visible Embryo, The," 6.2.21
VPL DataGlove, 6.2.16, 29
VPL EyePhone, 6.2.16-17
"VR CAVE" (at SIGGRAPH '92), 6.2.21; 6.2.29
W
Wagner, Kit (CARB), 6.3.3; 6.3.7-9
Walker, Deanna (NCSA), 6.3.26; 6.4.23
Wallach, Steven J. (CONVEX Computer Corp.), 6.1.21
Walsh, John E. (UIUC), 6.3.9
Wang, Pao K. (Univ. of Wisconsin-Madison), 6.3.9
Wang, Zheng (Univ. of Minnesota), 6.4.7
Warner, Dick (Illinois Natural History Survey), 6.3.11
Water pollution, 6.3.4-6
Watson, James, 6.4.24
Wavefront Technologies software, 6.2.3
Weather forecasting and modeling, 6.1.10; 6.3.3; 6.3.15; 6.3.21
Weber, Daniel (NCSA), 6.2.21
Weinberg, David H. (Institute for Advanced Study), 6.2.27
Welch, W. J. (UIUC), 6.4.23
Welge, Michael (NCSA), 6.1.4-5; 6.1.8-9; 6.1.23
Westcott, Nancy E. (Illinois State Water Survey), 6.3.9
Westervelt, James (U.S. Army CERL), 6.4.11-12
Westinghouse Electric Corp., 6.1.22
Westinghouse Science Talent Search, 6.1.22
White, Raymond E. (Univ. of Alabama-Tuscaloosa), 6.2.27
Whitley, Tim (Cray Research, Inc.), 6.1.22
Wicker, Louis (former NCSA), 6.2.21; 6.3.15; 6.3.21
Wiita, Paul (Georgia State College), 6.2.27
Wilhelmson, Robert B. (NCSA/UIUC), 6.1.10, 11, 23; 6.2.21;
6.3.9; 6.3.15; 6.3.21 ; 6.3.24
Williams, Charley (NCSA), 6.1.16, 17; 6.2.19
Wilson, Chris (NCSA), 6.4.15
Windemuth, Andreas (Theoretical Biophysics Group,
Beckman Institute), 6.1.9; 6.2.21
Winkelmann, Maria, 6.2.28
Winkler, Karl-Heinz (Los Alamos National Laboratory), 6.2.7
Woicke, Peter (J- P. Morgan), 6.3.20; 6.4.19
Wolak, Frank (Stanford Univ.), 6.4.7
Wolfram Research. See Mathematica (Wolfram Research)
Wu, Danny (Claremont High School), 6.2.27; 6.3.18
Wunsch, Carl (MIT), 6.3.9
Wuthrich, Mike (Berean Academy), 6.2.27; 6.3.16
WYSIWIS (What You See Is What I See), 6.3.14
X DataSlice. See NCSA X DataSlice visualization software
X Windows
GDOC interface with, 6.1.19
NCSA Collage on, 6.3.14; 6.4.14, 15
Xu, Albert (TMC), 6.2.22
Yost, Jeffrey (former NCSA), 6.1.14-15
You, Kwang (former Stevens Institute of Technology), 6.3.5
Yu,Min (UIC), 6.1.12
Zalar, Grant (Dr. Howard School), 6.2.19
Zalevsky, Marvin (PSC), 6.4.17
Zawada, Paul (NCSA), 6.2.22
Zehr, Wilmer (photographer), 6.1.8; 6.2.20
Zel'dovich, Yakob B., 6.2.8
ZEUS-2D and -3D code development, 6.2.3; 6.2.6; 6.2.8-9, 26;
6.2.27; 6.3.21
Zhang, Hibing (Duke Univ.), 6.4.7
Zhao, J.-H. (New Mexico State Univ.-Las Cruces), 6.2.27
Zhou, Guangming (NCSA), 6.1.11
Zimmerman, Jim (Thomas Paine Elementary School), 6.1.22;
6.3.20
Zukovsky, Susan (NCSA), 6.3.22
Zych, Crystal (Leal School), 6.2.19
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