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Introduction générale
Contexte du laboratoire Ampère
Ce travail de thèse a été eﬀectué au sein du département Méthodes pour l’Ingénierie des Systèmes
(MIS) au laboratoire Ampère 1. Ces travaux ont été ﬁnancés par le projet ANR JCJC SIMI 3 intitulé
Approximation of Inﬁnite Dimensional Systems (AIDS), référence ANR-11-JS03-0004.
Une caractéristique forte des activités dans le domaine de l’Automatique à Ampère est le lien étroit
entre les développements amonts et le transfert vers les plateformes expérimentales présentes au labo-
ratoire : centre d’essais Fluid Power 2 (composants de puissance pneumatique, systèmes hydrauliques
de puissance, commande en Fluid Power), Électronique de puissance (convertisseurs de puissance),
Robotique médicale (BirthSim et téléopération), ou encore avec l’équipe de recherche commune Gestion
Energie et Stockage pour les Transports (GEST 3) avec le Laboratoire Transports et Environnement
(LTE 4) de l’IFFSTAR 5 (hybridation de la chaîne de traction et écoconduite).
Nos travaux s’inscrivent dans cette démarche. Nous avons implémenté et validé expérimentalement
sur un convertisseur de puissance DC-DC (Buck) la procédure de synthèse énergétique discrète que nous
avons développée.
Contexte de recherche
Notre étude porte sur une classe de systèmes d’équations dont la dynamique décrit la physique par
la représentation des échanges d’énergie au sein du système ainsi que les échanges avec son environne-
ment au travers de variables d’interaction. Il s’agit du formalisme hamiltonien à ports. On résume les
caractéristiques fondamentales en temps continu de ces systèmes en retenant que l’énergie est une in-
tégrale première, que la structure caractérise les invariants dynamiques, qu’ils sont passifs et composables.
Nos travaux présentent une intégration de ces caractéristiques dans la description
en temps discret du formalisme hamiltonien. Nous déﬁnissons ainsi une classe de dy-
namiques discrètes pour laquelle nous proposons une méthode de synthèse énergétique
discrète, nous analysons la stabilité de ces dynamiques en réseau en présence de retard
et d’incertitudes. Enﬁn, nous abordons l’approximation, la composition et la synthèse de
commande en dimension inﬁnie.
Historiquement, le concept d’énergie pour la modélisation de systèmes physiques est issu des approches
lagrangienne et hamiltonienne dans le domaine de la Mécanique. Ces travaux ont fourni un cadre mathé-
matique nouveau pour l’analyse des systèmes mécaniques par la description de la géométrie des équations
et pour l’étude des propriétés des trajectoires solutions. Par la suite, ces approches ont été amplement
développées et le champ d’application étendu à divers domaines de l’ingénierie, tels l’électronique, l’élec-
tromagnétisme, l’électronique de puissance, la mécatronique, la biologie, etc.
Le formalisme hamiltonien encode géométriquement les propriétés du système et oﬀre une interpréta-
tion physique claire des variables utilisées. L’invariance de la classe par interconnexion (la composabilité)
permet d’aborder la modélisation de systèmes complexes comme un assemblage de sous-systèmes (plus
1. http://www.ampere-lyon.fr/
2. http://www.ampere-lab.fr/spip.php?rubrique51
3. http://www.ampere-lab.fr/spip.php?rubrique142
4. http://www.ifsttar.fr/linstitut/ame/laboratoires/lte-ifsttar/
5. http://www.ifsttar.fr/
1
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2 Introduction générale
simples) en interaction et pour lesquels on peut prendre en compte diﬀérentes échelles d’espace, de gra-
nularité et de temps. On rencontre cette classe en dimension ﬁnie [Maschke et van der Schaft 1992] et en
dimension inﬁnie [van der Schaft et Maschke 2002].
Les outils inhérents de ce formalisme ont été exploités pour la synthèse de loi de commande. L’approche
énergétique dans la description de la dynamique a été utilisée pour adapter et développer des méthodes de
synthèse énergétique [Ortega et al. 2001]. Ces résultats ont conduit à une littérature extensive concernant
les dynamiques atteignables [Ortega et al. 2002b], la commande par interconnexion [Ortega et al. 2008],
l’utilisation d’invariants dynamiques [van der Schaft 1999], le cas sous-actionné [Ortega et al. 2002a]. On
trouve également des domaines d’application variés traitant de la pile à combustible [Tanasa et Siuka
2012], des convertisseurs de puissances [Meghnous et al. 2013], de proﬁl de plasma dans le tokamak [Vu
et al. 2013], des canaux d’irrigation [Hamroun et al. 2008], de polymérisation [Nishida et al. 2008] ou de
colonne d’adsorption [Baaiu et al. 2009a].
On notera également des travaux plus restreints concernant la réduction de systèmes linéaires [Ros-
tyslav 2010] et non linéaires [Beattie et Gugercin 2011], l’analyse de stabilité sous l’eﬀet des retards
[Pasumarthy et Kao 2009, Yoo et al. 2011, Kao et Pasumarthy 2012], et la prise en compte de la
contrainte de saturation [Airong et Yuzhen 2010].
Tous ces développements concernent des dynamiques en temps continu et leurs démonstrations
reposent sur l’exploitation des propriétés de la classe énoncées plus haut. C’est sur ce point que réside la
diﬀérence avec l’approche en temps discret. A priori, l’approximation induit une perte d’information
qui ne permet plus de garantir des propriétés discrètes similaires à celles du continu. Les avantages des
techniques d’analyse et de synthèse sont ainsi perdus.
0 1 2 3 4 5 6 7 8 9
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(q0, p0) = (4, −2)
La ﬁgure ci-dessus illustre ce phénomène. Il s’agit de la dynamique de l’oscillateur d’impact 6 dont les
trajectoires, en tant que système conservatif, sont contraintes à évoluer sur un même niveau d’énergie.
Or ce n’est pas le cas du ﬂot discret A qui s’écarte de la référence à mesure que le temps évolue. La perte
d’information liée à ce schéma d’approximation se traduit par une croissance numérique de l’énergie. En
revanche, on observe que le ﬂot discret B reste sur un même niveau d’énergie : le schéma d’intégration
utilisé conserve l’énergie. Il s’agit d’un intégrateur énergétique [Leimkuhler et Reich 2005]. On emploie
alors la terminologie d’intégrateur dédié.
L’approximation de la dynamique hamiltonienne est une thématique proliﬁque qui concerne principa-
lement deux communautés scientiﬁques. On trouve une littérature extensive attribuée aux numériciens
6. La dynamique hamiltonienne en temps continu donnée par : q˙ = p et p˙ = −0.15 q + 2
q3
.
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et, plus récemment, le point de vue système des automaticiens. Cependant, de part leurs thématiques de
recherche, ces communautés visent des objectifs distincts.
La communauté numéricienne s’est employée à développer des méthodes d’intégration pour assurer
la stabilité, une validité sur des temps longs et eﬃcients. Ils ont développés de nombreux algorithmes
numériques pour des systèmes hamiltoniens décrits par des équations diﬀérentielles ordinaires en utilisant
des approches géométriques pour garantir la structure des équations [Leimkuhler et Reich 1994, Hairer
1997, McLachlan 2007] : la structure symplectique [Sanz-Serna et Calvo 1994], le volume de l’espace des
phases [Feng et Wang 1994] et les symétries [McLachlan et Quispel 1998], et des approches énergétiques
par des gradients discrets [Greenspan 1974, Itoh et Abe 1998, Harten et al. 1983], par l’extension des
méthodes trigonométriques [Cohen 2005, Cohen et Hairer 2011], par la méthode de Runge-Kutta et les
séries de Taylor [Hairer 2005]. Ces travaux ont été étendus sur des équations aux dérivées partielles par
des intégrateurs multi-symplectiques [Marsden et al. 1998, Bridges 2006], gradients discrets [Dahlby et
Owren 2011, Celledoni et al. 2012] et schéma point milieu [Dutykh et Fedele 2013]. A noter, que dans
la majorité des cas, un schéma d’intégration ne peut pas préserver à la fois la structure géométrique
(symplecticité) et la variation d’énergie en temps discret [Ge et Marsden 1988].
Face à cette situation, il est important de savoir au moment de l’approximation, laquelle de ces deux
propriétés on désire conserver en fonction du problème considéré.
On retiendra que ces résultats concernent exclusivement des systèmes libres, c’est à dire ne possédant
pas de variables entrée-sortie.
La communauté automaticienne a, pour sa part, abordé l’approximation du formalisme port-
hamiltonien d’un point de vue modulaire en tenant compte des variables entrée-sortie. Les premiers
travaux ont été orientés vers la préservation de la structure géométrique, en dimension ﬁnie [Talasila
et al. 2004; 2005; 2006], et en dimension inﬁnie 1-D [Golo et al. 2004], multi-échelle [Baaiu et al. 2009a]
et n-D [Seslija et al. 2012]. On notera que ces travaux n’abordent pas les propriétés du ﬂot discret. En
vue de l’échantillonnage, les approches se sont orientées vers la préservation de la passivité [Stramigioli
et al. 2005, Monaco et al. 2009] et ont montré l’importance de la déﬁnition de la sortie conjuguée à
l’entrée. Enﬁn, on trouve une littérature plus réduite qui traite de la synthèse de commande IDA-PBC
en temps discret [Laila et Astolﬁ 2005; 2006b, Gören-Sümer et Yalçin 2011], en échantillonné [Tiefensee
et al. 2010] et en dimension inﬁnie [Macchelli et Melchiorri 2005, Schoberl et Siuka 2011a].
On retiendra que ces résultats ne décrivent que des ﬂots discrets pour lesquels le bilan d’énergie n’est
satisfait qu’à l’ordre deux.
Dans l’objectif de l’approximation énergétique à temps discret du formalisme hamiltonien, il apparaît
nécessaire de combiner l’approche énergétique (numéricienne) et l’approche modulaire (automaticienne)
pour satisfaire les propriétés fondamentales de la classe. C’est précisément par la déﬁnition d’un inté-
grateur énergétique compatible (au sens de la passivité) avec les variables entrée-sortie que débutent nos
travaux. Dès lors, les résultats énoncés par la suite s’inspirent de la démarche du continu et se démontrent
en augmentation similaire.
Contributions
Nos travaux reposent sur la déﬁnition d’une dynamique hamiltonienne passive discrète (en dimension
ﬁnie et inﬁnie) obtenue par un intégrateur énergétique de type gradient discret. Cette formulation
discrète qui garantit la passivité du ﬂot discret, nous permet alors d’analyser la stabilité de réseau de Σi
(en présence de retard et d’incertitude), d’établir une discrétisation de lois de commande énergétique (en
tenant compte de la saturation pour les systèmes de dimension inﬁnie semi-discrétisés).
La classe, notée SHP, de système Σ considérée est décrite par les équations
(Σ) :
[
x˙
y
]
=
[
XJ−RH (x) + g(x)u
LgH(x)
]
(1)
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0121/these.pdf 
© [S. Aoues], [2014], INSA de Lyon, tous droits réservés 
4 Introduction générale
où J représente les échanges d’énergie réversibles au sein du système, R des échanges irréversibles (expri-
més sous forme de dissipation), g le champ de vecteur d’entrée, u et y les entrée et sortie d’interaction.
Le bilan d’énergie de ce système d’équation conduit invariablement à l’inégalité de passivité relativement
au stockage H
dH
dt ≤ y
Tu .
La composabilité de tels systèmes exprime l’invariance de la classe par interconnexion. L’opérateur de
composition ΦD, relativement à la structure D, associe à tout N -uplet
(
Σ1,Σ2, . . . ,ΣN
)
le système
Σ = ΦD(Σ1,Σ2,...,ΣN) décrivant le réseau d’interconnexion des (Σi)i dont les variables d’interaction ui, yi
sont contraintes par D. La dynamique de Σ conserve alors la même structure, i.e. Σ ∈ SHP , avec les
dépendances J = J(Ji, gi), R = R(Ri) et H =
∑
i Hi l’énergie totale.
Nous introduisons un opérateur de projection Π qui à tout Σ associe le système discret Σ = Π(Σ) en
la variable X . Cet opérateur est déduit d’une approximation de l’opérateur gradient ∇ par un gradient
discret ∇ représentant le taux d’accroissement. En notant X ′ l’état discret consécutif de X , le système
discret obtenu par projection s’exprime
(ΣH) :
[
∇tX
y
]
=
[
X
J−R
H (X,X ′) + g(X)u
gT∇XH(X,X ′)
]
.
Une première caractéristique concerne la passivité (intrinsèque) de Σ relativement au stockage H , simi-
lairement au cas continu
∇tH(n) ≤ yTu (n) , ∀n .
En particulier, pour une entrée nulle (système libre) l’énergie est une intégrale première du champ discret.
Une seconde caractéristique est l’invariance par composition de la classe SHP = Π(SHP ). Ainsi
∀(Σ1, · · · ,ΣN ) ∈ SHPN , Σ = ΦD(Σ1, · · · ,ΣN ) ∈ SHP .
En résumé, l’intégrateur énergétique basé sur le gradient discret ∇ déﬁnit une projection
Π : SHP → SHP qui préserve les propriétés de passivité et de composabilité.
On montre de plus que la dynamique du réseau Σ ne dépend pas de l’ordre d’application des opérateurs
de projection et composition. Autrement dit, le diagramme
(ΣH1 , · · · ,ΣHN ) ΣH
(
ΣH1 , · · · ,ΣHN
)
ΣH
ΦS
ΦS
Π Π
est commutatif.
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Ces premières considérations confortent notre choix d’envisager la classe SHP comme un cadre formel
suﬃsamment riche pour l’analyse de la stabilité et la synthèse énergétique de la classe SHP discrétisée.
L’analyse de stabilité dans la classe SHP constitue une part importante de nos travaux. Nous avons
ainsi étudié la stabilité des réseaux de {Σi}i en présence de retards et d’incertitudes, ainsi que la stabi-
lisation par LgV -contrôleur et par la méthode énergétique IDA-PBC avec prise en compte de retards et
de la saturation.
Pour traiter la stabilité de la mise en réseau de dynamiques discrètes Σi en présence de retards, on
remarque tout d’abord que la dynamique du réseau n’appartient plus à la classe SHP . Une approche par
fonctionnelle de Lyapunov-Krasovski nous a permis d’établir une condition de stabilité asymptotique en
terme d’inégalité matricielle linéaire (LMI)
∃ ?Pi = PTi > 0 t.q.
N∑
i=1
[
−R(n) + (dMi − dmi + 1)Pi Mi/2
MTi /2 −Pi
]
< 0 .
Ce résultat utilise les inégalités de Jensen. En temps continu, nous avons également établi une condition
similaire utilisant les inégalités Wirtinger connues pour être moins conservatives que celles de Jensen.
Cela nous a permis d’étudier la stabilité robuste en présence d’incertitudes polytopiques portant sur le
hessien de l’énergie.
Concernant la synthèse énergétique, l’introduction de SHP permet de traiter la méthode énergétique
IDA-PBC avec les mêmes ingrédients fondamentaux (passivité, composabilité, etc.) que ceux de l’approche
en temps continu. Nous présentons quelques résultats de stabilisation en dimension ﬁnie et en dimension
inﬁnie. C’est précisément cette similitude dans la démarche qui démontre les résultats énoncés. Dans le
cas d’un système bouclé en présence de retards et d’incertitudes, la condition de stabilité s’exprime par
l’inégalité matricielle (LMI)
∃ ?Q(s)i = Q(s)Ti > 0 t.q. Ξk =
⎡
⎢⎢⎢⎣
Λ(s) J (s)d − R(s)d 0 0
0 −Q(s)1 0 0
∗ ∗ −Q(s)2 0
∗ ∗ ∗ −Q(s)3
⎤
⎥⎥⎥⎦ < 0 .
La prise en compte de la saturation sat(u) = sign(u)min(1, |u|) conduit à une inégalité matricielle
similaire en utilisant des fonctionnelles ne faisant pas intervenir l’incertain.
Enﬁn, mentionnons la mise en œuvre expérimentale de la synthèse énergétique discrète sur un conver-
tisseur de puissance abaisseur de tension. On donne une représentation circuit de ce convertisseur ci-
dessous. La synthèse IDA-PBC est calculée pour le modèle moyen.
Il est important ici de souligner le caractère intrinsèque des résultats théoriques développés : l’analyse
de stabilité étant indépendante du pas de discrétisation, nous avons pu réduire la fréquence d’échantillon-
nage. D’un point de vue technologie embarquée, cela permet potentiellement de réduire la fréquence de
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fonctionnement du micro-contrôleur sans pour autant aﬀecter la fréquence de découpage.
Les résultats obtenus en dimension ﬁnie s’étendent à la dimension inﬁnie avec une étape supplémentaire
de semi-discrétisation en espace. Nous traitons de l’interconnexion inﬁnie/inﬁnie et de l’interconnexion
mixte ﬁnie/inﬁnie. A la suite de quoi, nous proposons un nouveau contrôleur de type IDA-PBC. Nous
terminons par un exemple numérique d’application de cette méthode de synthèse pour contrôler une onde
qui se propage le long d’une certaine distance distance.
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Contenu
Ce manuscrit est constitué de quatre chapitres qui s’articulent comme suit.
Le premier chapitre est consacré au rappel des diﬀérents concepts en temps continu qui ont été le ﬁl
conducteur des ces travaux de thèses dédiés à l’étude des systèmes hamiltoniens à ports en temps discret.
On rappelle en particulier le caractère héréditaire de la passivité par interconnexion et des critères de
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stabilisation dans le cas générale. Ces résultats sont ensuite traduits dans le formalisme hamiltonien. A
cette occasion, on présente la composabilité et la méthode IDA-PBC. Un exemple de simulation termine
le chapitre en illustrant la nécessité d’intégrateur dédié.
Dans le second chapitre, nous proposons une formulation de la dynamique hamiltonienne passive à
temps discret se basant sur un intégrateur énergétique. Nous étudierons ensuite la composabilité de ces
dynamiques, et en particulier les conditions de stabilité de réseaux en présence de retards et de stabilité
robuste en présence de retards et d’incertitudes via les inégalités Wirtinger. Un exemple pris dans la
littérature met en évidence le caractère moins conservatif de la méthode.
Le troisième chapitre est dédié à la synthèse de commande discrète. Nous étudierons la stabilisation
du système discret par un LgV -contrôleur et par la méthode IDA-PBC. Nous donnerons des conditions
de stabilité en présence de retards et de saturation de la commande. Ces résultats sont illustrés par des
exemples académiques. Les résultats expérimentaux obtenus sur un convertisseur de puissance valide
notre démarche.
Le dernier chapitre traite du formalisme hamiltonien en dimension inﬁnie. Après une semi-
discrétisation en espace, nous assurons la passivité en utilisant l’intégrateur énergétique précédemment
introduit. Nous démontrons ensuite la composabilité et proposons une méthode de synthèse de commande
discrète. Nous terminons par la simulation de l’équation de Sine-Gordon.
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Chapitre 1
Passivité dans le formalisme
Hamiltonien
Ce chapitre regroupe les notions et concepts généraux en temps continu qui ont été le ﬁl
conducteur de ces travaux de thèse dédiés à l’étude du formalisme hamiltonien en temps discret.
Il présente tout d’abord le concept de passivité des systèmes d’équations diﬀérentielles et les
propriétés intrinsèques de stabilité et d’interconnexion qui ont conduit aux développements
d’outils pour l’analyse et la synthèse de lois de commande.
Il est ensuite rappelé que ce concept s’inscrit dans le formalisme hamiltonien par l’introduction
de ports d’interaction (i.e. couples entrée-sortie passifs) ajoutant ainsi la connaissance de la
structure des équations dans les outils d’analyse et de synthèse.
Pour terminer, une synthèse énergétique est mise en œuvre sur un modèle de pendule commandé
en couple. Des résultats numériques émergent la problématique de schémas de discrétisation
dédiés.
Résumé.
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10 Chapitre 1. Passivité dans le formalisme Hamiltonien
1 Systèmes passifs et stabilité
Initiée par Lagrange, l’approche énergétique pour la modélisation de la dynamique de systèmes phy-
siques s’est largement répandue dans le domaine de l’ingénierie. En eﬀet, la description des phénomènes
basée sur des considérations énergétiques oﬀre une interprétation intuitive des équations du modèle pour
l’ingénieur : répartition, conversions, stockages, dissipations et échanges extérieurs d’énergies.
Dans ce contexte, nous rappelons tout d’abord les fondements de la théorie de la dissipativité [Willems
1972] qui propose une formalisation de ces considérations énergétiques.
Dans la description des systèmes dynamiques, la théorie de la dissipativité enrichit la connaissance du
système d’équations diﬀérentielles par une fonction de stockage et un taux d’approvisionnement qui
renseignent sur le comportement énergétique du système vis-à-vis de son environnement. L’exploitation
de l’information complémentaire contenue dans ces fonctions conduit à une analyse de ces systèmes par
l’étude des interactions système ↔ environnement.
Lorsque le système diﬀérentiel modélise une dynamique, on associe le stockage à l’énergie du système
physique et l’approvisionnement à la puissance d’échange liée à l’interaction système ↔ environnement.
Cette puissance d’échange est comptée positivement lorsque l’environnement se comporte comme une
source d’énergie pour le système et négativement lorsque le système est assimilé à une source cédant de
l’énergie à son environnement.
Les fonctions de stockage et d’approvisionnement sont liées au travers de l’inégalité de dissipation
qui traduit le fait que, à tout instant, un système dissipatif accumule l’énergie d’échange à la dissipation
près. Elle renseigne donc sur la quantité d’énergie que l’on peut extraire du système.
Parmi les systèmes dissipatifs, les systèmes passifs se distinguent par un taux d’approvisionnement
déﬁni comme le produit entrée-sortie du système. Cette propriété a conduit au développement d’outils
particuliers pour l’analyse (interconnexion, théorème du petit gain) et la synthèse (commande passive et
robuste).
Plus généralement, la passivité a été exploitée pour étudier la stabilité, l’interconnexion et la synthèse
de lois de commande, tant sur le plan théorique [Hill et Moylan 1980, Greenhalgh et al. 2013] que pratique
dans des domaines de l’ingénierie mécanique [Ortega et al. 2002a, Stramigioli et al. 2005, Navarro-Lopez
et al. 2005, Costa-Castello et Fossas 2007], électrique [Ortega et al. 2003], hydraulique [Perry et Kailash
2004]
L’objectif de ce paragraphe est d’introduire les propriétés intrinsèques et les résultats fondamentaux
issus de la passivité.
1.1 Passivité
On rappelle ici la caractérisation de la passivité pour les systèmes aﬃnes. On introduit tout d’abord
le concept de dissipativité dans un cadre général.
Considérons le système dynamique décrit par les équations{
x˙ = f(x, u) , x(0) = x0
y = h(x) , (1.1)
où x ∈ X ⊂ Rn désigne le vecteur des variables d’état, x0 la condition initiale, u ∈ U ⊂ Rm le vecteur
d’entrée et y ∈ Y ⊂ Rp celui des sorties. On suppose également f lisse.
Pour le système (1.1), on déﬁnit le taux d’approvisionnement s : U × Y → R qui caractérise
l’interaction du système avec son environnement de manière positive lorsque le système reçoit et négative
lorsqu’il fournit. On suppose s localement intégrale, i.e. pour tout couple (u, y) satisfaisant (1.1) sur
l’intervalle [t0, t1] on a
∫ t1
t0
s(u(τ), y(τ))dτ < +∞.
Déﬁnition 1.1. (Inégalité de dissipation (e.g. [van der Schaft 1999])) On dit que le système (1.1) avec
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le taux s est dissipatif s’il existe une fonction de stockage S : X → R+ telle que
S(x(t1)) ≤ S(x(t0)) +
∫ t1
t0
s(u(τ), h(x(τ)))dτ , (1.2)
le long des trajectoires du système pour tout t1 ≥ t0. On parle de système sans perte dans le cas d’égalité.
Lorsque la dynamique considérée est associée à un système physique, on assimile la fonction de stockage
à l’énergie du système et le taux d’approvisionnement à la puissance d’échange. L’inégalité de dissipation
traduit alors que, pour un système dissipatif, la quantité d’énergie contenue dans le système à l’instant
t1 ne peut être supérieure à la quantité présente à l’instant t0 qui se voit modiﬁée par le taux d’échange
durant l’intervalle [t0, t1].
En d’autres termes, l’équation de dissipation est une formalisation du bilan d’énergie pour un système
ouvert. Dans le cas d’égalité, la terminologie sans perte traduit donc l’absence de phénomène dissipatif
au sein du système.
On note également que la quantité d’énergie que l’on peut extraire d’un système dissipatif ne peut
excéder celle initialement présente (où, par convention, on impose S(0) = 0 puisque la fonction de
stockage est bornée inférieurement).
Parmi les systèmes dissipatifs, les systèmes passifs se distinguent par un taux d’approvisionnement
qui s’exprime comme le produit entrée-sortie, i.e. s(u, y) := yTu. En toute rigueur, il existe plusieurs
nuances sur la passivité (par rapport à l’entrée, à la sortie etc., voir par exemple [van der Schaft 1999,
Costa-Castello et Fossas 2006, Monaco et Normand-Cyrot 2011]) qui ne seront pas exploitées ici.
Déﬁnition 1.2. (Passivité) (e.g. [Khalil 2002, van der Schaft 1999]) Le système (1.1) est dit passif s’il
vériﬁe une inégalité de dissipation pour le taux d’approvisionnement s(u, y) = yTu. Il est dit conservatif
s’il est passif sans perte.
On notera que la terminologie conservatif s’entend ici pour un système ouvert. A priori, le qualiﬁcatif
conservatif suppose qu’une quantité reste inchangée (en l’occurrence l’énergie dans notre cas), ce que l’on
retrouve ici pour une entrée identiquement nulle (u ≡ 0). Dans le cadre des systèmes ouverts, la notion
de conservatif se conçoit plus comme une absence de dissipation (que comme une quantité constante) et
il a été choisi de reprendre le même qualiﬁcatif.
Pour un système aﬃne en les entrées, soit{
x˙ = f(x) + g(x)u , x(0) = x0
y = h(x) , (1.3)
dont S est une fonction de stockage, la passivité se caractérise par les conditions de Hill-Moylan 1
suivantes
∇S(x)T f(x) ≤ 0
∇S(x)T g(x) = hT (x) , (1.4)
où ∇ = ∂
∂x
désigne l’opérateur gradient. On a le résultat suivant.
Un système aﬃne en les entrées est passif si et seulement si il existe une fonction S : X → R+
continûment diﬀérentiable qui vériﬁe les conditions de Hill-Moylan (1.4).
Proposition 1 ([van der Schaft 1999]).
A l’aide de cette caractérisation, on formule la version diﬀérentielle de l’inégalité de passivité
déduite de (1.2) pour les systèmes aﬃnes comme suit
S˙ = ∇ST f + ∇ST gu ≤ yTu . (1.5)
Nous verrons que l’inégalité de passivité S˙ ≤ yTu s’exploite pour l’analyse de stabilité et la stabilisation
en choisissant S comme candidate Lyapunov. Ces résultats font l’objet du paragraphe suivant.
1. Dans la littérature, on trouve également la terminologie propriétés KYP pour désigner les équations (1.4) en référence
à la version non linéaire du critère de Kalman-Yakubovich-Popov [Yakubovich 1962]
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1.2 Stabilité et stabilisation
Dans ce paragraphe, nous rappelons la stabilité au sens de Lyapunov et la méthode de stabilisation
de Jurdjevic-Quinn. Ces résultats sont ensuite déclinés dans le cadre des systèmes passifs via l’inégalité
de passivité. En eﬀet, en associant une fonction de Lyapunov V à une mesure de l’énergie du système,
l’analyse de stabilité, qui se traduit par la décroissance de V le long des trajectoires du système libre, se
retrouve dans l’inégalité (1.5) en posant V = S et u ≡ 0.
On considère la partie libre du système aﬃne (1.3), soit x˙ = f(x) dans Rn avec f lisse. On note
x(t, x0) la solution issue en t = 0 de x0.
Déﬁnition 1.3. On dit que x est un état d’équilibre si f(x) = 0. On dit qu’un état d’équilibre est
stable au sens de Lyapunov si
∀ε > 0 ∃η > 0 , |x0 − x| ≤ η ⇒ |x(t, x0) − x| ≤ ε, ∀t ≥ 0 . (1.6)
Si x n’est pas stable, on dit que l’état d’équilibre est instable. Si x est stable, son bassin d’attraction
est
D(x) = {x0 / x(t, x0) → x quand t → +∞} . (1.7)
Si D(x) est un voisinage de x on dit que x est asymptotiquement stable. Si D(x) = Rn on dit
que x est globalement asymptotiquement stable.
Déﬁnition 1.4. Soit U un voisinage ouvert de x et V : U → R une fonction lisse. Pour une trajectoire
t → x(t) on note
V˙ (x(t)) = LfV (x(t)) = ∇V (x(t))T f(x(t)) . (1.8)
On dit que V est une fonction de Lyapunov si
(i) V (x) = 0 et V (x) > 0 pour x ∈ U\{x} ,
(ii) V˙ ≤ 0 dans U .
De plus, si V˙ < 0 on dit que V est une Lyapunov stricte.
S’il existe une fonction de Lyapunov, alors l’état d’équilibre est stable. Si la fonction de Lya-
pounov est stricte, alors l’équilibre est asymptotiquement stable.
Théorème 1.
Géométriquement, l’inégalité V˙ ≤ 0 indique des sens opposés entre le champ f et la normale aux
courbes de niveau de V . La trajectoire parcourt donc de manière tranverse (et pour des valeurs décrois-
santes) les courbes de niveau pour atteindre un niveau minimum. On peut interpréter ce niveau comme
un minimum d’énergie vers lequel le système tend naturellement. Ce minimum peut être un ensemble de
points dans le cas stable ou un singleton pour une Lyapounov stricte.
La ﬁgure 1.1 donne une illustration de cette décroissance le long des trajectoires pour un stockage
quadratique. La projection de la trajectoire (issue de x0 = (5, 0) représenté par o) dans le plan de phase
montre la convergence asymptotique vers l’origine.
La généralisation du théorème de Lyapunov repose sur le principe d’invariance de LaSalle qui conduit
au résultat suivant.
Soient V : Rn → R lisse telle que V˙ ≤ 0 et K un compact. On note M le plus grand sous-
ensemble positivement invariant a de {V˙ ≡ 0}. Alors, toute trajectoire qui reste dans K tend
vers M .
a. Pour tout x0 de M , x(t, x0) ∈ K pour tout t  0.
Théorème 2.
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Figure 1.1 – Décroissance de V le long d’une trajectoire.
On s’intéresse maintenant à la stabilisation de systèmes aﬃnes en les contrôles (non nécessairement
passifs) par la méthode de Jurdjevic-Quinn énoncée ci-dessous.
Considérons le système aﬃne lisse (1.3) : x˙ = f(x)+g(x)u où u ∈ Rm et f(x) = 0. Supposons
qu’il existe une fonction V : Rn → R+ telle que
1. V (x) = 0 et V (x) > 0 pour tout x = x ,
2. V est propre a ,
3. ∇V (x)T f(x) ≤ 0 , ∀x ∈ Rn ,
4. {x : LfV (x) = 0} ∩ {x : LkfLgV (x) = 0 , ∀k} = {x}
Alors le retour d’état u(x) = −LgV (x) rend le point d’équilibre x globalement asymptotique-
ment stable.
a. Pour tout v ∈ R+ l’ensemble {x ∈ Rn / 0  V (x)  v} est compact.
Proposition 2 ([Jurdjevic et Quinn 1978]).
Nous présentons maintenant une application de ces résultats généraux dans le cadre des systèmes
passifs aﬃnes en entrée.
Supposons la dynamique aﬃne (1.3) passive relativement au stockage S. On remarque d’une part que
pour une entrée identiquement nulle, l’inégalité de passivité (1.5) assure S˙  yTu ≡ 0. D’autre part,
on remarque qu’un minimum local strict x du stockage S est une position d’équilibre du champ f .
Alors, d’après ces deux remarques, la fonction V (x) = S(x) − S(x) satisfait les conditions (i) et (ii) du
théorème 1 est donc une Lyapunov pour x. Ainsi, on en déduit : les minima stricts d’un stockage
forment un ensemble de points d’équilibre stables pour la partie libre d’un système passif 2.
2. Ce résultat reste vrai pour la dynamique non aﬃne (1.1).
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On obtient la stabilité asymptotique si x(t) ≡ x est l’unique trajectoire (positivement) invariante
dans {S˙ = 0} en appliquant le principe d’invariance de LaSalle.
La méthode de stabilisation de Jurdjevic-Quinn détermine une loi de commande par retour d’état
qui présente un intérêt pratique dans le cas de systèmes passifs puisqu’elle se traduit par un retour de
sortie. Ceci illustre une certaine facilité de synthèse de loi de commande stabilisante pour cette classe
de systèmes. L’idée est, tout comme dans l’analyse de stabilité, d’utiliser la fonction de stockage S pour
répondre aux critères de la proposition en posant V = S. Sous les hypothèses ad hoc, le retour d’état
u = −LgV devient un retour de sortie u = −LgS = −h(x) = −y par les conditions de Hill-Moylan (1.4).
Pour cette commande, on remarque également que l’inégalité de passivité s’écrit S˙ ≤ yTu(y) = −‖y‖2,
d’où la décroissance de la fonction de stockage le long des trajectoires. Aussi, S apparaît de nouveau
comme une candidate Lyapunov naturelle pour le système en boucle fermée.
D’un point de vue énergétique, ce type de commande revient à dissiper l’énergie S du système. Nous
verrons par la suite que pour les systèmes hamiltoniens passifs, ce retour de sortie peut être vu comme
une injection d’amortissement qui permet d’assurer la stabilité asymptotique et dont la valeur est
liée à la vitesse de convergence.
On trouve parfois dans la littérature la terminologie LgV -contrôleur pour désigner la méthode
de Jurjdevic-Quinn. La commande s’exprime u(t) = −kLgV (x(t)) où k > 0 est un vecteur de gains
qui permet d’accélérer la vitesse de convergence en augmentant la dissipation du système en boucle fermée.
Pour un système passif, le LgV -contrôleur oﬀre une possibilité de dissiper l’énergie. Si l’on reprend
l’inégalité de passivité S˙ ≤ yTu, on voit aisément que toute commande u = −α(y) qui assure un signe
stricte ﬁxe de yTu < 0 (et donc une dissipation) oﬀre des perspectives de stabilisation.
Toutefois, cela nécessite des hypothèses et nous rappelons tout d’abord les notions d’observabilité et
de détectabilité pour le système (1.1) décrit par x˙ = f(x, u) et y = h(x).
Déﬁnition 1.5. Le système (1.1) est dit
• zéro-état observable (ZEO) si pour une entrée identiquement nulle, on a
y(t) = 0, ∀t ≥ 0 =⇒ x(t) = 0, ∀t ≥ 0 . (1.9)
• zéro-état détectable (ZED) si pour une entrée identiquement nulle, on a
y(t) = 0, ∀t ≥ 0 =⇒ lim
t→∞ x(t) = 0 . (1.10)
Considérons le système (1.1) de dynamique x˙ = f(x, u) et de sortie y = h(x) que l’on suppose
passif relativement à la fonction de stockage S. Supposons de plus qu’il soit zéro-état détectable
(ZED). Alors, toute fonction lisse α : Y → U telle que α(0) = 0 et yTα(y) > 0 pour tout y = 0,
engendre une loi de commande u = −α(y) qui stabilise asymptotiquement l’origine.
Proposition 3 ([Byrnes et al. 1991]).
Dans ces travaux de thèse, nous nous focaliserons sur l’exploitation du LgV -contrôleur. Nous verrons
en particulier que pour des systèmes hamiltoniens à temps discret, cette méthodologie de synthèse est
conditionnée par la passivité de la dynamique discrète. En eﬀet, l’absence de cette propriété donne lieu
à une dérive numérique de l’énergie pouvant conduire à l’explosion des trajectoires.
1.3 Interconnexion de systèmes passifs
Nous rappelons ici un résultat connexe au théorème de la passivité et qui traduit le fait que la passivité
est préservée par interconnexion. En d’autres mots, un système issu de l’interconnexion de sous-systèmes
passifs hérite de la propriété de passivité. Cet héritage par interconnexion est une propriété fondamentale
de cette classe de systèmes que l’on exploite en modélisation et en synthèse. Nous verrons par la suite
qu’elle reste essentielle pour une approche en temps discret.
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Par abus de langage, nous utilisons l’expression passivité par interconnexion pour désigner cette
propriété.
Du point de vue de la modélisation, la passivité par interconnexion permet de traiter un système
comme un assemblage de sous-systèmes en interaction et dont les caractéristiques (passivité, énergie,
stabilité, etc.) se propagent du local au global. On déduit ensuite aisément certaines caractéristiques
héréditaires du système interconnecté. On parle d’approche réseau où les nœuds décrivent les dy-
namiques des sous-systèmes et les arcs les échanges entre sous-systèmes (interactions internes) et avec
l’environnement (les taux d’approvisionnement).
On exploite également cette représentation pour la synthèse du contrôleur passif où, par analogie,
certains nœuds du réseau représentent les dynamiques des contrôleurs.
Considérons deux systèmes dynamiques Σ1,Σ2 décrits par les relations
(Σi) :
{
x˙i = fi(xi, ui)
yi = hi(xi)
(1.11)
que l’on suppose passifs relativement aux fonctions de stockage Si(xi) pour i = 1, 2.
Aﬁn de clariﬁer notre propos tout en conservant la philosophie de l’approche, nous ne rappellerons
ici que le cas de l’interconnexion par feedback. Sous l’hypothèse d’interconnexion passive (i.e. qui se
traduit par des taux d’approvisionnement satisfaisant une équation de passivité commune), les résultats
présentés s’étendent aisément à des structures d’interconnexion plus complexes (e.g. critère de Popov
[van der Schaft 1999]).
La structure d’interconnexion par feedback représentée ci-dessous
−+
u1
y2
Σ1
Σ2
y1
u2
+
+
e2
e1
Figure 1.2 – Diagramme d’interconnexion par feedback
est caractérisée par les contraintes
u1 = e1 − y2
u2 = e2 + y1
(1.12)
On notera Σ12 le système global de dynamique x˙ = f(x, e) et de sortie y = h(x), où x =
[
xT1 x
T
2
]T ,
e =
[
eT1 e
T
2
]T et y = [yT1 yT2 ]T . Le théorème de la passivité s’énonce comme suit.
Si Σ1 et Σ2 sont passifs alors Σ12 est passif par rapport à l’entrée e et la sortie y relativement
à la fonction de stockage S(x) = S1(x1) + S2(x2). Si de plus les stockages S1 et S2 admettent
respectivement un minimum local strict en x1 et x2, alors, pour des entrées nulles (i.e. e1 =
e2 = 0), le point x = (x1, x2) est un équilibre stable de Σ12.
Proposition 4 ([van der Schaft 1999] p. 46).
Dans un contexte plus général, on introduit l’opérateur de composition ΦP : (Σ1, . . . ,ΣN ) →
Σ1···N qui, à un N -uplet de systèmes, associe le système global Σ1···N obtenu en satisfaisant les contraintes
de l’interconnexion passive P . Du résultat précédent, on déduit que Σ1···N est passif.
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Remarque 1.1. Le transport de la passivité par interconnexion se retrouve également dans l’approche
robuste basée sur le théorème du petit gain. Sans rentrer dans les détails de cette approche largement
développée dans la littérature, nous rappelons brièvement quelques résultats pour faire le lien entre l’ana-
lyse de robustesse et la passivité. En un certain sens, il s’agit de faire le lien entre une stabilité au sens
de Lyapunov (via la passivité) et une stabilité entrée-sortie (via le L2-gain).
On a d’une part l’équivalence entre la passivité de l’application entrée-sortie de Σ et l’existence d’un
L2-gain ≤ 1, noté γ2(Σ), pour l’opérateur de scattering associé. Et d’autre part, pour des systèmes passifs
Σ1,Σ2 zéro-état détectable dont les fonctions de stockage S1, S2 sont (localement) déﬁnies positives, si le
L2-gain du système interconnecté Σ12 est ﬁni, i.e. on a γ2(Σ1) · γ2(Σ2) < 1 (théorème du petit gain),
alors l’origine est asymptotiquement stable.
On notera que le théorème du petit gain tout comme les résultats de la proposition précédente restent
valides dans le cas de systèmes Σ1,Σ2 perturbés pourvu que la passivité et les propriétés des fonctions de
stockage soient vériﬁées.
En analyse robuste, on utilise ces résultats pour l’étude de la dynamique d’un système incertain (ou
perturbé) x˙ = f¯(x)+ g¯(x)Δh¯(x), où Δ est inconnu, en décomposant la dynamique comme suit. On associe
à Σ1 le système x˙ = f¯(x)+g¯(x)u¯ de sortie y = h¯(x), et à Σ2 le système statique w = Δz. L’interconnexion
traduit alors les contraintes z := y et u := w = Δh¯(x).
Si Σ1 admet un L2-gain ﬁni γ2(Σ1) ≤ γ et un stockage localement déﬁni positif en 0, alors la stabilité
asymptotique de l’origine est assurée pour toute perturbation Δ dont le rayon spectral est strictement borné
par 1
γ . Autrement dit, on assure ainsi un L2-gain ﬁni du système bouclé relativement à toute perturbation
Δ satisfaisant la condition ρ(Δ) < 1/γ.
Par analogie, on traite de la synthèse robuste en ajoutant une matrice de gain dans la décomposition.
La complexité de la résolution tient à la détermination de ces paramètres garantissant un L2−gain ﬁni
en boucle fermée qui maximise l’intervalle des incertitudes.
Cette approche n’a pas été développée dans la suite de ce mémoire, mais son étude pourrait éventuel-
lement présenter un intérêt dans le cas non linéaire [Yalçin et al. 2014].
2 Formalisme Hamiltonien
Dans un premier temps, nous nous intéressons à la dynamique de systèmes aﬃnes en entrée dont
la partie libre XH est hamiltonienne (au sens où le champ est engendré par un tenseur de Poisson) et
la sortie est passive (en ce sens que le produit entrée-sortie est un taux d’approvisionnement pour le
système).
Considérons le système hamiltonien contrôlé aﬃne x˙ = XH(x) + g(x)u engendré par la fonction
hamiltonienne H , et dont la sortie prend la forme y = LgH(x). Dans ces conditions, un calcul simple
montre que les conditions de Hill-Moylan (1.4) sont satisfaites avec le stockage S = H . De manière
équivalente, la dérivée de H (autrement dit, le bilan d’énergie)
H˙ = LXH+guH = LguH = uTLgH = uT y , (1.13)
conduit à une équation de passivité dont la fonction de stockage est le hamiltonien H et le taux d’appro-
visionnement est s(u, y) = yTu. Il s’agit donc du cas d’égalité de l’inégalité de passivité relativement à
H . Un tel système est donc conservatif (au sens des système ouvert, cf Déﬁnition 1.2) car il est passif
et sans perte. Cela traduit le fait que la variation d’énergie au sein du système est exactement la quantité
de puissance (signée) qui transite par les variables entrées-sorties passives.
Aﬁn d’inclure des phénomènes dissipatifs dans la représentation (conservative) précédente, on adjoint
un tenseur symétrique (semi-)déﬁni positif au tenseur de Poisson. La classe des systèmes hamiltoniens
passifs ainsi obtenue est déﬁnie en coordonnées ci-après.
Déﬁnition 2.1. Un système hamiltonien passif 3 (SHP) est déﬁni par un quadruplet (J,R,H, g) et
3. En toute rigueur, il s’agit ici d’une version aﬀaiblie de la déﬁniton des systèmes hamiltoniens à port [port-Hamiltonian
system] présentée dans la littérature puisque l’on impose à la fonction hamiltonienne d’être bornée inférieurement.
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les équations
(ΣH) :
{
x˙ = [J(x) − R(x)]∇xH(x) + g(x)u = XRH(x) + g(x)u
y = LgH(x) = g(x)T∇xH(x)
(1.14)
où J(x) + J(x)T = 0 se nomme matrice de structure, R(x) = R(x)T ≥ 0 est la matrice de
dissipation, H : Rn → R+ la fonction hamiltonienne et g(x) ∈ Rn×m la matrice d’entrée. Par
commodité, on notera XRH la partie libre du champ engendrée par H et de dissipation R.
Dans la littérature, on trouve la terminologie de variables de port en référence aux couples de variables
entrées-sorties passifs et la dénomination système hamiltonien à ports pour la dynamique associée
[Maschke et van der Schaft 1992]. Cette terminologie trouve une raison chronologique et fait suite
aux analyses successives portant sur les sorties dites naturelles et hamiltoniennes. Dans ce manuscrit
cependant, nous avons choisi d’inclure explicitement le terme passif dans la déﬁnition puisque cette
propriété est au cœur de ces travaux de thèse.
Pour un système hamiltonien passif décrivant la dynamique d’un procédé, les éléments du quadruplet
(J,R,H, g) admettent la signiﬁcation physique suivante.
La fonction hamiltonienne H représente la quantité d’énergie contenue dans le système. On la suppose
bornée inférieurement, d’où (par translation) son image à valeur dans R+. Elle représente la somme
des énergies décrivant des phénomènes de stockage de type capacitif, inductif, inertiel, graviﬁque, de
pressurisation, etc.
La matrice de structure J caractérise les échanges réversibles au sein du système. Comme illustrations
simples, elle coïncide avec la matrice d’incidence d’un circuit électrique LC ou avec la matrice de rotation
dans R3 pour un corps rigide.
La matrice de dissipation R localise les phénomènes de dissipation d’énergie. Elle décrit des phéno-
mènes de type résistif, frottement, perte de charge, etc. On notera que les phénomènes considérés sont
modélisés par un champ de gradient.
2.1 Bilan d’énergie et stabilité
Le bilan d’énergie du système hamiltonien passif (SHP) (1.14) conduit à une égalité de dissipation où
la fonction de stockage, le taux de dissipation et le taux d’approvisionnement sont explicites. On a en
eﬀet
H˙ = Lx˙H = −∇HTR∇H + yTu  yTu (1.15)
d’où, par intégration pour tout t > t0
H(x(t)) − H(x(t0)) = −
∫ t
t0
∇H(x(s))TR(x(s))∇H(x(s))ds +
∫ t
t0
yT (s)u(s)ds . (1.16)
Ce bilan montre que, pour un SHP, l’énergie présente à l’instant t au sein du système est égale à
celle présente à l’instant t0 diminuée par la quantité dissipée et modiﬁée par la quantité de puissance
qui transite par les variables entrée-sortie passives durant l’intervalle [t0, t]. On retrouve l’interprétation
intuitive de l’accumulation des échanges à la dissipation près.
De ces relations précédentes, on déduit qu’un SHP est passif relativement à la fonction de stockage
H et son taux de dissipation est donné par le premier membre de droite. La connaissance du taux de
dissipation donne une indication sur le taux de décroissance de H . Il entre en compte pour l’étude de la
convergence asymptotique.
En tant que système passif, on sait que l’ensemble des minima stricts du hamiltonien H d’un SHP est
un ensemble d’états d’équilibre stables pour la partie libre. On montre en eﬀet qu’un minimum local
strict x de H est une position d’équilibre et que la fonction V (x) = H(x) − H(x) est une candidate
Lyapunov pour x.
Le bilan d’énergie permet également d’observer l’augmentation du taux de dissipation du système (et
donc de la vitesse de convergence) pour un LgV -contrôleur générant une commande du type u = −ky+v.
Il vient
H˙ = −∇HT [R + gkgT ]∇H + yT v . (1.17)
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Pour une entrée v ≡ 0, l’égalité précédente renseigne sur le taux de décroissance de H qui varie en fonction
du réglage de k.
2.2 Composabilité
En tant que système passif, la classe des SHP possède la propriété de passivité par interconnexion
(cf paragraphe 1.3) : le système issu de SHP interconnectés hérite de la propriété de passivité. Il s’avère
que l’interconnexion préserve également la classe : une interconnexion de SHP est un SHP. On parlera
alors de composabilité 4 ou d’approche modulaire pour désigner l’invariance de la classe.
Comme illustration, nous reprenons le cas de l’interconnexion par feedback (ﬁgure 1.2) de deux SHP
notés Σ1,Σ2. On note Σ12 le système résultant de cette interconnexion caractérisée par les contraintes
u1 = e1 − y2 et u2 = e2 + y1. Plus succinctement, on notera Σ12 = Φ(Σ1,Σ2) où Φ désigne l’opérateur de
composition par interconnexion feedback.
Un calcul simple donne la dynamique bouclée
Σ12 :
{
x˙ = [J − R]∇xH + ge = XRH + ge
y = gT∇xH = LgH
(1.18)
où
J =
[
J1 −g1 gT2
g2 g
T
1 J2
]
, R = diag(R1, R2) , et g = diag(g1, g2) , (1.19)
vériﬁent J + JT = 0 et R = RT ≥ 0 d’après les hypothèses sur Σ1,Σ2, et le hamiltonien est donné par
H(x) = H1(x1) + H2(x2). On ainsi le résultat suivant.
Le système bouclé Σ12 est un SHP engendré par (J,R,H, g) et les équations (1.18).
Proposition 5.
On généralise ce résultat à un nombre ﬁni de SHP et pour des structures d’interconnexion plus com-
plexes dites continue de puissance pour lesquelles les variables entrée-sortie passives sont contraintes
par une structure de Dirac D. On a le résultat analogue : le système interconnecté ΦD(Σ1, · · · ,ΣN )
est un SHP [Golo 2002].
2.3 Principe de la synthèse énergétique : IDA-PBC design
La synthèse énergétique s’appuie sur la méthode de poursuite de modèle qui se particularise pour la
classe des SHP en exploitant les propriétés intrinsèques de stabilité et de composabilité.
En quelques mots, le principe général est le suivant. Pour une dynamique aﬃne x˙ = f(x) + g(x)u, il
s’agit de déterminer la commande u qui permet d’atteindre une dynamique désirée fd(x) possédant des
caractéristiques voulues. Formellement, une solution est donnée par u = g†(fd − f), où g† désigne une
inverse (généralisée) de g. Il apparaît clairement que l’existence de cette commande est contrainte par
l’image de g et le domaine de fd.
Pour un SHP donné par (1.14), les spéciﬁcations de cette méthode s’exprime en deux étapes.
Dans un premier temps, on ne retiendra que la partie conservative de la dynamique x˙ = XH(x)+g(x)u
et on se donne une dynamique désirée en boucle fermée de la forme XHd . En d’autres mots, la dynamique
cible est engendrée par une énergie désirée Hd. On synthétise alors une commande ues (pour energy
shaping) qui permet d’atteindre cette cible. On note que, en tant que système passif, les minima de Hd
4. Cette terminologie est empruntée au Génie Informatique où elle désigne la capacité d’un logiciel à permettre l’inter-
fonctionnalité des composantes, à savoir la sélection, le remplacement, l’assemblage, la (re-)conﬁguration etc. de modules
pour répondre à des spéciﬁcations. Une illustration de haut niveau pourrait être le Functional Mock-up Interface (FMI)
https://www.fmi-standard.org/
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sont des équilibres stables de XHd . In ﬁne, la position asymptotiquement stable recherchée appartient à
cet ensemble.
Dans un deuxième temps, on synthétise une commande udi (pour damping injection) qui stabilise
asymptotiquement l’équilibre voulu parmi l’ensemble précédent. On utilise alors la méthode de Jurdjevic-
Quinn (cf proposition 2) pour assurer une dynamique bouclée de la forme XRdHd (donc du type SHP) via
un LgV -contrôleur (cf equation (1.17)).
On parle de synthèse IDA-PBC 5 [Ortega et al. 2002b] pour désigner cette méthode.
L’idée originelle est apparue dans un problème de régulation par retour d’état d’un bras manipulateur
complètement actionné [Takegaki et Arimoto 1981]. Elle a ensuite été formalisée dans l’objectif de passi-
vation du système bouclé [Ortega et Spong 1989] et développée dans de nombreux travaux, notamment
pour des système mécanique et électronique [Ortega et al. 2001, Ortega et al. 2002b; 2008, Gomez-Estern
et van der Schaft 2004].
En fonction des degrés de liberté octroyés au designer, on distingue trois approches de synthèse pour
ce type de commande [Ortega et al. 2002a] : IDA non paramétrique, IDA paramétrique et IDA algébrique.
Dans ce manuscrit, nous utiliserons la dernière approche qui consiste à ﬁxer la fonction d’énergie désirée
Hd et à laisser libre les paramètres Jd et Rd.
Nous rappelons ici la marche à suivre dans le contexte des SHP. Il s’agit de déterminer la commande
u pour un comportement énergétique désiré en boucle fermée en résolvant l’égalité
x˙ = XRH + gu = [J − R]∇H + gu = [Jd − Rd]∇Hd = XRdHd , (1.20)
soit l’équation
gu =
(
XRdHd − XRH
)
. (1.21)
Dans le cas (rare !) où g est inversible, la loi de commande est immédiate en multipliant à gauche (1.21) par
l’inverse g−1. Dans le cas contraire, on utilise une inverse généralisée g† ce qui entraîne une contrainte sup-
plémentaire, appelée condition de matching, qui déﬁnit l’ensemble des dynamiques cibles accessibles.
En eﬀet, lorsque l’on applique g⊥ l’annihilateur à gauche de g à l’équation précédente, les paramètres
engendrant la dynamique désirée doivent satisfaire le système d’équations aux dérivées partielles suivantes
g⊥
(
XRdHd − XRH
)
= 0 . (1.22)
La condition de matching impose donc une contrainte forte quant à la résolution du problème de syn-
thèse IDA-PBC. En dehors du cadre général, il existe cependant de nombreux exemples (académiques et
pratiques) pour lesquelles sa résolution est donnée.
Enﬁn, on notera que la motivation principale de cette démarche de synthèse pour la classe des SHP
réside dans le fait qu’elle propose une méthode engendrant tous les contrôleurs stabilisants de cette
classe.
2.4 Introduction à la commande par interconnexion
Dans la démarche de synthèse de commande, on peut également envisager d’utiliser la composabilité
des SHP dans la démarche de synthèse de commande. Pour une dynamique hamiltonienne passive, on
impose ainsi une structure de SHP au contrôleur. Le réseau de connexion système ↔ contrôleur représente
les échanges d’énergie entre ces deux sous-systèmes. Le système interconnecté est alors un SHP et les
propriétés de passivité par interconnexion et composabilité sont préservées. Elles s’utilisent pour l’analyse
du système bouclé.
On peut intégrer cette démarche dans la synthèse IDA-PBC [Ortega et al. 2002a; 2008]. Mais c’est
surtout parce qu’elle permet d’inclure les invariants structurels, les fonctions de Casimir, que cette
démarche est avantageuse [van der Schaft 1999]. En particulier pour la commande de SHP de dimension
inﬁnie, comme nous le verrons au chapitre 4.
5. Interconnexion and Damping Assignment Passivity-Based Control
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En quelques mots, voici le principe. On peut déduire des propriétés dynamiques d’un SHP à partir
de sa matrice de structure J et indépendamment de H . Si la fonction C : Rm → R vériﬁe ∇CTJ ≡ 0,
alors C est constante le long des trajectoires de XH et ceci pour tout H . On nomme fonctions de
Casimir ces invariants dynamiques. On remarque de plus que si (C1, · · · , Cr) =: C sont des Casimir,
alors H˙a(C1, · · · , Cr)(x) ≡ 0 pour toute fonction Ha : Rr → R.
On obtient alors une dynamique réduite de XRH sur les ensembles de niveau Lc = {x ∈ Rm/C(x) = c}
car ce sont des ensembles invariants. De plus, en modiﬁant l’énergie par H +Ha(C1, · · · , Cr), on obtient
une dynamique de même structure J et R. Ha apparaît donc comme un degré de liberté pour ﬁxer les
équilibres à atteindre (pour mémoire, ces équilibres sont les minima de l’énergie), d’où la terminologie
energy shaping˙
Dans un objectif de synthèse de commande par interconnexion, la recherche de Casimir se fait sur la
structure global du système interconnecté (et donc sur l’espace étendu aux variables du système et du
contrôleur).
3 Illustration
Nous terminons ce chapitre par la mise en œuvre numérique d’une commande basée sur la synthèse
énergétique appliquée à un modèle de pendule commandé en couple.
Notre objectif ici est double. D’une part, nous illustrons plus en détail la démarche de synthèse et sa
faisabilité. Et d’autre part, nous illustrons de manière simple la perte d’information liée à la discrétisation
de la dynamique et son implication dans le comportement du système bouclé discrétisé.
De la mise en œuvre numérique de ces exemples émerge la problématique de la synthèse énergétique
discrète. En eﬀet, sans précaution particulière, l’étape de discrétisation conduit à un système temps
discret qui ne possède pas les propriétés intrinsèques du système continu. Entendu que cette démarche
de synthèse énergétique repose intrinsèquement sur ces propriétés (passivité, composabilité), les lois de
commande ainsi discrétisées engendrent des trajectoires ératiques.
C’est précisément l’objet de ces travaux de thèse que de garantir a priori l’information préservée lors
du passage continu→discret et par la même de proposer un cadre formel pour l’étude des SHP discret en
termes de passivité, stabilité, composabilité et synthèse passive. Les développements issus de cette étude
constituent les chapitres suivants de ce mémoire.
Considérons le pendule commandé en couple illustré par la ﬁgure 1.3.
l
m
q
Figure 1.3 – Pendule commandé en couple.
Dans le formalisme hamiltonien, les variables d’énergie sont la variable d’angle q et le moment cinétique
p. On note u la commande qui exerce un couple sur l’axe du pendule. Pour simpliﬁer, on prendra des
grandeurs normalisées (i.e. mgl = 1) de sorte que l’énergie H du pendule s’exprime
H(q, p) = 12p
2 − cos(q) . (1.23)
La dynamique du pendule peut être décrite sous la forme d’un SHP engendré par (J =
[
0 1
−1 0
]
, R =
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[
0
]
, H(q, p), g =
[
0 1
]T ), soit⎧⎨
⎩
d
dt
[
q
p
]
=
[
0 1
−1 0
] [
sin(q)
p
]
+
[
0
1
]
u
y = p
. (1.24)
C’est un système conservatif (au sens des systèmes ouverts, cf Déﬁnition 1.2) puisque la variation d’énergie
le long des trajectoires s’exprime
dH
dt = pp˙ + sin(q)q˙ = p(− sin(q) + u) + sin(q)p = yu . (1.25)
Dans un premier temps, nous considérons la synthèse de la commande energy shaping ues. Nous imposons
une dynamique cible XHd = J∇Hd où Hd prend la forme
Hd(q, p) =
1
2p
2 − cos(q) + Kes2 q
2 + 1 . (1.26)
Il s’agit alors de résoudre en ues l’égalité XH + gues = XHd . On notera que seule la partie potentielle
est sujette à modiﬁcation. Pour cette raison, la composante en q˙ reste inchangée et la commande ues se
calcul aisément en résolvant l’équation selon la composante en p˙ :
− sin(q) + ues = − sin(q) − Kesq . (1.27)
Dans un second temps, la synthèse de la commande damping injection udi est réalisée sur la base d’un
LgV -contrôleur, soit udi = −Kdiy.
En résumé, la commande IDA-PBC en temps continu du pendule non linéaire commandé en couple
s’exprime u(t) = ues(t) + udi(t) avec
ues(t) = −Kes q(t) et udi(t) = −Kdi p(t) . (1.28)
La dynamique en boucle fermée s’exprime donc
d
dt
[
q
p
]
=
[
0 1
−1 −Kdi
] [∇qHd
∇pHd
]
. (1.29)
On notera que x = (0, 0) est une position d’équilibre asymptotiquement stable puisque d’une part
Hd est déﬁnie positive au voisinage de ce point, et que d’autre part
dHd
dt = −Kdip
2 < 0 . (1.30)
On remarquera la condition (1.30) est satisfaite pour tout réglage Kdi > 0. La commande
IDA-PBC engendre donc une dynamique bouclée intrinsèquement stable.
La simulation de la trajectoire continue ne sera pas issue d’une intégration formelle du champ
(illusoire dans la majorité des cas). Nous partirons du principe que la précision d’une intégration
numérique de ce champ pour un pas suﬃsamment petit et un horizon temporel suﬃsamment court
est suﬃsamment grande pour négliger l’erreur d’intégration (de l’ordre de la précision machine). Nous
considérerons alors cette trajectoire numérique comme la référence. Elle est obtenue avec la routine ode45.
On exprime maintenant la dynamique discrète en appliquant un schéma d’Euler explicite (cf ta-
bleau 1.1). La traduction en temps discret du contrôleur (1.28) est réalisée par une conversion
analogique→numérique à l’aide d’un bloqueur d’ordre zéro (d’utilisation pratique courante). On parle
alors de commande émulée. Elle s’exprime simplement
ues(n) = −Kes q(n) et udi(n) = −Kdi p(n) . (1.31)
Nous présentons les résultats de simulation dans le tableau 1.1. Les graphes de gauche correspondent
à l’évolution des trajectoires dans le diagramme de phase q× p, et ceux de droite à l’évolution temporelle
de l’énergie en boucle fermée Hd.
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Dynamique du pendule
q˙ = p q(n + 1) = q(n) + Δtp(n)
p˙ = − sin(q) + u p(n + 1) = p(n) − Δt sin(q(n)) + Δtu(n)
Loi de commande IDA-PBC
ues(t) = −Kes q(t) et udi(t) = −Kdi p(t) ues(n) = −Kes q(n) et udi(n) = −Kdi p(n)
Résultats de simulation
condition initiale (q0, p0) = (1, 1) et pas de discrétisation Δt = 0, 25
Diagramme de phase en boucle fermée Évolution de l’énergie bouclée Hd
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Table 1.1 – Comparaison entre la commande continue et la commande émulée
Aﬁn d’illustrer la perte d’information liée à la discrétisation (autre que la précision liée au pas de
l’approximation), nous avons choisi deux jeux de paramètres pour le réglage du facteur d’amortissement
Kdi. La première série a été obtenue pour Kdi = 1 et la seconde pour Kdi = 0, 4. Gardons en mémoire
que la dynamique bouclée continue possède une stabilité intrinsèque pour tout Kdi > 0, cf équation (1.30).
La première série des résultats de simulation (graphes du haut tableau 1.1) obtenue pour un gain
d’amortissement Kdi = 1 s’accorde avec la théorie : l’origine est asymptotiquement stable. On note que
la trajectoire discrète converge plus lentement que la continue, ce qui, intuitivement, pourrait s’expliquer
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par la précision du schéma d’Euler pour un pas ﬁxé. La convergence asymptotique s’observe également
d’un point de vue énergétique par la dissipation de l’énergie disponible (graphe de droite).
Pour la deuxième série des résultats de simulation (graphes du bas tableau 1.1) obtenue avec un gain
d’amortissement Kdi = 0, 4 les conclusions sont bien diﬀérentes. On constate en eﬀet une divergence
de la trajectoire discrète (graphe de gauche) que l’on attribue à la croissance numérique de l’énergie en
boucle fermée (graphe de droite).
Une première conclusion s’impose : contrairement au système continu, la dynamique discrète n’est pas
intrinsèquement stable. Pour un pas ﬁxé, la stabilité apparaît conditionnée par le réglage des gains du
correcteur. On pourrait argué que numériquement, il suﬃrait de réduire le pas pour obtenir la convergence,
mais cela ne résoudrait en rien l’analyse de stabilité du système discret.
Une deuxième conséquence concerne l’interprétation des résultats de la première série où nous avions
attribué la diﬀérence du taux de décroissance à la précision du schéma. On peut maintenant préciser cette
interprétation. D’un point de vue énergétique, le gain d’amortissement Kdi du contrôleur doit assurer
deux tâches simultanées : dissiper l’énergie (sa fonction première) et compenser la croissance numérique
de l’énergie (due à l’approximation). En conséquence, l’écart du taux de convergence de la première série
s’explique mieux par la capacité du contrôleur à compenser la croissance numérique de l’énergie que par
la précision du schéma proprement dite.
4 Problématique
Nous avons rappelé dans ce premier chapitre quelques outils de formalisation de l’approche énergétique
pour la représentation, l’analyse et la synthèse de commande de systèmes dynamiques physiques. En
particulier, nous avons vu que l’approche hamiltonienne passive possède deux propriétés intrinsèques
fondamentales, à savoir la passivité par interconnexion et la composabilité. La méthode de synthèse
énergétique pour cette classe de systèmes repose sur ces propriétés. Elle présente l’avantage d’engendrer
tous les contrôleurs stabilisants pour cette classe.
Lors de la mise en œuvre numérique, nous avons délibérément choisi un schéma standard (type
Euler) pour illustrer la perte de propriété liée à la discrétisation. Dans notre exemple, il s’agissait de la
passivité. L’illustration portait sur la (l’in)capacité d’un schéma a transposer la propriété de passivité de
la dynamique du système indépendamment du pas d’intégration, donc de manière intrinsèque.
Dans la suite de ce mémoire, nous traitons de l’approximation de la dynamique hamiltonienne passive
par un schéma énergétique basé sur un gradient discret. Cette approximation assure intrinsèquement
la passivité de la dynamique discrète relativement à la même fonction de stockage et au même taux
de dissipation. Nous traitons alors de la mise en réseau de ces dynamiques discrètes et montrons que
les propriétés de passivité par interconnexion et de composabilité sont préservées. Dans ce contexte de
réseau de systèmes discrets, nous avons également établi des conditions de stabilité pour des structures
d’interconnexion retardées et en présence d’incertitudes polytopiques. L’équation de passivité discrète
sert ensuite pour une formalisation de la synthèse énergétique discrète qui, à l’instar du continu, repose
sur les propriétés intrinsèques de passivité et de composabilité. Enﬁn, nous proposons une utilisation de
cette approche par gradient discret dans le cadre hamiltonien linéaire en dimension inﬁnie.
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Chapitre 2
Systèmes hamiltoniens passifs à
temps discret
Ce chapitre traite de l’approximation dans le formalisme hamiltonien en vue de préserver les
propriétés fondamentales de passivité et de composabilité. Nous proposons une approximation
par un schéma énergétique qui assure une équation de passivité relativement à la même fonction
de stockage et un taux de dissipation identique. Nous abordons ensuite la question de la stabilité
lors de la mise en réseau de ces dynamiques. Nous montrons que, à l’instar du cas continu,
la dynamique interconnectée appartient à la même classe. La passivité par interconnexion et
la composabilité sont ainsi des propriétés préservées. Nous dérivons des conditions de stabilité
à l’aide de l’inégalité de Jensen (approche Lyapunov-Krasovskii) dans l’étude de l’impact des
retards de communications induits par la structure d’interconnexion. Nous obtenons enﬁn des
conditions de stabilité robuste pour des incertitudes polytopiques à l’aide de l’inégalité de
Wirtinger dans le formalisme hamiltonien en temps continu.
Résumé.
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Dans l’objectif d’implémenter des lois de commande sur des calculateurs embarqués, nous étudions tout
d’abord l’approximation relativement à un ensemble de propriétés intrinsèques du système d’équations.
Cette approximation desservira ensuite à la synthèse discrète.
Dans la littérature, il n’existe pas, mis à part pour le cas linéaire à notre connaissance, de dynamique
hamiltonienne à temps discret issue d’une approximation dédiée à la préservation de la passivité. C’est
précisément là que ce positionne ces travaux en proposant une approximation par un schéma énergétique
étendu aux variables entrées-sortie passives. Cette approche permet ensuite l’étude des propriétés de ces
dynamiques en réseau.
Sur le plan numérique, on distingue trois familles d’intégrateurs pour la discrétisation temporelle :
les intégrateurs dits standards, et les intégrateurs dédiés géométriques et énergétiques. La bibliographie
portant sur l’approximation des dynamiques décrites par des équations aux dérivées partielles est reportée
au chapitre 4.
Dans le formalisme hamiltonien, on peut d’ores et déjà écarter la première famille de part son incapacité
à préserver les propriétés [Feng et Qin 2002, Hairer et al. 2002, Leimkuhler et Reich 2005]. Nous donnerons
une illustration en début de ce chapitre.
Les intégrateurs géométriques ont été développés pour garantir une géométrie du ﬂot discret. La
caractéristique principale de cette propriété se situe dans le bon comportement du ﬂot sur des temps
longs. On trouve essentiellement des intégrateurs symplectiques [Feng et Qin 2002, Hairer et al. 2002,
Leimkuhler et Reich 2005], mais aussi traitant du cas Poisson [Feng et Wang 1994, Zhu et Qin 1994,
Karasozen 2004]. Les schémas développés reposent sur une modiﬁcation de schémas standards (Euler
symplectique [Hairer et al. 2002] Euler pondéré [Puta et al. 1999] et Runge-Kutta [Reich 1997]), sur
le développement de schéma leap-frog [Console et Hairer 2014]. Ces intégrateurs géométriques ont été
adaptés pour l’étude des symétries et invariants [McLachlan et Quispel 1998, McLachlan 1995], des
contraintes [Leimkuhler et Skeel 1994].
Les intégrateurs énergétiques sont construits pour garantir la conservation de l’énergie à chaque ité-
ration. Autrement dit, la contrainte du niveau d’énergie sur lequel évolue la trajectoire est implicitement
satisfaite par le schéma. On trouve de nouveau des approches basées sur une modiﬁcation de schémas
standards (Runge-Kutta [Hairer 2005], Runge-Kutta partitionnée dans [Cohen et Hairer 2011] pour les
systèmes linéaires), des approches par gradient discret (champ de vecteur moyenné [Harten et al. 1983],
diﬀérences ﬁnies [Itoh et Abe 1998], quotient aux diﬀérences [Itoh et Abe 1998], dérivée discrète [Gonzalez
1996]), la méthode boundar-value [Aceto et Trigiante 1999] et l’approche par observateur dans [Busvelle
et al. 1994]
On retiendra d’une part qu’un intégrateur ne peut satisfaire simultanément la symplecticité du ﬂot
et la conservation de l’énergie [Ge et Marsden 1988] (excepté dans le cas linéaire), et d’autre part que
les développements de ces schémas concernent des dynamiques libres, c’est à dire ne possédant pas de
variables entrée-sortie (inhérentes à l’approche système de l’Automatique).
Dans la littérature, on distingue les schémas d’intégration dans le formalisme hamiltonien entrée-sortie
selon trois critères : la préservation de la structure, la préservation de la passivité et la garantie de stabilité
par bouclage.
La préservation de la structure (issue de l’approximation en dimension inﬁnie basée sur les éléments
ﬁnis mixtes [Golo et al. 2004] et une approche purement géométrique dans [Talasila et al. 2004]) a été
traitée par une structure de Dirac discrète [Talasila et al. 2006]. Ce dernier donne un cadre formelle
pour l’approximation des systèmes hamiltoniens à ports où leur simulation se fait toujours à travers des
intégrateurs standards.
L’approche passive, systèmes linéaires temps invariants ont été traités dans [Greenhalgh et al. 2013]
par une (θ, λ)-méthode caractérisant l’ensemble des couples entrée-sortie passifs. Pour les systèmes échan-
tillonnés, il a été montré que la passivité est conditionnée par la fréquence d’échantillonnage [Jiang 1993]
et par la dissipation du taux d’approvisionnement [Laila et Nesic 2002] et qu’elle peut être obtenue par
modiﬁcation de la sortie échantillonnée [Stramigioli et al. 2005, Costa-Castello et Fossas 2007, Monaco
et al. 2011], par bouclage statique [Navarro-Lopez 2005] et par gradient discret [Laila et Astolﬁ 2006a,
Gören-Sümer et Yalçin 2008, Chabassier 2012]. Ces derniers travaux ont montré que le bilan énergétique
discret est exact sauf si la dynamique du système d’origine est linéaire.
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On trouve enﬁn des approches qui visent à garantir la stabilité du système bouclé. En quelques mots,
ces approches se bornent à compenser les erreurs d’approximation par l’ajout de termes correctifs qui
assurent la convergence de la trajectoire vers l’équilibre désiré [Laila et Astolﬁ 2005; 2006b]. Des gradients
discrets de type quadratique dans [Gören-Sümer et Yalçin 2008].
De ces formulations passives discrètes dans l’approche système, on retiendra que, dans le cas hamil-
tonien, le bilan d’énergie est satisfait à l’ordre deux. Notre ambition est de renforcer cette descritption
en assurant un bilan d’énergie exact par une équation de passivité discrète.
Ce chapitre est constitué des cinq parties suivantes :
La première partie propose une comparaison des propriétés des ﬂots discrets et la perte d’information
liée au choix de l’intégrateur. Dans la deuxième partie, nous introduisons la dynamique hamiltonienne
passive discrète obtenue par un intégrateur énergétique. La troisième partie étudie la composabilité de
ces dynamiques discrètes. Des conditions de stabilité sont obtenus pour un réseau en présence de retard
dans la troisième partie. Enﬁn, nous terminons ce chapitre par une partie dédiée à l’étude des réseaux en
présence de retards et d’incertitudes en utilisant les inégalités de Wirtinger.
1 Motivation : trajectoire discrète vs trajectoire continue
Dans ces travaux de thèse, les développements et les contributions reposent sur les propriétés du
ﬂot discret. Aﬁn de motiver le choix du schéma d’intégration, on illustre ici le comportement du ﬂot
numérique d’un oscillateur harmonique en fonction de l’intégrateur retenu.
Nous distinguons trois familles de schémas numériques qui permettent de discrétiser les systèmes phy-
siques décrits par des équations diﬀérentielles ordinaires (EDOs) : les intégrateurs standards (Euler,
Runge-Kutta, . . .), les intégrateurs géométriques (Euler symplectique A et B, Runge-Kutta symplec-
tique, . . .) et les intégrateurs énergétiques (point-milieu, gradient discret, . . .).
Pour un système hamiltonien, on retiendra que le ﬂot possède des caractéristiques (telles la symplecti-
cité et la conservation de l’énergie) qui ne sont pas prises en compte par les intégrateurs standards [Feng
et Qin 2002, Leimkuhler et Reich 2005]. Il apparait dès lors nécessaire d’avoir des méthodes d’intégration
dédiées pour ces dynamiques.
C’est précisément l’essence des intégrateurs géométriques et énergétiques conçus essentiellement pour
cette classe de systèmes. Les propriétés intrinsèques du ﬂot discret, en lien avec celles du ﬂot continu,
confèrent une stabilité sur un horizon de temps long, une ﬁdélité pour un large pas d’intégration, [Hairer
1997, Hairer et al. 2002, McLachlan 2007; 1995, Bridges 2006].
Dans ce manuscrit, nous limiterons notre étude au cas des intégrateurs à un pas, soit une ap-
proximation de x˙ = X(x) par un schéma de la forme x(n + 1) − x(n) = ΔtX(n, n + 1), où Δt est le pas
d’intégration et X une approximation à deux points du champ.
Nous débutons par une comparaison entre ces diﬀérentes familles d’intégrateurs en traitant la cas de
l’oscillateur harmonique. On considère le modèle dynamique en temps continu x˙ = XH(x) où
x˙ =
[
q˙
p˙
]
=
[
p
−q
]
=
[
0 −1
1 0
] [∇qH
∇pH
]
= J ∇xH avec H(x) = 12 〈x, x〉 (2.1)
avec q le déplacement, p la quantité de mouvement et H le hamiltonien (l’énergie) du système. Les
trajectoires et les propriétés en temps continu et pour un schéma à un pas sont rappelées et présentées
dans le tableau 2.1 ci-dessous
La conservation de l’énergie s’observe graphiquement lorsque la trajectoire est un cercle dans le dia-
gramme de phase. La symplecticité du ﬂot s’observe par la conservation des aires. Pour illustrer les
expressions analytiques obtenues pour chaque schéma, nous donnons les résultats de simulations pour un
ensemble de conditions initiales formant un disque dont l’évolution en termes de distance à l’origine et
d’aire renseigne sur les propriétés du schéma considéré.
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Temps continu Approximation un pas
Trajectoires
x(t + h) = Ax(t) où A = ehJ x(n + 1) = Ax(n)
Variation d’énergie
H˙ = 〈∇xH, J∇xH〉 = 0
H(n + 1) = 12
〈
x(n), ATAx(n)
〉
énergie constante si ATA = I
Étude de la symplecticité du ﬂot
A ∈ Sp(2,R) : ﬂot symplectique si
ATJA = J ATJA = J
Table 2.1 – Caractéristiques des ﬂots continu et discret pour le système (2.1)
1.1 Intégrateurs standards : Euler explicite et implicite
Le but de ce paragraphe n’est pas de faire un cours d’analyse numérique sur les intégrateurs standards.
Il s’agit d’illustrer la raison pour laquelle leur utilisation s’avère inadaptée pour la discrétisation de
systèmes hamiltoniens. La dynamique de l’oscillateur donnée en (2.1) est approchée par deux schémas à
Euler explicite Euler implicite
Trajectoires discrètes
xe(n + 1) =
[
1 Δt
−Δt 1
]
xe(n) = Ae xe(n) xi(n + 1) =
1
1 + Δt2
[
1 Δt
−Δt 1
]
xi(n) = Ai xi(n)
Variation d’énergie
He(n + 1) = (1 + Δt2)He(n) Hi(n + 1) =
1
1 + Δt2Hi(n)
Étude de la symplecticité du ﬂot discret
ATe JAe = (1 + Δt2)J ATi JAi =
1
1 + Δt2 J
Simulation numérique du diagramme de phase (Δt = 0.25s)
−4 −3 −2 −1 0 1 2 3 4
−4
−3
−2
−1
0
1
2
3
4
p
q
−1.5 −1 −0.5 0 0.5 1 1.5
−1.5
−1
−0.5
0
0.5
1
1.5
p
q
Table 2.2 – Comparaison entre les schémas Euler explicite et Euler implicite
un pas ﬁxe de type Euler explicite et Euler implicite. On étudie la variation d’énergie et la symplecticité
des ﬂots discrets associés et on illustre numériquement ces résultats, cf tableau 2.2.
Dans les deux cas, les expressions de la variation d’énergie indique une dérive intrinsèque de celle-ci. A
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0121/these.pdf 
© [S. Aoues], [2014], INSA de Lyon, tous droits réservés 
1. Motivation : trajectoire discrète vs trajectoire continue 29
chaque itération du schéma explicite, l’énergie discrète croit d’un facteur
(
1 + Δt2
)
> 1. Graphiquement,
on observe cette croissance de l’énergie par l’augmentation de la distance des centres des disques à l’origine.
Pour le cas implicite, l’énergie discrète décroit d’un facteur 11+Δt2 et on observe une diminution de la
distance des centres des disques à l’origine. D’un point de vue énergétique, la divergence du cas explicite
traduit une création d’énergie par le système discret et la convergence du cas implicite traduit la
dissipation d’énergie par le système discret.
L’étude de la symplecticité du ﬂot indique une tendance similaire pour l’évolution des aires : le cas
explicite (resp. implicite) donne lieu à une variation d’un facteur
(
1 + Δt2
)
(resp. 11+Δt2 ) conduisant à
une augmentation (resp. diminution) de l’aire du disque initiale à chaque itération.
En résumé, les deux propriétés intrinsèques du système continu ne se transposent pas au ﬂot discret.
Il apparaît que pour limiter les dérives (énergétique et de symplecticité) liées à l’intégrateur, une réduction
du pas d’intégration réduit le facteur conduisant à ces variations. Il se pose alors légitimement la question
de la pertinence des résultats numériques et de l’analyse qui peut être faite.
Nous verrons qu’il existe des schémas qui permettent de garantir l’une ou l’autre de ces propriétés, et
ce, de manière intrinsèque (i.e. indépendamment du pas d’intégration).
1.2 Intégrateurs géométriques : Euler symplectique A et B
Comme le nom de cette famille l’indique, le ﬂot discret obtenu par ce type d’intégrateur possède
intrinsèquement la même géométrie que le ﬂot du système continu. Citons comme référence les ouvrages
[Hairer et al. 2002] et [Leimkuhler et Reich 2005] qui présentent un nombre de développements en lien
avec les intégrateurs symplectiques.
Les résultats de l’approximation de la dynamique de l’oscillateur (2.1) par les schémas Euler symplec-
tique A et B respectivement indexés par sA et sB, sont présentés dans le tableau 2.3.
Euler symplectique A Euler symplectique B
Trajectoires discrètes
xsA(n + 1) =
[
1 Δt
−Δt 1 − Δt2
]
xsA(n) xsB(n + 1) =
[
1 − Δt2 Δt
−Δt 1
]
xsB(n)
Variation d’énergie
HsA(n + 1) = HsA(n) + O(Δt2) HsB(n + 1) = HsB(n) + O(Δt2)
Étude de la symplecticité du ﬂot discret
ATsAJAsA = J ATsBJAsB = J
Simulation numérique du diagramme de phase
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
p
q
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
p
q
Table 2.3 – Comparaison entre les schémas Euler symplectique A et Euler symplectique B
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Du point de vue énergétique, on constate une déformation de la trajectoire (du cercle à l’ellipse) qui
s’accentue pour des temps longs. La dérive numérique est en eﬀet d’ordre O(Δt2).
A priori, le ﬂot discret hérite de la symplecticité du ﬂot continu. A chaque itération, le disque se
déforme tout en préservant son aire. La symplecticité inhérente au ﬂot discret confère une grande
stabilité aux itérations successives mais n’oﬀre pas de garantie sur l’évolution énergétique du système.
1.3 Intégrateur énergétique : schéma point-milieu
Nous étudions maintenant le ﬂot discret obtenu par un schéma point-milieu. Dans l’exemple considéré,
le ﬂot discret obtenu préserve à la fois l’énergie et la symplecticité, comme présenté dans la partie gauche
du tableau 2.4.
Point-milieu Solution continue
Trajectoires
xpm(n + 1) = 11+ Δt24
[
1 − Δt24 Δt
−Δt 1 − Δt24
]
xpm(n) xc(t + Δt) =
[
cos(Δt) sin(Δt)
− sin(Δt) cos(Δt)
]
xc(t)
Variation d’énergie
Hpm(n + 1) = Hpm(n) Hc(t + Δt) = Hc(t)
Étude de la symplecticité du ﬂot
ATpmJApm = J ATc JAc = J
Simulation numérique du diagramme de phase
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
q
p
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
p
q
Table 2.4 – Comparaison entre le schéma point-milieu vs la solution continue
Cependant, on constate malgré tout un recouvrement partiel du dernier disque bleu sur la condition
initiale en rouge. Ce phénomène, qui n’a pas lieu sur la ﬁgure de droite correspondant aux trajectoires
analytiques, s’explique par un déphasage en temps de la trajectoire discrète.
Ceci illustre un résultat connu de la littérature [Ge et Marsden 1988] qui aﬃrme qu’une trajectoire
discrète satisfaisant simultanément la conservation de l’énergie et la symplecticité est une paramétrisa-
tion en temps de la solution analytique. En conséquence, il est illusoire (excepté dans le cas linéaire)
d’escompter satisfaire ces deux conditions simultanément.
A partir de ces constations, il apparaît nécessaire d’orienter le choix du type d’intégrateur en fonction
des objectifs visés. Dans ces travaux de thèse, nous nous intéressons au cadre formel permettant de décrire
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la dynamique hamiltonienne passive en temps discret. Ce cadre doit permettre d’exprimer de manière
naturelle les propriétés intrinsèques des dynamiques continues associées, telles la passivité, la stabilité ou
la composabilité.
2 Dynamique discrète des systèmes hamiltoniens passifs
Nous venons de voir sur une dynamique hamiltonienne simple l’impact de l’intégrateur sur le compor-
tement des trajectoires discrètes et les évolutions énergétiques associées.
Nous présentons ici notre approche de discrétisation des systèmes hamiltoniens passifs. Nous propo-
sons d’utiliser un intégrateur énergétique basé sur un gradient discret pour décrire le comportement du
système en tenant compte des variables entrées/sorties.
L’originalité de cette approche réside précisément dans la vision système de la dynamique. On trouve
en eﬀet dans la littérature une multitude de schémas dédiés à la caractérisation discrète d’invariants mais
principalement pour les systèmes libres, i.e. sans entrées/sorties.
Le concept de passivité prend en eﬀet son sens dans la description des interactions système ←→
environnement et pour cette raison, le transfert des méthodes issues de la communauté numéricienne
n’est pas immédiat, voire inenvisageable dans la majorité des cas. D’où la nécessité de proposer une
approche qui tient compte de ces interactions dès la formulation du problème.
2.1 Dérivée discrète
On illustre maintenant l’utilisation d’une dérivée discrète pour la caractérisation d’une intégrale
première dans le cas d’un champ hamiltonien symplectique.
Soit V est un espace vectoriel de dimension ﬁnie m, V ∗ son dual et 〈·, ·〉 le produit de dualité sur V ×V ∗.
On suppose V muni d’une 2-forme extérieure non dégénérée ω. (V, ω) est ainsi un espace symplectique.
On rappelle que ω détermine un isomorphisme ω : V → V ∗ qui a tout élément v de V associe l’unique
élément tel que ω(v, ·) = −ω(ω(v), ·). Alors, à toute fonction diﬀérentielle H : V → R on associe par cet
isomorphisme un champ de vecteur hamiltonien XH : V → Rm déﬁni par ω(XH) = dH , où d désigne la
dérivée extérieure.
Pour présenter la caractérisation d’une intégrale première (et en particulier la conservation de l’éner-
gie), nous considérons le système (V, ω,H) de dynamique
x˙ = XH(x) , (2.2)
où le champ de vecteur hamiltonien XH est supposé lisse. Une intégrale première du système (V, ω,H)
est une fonction diﬀérentielle f : V → R qui satisfait la condition d’orthogonalité suivante
〈df(x), XH(x)〉 = 0, ∀x ∈ V . (2.3)
On note que H est trivialement une intégrale de XH puisque 〈dH,XH〉 = 〈ω(XH), XH〉 = −ω(XH , XH)
qui est identiquement nulle par l’antisymétrie de ω.
On introduit la notation suivante : X désigne la variable d’état discrète et X ′ la fonction sur N déﬁnie
par X ′(k) = X(k + 1). Les dynamiques discrètes que nous considérons ici sont des solutions approchées
de (2.2) par un schéma discret de la forme
X ′ − X = ΔtXH(X,X ′) , (2.4)
où Δt > 0 représente le pas d’intégration et XH : V × V → Rm est une approximation du champ de
vecteur hamiltonien XH (2.2). La traduction de la condition d’orthogonalité (2.3) pour la dynamique
discrète (2.4) repose sur le concept de dérivée discrète suivant.
Déﬁnition 2.1 ([Gonzalez 1996]). La dérivée discrète d’une fonction lisse f : V → R est une application
Df : V × V → Rm avec les propriétés suivantes
(i) Directionnalité : 〈Df(x, x′), x′ − x〉 = f(x′) − f(x) pour tout x, x′ dans V .
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(ii) Consistance : Df(x, x′) = df(x+x′2 )+O(‖x′ −x‖) pour tout x, x′ dans V avec ‖x′ −x‖ suﬃsamment
petit.
En utilisant l’opérateur de dérivation discrète D, l’analogue de la condition d’orthogonalité (2.3) s’écrit
〈Df(X,X ′),XH(X,X ′)〉 = 0 , ∀X,X ′ ∈ V . (2.5)
Ainsi, lorsque f est une intégrale première de XH , il est nécessaire de déﬁnir simultanément une dérivée
discrète D et une approximation du champ XH qui assurent (2.5) pour pouvoir déduire que f est une
intégrale de (2.4) et conclure que f est constante le long des trajectoires discrètes.
L’objectif du paragraphe suivant est de présenter un intégrateur énergétique qui assure intrinsè-
quement l’orthogonalité 〈DH,XH〉 = 0. Pour ce faire, nous verrons que la dérivée discrète D intervient
dans l’approximation XH du champ.
2.2 Gradient discret : définition et exemple
Dans notre étude, la dynamique hamiltonienne discrète vient de l’approximation des opérateurs
diﬀérentiels ∂∂t et
∂
∂x par des taux d’accroissements. Par construction, ces taux vériﬁent la condition
d’orthogonalité (2.5) sur la grille engendrée par la résolution de la dynamique discrète (2.4). Ainsi, H est
une quantité conservée le long des trajectoires discrètes, d’où la terminologie intégrateur énergétique.
Les développements et l’interprétation qui suivent sont une reformulation de l’approche par quotients
aux diﬀérences proposés dans [Itoh et Abe 1998]. Dans cet article, une approximation des équations
de Hamilton garantissant la conservation de H est obtenue comme suit.
Sur une grille (un ensemble discret de points), par analogie avec le principe de moindre action, on
impose une action (discrète) nulle, soit la variation du lagrangien δL ≡ 0 en tout point de la grille.
On montre ensuite que cela revient à contraindre les taux d’accroissement ∇qiL du lagrangien dans
toutes les directions. Ces contraintes engendrent des équations d’Euler-Lagrange discrètes. Les équations
de Hamilton sont ensuite déduites par la transformée de Legendre modulo un schéma d’intégration sur
les vitesses (qui assure la conservation du hamiltonien). En résumé, l’approximation des équations de
Hamilton résulte de l’application du principe de moindre action ainsi que du choix d’un schéma
d’intégration des variables vitesse.
C’est sur ce point que notre formulation se distingue. A partir des taux d’accroissement déﬁnis sur
une grille engendrée par une trajectoire, nous introduisons le temps sur cette grille pour obtenir une
approximation du champ. Cette approche conduit à contraindre simultanément les opérateurs en temps
et en état. Ainsi, les équations discrètes obtenues ne sont plus sujettes au choix d’un schéma en vitesses
et, en ce sens, conservent leur caractère intrinsèque du point de vue énergétique.
En voici une présentation détaillée.
Soit H une fonction de Rm à valeurs réelles. Pour tout couple (x, x′) de Rm × Rm la variation
δH(x, x′) = H(x′) − H(x) vériﬁe la relation algébrique
δH(x, x′) = H(x′1, . . . , x′m−1, x′m) − H(x′1, . . . , x′m−1, xm)
+H(x′1, . . . , x′m−2, x′m−1 , xm) − H(x′1, . . . , x′m−2, xm−1 , xm)
+ . . .
+H(x′1, . . . , x′i−1, x′i , xi+1, . . . , xm) − H(x′1, . . . , x′i−1, xi , xi+1, . . . , xm)
+ . . .
+H(x′1 , x2, . . . , xm) − H(x1 , x2, . . . , xm) .
(2.6)
On notera que pour chaque ligne du membre de droite, le second terme s’annule avec le premier de la ligne
qui suit, et ainsi de suite. On déﬁnit alors le quotient aux diﬀérences comme le taux d’accroissement
des termes de chaque ligne de (2.6). Aussi, pour tout (x, x′) ∈ Rm ×Rm le i-ème quotient aux diﬀérences,
que l’on note ∇xiH(x, x′), est déﬁni par
∇xiH(x, x′) =
1
x′i − xi
[
H(x′1, . . . , x′i−1, x′i , xi+1, . . . , xm)
− H(x′1, . . . , x′i−1, xi , xi+1, . . . , xm)
]
.
(2.7)
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Soit f : Rm → R une fonction lisse. L’application Df : Rm × Rm → Rm déﬁnie par
(x, x′) −→ Df(x, x′) = ∇xf(x, x′) =
[∇x1f ∇x2f · · · ∇xmf]T (x, x′) (2.8)
où ∇xif est déﬁnie par (2.7), est une dérivée discrète.
Proposition 6.
Preuve. Immédiat. #
En particulier, on peut exprimer les taux d’accroissements de H sur toute grille V de la forme
V :=
{
(v1)N × (v2)N × · · · × (vm)N ∈ (Rm)N , N ∈ N
}
.
Par un jeu d’écriture, en posant pour tout (x, x′) ∈ V ×V , (x, x′) = (x, x+ δx), le quotient fait sens pour
tout δx. La variation δH de H s’écrit alors comme une combinaison linéaire des taux d’accroissements :
δH(x) =
m∑
i=1
δxi∇xiH(x) = 〈δx,∇xH(x)〉 . (2.9)
où δxi désigne la i-ème composante de δx et 〈·, ·〉 représente le produit scalaire sur Rm × Rm. On omet
ici la dépendance en x′ puisque le terme δx reliant x et x′ apparaît explicitement.
En résumé, sur une grille V quelconque, la variation δH de H se décompose comme une combinaison
linéaire des taux d’accroissements ∇xiH(x) pondérés par la i-ème variation δxi de x.
Puisque la décomposition (2.9) de δH est valide pour tout δx, un cas intéressant est celui de la
dépendance en temps de la variation δx (t) induite par une équation diﬀérentielle régissant l’évolution de
la variable d’état x. Nous introduisons le temps t dans l’équation (2.9) comme suit.
Considérons une grille Vt constituée de N échantillons distincts de la trajectoire de l’équation dif-
férentielle régissant x. Soit x(t) l’élément de V correspondant la solution au temps t. Il est clair que
les composantes de tout élément x′ de Vt distinct de x s’expriment comme une trajectoire solution is-
sue de x. En d’autres termes, pour tout x′ de Vt\ {x(t)}, il existe un vecteur (δt1, . . . , δtm) tel que
x′i = xi(t+ δti) =: xi(t′i), pour tout i. On déﬁnit alors le taux d’accroissement de chaque composante par
le quotient aux diﬀérences
∇t xi(t, t′i) =
xi(t′i) − xi(t)
t′i − t
= x
′
i − xi(t)
δti
. (2.10)
De la relation précédente, on tire l’expression de la variation δxi de x en fonction du taux d’accroissement
∇txi, soit δxi = x′i − xi(t) = δti ∇txi(t, t′i). L’expression de la variation δH de H sur la grille Vt faisant
intervenir le temps s’obtient alors en injectant (2.10) dans (2.9), soit
δH(x(t)) =
m∑
i=1
δti∇txi(t, t′i)∇xiH(x, x′) . (2.11)
Nous obtenons ainsi une décomposition de δH sur Vt. Cependant, dans l’objectif d’étudier la variation de
H le long d’une trajectoire, il est nécessaire d’imposer un temps d’intégration identique pour chaque
composante.
En imposant δt1 = · · · = δtm =: δt, on obtient x′ = x(t + δt) que l’on notera par x′(t). On a alors
δx (t) = (x′ − x)(t) = δt∇tx(t), ce qui conduit à la décomposition
δH(x(t)) = δt〈∇tx(t),∇xH(x(t))〉 (2.12)
On remarquera que les quotients aux diﬀérences ∇x et ∇t jouent des rôles analogues à ceux des opérateurs
∂
∂x et
d
dt en temps continu.
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La relation (2.12) présente un intérêt fondamental car elle traduit sur Vt la dérivée de Lie de H le long
des trajectoires. En eﬀet, les relations précédentes permettent de décomposer la variation temporelle de
H , notée ∇tH , comme suit
∇tH(t) = H(t + δt) − H(t)
δt
= δH(x)
δt
= 〈∇tx(t),∇xH(x)〉 (2.13)
Les taux d’accroissement ainsi déﬁnis permettent donc une évaluation exacte de la variation δH sur
la grille Vt dont les nœuds sont supposés être des points de la trajectoire.
On pose alors le problème inverse : à partir de la donnée de x(t) et δt, comment déterminer x′(t)
tel que H soit conservée ? En itérant, on s’interroge sur la procédure permettant de générer la séquence
x′, x′′, x′′′ . . . qui garantit δH ≡ 0. De manière générale, la caractérisation explicite de cette procédure
(i.e. pour tout x(t) et tout δt) correspond à une caractérisation explicite du ﬂot, ce qui est illusoire. La
démarche présentée par la suite consiste à contraindre les taux d’accroissement par une approximation
du champ vectoriel. Le schéma proposé permet ainsi de générer la grille Vδt et sur laquelle (2.12) (ou
son équivalent (2.13)) est satisfaite.
Pour illustrer simplement cette démarche, considérons tout d’abord le cas d’un champ symplectique
x˙ = XH(x) = J(x)∇xH(x) dont la forme symplectique ω est globalement déﬁni par sa représentation
matricielle J . Avec ce qui précède, nous savons que l’égalité
∇tx(t) = J(x)∇xH(x, x′) , (2.14)
est satisfaite pour tout couple (x, x′) ∈ V × V vériﬁant x′(t) = x(t + δt), et par conséquent, l’énergie est
conservée puisque l’antisymétrie de J dans (2.12) (ou son équivalent (2.13)) implique H(x′) − H(x) = 0.
Si l’on se donne x et δt, il est clair que résoudre l’équation (2.14) en x′ garantit la conservation de H , et
en itérant on déﬁnit une trajectoire sur le niveau d’énergie H(x).
Nous donnons maintenant le point de vue discret.
On rappelle que l’état discret est donné par une fonction X : N → Rm déﬁnie par n → X(n) =[
X1(n) · · · Xi(n) · · · Xm(n)
]T . La trajectoire discrète est alors donnée par la matrice XN ∈ (Rm)N
où N désigne le nombre d’itérations. On note X ′ : N → Rm la fonction déﬁnie par n → X ′(n) = X(n+1)
et on pose ΔX = X ′ − X .
Pour deux états consécutifs X,X ′ la variation δH suivant l’identité algébrique (2.6) repose sur le choix
de l’ordre des indices. Si l’on considère X,X ′ comme deux sommets opposés d’un hypercube, X étant
l’origine et X ′ l’extrémité, il existe m! chemins de connexion. A chaque chemin, on associe l’ordre des
indices. A une permutation de {1, · · · ,m} près, l’ordre choisit ici sera
X → [X ′1 X2 · · · Xm] → [X ′1 X ′2 · · · Xm] → [X ′1 · · · X ′m−1 Xm] → X ′ . (2.15)
On note ΔXH le vecteur des variations de H suivant le chemin (2.15), soit
ΔXH =
⎡
⎢⎢⎢⎣
H(X ′1, X2, · · · , Xm) − H(X)
H(X ′1, X ′2, · · · , Xm) − H(X ′1, X2, · · · , Xm)
...
H(X ′) − H(X ′1, · · · , X ′m−1Xm)
⎤
⎥⎥⎥⎦ =: [ΔXiH]i=1:m . (2.16)
On exprime alors les taux d’accroissement en X et H par les gradients discrets
∇tX := ΔXΔt et ∇XH :=
ΔXH
ΔX (2.17)
où ΔXHΔX est la notation entendue comme division terme à terme ∇XH./∇X . En d’autres termes
(∇tX)i = ΔXiΔt = X
′
i − Xi
Δt (2.18)
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et
(∇XH)i = ∇XiH = ΔXiHΔXi = 1(X ′i − Xi)
[
H(X ′1, . . . , X ′i−1, X ′i , Xi+1, . . . , Xm)
− H(X ′1, . . . , X ′i−1, Xi , Xi+1, . . . , Xm)
] . (2.19)
Nous avons vu que sur une grille engendrée par des points de la trajectoire, la variation δH de H se
décomposait comme une combinaison linéaire des taux d’accroissement ∇xi pondérés par les variations
δxi. Cette décomposition est fondamentale car elle s’interprète comme une dérivée de Lie discrète (cf
(2.12) ou son équivalent (2.13)). Nous avons ici une décomposition analogue mais sur la grille que
nous générons. On a en eﬀet
ΔH = 〈ΔXHΔX ,ΔX〉 = Δt〈∇XH,∇tX〉 . (2.20)
L’approximation par les gradients discrets (2.17) du champ symplectique x˙ = J(x)∇xH(x) s’écrit
∇tX = J(x)∇XH . (2.21)
Ainsi, la trajectoire discrète XN est associée à la résolution du schéma d’intégration à un pas X ′ − X =
ΔtXH(X,X ′) où XH = J∇XH .
Enﬁn, l’approximation XH du champ XH utilisant la dérivée discrète ∇, la variation d’énergie ΔH :=
H(X ′) − H(X) décomposée selon (2.20) montre que l’énergie H est intrinsèquement conservée. On
a en eﬀet par antisymétrie de J
ΔH = Δt〈∇XH,∇tX〉 = Δt
〈∇XH, J∇XH〉 ≡ 0 . (2.22)
On notera d’une part que l’on aborde aucunement la tâche délicate de l’approximation de la structure
symplectique. Seul nous intéresse son caractère antisymétrique pour garantir la conservation de l’énergie
via l’expression discrète de la dérivation de Lie (2.13). On retiendra également que l’on augmente la préci-
sion de l’approximation par gradient discret en moyennant sa valeur sur l’ensemble des chemins possibles.
On donne maintenant un exemple numérique de l’utilisation de ce gradient discret.
Exemple 2.1. Système chaotique (Hénon Heiles)
Ce type de modèle a été introduit en 1964 par Hénon et Heiles pour décrire le mouvement chaotique des
étoiles dans une galaxie. Il s’agit d’un système d’équations symplectiques dont le comportement numérique
obtenu par des intégrateurs standards est ératique.
La dynamique en temps continue est décrite par les équations hamiltoniennes
x˙ =
[
0 I
−I 0
]
∇xH ⇔
⎧⎪⎪⎨
⎪⎪⎩
q˙1 = p1
q˙2 = p2
p˙1 = −q1 − 2q1q2
p˙2 = −q2 − q21 + q22
(2.23)
avec l’énergie totale
H(q1, q2, p1, p2) =
1
2
(
q21 + q22 + p21 + p22
)
+ q21q2 −
1
3q
3
2 . (2.24)
Nous comparons les trajectoires obtenues avec la routine ode45 et le gradient énergétique présenté
précédemment. Les résultats de simulation dans la plan de phase q1 × p1 sont présentés ﬁgure 2.1.
Le pattern périodique obtenu avec le gradient discret (graphe de gauche) est “standard” en ce sens qu’il
se retrouve dans la littérature 1. Par opposition, on observe sur la trajectoire issue de l’intégration par
la routine ode45 (graphe de droite) une densiﬁcation de points au voisinage de l’origine. Ce phénomène
illustre la dérive de l’énergie et il s’accentue avec l’augmentation du temps de simulation.
On notera qu’il est possible d’obtenir de très bons résultats numériques pour ce système à l’aide d’in-
tégrateur symplectique [McLachlan et al. 2004].
1. Les diﬀérents patterns voir le site web : http://physics.unm.edu/Courses/Finley/p573/MagnElctrField/HH11.html
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Figure 2.1 – Le diagramme de phase (p1× q1) obtenu avec le gradient discret (à gauche) et avec ode45 (à droite).
2.3 Discrétisation de systèmes hamiltoniens passifs
Avant de présenter notre approche, nous allons tout d’abord rappeler brièvement le peu de travaux
existants dans la littérature qui traitent la discrétisation des systèmes hamiltoniens à ports. Dans le
travail de [Talasila et al. 2006], les systèmes hamiltoniens à ports sont considérés comme un objet géo-
métrique appelé structure de Dirac (exprimé en terme eﬀorts/ﬂux). Même si géométriquement le bilan
discret est déﬁni, la validation sur la machine de calcul nécessite souvent un schéma de discrétisation
(solveur Matlab) qui détruit systématiquement les propriétés de cette classe du système. Dans le travail
[Stramigioli et al. 2005], la préservation de la passivité pour les systèmes mécaniques a été étudiée sous
échantillonnage. Un autre travail en échantillonné a été proposé dans [Monaco et al. 2009] où ils ont
mentionné que la sortie de port échantillonnée joue un rôle important dans la préservation de la passivité.
En temps discret, on trouve essentiellement le travail de [Laila et Astolﬁ 2006a] basé sur un gradient
discret modiﬁé issu du travail de [Gonzalez 1996]. Un autre type du gradient discret (quadratique) a été
utilisé dans [Gören-Sümer et Yalçin 2008]. L’extension de ces travaux sur la synthèse de lois de commande
énergétique a été développée, en échantillonnée dans [Tiefensee et al. 2010] et en temps discret [Laila et
Astolﬁ 2005; 2006b, Gören-Sümer et Yalçin 2011]. Ces derniers montrent qu’un ajout de dissipation est
primordiale pour maintenir la stabilité du système en boucle fermée.
Tous ces travaux sont une contribution pour les systèmes hamiltoniens à ports discrets, mais ils restent
insuﬃsants car ils sont incapables de reproduire (exactement) le comportement énergétique du système
continu.
La particularité de notre résultat revient au fait qu’il utilise d’une part un gradient discret de type
énergétique, et d’autre part, le choix de la sortie de port discrète qui découle directement de la forme
du gradient discret. Contrairement à ce qui se fasse dans la littérature, l’avantage de cette approche de
discrétisation permet de reproduire ﬁdèlement le comportement énergétique du système continu sur les
instants discrets indépendamment du pas de d’intégration.
La dynamique hamiltonienne passive considérée s’exprime
(ΣH) :
[
∇tx
y
]
=
[
XRH(x) + g(x)u
LgH(x)
]
=
[[
J(x) − R(x)]∇xH(x) + g(x)u
g(x)T∇xH(x)
]
, (2.25)
dont le bilan d’énergie conduit à l’égalité de passivité
∇tH = 〈XRH + gu,∇xH〉 = uT y − ∇xHTR∇xH . (2.26)
L’approximation du système ΣH est vue comme une projection Π : ΣH → ΣH dont la dynamique
associée est obtenue en remplaçant l’opérateur de dérivation ∇ par la dérivation discrète ∇. On introduit
la déﬁnition suivante.
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Déﬁnition 2.2. Un système hamiltonien passif à temps discret est formellement déﬁni par le
quadruplet (J,R,H, g) et les équations discrètes
(ΣH) :
[
∇tX
y
]
=
[
X
R
H + gu
gT∇XH
]
=
[[
J(X) − R(X)]∇XH(X,X ′) + g(X)u
gT (X)∇XH(X,X ′)
]
(2.27)
avec J + JT ≡ 0, R = RT ≥ 0 et les opérateurs ∇t,∇X déﬁnis par (2.17). Les grandeurs u et y
représentent respectivement l’entrée et la sortie discrète.
Il est clair que, aux choix d’une permutation de {1, 2, · · · ,m} et d’une valeur de pas d’intégration Δt
près, le système hamiltonien à temps discret (2.27) est une approximation du SHP continu (2.25). Aussi,
ΣH pourra être considéré comme un système dynamique à temps discret en tant que tel, ou comme
l’approximation ΣH = Π(ΣH). Pour cette raison, sauf mention explicite, nous ne ferons pas la distinction
dans la suite de ce mémoire.
On rappelle les déﬁnitions de stabilité et de passivité dans le cas discret.
Déﬁnition 2.3 ([LaSalle 1976]). On considère la dynamique discrète décrite par
x(n + 1) = f(x(n)) , x ∈ Rm . (2.28)
Soit un C ⊂ Rm un compact et O un ouvert contenant C. S’il existe une fonction V : Rm → R telle que
1. V (x) ≤ 0 pour x ∈ C et V (x) > 0 pour x ∈ O,
2. V est continue,
3. ΔV := V (x(n + 1)) − V (x(n)) ≤ 0 pour tout x(n) ∈ O,
alors C est stable.
Une fonction satisfaisant les conditions 2 et 3 est dite fonction de Lyapunov du système (2.28) sur O.
Déﬁnition 2.4. Un système discret de la forme{
x(n + 1) = f(x(n), u(n))
y(n) = h(x(n), u(n)) , x ∈ R
m (2.29)
est dit passif s’il existe une fonction déﬁnie positive V : Rm → R, vériﬁant V (0) = 0, telle que
ΔV = V (x(n + 1)) − V (x(n)) ≤ y(n)Tu(n) , ∀u(n) et ∀n . (2.30)
On déduit immédiatement que, à l’instar du continu, la dynamique hamiltonienne discrète (2.27) est
intrinsèquement passive.
Le système hamiltonien à temps discret (2.27) où H : Rm → R+, vériﬁe une égalité de
passivité relativement à la fonction de stockage H et au taux de dissipation ∇XHTR∇XH .
Proposition 7.
Preuve. En utilisant la formulation discrète de la dérivée de Lie (2.20) appliquée à H, il vient
∇tH = 〈∇XH,∇tX〉
=
〈∇XH(X,X ′), [J(X) − R(X)]∇XH(X,X ′) + g(X)u〉
= yTu − 〈∇XH(X,X ′), R(X)∇XH(X,X ′)〉
≤ yTu .
(2.31)
On vériﬁe ainsi la condition de passivité discrète (2.30) avec V (x) = H(x) − argminH. #
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On voit que cette égalité de passivité discrète s’interprète de manière identique à celle obtenue pour
un SHP continu. L’énergie discrète accumulée entre deux instants X,X ′ est donnée par la quantité
de puissance qui transite par les variables entrée-sortie à la dissipation près. On retrouve le caractère
conservatif (au sens des systèmes ouverts) en l’absence de dissipation (i.e. R ≡ 0).
On note également que si ΣH résulte de l’approximation de ΣH , les deux systèmes vériﬁent une égalité
de passivité relativement à la même fonction de stockage et au même taux de dissipation. La projection
Π(ΣH) = ΣH préserve donc simultanément la propriété de passivité et les fonctions caractéristiques
associées.
Les minima de H forment un ensemble de points d’équilibre stables.
Corollaire 1.
La partie libre du SHP discret (2.27) est intrinsèquement stable.
Corollaire 2.
Preuve. Cela revient en eﬀet à prendre u ≡ 0 dans (2.31), ce qui donne ∇tH ≤ 0. #
2.4 Étude comparative avec les approches de la littérature
Aﬁn d’éclaircir notre approche, nous allons la comparer avec les résultats de la littérature [Laila et
Astolﬁ 2006a] et [Gören-Sümer et Yalçin 2008]. En deux mots, la diﬀérence réside dans la conservation de
la notion de passivité en temps discret. Dans ces travaux, le bilan énergétique s’exprime par la relation
suivante
∇tH = −∇XHT R∇XH + yTu + (X,X ′) . (2.32)
On constate que l’approximation produit un terme dans le bilan d’énergie qui n’a aucun sens physique
due à l’erreur numérique. On distingue la création d’énergie et la dissipation d’énergie en fonction
de signe de l’erreur (X,X ′).
Lorsque  garde un signe strict positif mais d’amplitude inférieure à la dissipation, le système discret
reste passif relativement à H . Dans le cas contraire, il perd cette propriété.
Si  garde un signe strict négatif, le système discret est passif pour un taux de dissipation surévalué.
Enﬁn, dans le cas où le signe de  varie avec les itérations, il peut s’avérer délicat de conclure sur la
passivité et donc sur la stabilité.
Un cas particulier du système (2.27) est celui d’un système mécanique où la modélisation sous la
forme hamiltonienne est souvent représentée par une énergie séparable (énergie cinétique et potentielle)
quadratique en moment généralisé p, qui s’écrit en temps continu par la somme
H(q, p) = 12p
2 + V (q) . (2.33)
La dynamique discrète dans ce cas est dérivée directement de la Déﬁnition 2.2 avec la sortie de port
donnée par la moyenne sur le moment généralisé. En dimension deux, la dynamique discrète des systèmes
mécaniques conservatifs est donnée par [Aoues et al. 2013b]⎧⎪⎪⎨
⎪⎪⎩
[
q(n+1)−q(n)
Δt
p(n+1)−p(n)
Δt
]
=
[
0 1
−1 0
] [V (q(n+1))−V (q(n))
q(n+1)−q(n)
p(n+1)+p(n)
2
]
+
[
0
B(q(n))
]
u(n)
y(n) = B(q(n))T p(n+1)+p(n)2
. (2.34)
où cette dynamique assure la propriété de passivité en temps discret indépendamment du pas d’inté-
gration. Le bilan énergétique s’exprime alors par
H(n + 1) − H(n) Δ=
[
1
2 (p(n + 1))
2 + V (q(n + 1))
]
−
[
1
2 (p(n))
2 + V (q(n))
]
= 12
[
(p(n + 1))2 − (p(n))2
]
+ V (q(n + 1)) − V (q(n))
(2.35)
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Le premier terme de l’équation (2.35) s’exprime comme suit
1
2
[
(p(n + 1))2 − (p(n))2
]
=
(
p(n+1)+p(n)
2
)
(p(n + 1) − p(n)) (2.34)=
(
q(n+1)−q(n)
Δt
)
(p(n + 1) − p(n))
et le deuxième terme
V (q(n + 1)) − V (q(n)) (2.34)= − (q(n + 1) − q(n))
(
p(n+1)−p(n)
Δt
)
+ (q(n + 1) − q(n))B(q(n))︸ ︷︷ ︸
Δt y(n)T
u(n)
alors H(n + 1) − H(n) ≡ Δt y(n)Tu(n) est vrai quelque soit le pas d’intégration Δt.
Remarque 2.1. A noter que dans le cas mécanique, si la mesure initiale y(0) est connue et le champ de
vecteur d’entrée B est inversible, alors on peut calculer directement le déplacement généralisé sans faire
appel à aucune méthode de résolution
q(n + 1) = q(n) + ΔtB(q(n))−T y(n) (2.36)
ensuite, on déduit le moment généralisé p(n + 1).
On compare maintenant notre approche avec l’approche proposée dans [Gören-Sümer et Yalçin 2011],
considérée comme une approche performante dans le cas des systèmes hamiltoniens à temps discret.
Cette technique est basée sur un gradient discret de type quadratique. Son principe, est de décrire chaque
gradient continu par la relation ∇xH = φ(x)x où sa version discrète est donnée par la forme quadratique
suivante
∇xH = φ(x(n + 1), x(n))
[
x(n + 1) + x(n)
2
]
(2.37)
où φ(x(n+1), x(n)) = [φ(x(n + 1)) + φ(x(n))] /2. Aﬁn de pouvoir comparer et étudier l’erreur numérique
, on donne la dynamique discrète dans le cas mécanique en se basant sur le gradient discret (2.37). Le
système hamiltonien passif à temps discret s’écrit dans ce cas par⎧⎪⎪⎨
⎪⎪⎩
[
q(n+1)−q(n)
Δt
p(n+1)−p(n)
Δt
]
=
[
0 1
−1 0
] [ (Vgr(q(n+1))+Vgr(q(n)))(q(n+1)−q(n))
4
p(n+1)+p(n)
2
]
+
[
0
B(q(n))
]
u(n)
y(n) = B(q(n))T p(n+1)+p(n)2
(2.38)
où Vgr(q) satisfait en temps continu la relation ∇qV (q) = Vgr(q)q.
Si nous calculons maintenant le bilan énergétique avec cette dynamique, nous obtenons
H(n + 1) − H(n) = 12
[
(p(n + 1))2 − (p(n))2
]
+ V (q(n + 1)) − V (q(n))
= 12 [(p(n + 1) + p(n)) (p(n + 1) − p(n))] + V (q(n + 1)) − V (q(n))...
= Δt (p(n + 1) + p(n))2 B(q(n))u(n)
+V (q(n + 1)) − V (q(n)) −
[
[Vgr(q(n + 1)) + Vgr(q(n))]
(
q(n + 1)2 − q(n)2)
4
]
= Δt y(n)Tu(n) + (q(n + 1), q(n))
(2.39)
De cette relation, on remarque que le bilan énergétique en temps discret n’est pas préservé, une erreur
((q(n + 1), q(n)) = 0) intervient, celle-ci est due au schéma d’intégration utilisé. En revanche, la dyna-
mique discrète (2.38) conserve exactement la propriété de passivité si et seulement si l’énergie potentielle
a une forme quadratique V (q) = 12q
2. Dans ce cas, le terme Vgr(q(n + 1)) = Vgr(q(n)) = 1 ce qui implique
(q(n + 1), q(n)) = 0.
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2.5 Étude du cas linéaire sans dissipation : flot discret
Dans le cas de dynamique linéaire, l’approximation conduit à une formulation explicite du ﬂot discret.
On retrouve ainsi le schéma point-milieu (en utilisant deux chemins symétriques ou par changement de
base).
La dynamique considérée est déﬁnie par le triplet (J,H, g) avec une énergie quadratique H(x) =
1
2x
TQx ,Q = QT > 0 et les équations {
x˙ = JQx + gu
y = gTQx (2.40)
Nous proposons une alternative pour retrouver le schéma point-milieu. On peut calculer le gradient
discret comme la moyenne des deux chemins d’intégration (cf détails annexe 1)
X → [X ′1 X2 · · · Xm] → [X ′1 X ′2 X3 · · · Xm] → · · · → X ′
X → [X1 · · · Xm−1 X ′m] → [X1 · · · X ′m−1 X ′m] → · · · → X ′ (2.41)
ce qui conduit à l’expression
∇XH(X,X ′) = QX
′ + X
2 . (2.42)
On peut également remarquer que, puisque Q est symétrique réelle, il existe une matrice orthogonale P
(i.e. P TP = I) telle que PTQP = D soit diagonale. Par changement de variable x = Pz, la dynamique
libre devient z˙ =
[
PTJP
]
Dz où Dz est le gradient de l’énergie G(z) = 12z
TDz. Dans cette nouvelle base,
on a trivialement ∇ZG = DZ′+Z2 et la dynamique discrète s’écrit
Z ′ − Z
Δt =
[
PTJP
]
D
Z ′ + Z
2 . (2.43)
En appliquant la matrice de passage à l’expression précédente, on obtient
X ′ − X
Δt = P
Z ′ − Z
Δt = P
[
PTJP
] [
PTQP
] Z ′ + Z
2 = JQ
X ′ + X
2 . (2.44)
On notera que cette approximation correspond au gradient par diﬀérences ﬁnies utilisé en acoustique du
piano [Chabassier 2012].
La dynamique discrète est donnée alors par la déﬁnition ci-dessous,
Déﬁnition 2.5. [Aoues et al. 2013a] Un système hamiltonien linéaire conservatif est donné en
temps discret par la forme suivante⎧⎪⎪⎨
⎪⎪⎩
X(n + 1) − X(n)
Δt = JQ
X(n + 1) + X(n)
2 + gu(n)
y(n) = gTQ X(n + 1) + X(n)2
(2.45)
où J est une matrice antisymétrique satisfait J + JT = 0, Q est une matrice symétrique déﬁnie posi-
tive et g est une matrice d’entrée. u(n) et y(n) sont les entrées et sorties discrètes du système (2.45),
respectivement.
En terme de trajectoire, la dynamique discrète (2.45) s’exprime par le ﬂot numérique{
X(n + 1) = AX(n) + Bu(n)
y(n) = CX(n) + Du(n) (2.46)
où les diﬀérents paramètres sont donnés par
A = (I + N)−1(I − N), N = −Δt2 JQ
B = Δt(I + N)−1g
C = 12g
TQ(I + A)
D = Δt2 gTQ(I + N)−1g
(2.47)
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La matrice A est une transformée de Cayley. Elle vériﬁe la propriété de commutativité suivante
A = (I + N)−1(I − N) = (I − N)(I + N)−1 . (2.48)
En respectant la déﬁnition de la sortie de port discrète, on remarque que les trajectoires de la dyna-
mique hamiltonienne discrète (2.46) (ou (2.45)) satisfait un bilan énergétique (exact) en temps discret.
Ainsi, le schéma point-milieu conserve l’aspect énergétique pour le système hamiltonien linéaire avec des
variables de ports (2.46) (ou (2.45)).
Le système hamiltonien linéaire donné en temps discret par la dynamique (2.46) (ou (2.45))
est passif et sans pertes relativement au stockage H .
Proposition 8.
La preuve à cette proposition peut être obtenue avec deux approches diﬀérentes : en utilisant la structure
hamiltonienne (2.45) (calcul simple), ou en utilisant le ﬂot numérique donné par la forme explicite (2.46)
(calcul complexe).
Soit A et N sont des matrices non-exceptionnelles a liées par A = (I + N)−1(I − N) et N =
(I + A)−1(I − A), et Q une matrice arbitraire. Alors,
ATQA = Q ⇐⇒ NTQ + QN = 0 (2.49)
a. La matrice A est dite non-exceptionnelle si le det(I +A) = 0
Proposition 9 ([Feng et Qin 2002]).
Preuve. On montre que pour tout n le bilan d’énergie en temps discret s’écrit ∇tH(n) = y(n)Tu(n)
(équivalent à H(n + 1) − H(n) = Δt u(n)T y(n)). L’énergie à l’instant n + 1 est donnée par H(n + 1) =
1
2 〈X(n + 1), QX(n + 1)〉. Cette dernière conduit à
H(n + 1) = 12
〈
AX(n), QAX(n)〉 + Δt〈u(n), gT (I + N)−TQAX(n)〉
+Δt
〈
u(n), Δt2 g
T (I + N)−TQ(I + N)−1gu(n)
〉 (2.50)
Le premier terme de (2.50) est égal à H(n) grâce à (2.49). Il reste à savoir à quoi le deuxième et le
troisième terme sont associés pour pouvoir enﬁn conclure. La matrice N est non-exceptionnelle et sa
relation avec la matrice A est donnée par 2(I + N)−1 = I + A, et en utilisant l’équation (2.49), il est
facile de voir que
gT (I + N)−TQA = 12g
T (I + AT )QA = 12g
TQ(I + A) = C (2.51)
Enﬁn, le produit scalaire 〈u(n), Du(n)〉 est donné par
Δt
2 g
TQ(I + N)−1g = Δt4 gTQ(I + A)g
= Δt4 g
T (I + A)TQAg
= Δt2 g
T (I + N)−TQ(I − N)(I + N)−1g
= Δt2 g
T (I + N)−TQ(I + N)−1g + gTJg
(2.52)
Le premier terme de l’égalité précédente (2.51) est égal au terme de la deuxième rangée de (2.50), et
le second terme implique une matrice antisymétrique J , d’où le terme gTJg = 0 de l’égalité (2.52) est
négligé. Pour résumer, nous avons montré que pour tout n, le bilan énergétique discret s’écrit sous la
forme H(n + 1) − H(n) = Δt 〈u(n), CX(n) + Du(n)〉.
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Il est intéressant de noter que la proposition 8 peut être prouvée en utilisant la dynamique discrète
implicite (2.45) plutôt que d’utiliser le ﬂot discret (2.46). En eﬀet, le bilan énergétique discret s’écrit
H(n + 1) − H(n) = Δt
〈
QX(n+1)+X(n)2 ,
X(n+1)−X(n)
Δt
〉
= Δt
〈
QX(n+1)+X(n)2 ,
[
JQX(n+1)+X(n)2 + gu(n)
]〉 (2.53)
qui est égal à Δt〈u(n), y(n)〉 par (2.45), ce produit est associé à une structure de Dirac discrète.
3 Composition de systèmes hamiltoniens passifs temps discret
En modélisation, on utilise l’invariance de la classe des SHP par composition pour décrire la dynamique
d’un système complexe comme un réseau de sous-systèmes (de dynamiques plus simples) interconnectés.
Le réseau caractérise ainsi les échanges énergétiques entre sous-systèmes. En vue de l’analyse de la
dynamique globale, l’invariance de la classe renseigne sur les diverses propriétés héritées des systèmes
(constituants les nœuds du réseau) au travers des échanges énergétiques (les arcs orientés du graphe
associé).
Dans l’objectif de description en temps discret de dynamique hamiltonienne se pose naturellement
la question de la composabilité des SHP discret que nous avons introduits. A notre connaissance, cette
question n’a pas été abordée dans la littérature. Et pour cause, mis à part le cas LTI [Greenhalgh et al.
2013], aucune dynamique hamiltonienne discrète ne s’est aﬀranchie de la dérive numérique de l’énergie
(croissante ou décroissante) en présence de variables entrée-sortie. Par conséquent, sans équivalent discret
du bilan d’énergie (i.e. d’équation de passivité), la question de la composabilité est mal posée.
Nous nous focalisons sur la structure d’interconnexion décrite par la ﬁgure 2.2 ci-dessous
Figure 2.2 – Réseau d’interconnexion de SHP discret.
où ΣHi désigne le système discret d’énergie Hi. La dynamique discrète globale s’exprime
ΣH = Φ(ΣH1 , · · · ,ΣHN ), où H est l’énergie globale et Φ l’opérateur de composition.
Nous montrons que l’invariance par composition est préservée par l’opérateur de projection Π. De
plus, les opérateurs de composition et de projection commutent, soit Π ◦ Φ = Φ ◦ Π.
Brièvement, les travaux qui traitent la comosabilité dans la littérature [Golo et al. 2004, Talasila et al.
2005] considère un système hamiltonien comme un objet purement géométrique (structure de Dirac) qui
fournit un cadre formel de la préservation de la structure (i.e. interconnexion de plusieurs Dirac est
une Dirac). Dans ces travaux, le bilan énergétique n’est pas été pris en compte puisque les méthodes
d’intégrations inadaptées à cette classe du système sont souvent utilisées pour la simulation.
Dans cette partie, on propose une composition en réseau, qui préserve ﬁdèlement la structure hamil-
tonienne et le bilan énergétique en temps discret.
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3.1 Mise en réseau de SHP discrets
On rappelle que du point de vue de la modélisation, la propriété d’interconnexion permet de réduire
la complexité des systèmes multi-physiques considérés par la description des interactions entre sous-
systèmes et avec leur environnement. Dans une perspective de contrôle, la composabilité est la propriété
sous-jacente des techniques de contrôle par interconnexion où certains nœuds du réseau sont associés à
la dynamique de contrôleurs.
En temps continu, l’interconnexion de SHP se fait au moyen d’une structure dite continue de puissance.
Cette structure assure un bilan de puissance nulle. En d’autres termes, la somme des puissances sortantes
est égale à la somme des puissances entrantes. L’objet géométrique associé s’appelle une structure de
Dirac.
Déﬁnition 3.1. Soient U ,Y deux espaces vectoriels, 〈·, ·〉 un produit scalaire sur U ×Y et 〈〈·, ·〉〉 la forme
bilinéaire non dégénérée issue de la symétrisation de 〈·, ·〉. Une structure de Dirac D ⊂ U × Y est le
sous-espace maximal tel que D = D⊥, où l’orthogonalité est déﬁnie relativement à la forme bilinéaire.
On note que pour tout élément (u, y) de D, on a 〈y, u〉 = 0. Et donc, lorsque le produit 〈y, u〉
a la dimension physique d’une puissance, on parle de structure continue de puissance. Une première
caractérisation matricielle de de la structure de Dirac est la représentation noyau. On montre en eﬀet
qu’il existe deux applications U,Y : Rm → Rm vériﬁant
rang
[
Y U
]
= m et UYT + YUT = 0 , (2.54)
et telles que la structure de Dirac D se déﬁnisse
D = Ker([Y U]) = {(u, y) ∈ Rm × Rm : Yy + Uu = 0} . (2.55)
Parmi les représentations matricielles [Golo 2002] d’une structure d’interconnexion continue de puissance
D, nous retiendrons pour notre étude la représentation canonique. Pour cette représentation, on montre
l’existence d’une base dans laquelle il existe une matrice antisymétrique S telle que (2.55) s’exprime
D = {(u, y) ∈ Rm × Rm : u = Sy} . (2.56)
Nous choisissons cette représentation car elle indique une causalité de calcul entre les sorties et les entrées.
On notera que dans le contexte géométrique (plus général) des systèmes hamiltoniens à port, il n’est pas
nécessaire de faire explicitement ce choix : la structure de Dirac contraint les variables d’interconnexion
sans imposer de notion d’entrée ou de sortie. Puisque nous travaillons en coordonnées hamiltoniennes, il
semble plus judicieux de faire un choix.
Nous considérons la mise en réseau de N SHP discrets ΣHi de dynamique
(ΣHi) :
[
∇tXi(n)
yi(n)
]
=
[[
Ji(n) − Ri(n)
]∇XiHi(n) + gi(n)ui
gTi (n)∇XiHi(n)
]
i = 1, · · · , N . (2.57)
Pour simpliﬁer les écritures, nous considérons le cas où toutes les variables passives u, y sont
contraintes par l’interconnexion et pour des champs de vecteurs d’entrée gi de rang plein en colonne.
Le cas où seul un sous-ensemble de ces variables intervient dans les interactions entre sous-systèmes se
déduit clairement de ce qui suit.
On note U(n) =
[
u1(n)T · · · uN(n)T
]
et Y (n) =
[
y1(n)T · · · yN (n)T
]
les vecteurs d’entrée et
de sortie regroupant les entrées et sorties de chacun des N systèmes. La structure d’interconnexion du
réseau est déﬁnie par la donnée d’une matrice antisymétrique S dont la taille est égale à la somme
des dimensions des ports de chaque système. La structure d’interconnexion du réseau impose alors la
contrainte U(n) = SY (n).
On montre aisément que la dynamique du réseau ΣH = ΦS(ΣH1 , · · · ,ΣHN ) est décrite par
∇tX(n) =
[
J(n) − R(n) + g(n)Sg(n)T ]∇XH(n) (2.58)
où X =
[
XT1 · · · XTN
]T désigne l’état global du réseau, H = ∑Ni=1 Hi représente l’énergie totale,
le gradient discret ∇XH(n) =
[· · · ∇XiHTi · · ·]T regroupe les composantes des gradients des sous-
systèmes et les matrices de structure J , de dissipation R et d’entrée g sont données par
M(n) = diag(M1(n), · · · ,MN(n)) , où Mi ∈ {Ji, Ri, gi} . (2.59)
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0121/these.pdf 
© [S. Aoues], [2014], INSA de Lyon, tous droits réservés 
44 Chapitre 2. Systèmes hamiltoniens passifs à temps discret
On a la propriété de composabilité des dynamiques hamiltoniennes discrètes.
La dynamique du réseau ΣH = ΦS(ΣH1 , · · · ,ΣHN ) donnée par (2.58) est un SHP discret qui
satisfait une équation de passivité relativement au stockage H qui est l’énergie totale et au
taux de dissipation R qui est la dissipation totale.
Proposition 10.
Preuve. Il suﬃt de noter que gSgT est antisymétrique pour voir que
∇tH(n) =
〈∇XH(n), [J(n) − R(n) + g(n)Sg(n)T ]∇XH(n)〉
= −∇XH(n)TR(n)∇XH(n)
≤ 0 .
(2.60)
#
On voit dans ce bilan que lorsque R ≡ 0 le système est sans perte.
La dynamique du réseau ΣH est intrinsèquement stable.
Corollaire 3.
Preuve. C’est une conséquence directe de la propriété de composabilité qui induit la passivité par inter-
connexion. #
Si le réseau discret étudié est constitué de SHP discrets qui résultent de l’approximation d’un réseau
de SHP continus, on se pose légitimement la question de l’ordre entre la procédure de discrétisation (la
projection Π) et la procédure d’interconnexion (la composition Φ). Intuitivement, on s’attend à ce que
le résultat soit identique. Autrement dit, qu’il soit invariant par rapport à la manière d’obtenir le réseau
discret. On montre en eﬀet que les opérateurs de projection et de composition commutent.
Considérons un ensemble de N SHP continus ΣH1 , · · · ,ΣHN dont les champs de vecteurs d’entrée gi
sont de rang plein en colonne. On note ΣH le réseau inteconnecté par la structure D caractérisée par la
matrice antisymétrique S, soit ΣH = ΦS(ΣH1 , · · · ,ΣHN ), où H désigne l’énergie totale H =
∑
i Hi. On
note Σ l’image (discrète) par Π de Σ. On a :
Les opérateurs de projection Π et de composition ΦS commutent, soit Π ◦ ΦS = ΦS ◦ Π.
Proposition 11.
Autrement dit, le diagramme
(ΣH1 , · · · ,ΣHN ) ΣH
(
ΣH1 , · · · ,ΣHN
)
ΣH
ΦS
ΦS
Π Π
est commutatif.
Preuve. En reprenant la dynamique issue de l’interconnexion de SHP continus donnée par l’équa-
tion (1.18), on remarque que le générateur de Π(ΣH) = Π (ΦS(ΣH1 , · · · ,ΣHN )) est identique à celui
de ΦS
(
ΣH1 , · · · ,ΣHN )
)
donné équation (2.58). #
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3.2 Illustration : interconnexion de circuits électriques
Les exemples numériques qui suivent ont pour objectif de mettre en évidence la perte d’information
liée à l’absence de composabilité des dynamiques discrètes issues d’intégrateurs standards.
La première série traite de l’interconnexion de systèmes linéaires conservatifs par la mise en réseau de
deux circuits LC. La comparaison se fera entre la solution continue et les dynamiques discrètes obtenues
par émulation et par le gradient discret proposé dans ces travaux de thèse. La deuxième série traite deux
cas avec dissipation via un réseau d’interconnexion de 4-circuits RLC. On comparera les dynamiques
discrètes émulées et par gradient discrets. On distinguera les cas pour une dissipation faible et élevée.
Enﬁn, nous tenons à préciser que les interconnexions étudiées sont des cas d’école et n’ont aucune
réalité pratique.
Cas linéaire sans perte. Considérons l’interconnexion de deux circuits LC donnée par la ﬁgure 3.1
Figure 2.3 – Interconnexion de deux circuits LC.
de dynamique hamiltonienne suivante
(ΣHi) :
⎧⎪⎨
⎪⎩
[
q˙i
p˙i
]
=
[
0 1
−1 0
] [
qi/Ci
pi/Li
]
+
[
0
1
]
ui
yi = pi/Li
, i = 1, 2. (2.61)
où q représente la charge et p représente le ﬂux. L’interconnexion du système Σ1 et Σ2 s’eﬀectue à travers
une interconnexion canonique qui préserve la continuité de puissance donnée par la matrice
S =
[
0 −1
1 0
]
En simulation, Les paramètres de la capacité et de l’inductance sont donnés par (C1, L1) = (0.2, 2) et
(C2, L2) = (10, 0.1) et les conditions initiales du système sont (q1, p1, q2, p2) = (−1, 2, 0, 0) avec le pas de
discrétisation Δt = 0.1.
Aﬁn de faire une comparaison entre les diﬀérentes approches discrètes, on prend comme référence la
solution continue du système interconnecté. Notez que les résultats de simulation sont eﬀectués sur un
horizon du temps très court (t = 20s) à cause de la divergence des trajectoires obtenues avec l’approche
émulée. Dans la ﬁgure 2.4, les trajectoires q1 et p1 du système interconnecté sont présentées. Comme
prévu, les trajectoires obtenues avec l’approche émulée divergent au bout de quelques secondes de simula-
tion, due à l’instabilité du système interconnecté. Physiquement, cela s’explique par une dérive d’énergie
globale discrète (ﬁgure 2.5 à gauche) engendrée par l’erreur numérique de ce schéma d’intégration. A
partir des ﬁgures, on constate que les trajectoires discrètes obtenues avec l’approche proposée dans ce ma-
nuscrit suivent exactement le comportement des trajectoires continues considérées ici comme références.
Le bilan énergétique discret est donc exactement conservé indépendamment du pas de discrétisation et
du temps de simulation comme le montre la ﬁgure 2.5 à droite.
Nous limitons maintenant notre analyse à une illustration purement numérique de la dynamique
discrète du système interconnecté obtenue par l’approche proposée. Il est important de noter qu’il existe
diﬀérentes façons pour la mise en œuvre. Bien que ces implémentations sont a priori identiques, les
générateurs associés pourraient avoir des comportements énergétiques diﬀérents.
Notons que le ﬂot numérique de chaque système est donné par Σi avec i = 1, 2, et les variations énergé-
tiques sont calculées par trois façons suivantes :
1) ∇H [φy(Σ1,Σ2)] : associée au générateur obtenu par la composition du ﬂot numérique Σ1 et Σ2 où la
sortie yi(n) est considérée comme une fonction de xi(n + 1) et xi(n).
2) ∇H [φu(Σ1,Σ2)] : associée au générateur obtenu par la composition du ﬂot numérique Σ1 et Σ2 où
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0121/these.pdf 
© [S. Aoues], [2014], INSA de Lyon, tous droits réservés 
46 Chapitre 2. Systèmes hamiltoniens passifs à temps discret
0 5 10 15 20
−1.5
−1
−0.5
0
0.5
1
1.5
Temps(s)
D
e´p
la
ce
m
en
t
q 1
 
 
Continue
Emulée
Proposée
0 5 10 15 20
−6
−4
−2
0
2
4
6
Temps(s)
M
om
en
t
p 1
 
 
Continue
Emulée
Proposée
Figure 2.4 – L’évolution de la charge q1 à gauche et q2 à droite du système interconnecté Σ12.
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Figure 2.5 – L’évolution de l’énergie H à gauche et sa variation ΔH à droite.
l’entrée ui(n) est considérée comme une fonction de xi(n).
3) ∇H [φ(Σ1,Σ2)] : associé à la discrétisation directe du réseau interconnecté en temps continu, c’est-à-
dire Σ12 = Π(Σ12).
Les simulations sont réalisées sur l’intervalle de temps t ∈ [0, 106]s avec un pas de temps Δt = 0.1s
et ils sont présentés dans la ﬁgure 2.6. Notez que l’émulation ne peut pas fournir une telle simulation de
longue durée.
Le pire de ces cas présentent une dérive énergétique de l’ordre de 6 10−9, deux fois meilleurs que dans
le cas de la discrétisation directe Σ12 = Π(Σ12). Une explication pourrait être que la transformation de
Cayley implique une matrice inverse dans le cas de la discrétisation directe, alors que les deux autres cas,
ont besoin de plus.
Cas linéaire avec dissipation. On s’intéresse maintenant à l’interconnexion de quatre circuits RLC
donnés en temps continu par
(ΣHi) :
⎧⎪⎨
⎪⎩
[
q˙i
p˙i
]
=
[
0 1
−1 −Ri
] [
qi/Ci
pi/Li
]
+
[
0
αi
]
ui
yi = pi/Li
, i = 1, . . . , 4 . (2.62)
L’interconnexion en temps continu et discret de quatre circuits Σ1, Σ2, Σ3 et Σ4 s’eﬀectue à travers
la structure canonique suivante
Σ1 ←→ Σ2
 
Σ4 ←→ Σ3
avec S =
⎡
⎢⎢⎣
0 I 0 I
−I 0 I 0
0 −I 0 I
−I 0 −I 0
⎤
⎥⎥⎦ (2.63)
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Figure 2.6 – La variation d’énergie en fonction du générateur.
Le paramètre Ri > 0 désigne la résistance interne de chaque circuit avec R1 = R2 = R3 = R4 = 0.1.
En temps continu, le paramètre Ri > 0 joue un rôle important pour assurer la stabilité asymptotique
du système interconnecté en satisfaisant le bilan suivant H˙ = −∇xHTR∇xH < 0. L’énergie en temps
continu du système interconnecté diminue au cours du temps pour atteindre son minimum à l’équilibre.
Par intuition, le paramètre de dissipation R aura deux rôles en temps discret. Le premier similaire
au cas continu, il assure la convergence du système vers son point d’équilibre, et le deuxième, sert
à compenser l’erreur de discrétisation commise. La question maintenant est de savoir si le terme de
dissipation compense toujours cette erreur de discrétisation. En pratique, le choix de la résistance est
souvent ﬁxé par un dispositif électrique, donc son augmentation pour compenser cette erreur devient
impossible. Le seul moyen pour remédier à ce manque est d’assurer le bilan discret indépendamment du
pas de discrétisation aﬁn d’imiter le comportement du système d’origine (continu). Aﬁn d’illustrer nos
propos, deux valeurs de la résistance sont prises en compte.
En simulation, les conditions initiales sont les mêmes pour les diﬀérentes approches
(q1, p1, q2, p2, q3, p3, q4, p4) = (−1, 2, 0, 0, 0, 0, 0, 0) avec le pas de discrétisation Δt = 0.1. On distingue
deux cas : Ri = 0.3 et Ri = 0.1.
Concernant le premier cas, la ﬁgure 2.7 à gauche montre l’évolution d’énergie globale obtenue avec
diﬀérentes approches. On remarque que toutes les trajectoires convergent vers l’origine avec une vitesse
de convergence diﬀérente. La ﬁgure 2.7 à droite montre le diagramme de phase (q1 × p1) où on observe
clairement que la vitesse de convergence de l’approche proposée superpose la trajectoire continue. La
trajectoire émulée s’écarte légèrement de la continue due à l’erreur de discrétisation.
Dans le cas où la résistance est faible Ri = 0.1, le système interconnecté discret obtenu avec l’approche
émulée est instable. La ﬁgure 2.8 à gauche montre la divergence de l’énergie globale discrète obtenue
avec cette approche. La seule raison de l’instabilité revient au fait que la résistance dans ce cas n’arrive
pas à compenser l’erreur de discrétisation commise par la technique d’émulation.
Cependant, l’approche proposée reste stable et ses trajectoires superposent le comportement des trajec-
toires continues, voir la ﬁgure 2.8 à droite.
L’interconnexion en temps discret qu’on a proposé dans cette partie assure à la fois la structure (le sys-
tème global est un système hamiltonien) et le bilan énergétique indépendamment du pas de discrétisation.
La question maintenant est de savoir si les retards en temps détruisent cette propriété d’interconnexion
en temps discret. C’est l’idée de la partie suivante, où uniquement l’étude de stabilité sous l’eﬀet des
retards va être prise en compte.
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Figure 2.7 – Les performances du système interconnecté pour Ri = 0.3 : l’évolution de l’énergie à gauche et le
diagramme de phase à droite
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Figure 2.8 – Les performances du système interconnecté pour Ri = 0.1 : l’évolution de l’énergie à gauche et le
diagramme de phase à droite
4 Impact des retards sur l’interconnexion des systèmes ha-
miltoniens passifs à temps discret
Nous venons de voir une représentation de la dynamique d’un système comme un réseau de sous-
systèmes interconnectés. Un aspect fondamental du formalisme hamiltonien discret que nous avons
déﬁni est que l’opérateur de composition préserve la classe. En particulier la stabilité intrinsèque qui
découle de la passivité. On s’interroge maintenant sur l’éventuelle présence de retards dans la structure
d’interconnexion et leurs conséquences sur le comportement dynamique global.
On peut motiver cette étude d’un point de vue pratique. On peut en eﬀet voir l’intégration du
retard dans la structure d’interconnexion comme une modélisation de phénomènes de transport. On
rencontre cette problématique en téléopération où la communication longue distance entre le maître (le
manipulateur) et l’esclave (le robot) engendre des temps de réponse non négligeables. On peut également
imputer la présence de retard dans un réseau à la suite d’un ordonnancement des tâches ou de congestion
d’information.
Notre intérêt se porte sur la structure d’interconnexion retardée suivante
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Figure 2.9 – Schéma du réseau retardé.
où les ΣHi désignent les dynamiques discrètes et les di les retards, non nécessairement constants.
L’écriture du bilan d’énergie globale H =
∑
i Hi
∇tH(n) = −
[∇XH(k)R∇XH(k)]|k=n +
N∑
i=1
∇XH(k)T|k=nMi∇XH(k)|k=n−di(n) .
ne permet plus de conclure quant à la stabilité, comme le cas précédemment. Le premier terme du
membre de droite s’apparente à un taux de dissipation via la matrice R qui encapsule les diﬀérentes
contributions des sous-systèmes. Mais le second terme fait intervenir tous les échanges en temps diﬀéré
entre sous-systèmes, via les Mi(n), et on ne peut pas l’analyser avec les outils que nous avons jusque là
utilisés.
Dans la littérature, de nombreux travaux ont été développés pour établir des critères de stabilité sous
l’eﬀet des retards en temps. Ces critères peuvent être classés en deux types : le critère pour des retards
constants et pour des retards variants dans le temps. Pour le premier type, de nombreuses approches ont
été proposées [Gopalsamy et He 1994, Shaobo et Gexue 2004, Delice et Sipahi 2012] , dans la deuxième
catégorie les techniques sont plus restreinte [Moon et al. 2001, Wu et al. 2004]. La majorité de ces
techniques sont appliquées aux systèmes linéaires, toutefois l’analyse de la stabilité pour des systèmes
non linéaires reste un problème de recherche ouvert dans la littérature. Récemment, une série de travaux
a été proposée pour traiter l’impact des retards sur les systèmes hamiltoniens en temps continu, voir
[Pasumarthy et Kao 2009, Kao et Pasumarthy 2012, Yang et Wang 2010, Yoo et al. 2011, Mukhija et al.
2012]. En ce qui nous concerne, nous allons établir des conditions de stabilité pour l’interconnexion en
réseau de plusieurs systèmes aﬀectés par des retards multiples variants dans le temps.
Cette étude va être débutée par un bref rappel sur l’approche de Lyapunov-Krasovskii considérée
ici comme un pilier pour l’analyse et l’étude de stabilité des systèmes à retards dans le cadre de ce
formalisme.
4.1 Un bref état de l’art sur les systèmes à retards
L’objectif de cette section n’est pas de présenter de façon exhaustive la théorie des systèmes à retards,
mais plutôt d’introduire les concepts de bases qui seront utiles pour l’étude de la stabilité des systèmes
aﬀectés par des retards dans le cadre de ce formalisme.
L’une des techniques importantes pour l’étude des systèmes à retards est connue sous le nom de
Lyapunov-Krasovskii, voire [Krasovskii 1963]. Cette approche est considérée comme étant une ex-
tension directe de la seconde méthode de Lyapunov (introduite dans le premier chapitre) destinée pour
l’étude de la stabilité des systèmes à retards. Son concept revient à chercher des fonctionnelles déﬁnies
positives qui décroissent le long des trajectoires du système considéré.
Il existe une autre approche pour l’étude de stabilité de systèmes à retards moins utilisée dans
la littérature dite approche de Lyapunov-Razumikhin, voire [Razumikhin 1956]. Cette approche
montre qu’il n’est pas vraiment utile d’assurer la négativité de la variation de la fonctionnelle le long
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0121/these.pdf 
© [S. Aoues], [2014], INSA de Lyon, tous droits réservés 
50 Chapitre 2. Systèmes hamiltoniens passifs à temps discret
de toutes les trajectoires du système mais uniquement pour les trajectoires de l’état qui ont tendance à
s’écarter du point d’équilibre.
En temps discret, le retard qui aﬀecte le système physique est souvent noté par d(n) qui peut être
constant ou variant dans le temps. Avant chaque étude de stabilité, une hypothèse sur le retard sera faite
et il est restreint à l’une des catégories suivantes :
- Retards majorés : cette catégorie suppose que le retard dM est connu et il varie dans un domaine
précis
0 < d(n) ≤ dM
.
- Retards bornés : suppose que la valeur minimale (dm) et maximale (dM ) sont connues, et le retard
vériﬁe la contrainte suivante
dm ≤ d(n) ≤ dM
.
- Retards inconnus : dans ce cas, aucune hypothèse n’est faite sur les retards.
Certains travaux dans la littérature s’intéressent à l’étude de la robustesse des systèmes à retards.
Pour ce faire, deux approches diﬀérentes peuvent êtres utilisées. La première consiste à exprimer les
matrices incertaines du système par une somme pondérée des matrices connues et constantes, ce type
d’approche dite l’incertitude polytopiques. La deuxième consiste à séparer la partie connue de la
partie inconnue bornée en norme, d’où l’appellation l’incertitude bornées en normes.
Au cour de notre étude, nous optons à l’approche de Lyapunov-Krasovskii pour obtenir des conditions
de stabilité, et les incertitudes vont être traitées par la première approche (incertitude polytopiques) aﬁn
d’étudier la robustesse des systèmes hamiltoniens à retards.
4.2 Interconnexion en réseau à retard multiple
Nous abordons maintenant l’étude de la stabilité d’un réseau de systèmes hamiltoniens en présence
de retards variants. On rappelle la dynamique discrète introduite dans ce mémoire
(ΣHi) :
[
∇tXi(n)
yi(n)
]
=
[[
Ji(n) − Ri(n)
]∇XiHi(n) + giui
gTi ∇XiHi(n)
]
i = 1, · · · , N . (2.64)
On note U(n) =
[
u1(n)T · · · uN(n)T
]
et Y (n) =
[
y1(n)T · · · yN(n)T
]
les concaténations des
vecteurs d’entrée et de sortie des N systèmes.
On rappelle également que la structure d’interconnexion idéalisée est donnée par une structure de
Dirac D (cf déﬁnition 3.1) caractérisée par la relation U(n) = SY (n) où S est une matrice antisymétrique.
Nous considérons ici le cas d’un réseau en présence de retards dont la structure d’interconnexion est
caractérisée par
U(n) = SY (n − dκ(n)) , (2.65)
avec la notation Y (n − dκ(n)) =
[
yT1 (n − d1(n)) · · · yTN (n − dN (n))
]T est le vecteur des sorties
retardées, où, par abus de notation, dκ(n) désigne les retards d1(n), · · · , dN (n) de chaque système
ΣH1 , · · · ,ΣHN . Ces retards variant dans le temps doivent respecter la contrainte
0 < dmi ≤ di(n) ≤ dMi , i = 1, · · · , N (2.66)
où dmi et dMi déterminent les retards minimum et maximum associés à ΣHi .
La structure d’interconnexion retardée (2.65) engendre la dynamique
∇tX(k)|k=n =
[
J(n) − R(n)]∇XH(k)|k=n + N∑
i=1
Mi∇XH(k)|k=n−di(n) (2.67)
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où les matrices de structure et de dissipation du réseau concatènent celles des sous-systèmes, soit J =
diag(J1, · · · , JN ) et R = diag(R1, · · · , RN ), où la structure d’interconnexion considérée introduit les
termes retardés via M := gSgT =∑Ni=1 Mi. Lorsque l’on calcule le bilan d’énergie du réseau, on obtient
∇tH(n) = −
[∇XH(k)R∇XH(k)]|k=n +
N∑
i=1
∇XH(k)T|k=nMi∇XH(k)|k=n−di(n) . (2.68)
Si l’on interprète ce bilan, le premier terme correspond à la dissipation globale du réseau (identique au
cas sans retard) et le second exprime les variations dues aux termes croisés en n et n − di(n) engendrés
par la présence de retards dans la structure d’interconnexion. C’est précisément ce second terme que l’on
ne peut étudier avec les outils jusque là introduits.
Dans la littérature, on trouve des méthodes d’estimation du retard au cours du temps pour l’étude
de la stabilité. On peut citer l’utilisation d’un ﬁltre de Kalman dans [Iqbal et Roth 2006] et de la
transformée en variable d’ondes dans [Anderson et Spong 1989]. L’approche adoptée ici ne se base pas
sur une méthode d’estimation mais sur l’utilisation de fonctionnelle de Lyapunov-Krasovski. On énonce
le résultat de stabilité du réseau suivant.
La dynamique du réseau retardé (2.67) pour des retards di vériﬁant les contraintes (2.66) est
asymptotiquement stable s’il existe N matrices Pi = PTi > 0 déﬁnies positives solution de
l’inégalité matricielle
N∑
i=1
[
−R(n) + (dMi − dmi + 1)Pi Mi/2
MTi /2 −Pi
]
< 0 (2.69)
Théorème 3.
La démonstration de ce théorème nécessite l’introduction des deux lemmes suivants dont les preuves sont
données dans l’Annexe 2.
Lemme 4.1. Pour toute matrice symétrique constante semi-déﬁnie positive PT = P ≥ 0, l’inégalité
suivante est vériﬁée
n−1∑
k=n+1−d(n+1)
WTk PWk −
n−1∑
k=n+1−d(n)
WTk PWk ≤
n−dm∑
k=n+1−dM
WTk PWk . (2.70)
Lemme 4.2. Pour toute matrice symétrique constante semi-déﬁnie positive PT = P ≥ 0, l’inégalité
suivante est vériﬁée
n+1−dm∑
j=n+2−dM
n∑
k=j
WTk PWk −
n−dm∑
j=n+1−dM
n−1∑
k=j
WTk PWk =
(
dM − dm)WTn PWn − n−d
m∑
k=n+1−dM
WTk PWk . (2.71)
Preuve. Aﬁn de tenir compte des termes retardés dans le bilan d’énergie, on complète l’énergie par deux
candidates de Lyapunov-Krasovski comme suit
V1(n) = H(n) ,
V2(n) = Δt
N∑
i=1
⎧⎨
⎩
n−1∑
k=n−di(n)
iXH(k)T Pi ∇XH(k)
⎫⎬
⎭ ,
V3(n) = Δt
N∑
i=1
⎧⎨
⎩
n−dmi∑
j=n+1−dM
i
n−1∑
k=j
∇XH(k)T Pi ∇XH(k)
⎫⎬
⎭ .
(2.72)
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On cherche maintenant une condition de décroissance de la fonction V(n) = V1(n) + V2(n) + V3(n). On
calcule ainsi les variations de chaque fonctionnelle le long des trajectoires du système (2.67) en utili-
sant la formulation discrète de la dérivation de Lie ∇tf = 〈∇xf,∇tx〉 = 1ΔtΔf introduite équation (2.20).
La variation de V1 est donnée par le bilan d’énergie sur H exprimée équation (2.68). On remarque
qu’en introduisant le vecteur ξ(n) =
[∇XH(n)T ∇XH(n − di(n))T ]T on exprime cette variation sous
la forme
∇tV1 =
N∑
i=1
ξT (n)
[−R(n) Mi/2
MTi /2 0
]
ξ(n) (2.73)
Calculons la variation de V2, il vient
∇tV2(n) =
N∑
i=1
⎧⎨
⎩
⎛
⎝ n∑
k=n+1−di(n+1)
−
n−1∑
k=n−di(n)
⎞
⎠∇XH(k)T Pi ∇XH(k)
⎫⎬
⎭
=
N∑
i=1
{
∇XH(n)T Pi ∇XH(n) −
[∇XiHi(k)T Pi ∇XH(k)]|k=n−di(n)}
+
N∑
i=1
⎧⎨
⎩
⎛
⎝ n−1∑
k=n+1−di(n+1)
−
n−1∑
k=n+1−di(n)
⎞
⎠∇XH(k)T Pi ∇XH(k)
⎫⎬
⎭ .
(2.74)
En appliquant le lemme 4.1, on majore le dernier terme de l’équation précédente par une somme sur les
bornes du retard, soit
∇tV2(n) ≤
N∑
i=1
{
∇XH(n)T Pi ∇XH(n) −
[∇XH(k)T Pi ∇XH(k)]|i=n−di(n)}
+
N∑
i=1
⎧⎨
⎩
n−dmi∑
k=n+1−dM
i
∇XH(k)T Pi ∇XH(k)
⎫⎬
⎭ .
(2.75)
Par le lemme 4.2, la variation de la troisième fonctionnelle V3 s’écrit
∇tV3(n) =
N∑
i=1
⎧⎨
⎩
⎛
⎝ n+1−dmi∑
j=n+2−dM
i
n∑
k=j
−
n−dmi∑
j=n+1−dM
i
n−1∑
k=j
⎞
⎠∇XH(k)T Pi ∇XH(k)
⎫⎬
⎭
=
N∑
i=i
⎧⎨
⎩(dMi − dmi )∇XH(n)T Pi ∇XH(n) −
n−dmi∑
k=n+1−dM
i
∇XH(k)T Pi ∇XH(k)
⎫⎬
⎭
(2.76)
Enﬁn, puisque les derniers termes des équations (2.75) et (2.76) s’annulent, la variation de V le long
des trajectoires du système (2.67) s’écrit
∇tV(n) ≤
N∑
i=1
ξ(n)T
[
−R(n) + (dMi − dmi + 1)Pi Mi/2
MTi /2 −Pi
]
ξ(n) (2.77)
On conclut quant à la stabilité asymptotique en remarquant ξ = 0 si et seulement si X ≡ 0.
Du théorème précédent, des conditions de stabilité pour des retards constants di(n) = di peuvent
directement dérivées, voir le corollaire ci-dessous,
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Le système retardé (2.67) pour des retards constants di vériﬁant les contraintes (2.66) est
asymptotiquement stable s’il existe N matrices Pi = PTi > 0 déﬁnies positives solution de
l’inégalité matricielle
N∑
i=1
[
−R(n) + Pi Mi/2
MTi /2 −Pi
]
< 0 (2.78)
Corollaire 4.
En première analyse, ce résultat fournit une condition formelle de stabilité en ce sens que l’inégalité
matricielle à résoudre n’est pas directement implémentable puisque dépendante de l’état. Cependant,
dans certains cas, cette dépendance n’a pas lieu.
On peut tout d’abord s’aﬀranchir du terme de dissipation, ce qui a pour conséquence d’augmenter
le conservatisme de la condition de stabilité, en utilisant le fait que R est déﬁnie positive. On a ainsi le
corolaire :
La dynamique du réseau retardé (2.67) pour des retards di vériﬁant les contraintes (2.66) est
asymptotiquement stable s’il existe N matrices Pi = PTi > 0 déﬁnies positives solution de
l’inégalité matricielle
N∑
i=1
[(
dMi − dmi + 1
)Pi Mi/2
MTi /2 −Pi
]
< 0 (2.79)
Corollaire 5.
Un autre cas intéressant cher en automatique, il s’agit de l’interconnexion feedback entre un système
et son contrôleur. Si nous supposons que l’interconnexion se fait à travers un retard variant comme le
présente la ﬁgure 2.10,
−
+ Σ1(x1(n))
Σ2(x2(n))
y1(n − d(n))
u1(n)
u2(n)
y2(n − d(n))
retard d(n)
Figure 2.10 – Interconnexion par feedback de deux systèmes sous l’eﬀet d’un retard variant d(n)
avec la dynamique discrète du système interconnecté est donnée par
∇tX(k)|k=n =
[
J(n) − R(n)]∇XH(k)|k=n + M∇XH(k)|k=n−d(n) (2.80)
où les matrices
J − R =
[
J1 − R1 0
0 J2 − R2
]
et M =
[
0 −g1gT2
g2g
T
1 0
]
Du Théorème 3, les conditions de stabilité dans le cas feedback avec un seul retard d(n) sont données
dans le corollaire suivant,
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Le système retardé (2.80) pour un retard d(n) variant dans le temps est dit asymptotiquement
stable s’il existe une matrice P = PT > 0 déﬁnie positive solution de l’inégalité matricielle[
−R(n) + (dM − dm + 1)P M/2
MT /2 −P
]
< 0 (2.81)
Corollaire 6.
Si l’on considère des systèmes dont la dissipation interne est constante, alors l’inégalité matricielle
du théorème 3 est implémentable. On aboutit à la même conclusion lorsque le terme de dissipation peut
être a priori borné, ce qui implique de nouveau une augmentation du conservatisme.
Remarque 4.1. Il est important de noter que les conditions de stabilité proposées sont aussi valables
pour le cas de l’interconnexion en réseau des systèmes linéaires. Dans ce cas H est quadratique et les
matrices J et R sont constantes, ce qui donne une LMI implémentable directement.
4.3 Illustration
Aﬁn d’illustrer ce résultat de stabilité, on considère deux systèmes hamiltoniens à ports (indexés par
1 et 2) donnés par la dynamique non linéaire suivante
(Σi :)
⎧⎨
⎩
[
q˙i
p˙i
]
= (Ji − Ri)
[∇qiHi
∇piHi
]
+
[
0
αi
]
ui, i = 1, 2
yi = αi ∇piHi
(2.82)
avec l’énergie de chaque système
Hi =
1
2p
2
i − γicos(qi) + βi
où les paramètres γ1 = 1, γ2 = 2, β1 = 1 et β2 = 3. La matrice de structure J1 = J2 =
[
0 1
−1 0
]
, La
matrice de dissipation de Σ1 est R1 =
[
0.125 0
0 0.425
]
et de Σ2 est R2 =
[
0.175 0
0 0.325
]
. Les vecteurs
d’entrée de Σ1 et Σ2 sont G1 = [0, α1]T et G2 = [0, α2]T avec α1 = 0.1 et α2 = 0.2, respectivement.
Les conditions initiales sont (q1, p1, q2, p2) = (0.2, 0, 0.2, 0) et le pas de discrétisation Δt = 0.5s. En
utilisant la forme discrète (2.34), le système (2.82) s’écrit[∇tqi(n)
∇tpi(n)
]
= (Ji − Ri)
[−γi cos(qi(n+1))−cos(qi(n))qi(n+1)−qi(n)
pi(n+1)+pi(n)
2
]
+
[
0
αi
]
ui(n)
yi(n) = αi pi(n+1)+pi(n)2
(2.83)
où ∇tqi(n) = qi(n+1)−qi(n)Δt et ∇tpi(n) = pi(n+1)−pi(n)Δt . L’interconnexion de ces deux systèmes discrets
s’eﬀectue à travers la structure retardée où les di(n) ∈ {1, 2, . . . , 8} , i = 1, 2 sont générés de façon
aléatoire. La matrice antisymétrique est donnée
S =
[
0 −I
I 0
]
Le système interconnecté en temps discret est
∇tX (k)|k=n = [J (n) − R(n)]∇X H(k)|k=n +
2∑
i=1
Mi ∇X H(k)|k=n−di(n) (2.84)
Notez que numériquement, quelques problèmes de résolution peuvent apparaitre lorsque la diﬀérence
qi(n+1)− qi(n) dans le dénominateur du gradient discret ∇X H(n) devient faible. Nous avons utilisé les
relations trigonométriques cos(a) − cos(b) = −2sin((a+ b)/2)sin((a− b)/2) pour donner une expression
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plus ﬁable et éviter la division sur zéro.
En résolvant la LMI (2.79) donnée par le Théorème 3, les valeurs propres sont obtenues
σ(Γ) = − [0.1510287 0.1404882 0.1227004 0.1170479 0.0223995 0.0065374 0.0009940]
On peut donc conclure que pour tout Δt, on obtient ∇tV(n) < 0 et le système interconnecté est asympto-
tiquement stable. En simulation, on observe que toutes les trajectoires discrètes du système interconnecté
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Figure 2.11 – Les trajectoires du système (à gauche) et l’énergie et sa variation (à droite).
convergent vers l’équilibre (l’origine), voir la ﬁgure 2.11 à gauche. En ce qui concerne l’énergie globale
et sa variation (bilan énergétique), on constate que l’énergie diminue au cours du temps et sa variation
donc est négative, voir la ﬁgure 2.11 à droite.
5 Un mot sur les inégalités de Wirtinger en temps continu
Dans cette dernière partie, nous présentons une étude de la stabilité de dynamique hamiltonienne en
temps continu. Cette étude reprend les travaux de [Pasumarthy et Kao 2009] et [Yoo et al. 2011] où des
conditions de stabilité par Lyapunov-Krasovskii ont été établies à partir des inégalités de Jensen.
Nous proposons ici de dériver des conditions de stabilité à partir des inégalités de Wirtinger que l’on
sait conservatives. Nous traiterons le cas de l’interconnexion de deux SHP par feedback présenté par la
ﬁgure 2.12.
−
+ Σ1
Σ2
[y1]t−h(t)
[u1]t
[u2]t
[y2]t−h(t)
Delay h(t)
Figure 2.12 – Interconnexion par feedback de deux systèmes non linéaires en temps continu.
Le retard h(t) intervenant dans le réseau satisfait les contraintes suivantes :
0 ≤ h(t) ≤ hM et 0 ≤ h˙(t) ≤ d < 1 (2.85)
où hM désigne la valeur maximal du retard et h˙(t) la vitesse de variation du retard.
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Classiquement, la réduction du conservatisme fait appel souvent à l’ajout de fonctionnelles, ce qui
conduit à des calculs gigantesques qui complexiﬁent l’étude et l’analyse du système considéré. D’un point
de vue constructif, le calcul de la dérivée de V entraine souvent des termes intégraux diﬃciles à manipuler.
Une des manières de faire, est de les majorer, c’est l’idée des inégalités de Jensen donnée en temps
continu par le lemme suivant
Lemme 5.1. Pour tout scalaire a > 0 et b > 0, Q ∈ Rn×n matrice déﬁnie positive, fonction f ∈ [a, b] →
R
n tels que l’intégrale soit déﬁnie, l’inégalité suivante est vraie :∫ b
a
f˙(s)TQf˙(s) ds ≥ 1
b − a
[
f(b)
f(a)
]T [Q −Q
∗ Q
] [
f(b)
f(a)
]
(2.86)
Cette inégalité est considérée comme un pilier principal de plusieurs contributions importantes dans
la communauté des systèmes à retards, voir [Gu et Kharitonov 2003] et [He et al. 2007].
Dans le cadre du formalise hamiltonien, cette inégalité a été utilisée lors de l’étude de stabilité dans les
travaux de [Pasumarthy et Kao 2009] et [Yoo et al. 2011]. Notre approche vise à améliorer ces résultats
de la littérature en utilisant une nouvelle classe d’inégalité connue sous le nom inégalités de Wirtinger
qui englobent les inégalités de Jensen.
5.1 Formulation du problème en temps continu
Considérons deux systèmes hamiltoniens à ports en temps continu donnés par la dynamique (voir le
premier chapitre)
(Σi) :
{
x˙i = (Ji − Ri) [∇xiHi]t + Giui
yi = GTi [∇x1Hi]t
i = 1, 2 (2.87)
On s’intéresse dans cette partie à une interconnexion feedback de deux systèmes hamiltoniens non linéaires
aﬀectée par un retard en temps donnée par la forme matricielle suivante[
[u1]t
[u2]t
]
=
[
0 −1
1 0
] [
[y1]t−h(t)
[y2]t−h(t)
]
, (2.88)
A travers cette interconnexion, le système global est donné par la forme⎧⎪⎪⎨
⎪⎪⎩
d
dt
[
x1
x2
]
=
[
J1 − R1 0
0 J2 − R2
] [[∇x1H1]t
[∇x2H2]t
]
+
[ 0 −G1GT2
G2G
T
1 0
][[∇x1H1]t−h(t)
[∇x2H2]t−h(t)
]
⇐⇒ X˙ = (J − R) ∇X Ht + M∇X Ht−h(t)
(2.89)
De l’équation précédente, la structure hamiltonienne est perdue sous l’eﬀet du retard h(t). Nous nous
intéressons uniquement à la stabilité du système (2.89). En prenant H comme une candidate de Lyapunov,
le bilan énergétique en temps continu s’exprime par
dHt
dt
(2.89)= −∇X HTt R∇X Ht + ∇X HTt M∇X Ht−h(t) (2.90)
De la relation (2.90), nous pouvons conclure que la candidate H ne suﬃt pas pour prouver la stabilité
du système interconnecté. Le terme de gauche est déﬁni positif tandis que le terme de droite peut être
déﬁni positif ou négatif. Donc le choix des autres fonctionnelles est indispensable.
Avant de ce faire, nous allons tout d’abord rappeler les inégalités de Wirtinger utilisées récemment dans
le travail [Seuret et Gouaisbaut 2013] donné par le lemme suivant
Lemme 5.2. [Seuret et Gouaisbaut 2013] Pour tout scalaire a > 0 et b > 0, Q ∈ Rn×n matrice déﬁnie
positive, fonction f ∈ [a, b] → Rn telle que l’intégrale soit déﬁnie, l’inégalité suivante est vraie :∫ b
a
f˙(s)TQf˙(s) ds ≥ 1
b − a
[
Ω0
Ω1
]T [Q 0
0 3Q
] [
Ω0
Ω1
]
, (2.91)
où
Ω0 = f(b) − f(a) ,Ω1 = f(b) + f(a) − 2
b − a
∫ b
a
f(s) ds .
La preuve à ce lemme est détaillée dans [Seuret et Gouaisbaut 2013].
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5.2 Stabilité et stabilité robuste du système hamiltonien non linéaire
Dans cette section, nous considérons le problème de stabilité du système interconnecté (2.89) aﬀecté
par un retard variant dans le temps. En introduisant les mêmes fonctionnelles de Lyapunov-Krasovskii
que celles proposées dans le travail de [Yoo et al. 2011], et en se basant sur l’inégalité de Wirtinger, nous
établirons le résultat suivant
Le système interconnecté (2.89) est asymptotiquement stable pour tout retard h(t) satisfait
(2.85), s’il existe des matrices symétriques P > 0, S > 0 et Q > 0 de dimensions appropriées
telles que la condition LMI soit vériﬁée :
Ξ =
⎡
⎣Ξ11 Ξ12 Ξ13∗ Ξ22 Ξ23
∗ ∗ Ξ33
⎤
⎦ < 0 , (2.92)
Théorème 4 ([Aoues et al. 2014]).
où les diﬀérents paramètres
Ξ11 = −R + S − 4Q + (J − R)Tα(J − R) + P ∇2X Ht (J − R) + (J − R)T ∇2X HTt P
Ξ12 =
1
2M − 2Q + P ∇
2
X Ht M + (J − R)TαM
Ξ13 = 6Q, Ξ23 = 6Q, Ξ33 = −12Q
Ξ22 = −(1 − d)S − 4Q + MTαM
α = h2M ∇2X HTt Q∇2X Ht
Preuve. Aﬁn de démontrer ce résultat, nous allons choisir trois fonctionnelles de Lyapunov-Krasovskii
données par la somme suivante
V(t) = V1(t) + V2(t) + V3(t) , (2.93)
avec
V1(t) = Ht + ∇X HTt P ∇X Ht , (2.94)
V2(t) =
∫ t
t−h(t)
∇X HTs S ∇X Hs ds , (2.95)
V3(t) = hM
∫ 0
−hM
∫ t
t+s
d
dt
(∇X HTτ )Q ddt (∇X Hτ ) dτ ds , (2.96)
Le long des trajectoires du système (2.89), la dérivée de la fonction d’énergie V1 est donnée par
V˙1(t) = −∇X HTt R∇X Ht + ∇X HTt M∇X Ht−h(t) + ∇X HTt P ∇2X HTt X˙t + X˙ Tt ∇2X Ht PT∇X Ht
= ∇X HTt
{
− R + P ∇2X Ht (J − R) + (J − R)T ∇2X HTt PT
}
∇X Ht
+ ∇X HTt
{ 1
2M + P ∇2X Ht M
}∇X Ht−h(t) + ∇X HTt−h(t) { 12MT + MT ∇2X HTt PT}∇X Ht
(2.97)
et la dérivée de V2
V˙2(t) = ∇X HTt S∇X Ht −
(
1 − h˙(t))∇X HTt−h(t)S∇X Ht−h(t)
≤ ∇X HTt S∇X Ht − (1 − d)∇X HTt−h(t)S∇X Ht−h(t)
(2.98)
Enﬁn, la dérivée de V3 est
V˙3(t) = X˙ ∇2X HTt h2MQ∇2X Ht X˙ − hM
∫ t
t−hM
d
dt
(∇X HTs )Q ddt (∇X Hs) ds
=
{
∇X HTt (J − R)T + ∇X HTt−h(t)MT
}
α
{
(J − R)∇X Ht + M∇X Ht−h(t)
}
− hM
∫ t
t−hM
d
dt
(∇X HTs )Q ddt (∇X Hs) ds
(2.99)
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Considérons les inégalités de Wirtinger, la dérivée V˙3 s’exprime par
V˙3(t) =
{
∇X HTt (J − R)T + ∇X HTt−h(t)MT
}
α
{
(J − R)∇X Ht + M∇X Ht−h(t)
}
−
⎡
⎣ ∇X Ht − ∇X Ht−h(t)∇X Ht + ∇X Ht−h(t) − 2h(t)
∫ t
t−h(t)
∇X Hsds
⎤
⎦
T
×
[Q
3Q
]
×
⎡
⎣ ∇X Ht − ∇X Ht−h(t)∇X Ht + ∇X Ht−h(t) − 2h(t)
∫ t
t−h(t)
∇X Hsds
⎤
⎦
(2.100)
La dérivée de la fonction globale (2.93) s’écrit sous la forme matricielle
V˙(t)=
⎡
⎢⎢⎣
∇X Ht
∇X Ht−h(t)
1
h(t)
∫ t
t−h(t)
∇X Hsds
⎤
⎥⎥⎦
T
Ξ
⎡
⎢⎢⎣
∇X Ht
∇X Ht−h(t)
1
h(t)
∫ t
t−h(t)
∇X Hsds
⎤
⎥⎥⎦ < 0 , (2.101)
Le système interconnecté (2.89) est asymptotiquement stable si la condition LMI (3.18) est satisfaite pour
tout retard variant h(t) vériﬁe (2.85).
Depuis le Theorem 4, la stabilité robuste du système interconnecté décrit par la dynamique (2.89)
peut être directement obtenue lorsque le système est soumis à une incertitude polytopique. Supposons
que la matrice d’hessienne est incertaine, et elle s’exprime sous la forme
∇2X Ht =
N∑
j=1
λj
(∇2X Ht)(j) (2.102)
où le paramètre de pondération λ vériﬁe la condition suivante
N∑
j=1
λj = 1, 0 ≤ λj ≤ 1, j = 1, 2, . . . , N (2.103)
Les matrices constantes
(∇2X Ht)(j) représentent les sommets de polytope et elles sont construites à partir
des bornes des paramètres incertains. Supposons que la matrice d’hessienne est de la forme (2.102). En
se basant sur le Théorème 4, nous pouvons obtenir le résultat suivant
Le système interconnecté (2.89) avec une incertitude polytopique (2.102) est robustement
asymptotiquement stable pour tout retard variant h(t) satisfait la condition (2.85), s’il existe
des matrices symétriques P > 0, S > 0 et Q > 0 telles que la LMI suivante soit vériﬁée
Ξ(j) =
⎡
⎢⎢⎣
Ξ(j)11 Ξ
(j)
12 Ξ13
∗ Ξ(j)22 Ξ23
∗ ∗ Ξ33
⎤
⎥⎥⎦ < 0 , for j = 1, . . . , N . (2.104)
Théorème 5 ([Aoues et al. 2014]).
où
Ξ(j)11 = −R + S + (J − R)Tα(j)(J − R) − 4Q + P
(∇2X Ht)(j) (J − R) + (J − R)T (∇2X HTt )(j) P
Ξ(j)12 =
1
2M − 2Q + P
(∇2X Ht)(j) M + (J − R)Tα(j)M
Ξ13 = 6Q, Ξ23 = 6Q, Ξ33 = −12Q
Ξ(j)22 = −(1 − d)S − 4Q + MTα(j)M
α(j) = h2M
(∇2X HTt )(j) Q (∇2X Ht)(j)
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Preuve. La preuve à ce résultat peut être obtenue en suivant les mêmes étapes que la preuve du Théo-
rème 4.
5.3 Exemple comparatif
La dynamique hamiltonienne du pendule non linéaire est donnée par[
q˙
p˙
]
=
[
0 1
−1 −D
] [
sin(q)
p
]
+
[
0
1
]
u et y = p (2.105)
où D = 0.1 désigne le terme de dissipation. La sortie y représente la vitesse angulaire et l’entrée u désigne
la force du couple. Dans ce cas, l’hamiltonien H prend la forme suivante
H(q, p) = 12p
2 + (1 − cos(q)) (2.106)
En boucle ouverte, le système (2.105) est stable au point d’équilibre (0, 0). L’idée, est d’interconnecter
ce système avec un contrôleur dans le but de le stabiliser vers un autre point d’équilibre (q∗, 0, ξ∗). La
forme du contrôleur est donnée par
ξ˙ = uc et yc = ∇ξHc (2.107)
Le système en boucle ouverte (2.105) et son contrôleur sont interconnectés par la continuité de puissance
(feedback) u = −yc et uc = y. Le système interconnecté est un système hamiltonien qui s’écrit par⎡
⎣q˙p˙
ξ˙
⎤
⎦ =
⎡
⎣ 0 1 0−1 −D −1
0 1 0
⎤
⎦
⎡
⎣sin(q)p
∇ξHc
⎤
⎦ (2.108)
où Hc(ξ) représente l’énergie du contrôleur. L’idée maintenant est de générer un invariant dynamique
appelé fonction de Casimir et de construire une fonction de Lyapunov basant sur l’hamiltonien du système,
la fonction d’énergie du système bouclé est
Hd(q, p, ξ) = H(q, p) + Hc(ξ) + C(q, p, ξ) (2.109)
Cet exemple a été largement étudié dans le travail de [Garcia-Canseco et al. 2005], où il a été montré que
les objectifs de stabilité désirée sont obtenus par le choix des fonctions d’énergies suivantes
Hc(ξ) =
1
2β
(
ξ − ξ∗ − 1
β
sin(q)
)2
C(q, p, ξ) = 12κ
(
q − q∗ − (ξ − ξ∗) − 1
κ
sin(q∗)
)2
où les paramètres β et κ sont choisis dans le but de satisfaire les relations suivantes
cos(q∗) + κ > 0 et β cos(q∗) + κ cos(q∗) + βκ > 0
Nous ajoutons un amortissement au système de la forme ξ˙ = −z∇ξHc avec z > 0. Supposons maintenant
que l’interconnexion est aﬀectée par un retard en temps qui satisfait (2.85). Le système interconnecté
dans ce cas est donné par
⎡
⎣q˙p˙
ξ˙
⎤
⎦ =
⎡
⎣ 0 0 1−1 −D 0
0 0 −z
⎤
⎦
⎡
⎣[∇qHd]t[∇pHd]t
[∇ξHd]t
⎤
⎦+
⎡
⎣0 0 00 0 −1
0 1 0
⎤
⎦
⎡
⎢⎣[∇qHd]t−h(t)[∇pHd]t−h(t)
[∇ξHd]t−h(t)
⎤
⎥⎦ (2.110)
La condition de stabilité exige également le calcul de la matrice d’hessienne de la fonction de Lyapunov
du système sans retard
∇2Hd(q, p, ξ) =
⎡
⎣cos(q) + K 0 −K0 1 0
−K 0 β + K
⎤
⎦ . (2.111)
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Les diﬀérents paramètres sont donnés par K = 2, β = 3 et κ = z = 1, pour plus de détails concernant
le choix de ces paramètres voir le travail de [Pasumarthy et Kao 2009].
Dans cet exemple, la matrice d’hessienne (2.111) dépend d’un terme non linéaire cos(q) qui appartient
à l’intervalle [−1, 1]. En utilisant la condition LMI (2.104), nous obtenons la stabilité du pendule non
linéaire en boucle fermée donnée par (2.110). L’objectif maintenant est de comparer les diﬀérents retards
maximums hM admissibles pour le système (2.110) en fonction de d ∈ [0, 1) obtenus avec diﬀérentes
approches (inégalités de Jensen dans la littérature et les inégalités de Wirtinger dans notre étude). Les
résultats sont mentionnés dans le tableau 2.5.
d 0 0.2 0.4 0.6 0.8 0.9 0.99
Théorème [Pasumarthy et Kao 2009] 0.052 0.044 0.035 0.026 0.015 0.008 -
Théorème 5 0.361 0.337 0.315 0.292 0.269 0.258 0.248
Table 2.5 – Le retard maximal hM admissible pour le système en fonction de d pour cos(q) ∈ [−1, 1].
À partir de ce tableau, on remarque que les conditions proposées (basées sur les inégalités de Wirtinger)
sont moins conservatives par rapport au résultat de [Pasumarthy et Kao 2009]. Le travail proposé par
[Yoo et al. 2011] n’est pas faisable dans ce cas précis dû au terme cos(q) qui varie entre −1 et 1. Lorsque
q = π, la hessienne (2.111) devient constante ainsi que le résultat de [Yoo et al. 2011] devient faisable.
On compare alors les trois résultats dans le tableau 2.6.
d 0 0.2 0.4 0.6 0.8 0.9 0.99
Théorème [Pasumarthy et Kao 2009] 0.132 0.112 0.089 0.064 0.036 0.020 -
Théorème [Yoo et al. 2011] 0.227 0.214 0.200 0.185 0.170 0.163 0.160
Théorème 5 0.918 0.814 0.715 0.622 0.512 0.448 0.418
Table 2.6 – Le retard maximal hM amissible pour le système en fonction de d pour cos(q) = −1
De ce tableau, on constate que les conditions de stabilité proposées basées sur Wirtinger réduisent le
conservatisme des résultats de la littérature.
Comme perspective à cette dernière partie, il convient de poursuivre cette première esquisse pour
réduire le conservatisme des conditions de stabilité proposées dans le cas discret. L’idée globale est de
remplacer les inégalités de Jensen données en temps discret par le lemme suivant
Lemme 5.3. [Jiang et al. 2005] Pour toute matrice constante P ∈ Rn×n, P = PT > 0, on a l’inégalité
suivante (
dM∑
i=dm
W (i)
)T
P
(
dM∑
i=dm
W (i)
)
≤ (dM − dm + 1)
dM∑
i=dm
W (i)TPW (i) (2.112)
par les inégalités de Wirtinger. Ce travail est en cours de préparation.
Dans ce deuxième chapitre, nous avons proposé une dynamique hamiltonienne discrète pour laquelle
la notion de passivité est une propriété intrinsèque. Cette dynamique a permis de montrer la propriété
de composabilité de la classe : l’interconnexion de système hamiltonien discret est un système hamilto-
nien discret qui reproduit le comportement énergétique du système interconnecté continu. Nous avons
également montré la commutativité des opérateurs de projection et de composition. Des conditions de
stabilités ont été établies pour un réseau en présence de retard. Enﬁn, une technique de réduction du
conservatisme (inégalités de Wirtinger) a été proposée dans le cas continu.
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Chapitre 3
Synthèse discrète basée sur la
passivité
Ce troisième chapitre est associé à l’étude de la stabilisation des systèmes hamiltoniens passifs
en temps discret. Nous commençons tout d’abord par la synthèse d’un contrôleur simple de
type retour de sortie auquel les retards en temps et la saturation ont été rajoutés. Ensuite,
nous présentons une nouvelle méthodologie pour la conception du contrôleur IDA-PBC discret.
Une comparaison avec les résultats de la littérature à été eﬀectuée. Enﬁn, nous appliquons ce
contrôleur sur un convertisseur de puissance du type Buck. Les résultats de simulations et
expérimentaux illustrent les performances du contrôleur IDA-PBC proposé dans ce manuscrit.
Résumé.
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L’apparition des contrôleurs numériques dans les années 50 n’a pas eu l’eﬀet escompté à cause de
leur coût élevé et leur ﬁabilité réduite. Quelques temps après, et avec les avancées technologiques, ces
contrôleurs ont connu une forte expansion et leur utilisations dans le monde industriel devînt supplanta
les contrôleurs analogiques.
Dans la théorie du contrôle, la littérature oﬀre un choix multiple pour concevoir un contrôleur
numérique : soit par une simple implémentation (bloqueur d’ordre zéro) du contrôleur continu [Laila
et Nesic 2002], soit par un calcul basé sur le modèle échantillonné [Chen et Bruce 1995] ou soit par un
calcul établi sur la base d’un modèle exacte ou approché [Nešić et Teel 2004]. La première technique
dite émulée est la plus simple à établir, mais elle reste insuﬃsante par ce qu’elle nécessite une faible
période d’échantillonnage par rapport à la dynamique du système considéré. La deuxième technique
dite échantillonnée, conçue pour reproduire les propriétés du système sur les instants d’échantillonnages
[Monaco et Normand-Cyrot 2009], soit en se basant sur la solution continue (approche indirecte), soit
sur le modèle échantillonné sans supposer l’existence de la solution en temps continu (approche directe).
La dernière dite discrète, la plus précise, mais elle nécessite un modèle ﬁable en temps discret, ce qui
n’est pas toujours le cas surtout lorsqu’un système est non linéaire.
Quelle que soit la procédure de conception, la perte d’information détériore l’eﬃcacité du contrôleur,
potentiellement jusqu’à entraîner une instabilité du comportement désiré.
Notre motivation, est d’anticiper et/ou de limiter cette perte aﬁn d’éviter tout comportement anormal
en boucle fermée. Dans notre approche, nous optons aux contrôleurs discrets obtenus sur la base d’un
modèle approché dans le cadre du formalisme hamiltonien.
Au cour de ces dernières décennies, des progrès importants ont été réalisés pour étudier le com-
portement dynamique des systèmes contrôlés, en échantillonné et en discret. On trouve dans [Owens
et al. 1996], une étude détaillée sur l’analyse de la stabilité des systèmes échantillonnés soumis à la
technique d’émulation (bloqueur d’ordre zéro), pour apporter un terme correctif à cette technique,
d’autres bloqueurs ont été proposés dans [Di Giamberardino et al. 1996, Hu et Michel 1999]. En temps
discret, l’approximation du modèle par un schéma d’intégration de type Euler a été utilisé dans plusieurs
travaux pour la synthèse, du contrôle adaptatif dans [Mareels Iven et al. 1992], backstepping dans
[Nesic et Teel 2001], IDA-PBC dans [Laila et Astolﬁ 2005]. D’autres contrôleurs conçus sous l’hypo-
thèse qu’un modèle discret exacte est connu ont été proposés dans [Baras et Patel 1998, David et al. 1999].
Si on se place maintenant dans le cadre du formalisme hamiltonien, l’approximation des SHP pour
la synthèse de la commande IDA-PBC reste limité. L’implémentation de ce contrôleur est une tache
diﬃcile car la structure hamiltonienne et son comportement énergétique peuvent être perdus sous l’eﬀet
de la discrétisation (chapitre précédent). Dans [Tiefensee et al. 2010], une nouvelle approche IDA-PBC
échantillonnée a été établie sur la base d’une solution en temps continu (approche indirecte). Cette
approche est basée sur un travail récent qui traite les SHP sous échantillonnage proposé dans [Monaco
et al. 2009] par des développements en série de Lie. Dans [Laila et Astolﬁ 2005], un schéma d’intégration
de type Euler a été utilisé pour établir un contrôleur IDA-PBC discret pour les systèmes hamiltoniens
avec énergie séparable, une extension sur un cas général a été traitée dans [Laila et Astolﬁ 2006b].
Un autre contrôleur discret a été proposé dans [Gören-Sümer et Yalçin 2011] sur la base des gradients
discrets quadratiques.
Tous ces résultats présentent des meilleurs performances par rapport à l’approche émulée. Toutefois, leur
validité est très limité puisque ils sont valables uniquement pour des faibles valeurs du pas d’intégra-
tion. Et les propriétés en échantillonnage et en discret ne sont plus des propriétés intrinsèques au système.
Notre contribution dans ce chapitre est de proposer une démarche de synthèse d’un contrôleur discret
de type IDA-PBC qui préserve la propriété de passivité du système considéré, avec la même fonction
d’énergie, la même fonction de dissipation et indépendamment du pas d’intégration.
Ce chapitre, composé de trois parties, est organisé comme suit.
Dans la première partie, on propose une technique de synthèse de LgH-contrôleur en temps discret
qui reproduit le comportement énergétique du système continu. On montre que ce contrôleur engendre
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une dynamique bouclée intrinsèquement stable. Ensuite, ce contrôleur a été appliqué sur une dynamique
hamiltonienne retardée. La stabilité robuste de la boucle fermée a été présentée lorsque les matrices
sont supposées incertaines. Nous ajoutons ensuite une contrainte de saturation sur ce contrôleur tout en
prenant compte des retards. Les conditions de stabilités sont obtenues via une fonctionnelle de Lyapunov-
Krasovskii. Pour terminer cette partie, un exemple illustratif a été présenté pour montrer l’eﬃcacité des
conditions de stabilités proposées.
La deuxième partie est consacrée à la synthèse de la commande IDA-PBC en temps discret. Cette
technique est basée sur un gradient discret énergétique qui permet de conserver la notion de passivité
du système considéré. La stabilité a été présentée en prenant l’hamiltonien global comme étant une
fonction de Lyapunov. Aﬁn de montrer l’eﬃcacité de notre approche en la comparant à des résultats de
la littérature, une série d’exemples non linéaires est présentée. Les résultats de simulations montrent que
les performances du contrôleur proposé dans ce manuscrit sont nettement meilleures par rapport à ceux
qui existent dans la littérature, particulièrement l’approche émulée et la technique proposée dans [Laila
et Astolﬁ 2005; 2006b].
Enﬁn, la troisième partie est dédiée à l’application du contrôleur discret sur un convertisseur de
puissance de type Buck. Nous présentons tout d’abord son fonctionnement ainsi que son modèle mathé-
matique. Nous expliquons ensuite un peu plus en détails la démarche pour établir le contrôleur discret
pour ce convertisseur. Pour ﬁnir, les résultats de simulations et expérimentaux sont présentés pour valider
les performances de notre approche en la comparant à l’approche émulée utilisée fréquemment dans la
littérature.
1 LgV -contrôleur en temps discret
En temps continu, un bouclage négatif de sortie (en anglais, output negative feedback) suﬃt largement
pour assurer la stabilité asymptotique d’un système hamiltonien passif sous condition qu’il soit détectable
en état zéro 1. Dans le cas où le système a une dynamique au préalable stable (système hamiltonien), ce
retour de sortie est connu sous le nom de LgV -contrôleur, proposé pour la première fois dans le travail
de [Jurdjevic et Quinn 1978].
Physiquement, ce type de contrôleur se traduit par une injection d’amortissement au système dans le
but d’améliorer et de contrôler sa vitesse de convergence vers le point d’équilibre désiré.
Dans le travail de thèse de [Tiefensee 2010], l’auteur a aﬃrmé que l’équivalent de ce contrôleur en
échantillonné 2 n’assure pas souvent la stabilité en boucle fermée. Mathématiquement, ce résultat est
directement lié à la négativité de la variation d’énergie V sur chaque intervalle du temps formé par deux
instants d’échantillonnages successifs. Pratiquement parlant, la propriété de passivité en échantillonnage
n’est plus une propriété intrinsèque du système bouclé.
Dans cette direction, de nouvelles techniques de contrôle ont été développées pour conserver au mieux
la propriété de passivité et améliorer le contrôleur émulé (classique). L’idée globale consiste à augmenter
la négativité de la variation d’énergie pour que la vitesse de convergence vers le point d’équilibre soit la
plus rapide possible. Ces techniques se traduisent physiquement par un rajout de dissipation (injection
artiﬁcielle de l’amortissement) au système pour un objectif bien précis d’accélérer la dissipation d’énergie
totale du système en boucle fermée.
En temps discret, un nouveau contrôleur a été obtenu dans la littérature par [Laila et Astolﬁ 2006a]
en se basant sur la dynamique discrète hamiltonienne obtenue avec un gradient discret modiﬁé de
type [Gonzalez 1996]. Les auteurs ont mentionné que les performances de ce contrôleur sont nettement
meilleures par rapport au contrôleur émulé. Cependant, la propriété de passivité en temps discret n’est
pas préservée, elle est fortement liée au pas de temps utilisé.
À noter que tous ces résultats (échantillonnage et discret) se sont focalisés sur une correction du
contrôleur émulé aﬁn d’améliorer la vitesse de convergence du système bouclé.
1. Cette condition garantit que la sortie y est égale à zéro seulement au point d’équilibre et ainsi le contrôleur LgV = 0
pour tout x = 0
2. contrôleur émulé obtenu directement par l’échantillonnage du contrôleur continu (u(n) = −ky(n) =
−kLgV (x) |x=x(n))
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Notre approche est complètement diﬀérente. Elle s’agit de se rapprocher au mieux aux propriétés du
système continu particulièrement la propriété de passivité sans aucune condition sur le pas de temps
utilisé. Puisque la sortie de port discrète assure la passivité en temps discret (voir le chapitre précédent),
le LgV -contrôleur (retour de sortie) discret en principe assure lui aussi le comportement énergétique visé
du système bouclé.
La première partie de cette section consiste à la stabilisation en temps discret des systèmes hamilto-
niens passifs à l’aide du LgV -contrôleur. Dans la seconde et la troisième partie, on présente l’étude de la
stabilité en boucle fermée lorsque des retards en temps et les contraintes de saturation, respectivement,
viennent perturber le système. L’étude a été faite par l’approche de Lyapunov-Krasovskii, et les condi-
tions de stabilités sont données en termes des inégalités matricielles. Enﬁn, un exemple numérique vient
illustrer l’eﬃcacité de cette nouvelle approche proposée dans cette première partie de ce chapitre.
1.1 Stabilisation de systèmes hamiltoniens discrets passifs
On rappelle que la dynamique hamiltonienne passive est déﬁnie par un quadruplet (H, J,R, g) et les
équations {
∇tX(n) = [J(n) − R(n)]∇XH(n) + g(n)u(n)
y(n) = gT (n)∇XH(n)
. (3.1)
qui conserve le bilan énergétique en temps discret (cf chapitre 2).
Dans le formalisme hamiltonien, l’énergie H satisfait les conditions de Jurdjevic-Quin (cf Proposition 2
chapitre 1). Il s’ensuit un bouclage stabilisant de la forme u(n) = −k LgH(n) = −ky. Si l’on applique
cette commande sur la dynamique discrète (3.1), on obtient la boucle fermée suivante
∇tX(n) = [J(n) − R(n)]∇XH(n) − g(n)kg(n)T ∇XH(n) . (3.2)
Le système (3.1) par une commande u(n) = −k LgH(n) est intrinsèquement stable.
Proposition 12.
Preuve. La preuve à ce résultat revient à calculer la variation énergétique en temps discret en prenant
la fonction H comme une candidate de Lyapunov,
∇tH(n) :=
〈∇XH(n),∇tX(n)〉 = −∇XH(n)TR(n)∇XH(n) − ∇XH(n)T g(n)kg(n)T ∇XH(n)
= −∇XH(n)T
(
R(n) + g(n)kg(n)T
)∇XH(n)
≤ 0
(3.3)
Si le terme
(
R(n) + g(n)kg(n)T
)
< 0, le système bouclé est asymptotiquement stable.
Dans la plupart des cas, l’implémentation de cette technique de commande n’est jamais immédiate
de part son caractère implicite.
Le caractère intrinsèque de ce résultat se traduit par une indépendance vis-à-vis du pas d’intégration.
Ce n’est pas le cas des résultats proposés dans la littérature où la stabilité est assurée par l’ajout de
dissipation (amortissement artiﬁciel) pour assurer la convergence de la boucle fermée.
Il est important de noter que lorsque H est séparable avec une partie cinétique quadratique (système
mécanique), le LgH-contrôleur est directement liée à la sortie moyennée donnée par la moyenne sur deux
états discrets successifs. De plus, si le hamiltonien est quadratique avec le triplet (J,R, g) constant (système
linéaire), le contrôleur discret devient explicite et il s’exprime par
u(n) = −
[
I + k2 g
TB
]−1 [k
2 g
T (A+ I)
]
x(n) , (3.4)
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si le terme matriciel
[
I + k2 g
TB
]
est inversible, si non on utilise des inverses généralisées. Les matrice A et B sont
données par
A =
[
I − Δt2 Q(J − R)
]−1 [
I + Δt2 Q(J − R)
]
et B = Δt
[
I − Δt2 Q(J − R)
]−1
Qg
En pratique, la validation du contrôleur (3.4) est immédiate sans faire appel à aucune des méthodes d’estimation ou
algorithmes de résolution.
Exemple 1.1. Oscillateur d’impact
On présente la stabilisation de l’oscillateur d’impact par un LgV -contrôleur. On compare l’approche par
le gradient discret et l’émulation. La dynamique de l’oscillateur d’impact est donnée en temps continu
par la forme suivante ⎧⎪⎨
⎪⎩
q˙ = p
p˙ = −0.15 q + 2
q3
+ u
y = p
, (3.5)
où le hamiltonien est H(q, p) = 0.152 q
2 + 12p
2 + 1q2 et les variables q et p représentent le déplacement
généralisé et le moment généralisé, respectivement.
Le LgH-contrôleur en temps continu est donné par
u = −ky = −kp ,
Le contrôleur émulé s’écrit directement par
u(n) = −kp(n) ,
et celui proposé est donné par la sortie de port discrète sous la forme
u(n) = −kp(n + 1) + p(n)2 , (3.6)
qui représente la moyenne du moment généralisé évalué sur deux instants discrets successifs.
Les résultats de simulations sont obtenus pour un gain k = 0.3, un pas d’intégration Δt = 0.25s et une
condition initiale (q0, p0) = (4,−2), avec un pas de discrétisation .
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Figure 3.1 – L’évolution du système avec le LgH-contrôleur.
Le graphe de gauche ﬁgure 3.1, représente le diagramme de phase de l’oscillateur d’impact. C’est un
système sans pertes pas de dissipation interne), le système libre est donc conservatif : la trajectoire évolue
à énergie constante.
Le graphe de droite ﬁgure 3.1, le LgV -contrôleur en temps continu injecte de l’amortissement au
système pour atteindre son point d’équilibre. Il en va de même pour la dynamique discrète passive que
nous avons introduite. En revanche, l’approximation par Euler émulé engendre une dérive énergétique
que le LgV -contrôleur n’est pas capable de compenser et la trajectoire diverge après quelques secondes de
simulation.
Pour que le contrôleur émulé satisfasse la stabilité du système (3.5), il faut soit choisir un pas de
discrétisation très faible ou augmenter le gain de dissipation pour compenser cette dérive numérique.
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1.2 Étude du retard : stabilité et robustesse
La présence de retard lors de la synthèse de contrôleurs (continus ou discrets) dégrade les performances
de la boucle fermée et complique son étude et son analyse. Notre objectif ici est d’étudier la stabilité
d’un système hamiltonien retardé soumis à un contrôleur de type LgH en temps discret.
Dans le but de faciliter cette étude, on se restreint au cas d’un système hamiltonien passif avec le
triplet (J,R, g) constant et le hamiltonien H quelconque. On considère la dynamique retardée suivante{
∇tX(n) = [J − R]∇XH(n) + [Jd − Rd]∇XH(n − d(n)) + gu(n)
y(n) = gT ∇XH(n)
(3.7)
où la matrice Jd ∈ Rn×n satisfait Jd+JTτ = 0 et la matrice de dissipation Rd = RTd ≥ 0. Le retard discret
d(n) est supposé borné et il varie selon l’hypothèse suivante
0 < dm ≤ d(n) ≤ dM (3.8)
où dm et dM sont des nombres entiers positifs qui représentent les limites inférieure et supérieure du
retard d(n), respectivement.
En appliquant le LgH-contrôleur sur la dynamique retardée (3.7), on obtient un système bouclé donné
de la forme
∇tX(i)|k=n = [J − R]∇XH(k)|k=n + [Jd − Rd]∇XH(k)|k=n−d(n) − gkgT ∇XH(k)|k=n
=
[
J − R − gkgT ]∇XH(k)|k=n + [Jd − Rd]∇XH(k)|k=n−d(n) (3.9)
La dynamique discrète de la boucle fermée n’est plus sous la forme hamiltonienne de part l’existence
d’un terme avec retard dont l’évolution est inconnue. En prenant H comme candidate de Lyapunov, le
bilan d’énergie s’écrit
∇tH(n) :=
〈∇XH(n),∇tX(n)〉
=
〈
∇XH(k)|k=n ,
[ (
J − R − gkgT )∇XH(k)|k=n + (Jd − Rd)∇XH(k)|k=n−d(n)]〉
= −∇XH(k)T|k=n
(
R + gkgT
)∇XH(k)|k=n + ∇XH(k)T|k=n (Jd − Rd)∇XH(k)|k=n−d(n)
.
(3.10)
A partir du bilan énergétique (3.10), on constate que la candidate H seule ne suﬃt pas pour prouver la
stabilité du système bouclé en présence des retards. Le signe du premier terme est connu (négatif) car le
terme
(
R + gkgT
)
est toujours positif. Par contre, le signe du deuxième terme est inconnu et on ne peut
conclure sur la stabilité de la boucle fermée.
Aﬁn d’étudier ce terme retardé, de nouvelles candidates au sens de Lyapunov-Krasovskii vont être choisies.
Cette étude a deux objectifs, le premier est de trouver des conditions de stabilités (justes suﬃsantes)
pour que le système (3.9) en boucle fermée soit asymptotiquement stable, et le deuxième c’est d’étudier
la robustesse du système quand les matrices J,R, g, Jτ et Rτ sont supposées incertaines et satisfont les
incertitudes polytopiques suivantes[
J R g Jd Rd
]
=
r∑
s=1
λs
[
J (s) R(s) g(s) J (s)τ R
(s)
τ
]
(3.11)
où
∑r
s=1 λs = 1, 0 ≤ λs ≤ 1, s = 1, 2, . . . , r, et les matrices J (s), R(s), g(s), J (s)τ , R(s)τ sont constantes
indiquant les points extrêmes des incertitudes, et r désigne le nombre de point.
Les diﬀérentes preuves utilisent les deux lemmes introduits auparavant et que nous rappelons ici
Lemme 1.1. Pour toute matrice symétrique constante semi-déﬁnie positive P ∈ Rn×n, PT = P ≥ 0,
l’inégalité suivante est vériﬁée
n−1∑
k=n+1−d(n+1)
WTk PWk −
n−1∑
k=n+1−d(n)
WTk PWk ≤
n−dm∑
k=n+1−dM
WTk PWk
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Lemme 1.2. Pour toute matrice symétrique constante semi-déﬁnie positive P ∈ Rn×n, PT = P ≥ 0,
l’inégalité suivante est vériﬁée
n+1−dm∑
j=n+2−dM
n∑
k=j
WTk PWk −
n−dm∑
j=n+1−dM
n−1∑
k=j
WTk PWk = (dM − dm)WTn PWn −
n−dm∑
k=n+1−dM
WTk PWk
En introduisant de nouvelles fonctions de Lyapynov-Krasovskii, les conditions de stabilités sont établies
dans le théorème ci-dessous,
Le système discret en boucle fermée (3.9) avec d(n) satisfait (3.8) est asymptotiquement stable,
s’il existe des matrices symétriques Q1 > 0, Q2 > 0 and Q3 > 0 telles que l’inégalité matricielle
suivante soit vériﬁée
Ξ =
⎡
⎢⎢⎣
Λ Jτ − Rτ 0 0
0 −Q1 0 0
∗ ∗ −Q2 0
∗ ∗ ∗ −Q3
⎤
⎥⎥⎦ < 0, (3.12)
où Λ = −R − gkgT + αQ1 + Q2 + Q3 et le paramètre α = (dM − dm + 1).
Théorème 6.
Preuve. On déﬁnit la fonction de Lyapunov pour la boucle fermée (3.9) comme la somme V (n) =
4∑
l=1
Vl(n), où
V1(n) = H(n) ,
V2(n) = Δt
n−1∑
k=n−d(n)
∇XH(k)T Q1 ∇XH(k) ,
V3(n) = Δt
n−dm∑
j=n+1−dM
n−1∑
k=j
∇XH(k)T Q1 ∇XH(k) ,
V4(n) = Δt
{
n−1∑
k=n−dm
∇XH(k)T Q2 ∇XH(k) +
n−1∑
k=n−dM
∇XH(k)T Q3 ∇XH(k)
}
.
(3.13)
La variation d’énergie globale au cours du temps s’écrit par ∇tV (n) = 1Δt (V (n + 1) − V (n)). Pour la
première candidate V1, sa variation le long des trajectoires du système bouclé est donnée par la variation
de l’hamiltonien H, voir l’équation (3.10).
La variation de V2 le long des trajectoires est donnée par
∇tV2(n) =
n∑
k=n+1−d(n+1)
∇XH(k)T Q1 ∇XH(k) −
n−1∑
k=n−d(n)
∇XH(k)T Q1 ∇XH(k)
= ∇XH(k)T|k=n Q1 ∇XH(k)|k=n − ∇XH(k)T|k=n−d(n) Q1 ∇XH(k)|k=n−d(n)
+
n−1∑
k=n+1−d(n+1)
∇XH(k)T Q1 ∇XH(k) −
n−1∑
k=n+1−d(n)
∇XH(k)T Q1 ∇XH(k)
(3.14)
en utilisant le lemme 1.1 devient
∇tV2(n) ≤ ∇XH(k)T|k=n Q1 ∇XH(k)|k=n − ∇XH(k)T|k=n−d(n) Q1 ∇XH(k)|k=n−d(n)
+
n−dm∑
k=n+1−dM
∇XH(k)T Q1 ∇XH(k) (3.15)
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En utilisant le lemme 1.2, la variation de V3 le long des trajectoires du système (3.9) s’écrit
∇tV3(n) =
n+1−dm∑
j=n+2−dM
n∑
k=j
∇XH(k)T Q1 ∇XH(k) −
n−dm∑
j=n+1−dM
n−1∑
k=j
∇XH(k)T Q1 ∇XH(k)
= (dM − dm)∇XH(k)T|k=n Q1 ∇XH(k)|k=n −
n−dm∑
k=n+1−dM
∇XH(k)T Q1 ∇XH(k)
(3.16)
Enﬁn la variation de V4 est obtenue en utilisant le lemme 1.2
∇tV4(n) = ∇XH(k)T|k=n Q2 ∇XH(k)|k=n − ∇XH(k)T|k=n−dm Q2 ∇XH(k)|k=n−dm
+ ∇XH(k)T|k=n Q3 ∇XH(k)|k=n − ∇XH(k)T|k=n−dM Q3 ∇XH(k)|k=n−dM
(3.17)
À partir des équations (3.10), (3.15), (3.16) et (3.17), la variation d’énergie totale V le long des trajectoires
du système bouclé (3.9) s’écrit
∇tV (n) = ∇XH(k)T|k=n
{− R − gkgT + αQ1 + Q2 + Q3} ∇XH(k)|k=n
+∇XH(k)T|k=n (Jd − Rd)∇XH(k)|k=n−d(n) − ∇XH(k)T|k=n−d(n) Q1 ∇XH(k)|k=n−d(n)
−∇XH(k)T|k=n−dm Q2 ∇XH(k)|k=n−dm − ∇XH(k)T|k=n−dM Q3 ∇XH(k)|k=n−dM
= ξ(n)TΞξ(n)
(3.18)
avec
Ξ =
⎡
⎢⎢⎣
Λ Jd − Rd 0 0
0 −Q1 0 0
∗ ∗ −Q2 0
∗ ∗ ∗ −Q3
⎤
⎥⎥⎦ < 0 (3.19)
et
ξ(n)T =
[
∇XH(k)T|k=n ∇XH(k)T|k=n−d(n) ∇XH(k)T|k=n−dm ∇XH(k)T|k=n−dM
]
. (3.20)
Si la condition (3.19) est vériﬁée, alors le système en boucle fermée est asymptotiquement stable en temps
discret.
Comme sous cas, les conditions de stabilités lorsque le retard est constant d(n) = d sont obtenues
directement à partir du Théorème 6. Le résultat est donné dans le corollaire ci-dessous,
Le système en boucle fermée (3.9) à retard constant est asymptotiquement stable s’il existe
des matrices symétriques Q1 > 0, Q2 > 0 et Q3 > 0 telles que
Ξ =
[
Λ Jd − Rd
0 −Q1 − Q2 − Q3
]
< 0 (3.21)
où Λ = −R − gkgT + Q1 + Q2 + Q3
Corollaire 7.
La preuve à ce résultat peut être directement dérivée à partir du Théorème 6 en mettant dm = dM = d,
ou par un simple calcul en utilisant uniquement trois candidates de LK suivantes V1(n), V2(n) et V4(n)
données par les équations (3.13). Dans ce cas, le vecteur ξ est réduit au vecteur suivant
ξ(n)T =
[
∇XH(k)T|k=n ∇XH(k)T|k=n−d
]
Généralement, dans le cas pratique, les matrices J,R, g, Jd et Rd qui composent le système bouclé (3.9)
peuvent être aﬀectées par une incertitude. Dans ce qui suit, nous souhaitons étendre le résultat précédent
à une classe du système hamiltonien incertain. Sur la base du résultat obtenu dans le Théorème 6, l’étude
de la robustesse est donnée par le résultat suivant,
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Le système en boucle fermée (3.9) à retard avec les incertitudes polytopiques de la forme
(3.11) est asymptotiquement stable pour tout retard variant d(n) satisfait (3.8), s’il existe des
matrices Q(s)1 > 0, Q
(s)
2 > 0 et Q
(s)
3 > 0 telle que pour s = 1, . . . , r, on obtient
Ξk =
⎡
⎢⎢⎢⎣
Λ(s) J (s)d − R(s)d 0 0
0 −Q(s)1 0 0
∗ ∗ −Q(s)2 0
∗ ∗ ∗ −Q(s)3
⎤
⎥⎥⎥⎦ < 0, (3.22)
Théorème 7.
Preuve. Posons
Vλ(n) =
4∑
l=1
Vlλ(n) (3.23)
où
V1λ(n) =
r∑
s=1
λsH
(s)(n) ,
V2λ(n) =
r∑
s=1
n−1∑
k=n−d(n)
∇XH(k)T λsQ(s)1 ∇XH(k) ,
V3λ(n) =
r∑
s=1
n−dm∑
j=n+1−dM
n−1∑
k=j
∇XH(k)T λsQ(s)1 ∇XH(k) ,
V4λ(n) =
r∑
s=1
{
n−1∑
k=n−dm
∇XH(k)T λsQ(s)2 ∇XH(k) +
n−1∑
k=n−dM
∇XH(k)T λsQ(s)3 ∇XH(k)
}
.
(3.24)
On peut facilement en déduire la condition LMI (3.22) d’une manière analogue à la preuve du Théorème 6.
Selon la théorie standard de Lyapunov, si la condition (3.22) est vériﬁée, le système bouclé (3.9) soumis à
des incertitudes de type (3.11) et à des retards discrets variants dans le temps (3.8) est asymptotiquement
stable.
Ce résultat, peut jouer un rôle important dans le cas pratique où les paramètres du système sont
souvent aﬀectés par une incertitude.
1.3 Prise en compte de la saturation
Aﬁn de se placer au plus proche possible du cas pratique (cas réel), on va complexiﬁé le système
précédent (3.7) en ajoutant une contrainte de saturation sur le LgH-contrôleur.
Ce phénomène de saturation a été amplement étudié dans la littérature et de nombreux résultats
signiﬁcatifs ont été proposés dans la dernière décennie, voir l’ouvrage de [Tarbouriech et al. 2007].
Dans notre étude, on traite la stabilité de systèmes hamiltoniens passifs au niveau discret aﬀectés à
la fois par des retards en temps et la saturation sur LgH-contrôleur. La dynamique discrète dans ce cas
est donnée par
∇tX(n) = [J − R]∇XH(n) + [Jd − Rd]∇XH(n − d(n)) + g sat(u(n)) (3.25)
où sat(u) := [sat(u1), sat(u2), . . . , sat(um)]T ∈ Rm représente le contrôle du système (3.25) avec sat(.)
désigne la fonction de saturation. La non linéarité de la saturation s’écrit par
sat(ui) = sgn(ui)min{1, |ui|}; i = 1, 2, . . . ,m (3.26)
Dans le but de faciliter l’analyse et les calculs durant cette étude, on introduit le lemme suivant,
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Lemme 1.3. Supposons que sat(u(n)) est déﬁnie comme dans (3.26). Alors, la relation suivante est
vériﬁée
υTυ ≤ uTu (3.27)
avec
υ = sat(u) − u (3.28)
La preuve à ce lemme peut être facilement obtenue, voir [Airong et Yuzhen 2010]. Sous la contrainte
de saturation, le LgH-contrôleur en temps discret s’écrit
sat (u(n)) = sat
(−kgT ∇XH(n))
et la boucle fermée est donnée par
∇tX(n) = [J − R]∇XH(n) + [Jd − Rd]∇XH(n − d(n)) + g sat
(−kgT ∇XH(n)) (3.29)
A partir de la relation (3.28), on obtient
υ = sat
(−kgT∇XH(n))+ k gT ∇XH(n)
et la boucle fermée (3.29) peut être exprimée sous la forme
∇tX(n) =
[
J − R − g kgT ]∇XH(n) + [Jd − Rd]∇XH(n − d(n)) + gυ . (3.30)
On constate que la structure hamiltonienne est détruite sous l’eﬀet du retard et la contrainte de satura-
tion. A partir de (3.30) et le lemme 1.3, on peut montrer facilement que la stabilité de la boucle fermée
en temps discret est aussi perdue. Alors, on peut conclure que la propriété de stabilité n’est pas une
propriété intrinsèque lors de la présence du retard et de la saturation dans le système.
Le bilan d’énergie s’exprime en temps discret par
∇tH(n) = −∇XH(k)T|k=n
(
R + gkgT
)∇XH(k)|k=n + ∇XH(k)T|k=n (Jd − Rd)∇XH(k)|k=n−d(n)
+ ∇XH(k)T|k=ng υ
≤ −∇XH(k)T|k=n
(
R + gkgT
)∇XH(k)|k=n + ∇XH(k)T|k=n (Jd − Rd)∇XH(k)|k=n−d(n)
+ 12
{
∇XH(k)T|k=n ggT ∇XH(k)|k=n + υTυ
}
(3.27)
≤ −∇XH(k)T|k=n
(
R + gkgT
)∇XH(k)|k=n + ∇XH(k)T|k=n (Jd − Rd)∇XH(k)|k=n−d(n)
+ 12
{
∇XH(k)T|k=n ggT ∇XH(k)|k=n + ∇XH(k)T|k=n gkTkgT ∇XH(k)|k=n
}
= ∇XH(k)T|k=n
{−R + 12g (I − 2k + kTk) gT}∇XH(k)|k=n
+ ∇XH(k)T|k=n (Jd − Rd)∇XH(k)|k=n−d(n)
(3.31)
le passage de la première à la deuxième ligne dans l’équation (3.31) se fait à l’aide des identités remar-
quables 3.
Aﬁn de traiter ce problème de stabilité, on postule le théorème ci-dessous,
3. Pour tout a et b, on a (a − b)2 ≥ 0 ⇐⇒ a2 + b2 ≥ 2ab
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Le système discret en boucle fermée (3.29) est dit asymptotiquement stable pour tout retard
discret d(n) satisfait (3.8) et la contrainte de saturation (3.26), s’il existe des matrices symé-
triques Q1 > 0, Q2 > 0 and Q3 > 0 telles que la condition LMI suivante soit vériﬁée
Γ =
⎡
⎢⎢⎣
Ω Jτ − Rτ 0 0
0 −Q1 0 0
∗ ∗ −Q2 0
∗ ∗ ∗ −Q3
⎤
⎥⎥⎦ < 0, (3.32)
où la matrice Ω = −R + 12g
(
I − 2k + kTk) gT + αQ1 + Q2 + Q3.
Théorème 8.
Preuve. On considère les fonctions de Lyapunov-Krasovskii décrites par (3.13), la variation d’énergie
totale V s’écrit
∇tV (n) = ∇XH(k)T|k=n
{− R + 12g (I − 2k + kTk) gT + αQ1 + Q2 + Q3} ∇XH(k)|k=n
− ∇XH(k)T|k=n (Jτ − Rτ ) ∇XH(k)|k=n−d(n) − ∇XH(k)T|k=n−d(n) Q1 ∇XH(k)|k=n−d(n)
− ∇XH(k)T|k=n−dm Q2 ∇XH(k)|k=n−dm − ∇XH(k)T|k=n−dM Q3 ∇XH(k)|k=n−dM
= ξ(n)TΓξ(n)
(3.33)
Si la condition (3.32) est vériﬁée, le LgH-contrôleur sous contrainte de saturation assure la stabilité
asymptotique du système en boucle fermée (3.30).
La stabilité robuste peut être dérivée directement à partir du Théorème 8. On énonce le résultat dans le
corollaire qui suit.
Le système en boucle fermée (3.30) est asymptotiquement stable s’il existe des matrices incer-
taines Q(s)1 > 0, Q
(s)
2 > 0 and Q
(s)
3 > 0 telle que
Γ =
⎡
⎢⎢⎢⎣
Ω(s) J (s)τ − R(s)τ 0 0
0 −Q(s)1 0 0
∗ ∗ −Q(s)2 0
∗ ∗ ∗ −Q(s)3
⎤
⎥⎥⎥⎦ < 0 (3.34)
où Ω(s) = −R(s) + 12g(s)
(
I − 2k + kTk) (gT )(s) + αQ(s)1 + Q(s)2 + Q(s)3 .
Corollaire 8.
La preuve peut être vériﬁée d’une manière similaire au Théorème 8. Le cas du retard constant est considéré
comme un sous cas du résultat proposé dans cette partie. Dans le cas linéaire les conditions de stabi-
lité sont les mêmes en remplaçant uniquement l’hamiltonien H par une forme quadratique H = 12X
TQX .
Il existe de nombreux résultats sur les systèmes linéaires avec la contrainte de saturation sur la
commande [Sussmann et al. 1994], [Tarbouriech et al. 2007]. Par contre, les résultats sont rares dans le
cas des systèmes non linéaires en particulier les systèmes hamiltoniens à ports, voir le travail de [Airong
et Yuzhen 2010] en temps continu.
1.4 Exemple numérique
On considère un pendule non linaire avec un retard en temps intervenant simultanément (et de manière
abstraite) sur les deux variables d’état et une contrainte de saturation sur son contrôleur. Cet exemple a
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pour objectif d’illustrer la stabilisation des systèmes hamiltoniens à ports discrets aﬀectés par ces deux
contraintes. La dynamique hamiltonienne en temps discret s’écrit par{
∇tX(n) = [J − R]∇XH(n) + [Jd − Rd]∇XH(n − d(n)) + gsat(u(n))
y(n) = gT ∇XH(n)
(3.35)
où les diﬀérentes matrices
J =
[
0 −1
1 0
]
, R =
[
1 0
0 2
]
, Jd =
[
0 −0.25
0.25 0
]
, Rd =
[
1 1
1 4
]
, g =
[
0
1.75
]
et les vecteurs
∇tX(n) =
[
q(n+1)−q(n)
Δt
p(n+1)−p(n)
Δt
]
, ∇XH(n) =
[ cos(q(n+1)−cos(q(n))
q(n+1)−q(n)
p(n+1)+p(n)
2
]
La contrainte de saturation considérée ici satisfait l’équation (3.26) et elle s’écrit sous la forme
sat(u) = sgn(u)min{0.25, |u|}, |sat(u)| ≤ 0.25
avec le retard en temps satisfait l’équation (3.8) généré d’une manière aléatoire d(n) ∈ {1, 2, . . . , 8}.
A partir du Théorème 8, les valeurs propres de la matrice LMI sont toutes négatives
σ(Γ) = − [0.0895, 0.4195, 0.0993, 0.2238, 0.1997, 0.4724, 0.1997, 0.4724]
et les diﬀérentes matrices sont
Q1 =
[
0.1111 0.0365
0.0365 0.2120
]
et Q2 = Q3 =
[
0.3063 0.1331
0.1331 0.3659
]
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Figure 3.2 – À gauche, l’évolution en temps des trajectoires (q, p) et de la commande u, et à droite, le diagramme
de phase (q × p).
Les résultats de simulations sont obtenus avec un pas de discrétisation Δt = 0.15s et les conditions
initiales (q0, p0) = (0.5, 0.2). La ﬁgure 3.2 à gauche, montre l’évolution des trajectoires de la boucle
fermée et LgH-contrôleur au cours du temps (t = 30s). On remarque que la stabilité asymptotique est
assurée par le contrôleur discret malgré l’eﬀet du retard et la contrainte de saturation. Dans la ﬁgure 3.2
à droite, on constate des petites cassures sur les trajectoires du système bouclé (diagramme de phase) et
cela est due à la saturation du contrôleur proposé à cet instant.
On peut donc conclure que le résultat présenté dans le Théorème 8 est très pratique dans la stabilisa-
tion des systèmes hamiltoniens aﬀectés par des retards avec la contrainte de saturation sur le contrôleur.
L’avantage que peut avoir ce résultat est le fait que l’étude est basée sur la dynamique discrète pour
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laquelle la stabilité est une propriété intrinsèque en discret. Dans le cas contraire, l’erreur numérique
peut engendrer un aspect négatif sur le conservatisme de ces conditions de stabilité.
Le LgH-contrôleur étudié tout au long de cette partie peut être vu comme le contrôle par assignement
d’interconnexion et d’amortissement (en anglais, Interconnection and Damping Assignment IDA) qui joue
un rôle important dans la méthodologie IDA-PBC discrète qui sera présentée en détails dans la partie
suivante.
2 Contrôleur IDA-PBC en temps discret
Dans le formalisme hamiltonien, la synthèse IDA-PBC [Ortega et al. 2002b] est une méthode de
stabilisation basée sur des considérations énergétiques et qui engendre tous les contrôleurs stabilisants
pour cette classe de systèmes. Du point de vue énergétique, elle oﬀre une interprétation intuitive dans
ce formalisme (par la matrice de structure associée aux échanges au sein du système et par la matrice
de dissipation associée aux phénomènes d’amortissement). Le bien-fondé de cette méthode repose sur les
propriétés intrinsèques de passivité et de composabilité de la classe. C’est pourquoi, pour des dynamiques
à temps discret, cette méthode ne s’applique pas trivialement. En eﬀet, en l’absence de passivité (ou
de composabilité) on peut montrer que la stabilité n’est plus intrinsèque car conditionnée par le pas
d’intégration.
L’objet de ce paragraphe est de proposer une synthèse IDA-PBC discrète dans le formalisme hamil-
tonien passif à temps discret que nous avons introduit.
En temps continu, la synthèse IDA-PBC se décompose en une commande qui permet d’atteindre une
dynamique cible (modèle matching) à laquelle s’ajoute une commande stabilisante par LgV -contrôleur.
La diﬃculté majeure de cette méthode réside dans la déﬁnition d’une dynamique cible atteignable. Cette
restriction de la cible est nommée condition de matching. La littérature fournit plusieurs études sur la
résolution de cette condition de matching pour des classes particulières. On peut citer [Fujimoto et al.
2001] pour IDA algébrique, [Ortega et al. 2002b] pour IDA non paramétrique et [Ortega et al. 2002a]
pour IDA paramétrique.
On trouve également diverses applications expérimentales de cette méthode par une discrétisation
directe de la commande continue (émulation), en mécanique pour commander la bille sur rail dans [Ortega
et al. 2002a], électronique de puissance dans le contrôle du pont redresseur [Gaviria et al. 2005], le
convertisseur de puissance de type Buck-Boost [Yong et al. 2008] et dans le domaine magnétique pour
contrôler le proﬁl radial du plasma dans le Tokamak [Vu et al. 2013].
En temps discret, les premiers travaux sont récents et la littérature est beaucoup moins extensive. En
quelques mots, l’ensemble des ces travaux reposent sur le même principe : la compensation de la dérive
énergétique discrète par l’ajout d’un terme correctif. On peut citer [Laila et Astolﬁ 2005] dans le cas des
systèmes complètement actionnés et [Laila et Astolﬁ 2006b, Gören-Sümer et Yalçin 2011].
Fort de la passivité et de la composabilité discrètes, nous sommes à même de traiter la synthèse IDA-
PBC discrète avec des outils similaires à ceux du continu. On notera que la diﬃculté de l’atteignabilité
d’une dynamique cible n’est pas abordée dans ce mémoire.
2.1 Synthèse de contrôleur IDA-PBC discret
Considérons une dynamique discrète sans perte de la forme
(ΣH) :
[
∇tn)
y(n)
]
=
[
J(n)∇XH(n) + g(n)u
gT (n)∇XH(n)
]
=
[
XH + gu
gT∇XH
]
(3.36)
pour laquelle nous avons une égalité de passivité relativement au stockage H , à savoir ∇tH = yTu.
En faisant abstraction de l’atteignabilité de la cible, nous imposons le modèle cible (Jd, Rd, Hd), soit
une dynamique en boucle fermée de la forme
∇tX(n) =
[
Jd(n) − Rd(n)
]∇XHd(n) . (3.37)
On obtient un résultat similaire au cas continu.
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Le système contrôlé (3.36) avec la commande IDA-PBC discrète u(n) = ues(n) + udi(n) où
ues(n) = g(n)†
{
Jd(n)∇XHd(n) − J(n)∇XH(n)
}
(3.38a)
udi(n) = −g(n)†Rd(n)∇XHd(n) (3.38b)
avec la pseudo-inverse g(n)† =
[
g(n)T g(n)
]−1
g(n)T , engendre la dynamique désirée (3.37).
Proposition 13.
Preuve. Un calcul direct mène au résultat. #
Ce qui est moins évident en revanche, c’est que les composantes de la commande IDA-PBC jouent des
rôles analogues à celles du continu. En eﬀet, la commande ues engendre une dynamique conservative.
Le bilan d’énergie pour cette commande s’écrit
∇tHd = 〈∇XHd, XH + gues〉 = 〈∇XHd, XH + Jd∇XHd − XH〉 ≡ 0 . (3.39)
Il en est de même pour la commande udi dont la fonction est de dissiper l’énergie pour assurer la
stabilité, et ce indépendamment du pas d’intégration. En résumé, la formulation de cette synthèse IDA-
PBC discrète repose implicitement sur les propriétés de la dynamique discrète.
En pratique, excepté le cas où g est inversible, la commande IDA-PBC que nous proposons ne peut
s’aﬀranchir de l’analyse du système continu. C’est en eﬀet à la suite de cette analyse que l’on est capable
de préciser la dynamique cible atteignable. Il semble vain de vouloir obtenir un équivalent discret aﬀaibli
de la condition de matching puisque toute notre démarche repose sur l’indépendance des propriétés
vis-à-vis du pas d’intégration Δt. Une condition de matching discrète devrait donc être satisfaite pour
tout Δt, ce qui, par passage à la limite, conduirait à la condition en temps continu.
Autre remarque concernant la réalisation de cette commande. Nous avons vu d’une part la stabilité
(intrinsèque) engendrée par un correcteur de type LgV et d’autre part son implémentation aisée en
tant que retour de sortie. Aﬁn d’exploiter ces avantages, il est courant d’imposer une dissipation en
boucle fermée de la forme Rd = gKdigT , où Kdi est la matrice déﬁnie positive constituée des gains
d’amortissement. Dans ces conditions, nous avons le résultat suivant.
Considérons la dynamique contrôlée (3.36) que l’on suppose zéro-état-détectable a et la dyna-
mique désirée (3.37) avec la dissipation Rd = gKdigT ,Kdi > 0. Si x est un minimum isolé de
Hd, alors
(i) x∗ est un point d’équilibre (localement) stable de la boucle fermée obtenue avec la com-
mande u(n) = ues(n) donnée par (3.38a).
(ii) x∗ est un point d’équilibre asymptotiquement stable de la boucle fermée avec la com-
mande u(n) = ues(n) + udi(n) donnée par (3.38).
a. cf déﬁnition 1.5 chapitre 1
Proposition 14.
Preuve. Montrons que V (x) = Hd(x) − Hd(x) est une candidate Lyapunov pour la dynamique consi-
dérée.
(i) La commande ues engendre une dynamique conservative, on a alors ∇tV = ∇tH
(3.39)≡ 0.
(ii) En appliquant la commande complète ues + udi, on a
∇tV = −∇XHT gKdigT∇XH = yTd Kdiyd < 0 (3.40)
On conclut sur la stabilité asymptotique car la dynamique est zéro-état-détectable. #
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2.2 Exemples de simulations
Nous illustrons maintenant la synthèse IDA-PBC discrète sur trois systèmes : le pendule simple,
l’oscillateur d’impact et le pendule à roue inertielle. Les deux premiers sont des systèmes complètement
actionnés et le dernier est sous-actionné. Dans chacun des cas, nous donnons les résultats de simulation
issus d’une discrétisation par Euler émulé, Euler émulé corrigé et gradient discret.
Pendule simple :
Avec des grandeurs normalisées (i.e. mgl = 1), l’énergie H du pendule s’exprime
H(q, p) = 12p
2 − cos(q) , (3.41)
et la dynamique sous forme d’un SHP s’écrit⎧⎨
⎩
[
q˙
p˙
]
=
[
0 1
−1 0
] [
sin(q)
p
]
+
[
0
1
]
u
y = p
. (3.42)
On prendra comme énergie désirée en boucle fermée
Hd(q, p) =
1
2p
2 − cos(q) + Kes2 q
2 + 1 , (3.43)
et comme dynamique cible [
q˙
p˙
]
=
[
0 1
−1 −Kdi
] [∇qHd
∇pHd
]
, (3.44)
de sorte que le bilan d’énergie en boucle fermée s’écrive
dHd
dt = −Kdip
2 < 0 . (3.45)
On résume les dynamiques et les lois de commande associées dans le tableau 3.1.
Dynamique Commande
Système continue
x˙ = XH(x) + gu
ues(t) = −Kesq(t)
udi(t) = −Kdip(t)
Système émulé
Euler
uEes(n) = −Kesq(n)
uEdi(n) = −Kdip(n)
Système émulé corrigé [Laila]
Euler
uLes(n) = −Kesq(n) − KesΔt2 p(n)
uLdi(n) = −Kdip(n)
SHP discret passif
Gradient discret
uGes(n) = −Kes q(n+1)+q(n)2
uGdi(n) = −Kdi p(n+1)+p(n)2
Table 3.1 – Lois de commande IDA-PBC en fonction de la dynamique du pendule simple.
Comme précédemment, la courbe de référence sera celle obtenue par la routine ode45 pour laquelle
nous supposerons une dérive de l’ordre de la précision machine pour horizon temporel court.
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Figure 3.3 – Diagramme de phase et évolution de l’énergie du système bouclé avec u = ues.
Dans un premier temps, nous appliquons uniquement la commande ues, i.e. nous étudions le compor-
tement des diﬀérentes dynamiques par rapport à la cible conservative. Les résultats de simulation sont
présentés ﬁgure 3.3.
Le graphe de gauche ﬁgure 3.3 présente les dynamiques dans le plan de phase. L’approximation
par gradient discret s’accorde avec le comportement continu. En revanche, les trajectoires obtenues
par les approximations émulé et émulé corrigé sont divergentes : les dynamiques discrètes associées ne
satisfaisant pas une équation de passivité, l’approximation engendre une dérive énergétique. On observe
sur le graphe de droite ﬁgure 3.3 que le terme correctif introduit dans [Laila et Astolﬁ 2005] réduit cette
dérive sans pour autant la supprimer.
Dans un second temps, nous appliquons la commande IDA-PBC complète ues + udi aﬁn de vériﬁer la
stabilisation du système bouclé. Les résultats de simulation sont présentés ﬁgure 3.4.
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Figure 3.4 – Diagramme de phase et évolution de l’énergie du système bouclé avec u = ues + udi.
Les dynamiques dans le plan de phase montrent la stabilité asymptotique de l’origine mais avec
des vitesses de convergences qui diﬀèrent. Comme nous l’avions évoqué dans le chapitre 1, ces écarts
s’expliquent moins par la précision du schéma que par la dérive énergétique. En eﬀet, si l’on reprend
l’évolution de Hd dans le cas conservatif, graphe de droite ﬁgure 3.3, on comprend que pour assurer la
convergence des trajectoires, l’amortissement introduit par la commande udi doit compenser la dérive
énergétique liée à la formulation de la dynamique discrète. Les niveaux d’énergie étant supérieurs, la
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dissipation prend nécessairement plus de temps, d’où une vitesse de convergence réduite.
Intuitivement, on imagine aisément qu’en jouant sur le paramètre d’amortissement Kdi, on peut
déstabiliser la dynamique émulé tout en assurant la convergence de celle corrigée et même déstabiliser les
deux. Nous présenterons des cas similaires dans l’exemple suivant.
L’analyse des résultats de simulation nécessite donc une attention particulière avant de conclure avec
des arguments standards du continu.
Oscillateur d’impact :
La dynamique de l’oscillateur d’impact est donnée par⎧⎨
⎩
[
q˙
p˙
]
=
[
0 1
−1 0
] [
0, 15q − 2q3
p
]
+
[
0
1
]
u
y = p
(3.46)
avec comme énergie le hamiltonien H(q, p) = 0.152 q2 +
1
2p
2 + 1q2 . La dynamique cible est similaire à
l’exemple précédent, voir (3.44), avec comme énergie désirée
Hd(q, p) = H(q, p) + Kes cos(q) − 12 ln(q) −
3
2q (3.47)
On résume les dynamiques et les lois de commande associées dans le tableau 3.2.
Dynamique Commande
Système continue
x˙ = XH(x) + gu
ues(t) = 0, 35 sin(q(t)) + 12q(t) +
3
2
udi(t) = −Kdi p(t)
Système émulé
Euler
uEes(n) = 0, 35 sin(q(n)) + 12q(n) +
3
2
uEdi(n) = −Kdi p(n)
Système émulé corrigé
Euler
uLes(n) = uEes(n) − kΔt2 p(n)
uLdi(n) = −Kdi p(n)
SHP discret passif
Gradient discret
uGes(n) = −Kes q(n+1)+q(n)2
uGdi(n) = −Kdi p(n+1)+p(n)2
Table 3.2 – Lois de commande IDA-PBC en fonction de la dynamique du pendule simple.
La courbe de référence sera celle obtenue par la routine ode23t pour laquelle nous supposerons une
dérive de l’ordre de la précision machine sur l’horizon temporel considéré.
La première série illustre la dépendance de la stabilité du système bouclé en fonction du gain d’amor-
tissement Kdi et du pas d’intégration Δt. Les résultats de simulation sont présentés ﬁgure 3.5.
Enﬁn, la ﬁgure 3.6 qui suit présente le cas pathologique où toutes les trajectoires convergent vers
diﬀérents ensembles. Nous avons appliqué les commandes discrètes émulée et émulée corrigée à une dyna-
mique obtenue par un intégrateur énergétique. On observe la stabilisation de l’origine par les commandes
IDA-PBC continue et issue du gradient discret. Les trajectoires émulée et émulée corrigée convergent,
mais vers des cycles limites distincts. Par opposition au formalisme hamiltonien continu, l’analyse du
comportement de ces dynamiques ne peut se faire qu’au cas par cas. Dans notre interprétation, ces cycles
limites correspondent au cas d’égalité entre l’erreur de design du contrôleur et le comportement conservatif
du système. Autrement dit, ils représentent les niveaux d’énergie de l’erreur de design du contrôleur.
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Figure 3.5 – Diagramme de phase pour Kdi = 0, 25 à gauche et Kdi = 0, 05 à droite, et Δt = 0, 8.
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Figure 3.6 – Diagramme de phase de l’oscillateur d’impact bouclé.
Pendule à roue inertielle :
Le pendule à roue inertielle est un pendule plan muni d’un disque motorisé situé à l’extrémité de la
tige, voir la ﬁgure 3.7. L’actionnement du rotor produit une accélération angulaire du disque, générant un
couple sur l’axe du pendule. La variable q1 représente l’angle par rapport à l’axe horizontal du pendule
et q2 l’écart angulaire du disque par rapport au pendule.
q_2
u
q_1
Figure 3.7 – Pendule à roue inertielle.
En temps continu, ce système peut être modélisé sous la forme hamiltonienne comme suit,[
q˙
p˙
]
=
[
0 I
−I 0
] [∇qH
∇pH
]
+
[
0
g
]
u (3.48)
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où les diﬀérentes matrices représentent
q =
[
q1
q2
]
p =
[
p1
p2
]
g =
[−1
1
]
I =
[
1 0
0 1
]
et M =
[
I1 0
0 I2
]
(3.49)
où (q, p) désigne les variables du système, g désigne le vecteur d’entrée, M représente la matrice d’inertie
et les paramètres I1 et I2 désignent le moment d’inertie du pendule et du disque, respectivement. .
L’énergie totale du système est donnée par la somme de l’énergie cinétique et potentielle
H(q, p) = K(p) + V (q) = 12I1
p21 +
1
2I2
p22 + m3(cos(q1) − 1) avec m3 = mgL
où m la masse du pendule, L sa longueur et g la force de gravité. Pour plus de détails concernant la
synthèse de la commande IDA-PBC en temps continu voir [Ortega et al. 2002a].
La matrice d’inertie désirée Md est choisie comme suit
Md =
[
a1 a2
a3 a2
]
, a1 > 0 ; a1a3 > a22 (3.50)
où les coeﬃcients a1, a2 et a3 sont imposer d’une façon à assurer la positivité de la matrice Md. Calculer
la première partie de ce contrôleur (ues) revient à résoudre la condition matching suivante(
a1 + a2
I1
)
∇q1Vd +
(
a2 + a3
I2
)
∇q2Vd = −m3 sin(q1) (3.51)
On ﬁxe l’énergie potentielle désirée
Vd(q) = I1m3a1+a2 cos(q1) +
k1
2
(
q2 − I1(a2+a3)I2(a1+a2)q1
)2
(3.52)
Pour plus de détails sur la démarche de la synthèse en temps continu, voir la travail de [Ortega et al. 2002a].
On résume les dynamiques et les lois de commandes associées dans le tableau 3.3
Dynamique Commande
Système continue
x˙ = XH(x) + gu
ues(t) = 30 sin(q1) + 5k1(q2 + q1)
udi(t) = −kv (−2p1 − p2)
Système émulé
Euler
uEes(n) = 30 sin(q1(n)) + 5k1(q2(n) + q1(n))
uEdi(n) = −kv (−2p1(n) − p2(n))
Système émulé corrigé
Euler
uLes(n) = 30 sin(q1(n)) + 5 (q2(n) + q1(n))
+350Δt (2p1(n) + p2(n))
uLdi(n) = −kv (−2p1(n) − p2(n))
SHP discret passif
Gradient discret
uGes(n) = −30
{
cos(q1(n+1))−cos(q1(n))
q1(n+1)−q1(n)
}
− 152 q1(n + 1)
25
2 q1(n) − 10q2(n + 1) + 15q2(n)
uGdi(n) = −5 I2(a1+a2)a1a3−a22
{
q2(n+1)−q2(n)
Δt +
I1(a2+a3)
I2(a1+a2)
q1(n+1)−q1(n)
Δt
}
Table 3.3 – Lois de commande IDA-PBC en fonction de la dynamique de la roue inertielle.
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Comme dans l’exemple précédent, nous traiterons le cas continu à l’aide de la routine ode45 pour
laquelle les erreurs d’intégration seront supposées négligeables relativement à l’horizon temporel. L’im-
plémentation de la dynamique discrète sera conduite pour un pas Δt = 0, 033s. Les diﬀérents paramètres
sont I1 = 0.1, I2 = 0.2, m3 = 10, a1 = 2, a2 = −3, a3 = 5, kv = 5 et k1 = 1. la condition initiale
est (q1, q2, p1, p2) = (2, 0, 0, 0). Les résultats de simulation présentés ﬁgure 3.8 concernent le couple de
variables (q1, p1).
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Figure 3.8 – Diagramme de phase et évolution de l’énergie Hd en boucle fermée.
Ces simulations illustrent le comportement ératiques des trajectoires discrètes obtenues par un schéma
ne tenant pas compte des propriétés intrinsèques de la dynamique. Par construction, le contrôleur IDA-
PBC en temps continu stabilise asymptotiquement l’origine. On observe une évolution identique sur les
trajectoires discrètes obtenu avec l’approche proposé.
Cependant, l’émulation de ce contrôleur conduit à une dynamique en boucle fermée qui est inatten-
due, cf diagramme de phase ﬁgure 3.8 à gauche. L’écart entre les trajectoires s’observe également sur le
comportement de l’énergie en boucle fermée Hd (qui engendre la dynamique) présentée ﬁgure 3.8 à droite.
Sur cette ﬁgure, on voit en eﬀet que la commande discrète ne permet pas d’atteindre le niveau d’énergie
désirée pour stabiliser l’origine. Ce comportement peut s’expliquer comme suit. L’approximation liée
au schéma de discrétisation conduit à une croissance numérique de l’énergie que le contrôleur ne
peut pas compenser. Il s’ensuit un comportement imprévisible de la boucle fermée. Tant dis que les
trajectoires obtenues avec le contrôleur de la littérature convergent vers le point d’équilibre avec une
faible vitesse de convergence en la comparant à la référence. Dans ce cas, le contrôleur de la littérature
arrive à compenser la dérive d’énergie qui est due à l’erreur numérique.
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Figure 3.9 – Diagramme de phase et évolution de l’énergie Hd en boucle fermée.
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Aﬁn de tester les limites du contrôleur de la littérature, nous allons augmenter le pas d’intégration
jusqu’à Δt = 0, 075s. De la ﬁgure 3.9, on observe que les trajectoires discrètes avec le contrôleur de la
littérature divergent comme celles obtenues avec émulé. Pour ce pas d’intégration, le deux contrôleurs
discrets n’arrivent pas à compenser cette dérive énergétique. Cependant, les trajectoires discrètes obtenues
avec notre approche restent stables et convergent vers le point d’équilibre (similaire au cas continu).
3 Application sur le convertisseur Buck
Un convertisseur est un dispositif électronique de puissance qui sert à la gestion de l’énergie électrique.
On peut citer comme application la distribution d’énergie stockée (batterie), dans des ordinateurs, dans
des véhicules électriques, des appareilles électroménagers et dans d’autres nombreuses applications.
Souvent, ces convertisseurs sont victimes à des ﬂuctuations de tension d’entrée, des variations de
la charge et des incertitudes. Donc, un contrôleur est indispensable pour faire face à ces diﬀérentes
contraintes pour répondre aux spéciﬁcations et assurer les performances désirées.
Avec l’évolution des nouvelles technologies, de nouveaux convertisseurs de puissances (de tailles
réduites) ont été conçus pour fonctionner à des fréquences de découpages élevées (quelques MHz). Pour
les contrôler, il apparaît nécessaire d’utiliser des micro-contrôleurs rapides pour permettre un volume de
calcul suﬃsant par rapport aux fréquences de découpages. L’inconvénient majeur de ces dispositifs est
leur coût élevé. On a donc recours à des micro-contrôleurs moins rapides sous la condition d’adapter une
technique de commande qui fonctionne pour des faibles fréquences d’échantillonnages. Il s’agit donc en
pratique de satisfaire un compromis entre la robustesse et les performances.
Nous étudions ici un convertisseur DC-DC abaisseur de tension Buck. La commande de ce type de
convertisseur a été traitée en temps continu par des approches classiques (régulateur PID) [Rabbani
et al. 2012], par mode glissant [Guldemir 2011] et par une synthèse énergétique IDA-PBC [Jaafar 2011].
Toutes ces techniques ont été validées par un bloqueur d’ordre zéro (émulation). a notre connaissance,
l’approche énergétique discrète n’apparaît pas dans dans la littérature.
Nous proposons de comparer notre méthode de synthèse discrète avec une commande émulée. Nous
étudions ensuite la robustesse vis-à-vis de la charge et de la fréquence d’échantillonnage. Nous verrons
que la méthode proposée, de part les propriétés satisfaites indépendamment du pas d’intégration, permet
d’atteindre des performances désirées pour des fréquences d’échantillonnages assez faible.
3.1 Modes de fonctionnements
Le convertisseur Buck connu aussi sous le nom d’abaisseur de tension continue-continue a pour objectif
de convertir une tension d’entrée en une tension de sortie de plus faible valeur. Il est composé des éléments
électroniques suivants : S = interrupteur (switch), D = diode, L = inductance, C = capacité, R =
résistance, ve = tension d’alimentation et vs = tension de sortie (ou de la charge), voir la ﬁgure 3.10.
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Figure 3.10 – Convertisseur de puissance Buck
Ce type de convertisseur peut être décomposé en deux conﬁgurations selon la position de l’interrupteur
S. Quand l’interrupteur est fermé "état passant", le courant qui sort de la source traverse l’inductance,
et croît linéairement dans la bobine. Ainsi l’énergie sera stockée tant que le courant ne cesse de croître.
Dans ce cas la tension aux bornes de l’inductance est donnée par la diﬀérence de tension d’entrée et de
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sortie vL = ve − vs. Dans le cas où l’interrupteur S est ouvert "état bloqué", l’inductance se décharge sur
la charge et la diode de roue libre D assure la continuité du courant sans interruption dans le circuit.
La tension aux bornes de l’inductance s’exprime alors par vL = −vs, car la diode devient passante et sa
tension est négligeable.
Physiquement, l’interrupteur S peut être vue comme étant un commutateur de puissance ou un tran-
sistor. Sur la grille de ce dernier, un signal MLI 4 est injecté dans le but de contrôler l’état d’ouverture et
de la fermeture lors du fonctionnement. En faisant varier ce signal, on pourra ainsi contrôler la tension
de sortie moyennée.
Le principe de fonctionnement de ce convertisseur est décrit par deux modes : mode de conduction
continue (en anglais, CCM : Continuous Conduction Mode) et le mode de conduction discontinue (en
anglais, DCM : Discontinuous Conduction Mode). D’un point de vue électronique de puissance, ces deux
modes de fonctionnements sont expliqués comme suit :
• Mode de conduction continue : ce mode est caractérisé par un courant circulant d’une manière
continu dans la bobine sans interruption. Dans ce cas, la période de fonctionnement est décomposée
sur deux intervalles, le premier correspond à l’état passant de l’interrupteur déﬁni par [t0, t0 + αT ]
et le deuxième correspond à l’état bloqué déﬁni par [t0 + αT, t0 + T ]. Les paramètres T et α dési-
gnent la période de commutation et le rapport cyclique, respectivement.
Lorsque l’interrupteur est bloqué, le courant dans l’inductance décroit linéairement puisque la ten-
sion d’entrée est constante sur cet intervalle. L’évolution du courant est illustré par la ﬁgure 3.11
à gauche. D’après cette ﬁgure, on constate que le courant évolue d’une façon continue en fonction
des modes de fonctionnement, d’où le nom mode de conduction continue.
• Mode de conduction discontinue : ce type de mode traduit le fait que le courant qui traverse la
bobine s’annule sur un certain intervalle de fonctionnement. Dans ce cas, la période de commutation
est décomposée sur trois intervalles (ﬁgure 3.11) : l’état passant de l’interrupteur est déﬁni par
[t0, t0 + αT ] et l’état bloqué est constitué de deux parties déﬁnies par deux intervalles du temps
[t0 + αT, t0 + (α + β)T ] et [t0 + (α + β)T, t0 + T ], où le deuxième intervalle correspond à la durée
du temps pendant laquelle le courant s’annule.
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t0 t0 + αT t0 + T
on off on
S
t
t
iL
t0 t0 + αT t0 + T
on off on
t0 + (α + β)T
Figure 3.11 – Modes de fonctionnements : à gauche CCM et à droite DCM
Remarque 3.1. Quand le courant dans la bobine iL s’annule uniquement au moment de la commutation,
le convertisseur Buck fonctionne en conduction limite (entre la conduction continue et discontinue).
Le mode de fonctionnement du convertisseur Buck est assimilé à un cycliste qui pédalerait de façon
saccadée. Sur un intervalle du temps, le cycliste pédale et sa vitesse augmente, et s’il s’arrête de pédaler
et se laisse aller sur son élan (grâce à la roue libre), sa vitesse dans ce cas diminue. Donc le cycliste est
confronté à deux modes de fonctionnements diﬀérents liés à sa vitesse sur un intervalle de temps donné : le premier
mode est lorsque l’élan est suﬃsant pour atteindre la ﬁn de l’intervalle sans que sa vitesse s’annule. Ceci donc est
4. Modulation de Largeur d’Impulsions (en anglais, PWM : Pulse Width Modulation)
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analogue au mode CCM du convertisseur. Le deuxième mode, est lorsque l’élan ne suﬃt pas pour atteindre la ﬁn de l’in-
tervalle, donc sa vitesse s’annule sur une partie de temps ce qui est analogue au mode CDM dans le cas du convertisseur.
En pratique, ce convertisseur peut fonctionner dans les deux modes. Dans la suite de notre étude,
seul le mode par conduction a été pris en compte. Nous présentons maintenant le modèle moyen de ce
convertisseur.
3.2 Modèle moyen du convertisseur Buck
Pour établir la dynamique de ce convertisseur, une technique classique consiste à moyenner par un
rapport cyclique les deux conﬁgurations suivant l’état de l’interrupteur S fermé (ﬁgure 3.12) ou ouvert
(ﬁgure 3.13). Chaque conﬁguration du circuit est décrite mathématiquement par un modèle linéaire
comme suit.
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Figure 3.12 – Interrupteur fermé
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Figure 3.13 – Interrupteur ouvert
Lorsque l’interrupteur S est fermé, de la ﬁgure 3.12, on obtient directement les équations suivantes{
vL + vC − ve = 0 où vC = vs (loi des mailles)
iL − iC − is = 0 (loi des noeuds) , (3.53)
et dans le cas où l’interrupteur S est ouvert, de la ﬁgure 3.13, on obtient{
vL + vC = 0
iL − iC − is = 0 , (3.54)
où les paires (vL, iL), (vC , iC) représentent les tensions et les courants dans l’inductance et le condensateur,
respectivement. On pose x = [iL vC ]T comme vecteur d’état, ve = E représente la tension d’entrée
constante et is désigne le courant de sortie qui traverse la résistance R. Le modèle d’état des lois de
Kirchoﬀ (3.53) et (3.54) sont données par
Σ1 :
⎧⎪⎨
⎪⎩
x˙1 =
[
0 − 1L1
C − 1RC
]
x1 +
[ 1
L
0
]
E
y1 =
[
0 1
]
x1
et Σ2 :
⎧⎪⎨
⎪⎩
x˙2 =
[
0 − 1L1
C − 1RC
]
x2 +
[
0
0
]
E
y2 =
[
0 1
]
x2
(3.55)
Aﬁn d’obtenir un modèle mathématique pour la synthèse de lois de commandes, une méthode fréquem-
ment utilisée dans la littérature consiste à moyenner les équations de Σ1 et Σ2 correspondants aux deux
modes distincts suivant l’état de S. Le résultat est un système linéaire donné par{
x˙ = (uA1 + (1 − u)A2)x + (uB1 + (1 − u)B2)E = (A1 − A2)ux + A2x + E(B1 − B2)u + B2E
y = (uC1 + (1 − u)C2)x = (C1 − C2)ux − C2x
(3.56)
Après simpliﬁcation, le modèle moyen s’écrit alors sous la forme linéaire⎧⎪⎨
⎪⎩
x˙ =
[
0 − 1L1
C − 1RC
]
x +
[
E
L
0
]
u
y =
[
0 1
]
x
, (3.57)
où le contrôleur u ≡ α désigne le rapport cyclique utilisé pour piloter la tension de la charge vC .
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Remarque 3.2. Dans le mode de conduction discontinue, le convertisseur Buck est décrit par trois
conﬁgurations. Deux conﬁgurations sont identiques au mode de conduction continue (S-fermé D-bloquée et
S-ouvert D-passante) et la troisième conﬁguration correspondante à la ﬁn de découpage où l’interrupteur
S est ouvert au moment que la diode reste bloquée (S-ouvert D-bloquée).
3.3 Application du contrôleur IDA-PBC sur le convertisseur Buck
A partir du modèle moyen (3.57), on peut facilement obtenir la forme hamiltonienne (linéaire) en
remplaçant les variables x par les variables d’énergie z = [φL qc]T avec φL désigne le ﬂux magnétique
dans la bobine et qc désigne la charge électrique. La dynamique en temps continu du convertisseur Buck
s’exprime alors par
z˙ =
[
0 −1
1 − 1R
]
︸ ︷︷ ︸
(J−R)
[ 1
L 0
0 1C
]
︸ ︷︷ ︸
Q
z +
[
E
0
]
︸︷︷︸
g
u ⇔ z˙ = [J − R]Qz + gu . (3.58)
En temps discret, la dynamique hamiltonienne basée sur le gradient énergétique s’écrit par
z(n + 1) − z(n)
Δt =
[
0 −1
1 − 1R
] [ 1
L 0
0 1C
]
z(n + 1) + z(n)
2 +
[
E
0
]
u(n) , (3.59)
où l’énergie totale du système est donnée par la somme d’énergie stockée dans la bobine et celle dans le
condensateur sous la forme quadratique
H(n) = 12
(
φL(n)2
L
+ qC(n)
2
C
)
= 12z(n)
TQz(n) . (3.60)
L’idée maintenant est d’appliquer un contrôleur passif en temps discret sur ce type de convertisseur. Pour
ce faire, on choisit une approche algébrique où en impose l’énergie Hd(n) comme étant l’hamiltonien du
système autour du point d’équilibre désiré z∗
Hd(n) =
1
2(z(n) − z
∗)TQ(z(n) − z∗) . (3.61)
et on résout un ensemble d’équations en les matrices de structure et de dissipation désirées Jd et Rd
Jd =
[
0 −jd
jd 0
]
et Rd =
[
r1d 0
0 r2d
]
> 0 . (3.62)
Le système en boucle fermée désiré s’écrit lui aussi sous la forme hamiltonienne
z(n + 1) − z(n)
Δt = (Jd − Rd)Q
(
z(n + 1) + z(n)
2 − z
∗
)
. (3.63)
Il reste maintenant à faire l’égalité entre la boucle ouverte (3.59) et la boucle fermée (3.63) aﬁn de trouver
les paramètres de Jd et Rd et obtenir le contrôleur discret désiré. Cette égalité est donnée par
(J − R)Qz(n + 1) + z(n)2 + gu(n) = (Jd − Rd)Q
(
z(n + 1) + z(n)
2 − z
∗
)
(3.64)
Les diﬀérentes paramètres inconnus (jd, r1d et r2d) sont dans les matrices Jd et Rd, pour les explicités,
on résout deux equations diﬀérentielles suivantes⎧⎪⎨
⎪⎩
− 1
C
qC(n+1)+qC(n)
2 + Eu(n) = − r1dL
[
φL(n+1)+φL(n)
2 − φ∗L
]
− jdC
[
qC(n+1)+qC(n)
2 − q∗C
]
1
L
φL(n+1)+φL(n)
2 − 1RC qC(n+1)+qC(n)2 = jdL
[
φL(n+1)+φL(n)
2 − φ∗L
]
− r2dC
[
qC(n+1)+qC(n)
2 − q∗C
]
(3.65)
De la deuxième ligne de l’équation (3.65), le paramètre jd s’écrit par la relation suivante
jd =
1
L
φL(n+1)+φL(n)
2 − 1RC qC(n+1)+qC(n)2 + r2dC
[
qC(n+1)+qC(n)
2 − q∗C
]
1
L
[
φL(n+1)+φL(n)
2 − φ∗L
] (3.66)
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D’après les lois de Kirchoﬀ, r1d représente la résistance et r2d la conductance. On choisit alors de poser
r2d = 1R . La relation (3.65) donne alors jd = 1. Maintenant que tous les paramètres sont connus, on
calcule le contrôleur discret à partir de l’égalité (3.64) en remplaçant les dynamiques à l’instant n + 1
par les formes explicites suivantes : la boucle ouverte (3.59) par z(n + 1) = Az(n) + Bu(n) et la boucle
fermée (3.63) par z(n + 1) = Adz(n) − Bdz∗, où les diﬀérentes matrices sont données par
A =
[
I − Δt2 (J − R)Q
]−1 [
I + Δt2 (J − R)Q
]
B = Δt
[
I − Δt2 (J − R)Q
]−1
g
Ad =
[
I − Δt2 (Jd − Rd)Q
]−1 [
I + Δt2 (Jd − Rd)Q
]
Bd = Δt
[
I − Δt2 (Jd − Rd)Q
]−1 (Jd − Rd)Q
.
A partir de la relation (3.64), le contrôleur discret prend la forme suivante
u(n) = B† {[Ad − A] z(n) − Bdz∗} . (3.67)
où B† = [BTB]−1 BT et les diﬀérents paramètres s’écrivent par
A = 12 (J − R)Q(A + I)
B = 12 (J − R)QB + g
Ad = 12 (Jd − Rd)Q(Ad + I)
Bd = 12 (Jd − Rd)Q(Bd + I)
.
Lors de la mise en œuvre pratique, on va manipuler que les variables du courant dans l’inductance iL
et de la tension de sortie vs, alors un changement de variable est nécessaire pour faire apparaitre ces
nouvelles variables en respectant la relation ci-dessous,[
iL
vC
]
=
[ 1
L 0
0 1C
] [
φL
qC
]
⇔ x = Qz (3.68)
Le contrôleur IDA-PBC discret s’écrit alors par
u(n) = B† {[Ad − A]Q−1x(n) − BdQ−1x∗} . (3.69)
Ce contrôleur discret assure la négativité de la variation de l’hamiltonien désiré Hd indépendamment du
choix de pas d’intégration et pour tout gain de dissipation Kdi > 0.
Remarque 3.3. En temps continu, l’eﬃcacité de ce contrôleur a été mis en avant dans [Jaafar 2011]
en le comparant avec les méthodes classiques de la littérature (comme les régulateurs PID par exemple).
Bien qu’il présente de nombreux avantages au niveau de la commande des convertisseurs, son application
sur la maquette reste limité par le fait qu’on perd la propriété de passivité, ce qui conduit d’ailleurs à des
oscillations et voire même l’instabilité du système en boucle fermée.
Il est important de noter que l’augmentation de l’ordre des méthodes de discrétisation n’assure pas
nécessairement la négativité du bilan énergétique en temps discret (perte de la passivité), voir les travaux
de [Nešić et al. 1999, Nešić et Teel 2004, Nešić et Grüne 2005] pour plus de détails. Alors, le seul moyen est
d’adapter un schéma d’intégration pour lequel la propriété de passivité en particulier devient intrinsèque.
3.4 Simulations et analyse des résultats
L’objectif de cette partie est d’illustrer les performances du contrôleur discret proposé (3.69) en le
comparant avec le contrôleur émulé pour des fréquences d’échantillonnages décroissantes. Autrement dit,
on donne des résultats de simulations pour diﬀérentes valeurs du pas d’intégration aﬁn d’évaluer l’impact
de la discrétisation lors de l’implémentation et de la validation sur le convertisseur.
En simulation, les valeurs numériques des diﬀérents paramètres du convertisseurs sont représentés
dans le tableau 3.4.
La ﬁgure 3.14 (à gauche) illustre le contrôleur donné par le rapport cyclique et la tension de la charge
(à droite) obtenue avec une fréquence d’échantillonnage F = 5kHz. A partir de ces ﬁgures, on constate
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L C R E r1d
160μH 400μF 3Ω 40V 5Ω
Table 3.4 – Paramètres du convertisseur Buck.
que ces deux contrôleurs discrets assurent la stabilité du système en boucle fermée. Dans les deux cas, la
tension de sortie suit la référence. Par contre, on remarque quelques oscillations au niveau de la tension
vs obtenue avec le contrôleur émulé. On observe aussi des pics au niveau du contrôleur émulé chose qui
n’existe pas sur le contrôleur proposé.
Quand la fréquence d’échantillonnage est diminuée de 40%, soit F = 3KHz le contrôleur émulé ne suﬃt
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Figure 3.14 – Évolution du courant et de la tension pour la fréquence F = 5KHz.
pas pour maintenir la tension de sortie vs à sa référence (ﬁgure 3.15 à droite). Cela vient du fait que l’erreur
numérique engendrée par le contrôleur émulé détruit les propriétés fondamentales de la boucle fermée.
Pour assurer la stabilité avec ce type de contrôleur, il faut augmenter la fréquence d’échantillonnage ce
qui est fortement limité en pratique.
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Figure 3.15 – Évolution du courant et de la tension pour la fréquence F = 3KHz.
La question maintenant est de savoir si les deux contrôleurs sont robustes aux variations de la charge.
De la ﬁgure 3.16, on observe clairement que le contrôleur proposé est nettement meilleur que celui émulé
pour la fréquence d’échantillonnage F = 4KHz. La charge de départ est de 3Ω, à l’instant t = 5ms
on eﬀectue une variation de la charge de 75% et on constate que la tension obtenue avec le contrôleur
émulé ne suit plus sa référence. En revanche, le contrôleur proposé rejette la variation de la charge et il
maintient la tension de sortie à sa consigne, voir la ﬁgure 3.16 à t = 5ms.
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Figure 3.16 – Évolution du courant et de la tension pour la fréquence F = 4KHz sous une perturbation.
3.5 Validation expérimentale
Avant une étude comparative des résultats expérimentaux, on va tout d’abord vous présenter simple-
ment la maquette sans rentrer dans les détails, voir la ﬁgure 3.17.
Figure 3.17 – Propagation d’onde.
Dspace
d’implusion
Driver InterrupteurGénérateur
L’ordinateur est associé à une carte électronique qui possède un DSP de type DS1104 qui permet
d’eﬀectuer les calculs en temps réel. Un boîtier de connections relié par une nappe à la carte DS1104
possède les entrées-sorties suivantes :
• 8 entrées analogiques (-10 V +10V).
• 8 sorties analogiques (-10 V +10V).
• 1 port E/S numériques.
• 2 entrées codeur incrémental.
• 1 sortie MLI triphasée.
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88 Chapitre 3. Synthèse discrète basée sur la passivité
La carte DSP va donc permettre l’acquisition des tensions et courants, et sa sortie MLI (PWM) pilotera
le hacheur. Cette carte permet aussi de mettre en application des simulations développées sous l’envi-
ronnement Simulink, dans un processeur de type DSP en temps réel. Enﬁn, l’envoi de l’impulsion sur
l’interrupteur se fait à l’aide d’un driver, qui représente une interface entre les signaux analogiques et les
composants de puissance.
En pratique, les diﬀérents paramètres du convertisseur sont représentés dans le tableau 3.5
L C R E F
160μH 400μF 2Ω − inf 40V 10KHz
Table 3.5 – Paramètres du convertisseur Buck.
A partir de la ﬁgure 3.18, on constate des petites oscillations de la tension de sortie vs commandée
avec le contrôleur émulé pour des fréquences d’échantillonnage F = 4KHz. En revanche, le contrôleur
proposé suit exactement la consigne (échelon) sans oscillations avec une erreur statique nulle. Ceci est
dû à l’erreur numérique commise en temps discret par le contrôleur émulé. En diminuant la fréquence
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Figure 3.18 – Évolution de la commande (à gauche) et de la tension vs (à droite) pour la fréquence F = 4KHz.
d’échantillonnage F = 2KHz (ﬁgure 3.19), on remarque que la boucle fermée obtenue avec le contrôleur
émulé est instable. La raison, revient au fait qu’en diminuant la fréquence d’échantillonnage, l’erreur
numérique augmente et déstabilise la boucle fermée. Ce phénomène d’instabilité est lié directement à
la conservation ou non de la propriété de passivité en temps discret. En ce qui concerne le contrôleur
discret proposé, on remarque que le système bouclé reste stable et la sortie suit exactement la consigne
désirée. La variation de la fréquence n’a aucun eﬀet sur les propriétés du système bouclé.
Un dernier test est réalisé en considérant une fréquence d’échantillonnage un peu élevée F = 5KHz
pour tester la robustesse de chaque technique de commande vis-à-vis la variation paramétrique de la
résistance de charge de 75%. De la ﬁgure 3.20, on observe le contrôleur proposé rejette la variation de la
charge et maintient la tension de sortie à sa référence sans erreur statique.
Pour résumer nos propos, le contrôleur discret proposé pour le convertisseur Buck est simple à
implémenter et il maintient la tension de sortie à sa référence même pour des basses fréquences d’échan-
tillonnages (i.e. pas de discrétisation assez large). Ce contrôleur permet d’assurer la robustesse vis-à-vis
la variation de la résistance de charge.
Dans ce chapitre, on a proposé une nouvelle stratégie de commande en temps discret pour la stabili-
sation des systèmes hamiltoniens à ports.
La technique dite LgV -contrôleur permet de reproduire à chaque instant discret le comportement
énergétique du système continu. La stabilité de la boucle fermée en temps discret est une propriété
intrinsèque en utilisant la fonction d’énergie discrète comme une candidate de Lyapunov. Ensuite, ce
contrôleur a été appliqué sur une dynamique hamiltonienne retardée. On a mentionné que la structure
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Figure 3.19 – Évolution de la commande (à gauche) et de la tension vs (à droite) pour la fréquence F = 2KHz.
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Figure 3.20 – Évolution de la commande (à gauche) et de la tension vs (à droite) pour la fréquence F = 5KHz.
hamiltonienne est perdue et que la fonction d’énergie du système ne suﬃt pas pour conclure sur la
stabilité. Par une approche Lyapunov-Krasovskii, des conditions de stabilités sous la forme d’inégalité
matricielle ont été obtenues. L’extension de ce résultat en prenant compte des incertitudes polytopiques a
été établi. Une étude de stabilité qui tient compte à la fois des retards et de la saturation du contrôleur a
été développée. A la ﬁn de cette première partie, un exemple illustratif a été traité pour montrer l’eﬃcacité
de l’approche proposée.
Un autre type de commande (IDA-PBC) basée sur la passivité a été proposée en temps discret. La
synthèse de cette commande est basée sur la dynamique discrète des SHP qui préserve la propriété de
passivité. On a démontré que les performances de la boucle fermée obtenue avec ce contrôleur sont les
mêmes que celles obtenues dans le cas continu. Pour montrer la robustesse de notre approche vis-à-vis
de l’augmentation du pas d’intégration, une série d’exemples non linéaires a été traitée. Les résultats de
simulation montrent les performances de notre approche.
Ce contrôleur a été appliqué sur un convertisseur de puissance DC-DC de type Buck. Nous avons
tout d’abord modélisé le système sous la forme hamiltonienne avec une énergie quadratique. Ensuite, en
ﬁxant un comportement énergétique désiré autour du point d’équilibre x∗, la condition de matching a été
résolue et le contrôleur a été établi. Enﬁn, le contrôleur a été validé expérimentalement pour fréquences
d’échantillonnages décroissantes. Ce contrôleur assure la stabilité de la boucle fermée au moment où le
contrôleur émulé devient instable. La robustesse de notre approche vis-à-vis la variation de la charge a
été présentée.
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Chapitre 4
Systèmes Hamiltoniens à paramètres
distribués
Ce dernier chapitre est vu comme une extension des résultats précédents sur les systèmes
hamiltoniens à paramètres répartis. On propose tout d’abord une dynamique discrète issue
d’un gradient discret qui reproduit ﬁdèlement le comportement énergétique du système d’ori-
gine. Ensuite, une composabilité discrète a été développée pour laquelle la passivité reste une
propriété intrinsèque. Pour montrer l’eﬃcacité de la composabilité discrète, un exemple d’in-
terconnexion de deux ligne de transmission a été traité. Pour ﬁnir, on donne une de synthèse
énergétique pour contrôler les systèmes de dimension ﬁnie. La démarche de cette technique a
été détaillée et elle a été appliquée sur l’équation de Sine-Gordon.
Résumé.
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Dans ce chapitre, nous nous intéressons principalement aux systèmes à paramètres distribués (dimen-
sion inﬁnie), c’est à dire aux systèmes en évolution spatio-temporelle régis par des équations aux dérivées
partielles (EDP).
La simulation d’un procédé physique décrit par une EDP est une tâche très diﬃcile due à la dépen-
dance en temps et en espace. Il apparaît donc nécessaire d’adapter le schéma d’intégration par rapport
aux caractéristiques des équations du modèle considéré.
Dans la littérature, il existe de nombreux algorithmes numériques développés principalement pour
la simulation de modèles mathématiques. Ces schémas numériques sont classés selon diﬀérents critères
(conservativité, ordre, . . . ) et doivent vériﬁer certaines propriétés (convergence, consistance, . . . ). Dans
le contexte du formalisme hamiltonien, certains critères sont essentiels à respecter car ils sont liés à la
nature de la structure physique du modèle considéré. L’approximation de ces systèmes (ﬁnie ou inﬁnie)
vise à conserver soit la géométrie des équation en se basant sur les intégrateurs géométriques [Hairer
et al. 2002, Bridges 2006, Dutykh et Fedele 2013], soit sur la conservation de l’énergie établie sur la base
des intégrateurs énergétiques [Dahlby et Owren 2011, Celledoni et al. 2012, McLachlan 2013]. Tous ces
résultats concernent des systèmes fermés.
D’un point de vue contrôle, on rencontre principalement une communauté issue de l’automatique,
pour laquelle la notion de systèmes ouverts est essentielle pour l’analyse et la synthèse des lois de
commandes dans le formalisme hamiltonien (Stokes-Dirac) [van der Schaft et Maschke 2002] et [Le
Gorrec et al. 2005]. Diﬀérentes techniques de commandes ont été proposées, approche basée sur les
fonctions de Casimirs dans [Schoberl et Siuka 2011a], contrôle par interconnexion dans [Macchelli et
Melchiorri 2004] et l’énergie shaping pour stabiliser les systèmes linéaires dans [Alessandro 2013]. Dans
cette communauté, quelques travaux dédiés à la discrétisation spatiale qui visent à préserver la structure
hamiltonienne ont été établis récemment. Notamment dans l’étude de la ligne de transmission sans
perte [Golo et al. 2004], les équations de saint venant [Hamroun et al. 2008], la colonne d’absorption
[Baaiu et al. 2009b] et piézoélectrique dans [Voss et Scherpen 2011]. L’ensemble de ces travaux utilisent
les méthodes des éléments ﬁnis mixtes. Ces diﬀérentes approches ont été ensuite généralisées pour la
déﬁnition des méthodes pseudo-spectrales mixtes symplectiques dans le travail de [Moulla et al. 2011].
Ces travaux ont mentionné qu’il était possible de préserver la structure du système de départ avec un
choix approprié des bases d’approximations des diﬀérentes variables dans le système considéré. Pour la
simulation, tous les travaux de la littérature utilisent, soit les routines matlab ou des schémas d’Eleur
pour l’implémentation.
Nous avons montré dans les chapitres précédents que les propriétés (la structure et la passivité) dans
le cadre du formalisme sont très sensibles à la discrétisation temporelle. Les résultats de la littérature
peuvent être mis en cause si le schéma d’intégration choisi n’est pas adapté à la discrétisation des systèmes
hamiltoniens. En d’autres termes, la préservation de la structure hamiltonienne en semi-discrétisation
(spatiale) ne suﬃt pas pour faire de la simulation et de la synthèse de lois de commandes.
L’approche adoptée dans ce chapitre, consiste à préserver la structure du système lors de la semi-
discrétisation, ensuite garantir le bilan énergétique (la passivité) lors de la discrétisation temporelle.
Ce chapitre est organisé de la manière suivante.
Après avoir déﬁni la classe du système hamiltonien en dimension inﬁnie, nous déﬁnirons la dynamique
discrète dans le cas linéaire et non linéaire et nous vériﬁerons ainsi les diﬀérentes propriétés. Ensuite,
nous traiterons l’interconnexion par feedback en temps discret à travers les frontières. L’interconnexion
mixte entre un système de dimension inﬁnie et deux systèmes de dimension ﬁnie sera étudiée. Un exemple
d’interconnexion de deux lignes de transmission sera présenté à la ﬁn de cette partie. Enﬁn, une synthèse
en temps discret du contrôleur IDA-PBC appliqué sur un système de dimension inﬁnie sera étudié en
détail. Un exemple illustratif sera introduit à la ﬁn du chapitre dans le but de montrer l’eﬃcacité de la
technique de synthèse proposée dans ce chapitre.
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1 Bref rappel : systèmes Hamiltoniens continus en dimension
infinie
Cette section donne quelques rappels introductifs sur les systèmes Hamiltoniens à ports et ses pro-
priétés en dimension inﬁnie. Cette classe du système est considérée comme une extension des systèmes
Hamiltoniens de dimension ﬁnie (deuxième chapitre) pour laquelle l’étude et l’analyse devient complexes
due à sa dépendance des variables temporelle et spatiale. Dans la littérature, diﬀérentes approches ont
été proposées pour des objectifs distincts, la structure de Stokes-Dirac dans [van der Schaft et Maschke
2002], approche classique dite en anglais "classical evolutionary" dans [Olver 1993] et son extension pour
faire du contrôle dans les travaux de [Schoberl et Siuka 2011b; 2012].
Dans ce chapitre, nous adressons le cas des systèmes hamiltoniens linéaires et non linéaires déﬁnis sur
un domaine spatial unidimensionnel (EDP 1-D).
Déﬁnition 1.1. Le système hamiltonien à port en dimension inﬁnie avec les variables indépendantes
(z, t) ∈ Rd × R et la fonction x(z, t) ∈ Rm est donné par la forme⎧⎪⎨
⎪⎩
∂x
∂t
(z, t) = (J − R) δH
δx
+ Gu(z, t)
y(z, t) = G δH
δx
(4.1)
où J est un opérateur diﬀérentiel et R est une matrice symétrique déﬁnie positive traduit l’aspect dissipatif
du système physique. Le vecteur d’entrée G est considéré dans ce manuscrit constant et son adjoint noté
par G est donc équivalent à GT . Le couple (u, y désigne les entrées/sorties distribuées, respectivement.
La fonctionnelle H représente la densité d’énergie exprimée par
H[x] :=
∫
Ω
H
(
x,
∂x
∂z
,
∂2x
∂z2
, . . .
)
dz (4.2)
où Ω est un sous-ensemble dans Rd × R et δH
δx
désigne le gradient variationnel de H par rapport x (voir
le chapitre 7 de [Olver 1993]) qui satisfait la relation suivante∫
Ω
δH
δx
.v dz = lim
→0
H [x + v] − H [x]

= ddH
[
x + v
]
=0
(4.3)
pour tout x, v ∈ B, où B désigne l’espace d’Hilbert. Quand les variables frontières sont négligées, le
gradient variationnel s’exprime par
δH
δx
:= ∂H
∂x
− ∂
∂z
(
∂H
∂xz
)
+ ∂
2
∂z2
(
∂H
∂xzz
)
− · · · (4.4)
où la notation d’indice (•)z désigne la diﬀérenciation partielle par rapport à la variable z. La variation
de la fonctionnelle au cours du temps s’écrit formellement par la relation suivante
dH
dt =
〈
δH
δx
,
∂x
∂t
〉
=
〈
δH
δx
T
,
{
(J − R) δH
δx
+ Gu
}〉
= −δH
δx
T
R δH
δx
+ yTu (4.5)
Un cas intéressant traité fréquemment dans la littérature est celui où la densité d’énergie H est donnée
sous la forme quadratique
H(x) = 12
∫
Ω
H [x] dz = 12
∫
Ω
xTQxdz (4.6)
avec la matrice Q = QT > 0. Le système hamiltonien dans ce cas est dit linéaire s’exprime par⎧⎨
⎩
∂x
∂t
(z, t) = ∂
∂z
Qx(z, t) + Gu(z, t)
y(z, t) = GT Qx(z, t)
(4.7)
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Remarque 1.1. Dans l’absence du contrôleur u = 0, l’hamiltonien H[x] est exactement conservé dans
le sens où H[x(t)] = H[x(0)] est constant pour toutes solutions de x(z, t) de (4.1) et (4.7).
Similaire au cas de dimension ﬁnie, l’interconnexion au sens de la continuité de puissance dans le cas
de dimension inﬁnie est conservée [Ramkrishna et van der Schaft 2004]. Dans ce cas précis, l’intercon-
nexion peut se faire de trois façons diﬀérentes, soit par le domaine spatiale, soit à travers les frontières
du système ou les deux. Un autre type d’interconnexion dit mixte a été présenté dans le travail de
[Macchelli et Melchiorri 2005] qui fournit un cadre mathématique pour la synthèse de lois de commande.
Son principe est de coupler un système de dimension inﬁnie à des systèmes de dimension ﬁnie à travers
les variables de ports.
Dans la plupart des cas, cette classe de système ne peut être traitée analytiquement. Son étude
nécessite donc des approximations numériques et cela fera l’objet de la partie qui suit.
2 Discrétisation spatio-temporel des systèmes Hamiltoniens
en dimension infinie
L’approximation des systèmes hamiltoniens à ports en dimension inﬁnie n’est pas très abordée dans la
littérature. Le peu de résultats qu’on trouve, l’approximation se fait toujours en espace, ensuite une mé-
thode d’intégration en temps est utilisée sans accorder beaucoup d’important aux propriétés du système
considéré, voir essentiellement les travaux de [Golo et al. 2004, Moulla et al. 2011, Voss et Scherpen 2011].
Notre contribution concerne à étudier la caractérisation de la conservation de propriétés dans le cadre
du formalisme hamiltonien à paramètres distribués. Plus précisément, de préserver l’énergie, la passivité
et la notion d’interconnexion en temps discret. Au cours de cette étude, nous allons montrer comment la
théorie derrière le gradient discret (énergétique) destinée pour la résolution des équations diﬀérentielles
ordinaires (présentée dans le deuxième chapitre) peut être étendue d’une façon simple pour résoudre des
équations aux dérivées partielles.
2.1 Systèmes Hamiltoniens non linéaires à paramètres distribués
Classiquement, l’approche populaire utilisée pour discrétiser un système de dimension inﬁnie consiste
à le discrétisé en temps et en espace d’une façon indépendante. Dans notre étude, nous allons adopter la
même approche aﬁn de donner une dynamique discrète des systèmes Hamiltoniens à ports à paramètres
distribués.
La démarche qu’on propose est composée de deux étapes essentielles suivantes :
(i) : Discrétisation spatiale : en utilisant la méthode de diﬀérence ﬁnie, on réduit le système de dimension
inﬁnie à un ensemble de systèmes de dimension ﬁnie décrits pas des EDOs tout en préservant la structure
hamiltonienne.
(ii) : Discrétisation temporelle : en utilisant le gradient énergétique [Aoues et al. en preparation], qui
joue un rôle important dans la préservation de la notion de passivité en temps discret.
Plus en détails, notre approche revient à respecter principalement la démarche suivante :
1) Dans un premier lieu, on approche la fonctionnelle d’énergie H par la méthode de diﬀérence ﬁnie qui
donne une fonction discrète H′ = HΔz.
2) La deuxième étape, sert à remplacer la dérivée variationnelle par un gradient standard continu en
temps. La relation s’écrit par
δH′
δX =
1
Δz∇X H
′(X ) = ∇X H(X ) (4.8)
où Δz désigne le maillage en espace. Pour plus de détails sur l’obtention de la relation (4.8), voir le
travail de [Celledoni et al. 2012] qui traite les systèmes hamiltoniens libres.
3) La troisième étape, consiste à discrétiser les opérateurs J (resp. R) d’une façon qu’ils restent antisy-
métrique (resp. symétrique déﬁni positif), notés en discret par J (resp. R).
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Ces trois premières étapes conduisent à un modèle réduit (ensemble d’ODEs) donné par la dynamique
semi-discrétisée continue en temps suivante⎧⎪⎪⎨
⎪⎪⎩
dX
dt (t) =
(J − R) δH′
δX (X ) + GU(t)
Y(t) = G δH
′
δX (X )
(4.9)
où les vecteurs (X ,U et Y) appartiennent à RN
X (t) =
⎡
⎢⎢⎢⎣
x(z1, t)
x(z2, t)
...
x(zN , t)
⎤
⎥⎥⎥⎦ ,U(t) =
⎡
⎢⎢⎢⎣
u(z1, t)
u(z2, t)
...
u(zN , t)
⎤
⎥⎥⎥⎦ et Y(t) =
⎡
⎢⎢⎢⎣
y(z1, t)
y(z2, t)
...
y(zN , t)
⎤
⎥⎥⎥⎦
4) Une fois un modèle réduit est obtenu, nous allons appliquer le gradient énergétique discret ∇ pour
compléter la discrétisation (temps) du système.
Ces diﬀérentes étapes, conduisent alors à un système hamiltonien discret de dimension ﬁnie donné par
la déﬁnition ci-dessous,
Déﬁnition 2.1. Soit J (resp. R) sont des opérateurs discrets antisymétrique (resp. symétrique semi dé-
ﬁni positif) et HΔz est la discrétisation en espace de la fonctionnelle H obtenue en remplaçant l’intégrale
en temps continu par une forme quadratique en temps discret. En se basant sur le gradient discret en
temps, le système hamiltonien réduit s’exprime par{
∇tX (n) =
(J − R)∇X H(X (n + 1),X (n)) + GU(n)
Y(n) = GT ∇X H(X (n + 1),X (n))
(4.10)
où le gradient discret ∇X H(X (n + 1),X (n)) satisfait
∇TX H(X (n + 1),X (n)) [X (n + 1) − X (n) ] = H(X (n + 1)) − H(X (n)) (4.11)
Le système hamiltonien discret (4.10) est passif.
Proposition 15.
Preuve. De l’équation (4.10), le bilan énergétique s’écrit sous la forme
ΔH(X (n)) = H(X (n + 1)) − H(X (n))
(4.11)=
〈
∇TX H, [X (n + 1) − X (n) ]
〉
=
〈
∇TX H, Δt
{(J − R)∇X H + GU(n)}〉
= −Δt∇TX H R∇X H + ΔtY(n)TU(n)
(4.12)
De la relation (4.12), l’énergie semi-discrétisée à l’instant n+1 est égale à la quantité d’énergie à l’instant
n moins la quantité dissipée par le système plus celle donnée par le produit de puissance (entrée/sortie).
Pour récapituler l’approche proposée ci-dessus, nous allons présenter les diﬀérentes étapes dans un
schéma block présenté par la ﬁgure 4.1,
Remarque 2.1. A noter que pour des raisons de simplicité, nous allons utiliser uniquement la méthode
de diﬀérences ﬁnies pour la discrétisation spatiale, d’autres méthodes peuvent être utilisées à la place,
comme par exemple la méthode de pseudo-spectrale, élément ﬁnie et Galerkin.
Dans la partie qui suit, un cas particulier de la dynamique (4.10) correspondant à H = 12
∫
xTxdz va
être présenté.
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Temps discret
La fonction d’énergie discrète
H′[u] = HΔz = Δz∑i (H [u])i
La gradient discret
∇X H
Système à temps discret
ΔX
Δt =
(J − R)∇X H + G U
Temps continu
La densité d’énergie
H[u] = ∫ H [u]
La dérivée variationnelle
δH
δx
Système à paramètres distribués
∂x
∂t
= (J − R) δH
δx
+ Gu
approx.
y = G∗ δH
δx
Y = GT∇X H
approx.
(J ,R) (J ,R)
Figure 4.1 – Démarche de la discrétisation du système hamiltonien à paramètres distribués
2.2 Systèmes Hamiltoniens linéaires conservatifs
Les systèmes hamiltoniens linéaires en dimension inﬁnie sont souvent utilisés dans le domaine physique
pour modéliser une onde qui se propage au long d’une certaine distance (ligne de transmission). Cette
se caractérise par un opérateur diﬀérentiel J = ∂∂z avec l’énergie quadratique donnée en temps continu
sous la forme (4.6).
En temps discret, en se basant sur la méthode de diﬀérence ﬁnie, la fonction d’énergie semi-discrétisée
s’écrit par la somme quadratique suivante
H′ = Δz
∑
i
1
2x
T
i Qxi (4.13)
où xi(n) := x(zi, tn), zi = iΔz avec i ∈ Z sont des points de maillage en espace. Aﬁn de simpliﬁer
les calculs, nous considérons uniquement le cas où la matrice Q est une matrice identité. L’opérateur
diﬀérentiel ∂∂z est obtenu en temps discret à l’aide d’un schéma centré
J = {.}i+1 − {.}i−12Δz (4.14)
tel que J reste un opérateur antisymétrique satisfait la relation J T + J = 0. Dans ce cas précis, le
gradient variationnel est équivalent au gradient standard en temps continu le fait que la fonction (4.13)
ne dépend pas de la diﬀérentiation par rapport à la variable d’espace z. Pour terminer la discrétisation
(en temps), nous allons appliquer un schéma point-milieu déjà présenté dans le deuxième et le troisième
chapitre. La dynamique discrète hamiltonienne est donnée par la déﬁnition ci-dessous,
Déﬁnition 2.2. L’approximation d’un système hamiltonien linéaire de dimension ﬁnie est déﬁnie par la
dynamique discrète suivante⎧⎨
⎩
X (n + 1) = L−11 L2X (n) + ΔtL−11 G U(n)
Y(n) = 12G
T
(L−11 L2 + I)X (n) + Δt2 GTL−11 G U(n) (4.15)
où les matrices
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L1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 − Δt4Δz
Δt
4Δz
Δt
4Δz
. . .
. . . . . . − Δt4Δz
− Δt4Δz
Δt
4Δz 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
et L2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 Δt4Δz −
Δt
4Δz
− Δt4Δz
. . .
. . . . . . 1
4Δz
Δt
4Δz −
Δt
4Δz 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
et les vecteurs sont donnés par
X (n) =
⎡
⎢⎢⎢⎣
x1(n)
x2(n)
...
xN (n)
⎤
⎥⎥⎥⎦ ;U(n) =
⎡
⎢⎢⎢⎣
u1(n)
u2(n)
...
uN(n)
⎤
⎥⎥⎥⎦ ;Y(n) =
⎡
⎢⎢⎢⎣
y1(n)
y2(n)
...
yN (n)
⎤
⎥⎥⎥⎦
Notez que la sortie de port discrète (moyennée) joue un rôle important dans la préservation de la
passivité en temps discret. L’avantage de cette dynamique réside dans le fait qu’elle ne nécessite aucune
méthode de résolution lors de l’implémentation. La dynamique linéaire discrète est donnée dans ce cas
par la forme explicite suivante { X (n + 1) = AX (n) + BU(n)
Y(n) = CX (n) + DU(n) (4.16)
où les paramètres
A = (I + N )−1(I − N )
B = Δt(I + N )−1G
C = 12GT (I + A)
D = Δt2 GT (I + N )−1G
(4.17)
et les matrices L1 et L2 sont données par la relation suivante
L1 = (I + N ) et L2 = (I − N ) (4.18)
avec la matrice N satisfait la propriété d’antisymétrique N T +N = 0 et la matrice A est une transformée
de Cayley satisfait la condition suivante
ATA = I (4.19)
Nous verrons alors que le système discret (4.16) respect un bilan énergétique exacte indépendamment du
pas d’intégration. L’énergie semi-discrétisée H′ = ΔzH présentée par la forme quadratique (4.13) peut
s’écrire sous la forme vectorielle suivante
H(n) = 12X (n)
TX (n) (4.20)
et le bilan énergétique s’exprime par
H(n + 1) − H(n) = ΔtY(n)TU(n) (4.21)
L’énergie à l’instant n + 1 conduit à la relation suivante,
H(n + 1) = 12 〈A(X (n))T ,AX (n)〉 + Δt〈U(n),GT (I + N )−TAX (n)〉
+ Δt〈U(n), Δt2 GT (I + N )−T (I + N )−1GU(n)〉
(4.22)
Le premier terme de l’équation (4.22) correspond à l’énergie H(n) en utilisant (4.19). En partant du fait
que 2(I + N )−1 = I + A, il est facile de démontrer que le deuxième terme est associé à la matrice C
GT (I + N )−TA = 12GT (I + AT )A = 12GT (I + A) = C (4.23)
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Enﬁn, le produit scalaire 〈U(n),DU(n)〉 est équivalent
Δt
2 GT (I + N )−1G = Δt4 GT (I + A)A
= Δt4 GT (I + A)TAG
= Δt2 GT (I + N )−T (I − N )(I + N )−1G
= Δt2 GT (I + N )−T (I + N )−1G + GTSG
(4.24)
De la dernière ligne de (4.24), le premier terme est identique à la deuxième ligne de (4.22) et le deuxième
terme GTSG vaut zéro car S satisfait la propriété d’antisymétrique.
Que ce soit dans le cas linéaires ou non linéaire, la discrétisation de l’opérateur diﬀérentiel J revient
souvent à imposer des conditions limites périodiques 1 au système.
2.3 Équation de Korteweg et de Vries (KdV)
L’Equation de Korteweg et de Vries (KdV) 2 est un modèle mathématique qui décrit la théorie des
ondes sur la surface des canaux peu profonde. Son EDP est donnée en temps continu par
∂x
∂t
= −6x∂x
∂z
− ∂
3x
∂z3
, x = x(z, t) (4.25)
La forme hamiltonienne de l’équation (4.25) s’exprime par
∂x
∂t
= J δH
δx
où J = ∂
∂z
et H=
∫ {1
2
(
∂x
∂z
)2
− x3
}
dz
Nous débutons notre approche par la discrétisation spatiale (semi-discrétisation) de le densité d’énergie
H en la remplaçant par la fonction H′ = ΔzH où H est donnée par la somme
H =
N∑
i=1
[
1
2
(
xi+1 − xi
Δz
)2
− x3i
]
(4.26)
Nous obtenons alors un ensemble d’équations diﬀérentielles non linéaires. Nous discrétisons ensuite
l’opérateur diﬀérentiel J = ∂
∂z
en utilisant un schéma centrale exprimé par
J = {·}i+1 − {·}i−12Δz (4.27)
Aﬁn d’obtenir un système complètement discret, nous utilisons le gradient discret, ce qui nous donne la
dynamique suivante
⎡
⎢⎢⎢⎣
x1(n + 1) − x1(n)
x2(n + 1) − x2(n)
...
xN (n + 1) − xN (n)
⎤
⎥⎥⎥⎦ = Δt2Δz
⎡
⎢⎢⎢⎢⎣
0 −1 1
1 0 . . .
. . . . . . −1
−1 1 0
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
∇x2H (x1(n + 1), x1(n))
∇x2H (x2(n + 1), x2(n))
...
∇xNH (xN (n + 1), xN (n))
⎤
⎥⎥⎥⎥⎦
où les conditions limites sont de type périodiques. La dynamique du système discrète est implicite, et
donc elle doit être résolue à chaque pas de temps. Pour ce faire, nous utilisons les itérations de Newton
qui convergent très rapidement dans le cas pratique.
Maintenant que la dynamique hamiltonienne discrète est abordée, il reste à savoir si la notion d’in-
terconnexion est préservée en temps discret. C’est l’objet de la partie qui suit.
1. Satisfait la relation suivante xi+N = xi
2. Une histoire sur les propriétés physiques de cette EDP peut être trouvée sur la page internet de l’université Herriot-
Watt à Edimbourg (Ecosse).
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3 Interconnexion de systèmes hamiltoniens à travers les
frontières
La propriété de composition est considérée comme un élément clé pour les systèmes hamiltoniens en
dimension ﬁnie. Récemment, cette propriété a été étendue sur les systèmes de dimension inﬁnie dans le
but de l’analyse et la synthèse de lois de commande.
Dans cette partie, nous optons à une version discrète de cette propriété de composition en se basant
sur la dynamique discrète précédente. Nous allons vous montrer comment la propriété de composition en
temps discret assure la même structure par rapport au comportement de son homologue en temps continu.
Nous débutons par l’interconnexion feedback à travers les frontières de deux systèmes hamiltoniens
discrets dans le contexte de l’Automatique. Nous verrons alors que la propriété d’interconnexion est stable
sous l’eﬀet de discrétisation indépendamment du pas d’intégration Δt. Le résultat de cette interconnexion
et à nouveau un système hamiltonien. Cette notion est ensuite étendue sur ce qu’on appel une intercon-
nexion mixte, obtenue par un couplage entre des systèmes de dimension ﬁnie et inﬁnie. Pour terminer,
nous allons traiter l’exemple de la ligne de transmission où plusieurs circuits électriques sont couplés
entres eux.
3.1 Interconnexion feedback de systèmes hamiltoniens réduits
Dans cette section, nous nous intéressons à la stabilité par interconnexion de deux systèmes hamilto-
niens à paramètres répartis sous l’eﬀet de discrétisation (espace et temps). Contrairement au cas présenté
précédemment où le contrôleur est distribué sur tout le domaine spatiale, ici nous limiterons notre étude
au cas du contrôleur localisé intervenant uniquement sur les limites du système physique considéré.
Cette étude est vue comme étant une extension de l’interconnexion par feedback de deux systèmes
hamiltoniens de dimension ﬁnie présentée auparavant dans les chapitres précédents.
Considérons deux systèmes hamiltoniens continus Σ1(z, t) et Σ2(w, t) donnés par les dynamiques
suivantes
Σ1 :
⎧⎪⎪⎨
⎪⎪⎩
∂x1
∂t
(z, t) = (J1 − R1) δH1
δx1
+ G1u1(z, t)
y1(z, t) = GT1
δH1
δx1
Σ2 :
⎧⎪⎪⎨
⎪⎪⎩
∂x2
∂t
(w, t) = (J2 − R2) δH2
δx2
+ G2u2(w, t)
y2(w, t) = GT2
δH2
δx2
(4.28)
Les dynamiques discrètes de chaque systèmes Σ1 et Σ2 pour un nombre de point spatiale ﬁni donné
par les variables z = 1, · · · , N et w = 1, · · · , L sont données par
Σ1 :
⎧⎪⎪⎨
⎪⎪⎩
∇tX1(n) =
(J 1 − R1)∇X1H1 + G1|z1 u1|z1 + G1|zN u1|zN
y1|z1 (n) = GT1|z1 ∇X1H1
y1|zN (n) = GT1|zN ∇X1H1
(4.29)
et
Σ2 :
⎧⎪⎪⎨
⎪⎪⎩
∇tX2(n) =
(J 2 − R2)∇X2H2) + G2|w1 u2|w1 + G2|wLu2|wL
y2|w1 (n) = GT2|w1 ∇X2H2
y2|wL (n) = GT2|wL ∇X2H2
(4.30)
où les indices sur les vecteurs d’entrées G1|z1 , G1|zN , G2|w1 et G2|wL sont introduits pour mentionner que
les sorties existent uniquement là où le contrôleur intervient. Les commandes dans ce cas sont considérées
nulles sur tout le domaine sauf sur les frontières.
Nous allons maintenant interconnecter ces deux systèmes à travers les frontières (zN , w1), voir le
schéma block présenté par la ﬁgure 4.2
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Figure 4.2 – Interconnexion par feedback de deux systèmes hamiltoniens à paramètres distribués
Mathématiquement, la continuité de puissance présentée dans la ﬁgure 4.2 est donnée par la relation
entrée-sortie suivante
u1|zN (n) = −y2|w1 (n) = GT2|w1 ∇X2H2
u2|w1 (n) = y1|zN (n) = GT1|zN ∇X1H1
(4.31)
Le résultat de cette interconnexion donne un système hamiltonien discret qui s’écrit sous la forme[
∇tX1(n)
∇tX2(n)
]
=
[(J 1 − R1) −G1|zN GT2|w1
G2|w1 GT1|zN
(J 2 − R2)
][
∇X1H1
∇X2H2
]
+
[G1|z1 0
0 G2|wN
] [
u1|z1
u2|wL
]
=
(J 12 − R12)∇X12H12 + G12u12(n)
(4.32)
où les matrices
J 12 =
[ J 1 −G1|zN GT2|w1
G2|w1 GT1|zN J 2
]
et R12
[
R1 0
0 R2
]
(4.33)
et l’énergie totale semi-discrétisée est donnée par la somme de l’énergie de chaque système par
H12 = H1 + H2 (4.34)
Nous pouvons facilement conclure que la structure hamiltonienne est préservée sous l’eﬀet d’intercon-
nexion en temps discret.
Le système hamiltonien (4.32) obtenu par l’interconnexion (4.31) est passif.
Proposition 16.
Preuve. Il suﬃt de calculer le bilan énergétique sur l’intervalle du temps [n, n + 1] pour prouver la
proposition ci-dessus. Le bilan énergétique du système globale est donné par
H12(n + 1) − H12(n) = −Δt∇X12H
T
12R12∇X12H12 + Δt∇X12H
T
12G12u12
≤ yT12u12
(4.35)
Le système interconnecté (4.32) peut être obtenu de deux manières diﬀérentes, soit par la compo-
sition de deux système discrets Φ(Σ1,Σ2) ou soit par l’approximation (espace et temps) directe d’un
système déjà interconnecté en temps continu (Σ12 = Φ(Σ1,Σ2)). On la note ici par Πz,t, z pour la
semi-discrétisation et t pour la discrétisation temporelle.
Les opérateurs de projection Πz,t et de composition Φ commutent, soit Πz,t ◦ Φ = Φ ◦ Πz,t.
Proposition 17.
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Autrement dit, le schéma block suivant est commutatif.
(Σ1,Σ2) Σ12
(
Σ1,Σ2
)
Σ12
Φ
Φ
Πz,t Πz,t
Preuve. La preuve à la proposition ci-dessus est évidente
Φ(Πz,t(Σ1),Πz,t(Σ2)) = Φ(Σ1,Σ2) = Σ12 = Πz,t(Σ12) = Πz,t(Φ(Σ1,Σ2))
3.2 Interconnexion mixte de systèmes hamiltoniens
En temps continu, ce type d’interconnexion a montré un intérêt majeur pour la synthèse de lois de
commande. L’idée consiste à commander un système de dimension inﬁnie en lui connectant un contrôleur
de dimension ﬁnie [Macchelli et Melchiorri 2004] et [Schoberl et Siuka 2011a].
Dans cette partie, nous proposons une interconnexion mixte en temps discret destinée à l’analyse de
propriétés. La synthèse de lois de commande n’est pas prise en compte.
On traite le cas de l’interconnexion de deux systèmes de dimension ﬁnie à travers les frontière du
système de dimension inﬁnie. On connecte le premier système à la frontière z1 et le deuxième à zN , voir
la ﬁgure 4.3
Σ infinie Σ2 finieΣ1 finie
z1 zN
Figure 4.3 – Interconnexion discrète mixte
Domaine du contrôle, l’exemple académique est celui d’un couplage entre un convertisseur de puis-
sance, ligne de transmission et la machine électrique. Le contrôleur dans ce cas est de dimension ﬁnie
et il va agir sur un système de dimension ﬁnie (machine électrique) à travers une ligne de transmission
décrite par une EDP.
Considérons deux systèmes hamiltoniens discrets donnés par la dynamique suivant
Σi :
{
∇tXi(n) = [Ji(n) − Ri(n)]∇XiHi(n) + gi(n)ui(n)
yi(n) = gTi (n)∇XiHi(n)
i = 1, 2. (4.36)
où X1 et X2 sont des variables d’états discrètes des systèmes hamiltoniens ﬁnies Σ1 et Σ2, respectivement.
L’interconnexion avec le système hamiltonien discret⎧⎪⎪⎨
⎪⎪⎩
∇tX (n) =
(J − R)∇X H + G|z1u|z1 + G|zN u|zN
y|z1 (n) = GT|z1 ∇X H
y|zN (n) = GT|zN ∇X H
(4.37)
s’eﬀectuera à travers les frontières (z1, zN ) par la continuité de puissance donnée mathématiquement par
la relation suivante
z1 :
{
u|z1(n) = −y1(n)
u1(n) = y|z1(n)
zN :
{
u|zN (n) = −y2(n)
u2(n) = y|zN (n)
(4.38)
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Le système interconnecté obtenu s’écrit par⎡
⎣∇tX1(n)∇tX2(n)
∇tX (n)
⎤
⎦ =
⎡
⎢⎣(J1(n) − R1(n)) 0 g1G
T
|z1
0 (J2(n) − R2(n)) g2GT|zN
−G|z1gT1 −G|zN gT2
(J − R)
⎤
⎥⎦
⎡
⎣∇X1H1∇X2H2
∇X H
⎤
⎦
= (J(n) − R(n))∇XH
(4.39)
Nous constatons immédiatement que le résultat d’interconnexion est à nouveau un système hamiltonien.
La structure de composition est conservée sous l’eﬀet de la discrétisation. L’énergie globale dans ce cas
précis est la somme d’énergie de diﬀérents systèmes
H(X(n)) = H1(X1(n)) + H2(X2(n)) + H(X (n)) (4.40)
où la variable d’état X = [XT1 , XT2 ,X T ]T .
3.3 Ligne de transmission 1-D
Le système fondamental d’équations aux dérivées partielles décrivant la propagation des courants
I(z, t) et des tensions V (z, t) à travers une ligne de transmission sans perte (pas de résistance dans la
ligne) est donné en temps continu par les équations d’ondes (ou équations télégraphistes) suivantes
∂I
∂t
(z, t) = − 1
L(z)
∂V
∂z
(z, t)
∂V
∂t
(z, t) = − 1
C(z)
∂I
∂z
(z, t) + u(z, t)
(4.41)
où les variables C et L représentent respectivement la capacité et l’inductance distribuées sur tout le
domaine d’étude Ω = [0, N ]. Le contrôleur u agit uniquement sur la tension. Les équations télégraphistes
(4.41) peuvent s’exprimer en terme de charge électrique q et le ﬂux magnétique φ en respectant la relation
suivante
I(z, t) = φ(z, t)
L(z) et V (z, t) =
q(z, t)
C(z) (4.42)
La formulation précédente (4.41) peut être représentée par le modèle hamiltonien à port en dimension
inﬁnie décrit par la forme matricielle suivante⎡
⎢⎣
∂q
∂t
∂φ
∂t
⎤
⎥⎦ (z, t) =
⎡
⎢⎣ 0 −
∂
∂z
− ∂
∂z
0
⎤
⎥⎦
⎡
⎢⎢⎣
q(z, t)
C(z)
φ(z, t)
L(z)
⎤
⎥⎥⎦+
[
0
1
]
u(z, t) (4.43)
où la matrice de structure J est composée par l’opérateur spatial ∂
∂z
avec l’énergie totale du système
déﬁnie par la forme quadratique
H(q, φ) = 12
∫
Ω
(
q(z, t)2
C(x) +
φ(z, t)2
L(x)
)
dz (4.44)
Dans le cas libre (u = 0), la variation énergétique en temps continu s’exprime sous la forme suivante
dH
dt =
1
2
∫ N
0
(
q(z, t)
C(x)
∂q
∂t
(z, t) + φ(z, t)
L(x)
∂φ
∂t
(z, t)
)
dz
= −12
∫ N
0
(
q(z, t)
C(x)
∂
∂z
φ(z, t)
L(x) +
φ(z, t)
L(x)
∂
∂z
q(z, t)
C(x)
)
dz
= −
∫ N
0
∂
∂z
(
q(z, t)
C(x)
φ(z, t)
L(x)
)
dz
= q(0, t)
C(0)
φ(0, t)
L(0) −
q(N, t)
C(N)
φ(N, t)
L(N)
≡ V (0, t)I(0, t) − V (N, t)I(N, t)
(4.45)
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Nous constatons que le transfert énergétique dans le cas libre peut se faire uniquement via les frontières.
La relation (4.45) interprète le fait que l’énergie du système n’est rien d’autre que celle alimentées par
ses limites (frontières). Dans le cas où les conditions aux limites sont nulles, la variation d’énergie H˙ = 0
et le système (4.43) est dit conservatif.
Dans le but de simpliﬁer les calculs par la suite de cet exemple, on normalise l’inductance et la capacité
du système L = C = 1. L’énergie donc s’écrit par
H(x) = 12
∫
Ω
x(z, t)Tx(z, t)dz où x = [q φ]T (4.46)
et le système hamiltonien s’exprime par la dynamique linéaire conservative suivante
∂x
∂t
(z, t) = J δH
δz
(z, t) + Gu(z, t) où J = − ∂
∂z
(4.47)
Si nous décomposons maintenant la ligne de transmission en segments de longueur Δz (telle que Δz  λ,
longueur d’onde), la dépendance en espace des équations dynamiques n’existe plus (semi-discrétisation).
L’énergie alors est donnée sous la forme d’une somme
H(n) = 12
N∑
i=0
xi(n)Txi(n) =
1
2X (n)
TX (n) (4.48)
Enﬁn, pour compléter la discrétisation (en temps) nous appliquons le gradient énergétique et la dynamique
explicite de la ligne s’écrit par
X (n + 1) = L−11 L2X (n) + ΔtL−11 GU(n) où X = [x1, x2, . . . , xN ]T (4.49)
où les conditions aux limites sont de type périodiques. Les matrices L1 et L2 sont les mêmes que celles
données dans la dynamique (4.15), leurs produit dans la dynamique discrète (4.49) satisfait la condition
suivante (L−11 L2)T L−11 L2 = I (4.50)
Le bilan énergétique en temps discret en absence du contrôleur s’écrit par
H(n + 1) − H(n) = 12
(X (n + 1)TX (n + 1) − X (n)TX (n))
= 12
((L−11 L2X (n))T (L−11 L2X (n)) − X (n)TX (n))
= 12
⎛
⎜⎝X (n)T (L−11 L2)T (L−11 L2)︸ ︷︷ ︸
I
X (n) − X (n)TX (n)
⎞
⎟⎠
= 0
(4.51)
qui est exactement conservé au cours du temps.
Maintenant, on s’intéresse à l’interconnexion de deux lignes de transmission à travers deux contrôleurs
frontières.
LN
zi zN
CN
w0
iN
L0
C0
i0
wj
LL
CL
iL •
wL
L0
z0
C0
i0
Figure 4.4 – Interconnexion de deux lignes de transmission
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L’interconnexion par la continuité de puissance (voir ﬁgure 4.4) s’eﬀectuera sur la limite de la première
ligne en zN et le début de la deuxième en w0. On suppose que le transfert énergétique est nul en z0 et
wL. La relation entrées/sorties est donnée dans ce cas par
u|zn(n) = −y|w0(n) et u|w0(n) = y|zN (n)
Les dynamiques discrètes des deux lignes de transmissions sont données par
Σ1 :
⎧⎨
⎩
X1(n + 1) = L−11 L2X1(n) + ΔtL−11 G1|zN u1|zN
y1|zN (n) =
1
2G
T
1|zN
(L−11 L2 + I)X1(n) + Δt2 GT1|zNL−11 G1|zN u|zN (4.52)
et
Σ2 :
⎧⎨
⎩
X2(n + 1) = M−11 M2X2(n) + ΔtM−11 G2|w0u2|w0
y2|w0(n) =
1
2G
T
2|w0
(M−11 M2 + I)X2(n) + Δt2 GT2|w0M−11 G2|w0 u2|w0 (4.53)
Le système globale est aussi un système hamiltonien linéaire où sa dynamique discrète explicite s’écrit
sous la forme
X (n + 1) = AX (n) où X = [x0, . . . , xN , ξ0, . . . , ξL]T (4.54)
avec le générateur
A =
⎡
⎣ L1 12G|zN GT|w0
−12G|w0 G
T
|zN M1
⎤
⎦
−1 ⎡
⎣ L2 −12G|zN GT|w01
2G|w0 G
T
|zN M2
⎤
⎦ (4.55)
est une Cayley satisfait la relation ATA = I considérée comme une condition nécessaire et suﬃsante pour
la conservation d’énergie du système globale (H(X (n + 1)) = H(X (n))). Avec les matrices circulantes
L1,L2,M1 et M2 sont données par
L1 = −L2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 − Δt4Δz
Δt
4Δz
Δt
4Δz
. . .
. . . . . . − Δt4Δz
− Δt4Δz
Δt
4Δz 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
;M1 = −M2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 − Δt4Δw
Δt
4Δw
Δt
4Δw
. . .
. . . . . . − 14Δw
− Δt4Δw
Δt
4Δw 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Nous présentons maintenant dans la ﬁgure 4.5 les résultats numériques de l’interconnexion de deux
lignes de transmission en temps discret. Ces résultats sont obtenus par la méthode de diﬀérence ﬁnie
(discrétisation spatiale) et le gradient énergétique et le solveur matlab ode45 pour la discrétisation en
temps.
Le graphe ci-dessous donne la variation énergétique au cours du temps sur l’ensemble de lignes de
transmission.
Nous pouvons donc conclure que les résultats numériques concordent avec les résultats théoriques
développés précédemment. Le système interconnecté obtenu est conservatif 3 d’où la variation énergétique
est de l’ordre 10−18 (précision matlab). Dans le cas du solveur, la conservation d’énergie est de l’ordre
de 10−4 pour un temps de simulation de t = 100s. Si on augmente le temps de simulation, la variation
d’énergie dans ce cas diverge contrairement à l’approche proposée. Cet exemple illustre donc l’importance
de mettre en œuvre un schéma d’intégration qui préserve les propriétés telles : la structure hamiltonienne
et la passivité en temps discret.
4 Contrôleur IDA-PBC en dimension infinie
Étant donné un système de dimension inﬁnie, il existe, en principe, deux approches diﬀérentes pour
la synthèse du contrôleur. La première dite méthode directe consiste à discrétiser d’abord le système
3. Puisque l’échange énergétique est considéré nul sur z0 et wl
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Figure 4.5 – La variation énergétique en temps discret
de dimension inﬁnie pour obtenir un système de dimension ﬁnie, ce qui nous permet d’accéder à la
méthodologie du contrôleur IDA-PBC. Quant à la deuxième, connue sous le nom méthode indirecte,
il s’agit de construire le contrôleur à partir du système de dimension inﬁnie. L’approximation dans ce cas
intervient uniquement dans la simulation ou lors de la mise en œuvre pratique. L’inconvénient de cette
dernière, est le manque d’outils théoriques de cette technique de commande dans la littérature.
Il est donc clair qu’on est plus à l’aise avec la première approche où de nombreux travaux existent
dans la littérature en temps continu. En temps discret, la démarche a été développée dans le troisième
chapitre de ce manuscrit.
Cette partie a pour but de présenter quelques résultats au niveau du contrôleur de type IDA-PBC
appliqué dans le cadre du formalisme hamiltonien en dimension inﬁnie. Dans ce cas précis, le contrôleur
soit il est localisé ou il est distribué sur tout le domaine physique. Dans notre étude, nous nous limiterons
au cas où le contrôleur est distribué.
Notre approche consiste à approcher tout d’abord le modèle physique (EDP→EDO) tout en pré-
servant la structure du système d’origine. Puis, on applique un gradient énergétique qui préserve la
propriété de passivité en temps discret. Nous ﬁxons ensuite un comportement énergétique désiré sur tout
le domaine dans le but d’obtenir un contrôleur discret distribué.
Soit le système hamiltonien donné par la dynamique{
∇tX (n) =
(J − R)∇X H(n) + GU(n)
Y(n) = GT ∇X H(n)
(4.56)
où le vecteur X (n) = [x1(n), x2(n), . . . , xN (n)]T avec xi(n) = x(zi, tn). Le contrôleur U(n) dans ce cas
est distribué sur tout le domaine spatiale. L’idée maintenant est de ﬁxer un comportement énergétique
désiré Hd qui s’écrit en boucle fermée sous la forme
∇tX (n) =
(J d − Rd)∇X Hd(n) (4.57)
L’obtention du contrôleur se fera par la résolution de l’égalité ci-dessous(J − R)∇X H(n) + GU(n) = (J d − Rd)∇X Hd(n) (4.58)
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Dans le suite de cette partie, nous considérons seulement le cas du contrôleur IDA-PBC classique (J −R =
J d − Rd) avec le système complètement actionné (la matrice G est inversible).
Le contrôleur distribué s’écrit alors par
U(n) = G−1 (J − R) [∇X Hd(n) − ∇X H(n)] (4.59)
Ce contrôleur permet de garantir la stabilité de la boucle ouverte (4.56) vers le point d’équilibre désiré
X ∗. En prenant Hd comme une fonction de Lyapunov discrète, on peut vériﬁer directement la stabilité
de la boucle fermée en calculant le bilan énergétique suivant
∇tHd(n) =
〈∇X Hd(n),∇tX (n)〉 = 〈∇X Hd(n), (J d − Rd)∇X Hd(n)〉
= −∇X Hd(n)T Rd ∇X Hd(n)
(4.60)
Si Rd > 0, le système bouclé (4.57) est asymptotiquement stable.
Aﬁn de mieux comprendre la synthèse de ce type de contrôleur, nous allons l’illustré par un système
physique décrit par une équation d’onde non linéaire connue sous le nom Sine-Gordon. Cette équation
est utilisée dans plusieurs domaines physique, en mécanique pour modéliser une série de pendules en
interaction [Hu 1977] et en biologie dans la modélisation d’une chaine d’ADN [Angelo 2013]. Sa dynamique
est donnée par une EDP 1-D présentée en temps continu par
Figure 4.6 – Variation d’énergie H au cours du temps (Δt = Δz = Δw = 1).
I
∂2θ
∂t2
= C ∂
2θ
∂z2
− mgl sin(θ) + u(z, t) (4.61)
Si on se place dans le cas mécanique (chaine de pendules en interaction, voir la ﬁgure 4.6), la variable
θ représente l’angle du pendule par rapport à son point d’équilibre. I est le moment d’inertie et C est
la raideur. Notant par l la distance à l’axe de son centre de gravité, m sa masse et g l’accélération de la
pesanteur. Pour faciliter les calculs ont normalise tous les paramètres à 1 (mgl = C = I = 1).
La densité d’énergie s’exprime par
H =
∫
Ω
{
1
2
(
∂θ
∂t
)2
+ 12
(
∂θ
∂z
)2
+ (1 − cos(θ))
}
dz (4.62)
où le premier terme désigne l’énergie cinétique du pendule, le deuxième correspond à l’interaction entre
diﬀérents pendules et le troisième désigne l’énergie potentielle du système.
Supposons que la variable d’état x = [θ, π = ∂θ
∂t ]
T , la dérivée variationnelle de la fonctionnelle H est
δH
δθ
= ∂H
∂θ
− ∂
∂z
∂H
∂θz
= sin(θ) − ∂
2θ
∂z2
δH
δπ
= ∂H
∂π
− ∂
∂z
∂H
∂πz
= π
où la notation d’indice (•)z désigne la diﬀérenciation partielle par rapport à la variable z. La dynamique
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(4.61) peut s’écrire alors sous la forme hamiltonienne en dimension inﬁnie par⎡
⎢⎣
∂θ
∂t
∂π
∂t
⎤
⎥⎦ = [ 0 1−1 0
]⎡⎣−∂2θ∂z2 + sin(θ)
π
⎤
⎦+ [01
]
u(z, t) (4.63)
avec le contrôleur distribué u(z, t) agit uniquement sur la variable π. Avant de construire le contrôleur
discret, nous allons tout d’abord discrétiser la boucle ouverte (4.63) de l’équation de Sine-Grodon. Pre-
mièrement, nous allons semi-discrétiser la densité d’énergie (4.62) en la remplaçant par H′ = HΔz où H
prend la forme suivante
H =
N∑
i=1
[
1
2π
2
i +
(θi−1 − 2θi + θi+1)2
2(Δz)2 +
(
1 − cos(θi)
)]
(4.64)
La matrice J = J satisfait la propriété d’antisymétrique, le modèle semi-discrétiser s’écrit alors par
[
Θ˙
Π˙
]
=
[
0 1
−1 0
] [ 1
Δz2AΘ + sin(Θ)
Π
]
+
[
0
1
]
U (4.65)
où A représente la matrice circulante donnée par la forme
A =
⎡
⎢⎢⎢⎢⎣
−2 1 1
1 . . . . . .
. . . . . . 1
1 1 −2
⎤
⎥⎥⎥⎥⎦ (4.66)
avec les variables Θ = [θ1, θ2, . . . , θN ]T , Π = [π1, π2, . . . , πN ]T désignent les vecteurs de la discrétisation
spatiale de θ(z, t) et π(z, t), respectivement. Le contrôleur distribué U = [u1, u2, . . . , uN ]T agit sur tout
les points du domaine physique de la variable Π.
Pour compléter la discrétisation, on utilise le gradient discret et on obtient la dynamique hamiltonienne
discrète suivante[
Θ(n+1)−Θ(n)
Δt
Π(n+1)−Π(n)
Δt
]
= J
[
A
Δz2
Θ(n+1)+Θ(n)
2 − cos(Θ(n+1))−cos(Θ(n))Θ(n+1)−Θ(n)
Π(n+1)+Π(n)
2
]
+
[
0
1
]
U(n)
Y(n) = Θ(n+1)−Θ(n)Δt
(4.67)
qui satisfait le bilan énergétique ci-dessous
ΔH(n) = H(n + 1) − H(n)
(4.64)= 12Π(n + 1)
2 + A2(Δz)2Θ(n + 1)
2 + [1 − cos(Θ(n + 1))] − 12Π
2(n) − A2(Δz)2Θ(n)
2
− [1 − cos(Θ(n))]
= A2Δz2 [Θ(n + 1) + Θ(n)] [Θ(n + 1) − Θ(n)] − [cos(Θ(n + 1)) − cos(Θ(n))]
+12 [Π(n + 1) + Π(n)] [Π(n + 1) − Π(n)]
(4.67)= (Θ(n + 1) − Θ(n)) U(n)
= ΔtY(n)U(n)
(4.68)
De la relation (4.68), nous pouvons conclure que la passivité est préservée au niveau discret. Dans l’ab-
sence du contrôleur, le bilan énergétique discret est nul et le système discret dans ce cas est dit conservatif.
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À ce stade, il reste à ﬁxer le comportement énergétique désiré sur chaque point du domaine spatiale,
donné par
Hd =
N∑
i=0
[
1
2π
2
i − 1.8 cos(θi)
]
(4.69)
Le système bouclé donc s’écrit par[
Θ(n+1)−Θ(n)
Δt
Π(n+1)−Π(n)
Δt
]
=
(J − Rd)
[
−1.8 cos(Θ(n+1))−cos(Θ(n))Θ(n+1)−Θ(n)
Π(n+1)+Π(n)
2
]
(4.70)
où la matrice de dissipation Rd =
[
0 0
0 k
]
avec k = 0.6 est une matrice diagonale contient toutes les
dissipation sur chaque maillage de Π. Par l’égalité (4.67) = (4.70), le contrôleur distribué s’exprime par
U(n) = AΔz2
Θ(n + 1) + Θ(n)
2 + 0.8
cos(Θ(n + 1)) − cos(Θ(n))
Θ(n + 1) − Θ(n) − 0.6
Θ(n + 1) − Θ(n)
Δt (4.71)
Le but de ce contrôleur est de stabiliser les diﬀérents pendules à la références Π∗ = 4 pour des conditions
initiales suivantes π(zi+1, n) = 0.02 + π(zi, n) avec π(z1, n) = 0.01.
Dans la ﬁgure 4.7, on observe que l’ensemble de pendules convergent vers le point d’équilibre désiré
Π∗. On constate un dépassement de 50% et quelques oscillations qu’on peut réduire en augmentant le
gain de dissipation k.
Pour éviter toutes confusions, nous rappelons aux lecteurs que l’objectif principale de notre approche est
de montrer le rôle qui peut jouer le schéma d’intégration dans la synthèse des contrôleurs passifs. L’étude
des performances et de la robustesse ne sont pas prises en compte dans ce manuscrit.
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Figure 4.7 – Stabilisation du système à Π = 4 en utilisant le gradient discret.
Comme il a été mentionné auparavant, la conservation de la structure hamiltonienne lors de la
discrétisation spatiale ne suﬃt pas ni pour la simulation ni pour la synthèse. Le choix de l’intégrateur en
temps est important pour éviter justement de perdre les propriétés du système hamiltonien considéré.
Pour illustrer ce phénomène, nous allons faire une discrétisation spatiale tout en préservant la structure
et en suite avec un solveur matlab nous allons valider le contrôleur. Les résultats de simulations sont
donnés dans la ﬁgure 4.8.
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Figure 4.8 – Stabilisation du système à Π = 4 en utilisant le solveur ode45.
On constate des dépassements et de fortes oscillations. Le système prend un certain temps pour se
stabiliser et cela est due à l’erreur numérique commise par le solveur matlab.
Si on remplace le solveur matlab par l’approche émulée (utilisée souvent dans la littérature), le
système devient carrément instable puisque l’erreur numérique commise par cette approche est beaucoup
plus importante que celle du solveur matlab.
Dans ce dernier chapitre, nous avons abordé l’approximation des systèmes hamiltoniens à ports en
dimension inﬁnie. L’approche proposée combine une semi-discrétisation en espace suivie de l’intégrateur
énergétique introduit pour les EDO. Nous avons ensuite traité deux types d’interconnexions, une par
feedback de deux systèmes hamiltoniens de dimension inﬁnie, et une deuxième dite mixte entre un système
de dimension inﬁnie et deux systèmes de dimension ﬁnie. Nous avons alors pu démontrer que la propriété
de composition en temps discret assure la même structure par rapport au comportement de son homologue
établi en temps continu. Cette propriété a été illustrée par l’interconnexion de deux lignes de transmission.
Pour terminer, nous avons établi une démarche de synthèse énergétique appliquée sur l’équation d’onde
non linéaire. Ce résultat a permis de diﬀérencier notre approche avec celles qui existent dans la littérature.
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Conclusion générale
Dans ce manuscrit, nous avons présenté nos travaux concernant la discrétisation des systèmes hamilto-
niens à ports de dimension ﬁnie et inﬁnie. L’approche développée consiste en approximation de dimension
ﬁnie par un gradient discret. Après avoir montré que la dynamique obtenue est intrinsèquement passive,
nous avons étudié la stabilité de réseau et nous avons proposé une technique de synthèse. Dans ces
développements sont inclus les retards, les incertitudes et la saturation. La faisabilité des résultats a été
aérée par l’expérimentation sur un convertisseur de puissance. Ces résultats, ont été ensuite étendus sur
les systèmes de dimension inﬁnie.
Le premier chapitre introduit les notions de passivité, stabilité et stabilisation pour les systèmes
aﬃnes en entrée, puis dans le cadre des systèmes hamiltoniens. Nous avons rappelé en particulier la
propriété de composition et la synthèse de commande IDA-PBC. Un exemple numérique a été traité pour
illustrer la perte d’information liée à la discrétisation par le comportement ératique de trajectoire discrète.
Le deuxième chapitre présente la démarche d’approximation qui nous a permis de déﬁnir une
dynamique hamiltonienne passive sur laquelle repose l’ensemble des développements présentés. Par
l’illustration des propriétés de ﬂot discret en fonction du type d’intégrateur, nous rappelons la pro-
blématique. Nous avons introduit un gradient discret utilisé pour déﬁnir un opérateur de projection
qui engendre une dynamique hamiltonienne discrète intrinsèquement passive relativement aux mêmes
fonctions de stockage et de dissipation. L’étude de l’interconnexion de ces dynamiques a montré la
commutativité entre les opérateurs de projection et de composition. Des conditions de stabilité sous
forme d’inégalité matricielle ont été obtenues pour des réseaux en présence de retard et d’incertitudes.
Pour ﬁnir, une étude en temps continu utilisant les inégalités de Wirtinger a montré la réduction du
conservatisme par rapport aux résultats de la littérature. Un exemple numérique a été traité pour
montrer l’eﬃcacité des critères de stabilité proposés.
Le troisième chapitre détaille la méthode de synthèse de commande discrète que nous avons développé
sur la base de techniques continues. Nous avons tout d’abord présenté une technique de synthèse dite
LgV -contrôleur en temps discret qui reproduit le comportement énergétique du système continu sur
chaque instant discret. Cette technique de commande engendre une dynamique bouclée intrinsèquement
stable. Ensuite, nous avons étudié la stabilité du système bouclé lorsqu’un retard en temps vient aﬀecter
la dynamique du système en boucle ouverte. La contrainte de saturation sur ce contrôleur a également
été prise en compte. Dans cette étude, des conditions de stabilité basées sur des fonctionnelles de
Lyapunov-krasovskii ont été proposées. Ensuite, nous avons proposé une autre stratégie de commande,
dite IDA-PBC en temps discret. La démarche de la synthèse est fondée sur un gradient discret qui
préserve la notion de la passivité du système considéré. Nous avons montré que l’énergie du système
bouclé est une bonne candidate de Lyapunov pour conclure quant à la stabilité du système en temps
discret. Enﬁn, cette technique de commande a été comparée avec les résultats de la littérature. Une série
d’exemples a été traitée (pendule simple, oscillateur d’impact et le pendule gyroscopique) et des résultats
de simulation ont été obtenus. Aﬁn de conﬁrmer l’eﬃcacité de la technique de commande proposée, une
application sur un convertisseur de puissance (Buck) a été validée. Ensuite, nous avons pu montrer que
cette technique est beaucoup plus performante par rapport à la technique d’émulation. Un test sur la
robustesse vis-à-vis la variation de la résistance de charge a été présentée.
Dans le dernier chapitre, nous avons étendu ces résultats pour traiter les systèmes hamiltoniens à
ports de dimension inﬁnie. Nous avons montré que la dynamique discrète est obtenue en respectant deux
111
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0121/these.pdf 
© [S. Aoues], [2014], INSA de Lyon, tous droits réservés 
112 Conclusion générale
Temps discret
La fonction d’énergie discrète
H′[u] = HΔz = Δz∑i (H [u])i
La gradient discret
∇X H
Système à temps discret
ΔX
Δt =
(J − R)∇X H + G U
Temps continu
La densité d’énergie
H[u] = ∫ H [u]
La dérivée variationnelle
δH
δx
Système à paramètres distribués
∂x
∂t
= (J − R) δH
δx
+ Gu
approx.
y = G∗ δH
δx
Y = GT∇X H
approx.
(J ,R) (J ,R)
étapes suivantes : la discrétisation spatiale qui conserve la structure, puis la discrétisation temporelle tout
en garantissant le bilan d’énergie (voir le schéma block ci-dessus).
Un cas particulier de cette classe de système concernant l’énergie quadratique a été étudié. Nous avons
ensuite traité deux types d’interconnexions. La première associée à l’interconnexion par feedback de deux
systèmes hamiltoniens de dimension inﬁnie, et la deuxième dite mixte pour interconnecter un système de
dimension inﬁnie à deux systèmes de dimension ﬁnie. Nous avons montré que la propriété de composition
en temps discret assure la même structure que son homologue en temps continu. Pour terminer, nous
avons donné une première synthèse énergétique appliquée sur un système de dimension inﬁnie (équation
d’onde non linéaire). La démarche de la synthèse repose sur la discrétisation spatio-temporel de la boucle
ouverte et la boucle fermée désirée. Ce résultat a permet de diﬀérencier notre approche avec celles qui
existent dans la littérature où seulement la discrétisation spatiale a été prise en compte.
Perspectives
Dans la continuité directe de notre travail de thèse, nous pouvons étendre le gradient discret sur ce
qu’on appel ici θ-gradient. Ce dernier sera donné par une combinaison en deux chemins d’intégration
suivant
∇xH = θ∇xH(x, x′) + (1 − θ)∇xH(x′, x)
De plus à sa conservation de l’énergie, il oﬀre une possibilité de conserver d’autres propriétés par
un degré de liberté θ ∈ [0, 1] (la conservation de la symétrie par exemple pour θ = 12 ). Comme nous
l’avons déjà rappeler précédemment, la composabilité des systèmes hamiltoniens discrets donne un sys-
tème hamiltonien mais de grandes dimensions (i.e. le nombre de variables nécessaire à sa description est
élevé). Le problème de réduction en temps discret est envisageable, qui permettra de trouver un modèle
de dimension réduite et qui reproduit ﬁdèlement le comportement du système hamiltonien. Ce modèle
va simpliﬁer donc l’étude, l’analyse, la simulation et la synthèse de lois de commande. D’un point de vue
contrôle, ce gradient discret sera utilisé pour établir une nouvelle technique de commande dite contrôle par
interconnexion. En ce qui concerne les systèmes hamiltoniens de dimension inﬁnie, il s’agit de remplacer
la méthode de diﬀérence ﬁnie par des méthodes symplectiques proposées récemment dans la littérature.
On envisage aussi d’étendre ces résultats pour traiter les systèmes Bi-hamiltoniens qui ont deux voire trois
modèles mathématiques. Un exemple de cette classe du système est présenté dans le tableau ci-dessous,
Le choix d’un modèle de cette classe du système peut avoir un grand impact sur les propriétés du
système lors de la simulation, de l’analyse et de la synthèse discrète.
Sur le plan applicatif, il nous semble intéressent d’appliquer la commande IDA-PBC discrète sur un
autre convertisseur plus complexe de type SEPIC (Single-Ended Primary Inductor Converter). Enﬁn, une
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Forme 1 Forme 2
Bi-Hamiltonien
∂x
∂t
(z, t) = J1 (∂z) δxH1 (x, ∂z, . . .) ∂x
∂t
(z, t) = J2 (x, ∂z , . . .) δxH2 (x)
Avantages et Inconvénients
J1 facile à discrétiser J2 diﬃcile à discrétiser
H1 énergie quelconque H2 énergie quadratique
Exemple : equation de Kortweg de Vries
J1 = ∂z J2 = 23x∂z + ∂z + ∂
3
z
H1 =
∫
Z
[
1
6x
3 + 12x
2 − 12 (∂zx)
2
]
dz H2 = 12
∫
Z
x2 dz
Table 4.1 – Le Bi-hamiltonien
autre application est envisageable pour traiter le problème d’interconnexion entre le maitre et son esclave
dans le domaine de téléopération, voir la ﬁgure 4.9. La commande par interconnexion en temps continu a
Figure 4.9 – Maitre-Esclave
été déjà développée dans la littérature pour ce type de système. Pour remédier aux problèmes de discréti-
sation, une synthèse purement discrète sera intéressante en se basant sur la dynamique discrète proposée
dans ce mémoire, tout en prenant comptes des retards et la contrainte de saturation du contrôleur.
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1 Gradient discret pour H quadratique
Concernant les systèmes hamiltoniens linéaires, le hamiltonien H prend toujours une forme quadra-
tique donné par
H = 12X
TQX avec X = [X1, X2, . . . , Xm]T (A.1)
où la matrice Q = QT > 0 s’exprime comme suit
Q =
⎛
⎜⎜⎜⎝
Q1,1 Q1,2 · · · Q1,m
Q1,2 Q2,2 · · · Q2,m
...
... . . .
...
Q1,m Q2,m · · · Qm,m
⎞
⎟⎟⎟⎠ (A.2)
En utilisant le gradient discret symétrique obtenu par une combinaison de deux chemins d’intégrations
suivant
(∇XH)i = 1(X ′i − Xi)[
1
2
[
H(X ′1, . . . , X ′i−1, X ′i , Xi+1, . . . , Xm) − H(X ′1, . . . , X ′i−1, Xi , Xi+1, . . . , Xm)
]
+ 12
[
H(X1, . . . , Xi−1, X ′i , X ′i+1, . . . , X ′m) − H(X1, . . . , Xi−1, Xi , X ′i+1, . . . , X ′m)
]]
(A.3)
nous pouvons montrer facilement que dans le cas linéaire, le gradient discret s’écrit sous la forme vectorielle
ci-dessous,
∇XH =
⎡
⎢⎢⎢⎢⎢⎢⎣
1
2(X′1−X1) [Q1,1(X
′
1 + X1)(X ′1 − X1) + (X ′1 − X1) (Q1,2(X ′2 + X2) + . . . ,+Q1,m(X ′m + Xm))]
1
2(X′2−X2) [Q2,2(X
′
2 + X2)(X ′2 − X2) + (X ′2 − X2) (Q1,2(X ′1 + X1) + . . . ,+Q2,m(X ′m + Xm))]
...
1
2(X′m−Xm) [Qm,m(X
′
m + Xm)(X ′m − Xm) + (X ′m − Xm) (Q1,m(X ′1 + X1) + . . . ,+ . . . )]
⎤
⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎣
1
2Q1,1(X ′1 + X1) +
1
2Q1,2(X ′2 + X2) + . . . ,+
1
2Q1,m(X ′m + Xm)
1
2Q2,2(X
′
2 + X2) + 12Q1,2(X
′
1 + X1) + . . . ,+ 12Q2,m(X
′
m + Xm)
...
1
2Qm,m(X
′
m + Xm) + 12Q1,m(X
′
1 + X1) + . . . ,+ 12Qm−1,m−1(X
′
m−1 + Xm−1)
⎤
⎥⎥⎥⎥⎥⎦
=
⎛
⎜⎜⎜⎝
Q1,1 Q1,2 · · · Q1,m
Q1,2 Q2,2 · · · Q2,m
...
... . . .
...
Q1,m Q2,m · · · Qm,m
⎞
⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎝
(X′1+X1)
2
(X′2+X2)
2
...
(X′m+Xm)
2
⎞
⎟⎟⎟⎟⎟⎟⎠
(A.4)
A travers ce calcul, on voit clairement que le gradient discret (A.3) est réduit à un schéma d’intégration
de type point-milieu.
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2 Preuve des lemmes
Nous supposons que le retard d(n) satisfait la condition 0 < dm ≤ d(n) ≤ dM pour tout n.
Lemme 4.1 : Pour toute matrice P ∈ Rn×n, PT = P  0, nous avons
n−1∑
i=n+1−d(n+1)
W (i)TPW (i) −
n−1∑
i=n+1−d(n)
W (i)TPW (i) 
n−dm∑
i=n+1−dM
W (i)TPW (i)
Preuve.
n−1∑
i=n+1−d(n+1)
W (i)TPW (i) −
n−1∑
i=n+1−d(n)
W (i)TPW (i)
=
n−dm∑
i=n+1−d(n+1)
W (i)TPW (i) +



n−1∑
i=n+1−dm
W (i)TPW (i) −
n−dm∑
i=n+1−d(n)
W (i)TPW (i) −



n−1∑
i=n+1−dm
W (i)TPW (i)
=
n−d(n)∑
i=n+1−d(n+1)
W (i)TPW (i) +



n−dm∑
i=n+1−d(n)
W (i)TPW (i) −



n−dm∑
i=n+1−d(n)
W (i)TPW (i)

n−dm∑
i=n+1−dM
W (i)TPW (i)
Lemme 4.2 : Pour toute matrice P ∈ Rn×n, PT = P  0,
n+1−dm∑
j=n+2−dM
n∑
i=j
W (i)TPW (i) −
n−dm∑
j=n+1−dM
n−1∑
i=j
W (i)TPW (i)
= (dM − dm)W (n)TPW (n) −
n−dm∑
i=n+1−dM
W (i)TPW (i)
Preuve.
n+1−dm∑
j=n+2−dM
n∑
i=j
W (i)TPW (i) −
n−dm∑
j=n+1−dM
n−1∑
i=j
W (i)TPW (i)
=
n−dm∑
j=n+2−dM
n∑
i=j+1
W (i)TPW (i) −
n−dm∑
j=n+1−dM
n−1∑
i=j
W (i)TPW (i)
=
n−dm∑
j=n+1−dM
(
W (n)TPW (n) − W (j)TPW (j))
= (dM − dm)W (n)TPW (n) −
n−dm∑
i=n+1−dM
W (i)TPW (i)
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