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Abstrakt
Stromové gramatiky jsou gramatiky řízené prostřednictvím omezení kladených na jejich
derivační stromy. Jedná se o jednoduché a přirozené rozšíření bezkontextových gramatik.
Existuje několik typů kontroly derivačního stromu, v této práci jsou zmíněny dva principy:
horizontální a vertikální kontrola. Součástí této práce je také aplikace pro demonstraci
vlastností stromových gramatik, implementovaná v jazyce Python.
Abstract
Tree controlled grammars are grammars regulated by restriction placed on its derivation
trees. It is simple and natural extension of context-free grammars. There are several types
of derivation tree control, two principles are mentioned in this work: horizontal and vertical
control. Application demonstrating tree controlled grammars properties, implemented in
Python programming language, is also part of this work.
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Kapitola 1
Úvod
Teorie formálních jazyků je vědní obor, který byl v průběhu několika posledních desetiletí
předmětem intenzivního vývoje. Od svého vzniku, kladeného obvykle do padesátých let
dvacátého století, kdy se americký lingvista Noam Chomsky pokusil o popis struktury ang-
lického jazyka prostřednictvím systému formálních pravidel[8], přišel tento obor se značným
množstvím formalismů určených pro reprezentaci různých tříd formálních jazyků. Mnohé
z těchto formalismů našly uplatnění mj. při studiu přirozených jazyků (ačkoli zde bývá
tento přístup předmětem kritiky [8]), v oblasti specifikace a popisu syntaxe programovacích
jazyků, nebo dokonce i v oblasti molekulární biologie [2].
Jeden z těchto formalismů, bezkontextová gramatika, dosáhl díky svým vlastnostem
značného rozšíření v počítačové praxi. Slouží jako specifikační nástroj pro popis syntaxe
některých programovacích jazyků (Backus-Naurova forma), používá se při konstrukci syn-
taktických analyzátorů, popis dat v XML má také bezkontextovou formu. Podobně i mimo
oblast informačních technologií nacházejí bezkontextové jazyky své uplatnění, například při
analýze gramatiky přirozených jazyků.
Bohužel mají bezkontextové gramatiky také jistá omezení. Jsou schopny generovat pouze
třídu bezkontextových jazyků, která však není pro některé aplikace postačující. Například
pro popis syntaxe některých programovacích jazyků potřebujeme silnější gramatiku než
bezkontextovou. Podobně některé konstrukce přirozených jazyků nelze vyjádřit bezkontex-
tově [7], [4]. Použití jiného, silnějšího formalismu, například kontextových gramatik, které
jsou pro dané problémy většinou postačující, nebývá prakticky možné či účelné, neboť jejich
syntaktická analýza je velice náročná. Navíc derivace kontextových gramatik nelze popsat
grafovou strukturou dostatečně jednoduchou pro manipulaci.
Proto se objevila myšlenka řízených bezkontextových gramatik, které umožňují genero-
vat silnější jazyky než bezkontextové pouhým rozšířením bezkontextových gramatik o mož-
nost omezení užití jejich derivačních pravidel za určitých okolností. V této práci popisuji
několik již zavedených typů řízených gramatik, konkrétně maticové gramatiky, programo-
vané gramatiky a gramatiky s náhodným kontextem; podrobněji potom rozebírám skupinu
stromových gramatik.
Stromové gramatiky jsou skupinou řízených gramatik, u kterých dochází k omezování
bezkontextové gramatiky prostřednictvím podmínek kladených na vlastnosti derivačního
stromu pro daný řetězec. V této práci popisuji zejména dva typy stromových gramatik:
stromem řízené gramatiky navržené v roce 1976 K. Culikem a H. A. Maurerem [3] a grama-
tiky řízené cestou derivačním stromem navržené čtveřicí autorů v práci A New-Old Class
of Linguistically Motivated Regulated Grammars [7]. Zejména první z nich považuji za zna-
čně perspektivní, protože ačkoli se jedná o relativně jednoduché rozšíření bezkontextových
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gramatik, dokáže generovat všechny rekurzívně spočetné jazyky, tj. v podstatě jakékoli ge-
nerovatelné jazyky; navíc pro velkou skupinu těchto jazyků existuje algoritmus syntaktické
analýzy pracující v čase O(n2) [3].
Součástí této práce je i aplikace pro demonstraci vlastností bezkontextových a stro-
mových gramatik, kterou jsem naimplementoval v jazyce Python. Tato aplikace umožňuje
uživateli pracovat s bezkontextovými gramatikami případně doplněnými na gramatiky stro-
mové.
Účelem aplikace je interaktivně demonstrovat vlastnosti bezkontextových a stromových
gramatik prostřednictvím prezentace jejich derivačních stromů. Aplikace umožňuje zvýraz-
nit ty části derivačního stromu, které jsou předmětem kontroly pro aktuální stromovou
gramatiku a tak názorně předvést principy kontroly těchto gramatik, je schopna demon-
strovat nezávislost derivačních kroků bezkontextových gramatik, demonstruje i vztahy mezi
bezkontextovými a stromovými gramatikami, shodné vlastnosti a rozdíly mezi nimi.
Vedle výše zmíněných dvou typů stromových gramatik, tj. stromem řízených gramatik
a gramatik řízených cestou derivačním stromem, jsou podporovány i další dva typy stro-
mových gramatik řízených podle vlastností cest v derivačním stromu, které ještě nebyly
dostatečně teoreticky popsány.
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Kapitola 2
Teoretické základy
Abychom mohli přejít k vlastnímu tématu této práce, je potřeba definovat potřebné pojmy,
ze kterých tato práce vychází. Všechny tyto pojmy jsou v oblasti teorie formálních jazyků
de facto standardem (viz např. [10], [9], [2], [20], [12], [5]).
2.1 Abecedy, symboly, řetězce, jazyky a gramatiky
Definice 2.1. Abeceda Σ je konečná a neprázdná množina prvků nazývaných symboly.
Definice 2.2. Řetězec (věta) je konečná posloupnost symbolů nad určitou abecedou. Práz-
dný řetězec je posloupnost symbolů nulové délky a označuje se symbolem ε.
Používá se i následující formální definice řetězce nad abecedou Σ:
• ε je řetězec nad abecedou Σ
• Pokud je x řetězec nad abecedou Σ a a je symbol a ∈ Σ, potom i xa je řetězec nad
abecedou Σ
Definice 2.3. Konkatenace (též zřetězení) dvou řetězců x a y je řetězec xy, vzniklý při-
pojením řetězce y za řetězec x.
Prázdný řetězec ε má u konkatenace charakter neutrálního prvku, konkatenace řetězců
x a ε je řetězec xε = x.
Definice 2.4. i−tá mocnina řetězce x, značená xi, je:
• pokud i = 0, x0 = ε
• pokud i > 0, xi = xxi−1
Definice 2.5. Délka řetězce x nad abecedou Σ, značená |x|, je počet symbolů obsažených
v řetězci. Pro řetězec x = a1a2 . . . an, kde ai ∈ Σ pro všechna i, platí, že |x| = n.
Definice 2.6. Σ∗ značí množinu všech řetězců nad abecedou Σ včetně ε. Potom jazyk nad
abecedou Σ je libovolná podmnožina množiny Σ∗.
Pokud je abeceda Σ = {a, b, c}, potom aaa, a, ε, abbacba, abb, bba, bab ∈ Σ∗ jsou příklady
řetězců nad abecedou Σ. Příkladem jazyka nad touto abecedou může být například jazyk
L1 = {aa, bb, cc, ab, ac, ba, bc, ca, cb} nebo jazyk L2 = {x : x ∈ Σ∗, |x| je sudé}.
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Vzhledem k tomu, že jazyk je množina řetězců a má tedy stejné vlastnosti jako jakákoli
jiná množina, lze na jazyky uplatnit běžné operace s množinami jako průnik, sjednocení,
rozdíl, rovnost (ekvivalence), podmnožiny, atd. Podobně známe jazyky konečné i nekonečné
a počet prvků (mohutnost) jazyka L značíme stejně jako u množin, |L|. Prázdný jazyk ∅ je
jazyk, který neobsahuje žádný prvek.
Definice 2.7. Ekvivalence (rovnost) modulo ε dvou jazyků – dva jazyky L1 a L2 jsou
ekvivalentní modulo ε, značeno L1 =ε L2, pokud platí, že L1 − {ε} = L2 − {ε}.
Definice 2.8. Doplněk jazyka L nad abecedou Σ je jazyk L¯, který je definován jako L¯ =
Σ∗ − L.
Definice 2.9. Konkatenace jazyků L1 a L2 je jazyk L1L2, který je definován jako L1L2 =
{xy : x ∈ L1, y ∈ L2}
Konkatenace jazyků L1 = {a, aa, b} a L2 = {b, ab, ε} je jazyk L1L2 = {ab, aab, a, aaab,
aa, bb, bab, b}. Pro libovolný jazyk L platí, že jeho konkatenace s prázdným jazykem Lp = ∅
je prázdný jazyk LLp = LpL = ∅.
Definice 2.10. i-tá mocnina jazyka L je jazyk Li definovaný:
• pro i = 0 je L0 = {ε}
• pro i > 0 je Li = LLi−1
Například pokud jazyk L = {aa, b}, je jazyk L2 = {aaaa, aab, baa, bb}.
Definice 2.11. Iterace jazyka L, značená L∗, je jazyk L∗ =
∞⋃
i=0
Li. Pozitivní iterace jazyka
L, značená L+, je jazyk L+ =
∞⋃
i=1
Li. Dále platí vztah mezi jednoduchou a pozitivní iterací:
L+ = LL∗ = L∗L, L∗ = L+ ∪ {ε}.
Například pro výše zmíněný jazyk L = {aa, b} platí, že jeho iterace je nekonečný jazyk
L∗ = {ε, aa, b, aaaa, aab, baa, bb, aaaaaa, aaaab, aabaa, aabb, baaaa, baab, . . . }.
Z definic 2.10 a 2.11 vyplývají i některé nepříliš intuitivní závěry. Pro prázdný jazyk
Lp = ∅ platí, že jeho iterace L∗p = {ε}, a pozitivní iterace L+p = ∅.
Definice 2.12. Regulární výraz je formální prostředek pro reprezentaci jazyka. Formálně
je definován (pro abecedu Σ):
• ∅ je regulární výraz značící prázdný jazyk
• ε je regulární výraz značící jazyk {ε}
• a, kde a ∈ Σ, je regulární výraz značící jazyk {a}
• pokud r a s jsou regulární výrazy značící jazyky Lr a Ls, tak
• r.s je regulární výraz značící jazyk LrLs
• r + s je regulární výraz značící jazyk Lr ∪ Ls
• r∗ je regulární výraz značící jazyk L∗r .
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Priorita operátorů je obvykle dána v pořadí od nejvyšší priority: ∗ (iterace), . (konkatenace)
a + (sjednocení), je-li potřeba jiná priorita operací, je nutné použít závorky.
Regulární výraz r.s lze zjednodušeně zapsat jako rs a pro regulární výrazy rr∗ a r∗r se
používá zjednodušený zápis r+.
Příklad 2.1. Regulární výraz aa(a+ b+ c)∗ nad abecedou Σ = {a, b, c} značí jazyk obsa-
hující všechny řetězce začínající aa, tj. jazyk {aaw : w ∈ Σ∗}.
Regulární výraz a∗b∗c+ značí jazyk {ambncp : m,n ≥ 0, p ≥ 1}.
Definice 2.13. Formální gramatika je formální generativní prostředek sloužící pro repre-
zentaci jazyka, a to i nekonečného. Gramatiky reprezentující jazyky obsažené v Chomského
hierarchii (viz dále) jsou formálně definovány jako čtveřice
G = (N,T, P, S)
kde N je abeceda neterminálních symbolů (neterminálů), T je abeceda terminálních sym-
bolů (terminálů), N ∩ T = ∅, S ∈ N je počáteční neterminál a P je relace nad (N ∪ T )∗
zvaná množina přepisovacích pravidel.
Jednotlivá pravidla množiny P jsou ve tvaru (x, y), kde x, y ∈ (N ∪ T )∗, x obsahuje
alespoň jeden neterminální symbol. Pravidla (x, y) jsou obvykle zapisována ve tvaru x→ y.
Řetězec x se nazývá levá strana pravidla, řetězec y pravá strana pravidla.
Množina terminálních symbolů je totožná s abecedou generovaného jazyka. Množina
přepisovacích pravidel může být definována jako podmnožina kartézského součinu P ⊆
(N ∪ T )∗N(N ∪ T )∗ × (N ∪ T )∗.
Definice 2.14. Derivační krok (též přímá derivace) v gramatice G je změna řetězce w1
na řetězec w2, w1, w2 ∈ (N ∪ T )∗, taková, že w1 = uxv, w2 = uyv, u, v, x, y ∈ (N ∪ T )∗,
a v množině P existuje pravidlo x→ y ∈ P .
Říká se, že uxv přímo derivuje uyv za použití pravidla p = x→ y značeno uxv ⇒ uyv[p],
nebo prostě jen uxv ⇒ uyv.
Definice 2.15. Sekvence derivačních kroků je sled derivačních kroků w0 ⇒ w1[p1] ⇒
w2[p2] · · · ⇒ wn[pn], kde všechny wi−1 ⇒ wi[pi] pro i = 1, . . . , n jsou derivační kroky
gramatiky G. Tuto sekvenci n derivačních kroků lze zapsat w0 ⇒n wn[p1 . . . pn], nebo
prostě jen w0 ⇒n wn.
Každý z řetězců wi se nazývá větná forma.
Zřejmě existuje i sekvence nula derivačních kroků w ⇒0 w[ε]. Zápis w0 ⇒∗ wn značí
libovolně dlouhou sekvenci derivačních kroků. Zápis w0 ⇒+ wn značí libovolně dlouhou
nenulovou sekvenci derivačních kroku.
Formálně je relace⇒+ tranzitivní uzávěr relace⇒. Relace⇒∗ je reflexivní a tranzitivní
uzávěr relace ⇒.
Definice 2.16. Generovaný jazyk gramatikou G, značený jako L(G), je definován jako
množina všech řetězců z nad abecedou terminálů T , pro které existuje sekvence derivačních
kroků S ⇒+ z, kde S ∈ N je počáteční neterminál. Formálně zapsáno: L(G) = {z : z ∈
T ∗, S ⇒+ z}
Formální gramatiky jsou tedy konečným a obecně nedeterministickým prostředkem pro
reprezentaci i nekonečných formálních jazyků.
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2.2 Chomského hierarchie tříd formálních jazyků
Chomského hierarchie tříd jazyků a jim odpovídajících gramatik definuje čtyři třídy for-
málních jazyků (resp. gramatik).
2.2.1 Třída jazyků typu 0
Třída jazyků typu nula je třída rekurzívně spočetných (vyčíslitelných) jazyků. Gramatiky
generující tyto jazyky jsou nazývané neomezené gramatiky. Jsou nejobecnějším typem for-
mální gramatiky, obsahují tedy pravidla ve tvaru:
x→ y, x ∈ (N ∪ T )∗N(N ∪ T )∗, y ∈ (N ∪ T )∗
kde N je množina neterminálů a T je množina terminálů.
Odpovídající automat přijímající tyto jazyky je Turingův stroj.
Příklad 2.2. Příkladem neomezené gramatiky může být gramatika G = (N,T, P, S) [10]
N = {S,A,B},
T = {a},
P = {S → ASB,
S → a,
Aa→ aaA,
AB → ε}
Tato gramatika generuje jazyk L(G) = {a2n : n ≥ 0}.
2.2.2 Třída jazyků typu 1
Třída jazyků typu jedna je třída kontextových jazyků. Gramatiky generující tyto jazyky se
nazývají kontextové gramatiky, obsahují pravidla ve tvaru:
uAv → uyv,A ∈ N ;u, v ∈ (N ∪ T )∗; y ∈ (N ∪ T )+
Aby bylo možno vygenerovat prázdný řetězec ε, připouští se obvykle pravidlo S → ε, kde
S je počáteční neterminál, nicméně v tom případě se neterminál S nesmí objevit na pravé
straně žádného pravidla.
Někdy se též uvádí alternativní definice kontextových gramatik, jejichž pravidla jsou ve
tvaru:
x→ y, x ∈ (N ∪ T )∗N(N ∪ T )∗, y ∈ (N ∪ T )∗, |x| ≤ |y|
Třída jazyků generovaných takto definovanými gramatikami je totožná s třídou jazyků
generovaných gramatikami definovanými podle předchozí definice, pro každou gramatiku
definovanou podle druhé definice existuje ekvivalentní gramatika podle první definice a na-
opak.
Třída jazyků typu jedna je vlastní podmnožinou třídy jazyků typu 0.
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Příklad 2.3. Příkladem kontextové gramatiky je gramatika G = (N,T, P, S), ([12] kap.
6.5.6)
N = {S,B,C},
T = {a, b, c},
P = {S → aSBC,
S → aBC,
CB → BV,
aB → ab,
bB → bb,
bC → bc,
cC → cc}
Tato gramatika generuje jazyk L(G) = {anbncn : n > 0}.
2.2.3 Třída jazyků typu 2
Třída jazyků typu dvě je třída bezkontextových jazyků. Gramatiky generující tyto jazyky
(bezkontextové gramatiky) obsahují pravidla ve tvaru
A→ y,A ∈ N, y ∈ (N ∪ T )∗
kde N je množina neterminálů a T je množina terminálů.
Tyto jazyky jsou přijímány zásobníkovými automaty. Tato třída jazyků je vlastní pod-
množinou třídy jazyků typu 1.
Příklad 2.4. Příkladem bezkontextové gramatiky je gramatika G = (N,T, P, S), kde
N = {S,A,B},
T = {a, b, c, d},
P = {S → AB,
A→ aAb,
A→ ab,
B → cBd,
B → cd}
Tato gramatika generuje jazyk L(G) = {anbncmdm : m,n ≥ 1}.
2.2.4 Třída jazyků typu 3
Třída jazyků typu tři je třída regulárních jazyků. Gramatiky generující tyto jazyky (pravě
lineární gramatiky, též regulární gramatiky) obsahují pravidla ve tvaru:
A→ y,A ∈ N, y ∈ T ∗ ∪ T ∗N
kde N je množina neterminálů a T je množina terminálů.
Tyto jazyky jsou přijímány konečnými automaty, lze je také značit regulárními výrazy.
Každý regulární jazyk je možné značit regulárním výrazem, každý regulární výraz značí
regulární jazyk.
Tato třída jazyků je vlastní podmnožinou třídy jazyků typu 2.
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Příklad 2.5. Příkladem regulární gramatiky je gramatika G = (N,T, P, S), kde
N = {S},
T = {a},
P = {S → aaS,
S → aa}
Tato gramatika generuje jazyk L(G) = {a2n : n ≥ 1}.
Ekvivalentní regulární výraz je aa(aa)∗.
2.2.5 Třída lineárních jazyků
Třída lineárních jazyků není v Chomského hierarchii zahrnuta. Gramatiky, které generují
tyto jazyky se nazývají lineární gramatiky a obsahují pravidla ve tvaru:
A→ b, A ∈ N, b ∈ T ∗ ∪ T ∗NT ∗
kde N je množina neterminálů a T je množina terminálů.
Tato třída jazyků je vlastní podmnožinou třídy bezkontextových jazyků. Třída regulár-
ních jazyků je vlastní podmnožinou třídy lineárních jazyků.
Příklad 2.6. Příkladem lineární gramatiky je gramatika G = (N,T, P, S), kde
N = {S},
T = {a, b},
P = {S → aSb,
S → ab}
Tato gramatika generuje jazyk L(G) = {anbn : n ≥ 1}.
2.3 Bezkontextové gramatiky
Definice 2.17. Bezkontextová gramatika (context-free grammar) G je čtveřice
G = (N,T, P, S)
kde N je abeceda neterminálů, T je abeceda terminálů, P ⊆ N × (N ∪ T )∗ je množina
pravidel a S ∈ N je počáteční symbol.
Definice 2.18. Derivační strom τ bezkontextové gramatiky je grafická reprezentace deri-
vací bezkontextové gramatiky pro jeden derivovaný řetězec w ∈ T ∗. Má následující vlast-
nosti:
• kořenem celého stromu je počáteční neterminál S
• každý uzel v tomto stromu, který není listem, je značen neterminálem (z množiny N)
• listy stromu jsou značeny terminály (z množiny T )
• přímé derivaci xi−1 ⇒ xi, kde xi−1 = yAz, xi = yX1 . . . Xnz, y, z ∈ (N ∪T )∗, A ∈ N ,
Xi ∈ (N∪T ) pro všechna i = 1, . . . , n, odpovídá právě n hran (A,Xj) pro j = 1, . . . , n,
vycházejících z uzlu A, uspořádaných v pořadí (A,X1), . . . , (A,Xn) zleva doprava.
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Derivovaný řetězec w je potom dán značením listů zřetězených zleva doprava.
Pravidla bezkontextové gramatiky mohou být obecně ve tvaru N × (N ∪ T )∗. Pravidlo
(A, z) ∈ P,A ∈ N, z ∈ (N ∪ T )∗ je obvykle zapisováno ve tvaru A → x. Pravá strana
pravidla může být libovolný řetězec terminálů a neterminálů, včetně prázdného řetězce ε.
Definice 2.19. Bezkontextová gramatika je jednoznačná (unambigous), pokud pro libo-
volný řetězec, který tato gramatika generuje, existuje právě jeden derivační strom. V opa-
čném případě je nejednoznačná (ambiguous).
Definice 2.20. Bezkontextový jazyk L je vnitřně nejednoznačný, pokud neexistuje taková
jednoznačná bezkontextová gramatika, která by jej generovala.
Je potřeba zmínit některé zvláštní typy pravidel.
Definice 2.21. ε-pravidlo (erasing rule) je pravidlo ve tvaru A → ε,A ∈ N , tj. pravidlo,
na jehož pravé straně je prázdný řetězec ε.
Definice 2.22. Jednotkové pravidlo (používá se též termín jednoduché pravidlo; unit pro-
duction) je pravidlo, jehož pravou stranu tvoří jediný symbol, a to neterminál. Jedná se
tedy o pravidlo ve tvaru A→ B, A,B ∈ N .
Definice 2.23. Cyklus jednotkových pravidel je sled jednotkových pravidel pi umožňující
sekvenci derivačních kroků ve tvaru uAv ⇒+ uAv[pi], u, v ∈ (N ∪ T )∗, A ∈ N, pi ∈ P+ při
použití pouze pravidel z tohoto sledu.
Příkladem cyklu jednotkových pravidel je množina pravidel:
{S → A,
A → B,
B → C,
C → S}
Zvláštní případ cyklu jednotkových pravidel je jediné pravidlo ve tvaru A→ A, A ∈ N ,
ve kterém jsou pravá a levá strana totožné.
Jednotková pravidla i ε-pravidla mohou být u některých metod syntaktické analýzy
problematická.
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Kapitola 3
Řízené gramatiky
Řízené gramatiky (regulated grammars) jsou prostředkem rozšiřujícím bezkontextové gra-
matiky o nějaký prostředek omezující možnost volby pravidel při provádění jednotlivých
derivačních kroků.
Umožňují generovat silnější jazyky než bezkontextové, a to až jazyky rekurzivně vyčís-
litelné (spočetné).
Formálně jsou řízené gramatiky často (nikoli nutně vždy) definovány jako dvojice (G,X),
kde G je bezkontextová gramatika a X je nějaký formální prostředek (např. gramatika nebo
množina) zajišťující řízení bezkontextové gramatiky G.
Definice 3.1. Pokud je řízená gramatika formálně definovaná jako dvojice (G,X), kde
G je bezkontextová gramatika, budu tuto gramatiku G označovat jako bázovou gramatiku.
Formální prostředek X pro řízení bázové gramatiky budu označovat pojmy řídící gramatika,
množina, apod. podle typu daného formalismu.
Tyto termíny (bázová gramatika a řídící gramatika resp. množina, atd.) lze nalézt v li-
teratuře ([3], [11], [7]), nicméně nemohu říct, že by byly rozšířeny nějak univerzálně pro
všechny řízené gramatiky. V této práci je používám u všech řízených gramatik s touto
strukturou.
V této části stručně zmíním několik typů řízených gramatik (konkrétně maticové grama-
tiky, gramatiky s náhodným kontextem, programované gramatiky) a v následující kapitole
podrobněji rozeberu stromové gramatiky.
3.1 Maticové gramatiky
Maticové gramatiky jsou jedním z nejstarších typů řízených gramatik. Byly navrženy již
v polovině šedesátých let S. Abrahamem v práci Some Questions of Language Theory [1].
Definice 3.2. Maticová gramatika (matrix grammar) H je dvojice
H = (G,M)
kde G = (N,T, P, S) je bázová bezkontextová gramatika a řídící množina M ⊆ P ∗ je
konečný jazyk nad množinou pravidel P . [16]
Derivační krok je pro maticovou gramatiku H definován: Pro x, y ∈ (N ∪ T )∗,m ∈M
x⇒ y[m]
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pokud existují x0, . . . , xn takové, že x0 = x, xn = y, a platí x0 ⇒ x1[p1]⇒ x2[p2]⇒ · · · ⇒
xn[pn] v bázové gramatice G a m = p1 . . . pn. [16]
Jazyk M je konečná množina řetězců pravidel bázové gramatiky G. Řetězce v ní obsa-
žené určují možné derivační kroky gramatiky H, tj. posloupnosti derivačních kroků grama-
tiky G, které musejí být provedeny bezprostředně za sebou v daném pořadí při provádění
daného derivačního kroku gramatiky H.
Lze dokázat, že pro každou kontextovou gramatiku existuje ekvivalentní maticová gra-
matika [1].
Příklad 3.1. Maticová gramatika H = (G,M), kde G = (N,T, P, S),
N = {S,A,B}
T = {a, b, c}
P = {1 : S → AB,
2 : A→ aA,
3 : B → bBc,
4 : A→ a,
5 : B → bc}
M = {1, 23, 45}
Tato gramatika generuje jazyk L(H) = {anbncn : n ≥ 1}
Například vygenerování řetězce aaabbbccc ∈ L(H)
S ⇒ AB [1]
⇒ aAbBc [23]
⇒ aaAbbBcc [23]
⇒ aaabbbccc [45]
3.1.1 Maticové gramatiky s kontrolou výskytu
Definice 3.3. Maticová gramatika s kontrolou výskytu (matrix grammar with appearance
checking) je jednoduché rozšíření obyčejné maticové gramatiky. Jedná se o dvojici
H = (G,M)
kde G = (N,T, P, S) je bázová bezkontextová gramatika a řídící množina M ⊆ (P ×
{+,−})∗ je konečný jazyk nad dvojicemi (p, q), kde p je pravidlo z množiny P , q je jeden ze
znaků {+,−} [16]. Derivační krok je v maticové gramatice s kontrolou výskytu definován:
Pro x, y ∈ (N ∪ T )∗,m = (p1, q1) . . . (pn, qn) ∈ M , pro všechna i = 1, . . . , n: pi ∈ P, qi ∈
{+,−}
x⇒ y[m]
pokud existuje posloupnost větných forem x0, . . . , xn taková, že x = x0, y = xn a pro
všechna i = 1, . . . , n platí že buď xi−1 ⇒ xi[pi] je derivace v gramatice G, nebo qi = +,
xi−1 = xi a pravidlo pi není aplikovatelné na xi−1. [16]
Maticové gramatiky s kontrolou výskytu umožňují vynechat pravidlo (pi, qi) z řetězce
pravidel m, pokud toto pravidlo není aplikovatelné na aktuální větnou formu xi−1 a qi = +.
V tom případě bude platit xi = xi−1.
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3.2 Programované gramatiky
Definice 3.4. Programovaná gramatika (programmed grammar) je dvojice
H = (G,R)
kde G = (N,T, P, S) je bázová bezkontextová gramatika a řídící množina R je binární relace
nad P [17].
Značení: pravidlo p : A → x ∈ P a jemu odpovídající množinu R(p) = Q značíme jako
(p : A→ x,Q)
Derivační krok programovaných gramatik: Pro (x, p), (y, q) ∈ (N ∪ T )∗ × P
(x, p)⇒ (y, q)
pokud x⇒ y[p] je derivační krok v bázové gramatice G a zároveň q ∈ R(p) [17].
Pokud bylo v derivačním kroku použito pravidlo p, musí být v následujícím kroku
použito jedno z pravidel z množiny R(p).
Lze dokázat, že třída jazyků generovaná programovanými gramatikami je totožná s tří-
dou jazyků generovaných maticovými gramatikami. ([4] Theorem 5)
Příklad 3.2. Programovaná gramatika H = (G,R), kde G = (N,T, P, S) je bezkontextová
gramatika:
N = {S,A,B,C}
T = {a, b, c}
a množina pravidel a relací mezi nimi (p,R(p)):
(1 : S → ABC, {2, 5}),
(2 : A → aA, {3}),
(3 : B → bB, {4}),
(4 : C → cC, {2, 5}),
(5 : A → a, {6}),
(6 : B → b, {7}),
(7 : C → c, {})
Tato gramatika generuje jazyk L(H) = {anbncn : n ≥ 1}.
Příklad vygenerování řetězce aaabbbccc ∈ L(H). Za číslem pravidla je vždy uvedena
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množina pravidel povolených pro následující krok:
S ⇒ ABC [1], {2, 5}
⇒ aABC [2], {3}
⇒ aAbBC [3], {4}
⇒ aAbBcC [4], {2, 5}
⇒ aaAbBcC [2], {3}
⇒ aaAbbBcC [3], {4}
⇒ aaAbbBccC [4], {2, 5}
⇒ aaabbBccC [5], {6}
⇒ aaabbbccC [6], {7}
⇒ aaabbbccc [7], {}
3.3 Gramatiky s náhodným kontextem
Definice 3.5. Gramatika s náhodným kontextem s kontrolou výskytu (random context
grammar with appearance checking) H je trojice
H = (G,R, F )
kde G = (N,T, P, S) je bázová bezkontextová gramatika, R ⊆ P × N a F ⊆ P × N jsou
konečné binární relace z P do N (jedná se tedy o dvě řídící množiny) [18].
Značení: Pravidlo p : A → x ∈ P a jemu odpovídající množiny R(p) = Q a F (p) = K
zapisujeme dohromady jako
(p : A→ x,Q,K)
Množina neterminálůQ je označována jako povolující kontext (permitting context) a množina
neterminálů K jako zakazující kontext (forbidding context).
Derivační krok gramatiky s náhodným kontextem je: pro x, y ∈ (N ∪ T )∗, p ∈ P
x⇒ y[p]
pokud x⇒ y[p] je derivační krok v bázové gramatice G, R(p) ⊆ alph(x) a zároveň F (p) ∩
alph(x) = ∅. Derivační krok je povolen, pokud jsou ve větné formě x přítomny všechny
symboly z množiny Q a není tam žádný symbol z množiny K [18].
Definice 3.6. Pokud platí, že v každém pravidle (p : A → x,Q,K) je K = ∅, potom se
daná gramatika s náhodným kontextem (H = (G,R)) nazývá povolující (permitting).
Definice 3.7. Pokud platí, že v každém pravidle (p : A → x,Q,K) je Q = ∅, potom se
daná gramatika s náhodným kontextem nazývá zakazující (forbidding) [18].
Lze dokázat, že třída jazyků generovaných povolujícími gramatikami s náhodným kon-
textem je podmnožinou třídy jazyků generovaných maticovými gramatikami. Třída jazyků
generovaných povolujícími gramatikami s náhodným kontextem je vlastní podmnožinou
třídy jazyků generovaných gramatikami s náhodným kontextem. Třída jazyků generova-
ných gramatikami s náhodným kontextem bez ε-pravidel je podmnožinou třídy jazyků ge-
nerovaných maticovými gramatikami bez ε-pravidel ([4] Theorem 8).
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Příklad 3.3. Gramatika s náhodným kontextem H = (G,R, F ), kde G = (N,T, P, S),
N = {S,A,B,D}, T = {a} a jednotlivé trojice (p,R(p), F (p)):
(1 : S → AA, ∅, {B,D}),
(2 : A → B, ∅, {S,D}),
(3 : B → S, ∅, {A,D}),
(4 : A → D, ∅, {S,B}),
(5 : D → a, ∅, {S,A,B})
Je zřejmé, že se jedná o zakazující gramatiku. Jazyk generovaný touto gramatikou je
L(H) = {a2n : n ≥ 1}
Vygenerování řetězce aaaa. Za použitým pravidlem je vždy množina pravidel, které
lze použít v následujícím kroku (tato množina je odvozena z povolujícího a zakazujícího
kontextu a z aktuální větné formy):
S ⇒ AA [1], {2, 4}
⇒ AB [2], {2}
⇒ BB [2], {3}
⇒ BS [3], {3}
⇒ SS [3], {1}
⇒ AAS [1], {1}
⇒ AAAA [1], {2, 4}
⇒ DAAA [4], {4}
⇒ DADA [4], {4}
⇒ DDDA [4], {4}
⇒ DDDD [4], {5}
⇒ DDDa [5], {5}
⇒ DaDa [5], {5}
⇒ Daaa [5], {5}
⇒ aaaa [5]
Jak lze vidět, použití zakazujícího kontextu výrazně omezuje množiny pravidel použi-
telných v následujícím derivačním kroku.
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Kapitola 4
Stromové gramatiky
U řízených gramatik, které jsem zatím popsal, dochází k omezování použití derivačních
pravidel buď na základě toho, která pravidla byla použita v předcházejících krocích (mati-
cové a programované gramatiky), nebo na základě výskytu určitých symbolů ve větné formě
(gramatiky s náhodným kontextem).
Vedle těchto přístupů se nabízejí i další možnosti jak řídit bezkontextové gramatiky.
Jednou z nich je možnost omezování vlastností jejich derivačního stromu. Řetězec bude
generován stromovou gramatikou pouze tehdy, pokud je generován její bázovou bezkontex-
tovou gramatikou a zároveň pokud derivační strom sestavený pro tento řetězec splňuje určité
podmínky. Tyto podmínky mohou být v principu libovolné. Obvykle se používají podmínky
kladené na vlastnosti řetězců vzniklých konkatenací symbolů v derivačním stromu, typicky
se testuje, zda daný řetězec náleží do určitého (řídícího) jazyka.
Takto můžeme například kontrolovat jednotlivé úrovně derivačního stromu, tj. kontrolo-
vat řetězce vzniklé zřetězením symbolů na dané úrovni derivačního stromu. Další možnost,
jak kontrolovat derivační strom, je spojit všechny řetězce pro jednotlivé úrovně derivač-
ního stromu do jediného řetězce a kontrolovat vlastnosti tohoto jediného řetězce. Obě tyto
možnosti jsou příkladem horizontální kontroly derivačního stromu.
Definice 4.1. Jako horizontální kontrolu derivačního stromu bezkontextové gramatiky
budu označovat kontrolu založenou na zřetězování symbolů na jednotlivých úrovních deri-
vačního stromu ve směru zleva doprava a testování vlastností takto vzniklých řetězců.
Vedle horizontální kontroly derivačního stromu existuje ještě další princip kontroly de-
rivačního stromu. Jedná se o kontrolu cesty v derivačním stromu, tj. o kontrolu řetězců
vzniklých zřetězením symbolů ležících na cestě mezi kořenem a listem daného derivačního
stromu.
Definice 4.2. Jako vertikální kontrolu derivačního stromu bezkontextové gramatiky budu
označovat kontrolu založenou na zřetězování symbolů ležících na cestě mezi počátečním
neterminálem a terminálním symbolem v derivačním stromu ve směru shora dolů, tj. od
počátečního neterminálu směrem k terminálu, a následném testování vlastností takto vznik-
lých řetězců.
V případě vertikální kontroly derivačního stromu můžeme kontrolovat, buď jestli alespoň
jeden řetězec v daném derivačním stromu má požadovanou vlastnost, jestli má požadovanou
vlastnost více řetězců (dva, tři) v daném stromu, nebo jestli všechny řetězce pro jednotlivé
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cesty mají danou vlastnost. Dále je zde možnost řetězce pro jednotlivé cesty nějakým způ-
sobem konkatenovat, vytvořit z nich řetězec jediný a kontrolovat vlastnosti tohoto jediného
řetězce.
Termíny horizontální a vertikální kontrola bezkontextových gramatik jakožto dva prin-
cipy kontroly derivačního stromu bezkontextových gramatik jsem se rozhodl zavést z prak-
tických důvodů, neboť s těmito pojmy budu nadále v této práci často pracovat.
Podobně budu v této kapitole a i dále často pracovat s pojmy bázová gramatika a řídící
gramatika či množina definovanými v předchozí kapitole (definice 3.1).
V této části se budu podrobněji zabývat stromovými gramatikami s kontrolou jednotli-
vých úrovní derivačního stromu navrženými podle [3] a stromovými gramatiky s kontrolou
cesty v derivačním stromu podle [7].
4.1 Stromem řízené gramatiky
V této části popíšu stromové gramatiky, které byly navrženy v práci Tree Controlled Gram-
mars K. Culikem a H. Maurerem [3]. Jedná se o stromové gramatiky s horizontální kontrolou
derivačního stromu.
Definice 4.3. Stromem řízená gramatika (s kontrolou úrovní derivačního stromu) H (tree
controlled grammars) je dvojice
H = (G,R)
kde G = (N,T, P, S) je bezkontextová gramatika označovaná jako bázová gramatika a R ⊆
(N ∪ T )∗ je regulární jazyk označovaný jako řídící množina (control set).
Jazyk generovaný touto gramatikou je definován jako L(H) = {x ∈ L(G) : existuje
derivační strom řetězce x takový, že každé slovo získané zřetězením všech symbolů zleva
doprava na libovolné úrovni tohoto stromu kromě poslední je obsaženo v R} [3]
Pro gramatiku H = (G,R) budu jazyk generovaný touto gramatikou značit také jako
L(G,R) (platí tedy, že L(H) = L(G,R)).
Příklad 4.1. Stromová gramatika H = (G,R), kde G = (N,T, P, S),
N = {S,A,B,C}
T = {a, b, c}
P = {1 : S → ABC,
2 : A→ aA,
3 : A→ a,
4 : B → bB,
5 : B → b,
6 : C → cC,
7 : C → c}
R = {S,ABC, aAbBcC}
Tato gramatika generuje jazyk L(H) = {anbncn : n ≥ 1}
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Obrázek 4.1: Derivační strom stromem řízené gramatiky z příkladu 4.1 pro řetězec
aaaabbbbcccc
4.1.1 Vlastnosti stromem řízených gramatik
Stromem řízené gramatiky mají velké množství vlastností, které předurčují možnosti jejich
praktického využití.
Důkazy všech těchto tvrzení jsou uvedeny ve článku Tree Controlled Grammars [3].
Pro každou stromem řízenou gramatiku H = (G,R), kde G je jednoznačná bezkontex-
tová gramatika, existuje algoritmus, který pro každý řetězec délky n určí, zda je generován
danou gramatikou H v O(n2) krocích. Je dobře známo, že pro každou jednoznačnou bezkon-
textovou gramatiku lze určit v O(n2) krocích, jestli je libovolný řetězec touto gramatikou
generován. Pokud ano, lze pro daný řetězec sestavit derivační strom v O(n2) krocích a zkon-
trolovat jednotlivé úrovně tohoto stromu. ([3] Theorem 3.1.)
Takto lze generovat i některé vnitřně nejednoznačné jazyky – prostřednictvím stromem
řízené gramatiky s jednoznačnou bázovou gramatikou.
Příklad 4.2. Stromem řízená gramatika, generující vnitřně nejednoznačný jazyk L =
{ambmcn : m,n ≥ 1} ∪ {ambncn : m,n ≥ 1}. ([3] Example 3.1)
H = (G,R)
G = ({S} ∪N1 ∪N2 ∪N3, T, P0 ∪ P1 ∪ P2 ∪ P3, S)
R = {S} ∪R1 ∪R2 ∪R3
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kde
T = {a, b, c}
N1 = {A1, B1}
N2 = {A2, B2, E2}
N3 = {A3, B3, E3}
P0 = {S → A1B1, S → A2B2, S → A3B3}
P1 = {A1 → aA1, A1 → a,B1 → bB1c,B1 → bc}
P2 = {A2 → aA2, A2 → a,B2 → bB2c,B2 → bE2c, E2 → cE2, E2 → c}
P3 = {A3 → aA3, A3 → a,B3 → bB3c,B3 → bE3c, E3 → bE3, E3 → b}
R1 = a∗A∗1b
∗B∗1c
∗
R2 = a∗A2b∗B2c∗ ∪ a∗b∗E2c∗
R3 = a∗A3b∗B3c∗ ∪ a∗A3b∗E3c∗
Pro i = 1, 2, 3 definujme Gi = ({S} ∪Ni, T, {S → AiBi} ∪ Pi, Si). Je zřejmé, že
L(G) = L(G1) ∪ L(G2) ∪ L(G3)
a
L(G1) = {ambncn : m,n ≥ 1}
L(G2) = {ambncp : m,n ≥ 1, p > n}
L(G3) = {ambncp : m, p ≥ 1, p < n}
Protože každá Gi (pro i = 1, 2, 3) je jednoznačná a jazyky L(G1), L(G2), L(G3) jsou
vzájemně disjunktní, je i G jednoznačná gramatika.
Výběr prvního pravidla z P0 S → AiBi určí, že od druhé úrovně budou použita pouze
pravidla z daného Pi (i je určeno prvním pravidlem).
L = L(G,R) = L(G1, {S} ∪R1) ∪ L(G2, {S} ∪R2) ∪ L(G3, {S} ∪R3)
L(G1, {S} ∪R1) = L(G1) = {ambncn : m,n ≥ 1}
L(G2, {S} ∪R2) = {anbncp : p > n ≥ 1}
L(G3, {S} ∪R3) = {anbncp : n > p ≥ 1}
Povšimněte si, že ačkoli je u jazyka L(G1, {S} ∪R1) rovnost počtu symbolů b a c dána
samotnou bázovou gramatikou G1, u jazyků L(G2, {S} ∪R2) a L(G3, {S} ∪R3) je rovnost
počtu symbolů a a b určena odpovídajícími regulárními jazyky.
Pokud jeG bezkontextová gramatika bez epsilonových pravidel (na pravé straně žádného
pravidla není ε), je jazyk generovaný stromovou gramatikou H = (G,R) vždy rekurzivní
([3] Theorem 3.2).
Jazyk generovaný stromovou gramatikou H je regulární právě tehdy, když (pro G =
(N,T, P, S)) je H = (G,T ∗N).
Jazyk generovaný stromovou gramatikou H je lineární právě tehdy, když je H =
(G,T ∗NT ∗).
Jazyk generovaný stromovou gramatikou H je bezkontextový právě tehdy, když je H =
(G, (T ∪N)∗). (Důkazy posledních tří tvrzení viz [3] Theorem 3.3.)
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Pro každou abecedu terminálů T existuje bezkontextová gramatika GT = (N,T, P, S)
taková, že pro všechny rekurzivně vyčíslitelné jazyky L, L ⊆ T ∗ existuje regulární množina
RL ⊆ (T ∪N)∗ taková, že platí L = L(GT , RL) ([3] Theorem 3.5).
Každý rekurzivně vyčíslitelný jazyk tedy může být generován stromovou gramatikou
H = (G,R), kde G = (N,T, P, S) a P ⊆ N × (N∗ ∪ T ) ([3] Corollary 3.1).
Každý rekurzívně vyčíslitelný jazyk může být vygenerován stromovou gramatikou H =
(G,R) takovou, že (pro G = (N,T, P, S)) platí R ⊆ N∗ ([3] Theorem 3.6).
4.2 Stromové gramatiky s řízenou cestou
Gramatika s řízenou cestou derivačním stromem je typ stromové řízené gramatiky s verti-
kální kontrolou derivačního stromu, který byl navržen kolektivem autorů v práci A New-Old
Class of Linguistically Motivated Regulated Grammars [7].
Definice 4.4. Pokud τ značí derivační strom bezkontextové gramatiky G pro určitý řetězec
w ∈ T ∗, potom path(τ) je jazyk všech řetězců získaných zřetězením symbolů přiřazených
jednotlivým uzlům od kořene derivačního stromu k listu SA1A2 . . . a (kde S,A1, A2 ∈ N , a ∈
T ). Dále path(w) značí sjednocení všech path(τ) pro všechny derivační stromy τ gramatiky
G pro daný řetězec w ∈ T ∗. Jako path(G) potom značím sjednocení všech path(w) pro
všechny w ∈ L(G).
Pokud je G bezkontextová gramatika, potom path(G) je regulární jazyk. Důkaz: Pro
bezkontextovou gramatiku G = (N,T, P, S) lze zkonstruovat regulární gramatiku G′ =
({S′} ∪ {[A] : A ∈ N}, N ∪ T, P ′, S′), kde P ′ = {S′ → S[S]} ∪ {[A] → B[B] : A → uBv ∈
P, u, v ∈ (N ∪ T )∗, A,B ∈ N},∪{[A] → a : A → uav ∈ P, u, v ∈ (N ∪ T )∗, a ∈ T}. Je
zřejmé, že path(G) = L(G′) a G′ je regulární gramatika, tudíž path(G) je regulární jazyk.
([7], Proposition 1)
Definice 4.5. Gramatika s řízenou cestou derivačním stromem (path-controlled grammar)
je dvojice
H = (G,G′)
kde G = (N,T, P, S) a G′ = (N ′, N ∪ T, P ′, S′) jsou bezkontextové gramatiky.
Jazyk generovaný H je definován:
L(H) = {w ∈ L(G) : path(w) ∩ L(G′) 6= ∅}
Jazyk generovaný gramatikou s řízenou cestou je tedy definován jako množina všech řetězců
w ∈ L(G), pro které platí, že v alespoň jednom derivačním stromu gramatiky G pro řetě-
zec w existuje cesta mezi počátečním neterminálem a terminálem, kterou lze vygenerovat
gramatikou L(G′). [7]
Příklad 4.3. Gramatika s řízenou cestou H = (G,G′), kde G = (N,T, P, S),
N = {S,B,D}
T = {a, b, c, d}
P = {1 : S → aSd,
2 : S → aBd,
3 : B → bBc,
4 : B → D,
5 : D → bc}
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a G′ = (N ′, T ′, P ′,Γ),
N ′ = {Γ,∆}
T ′ = {S,B,D, b}
P ′ = {1 : Γ→ ∆Db,
2 : ∆→ SB,
3 : ∆→ S∆B}
Gramatika G′ generuje jazyk L′ = {SnBnDb : n ≥ 1}. Gramatika H generuje jazyk
L = {anbncndn : n ≥ 1}
S
a S d
a S d
a B d
b B c
b B c
D
b c
Obrázek 4.2: Derivační strom gramatiky s řízenou cestou z příkladu 4.3 pro řetězec
aaabbbcccddd
4.2.1 Vlastnosti gramatik s řízenou cestou
Všechny důkazy zde uvedených tvrzení lze nalézt v [7]
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Pokud je G′ regulární gramatika, nezvyšuje gramatika s řízenou cestou vůbec sílu bázové
gramatiky G ([7] Proposition 2). Jinými slovy: je-li G′ regulární gramatika, potom pokud
G je regulární gramatika, je jazyk generovaný gramatikou H = (G,G′) regulární, pokud
je G lineární gramatika, je jazyk generovaný H = (G,G′) lineární, a obdobně pokud je G
bezkontextová gramatika, je jazyk generovaný H = (G,G′) bezkontextový.
Pokud je G regulární gramatika, lze jazyk generovaný H = (G,G′) generovat i gramati-
kou stejného typu, jako je G′ ([7] Proposition 3). Jinými slovy, je-li G regulární gramatika,
potom je-li G′ lineární gramatika, pak třída jazyků generovaná gramatikami H = (G,G′)
je podmnožinou třídy lineárních jazyků. Je-li G′ bezkontextová gramatika, potom třída
jazyků generovaná těmito gramatikami H = (G,G′) je podmnožinou třídy bezkontexto-
vých jazyků. Některé lineární jazyky nemohou být generovány gramatikou H = (G,G′)
kde G je regulární gramatika. Třída jazyků generovaná těmito gramatikami je tedy vlastní
podmnožinou třídy lineárních jazyků.
Pokud je L lineární jazyk bez řetězců délky jedna, potom může být generován gramati-
kou s řízenou cestou H = (G,G′), kde G je regulární gramatika a G′ je gramatika lineární.
Obdobně: pokud je L bezkontextový jazyk bez řetězců délky jedna, potom může být ge-
nerován gramatikou s řízenou cestou H = (G,G′), kde G je regulární gramatika a G′ je
gramatika bezkontextová ([7] Proposition 4).
Z předchozích tří odstavců vyplývá, že pokud je alespoň jedna z gramatik G, G′ gra-
matikou regulární, nepřinášejí nám gramatiky s řízenou cestou žádný užitek, neboť takto
získané gramatiky jsou (vlastní či nevlastní) podmnožinou regulárních, lineárních či bez-
kontextových gramatik.
Zajímavější je gramatika H = (G,G′), kde G i G′ jsou lineární gramatiky. V takovém
případě H dokáže generovat i některé jazyky vyšších tříd, než jsou bezkontextové ([7] str.
116).
Podobně gramatika H = (G,G′), kde G i G′ jsou bezkontextové gramatiky, dokáže ge-
nerovat i jazyky, které bezkontextová gramatika generovat nedokáže ([7] str. 116). Nicméně
třída jazyků generovaná těmito gramatikami není příliš velká. Lze dokázat, že třída jazyků
generované gramatikou H = (G,G′), kde G i G′ jsou bezkontextové gramatiky, je vlastní
podmnožinou třídy jazyků generovaných maticovými gramatikami ([7] Proposition 6).
Pro jazyky generované gramatikami H = (G,G′), kde G i G′ jsou bezkontextové grama-
tiky, existuje pumping lemma. Pro každý jazyk L generovaný gramatikou s řízenou cestou
H = (G,G′), kde G i G′ jsou bezkontextové gramatiky, existují dvě konstanty p a q takové,
že každý řetězec z ∈ L, |z| > p může být zapsán ve formě z = u1v1u2v2u3v3u4v4u5 takové,
že platí 0 < |v1v2v3v4| ≤ q a u1vi1u2vi2u3vi3u4vi4u5 ∈ L pro všechna i ≥ 1 ([7] Proposition 7).
Obdobné lemma existuje i pro jazyky generované gramatikami s řízenou cestou H =
(G,G′), kde G i G′ jsou lineární gramatiky. Pro každý jazyk L generovaný gramatikou
s řízenou cestou H = (G,G′), kde G i G′ jsou lineární gramatiky, existují dvě konstanty p a q
takové, že každý řetězec z ∈ L, |z| > p může být zapsán ve formě z = u1v1u2v2u3v3u4v4u5
takové, že platí 0 < |v1v2v3v4| ≤ q, |u1u2u3u4| ≤ q a u1vi1u2vi2u3vi3u4vi4u5 ∈ L pro všechna
i ≥ 1 ([7] Proposition 8).
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Kapitola 5
Aplikace pro demonstraci
vlastností stromových gramatik
Podstatnou součástí mé bakalářské práce je implementace aplikace pro demonstraci vlast-
ností stromem řízených a bezkontextových gramatik.
5.1 Analýza a návrh aplikace
Usoudil jsem, že nejvýhodnější metodou, jak vizualizovat principy a vlastnosti stromových
gramatik, je prostřednictvím jejich derivačního stromu. Derivační strom stojí u těchto gra-
matik v centru pozornosti, neboť samotný princip řízení těchto gramatik je postaven na
vlastnostech derivačního stromu.
Aplikace by měla být vedle demonstrace vlastností stromových gramatik schopna de-
monstrovat i vlastnosti gramatik bezkontextových. K tomuto požadavku lze přistoupit tak,
že aplikace bude demonstrovat vlastnosti bezkontextové gramatiky, ke které lze volitelně
přidat kontrolu úrovní (stane se tak horizontálně řízenou stromovou gramatikou) nebo cest
(stane se tak vertikálně řízenou gramatikou).
Aplikace by tedy měla uživateli umožňovat zadat bázovou bezkontextovou gramatiku,
případně doplněnou o vhodnou reprezentaci regulárního jazyka sloužícího jako řídící mno-
žina horizontálně řízené gramatiky, nebo o bezkontextovou gramatiku sloužící jako řídící
gramatika vertikálně řízené gramatiky. Je vhodné umožnit uživateli uložit tuto gramatiku
do souboru a případně ji později znovu načíst.
Po načtení gramatiky (ať už ze souboru nebo přímo zadané) by aplikace měla umožnit
uživateli zadat řetězec, pro který aplikace provede syntaktickou analýzu (podle typu zadané
gramatiky) a v případě úspěchu zobrazí (nebo volitelně nechá uživatele procházet) všechny
derivační stromy. Pokud bude otevřená gramatika gramatikou stromovou, bude aplikace
umožňovat zvýraznit skutečnost, že jednotlivé úrovně popřípadě cesty derivačního stromu
náleží regulární řídící množině resp. řídící bezkontextové gramatice.
5.1.1 Forma zadávání gramatik
K tomu, abych mohl popsat formu zadávání gramatik, je potřeba nejprve definovat, jakým
způsobem bude reprezentován (terminální či neterminální) symbol.
Symboly jsou zadávány jako znaky – písmena anglické abecedy. Protože však jejich počet
nemusí být dostatečný, je možné je doplnit o číslice. Symbol tedy bude zadáván sekvencí
znaků: jediné písmeno anglické abecedy doplněné libovolným počtem číslic. Jako symbol
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tedy bude interpretován řetězec znaků odpovídající regulárnímu výrazu [a-zA-Z][0-9]*
(použita syntaxe regulárních výrazů programu grep, obdobná syntaxe je rozšířená v mnoha
dalších unixových programech). Protože je v praxi zvykem označovat terminální symboly
malými písmeny (minuskami) a neterminální symboly velkými písmeny (verzálkami), měla
by aplikace takovéto značení uživateli umožnit, zadávání symbolů by tedy mělo být case-
sensitive, tj. mělo by rozlišovat mezi velikostí písmen. Avšak pevné propojení mezi velikostí
písmen a jednotlivými množinami symbolů (např. tak, že všechny terminální symboly budou
značeny minuskami a neterminální verzálkami) by nebylo vhodné. Je třeba si uvědomit, že
v případě vertikální kontroly bude třeba zadat tři vzájemně disjunktní množiny symbolů
(neterminály a terminály bázové gramatiky, neterminály řídící gramatiky), navíc symboly
v bázové množině neterminální jsou v řídící množině terminály. V takovémto případě by
byla pevná vazba mezi velikostí písmena a tím, jestli je tímto písmenem reprezentovaný
symbol terminálem nebo neterminálem, nesmyslná.
Bezkontextové gramatiky se budou zadávat jako čtveřice následujících prvků: množina
neterminálních symbolů, množina terminálních symbolů, množina pravidel, počáteční ne-
terminální symbol.
Množiny symbolů se budou zadávat jednoduše jako řetězce textových reprezentací sym-
bolů oddělených např. mezerami. Pro jednu množinu symbolů bude tedy existovat jediné
editační pole. Tento přístup je podle mého názoru z uživatelského hlediska efektivnější,
než zadávání každého symbolu zvlášť do speciálního editačního pole, případně jejich výběr
z roletového menu.
Pravidla se budou zadávat jako dvojice levé a pravé strany, kdy levá strana je jediný
neterminál a pravá řetězec terminálů a neterminálů. Zadávání pravidel by bylo možné do
jediného editačního pole, nicméně takovýto přístup by vyžadoval definici zvláštních symbolů
pro oddělení jak jednotlivých pravidel od sebe, tak i levé a pravé strany jednoho pravidla.
Domnívám se, že tento přístup by nebyl příliš uživatelsky přívětivý, protože by požadoval
po uživateli, aby se naučil celkem složitou syntaxi pro zadávání těchto pravidel. Proto jsem
se rozhodl nechat uživatele zadávat každé pravidlo do dvojice editačních polí pro levou
a pravou stranu. Těchto dvojic polí by mělo být k dispozici neomezené množství (toho lze
dosáhnout například možností vygenerovat v případě potřeby další dvojici polí pro zadání
dalšího pravidla).
Řídící bezkontextovou gramatiku vertikální kontroly je možné zadávat v principu stejně
jako gramatiku bázovou, s tím rozdílem, že není třeba zadávat množinu terminálních sym-
bolů, ta bude totiž odvozena z množin terminálních a neterminálních symbolů bázové bez-
kontextové gramatiky.
Řídící regulární množinu pro horizontální kontrolu je možné zadat jako regulární vý-
raz nad symboly z bezkontextové gramatiky. Využiji tak skutečnosti, že každý regulární
jazyk lze popsat ekvivalentním regulárním výrazem. Pro regulární výraz potřebuji kromě
samotných terminálních či neterminálních symbolů zadané gramatiky ještě nějak reprezen-
tovat potřebné operátory nad těmito symboly – konkatenaci, sjednocení a iteraci. Pokud
x a y budou reprezentace dvou regulárních výrazů a řetězcová reprezentace symbolu bude
sama o sobě regulární výraz (je třeba si uvědomit, že symbol může být reprezentován i více
znaky, tudíž i když x značí např. jediný symbol, může to být i víceznakový řetězec), bude
se konkatenace výrazů x a y značit jako xy, sjednocení x a y jako x|y a iterace výrazu x
jako x*. Regulární výraz xx* bude zjednodušen na x+. Kromě toho budu využívat závorky
(např. ve výrazu (x|y)*) a otazník (x?) značící nepovinnost daného výrazu (tj. jeho sjedno-
cení s ε). Takovéto značení odpovídá běžné počítačové praxi, většina programů pracujících
s regulárními výrazy používá stejné či obdobné značení.
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Kromě tohoto běžného značení jsem se rozhodl zavézt i značení pro libovolný terminál
či neterminál. Libovolný terminální symbol bude značen jako \T, libovolný neterminální
symbol jako \N.
5.1.2 Podporované typy gramatik
Podle zadání by aplikace měla podporovat bezkontextové a stromové gramatiky. U stromo-
vých gramatik zadání přesně nespecifikuje, které typy by měly být podporovány. Rozhodl
jsem se podporovat jeden typ gramatiky s horizontální kontrolou a tři typy s vertikální
kontrolou.
V případě stromových gramatik s horizontální kontrolou derivačního stromu jsem se
rozhodl podporovat jen stromem řízenou gramatiku popsanou v části 4.1. Tato gramatika je
velmi dobře teoreticky zpracovaná. Vzhledem k jejím vynikajícím vlastnostem (mj. dokáže
generovat libovolný rekurzívně vyčíslitelný jazyk) myslím, že podpora dalších gramatik
s horizontální kontrolou by byla zbytečná.
V případě stromových gramatik s vertikální kontrolou derivačního stromu jsem se roz-
hodl podporovat vedle gramatiky popsané v části 4.2 i další dva typy gramatik, které ještě
nebyly (pokud vím) teoreticky zpracovány. Jedná se o gramatiku s vertikální kontrolou
alespoň dvou cest a gramatiku s vertikální kontrolou všech cest. Gramatika s vertikální
kontrolou alespoň dvou cest má definici stejnou jako gramatika popsaná v části 4.2 s tím
rozdílem, že do jazyka generovaného řídící gramatikou musí náležet alespoň dvě cesty v de-
rivačním stromu (tedy ne jen jediná cesta, jak je tomu u gramatik z části 4.2). Obdobnou
definici má i gramatika s vertikální kontrolou všech cest, kde do jazyka generovaného řídící
gramatikou musí náležet všechny cesty v derivačním stromu.
5.2 Syntaktická analýza stromových gramatik
Použitá metoda syntaktické analýzy vychází z algoritmu popsaného v diplomové práci Syn-
taktická analýza založená na řízených gramatikách [11]. Tuto metodu jsem se rozhodl použít
pro všechny podporované typy gramatik, tedy pro všechny typy stromových gramatik a pro
bezkontextové gramatiky, pochopitelně s úpravami zohledňujícími vlastnosti jednotlivých
typů.
Omezení kladená ve výše zmíněné diplomové práci na pravidla bázové gramatiky jsou
zbytečně přísná. Algoritmus, jak je popsán níže, dokáže zpracovat libovolnou bázovou gra-
matiku bez ε-pravidel (pravidel, jejichž pravou stranu tvoří prázdný řetězec) a bez cyklů
jednotkových pravidel (cykly jednotkových pravidel způsobí zacyklení druhé fáze syntaktické
analýzy). Jiná omezení na bázovou gramatiku kladena nejsou.
Pro syntaktickou analýzu řídící gramatiky stromových gramatik s vertikální kontrolou
použiji stejnou metodu, jako pro bázové gramatiky. Proto jsou na řídící bezkontextové
gramatiky kladena stejná omezení, jako na gramatiky bázové.
Hlavní výhodou této metody je skutečnost, že dokáže zpracovat libovolnou bezkontexto-
vou gramatiku bez ε-pravidel, včetně gramatik nejednoznačných. Gramatiku s ε-pravidly je
sice možné převést na ekvivalentní gramatiku bez těchto pravidel, nicméně tímto převodem
by došlo k naprosté změně charakteristik derivačního stromu, což by učinilo vertikální či
horizontální kontroly nemožnými.
Nejednoznačné gramatiky zpracuje tato metoda tak, že vytvoří všechny derivační stromy
pro zadaný řetězec.
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Syntaktická analýza všech typů stromových gramatik v podstatě spočívá v sestavení
všech derivačních stromů bázové gramatiky pro daný řetězec a ve výběru těch, které splňují
podmínky pro danou stromovou gramatiku. Velká část syntaktické analýzy bude tedy pro
všechny typy gramatik stejná – dojde k sestavení všech derivačních stromů bezkontextové
gramatiky (v případě stromových gramatik se jedná o jejich bázovou gramatiku). Poté
u stromových gramatik dojde ke kontrole jednotlivých derivačních stromů podle typu stro-
mové gramatiky (v případě horizontální kontroly je výhodné provádět kontroly úrovní již
v době sestavování derivačních stromů).
Použitá metoda syntaktické analýzy se skládá ze dvou fází. V první fázi dojde k roz-
hodnutí, jestli je zadaný řetězec generován bázovou gramatikou stromové gramatiky. Tato
fáze algoritmu vychází z analýzy bezkontextových gramatik v Chomského normální formě.
V druhé fázi dojde k sestavení všech derivačních stromů pro daný řetězec a k ověření
podmínek pro daný typ stromové gramatiky. Sestavování derivačních stromů je úrovňově
orientované, tj. k sestavování dochází postupně po jednotlivých úrovních. V případě hori-
zontálně řízených gramatik se kontroluje, zda jednotlivé úrovně patří do jazyka značeného
zadaným regulárním výrazem, již v době sestavování derivačního stromu. V případě ver-
tikální kontroly dojde k ověření, jestli daný derivační strom splňuje podmínky, až po jeho
sestavení.
Algoritmus syntaktické analýzy je relativně složitý, proto jsem se rozhodl pro vyšší míru
abstrakce při jeho popisu pseudokódem, než je obvyklé. Věřím, že takto čtenáři usnadním
pochopení principu této metody syntaktické analýzy. Pseudokód jsem sestavoval sám nezá-
visle na pseudokódu uvedeném v práci [11] (pseudokód z této publikace byl místy poněkud
zavádějící a nekonzistentní, vycházel jsem proto pouze z textového popisu algoritmu).
5.2.1 První fáze syntaktické analýzy
V první fázi syntaktické analýzy dojde k rozhodnutí, zda je řetězec a1a2 . . . an generován
bázovou bezkontextovou gramatikou stromem řízené gramatiky.
K tomu se využívá dvourozměrné pole množin symbolů S. Symbol je datový typ, který
představuje terminál či neterminál dané gramatiky. Každá množina v S může tedy obsaho-
vat jak terminály, tak i neterminály. K jednotlivým množinám se přistupuje pomocí dvojice
indexů i, j, tedy jako S[i, j]. Dvojice indexů i, j, i ≤ j vyznačuje část řetězce ai . . . aj , kterou
lze pokrýt částí derivačního stromu vycházející z libovolného symbolu z množiny S[i, j].
Množina S[i, j] tedy obsahuje symboly, ze kterých lze vygenerovat řetězec ai . . . aj .
Samotný algoritmus první fáze syntaktické analýzy provádí analýzu zdola nahoru, při-
čemž si do S zaznamenává všechny symboly, kterými lze pokrýt určitou část řetězce. Na
počátku předpokládá, že všechny množiny S[i, j] jsou prázdné.
Algoritmus první fáze syntaktické analýzy zapsaný pseudokódem (znakem # označuji
řádkový komentář):
Algoritmus 5.1.
pro každý symbol ai z řetězce a1 . . . an:
vlož symbol ai do množiny S[i, i]
opakuj, dokud lze měnit S:
pro každé pravidlo p : A→ X1X2 . . . Xm:
pokud platí, že
X1 ∈ S[r, s];X2 ∈ S[s+ 1, t]; . . . ;Xm−1 ∈ S[x+ 1, y];Xn ∈ S[y + 1, z]:
# symboly Xi leží v množinách, které pokrývají souvislou posloupnost
# symbolů ar . . . az
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přidej neterminál A do množiny S[r, z]
pokud pro počáteční neterminál S platí, že S ∈ S[1, n]:
# řetězec a1 . . . an lze vygenerovat bázovou gramatikou
úspěch, pokračuj druhou fází syntaktické analýzy
jinak:
neúspěch
Na počátku jsou uloženy všechny symboly z řetězce a1 . . . an do příslušných množin
S[i, i] – každý terminál pokrývá sám sebe.
Poté jsou hledána pravidla, pro jejichž pravé strany platí, že jejich symboly v tom pořadí,
v jakém se na dané pravé straně nacházejí, postupně pokrývají podle aktuálních údajů
z množin S souvislou část řetězce. Pokud je takové pravidlo nalezeno, vloží se neterminál
z jeho levé strany do příslušné množiny S. Toto je opakováno, dokud je možnost nějakou
množinu z pole S změnit.
Nakonec je zkontrolováno, jestli počáteční neterminál S pokrývá celý řetězec a1 . . . an,
tj. jestli je tento symbol obsažen v množině S[1, n]. Pokud ano, je daný řetězec generován
bázovou bezkontextovou gramatikou a algoritmus může pokračovat druhou fází, v opačném
případě je algoritmus ukončen s neúspěchem.
5.2.2 Druhá fáze syntaktické analýzy
Druhá fáze syntaktické analýzy spočívá v sestavení všech derivačních stromů pro daný
řetězec a1 . . . an na základě údajů z pole množin S a v případné kontrole jednotlivých úrovní
či cest derivačního stromu. Postupuje směrem shora dolů, tedy od počátečního neterminálu
po jednotlivých úrovních derivačního stromu k terminálům.
Tato fáze využívá rozšířený datový typ pro symbol, který navíc uchovává levý a pravý
index (do analyzovaného řetězce) určující, kterou část řetězce daný symbol pokrývá. Pro
symbol X budu značit jeho levý index X.l a jeho pravý index X.r. Symbol X tedy pokrývá
část řetězce aX.laX.l+1 . . . aX.r
Derivační strom je v této fázi chápán jako seznam jednotlivých úrovní derivačního
stromu, každá úroveň je zase představována seznamem symbolů. Celý algoritmus pracuje
se seznamem derivačních stromů, který postupně rozšiřuje, jak se na jednotlivých úrovních
objevují různé možnosti sestavení derivačního stromu. Strom je považován za dokončený,
pokud jsou na jeho nejnižší úrovni pouze terminální symboly.
Algoritmus využívá funkci, která zkontroluje, jestli daná úroveň derivačního stromu ná-
leží do řídící regulární množiny, tj. jestli odpovídá danému regulárnímu výrazu. Pokud daná
úroveň obsahuje pouze terminální symboly, jedná se o poslední úroveň aktuální varianty
derivačního stromu, a proto její obsah kontrolován není a je považována za vždy vyhovující,
tj. funkce potvrdí, že daná úroveň náleží do řídící regulární množiny, aniž by to kontrolovala
(a tudíž tato informace jí poskytnutá nemusí být pravdivá).
Algoritmus druhé fáze syntaktické analýzy zapsaný pseudokódem:
Algoritmus 5.2.
nastav seznam stromů jako seznam obsahující jediný strom obsahující jedinou úroveň
obsahující jediný symbol (počáteční neterminál S s nastavenými hodnotami
S.l = 1 a S.r = n)
pokud úroveň stromu obsahující jediný neterminál neodpovídá regulárnímu výrazu:
neúspěch
dokud nejsou všechny stromy dokončeny:
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postupně procházej všechny nedokončené stromy v seznamu stromů:
pro každý neterminál A v poslední úrovni aktuálního derivačního stromu najdi
všechna taková pravidla A→ X1X2 . . . Xm, aby platilo
X1 ∈ S[r, s];X2 ∈ S[s+ 1, t]; . . . ;Xm−1 ∈ S[x+ 1, y];Xn ∈ S[y + 1, z],
r = A.l a z = A.r
nastav všem symbolům Xi na pravé straně nalezených pravidel jejich hodnoty
Xi.l a Xi.r podle použitých indexů do S
pokud bylo pro každý neterminál z poslední úrovně nalezeno alespoň jedno
odpovídající pravidlo:
vytvoř všechny možné seznamy symbolů Xi reprezentující možné
následující úrovně derivačního stromu
pokud je vyžadována horizontální kontrola:
odstraň ty seznamy symbolů, které neodpovídají regulárnímu výrazu
nahraď aktuální strom jeho kopiemi doplněnými o jednotlivé nově
vytvořené následující úrovně
ty nově vytvořené stromy, které obsahují na poslední úrovni pouze
terminály, označ jako dokončené
jinak:
odstraň aktuální strom
# nelze pro něj vytvořit další úroveň derivačního stromu
pokud je vyžadována vertikální kontrola:
odstraň ty derivační stromy, které nesplňují podmínky vertikální kontroly
pokud byly všechny stromy odstraněny:
neúspěch
jinak:
úspěch, všechny derivační stromy jsou dokončeny
Na počátku je v seznamu derivačních stromů jediný nedokončený derivační strom ob-
sahující jedinou úroveň reprezentovanou seznamem obsahujícím jediný symbol – počáteční
neterminál S. Tento neterminál pokrývá celý řetězec a1a2 . . . an (bylo ověřeno v první fázi).
Proto jsou nastaveny hodnoty S.l = 1 a S.r = n.
Algoritmus postupně prochází všechny nedokončené derivační stromy. Pro poslední úro-
veň A1A2 . . . Ap aktuálního derivačního stromu najde všechna pravidla A1 → X11X12 . . . ,
A2 → X21X22 . . . , . . . , Ap → Xp1Xp2 . . . splňující podmínky, že všechna Xij postupně
v pořadí podle pravé strany daného pravidla pokrývají stejnou část řetězce, jako odpovída-
jící levá strana pravidla Ai, a sestaví všechny možné varianty následující úrovně derivačního
stromu, každá z nich je ve tvaru: X11X12 . . . X21X22 . . . Xp1Xp2 . . . . Pro každou z těchto
variant, která odpovídá regulárnímu výrazu, vytvoří kopii aktuálního derivačního stromu
a doplní ji tou variantou úrovně derivačního stromu. Pokud žádná následující úroveň deriva-
čního stromu neexistuje, je aktuální strom odstraněn bez náhrady. Derivační stromy, jejichž
poslední úroveň obsahuje pouze terminály, jsou považovány za dokončené a algoritmus se
jimi dále nezabývá.
Pokud je požadována horizontální kontrola, využívám skutečnosti, že algoritmus je hori-
zontálně orientován (tedy orientován na jednotlivé úrovně derivačního stromu), a provádím
tuto kontrolu již v průběhu sestavování derivačních stromů.
Pokud je požadována vertikální kontrola, je prováděna až po dokončení derivačního
stromu.
29
5.3 Implementace
Jak vyplývá z předchozího textu, má mít aplikace demonstrující vlastnosti stromových
a bezkontextových gramatik následující vlastnosti: jedná se o aplikaci s grafickým uživa-
telským rozhraním, umožňuje uživateli zadat bázovou bezkontextovou gramatiku volitelně
doplněnou o regulární výraz (značící regulární jazyk horizontální kontroly) nebo o bezkon-
textovou řídící gramatiku (pro vertikální kontrolu). Aplikace umožní tuto gramatiku uložit
do souboru ve formátu XML a později ji případně znovu otevřít.
Po zadání či otevření gramatiky umožní aplikace uživateli zadat řetězec a zjistí, jestli
je tento řetězec gramatikou generován. Pokud ano, vykreslí všechny derivační stromy pro
zadaný řetězec, případně nechá uživatele derivačním stromem procházet – názorně mu tak
předvede sestavování derivačního stromu z jednotlivých pravidlových stromů.
Rozhodl jsem se, že aplikaci naimplementuji v programovacím jazyce Python. Jedná se
o moderní univerzální objektově orientovaný interpretovaný programovací jazyk.
5.3.1 Python
Python je univerzální interpretovaný programovací jazyk. Byl vytvořen nizozemským pro-
gramátorem Guidem van Rossumem. První verze se objevila v roce 1991, od té doby prošel
tento jazyk značným vývojem. Autor jazyka se stále významnou měrou podílí na jeho
vývoji. [13]
Všechny verze Pythonu jsou open source, většina z nich (avšak ne všechny) byla vydána
pod GPL kompatibilní licencí.
V současnosti je aktuálních několik verzí tohoto jazyka, které však nejsou navzájem zcela
kompatibilní. Jedná se o verze 2.6 a 3.0, které jsou v současné době dostupné na oficiálních
stránkách tohoto jazyka ([13]) jako aktuální verze. Starší verze 2.5 je v současnosti implicitní
v balíčkovacích systémech v řadě linuxových distribucí, pravděpodobně z toho důvodu, že
obě aktuální verze byly vydány relativně nedávno (verze 3.0 v prosinci 2008, první podverze
2.6 v srpnu 2008).
Co se vzájemné kompatibility týče, obecně platí, že verze 2.6 zachovává zpětnou kom-
patibilitu s předchozími verzemi a podporuje i rozšíření novější verze 3.0 (bohužel ne zcela
všechna). Verze 3.0 obsahuje řadu změn oproti předchozím verzím (2.5) a nezachovává
s nimi zpětnou kompatibilitu. Liší se jak ve standardní knihovně (odlišné je hlavně pojme-
nování modulů), tak i v samotné syntaxi a sémantice jednotlivých konstrukcí jazyka (pro
detaily bych čtenáře odkázal na oficiální stránky jazyka [13]). Nicméně existují konverzní
aplikace, které automaticky převedou zdrojový kód psaný ve starší verzi Pythonu na verzi
novější (např. 2to3).
Z toho vyplývá, že programátor, který má v úmyslu psát programy pro Python, má
v současné době na výběr dvě možnosti: psát buď pro verze překladače 2.5 a 2.6 nebo pro
verzi 3.0. Kód pro starší verzi 2.5 by měl být spustitelný i pod aktuální verzí 2.6.
Vzhledem k tomu, že verze 3.0 zatím není ještě příliš rozšířená, rozhodl jsem se psát
aplikaci v jazyce Python ve verzi 2.5 (kompatibilní s 2.6), která je dostupná v balíčkovacím
systému mého operačního systému. Tatáž verze je dostupná a v současné době i implicitní
také na fakultním serveru Merlin.
Co se obecných vlastností Pythonu týká, jedná se o objektově orientovaný jazyk založený
na třídách (class-based), podporuje však i jiná paradigmata, mj. funkcionální programování
(jedná se tedy o multiparadigmatický jazyk). Přístup k objektové orientaci je velice jedno-
duchý, například možnosti zapouzdření jsou silně omezené, v podstatě neexistuje spolehlivá
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možnost, jak omezit viditelnost atributu či metody objektu (jinými slovy: všechny atri-
buty a metody jsou veřejné). Aktuální verze Pythonu jsou čistě objektové, neexistují zde
tedy primitivní typy (ve starších verzích existoval primitivní datový typ řetězec). Python
umožňuje mj. vícenásobnou dědičnost mezi třídami, redefinici zděděných metod a přetěžo-
vání operátorů. Shlukování příkazů do bloků (složeného příkazu) se provádí pomocí odsazení
(indentace). [13]
Python je typický moderní interpretovaný jazyk. Zdrojový kód se překládá do byte-
kódu (bytecode), který je proveden virtuálním strojem. Pro správu paměti používá garbage
collector. Kontrola objektem podporovaných metod probíhá až za běhu programu, jedná se
tedy o dynamicky typovaný jazyk. [13]
Python je distribuován se značně rozsáhlou standardní knihovnou. Obsahuje také množ-
ství zabudovaných (built-in) vysokoúrovňových datových typů (slovníky, seznamy, . . . ).
Mezi nevýhody Pythonu patří zejména negativní vlastnosti typické pro všechny inter-
pretované objektově orientované programovací jazyky. Hlavní nevýhodou je nízká efektivita
interpretace virtuálním strojem – Python je relativně pomalý. Další nevýhodou (pokud se
to dá považovat za nevýhodu) je relativně rychlý vývoj jazyka a s tím související existence
několika vzájemně nekompatibilních verzí. Ve standardní knihovně bylo provedeno množ-
ství i zcela zásadních změn, měnila se syntaxe i sémantika některých konstrukcí jazyka
a dokonce došlo ke změnám i některých základních konceptů jazyka (starší verze například
obsahovaly zcela jiné pojetí objektů). [14]
5.3.2 Modul Tkinter
Modul Tkinter (zkratka z Tk interface) je součástí standardní knihovny Pythonu, zpro-
středkovávající nízkoúrovňové rozhraní k toolkitu Tk. Tk je multiplatformní knihovna pro
vytváření grafického uživatelského rozhraní. Původně byla určena pro jazyk Tcl (společně se
často označují jako Tcl/Tk), dnes je však dostupná i pro další vysokoúrovňové dynamické
skriptovací jazyky, vedle Pythonu je to např. i Ruby nebo Perl. [19]
Společně s modulem Tkinter je součástí standardní knihovny Pythonu řada příbuzných
modulů zajišťující mj. standardní dialogové boxy či chybová hlášení (u Pythonu verze 3.0
jsou všechny tyto moduly zahrnuty do balíčku (package) tkinter).
Mezi hlavní výhody tohoto modulu patří jeho multiplatformnost – je dostupný ve verzích
jak pro unixové operační systémy (Linux, . . . ), tak i pro MS Windows či Mac OS X.
Mezi nevýhody tohoto modulu patří skutečnost, že je relativně špatně dokumentovaný.
Oficiální dokumentace v podstatě neexistuje (lze ale vycházet z dokumentace toolkitu Tk).
Existuje však několik volně dostupných neoficiálních publikací ([15], [6], [19]).
5.4 Popis jednotlivých tříd
Aplikace je napsána v Pythonu s využitím standardního modulu Tkinter. Kód je rozdělen
do tří modulů.
Modul tcgdemo.py obsahuje základní třídu aplikace Application, vytváří grafické uži-
vatelské rozhraní, a propojuje jednotlivé moduly do jediného celku.
Modul grammar.py zajišťuje zejména reprezentaci gramatik a syntaktickou analýzu.
Kromě třídy Grammar obsahuje tento modul také třídy s touto třídou úzce související,
sloužící pro reprezentaci symbolů, regulárních množin, atp. a dále třídy pro jednotlivé vý-
jimky.
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Modul grdialog.py obsahuje kód pro vykreslení dialogu pro editaci gramatik a pro
dialog s nápovědou. Oba tyto dialogy jsou odvozeny od třídy Dialog ze standardní knihovny
tkSimpleDialog.
5.4.1 Třída Application
Třída tvořící hlavní třídu aplikace. Vytváří grafické rozhraní, obsahuje tedy kód pro jeho
vytvoření, kód pro reakce na uživatelské události, propojuje jednotlivé moduly dohromady,
zajišťuje převod uživatelských vstupů do struktur vhodných pro zpracování modulem gra-
mmar.py, zpracovává a zobrazuje výsledky syntaktické analýzy.
Třída zajišťuje vytvoření grafického uživatelského rozhraní, definuje metody volané jako
reakce na události rozhraní (příkazy z hlavního menu, kliknutí do panelu s vykreslenou
gramatikou, . . . ), obsahuje také atributy udržující stav aplikace.
Domnívám se, že vzhledem k charakteru a rozsahu této třídy je podrobný popis její
implementace na tomto místě zbytečný. Její kód je v podstatě běžný kód třídy grafického
rozhraní. Podrobné informace lze vždy najít ve zdrojovém kódu.
5.4.2 Třídy v modulu grdialog
Modul grdialog obsahuje kód zajišťující zobrazení dialogů pro editaci gramatiky a pro
nápovědu.
Dialog pro editaci gramatik je spouštěn prostřednictvím funkce editgrammar. Tato
funkce vytvoří instanci třídy GrammarDialog, která zajistí zobrazení a celkovou funkci
dialogu. Třída GrammarDialog je odvozená od třídy Dialog ze standardního modulu tkSim-
pleDialog.
Podobně je spouštěn i dialog s nápovědou, a to prostřednictvím funkce showhelp. Tato
funkce vytvoří instanci třídy HelpMsgBox taktéž odvozené od standardní třídy Dialog.
Domnívám se, že podrobný popis obou tříd je na tomto místě zbytečný. Kód obou tříd
je v podstatě běžný kód specializovaného dialogu a není z pohledu této bakalářské práce
nijak zajímavý.
5.4.3 Třída Symbol
Třída reprezentující symbol bezkontextové gramatiky, tj. terminál nebo neterminál.
Významné atributy:
value – řetězcová hodnota označující daný symbol
isTerm – booleovská hodnota značící, zda se jedná o terminál nebo neterminál
Významné metody: Třída přetěžuje některé operátory (konkrétně operátor == pro porov-
návání dvou objektů, operátor hash pro možnost ukládání symbolu do některých struktur
a operátory str a repr pro výpis symbolu na standardní výstup pro testovací účely)
5.4.4 Třída DTSymbol
Třída odvozená od třídy Symbol, slouží k reprezentaci symbolu jakožto součásti úrovně
derivačního stromu pro potřeby druhé fáze syntaktické analýzy. Konstruktoru lze předat
objekt třídy Symbol a doplňující informace.
Významné atributy (mimo ty zděděné od třídy Symbol):
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ignore – boolovská hodnota značící, jestli bude symbol při kontrole úrovní stromem kontro-
lované gramatiky a vytváření grafického derivačního stromu ignorován. Takovýto sym-
bol může vzniknout pouze přepsáním terminálu na nižší úroveň derivačního stromu.
li, ri – left index, right index – dvojice indexů do analyzovaného řetězce, značí interval
(podřetězec) terminálů, které lze z tohoto symbolu vygenerovat
Významné metody: Třída přetěžuje některé operátory přetížené již její rodičovskou
třídou.
5.4.5 Třída NdSymbol
Třída odvozená od třídy Symbol, slouží k reprezentaci symbolu pro potřeby vykreslování
derivačního stromu na plátno (Canvas), tj. k reprezentaci uzlu derivačního stromu. Kon-
struktoru lze předat symbol typu Symbol nebo DTSymbol, jehož vlastnosti bude nově
vytvořený objekt mít.
Významné atributy:
x, y – dvojice souřadnic určující relativní polohu symbolu pro vykreslení. Tyto souřadnice
se pro jednotlivé symboly (resp. uzly v derivačním stromu) vztahují pouze k sobě
navzájem, nejsou to skutečné souřadnice na plátně. Skutečné souřadnice se získají
až při vykreslování, jako výsledek vhodné lineární funkce, jejímž argumentem je tato
relativní souřadnice. Pokud je konstruktoru předán symbol třídy DTSymbol, je re-
lativní souřadnice x celé číslo získané jako dvojnásobek průměru hodnot indexů do
analyzovaného řetězce vymezujících generovaný podřetězec (dvojnásobek proto, aby
to mohlo být celé číslo). Relativní souřadnice y je potom totožná s úrovní daného
uzlu v derivačním stromu.
childrenList – seznam potomků daného uzlu, tj. uzlů téže třídy, které jsou podřízeny
aktuálnímu symbolu, v pořadí zleva doprava.
showChildren – značí, zda se budou potomci aktuálního uzlu vykreslovat
pathPart – značí, jestli je daný symbol součástí vykreslované cesty (používá se při zvý-
raznění cest v derivačním stromu).
5.4.6 Třída SetS
Třída reprezentující dvourozměrné pole množin symbolů pro potřeby syntaktické analýzy.
Mapuje dvojici indexů j, k na množinu symbolů, ze kterých (z každého jednoho z nich) se
dá odvodit část (podřetězec) analyzovaného řetězce určená těmito indexy. Objekt této třídy
odpovídá poli množin S, které využívá syntaktická analýza.
Významné metody:
insertSymbol – vloží symbol do množiny určené indexy j, k. Zajistí, aby symbol sym ∈
S[j, k]
getSymbolSet – vrátí množinu symbolů určenou indexy j, k
getSetDictBySymbol – podle zadaných parametrů symbol a j vrátí slovník množin sym-
bolů, pro nějž platí, že klíčem je druhý index k a mapovanou hodnotou je množina
symbolů obsahující zadaný symbol, která je v tomto objektu mapovaná dvojicí indexů
j, k.
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getIndexesBySymbol – vrátí seznam dvojicí (2-tuple) indexů j, k, které indexují množiny
obsahující zadaný symbol.
getSeqList – vrací seznam posloupností indexů. Vstupem je množina symbolů B1, B2, B3,
. . . , Bn, pro navracené posloupnosti [r, s, t, u, . . . , y, z] platí, že B1 ∈ S[r, s], B2 ∈
S[s + 1, t], B3 ∈ S[t + 1, u], . . . , Bn ∈ S[y + 1, z] (S odpovídá aktuálnímu objektu).
Povšimněte si, že první hodnota navracené posloupnosti je výjimečná, neboť značí
přímo první index prvního zadaného symbolu, nikoli jeho hodnotu sníženou o jedničku,
což by odpovídalo podobě všech ostatních hodnot dané posloupnosti.
5.4.7 Třída TreeLevel
Třída reprezentující úroveň derivačního stromu pro potřeby druhé fáze syntaktické analýzy.
Významné atributy:
snt – seznam symbolů třídy DTSymbol
Významné metody:
append – přidá symbol na konec seznam symbolů
checkLevel – otestuje, jestli daná úroveň odpovídá regulárnímu výrazu reprezentovanému
zadaným objektem třídy RegularSet
Třída navíc přetěžuje velké množství operátorů: [], len, str, repr, . . .
5.4.8 Třída RegularSet
Třída reprezentující regulární množinu. Je použita pro horizontální kontrolu derivačního
stromu. Regulární množina je množina řetězců (seznamů) symbolů (třídy Symbol nebo
odvozené).
Regulární množina je zde reprezentována prostřednictvím regulárního výrazu. Objekt
regulárního výrazu je objekt třídy RegexObject ze standardního modulu re. Modul re je
součástí standardní knihovny Pythonu a poskytuje operace pro práci s regulárními výrazy
nad 8bitovými nebo unicodovými řetězci.
Konstruktoru je předán regulární výraz jako řetězec obsahující textové reprezentace
symbolů a speciální znaky popsané v 5.1.1. Tento regulární výraz je zkontrolován (jestli jsou
všechny symboly platné) a převeden na jednoznačnou textovou formu zajišťující správné
chování. Získaný řetězec s regulárním výrazem je zkompilován na objekt regulárního výrazu
z modulu re.
Třída obsahuje metodu match, jejímž parametrem je seznam symbolů (z úrovně deri-
vačního stromu). Tato metoda provede kontrolu, zda daný seznam odpovídá regulárnímu
výrazu. Při této kontrole dochází k převodu seznamu symbolů na jednoznačný textový ře-
tězec obsahující konkatenované textové reprezentace symbolů a tento řetězec je následně
kontrolován regulárním výrazem třídy RegexObject.
5.4.9 Třída Grammar
Třída reprezentující bezkontextovou gramatiku s volitelnou horizontální či vertikální kont-
rolou. Konstruktor vyžaduje následující argumenty: řetězec s terminálními symboly, řetězec
s neterminálními symboly, seznam pravidel jakožto dvojic řetězců, řetězec s počátečním ne-
terminálem, regulární výraz a příznak povolení horizontální kontroly (boolovská hodnota
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značící, zda má gramatika povoleno provádět kontrolu úrovní), řetězec s neterminálními
symboly vertikální kontroly, seznam pravidel vertikální kontroly, řetězec s počátečním ne-
terminálem vertikální kontroly, příznak povolení vertikální kontroly a řetězec s krátkým
textovým popisem.
Všechny symboly, množiny symbolů a řetězce symbolů se konstruktoru zadávají jako
textové řetězce obsahující textové reprezentace symbolů oddělené libovolným počtem bílých
znaků. Seznamy pravidel jsou zadávány jako seznamy dvojic řetězců, každá dvojice řetězců
odpovídá levé a pravé straně pravidla. Argumenty týkající se horizontální či vertikální
kontroly jsou nepovinné a lze je vynechat.
Všechny zadané údaje jsou konstruktorem zkontrolovány, jestli jsou smysluplné a jsou
převedeny na vnitřní reprezentace využívající objekty třídy Symbol.
Významné atributy:
rawTerminals, rawNonterminals, rawStartNonterminal – řetězce se symboly popi-
sující bázovou bezkontextovou gramatiku, jedná se o tytéž řetězce, které byly zadány
jako argumenty konstruktoru. Jsou určeny pro editaci gramatiky v grafickém rozhraní
a pro uložení gramatiky v souboru.
rawRules – seznam pravidel předaný konstruktoru po odstranění prázdných pravidel, pra-
vidlo je reprezentováno jako dvojice (2-tuple), levá i pravá strana pravidla jsou řetězce.
Určeno pro editaci gramatiky v grafickém rozhraní a pro uložení v souboru.
rawVCTerminals, rawVCNonterminals, rawVCStartNonterminal, rawVCRules
– obdobné hodnoty jako předchozí dva body pro gramatiku pro vertikální kontroly.
rawRegex – řetězec s regulárním výrazem, tak jak byl zadán konstruktoru. Podobně jako
předchozí hodnoty je určen pro editaci gramatiky a pro uložení do souboru.
description – řetězec s uživatelem zadaným popisem gramatiky.
horizontal, vertical – booleovské hodnoty značící, jestli gramatika umožňuje horizontální
resp. vertikální kontrolu.
terminals, nonterminals – množiny terminálních resp. neterminálních symbolů (třídy
Symbol)
startNonterminal – počáteční neterminál (třídy Symbol)
rules – seznam pravidel reprezentovaných jako dvojice (2-tuple), levá strana pravidla je
symbol (třída Symbol), pravá je seznam symbolů, obsah atributu je vytvořen podle
hodnoty rawRules, tato podoba je však vhodnější pro interní práci s pravidly.
vcGrammar – gramatika (třídy Grammar) pro vertikální kontrolu (nebo hodnota None,
pokud vertikální kontrola nebyla povolena)
regSet – regulární množina (třídy RegularSet) pro horizontální kontrolu (nebo hodnota
None, pokud horizontální kontrola nebyla povolena).
Významné metody:
parseSentence – provede syntaktickou analýzu zadaného řetězce terminálů, sestaví všech-
ny derivační stromy a případně provede i horizontální či vertikální kontrolu. Postupuje
podle algoritmu popsaného v části 5.2. Podrobný popis implementace naleznete v části
5.4.11
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5.4.10 Třída XMLGrammarFile
Třída reprezentující soubor s gramatikou. Slouží pro ukládání gramatik (třídy Grammar)
do souborů ve formátu XML nebo jejich načítání. Využívá standardní modul Pythonu xml-
.dom.minidom. Jméno a umístění daného souboru jsou zadány jako parametr konstruktoru.
Významné metody:
getGrammar – vrátí gramatiku načtenou ze souboru
saveGrammar – uloží gramatiku do souboru
5.4.11 Implementace syntaktické analýzy
Syntaktická analýza je naimplementována podle algoritmu popsaného v části 5.2. Provádí ji
metoda parseSentence třídy Grammar. Parametry této metody je předán analyzovaný řetě-
zec a informace o způsobu syntaktické analýzy určující, které kontroly derivačního stromu
se budou provádět. Možnosti jsou následující:
• syntaktická analýza bázovou bezkontextovou gramatikou bez sestavování derivačního
stromu; metoda v tomto případě vrací pouze boolovské hodnoty značící, jestli je daný
řetězec gramatikou generován, druhá fáze syntaktické analýzy se neprovádí
• syntaktická analýza bázovou bezkontextovou gramatikou včetně sestavení všech deri-
vačních stromů
• syntaktická analýza gramatikou s horizontální kontrolou derivačního stromu
• syntaktická analýza gramatikou s vertikální kontrolou alespoň x cest v derivačním
stromu, hodnota x je zadána zvláštním parametrem metody
• syntaktická analýza gramatikou s vertikální kontrolou všech cest v derivačním stromu
S výjimkou prvního bodu dojde vždy k sestavení všech derivačních stromů pro zadaný
řetězec.
V případě úspěchu vrací metoda buď seznam derivačních stromů nebo hodnotu True
(v závislosti na zadnaných argumentech). V případě neúspěchu vrací hodnotu False.
Syntaktická analýza je prováděna tak, jak to bylo popsáno v části 5.2. Pole množin S je
reprezentováno instancí třídy SetS.
Druhá fáze syntaktické analýzy sestavuje všechny možné derivační stromy jakožto se-
znamy instancí třídy TreeLevel. Objekt třídy TreeLevel obsahuje seznam symbolů třídy
DTSymbol, které v sobě zahrnují i dvojici indexů značící, jakou část analyzovaného řetězce
daný symbol pokrývá.
Samotné sestavování derivačních stromů probíhá tak, že program postupně prochází
všechny nedokončené derivační stromy a pro každý neterminál z poslední úrovně derivačního
stromu hledá takové pravidlo A → B1, B2, B3, . . . , Bn, aby platilo, že levá strana pravidla
je totožná s aktuálním neterminálem a pravá strana plně pokrývá část řetězce pokrytou
aktuálním neterminálem, platí tedy, že B1 ∈ S[r, s], B2 ∈ S[s + 1, t], B3 ∈ S[t + 1, u], . . . ,
Bn ∈ S[y + 1, z] a A ∈ S[r, z]. K tomu je využita metoda getSeqList třídy SetS.
Pokud nějaký neterminál v aktuálním stromu nelze takto rozvinout, je daný strom
odstraněn. Pokud je možné nějaký neterminál rozvinout podle více pravidel, je vytvořena
pro každé další pravidlo kopie aktuálního stromu. Takto jsou vytvořeny všechny možné
verze derivačního stromu.
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Pokud je nastavena horizontální kontrola derivačních stromů, jsou při vytváření deri-
vačního stromu jednotlivé právě vytvořené úrovně kontrolovány, jestli náleží do regulární
množiny. Pokud ne, je celý strom odstraněn.
Po vytvoření všech derivačních stromů dojde k jejich převedení na stromy symbolů typu
NdSymbol (strom symbolů je v podstatě počáteční neterminál typu NdSymbol obsahující
ukazatele na své přímé následníky, které opět obsahují ukazatele na své následníky, atd).
Pro každý symbol se spočítá jeho relativní poloha (svislá poloha je dána úrovní, vodorovná
průměrem poloh terminálů, které daný symbol pokrývá). Pokud je nastavena vertikální
kontrola derivačních stromů, provede se zde. Stromy, které nevyhovují (neexistuje v nich
dostatečný počet cest generovaných řídící gramatikou vertikální kontroly) jsou odstraněny.
V případě úspěchu je výsledkem syntaktické analýzy seznam derivačních stromů (sesta-
vených ze symbolů typu NdSymbol).
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Kapitola 6
Závěr
Naimplementoval jsem aplikaci pro demonstraci vlastnosti bezkontextových a několika typů
stromových gramatik. Konkrétně se jedná o tyto typy stromových gramatik: stromem řízená
gramatika (gramatika s horizontální kontrolou) navržená podle [3], gramatika s řízenou ces-
tou derivačním stromem (s vertikální kontrolou) navržená podle [7], gramatika s vertikální
kontrolou dvou cest v derivačním stromu a gramatika s vertikální kontrolou všech cest v de-
rivačním stromu. Poslední dva typy gramatik nebyly (pokud vím) dosud ještě dostatečně
teoreticky zpracovány.
Aplikace dokáže zpracovat libovolnou bezkontextovou gramatiku (ať už samostatně,
nebo jako bázovou gramatiku gramatiky stromové), pokud splňuje následující podmínky:
na pravé straně žádného pravidla nesmí být prázdný řetězec (žádné pravidlo nesmí být
epsilonové) a gramatika nesmí obsahovat cykly unitárních pravidel. Aplikace zvládne i gra-
matiky nejednoznačné a to tak, že sestaví a umožní zobrazit všechny derivační stromy pro
zadaný řetězec.
Tuto aplikaci jsem napsal v programovacím jazyce Python (ve verzi 2.5, kompatibilní
s verzí 2.6) s využitím standardního modulu Tkinter, zprostředkovávající přístup k toolkitu
pro tvorbu grafických uživatelských rozhraní Tk.
Věřím, že aplikace bude mít využití při demonstraci stromových gramatik například při
výuce nebo při experimentováni s těmito gramatikami.
Abych vůbec mohl aplikaci napsat, nastudoval jsem literaturu zabývající se teorií říze-
ných gramatik, zejména jsem se soustředil na stromové gramatiky, tj. bezkontextové gra-
matiky řízené omezeními kladenými na vlastnosti jejich derivačního stromu. Zjistil jsem, že
existují v podstatě dva principy takovéto kontroly: horizontální a vertikální kontrola.
Horizontální kontrola spočívá v kontrole řetězců získaných zřetězením symbolů na jed-
notlivých úrovních derivačního stromu. Příkladem gramatiky s horizontální kontrolou deri-
vačního stromu je stromem řízená gramatika popsaná v části 4.1.
Vertikální kontrola spočívá v kontrole řetězců získaných zřetězením symbolů ležících na
cestě mezi kořenem stromu a jedním z listů. Příkladem gramatiky s vertikální kontrolou
derivačního stromu je stromová gramatika s řízenou cestou popsaná v části 4.2.
6.1 Možnosti dalšího vývoje
Na tuto práci je možné navázat v mnoha směrech. Jednak je možné dále rozvíjet aplikaci,
například přidat podporu i jiných řízených gramatik, než jen stromových. To by ale pravdě-
podobně vyžadovalo značný zásah do návrhu aplikace, zejména by bylo potřeba předělat
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část zajišťující syntaktickou analýzu, která byla vytvořena s ohledem pouze na stromové
gramatiky. Navíc je otázkou, jestli by navržený způsob demonstrace vlastností podporova-
ných gramatik, tj. prostřednictvím derivačního stromu, byl pro jiné než stromové gramatiky
vhodný.
Dále je možné rozvíjet teoretickou část. Některé typy stromových gramatik s vertikální
kontrolou, které aplikace podporuje, ještě nebyly dosud teoreticky zpracovány. Konkrétně
vertikální gramatiky s kontrolou alespoň dvou cest nebo vertikální gramatiky s kontrolou
všech cest by si zasloužily teoretické zpracování. Zde je značný prostor pro velice zajímavou,
i když také dosti náročnou intelektuální práci.
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Dodatek A
Obsah CD
Součástí práce je i CD. To obsahuje tento dokument v elektronické podobě ve formátu PDF,
malý plakát prezentující aplikaci ve formátu PDF, zdrojové soubory aplikace ve složce app/
a zdrojové soubory této práce pro LATEX včetně obrázků a Makefile ve složce latex/.
Ve složce app/ jsou umístěny zdrojové soubory aplikace a několik ukázek gramatik.
Zdrojové soubory aplikace jsou tcgdemo.py, grammar.py a grdialog.py. Podrobný popis
těchto souborů lze nalézt v oddílu 5.4. Potřebné softwarové vybavení, spouštění a ovládání
programu je popsáno v příloze B.
Složka obsahuje také několik příkladů souborů s gramatikami:
example1.xml – bázová gramatika je jednoduchá nejednoznačná gramatika generující jazyk
{an : n ≥ 1}. Slouží zejména pro ukázku práce aplikace s nejednoznačnými gramati-
kami. Pokud je zapnuta horizontální kontrola, generuje stejný jazyk, ale jednoznačně,
tj. vždy vytvoří jediný derivační strom. Gramatika se zapnutou vertikální kontrolou
generuje jazyk {an : n ≥ 3} (kontrola jediné cesty) resp. {an : n ≥ 4} (kontrola
dvou cest). Horizontální i vertikální kontrola nemá v tomto případě velký praktický
význam, slouží spíše jen pro demonstraci vlastností programu.
example2.xml – gramatika s vertikální kontrolou jediné cesty, generuje jazyk {anbncndn :
n ≥ 1}. Bázová gramatika generuje jazyk {anbmcmdn : m,n ≥ 1}.
example3.xml – gramatika s horizontální kontrolou, generuje jazyk {anbncndnenfn : n ≥
1}. Bázová gramatika generuje jazyk {ambncpdqdrfs : m,n, p, q, r, s ≥ 1}.
example4.xml – gramatika s horizontální kontrolou generující jazyk {anbnan−1bn−1 . . . ab :
n ≥ 1}. Bázová gramatika generuje jazyk
∞⋃
m=1
Lm, kde Lm = {an1bn1an2bn2 . . .
anmbnm : ni ≥ 1}.
example5.xml – bázová gramatika generuje jazyk {ambncpdq : m,n, p, q ≥ 1}. Gramatika
s horizontální kontrolou generuje jazyk {anbmcndm : m,n ≥ 1}. Gramatika s vertikální
kontrolou alespoň jedné cesty generuje jazyk {anbncpdq : n, p, q ≥ 1} ∪ {apbqcndn :
n, p, q ≥ 1}. Gramatika s vertikální kontrolou alespoň dvou cest generuje {anbncmdm :
m,n ≥ 1}.
example6.xml – gramatika s horizontální kontrolou generující jazyk {www : w je řetězec
nad abecedou {a, b, c}}.
42
Dodatek B
Manuál
B.1 Softwarové požadavky a instalace
Pro běh aplikace je potřeba interpret jazyka Python ve verzi 2.6 s dostupným standard-
ním modulem Tkinter. Aplikace je spustitelná i pod některými staršími verzemi Pythonu
(testováno ve verzích 2.4 a 2.5).
Python i všechny potřebné moduly jsou dostupné pro většinu běžně používaných ope-
račních systémů (Windows, Linux, OS X, . . . ) na adrese http://www.python.org. [13]
Všechen potřebný software je dostupný na linuxových stanicích v CVT FIT. Zde je
možné aplikaci spustit příkazem ./tcgdemo.py z adresáře obsahujícího všechny soubory se
zdrojovými kódy.
B.2 Ovládání aplikace
Aplikace se spouští příkazem python tcgdemo.py, kde python je interpret Pythonu v poža-
dované verzi. Způsob spuštění aplikace je závislý na operačním systému, uvedený příklad
je pro unixové operační systémy.
Okno aplikace se skládá z dvou hlavních panelů, ze stavového řádku rozděleného na
dvě části a z hlavního menu sloužícího pro ovládání aplikace. Levý panel slouží k zobra-
zení aktuálního derivačního stromu, pravý obsahuje podrobné informace o právě otevřené
gramatice.
Po spuštění aplikace je možné buď zadat novou gramatiku příkazem Grammar - New,
nebo otevřít dříve uloženou gramatiku ze souboru příkazem Grammar - Open. Pro zadání
nové gramatiky se používá Grammar dialog, který je popsán v části B.2.1.
Otevřenou gramatiku je možné uložit příkazem Grammar - Save resp. Grammar - Save
as, zavřít příkazem Grammar - Close, nebo editovat příkazem Grammar - Edit. Pro editaci
gramatik je použit Grammar dialog.
Pokud otevřená gramatika povoluje i jiné než bezkontextové chování, lze jej nastavit pří-
kazy Behaviour - Horizontal control (pro povolení horizontální kontroly derivačního stromu)
a Behaviour - Vertical control (pro vertikální kontrolu derivačního stromu). Bezkontextové
chování je možné znovunastavit příkazem Behaviour - Context-Free only. Aplikace podpo-
ruje více typů vertikální kontroly. Jednotlivé podtypy se nastavují prostřednictvím submenu
Behaviour - Vertical control type. Je zde možné nastavit kontrolu jediné cesty (tj. derivační
strom bude přijat, pokud je alespoň jedna cesta generovaná řídící gramatikou vertikální kon-
troly), kontrolu alespoň dvou cest (vyžaduje, aby alespoň dvě cesty vyhovovaly podmínce)
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Obrázek B.1: Okno aplikace s otevřenou gramatikou
a kontrolu všech cest (obdobně vyžaduje, aby všechny cesty splňovaly podmínku).
Řetězec, pro nějž má být provedena syntaktická analýza, se zadává prostřednictvím
příkazu Behaviour - Enter sentence, který vyvolá jednoduchý dialog pro zadání řetězce.
Řetězec terminálních symbolů se zadává obdobným způsobem jako všechny řetězce symbolů
v celé aplikaci. Zadávají se textové reprezentace terminálních symbolů za sebou, mohou
být oddělené libovolným počtem mezer. Zadání neznámého terminálního symbolu vyvolá
chybové hlášení, podobně jako zadání libovolného znaku odlišného od mezery (či jiného
bílého znaku) jako oddělovače terminálů.
Po zadání správného řetězce terminálů se provede syntaktická analýza. Ta může být
v některých případech značně náročná na výpočetní dobu. Po jejím provedení se vygenerují
všechny možné derivační stromy pro zadaný řetězec a první z nich se zobrazí do levého
panelu. Pokud gramatika nemůže vygenerovat zadaný řetězec, zobrazí se místo derivačního
stromu příslušné chybové hlášení.
Derivační strom má běžnou podobu stromové struktury skládající se z uzlů a hran, odpo-
vídá konvenčnímu zobrazení derivačních stromů. Uvnitř uzlů je zobrazeno označení daného
symbolu. Terminální a neterminální symboly se odlišují barvou okraje uzlu, terminální jsou
černé, neterminální červené.
Pokud aplikace vygeneruje více než jeden derivační strom, je možné jednotlivé stromy
procházet prostřednictvím příkazů v položce Tree hlavního menu. Příkazem Tree - Next
se přejde na následující derivační strom, příkazem Tree - Previous na předchozí derivační
strom. Příkazem Tree - Choose se otevře jednoduchý dialog pro zadání čísla derivačního
stromu, na který chce uživatel přejít. Derivační stromy jsou seřazeny v tom pořadí, v jakém
byly vygenerovány v druhé části syntaktické analýzy. Toto pořadí je dáno jednak pořadím,
ve kterém byla zadána jednotlivá pravidla aktuálně otevřené gramatiky, jednak implemen-
tací syntaktické analýzy.
Vlastnosti zobrazení derivačního stromu lze nastavit příkazy hlavního menu v položce
Behaviour. Základní zobrazení celého derivačního stromu se nastavuje prostřednictvím Be-
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haviour - Show complete tree. Toto zobrazení je užitečné, pokud uživatel potřebuje získat
představu o podobě celého derivačního stromu.
V případě vertikální či horizontální kontroly lze nastavit barevné zvýraznění vyhovu-
jících cest resp. úrovní příkazem Behaviour - Complete tree with path/level marking. Toto
zobrazení je vhodné pro demonstraci principů vertikální či horizontální kontroly derivačního
stromu. V případě bezkontextového chování se tento způsob zobrazení derivačního stromu
neliší od způsobu předchozího, dojde tedy k pouhému zobrazení celého derivačního stromu.
Nastavením Behaviour - Go through tree se zobrazí derivační strom v procházecím
režimu. Ten umožňuje uživateli interaktivně procházet sestavování derivačního stromu pro-
střednictvím myši. Na počátku je zobrazen pouze počáteční neterminál. Kliknutím na libo-
volný nerozvinutý neterminál se simuluje provedení derivačního kroku z tohoto neterminálu
vycházejícího a zobrazí se generované symboly, tj. dojde k jeho rozvinutí. V případě klik-
nutí na rozvinutý neterminál se derivační krok opět zruší, dojde tedy ke skrytí generovaných
symbolů. Tento způsob zobrazení je výhodný pro demonstraci nezávislosti pořadí derivač-
ních kroků při sestavování derivačního stromu.
Popis aktuálně otevřené gramatiky je zobrazen na pravém panelu aplikace. Popis ob-
sahuje množiny neterminálních a terminálních symbolů (vypsaných tak, jak byly zadány
v Grammar dialogu), množinu pravidel a v případě horizontální nebo vertikální kontroly
i regulární výraz resp. řídící gramatiku. Panel vypisuje i uživatelem zadaný popis gramatiky.
Kdykoli za běhu programu je možné zobrazit nápovědu příkazem hlavního menu Help.
B.2.1 Grammar dialog
Grammar dialog je dialog určený pro editaci gramatik. Okno tohoto dialogu je rozděleno
do čtyř panelů.
Obrázek B.2: Dialog pro editaci gramatik
Panel pro zadávání bázové gramatiky obsahuje pole pro množinu terminálů, pro množinu
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neterminálů a pro počáteční neterminál, několik dvojic polí pro zadávání pravidel a tlačítko
pro zvýšení počtu pravidel. Množiny symbolů se zadávají jako řetězce textových reprezen-
tací symbolů, jednotlivé symboly mohou být odděleny mezerami (nebo jinými bílými znaky,
pokud je dané prostředí umožní zadat). Levá a pravá strana pravidla se zadávají zvlášť do
oddělených polí ležících na jednom řádku. Pravé strany pravidel se zadávají stejným způ-
sobem jako množiny symbolů. V případě nedostatečného množství dvojic polí pro pravidla
je možné vygenerovat další kliknutím na tlačítko More rules. Nevyplněné dvojice polí pro
pravidla budou ignorovány. Množiny symbolů i pravidel musejí splňovat podmínky dané
definicí bezkontextových gramatik.
Textová reprezentace symbolu byla podrobně popsána v části 5.1.1. Symbol je repre-
zentován jediným abecedním znakem volitelně doplněným o libovolně dlouhý řetězec číslic.
Velikost písmen je rozlišována.
Panel pro zadávání řídící množiny horizontální kontroly derivačního stromu obsahuje
dva prvky: checkbox pro povolení horizontální kontroly a editační pole pro zadání regulár-
ního výrazu. Pokud je horizontální kontrola zakázána, není možné editovat regulární výraz.
Syntaxe regulárního výrazu byla popsána v části 5.1.1.
Panel pro zadávání řídící bezkontextové gramatiky vertikální kontroly obsahuje v prin-
cipu stejné prvky se stejným chováním jako panel pro zadávání bázové gramatiky. Rozdíly
jsou dány charakterem vertikální kontroly: panel obsahuje navíc checkbox pro povolení
(případně zakázání) vertikální kontroly. Je-li vertikální kontrola zakázána, dialog neumožní
gramatiku vertikální kontroly jakkoli měnit. Panel neobsahuje editační pole pro terminální
symboly, množina terminálních symbolů vertikální gramatiky bude totiž odvozena z množin
symbolů bázové gramatiky (viz kapitola 4.2).
Poslední panel obsahuje víceřádkové editační pole pro zadání slovního popisu gramatiky.
Popis gramatiky není nutné zadávat, nicméně je to vhodné pro snadnější práci s dříve
uloženými gramatikami. Je potřeba si uvědomit, že soubor s gramatikou obsahuje pouze
formální definici dané gramatiky, tj. množiny terminálů, neterminálů a pravidel, počáteční
neterminál, případně (obdobným způsobem zadanou) gramatiku vertikální kontroly nebo
regulární výraz horizontální kontroly. Z těchto údajů může být pro uživatele značně obtížné
určit, co má gramatika generovat.
Po potvrzení editace dialogového boxu kliknutím na tlačítko OK se provede kontrola
zadané gramatiky. V případě chyby zůstane dialogový box otevřen a zobrazí se chybové
hlášení s popisem chyby. Aplikace tedy neumožní zadat chybnou gramatiku.
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Dodatek C
Ukázky programu
Následuje několik ukázek chování programu. Podrobnější popis zde použitých souborů
s gramatikami naleznete v příloze A. Obrázky C.1 až C.7 obsahují otevřenou gramatiku
example5.xml. Obrázky C.8 až C.10 obsahují otevřenou gramatiku example6.xml, slouží
ale spíše jen jako ukázka různých derivačních stromů nejednoznačné bezkontextové grama-
tiky.
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Obrázek C.1: Otevřená gramatika, řetězec ještě nebyl zadán
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Obrázek C.2: Bezkontextové chování gramatiky, generuje řetězec aaabbccccd
49
Obrázek C.3: Byl zadán řetězec, který nelze danou gramatikou vygenerovat, nastavena
gramatika s horizontální kontrolou generující jazyk {anbmcndm : m,n ≥ 1}, zadán však byl
řetězec aaabbccccd
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Obrázek C.4: Nastavena gramatika s horizontální kontrolou generující jazyk {anbmcndm :
m,n ≥ 1}, zadaný řetězec je aabbbccddd, nastaveno zvýrazňování úrovní.
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Obrázek C.5: Nastavena gramatika s vertikální kontrolou jediné cesty generující jazyk
{apbqcndn : n, p, q ≥ 1} ∪ {anbncpdq : n, p, q ≥ 1}, zadaný řetězec je aabbcdddd, nasta-
veno zvýrazňování cest splňujících podmínku vertikální kontroly
52
Obrázek C.6: Nastaven procházecí režim derivačním stromem, ten tedy není zobrazen celý,
ne všechny uzly s neterminálními symboly (označeny velkými písmeny) jsou rozgenerovány
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Obrázek C.7: Grammar dialog předchozí gramatiky
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Obrázek C.8: Jeden z derivačních stromů nejednoznačné gramatiky (nastaveno bezkontex-
tové chování), generovaný řetězec je abbabbabb
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Obrázek C.9: Jeden z derivačních stromů nejednoznačné gramatiky pro stejný řetězec jako
minule (nastaveno bezkontextové chování)
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Obrázek C.10: Jeden z derivačních stromů nejednoznačné gramatiky pro stejný řetězec jako
minule (nastaveno bezkontextové chování)
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