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A bstract
T he objective of the dissertation is to compare various algorithms for rate-independent
single-crystal plasticity restricted to the infinitesimal case. T he rate-independent case
presents significant numerical challenges such as ill-conditioning and non-smoothness. T he
majority of the algorithms in the literature are heuristic and their accuracy, stability and
performance not immediately clear. O ther algorithms are more mathematically sound but
computationally ineffi cient. T his dissertations aims to provide a clear understanding of the
algorithms, their implementation within a non-linear finite element code, and a comparison
of the computational effi ciency.
In order to compare the various algorithms, certain background material is presented; this
includes discussions on the derivation of the constitutive relations, mathematical treatments,
numerical techniques, and programing practices.
O nce the background material for the various rate-independent algorithms has been intro-
duced, the focus turns to a series of numerical ”experiments”. T he initial objective is to
establish if the various algorithms produce results that agree with one another and with
those available in the literature. T he second objective is to qualitatively measure the perfor-
mance of the various algorithms for a challenging problem. T he outcome of the numerical
experiments indicate that all algorithms produce essentially the same results but there is a
large variation in effi ciency.
T he algorithms are compared to those in the literature using an experiment presented in
[29]. T his involves the shearing of a perfectly plastic cube. T his experiment is repeated
for several orientations of the crystal structure. R esults for the slip versus the strain are
indistinguishable from those in the literature.
A second experiment, also presented in [29], illustrates that the algorithms produce a similar
macroscopic phenomena known as slip bands. T his experiment involves placing a rectan-
gular strip of isotropically hardening material in tension. To induce the development of slip
bands, an artificial weakness is introduced into the material. T he results for the various
algorithms compare well with one another.
T he second experiment quantifies the performance of the various algorithms. It is found that
the equivalent algorithm, as presented in [37], is the least effi cient. T he set search algorithm,
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presented in [29], is the most effi cient. T hese two algorithms share the same mathematical
formulation, yet the equivalent algorithm is approximately 18-20 times less effi cient. T he
augmented Lagrangian algorithm, as presented in [37], is the third most effi cient algorithm.
T his algorithm is more than twice as effi cient as the equivalent algorithm, but approxi-
mately seven times less effi cient than the set search algorithm. T he modified augmented
Lagrangian, a modified version of the algorithm presented [37], performed slightly better
than augmented Lagrangian algorithm. T he modification lead to an increase in effi ciency
of approximately 17% , but it is approximately six times less effi cient than the set search
algorithm.
F inally, a further analysis of the performance is conducted. T he goal is to confirm that the
performance results are due to a generally better performing solution scheme, and not due
to anomalous events. It is found, in all cases, that the improvement in effi ciency is indeed
due to a general increase in performance.
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C hapter 1
Introduction
T he classical theory of elastoplasticity has been successful at describing a wide range of
behaviour for inelastic materials. T he theory is well established and is widely used to
model the macroscopic behaviour of polycrystalline materials. H owever, the classical theory
is limited in describing behaviour in which microstructural effects are important.
It is well understood that the specific behaviour of a material is strongly related to its
underlying microstructure. In some cases the microstructural response can have a profound
effect on the macroscopic mechanical behaviour of the material. T he material class we shall
focus on is that of metal single crystals. T here are many reasons why the behaviour of
these materials is of interest. For instance, this theory is essential to understanding the
development of a phenomenon in polycrystals called texturing [33]. T hese materials have
also found their way into industrial applications which require large single crystals, most
notably for use as turbine blades in aircraft engines [4]. H ow these materials respond to
external loading is of practical importance and interest.
T here are two major classifications for flow behaviour, viz. viscoplastic or rate-dependent,
and rate-independent. T here exist many computational treatments of viscoplastic crystal
plasticity, see for example [33, 31, 6, 32, 40, 36, 27]. T he rate-dependent treatment of rate-
independent problems is attractive because it negates many of the inherent computational
issues of rate-independent problems. H owever, it has been suggested by M iehe [28] that rate-
dependent methods have at times been applied in conditions under which rate-independence
is the more appropriate assumption. T his treatment is justified by assuming that the
11
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CH A PTER 1. INTROD U CTION 12
material is only marginally viscoplastic.
A t the heart of rate-independent single-crystal plasticity are the inherent problems of non-
uniqueness, ill-conditioning, and non-smoothness. T he problem of non-uniqueness results
in a non-unique choice of active sets, as illustrated by Taylor [41], and a potentially non-
invertible set of flow rules. T he cause of this non-uniqueness can be traced back to the
crystal structure itself. M ost notably, crystals having a face-centered cubic (f.c.c.) and
body centered cubic (b.c.c.) structure exhibit this feature.
O nce formulated as an incremental problem, after time-discretisation has been introduced,
the flow relation can be cast as a constrained optimisation problem. T his is immediately
evident from the principle of maximum plastic dissipation. Several classical treatments
of constrained optimisation problems can be found in Luenberger [26] including Lagrange
multipliers, penalty methods, and the augmented Lagrangian formulation. T he application
of each treatment results in a different set of flow rules which leads to adopting different
algorithms to solve the problem. It should be noted that the treatments are equivalent
except for the penalty method which is an approximation.
M iehe [28] has approached the problem using Lagrange multipliers which leads to an active
set search. T he active set search has its own set of problems. O ne problem is that the criteria
used in the search are not explicitly given by the constitutive relations. O ver time M iehe
has modified and adapted the criteria, for instance compare [29, 30, 28]. T he second issue is
that the system of equations remains potentially non-invertible. M iehe has addressed this
issue using standard methods, these include the methods of singular value decomposition,
pseudo-inverse, and M oore–P enrose pseudo-inverse [29, 28].
Schmidt-B aldassari [37] has approached the problem using an augmented Lagrangian for-
mulation which leads to a fixed point algorithm for the flow rules. T his approach can be
seen as solving a series of rate-dependent problems that converge to the rate-independent
formulation in the limit. It negates the issues of non-uniqueness of the active set as well as
the non-invertibility of the flow rule.
T he Lagrange multiplier treatment does not necessarily lead to a set search approach.
Instead, the complementarity conditions can be recast in an equation that enforces the
conditions, see [37]. T his set of equations is then solved by the use of a N ewton–R aphson
approach. T his formulation remains non-unique, but can be solved using methods such as
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singular value decomposition, pseudo-inverse, and M oore–P enrose pseudo-inverse.
T he topic of rate-independent single crystal plasticity is still under active discussion. Several
concerns remain regarding algorithm stability and computational effi ciency [11, 12, 42, 44].
O b jectives and layout of th is thesis. T he main objective of this thesis is to review,
implement and compare algorithms, based on those in M iehe and Schro¨der [29] and Schmidt-
B aldassari [37], for rate-independent single-crystal plasticity. T he starting point is the
development of a mathematical model for single-crystal plasticity. T his leads to the principle
of maximum plastic dissipation which is cast into a constrained optimisation problem. W e
will discuss the general theory of constrained optimisation and apply these ideas to the
mathematical model, which will result in several formulations. From the formulations we
will develop algorithms to solve the problem. W e will describe how one would develop the
software, in an object orientated framework, for solving these problems. F inally, we will
conduct numerical experiments to evaluate the level of agreement between the algorithms
and compare performance.
T his thesis comprises three parts. P art 1 consists of C hapters 2 and 3. T he central topic of
this part is to develop the theory of single-crystal plasticity. C hapter 2 provides a review of
continuum mechanics, where we discuss the topics of kinematics, balance laws and elastic
constitutive relations. C hapter 3 provides an overview of single-crystal plasticity. T he
approach taken first discusses classical polycrystalline plasticity in a general framework.
W e then focus on the physical theory of single-crystals which further specify the kinematics
and flow relations. In order to complete the constitutive relations it is necessary to look into
topic of constrained minimisation. H ere we look into three methods: Lagrange multiplier,
penalty and augmented Lagrangian methods. From these three approaches we develop three
formulations of the flow rules.
P art 2 focuses on developing algorithms for the three sets of constitutive equations. T his
part is divided into four chapters, viz. C hapters 4 – 7. C hapter 4 focuses on some the
numerical methods we shall be using to develop algorithms. T hese methods are the LU
decomposition, the singular value decomposition, a globally convergent N ewton–R aphson
method, and a short section on fixed point mappings. In C hapter 5 we discuss the finite
element method. In C hapter 6 we apply the numerical methods to the three formulations
and develop algorithms. For the Lagrange multiplier method we develop two algorithms, so
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in total we develop four algorithms. C hapter 7 describes how these have been implemented
in an object-orientated paradigm. W e discuss the finite element library used as well as
suggest a class structure for the implementation. In the final part, P art 3, we conduct
numerical examples. H ere it is verified that the four algorithms produce results that agree
with one another as well as with results in the literature. R esults are produced for two
experiments. T he first experiment is intentionally constructed such that a uniform stress
state is induced. T his allows for an easy analysis of results at the quadrature point level. T he
second experiment is a comparatively more complex problem. T he results are appropriate
for analysis at a macroscopic level. T his experiment is also appropriate for a quantitative
analysis of the performance of the various algorithms.
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A theoretical discussion of
elasticity, classical p lasticity and
single crystal p lasticity
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C hapter 2
B ackground in continuum
mechanics
In this section we set out a mathematical framework for continuum mechanics. E ssential to
the constitutive relations of plasticity is the classical theory of elasticity. For our purposes we
only discuss linear elasticity as this will be required in crystal plasticity as this assumption
is commonly made due to the dominance of the plastic deformation. T his discussion is done
in a standard manner by first considering the kinematics of a body (see [24, p. 66] and [18,
p. 16] amongst numerous others). T his leads to the introduction of strain measures. For our
purposes a small strain assumption is suffi cient. N ext, we introduce the concept of stress
(see [17, p. 66] amongst numerous others). O nce this framework has been established we
consider the balance of momentum and derive the equation of motion (see for example [18,
p. 24]). T his section is followed by a discussion of laws of thermodynamics (see for example
[18, p. 33] and [9, p. 15]). H ere an important result is the local dissipation inequality. T his
equation will be a focus of many future discussions.
W e introduce the idea of elasticity (and some ideas of plasticity) by considering tension
test results for a thin strip of material, see [24, p. 115]. T his leads to a discussion of
linear elasticity, which is approached from two standpoints, see [18, p. 28]. T he first
simply states the stress-strain relationship, but limited conclusions are drawn from this.
T he second approach assumes a form of the H elmholtz free energy. T hen the results from
thermodynamics are applied to the free energy function, from which further conclusions can
16
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F igure 2.1: C urrent and reference configurations of an arbitrary material body. dX and dx
are infinitesimal line elements in the reference and current configuration.
be made. T his second approach stands as an example of how we will address the problem
of plasticity.
2.1 K inematics
W e consider a body in its initial undeformed state which occupies a domain Ω ⊂ R3. T his
state of the body is known as the reference configuration. T he position vector of a material
point of Ω is denoted by X . T he displaced state of the body at time t is denoted by Ωt,
and referred to as the current configuration, see F igure 2.1. T he position at time t of the
material point originally located at X is denoted by x, such that
x = x(X , t) with x(X , 0) =X .
W e introduce a displacement vector u, the norm of which is a measure of the distance
between the reference and current configurations: that is,
u(X, t) = x(X , t)−X . (2.1)
In order to describe not only the displacement of a body, but also the deformation, additional
quantities need to be introduced.
In order to describe deformation we consider infinitesimal line elements originating from
some point within Ω, see F igure 2.1. W e denote a line element as dX . T his line element
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joins X to a neighbouring point X + dX.
W e shall now consider the change of one line element after displacement has occurred. A fter
displacement the point X + dX has become x+ dx. U sing (2.1),
x+ dx =X + dX + u(X + dX, t)
dx = dX + u(X + dX, t) +X − x
= dX + u(X + dX, t)− u(X, t)
= dX +∇udX (to first order) (2.2)
= (I +∇u)dX
= F dX.
∇u is a second-order tensor known as the displacement gradient, with respect to the refer-
ence placement. T he second-order tensor F is known as the deformation gradient, and maps
a line element in the reference configuration to the current configuration. T he Jacobian of
this mapping is denoted as J = det(F ) > 0.
T he next important measure of deformation is derived by considering the relative change in
two line elements with origin at the same point. U sing (2.2), the two infinitesimal vectors
dX1 and dX2 become
dx1 = dX1 +∇udX1, dx2 = dX2 +∇udX2.
A measure of the relative change is given by the dot product of dx1 and dx2:
dx1 · dx2 = dX1 · dX2 + dX1 ·∇udX2 + dX2 ·∇udX1 + (∇udX1) · (∇udX2).
U sing the transpose on the last two terms we arrive at
dx1 · dx2 = dX1 · dX2 + dX1 · [∇u+ (∇u)T + (∇u)T∇u]dX2. (2.3)
W e define the second-order tensor
ε∗ = 12 [∇u+ (∇u)T + (∇u)T∇u]. (2.4)
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It is clear from (2.3) that ε∗ captures a measure of deformation in the neighbourhood of a
point originally at X. T his measure is known as the Lagrangian strain tensor. If it is the
case that the deformation of a body is small, in that the change in length of line elements
dx ≈ dX or equivalently that |∇u|  1, then the product terms in ε∗ are considered
negligible and (2.4) becomes
ε∗ ≈ ε = 12(∇u+ (∇u)T ) = sym (∇u).
T his is known as the small strain assumption1.
A n important identity that allows one to transform areas in the current configuration to
the reference configuration is N anson’s formula
nda = JF−TNdA,
where da is an area of a region in the current configuration, dA is the area in the reference
configuration, and n is the outward normal to the area element in the current configuration
whileN is the outward normal in the reference configuration. D ue to the effect of the small
strain assumption on the deformation gradient one finds that N anson’s formula becomes
nda ≈NdA, (2.5)
implying that the change in area is small.
W e are also interested in the effect of the small strain assumption on the rate of change of
an integral in the current configuration with an arbitrary integrand F
d
dt
∫
Ωt
Fdx.
B y use of the Jacobian, the integral can be transformed into one over the reference config-
uration:
d
dt
∫
Ωt
Fdx = d
dt
∫
Ω
FJdX
≈ d
dt
∫
Ω
FdX.
1From this point on we make the small strain assumption.
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F igure 2.2: E uler’s cut principle.
Since the reference configuration has no dependence on time, it implies that
d
dt
∫
Ωt
Fdx =
∫
Ω
F˙dX. (2.6)
T his relationship will be useful later.
It can be shown that the change in the volume dV relative to the total volume V is given
by
dV
V
=
∂ui
∂xi
:= divu.
U sing the strain, this can be written as
dV
V
= tr(ε). (2.7)
2.2 Stress
W e assume the existence of an internal stress within a body. O ne can imagine this as
the force that an infinitesimal volume element within Ωt applies to neighbouring volume
elements. A first-order tensor quantity would not suffi ce to describe this. In order to
elaborate on this we apply E uler’s cut principle, see F igure 2.2. W e cut a small region Ω′t,
with boundary ∂Ω′t, out of Ωt. W e apply a traction force to ∂Ω
′
t such that the region is in
the same state prior to its removal. T his traction is represented by the vector tn, which is
the traction on a surface with unit normal n. If we multiply the traction by an infinitesimal
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surface area da one gets the infinitesimal force
df = tnda
exerted on da. A ccording to C auchy’s theorem [17, p. 71], the surface traction is a linear
function of the surface normal n,
tn := σn,
where the second-order tensor σ is the C auchy stress, which relates the internal force of the
cut region to the deformed area.
If one takes a small strain assumption we have that
df = σnda
= σNdA, (2.8)
due to the effect of the small strain assumption on N anson’s formula (2.5).
2.3 B alance of momentum
N ext we would like to form a balance of linear and angular momentum. T he rate of change
of momentum of an arbitrary part Ω′t of the body is equal to the total force applied to that
part. T hese external forces can be classified into two sources. O ne of these is the body force,
which has an effect per unit volume. A typical example of this is gravity. T he second source
is the surface traction, applied to the surface of the body. A mathematical statement of the
balance of linear momentum is
d
dt
∫
Ω′t
ρu˙ dx =
∫
Ω′t
ρb dx+
∫
∂Ω′t
t ds,
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where ρ is the density of the material, b is the body force and t is the surface traction
experienced by the boundary of the part ∂Ω′t. U sing the small strain assumption, by (2.6)∫
Ω′
ρu¨ dX =
∫
Ω′
ρb dX +
∫
∂Ω′
t dS
=
∫
Ω′
ρb dX +
∫
∂Ω′
σN dS. (2.9)
U sing the divergence theorem on the third term of (2.9) we get∫
Ω′
[ρu¨− ρb− divσ] dX = 0.
Since Ω′ is an arbitrary part within Ω, the integrand must be zero. T hus we obtain the
local form of the equation ofmotion
divσ + ρb = ρu¨. (2.10)
In processes where the inertial effects are small, so-called quasistatic systems, the term
u¨ = 0 and (2.10) becomes
divσ + ρb = 0. (2.11)
O ne can also apply the principle of balance of angular momentum to our system. T he
balance of angular momentum states the the total moment acting on Ω′t is equal to the rate
of change of the angular momentum of Ω′t. T he mathematical definition is not given here,
but after a lengthly derivation one concludes that the C auchy stress is symmetric: that is,
σ = σT .
2.4 B oundary conditions and initial conditions for equation
ofmotion
In order for the equation of motion (2.10) to be well posed we require boundary conditions
on ∂Ωt and inital conditions on Ω. W e assume that ∂Ωt can be decomposed into two sets;
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F igure 2.3: A schematic of the body Ω with applied boundary conditions.
ΓD and ΓN . T he decomposition is such that
∂Ωt = ΓD ∪ ΓN , ΓD ∩ ΓN = ∅.
W e use the over bar to indicate a set closure, for example:
Ω¯ = Ω ∪ ∂Ω.
B oundary conditions come in two forms, the D irichlet boundary condition and the N eumann
boundary condition. T he D irichlet boundary condition is in terms of displacement, that is
u = g on ΓD,
and N eumann boundary condition is in terms of an applied traction, that is
σn = h on ΓN .
H ere n is used to indicate the outward unit normal to ∂Ωt. For an illustration of the
boundary conditions see F igure 2.3.
Initial conditions are prescribed conditions that describe the initial state of the body. T he
initial conditions required for (2.10) involve specificaion of both displacement and velocities;
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that is
u(X , 0) = p(X) in Ω
u˙(X, 0) = q(X) in Ω.
For the quasistatic system (2.11) inital conditions are not required.
2.5 C onsequences of the law s of thermodynamics
For the sake of simplicity, i.e. restricting the discussion to plasticity, all processes are as-
sumed to be isothermal. R egardless of this assumption, it is beneficial to approach the topic
from a thermodynamic point of view, as it leads to several important conclusions. In what
follows, the first and second laws of thermodynamics are applied to the problem.
For isothermal processes the first law of thermodynamics states that for any part Ω′t of the
body Ωt, the rate of change of kinetic plus the internal energy is equal to the rate of work
done on that part of the body by mechanical forces. T he mathematical statement of this is
d
dt
∫
Ω′t
[
ρe+ 12ρu˙
2
]
dx =
∫
Ω′t
ρu˙ · b dx+
∫
∂Ω′t
tn · u˙ ds, (2.12)
where e the internal energy per unit density. W e use the divergence theorem to convert the
third term into a volume integral; that is,∫
∂Ω′t
tn · u˙ ds =
∫
∂Ω′t
σn · u˙ ds
=
∫
Ω′t
σ : ∇u˙ dx+
∫
Ω′t
divσ · u˙ dx
=
∫
Ω′t
σ : ε˙ dx+
∫
Ω′t
divσ · u˙ dx.
T he last step is due to the symmetry of the stress. W e use the notation ε˙ = ε(u˙). U sing
this result and (2.10), equation (2.12) simplifies to an expression for the rate of change of
the internal energy in the form
d
dt
∫
Ω′t
ρe dx =
∫
Ω′t
σ : ε˙ dx.
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B y using (2.6) this becomes∫
Ω′
ρe˙ dX =
∫
Ω′
σ : ε˙ dX.
Since Ω′ is arbitrary we can express this in the local form
ρe˙ = σ : ε˙. (2.13)
For isothermal processes the second law of thermodynamics states that the rate of increase
in entropy η is non-negative. T his leads to a mathematical statement
d
dt
∫
Ω′t
η dx ≥ 0.
B y (2.6) this becomes∫
Ω′
η˙ dX ≥ 0,
whose local statement is
η˙ ≥ 0. (2.14)
since Ω′ is arbitrary.
T he usual practice in continuum solid mechanics is to work with the Helmholtz free energy
ψ, given by
ψ = ρe− ηθ
where θ is the absolute temperature. Substituting this and (2.13) in (2.14), leads to the
local dissipation inequality for constant θ
ψ˙ − σ : ε˙ ≤ 0. (2.15)
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F igure 2.4: A strip in uniaxial tension.
2.6 G eneral examples of material b ehaviour
M aterials behave differently depending on their composition. To illustrate some of the
different behaviours we consider a tension test on a thin strip of material. T he strip has
length l and the change in length, the elongation, is denoted by ∆l. A uniaxial load P is
applied. T he relationship of applied load to elongation is shown in F igure 2.4.
It is observed that if the applied load ceases between O A the sample returns to its original
length, i.e. ∆l = 0. T his behaviour within O A is called elasticity. In F igure 2.4 a linear
relationship between applied load and elongation is depicted. T his is known as linear
elasticity and is discussed in a following section.
A pplied loads greater than A result in plastic behaviour. A s depicted in F igure 2.4, applied
loads greater than A follow a path similar to O ABC. T here are several important properties
of this type of behaviour. F irstly, once the external force is removed the elongation is not
zero, i.e. at C, P = 0 and ∆l 6= 0. Secondly, if one were to reload the strip from the point
C the material would behave elastically to point B. In this case the slope of CB would be
the same as O A. F inally, when loading from C plastic deformation will only occur for loads
exceeding B.
O ther types of behaviour beyond the point of initial yield, the point A, exist. T his behaviour
is called the elostoplastic behaviour. Some notable examples are perfect plasticity where AB
has a zero slope, hardening where AB has a positive non-zero slope, and softening where
AB has a negative non-zero slope.
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2.7 L inear elasticity
M any materials experience deformations that are elastic. T his behaviour can be described
as a body returning to its initial configuration when external loads cease. T he regime of this
behaviour varies from material to material. In linear elasticity the stress is related linearly
to the strain; that is,
σ = Ceε,
or in index notation
σij = Ceijklεkl,
where Ce is a fourth-order tensor of elastic moduli. T his equation can be thought of as a
generalised form of H ooke’s law. D ue to the symmetries of σ and ε it can be shown that
Ce has minor symmetries
Ceijkl = Cejikl = Ceijlk. (2.16)
A n alternative, but equivalent, view on elasticity is that one assumes that the H elmholtz
free energy is only functions of strain, that is
ψ = ψ(ε).
T he dissipation inequality (2.15) implies
(
∂ψ
∂ε
− σ
)
: ε˙ ≤ 0.
Since the dissipation inequality holds for all ε˙ it follows that
σ =
∂ψ
∂ε
.
If we assume that the free energy function has a quadratic dependence on the strain, so
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that
ψ(ε) = 12ε : Cε, (2.17)
then the stress is given by2
σ = 12(C + CT )ε = sym(C)ε. (2.18)
If in (2.17) we replace C with sym(C) the free energy of any state will remain unaffected
as ε is symmetric. T hus, in (2.17) we are free to replace C with its symmetric part. If we
do so, and regard Ce as having major symmetries (Ceijkl = Ceklij), then (2.17) and (2.18) are
given by
ψ(ε) = 12ε : Ceε and σ = Ceε.
T he symetries of Ce can also be shown from (2.17) as:
Ce = ∂
2ψ
∂ε∂ε
.
In index form this is
Ceijkl =
∂2ψ
∂εij∂εkl
=
∂2ψ
∂εkl∂εij
=
∂2ψ
∂εji∂εlk
.
T hus, Ce exhibits major and minor symmetries. In summary Ce is required to have the
following symmetries:
Ceijkl = Cejikl = Ceijlk = Ceklij .
2For a fourth-order tensor C,we define the transpose (CT )ijkl = Cklij and the symetric operator sym(C) =
1/2(C + CT ).
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C hapter 3
Polycrystal p lasticity and
single-crystal p lasticity
H aving introduced a mathematical framework of mechanics and discussed a simple model
for elasticity, we move on to plasticity. W e shall first introduce a general framework for
plasticity and set out the relationships that any plastic theory must satisfy. O nce these are
clear, we discuss crystal structures from a physical point of view. H ere we wish to obtain a
better understanding of how the microscopic structure of a material has a significant effect
on the way in which materials plastically deform. N ext we apply the observations to specify
the relationships in a theory of plasticity for single crystals. A very important result of
classical plasticity is the classical principle of maximum plastic dissipation, which results
from thermodynamical considerations. T his statement can be presented in alternative forms
using results from the constrained minimisation of functions. W e discuss the relevant results,
and then apply these to the classical principle of maximum plastic dissipation. T he result
of each such treatment is a set of flow rules which can be used as constitutive equations.
29
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3.1 C lassical p lasticity
3.1.1 D iscussion of plastic deformation
W e turn our attention back to Section 2.6 and the tension test described in F igure 2.4.
In general every material that behaves plastically, initially behaves elastically. W e call
the regime within which a material behaves elastically, the elastic domain. A s F igure 2.4
illustrates a material has a point of initial yield, that is at the point A. O nce plastic
deformation has occurred and the external forces cease, one notices that the point of yield
has changed. T his is illustrated by the elastic behaviour between points C and B. T he
elastic domain and the point of yield have changed and are dependent on the plastic history
of the material.
T he behaviour that occurs beyond the point of yield is known as elasto-plastic behaviour.
T his change in behaviour is due to an internal force (or stress like quantity) developing in
the material as a result of movement of crystal defects. T his internal responce is known
as hardening, and it differs from material to material. P lastic behaviour can be classed as
perfect plasticity, kinematic hardening, isotropic hardening, and softening, amongst others.
W e introduce a new strain measure. T his is the strain that has accumulated due to plastic
deformation. To justify this, consider a point like C in F igure 2.4 where the applied load is
zero and plastic deformation has already occurred. A t this point the sample is in a stress-
free state, but the strain is nonzero. T his permanent strain is due to plastic deformation,
and called the plastic strain.
C learly the extent of the elastic domain, the point at which yield occurs and the amount
of hardening depend on the plastic history. In the next sections we cast these ideas into
a mathematical framework. W e shall introduce a new internal variable that keeps track of
the plastic history of a material point. From this variable one will be able to determine
the extent of the hardening, the point at which yield will occur, and the size of the elastic
domain.
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3.1.2 C lassical p lasticity
A s an earlier section suggested, we introduce a set of internal kinematic variables ξi which
account for the plastic deformation history. T hese internal variables may be scalars or
tensors. T he theory of thermodynamics does not allow internal variables that are vectors
(see references within [18, p. 48]). W e represent the set of these internal variables collectively
as ξ.
W e also introduce the total strain ε which comprises of an elastic part εe, which is due to
reversible deformations of the lattice, and a plastic part εp which arises from permanent
deformations due to the flow of dislocations. T he strain is assumed to be related to its
elastic and plastic parts additively, so that
ε = εe + εp. (3.1)
T his can be shown to be a physically feasible assumption for small deformations, see [18, p.
50] or [25]. O ne can show that the additive decomposition of the strain leads an additive
decomposition in the H elmholtz free energy function
ψ(ε, ξ) = ψe(εe) + ψp(ξ) := ψ(εe, ξ), (3.2)
see [18, p. 51].
T he thermodynamical considerations from Section 2.5 apply. T he important result from
that section was the dissipation inequality (2.15). Substitution of (3.1) and (3.2) into (2.15)
yields
−
(
σ − ∂ψ
e
∂εe
)
: ε˙e +
(
∂ψp
∂ξ
· ξ˙ − σ : ε˙p
)
≤ 0. (3.3)
B ecause this must hold for any elastic strain rate ε˙e it follows from a classical C oleman-N oll
that
σ − ∂ψ
e
∂εe
= 0 ⇒ σ = ∂ψ
e
∂εe
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and
∂ψp
∂ξ
· ξ˙ − σ : ε˙p ≤ 0. (3.4)
T he second of these is known as the reduced dissipation inequality. W e define the force
quantity conjugate to the internal variable ξ as
χ := −∂ψ
p
∂ξ
.
W e identify the elements of χ with hardening. N ow (3.4) becomes
χ · ξ˙ + σ : ε˙p ≥ 0. (3.5)
O ne can write this in a more concise manner by introducing the generalised plastic strain
Q = {εp, ξ} and the generalised stress Σ = {σ,χ}. T he double contraction of these
quantities is defined by
Σ : Q˙ = σ : ε˙p + χ · ξ˙ ≥ 0. (3.6)
N ext we consider the set of admissible stresses. O ne can see from F igure 2.4 that given a
state of a material, there are only certain values that the stress can reach without further
plastic deformation. T here are also values which once reached, with the appropriate loading
conditions, plastic deformation will begin to occur. W e call this set the set of admissible
stress E , and its boundary B the yield surface. O ne can also see from F igure 2.4 that once
plastic deformation has occurred this set of values has changed. T his suggests that this set
depends on the χ. T his set and its boundary can be expressed in terms of a function φ;
that is
B = {Σ | φ(Σ) = 0} E = {Σ | φ(Σ) ≤ 0} .
N ext we elaborate on the types of behaviour that occur. P lastic materials exhibit elastic
behaviour under two loading conditions: firstly, when the applied load is not suffi cient for the
onset of plastic behaviour i.e. the generalised stress state is not on B; and secondly, when
plastic loading is occurring and the loading conditions are such that plastic deformation
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ceases, i.e. the generalised stress state is on B but φ˙ < 0. P lastic materials illustrate plastic
behaviour only when on the yield surface B. A mathematical statement of this is
Q˙ = 0 if

φ(Σ) < 0φ(Σ) = 0 and φ˙ < 0,
Q˙ 6= 0 only if φ(Σ) = 0 and φ˙ = 0.
T hese conditions will be shown to be the case in the following section.
W e require a final postulate, which is the postulate of maximum plastic w ork. It can be
justified by physical arguments, see [25]. T his postulate states: given a state of generalised
stress Σ, for which φ(Σ) = 0 and a generalised plastic strain rate Q˙ associated with Σ,
then
Σ : Q˙ ≥ T : Q˙, ∀T ∈ E . (3.7)
T he implication of this inequality will be discussed in the following section, but it is clear
from (3.6) that we seek to maximise dissipation during plastic deformation.
If one uses (3.1) in (2.7) one can write
dV
V
= tr(εe + εp) = tr(εe) + tr(εp).
“In metal plasticity it is observed that volume changes are almost exclusively of an elastic
nature” [18, p. 53]. So it follows that
tr(εp) = 0 (3.8)
and
dV
V
= tr(εe).
T hat is, plastic flow is incompresible.
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F igure 3.1: T he set of admissible generalised stress used for illustrating the normality of
the generalised strain.
3.1.3 N ormality law s
In this section we follow the argument presented in [18], for smooth yield functions. Let
Σ = {σ,χ} be the set of generalised stresses and Q = {εp, ξ} the set of generalised plastic
strains. W e assume the existence of a yield function φ(Σ) from which a set of admissible
generalised stress E = {Σ | φ(Σ) ≤ 0} and a yield surface B = {Σ | φ(Σ) = 0} can be
defined. A requirement on any yield function is that 0 ∈ E . T he evolution of the internal
variable Q is governed by the maximum plastic dissipation inequality (3.7). W e shall now
prove that Q lies in the direction of the normal to yield surface at Σ. F igure 3.1 serves as an
illustration for this proof. Let Σ′ be a unit tangent vector lying in the tangent hyperplane
of the yield surface at Σ. N ow consider a sequence of generalised stress T = Σ +Σ′ that
have the properties Σ′ → 0 and
Σ′
||Σ′||
→ Σ′ as → 0.
U sing (3.7),
Σ : Q˙ ≥ (Σ+Σ′) : Q˙
⇒Σ′ : Q˙ ≤ 0
⇒ Σ
′

||Σ′||
: Q˙ ≤ 0.
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Taking the limit as → 0,
Σ′ : Q˙ ≤ 0. (3.9)
T his can be repeated for a similar sequence of generalised stresses with the property
Σ′
||Σ′||
→ −Σ′ as → 0.
T his will lead to
Σ′ : Q˙ ≥ 0. (3.10)
It is clear from (3.9) and (3.10) that
Σ′ : Q˙ = 0.
T his is true for any tangent vector Σ′ at Σ. T hus Q˙ is normal to B at Σ. T his implies that
when plastic flow occurs, Q˙ can be written as
Q˙ = λ˙∇Σφ(Σ),
where the plastic multiplier λ˙ (a rate) is a scalar.
A further conclusion about the direction of Q˙ can be made. E quation (3.7) holds for any
T ∈ E . If we choose T = 0 then
Σ : Q˙ ≥ 0,
λ˙Σ : ∇Σφ(Σ) ≥ 0. (3.11)
W e can argue that because φ is convex and contains Σ = 0, it implies that the “sign” of Σ
and ∇Σφ are equal, thus Σ : ∇Σφ(Σ) ≥ 0. If we use this in (3.11), it follows that λ˙ ≥ 0.
T his implies that not only is Q˙ normal to B at Σ, but it is in the same direction as the
outward normal of B.
T he expression for Q can be separated into the components corresponding to εp and ξ by
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writing
ε˙p = λ˙
∂φ
∂σ
and ξ˙ = λ˙
∂φ
∂χ
. (3.12)
P lastic strain can only occur when on the yield surface. T his gives rise to constraints on λ˙
and φ known as the K arush–K uhn–Tucker (K K T ) conditions:
λ˙ ≥ 0, φ ≤ 0 and λ˙φ = 0.
T his first condition constrains the sign of λ˙. T he second condition comes from the definition
of the yield condition. T he third condition implies that either λ˙ ≥ 0 and φ = 0 associated
with plastic deformation, or λ˙ = 0 and φ ≤ 0 associated with no plastic deformation.
C onsider a generalised stress state Σˆ such that φ(Σˆ) = 0. D ue to the constraint φ ≤ 0, we
must have φ˙(Σˆ) ≤ 0. If φ˙(Σˆ) < 0 we are moving off the yield surface and re-entering the
elastic domain. T his is know as elastic unloading, and has associated λ˙ = 0. If φ˙(Σˆ) = 0
then we are staying on the yield surface, thus plastic deformation is occurring. T his is
called plastic loading, and has associated λ˙ > 0. T his behaviour can be summarised by the
conditions:
when φ = 0, then λ˙ ≥ 0, φ˙ ≤ 0 and λ˙φ˙ = 0.
T he third condition is know as the consistency condition. W hen the K K T are taken into
consideration, the consistency condition is valid not only at Σˆ but rather for all Σ.
3.2 C rystal p lasticity
In this section the constitutive relations for single crystal plasticity are given. T he physical
microstructure is discussed in order to justify many of the concepts, for further reading on
this topic see B arrett [8, p. 2]. Lastly, the appropriate use of microstructural information,
usually given in terms of a unit cell, is demonstrated.
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F igure 3.2: A space lattice and lattice points.
(a) (b) (c)
F igure 3.3: N on-uniqueness of the space lattice.
3.2.1 C rystal structures
A t a microscopic level crystalline solids consist of atoms arranged in a pattern that repeats
periodically in three dimensions. A s we shall see, this microscopic ordering is very impor-
tant in the plastic deformation of crystalline solids. In this section we briefly discuss this
microscopic phenomenon.
In order to describe the crystal structure we introduce the space lattice. A representation
of a space lattice is shown in F igure 3.2. It consists of straight lines connected together in
a similar manner such that space is subdivided into equal prisms. N otice that the space is
covered by the prisms with no voids or gaps. T he points where the lines intersect are called
lattice points, and are very important for the description of crystal structures. A toms or
clusters of atoms are placed at lattice points, depending on the material. O ften in the case
of metals, single atoms are placed at the lattice points. T he lines drawn between lattice
points are not unique; for this reason the space lattice is not unique (see F igure 3.3 for an
illustration). It is also possible for a space lattice to have lattice points that are not at
the vertices of the prisms (F igure 3.3(c)). T hese lattice points may lie at the centre of the
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F igure 3.4: A space lattice’s coordinate system.
prism, or at the centre of one of the faces of the prism. T his is often done because it leads
to a better illustrations of the possible behaviour.
A n important idea to understand is that at every lattice point the surrounding lattice points
have the same orientation. If an observer where placed at a lattice point and then moved
to another lattice point, he would see the exact same structure and be unaware that he is
at a new lattice point.
A ll possible arrangements of lattice points can be classified into one of 14 different spaces
lattices. T hat is to say that there are no more than 14 ways that points can be arranged in
space such that each point has identical surroundings. T his does not imply that there are
only 14 different crystal structures, but rather that the crystal structure consists of some
fundamental pattern at each point.
O ne can define a coordinate system for a space lattice where one of the lattice points is
chosen as the origin. T hen the three vectors a, b and c that point to the closest vertex of
the prism are chosen as the basis vectors. H ere we shall refer to the axes described by these
vectors as X, Y and Z. T he vectors a, b and c have lengths a, b and c and are separated
by angles α, β and γ (see F igure 3.4). T he axes X, Y and Z are not necessarily orthogonal.
In general the vectors fall into one of seven classes of crystal system. T hese are summarised
in F igure 3.5.
E ach space lattice can be broken down to its simplest building block, a parallelepiped called
a unit cell. E ach unit cell within a space lattice has exactly the same size and orientation.
A unit cell that contains only lattice points at its vertices is called primitive. A s previously
mentioned, a unit cell can have lattice points at other points within them. See F igure 3.5
for all the unit cells associated with the 14 different lattice spaces.
It is necessary to develop a way to classify different planes that contain lattice points. W e
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F igure 3.5: T he seven classes of crystal system and the associated 14 unit cells [9].
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are more interested in the orientation of the plane than its position. A plane is classified
by its Miller indices. E very plane of lattice points intersects the XY Z coordinate system.
T he plane A′B′C ′ has intersects a′ = ma, b′ = nb and c′ = pc; where a, b and c are
the basis vectors for the space lattice. T he M iller index (h k l) is computed from the
intercepts by taking the reciprocals of the coeffi cients and then multiplying them by a
common denominator
(h k l) =
(
N
n
N
m
N
p
)
.
N is chosen such that h, k and l are the smallest possible integers. A plane that intersects
on the negative side of a axis (say the X axis) is denoted by using an over bar, i.e. (h¯ k l).
If a plane is parallel to the X axis it is taken to have the intercept n =∞, thus h = 0. T his
also applies to planes parallel to the Y and Z axes.
O ne can also define a family of planes that are equivalent in a crystal. For instance the
planes (1 0 0), (0 1 0), (0 0 1), (1¯ 0 0), (0 1¯ 0) and (0 0 1¯) form a family of planes because
they are identical (apart from their orientation). A family of planes is indicated by curly
braces, here that is {1 0 0}.
W e also wish to construct an index system that gives the directions from one lattice point
to another. Suppose the desired motion can be achieved by going u times a, v times b
and w times c. If u, v and w are the smallest integers that could be used to describe the
direction, then the direction is indicated as [u v w]. If one of the integers is negative this is
indicated by an over bar, e.g. [u¯ v w]. A n example of this is a direction along the X axis,
given by [1 0 0].
A t this point one may ask what this has to do with crystal plasticity. “P lastic deformation
in a crystal occurs by movement of laminae of the crystal over one another” [8, p. 288].
T his movement occurs along a crystallographic plane called the slip plane and in a direction
called the slip direction. A given space lattice, at a given temperature and consisting of a
given compound, has predefined planes along which slip may occur. T he preferred plane of
slip is highly dependent on the compound composition and temperature. A good example
is a metal with a face-centered cubic (f.c.c.) unit cell at room temperature. For these
materials slip usually happens in the plane that is most densely packed {1 1 1}. A t higher
temperatures other planes can become active. A nother example is a metal with a body-
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α sα mα α sα mα α sα mα
1 [0 1 1¯] (1 1 1) 5 [1 0 1] (1¯ 1 1) 9 [1¯ 1¯ 0] (1¯ 1 1¯)
2 [1¯ 0 1] (1 1 1) 6 [1¯ 1¯ 0] (1¯ 1 1) 10 [0 1 1] (1 1 1¯)
3 [1 1¯ 0] (1 1 1) 7 [0 1 1] (1¯ 1 1¯) 11 [1 1¯ 0] (1 1 1¯)
4 [0 1 1¯] (1¯ 1 1) 8 [1 0 1¯] (1¯ 1 1¯) 12 [1 0 1] (1 1 1¯)
Table 3.1: T he slip planes and slip directions of the face-centered cubic unit cell, [19, p.
54].
(a) (1 1 1) (b) (1 1 1¯) (c) (1¯ 1 1¯) (d) (1¯ 1¯ 1¯)
F igure 3.6: A representation of four of the slip planes of a metal with a f.c.c. unit cell at
room temperature.
centered cubic (b.c.c.) unit cell at temperatures higher than room temperature. For these
materials slip usually happens on the planes {1 1 0}, {1 2 3} and {1 1 2}. T he slip directions
show strong dependence on the type of unit cell only, not the compound or the temperature.
For a given slip plane, the slip direction is always the direction of the closest packed row
of lattice points within that plane. A slip plane may have more than one slip direction
because the rows are equivalently dense. T he slip plane, along with a slip direction within
the plane, is known as a slip system. T his has great implications for plasticity, because
now the direction of the plastic deformation is confined in specific planes along specific
directions. A good example is that of metals with a f.c.c. unit cell at room temperature.
T his material has 12 slip systems, given in Table 3.1; a visual representation of some of the
the slip planes is given in F igure 3.6. In Table 3.1 the slip dirrection and slip plane normal
of the αth slip system is denoted sα and mα, respectively. M etals with a b.c.c. unit cell at
temperatures higher than room temperature have 48 slip systems.
A nalogous to classical plasticity, slip systems also have a yield stress and experience hard-
ening. A slip system will only yield and begin to slip when the magnitude of the critical
resolved shear stress is reached. T he resolved shear stress is the magnitude of the stress
along the slip direction on the slip plane. T he value of the critical resolved shear stress can
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change as a result of prior deformation of the crystal. T hus, hardening occurs on the slip
plane itself. In crystalline structures the phenomenon of latent hardening or cross hardening
refers to an increase in the critical resolved shear stress of a slip system induced by slip on
other slip systems.
For stresses below those that produce slip, a crystal experiences elastic deformations. T hese
deformations are associated with a distortion of the crystal structure or space lattice. T he
distortions are small, and as a result a linear elastic relationship between the stress and the
strain is acceptable for deformation in the elastic range. D ue to the underlying order of the
crystal structure, the elastic response differs depending on the orientation crystal structure
relative to the axis of applied load. For this reason the elastic response is considered to be
anisotropic.
M any engineering materials have a polycrystalline structure. T his includes most common
metals and ceramics. T his means that the material consists of grains. E ach of the grains
has the same ordering, or unit cell, but the orientation of the unit cell differs from grain to
grain. A single crystal is a material that contains a single grain, which means the ordering
can be described entirely by one unit cell.
3.2.2 S ingle crystal p lasticity
W e intend to incorporate many of the ideas in Section 3.2.1 into a mathematical framework.
Some of the fundamental ideas from that discussion are:
• A single crystal is a material which, at microscopic level, has a perfectly ordered
crystal structure. T his microstructure can be described by a unit cell.
• D epending on the type of compound and unit cell (we assume a constant temperature),
there are preferred slip planes.
• T here are also preferred directions on these planes in which plastic slip will occur.
• A pair of slip plane and slip direction is called a slip system.
• Slip is directly linked to the plastic deformation of the material.
• A slip system will begin to experience slip when a critical resolved shear stress is
reached.
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• A slip system also experiences strain hardening as a result of prior slip.
• T he crystal structure behaves elastically for stresses less than the critical resolved
shear stress.
• T his elastic deformation is anisotropic in nature.
A ssume that a material has N slip systems. For a given slip plane and direction we define
two slip systems for each plane normal, but with opposing directions. T his means we can
number the N slip systems in an ordered fashion α = 1, ..., 2N . T he αth slip system’s slip
plane and slip direction are denoted mα and sα. T he reason why we have 2N slip systems
is because we have doubly defined the slip systems. W e illustrate this by example; if slip is
experienced on the plane with M iller index (1 0 0) and along the direction [1 0 0], then we
define two slip systems both with M iller index (1 0 0), but one with slip direction [1 0 0]
and the other with slip direction [1¯ 0 0]. T he reason for this is because it affects the choice
of yield function (this will be discussed later). It will also lead to a situation where the
plastic multipiers can only be positive, which has parallels with classical plasticity. For
convenience, we define the geometric tensor of the αth slip system as
P α = sym(sα ⊗mα).
W e define two sets; active set A, and the potentially active set P. T he active set is the set
of slip systems that are experiencing slip at a given time. T he potentially active set is the
set of all slip systems P = {α | α = 1, ..., 2N}.
A s we have said, slip (or yield) will only occur when the critical resolved shear stress is
reached. T he resolved shear stress is the magnitude of the stress along the slip direction
on the slip plane. T he resolved shear stress is also called the Schmid stress. It is not
an unreasonable assumption that the Schmid stress will enter the yield function for a slip
system. U sing C auchy’s formula (2.8), one can find the traction caused by the stress on the
plane described by the normal mα; that is tm = σm
α. W e now orthogonally project the
traction vector onto sα to find the magnitude of the projection. T hus the Schmid stress τα
is given by
τα = (σmα) · sα.
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In index notation this is
τα = σijs
α
i m
α
j .
T his can also be writen as
τα = σ : P α.
W e will introduce a new internal variable ξα to capture the accumulated amount of slip that
has occurred on slip system α. In contrast to classical plasticity this variable need only be
a scalar as we know the direction of plastic flow but not its magnitude. W e represent the
set of these internal variables collectively as ξ ∈ R2N . T he amount of elastic and plastic
deformation the crystal structure has undergone is represented by the elastic strain εe and
plastic strain εp, respectively. T hus the generalised strain is
E = {εe, εp, ξ}.
W e define the generalised plastic strain
Q = {εp, ξ}.
A s in Section 3.1.2 we use the additive decomposition assumption for the strain (3.1)
ε = εe + εp, (3.13)
and a small strain assumption
ε = sym(∇u).
A s discussed this leads to an additive decomposition of the H elmholtz free energy
ψ(εe, ξ) = ψe(εe) + ψh(ξ).
A s previously mentioned the elastic deformations of a crystalline material are due to small
distortion of the crystal structure. Since these deformations are small, it follows that an
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appropriate assumption is that ψe has a quadratic dependence on the elastic strain,
ψe (εe) = 12ε
e : Ceεe.
T his leads, in the absence of plastic deformation, to a linear relationship between the stress
and the strain, i.e. linear elastic material,
σ =
∂ψ
∂εe
=
∂ψe
∂εe
= Ceεe. (3.14)
T hrough the use of (3.13), (3.14) can be writen as
σ = Ce(ε− εp). (3.15)
T he choice of the plastic contribution to the free energy depends on the type of hardening
exhibited by the material. T he material may exhibit kinematic hardening, isotropic hard-
ening, or a perfectly plastic behaviour. For each of these cases a different form for ψh is
chosen. In crystal plasticity the hardening rule is often not given as an explicit function,
but rather it is defined via an evolution equation of the form
χ˙α(A, ξ˙β) =
∑
β
hαβ(A)ξ˙β , (3.16)
where A =
∑
α ξ
α is the equivalent plastic strain and hαβ a component of the matrix
of hardening moduli. T here are many proposed forms of hardening moduli, for example
isotropic hardening hαβ(A) = h(A) proposed by Taylor [41] and independent hardening
hαβ(A) = h(A)δαβ proposed by K oiter [22] to name a few. H ere we choose the latent
hardening law propossed by H utchinson [21] and A saro [5],
hαβ(A) = h(A)[q + (1− q)δαβ ]
where the function h(A) is chosen according to type of hardening that is exhibited and
q ∈ [1, 1.4] is a parameter. T he introduction of the additional parameter q allows for latent
hardening. T he following expression of h(A), as well as the types of hardening they result
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in, are relavent
h(A) =


h0 cosh
−2
(
h0A
τ∞−τα0
)
sech hardening
h1 linear hardening
h0 cosh
−2
(
h0A
τ∞−τα0
)
+ h1 sech+linear hardening
0 perfect plastic.
(3.17)
T he set of admissible generalised stresses Σ is defined as the non-smooth convex set
E = {Σ | φα(Σ) ≤ 0, ∀ α ∈ P} ,
where φα is the yield function associated with slip system α. It is defined by
φα(σ, χα) = τα(σ)− (τα0 − χα) ∀ α ∈ P , (3.18)
where τα := σ : P α is the resolved Schmid stress and τα0 is the critical resolved shear
stress. T he set of admissible generalised stresses places a non-positive restriction on the
yield function, that is φα ≤ 0.
A s suggested earlier, if we do not doubly define the slip systems then we use the yield
function
φα(σ, χα) = |τα(σ)| − (τα0 − χα) ∀ α ∈ Q,
where Q = {α|α = 1, ...,m}. O ne can see from the normality conditions (3.12) that the
modulus sign introduces its own complications. D oubly defining slip systems also introduces
its own set of problems, in that this treatment has twice the number of equations to be
solved.
T he evolution of the internal variable Q is governed by the maximum plastic dissipation in-
equality (3.7). From this we get the normality, complementarity and consistency conditions;
see section 3.1.3. T he normality conditions are given by
ε˙p =
∑
α
λ˙α
∂φα
∂σ
=
∑
α
λ˙αP α and ξ˙α = λ˙α
∂φα
∂χα
= λ˙α , (3.19)
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where λ˙α is the plastic multiplier or, equivalently, the slip rate. T he K K T conditions state
that
λ˙α ≥ 0, φα ≤ 0 and λ˙αφα = 0, α ∈ P (3.20)
and the consistency condition states that
λ˙αφ˙α = 0.
In order for (3.19) to be well posed, they require a initial condition. W e choose this to be
εp(0,X) = 0.
A n equivalent statement of the maximum plastic dissipation inequality (3.7) is the classical
principle of maximum plastic dissipation: the plastic dissipation Dp ≡ Σ : Q˙ is maximised
for a fixed Q˙; for all admissible generalised stresses
Σ = argmax
T∈E
[
T : Q˙
]
. (3.21)
T his statement can be approached from a nonlinear programing point of view. T he following
section gives a brief overview of this topic before we apply the principles to the problem.
T he variables and equations relevant to crystal plasticity are summarised in Table 3.2.
3.2.3 A mathematical description of the unit cell
W e have already mentioned many of the properties of the unit cell. H ere we will describe
a general unit cell in a mathematical framework. T he unit cell is described by two objects:
the slip systems and the constitutive tensor. T he slip systems give us information that is
useful when plastic deformation is occurring. T he constitutive tensor describes how the
crystal structure behaves under elastic deformations. A s we have mentioned, the elastic
deformations are of an anisotropic nature. T his implies that the constitutive tensor that
describes these deformations is required to be anisotropic. W e define the unit cell basis eˆi
and the fixed C artesian basis ei. T he unit cell information is defined in terms of the unit
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K inem atic variables:
displacement u
strain ε = sym(∇u)
elastic strain εe = ε− εp
internal variables λ1, λ2, . . . , λ2N
generalised plastic strain Q = (εp, λ1, λ2, . . . , λ2N )
D ynam ic variables:
stress σ
hardening χ1, χ2,..., χ2N
generalised stress Σ = (σ, χ1, χ2, ..., χ2N )
Scalar equations:
free energy ψ(ε, λα) = ψ(εe, λα) = ψe(εe) + ψp(λα)
elastic free energy ψe(εe) = 12ε
e : Ceεe
yield function φα(σ, χα) = σ : P α − (τα0 − χα) ≤ 0
E qu ilibrium equation:
divσ + ρb = 0
boundary conditions u = g on ΓD and σn = h on ΓN
C onstitutive equations:
stress σ = ∂ψe/∂εe = Ceεe
equivilent plastic strain A =
∑
α λ
α
hardening rate χ˙α(A, λ˙α) =
∑
β h
αβ(A)λ˙β
hαβ(A) = h(A)[q + (1− q)δαβ ]
e.g. h(A) = h0 cosh
−2
(
h0A
τ∞−τα0
)
normality conditions ε˙p =
∑
α λ˙
αP α, εp(0,X) = 0
complementarity conditions λ˙α ≥ 0, φα ≤ 0 and λ˙αφα = 0
consistency condition λ˙αφ˙α = 0
Table 3.2: Summary of crystal plasticity equations.
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cell basis:
sα = sˆαi eˆi = s
α
i ei
mα = mˆαi eˆi = m
α
i ei
Ce = Cˆeijkleˆi ⊗ eˆj ⊗ eˆk ⊗ eˆl = Ceijklei ⊗ ej ⊗ ek ⊗ el.
T he slip system information is given in terms of the M iller indices and crystal structure
directions. T hese are easily converted to vector form. A general M iller index (u v w) is
converted to the vector form by
(u v w) ⇒ mα = mˆαi eˆi, mˆα =
1√
u2 + v2 + w2
{u, v, w} .
Similarly, a general crystal structure direction [u v w] is converted to the vector form by
[u v w] ⇒ sα = sˆαi eˆi, sˆα =
1√
u2 + v2 +w2
{u, v, w} .
For our purposes, we shall use either an isotopic or an anisotropic constitutive tensor. A n
isotropic tensor can be described by a set of two scalars. H ere we choose λ and µ, Lame´’s
first parameter and shear modulus, respectively. T he expression for an isotropic constitutive
tensor is given by
Cˆeijkl = λδijδkl + µ(δikδjl + δilδjk).
A conversion table is given in Table 3.3 to convert from the material parameters of κ, E
and ν (the bulk modulus, Y oung’s modulus and Poisson’s ratio, respectively) to those of λ
and µ.
A n anisotropic constitutive tensor with cubic symmetries can be described by an additional
set of three scalars, C11, C12, C44. T he anisotropic constitutive tensor with cubic symmetries
is given by [14]:
Cˆeijkl = C12δijδkl + C44(δikδjl + δilδjk) + (C11 − C22 − 2C44)
3∑
r= 1
δirδjrδkrδlr. (3.22)
W e wish to represent the unit cell at various orientations. T he problem is most easily
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λ µ
(E, µ) µ(E−2µ)3µ−E
(κ, λ) 3(κ−λ)2
(κ, µ) κ− 2µ3
(µ, ν) 2µν1−2ν
(λ, ν) λ(1−2ν)2ν
(E, ν) E(1+ ν)(1−2ν)
E
2(1+ ν)
(κ, ν) 3κν1+ ν
2κ(1−2ν)
2(1+ ν)
(κ, E) 3κ(3κ−E)9κ−E
3κE
9κ−E
Table 3.3: C onversion table for material parameters.
solved if we transform all the information to a single basis; we choose the fixed basis. T he
orientation of the unit cell relative to the fixed C artesian basis ei can be represented by the
orthogonal matrix R: that is,
eˆi = Rei,
T he rotation matrix R can be broken down into three transformations about the z-, y- and
z-axis Θ1, Θ2 and Θ3 respectively. T hese rotations are given by
Θ1 =


cos θ1 − sin θ1 0
sin θ1 cos θ1 0
0 0 1

 Θ2 =


cos θ2 0 sin θ2
0 1 0
− sin θ2 0 cos θ2

 Θ3 =


cos θ3 − sin θ3 0
sin θ3 cos θ3 0
0 0 1


where θ1, θ2 and θ3 are the rotation angles about the z-, y- and z-axis. T hus, R = Θ3Θ2Θ1.
T he transformation from the unit cell basis to the fixed basis is given by 1
eˆα = Reα = Riαei.
So a vector v = vˆαeˆα given in the unit cell basis is transformed to the fixed basis v = viei
via
v = vˆαeˆα = vˆαRiαei = Riαvˆα︸ ︷︷ ︸
vi
ei.
1H ere we use Tej = (Tikei ⊗ ek)ej = Tikeiδkj = Tijei.
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T his transformation must be applied to the vectors sα andmα defined in the unit cell basis.
Similarly a fourth-order tensor Ce, must be represented in the fixed basis as:
Ce = Cˆeαβγδ eˆα ⊗ eˆβ ⊗ eˆγ ⊗ eˆδ
= Cˆeαβγδ Riαei ⊗Rjβ ej ⊗Rkγek ⊗Rlδel
= Cˆeαβγδ RiαRjβRkγRlδ︸ ︷︷ ︸
Ce
ijkl
ei ⊗ ej ⊗ ek ⊗ el.
3.3 C onstrained minimisation prob lems
In this section we consider methods for solving the constrained minimisation problem:
minimise f(x) (3.23)
subject to gi(x) ≤ 0, x ∈ S, S ⊂ Rn
where f, gi : S → R are continuous functions on the set S. W e focus on three optimi-
sation methods for solving this problem. T hese are the penalty, Lagrange multiplier and
augmented Lagrangian methods. D etails on these methods can be found in [26].
3.3.1 Penalty method
O ne of the easiest methods to apply to constrained minimisation problems is the penalty
method. W e define a penalty function Pi(x) : S → R with the following properties:
1. Pi(x) > 0 for all gi(x) > 0,
2. Pi(x) = 0 for all gi(x) ≤ 0.
N ow problem (3.23) can be written as the unconstrained optimisation problem
minimise L(x) = f(x) +
∑
i
ηPi(x) (3.24)
where η is a positive constant scalar penalty parameter.
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A common example of a penalty function is
Pi(x) = max [0, gi(x)]
2 .
It is important to note that a solution to (3.24) is not a solution to (3.23); rather it is
an approximate solution to (3.23). O ne can show that as the penalty parameter increases,
resulting in the constraint being more strongly imposed, the solution to (3.24) tends to the
solution for (3.23); see [26, p. 367].
3.3.2 L agrange multip liers
L agrange m ultipliers for equality constraints
In order to understand how to solve problem (3.23) let us consider a simpler problem:
minimise f(x) (3.25)
subject to hi(x) = 0.
T his problem can be solved using Lagrange multipliers. A well known condition of a point
x∗, which is a solution to the problem, is the first-order necessary condition (see [26, p.
326]) at x∗, the gradient of f is equal to the linear combination of the gradients of hi and
hi = 0; that is,
∇f(x∗) = −
∑
i
ζi∇hi(x∗), (3.26a)
hi(x
∗) = 0, (3.26b)
where ζi are scalars called Lagrange multipliers. T his leads to the Lagrange multiplier
statement of problem (3.25)
minimise L(x, ζi) = f +
∑
i
ζihi, (3.27)
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where the Lagrange multipliers are introduced as additional variables. O ne can see that a
solution to (3.27) will also be a solution to (3.25), since at a solution to (3.27) we must have
∂L
∂x
= 0→ ∇f = −
∑
i
ζi∇hi
∂L
∂ζi
= 0→ hi = 0
which are the requirements in (3.26). T he problem statement (3.27) is said to be the dual
problem of (3.25) in that a solution to the Lagrange multiplier problem is equivalent to a
solution to the original problem.
L agrange m ultipliers for inequality constraints
To solve problem (3.23) using the idea of Lagrange multipliers we need to add some further
requirements on the multipliers. W e start by defining active and inactive constraints. T he
ith constraint is said to be active if the solution to the problem x∗ satisfies gi(x
∗) = 0. T he
ith constraint is said to be inactive if gi(x
∗) < 0.
If we knew the set of active constraints a priori, then we would ignore the inactive constraints
and simply solve the problem only considering the active constraints:
minimise f(x)
subject to gi(x) = 0, for i in the active set.
H ere we would simply apply Lagrange multipliers, as discussed in the previous section.
A nother way to achieve this is to associate Lagrange multiplier values ζi = 0 with the
inactive constraints. T his renders the constraint inactive in that it has no effect on the
minimisation. So we can say, if gi(x) < 0 then ζi = 0.
N ow we turn our attention towards the active constraints. W e lay out an argument for
a single active constraint. Imagine at x∗ the kth constraint is the only active constraint,
and has ζk < 0. T he first order-necessary condition implies that the gradient of f and the
gradient of gk are in the same direction. T he gradient of gk always points into the region
where gk < 0. Since the gradient of f also points in this direction, f could be further
minimised in that direction. H ence, there is a point in the feasible region that further
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minimises f . T hus the assumption that ζk < 0 was incorrect. O ne can go further than this
and show that this is true for multiple active constraints, see [26, pg 342]. T hus, if the kth
constraint is active, its associated Lagrange multiplier must be ζk > 0.
T his leads us to the K K T conditions. If we wish to solve problem (3.23) using a Lagrange
multiplier approach, the following conditions apply:
ζi ≥ 0
gi ≤ 0
giζi = 0.
T hus problem (3.23) can be written as
minimise L(x, ζi) = f +
∑
i
ζigi
where ζi ≥ 0, gi ≤ 0, ζigi = 0.
3.3.3 A ugmented L agrangian
A ugm ented L agrangian for equality constraints
T his method can be seen as a combination of a penalty method and a dual method (or
Lagrange multiplier method). T he augmented Lagrangian function for (3.25) is given by
Lη(x, ζi) = f(x) +
∑
i
ζihi(x) +
1
2η
∑
i
|hi(x)|2 (3.28)
for some some positive constant η. O ne can argue, see [26, pg 451], that this can be viewed
as a special penalty function or as the basis for a dual problem.
From the view of a penalty function, we are simply using a standard quadratic penalty
function on the problem
minimise f(x) +
∑
i
ζihi (3.29)
subject to hi(x) = 0,
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with fixed ζi. T his problem has the same solution as (3.25) because adding a combination
of the constraints will have no effect on the minima. If one were to select the values for
ζ∗i that correspond to the Lagrange multipliers at x
∗, then the gradient of Lη(x, ζi) would
vanish at x∗. T his can be seen by differentiating Lη(x, ζi), and setting it to zero, to obtain
∇Lη(x, ζi) = ∇f(x) +
∑
i
ζi∇hi(x) + 12η
∑
i
2hi(x)∇hi(x) = 0
which would be satisfied by ∇f(x) + ∑i ζi∇hi(x) = 0 and hi(x) = 0. T his is what is
enforced by (3.29) if ζi = ζ
∗
i .
A n algorithm to find the minimum of (3.28) is given in [26, pg 452]. For a fixed value of ζki
one finds the minimum of (3.28). T hen ζki is updated using
ζk+ 1i = ζ
k
i + ηhi(x
k), (3.30)
and (3.28) is minimised again with the updated ζk+ 1i , and so on until convergence. O ne can
also adjust the value of the penalty parameter η during the process. T he way in which η is
adjusted is usually predetermined and set to increase with more iterations.
It can be shown, in the context of the penalty method see Section 3.3.1, that the penalty
function is an approximation of the Lagrange multiplier [26, pg 410]. In the context of
this problem it is seen as the change in the Lagrange multiplier between iterations of prob-
lem (3.29). T his serves as a justification for the form that the update formula (3.30) takes.
From the viewpoint of a dual problem, we are simply applying the method of Lagrange
multipliers to
minimise f(x) + 12η
∑
i
|hi(x)|2 ,
subject to hi(x) = 0.
O nce again this problem has the same solution as (3.25) because the addition of the term
1
2η
∑
i |hi(x)|2 has no effect on the minima, nor the Lagrange multipliers.
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A ugm ented L agrangian for inequality constraints
W e now apply this approach to (3.23). W e do this by converting the inequality constraints
into equality constraints by introducing a slack variable zi
minimise f(x),
subject to gi(x) + z
2
i = 0.
Since the problem has been converted into one with only equality constraints, we can apply
the same approach as in the previous section. W e write the augmented Lagrangian function
as before; that is,
Lη(x, ζi, zi) = f(x) +
∑
i
[
ζi(gi(x) + z
2
i ) +
1
2η
∣∣(gi(x) + z2i )∣∣2]︸ ︷︷ ︸
Pi
. (3.31)
O ne can eliminate the dependence of Lη(x, ζi, zi) on zi. T he only dependence of (3.31) on
zi is in the terms Pi. T he derivative of Pi with respect to zi is given by
∂Pi
∂zi
= 2ζizi + 2η(gi(x) + z
2
i )zi.
W e note that z2i ≥ 0. If one is not on the ith constraint then one must have z2i > 0, and
the derivative of Pi must vanish. For this case it implies z
2
i = −ζi/η − gi(x). T hus one can
write z2i as
z2i =

−ζi/η − gi(x) if − ζi/η − gi(x) ≥ 0,0 otherwise,
or equivalently as
z2i = max [0, − ζi/η − gi(x)] .
W e now substitute this back into Pi. If z
2
i = 0, the expression for Pi can be written as
Pi =
1
2η
[
2ζiηgi(x) + η
2g2(x)
]
= 12η
[
(ζi + ηgi(x))
2 − ζ2i
]
.
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If z2i = −ζi/η − gi(x), the expression for Pi can be written as
Pi = − 12ηζ2i .
T hese can be combined into a single statement:
Pi =
1
2η
{
max [0, ζi + ηgi(x)]
2 − ζ2i
}
.
T hus, the augmented Lagrangian function can be written as
Lη(x, ζi) = f(x) +
∑
i
1
2η
{
(max [ζi + ηgi(x)])
2 − ζ2i
}
.
T he minimiser of this Lagrangian is equivalent to a solution to (3.23).
3.4 A lternative representations of the flow ru le for crystal
p lasticity
In Section 3.2.2 the flow rule was derived from the maximum plastic dissipation inequal-
ity. H ere an alternative derivation of the flow rule is presented, based on the nonlinear
programming methods discussed in Section 3.3. W e present the results of the augmented
Lagrangian, Lagrange multiplier and penalty methods applied to the principle of maximum
plastic dissipation (3.21).
3.4.1 L agrange multip lier method
T he theory of Lagrange multipliers applied to the statement of maximum plastic dissipation
(3.21) leads to the following problem:
M inimise: Lm(σ, χα, ζα) = −
(
σ : ε˙p +
∑
α
λ˙αχα
)
+
∑
α
ζαφα
subject to the K K T conditions
ζα ≥ 0, φα ≤ 0, φαζα = 0.
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H ere we have introduced Lagrange multipliers ζα. R equiring stationarity of the Lagrangian
with respect to the stress and hardening yields
∂Lm
∂σ
= 0⇒ ε˙p =
∑
α
ζαP α,
∂Lm
∂χα
= 0⇒ λ˙α = ζα.
T hus, this treatment of the maximum plastic dissipation (3.21) leads to the flow rule
ε˙p =
∑
α
λ˙αP α, (3.32a)
with conditions λ˙α ≥ 0, φα ≤ 0, φαλ˙α = 0. (3.32b)
A s we can see by comparing the conditions (3.32) with (3.19)–(3.20), this treatment of the
problem has a strict fulfillment of the complementarity conditions.
3.4.2 Penalty method
B y directly applying the theory of the penalty method to the statement of maximum plastic
dissipation (3.21) the following problem is obtained:
M inimise Lp(σ, χα) = −
(
σ : ε˙p +
∑
α
λ˙αχα
)
+ η
∑
α
P (φα).
H ere we have introduced the penalty parameter η, and an arbitrary penalty function P (φα)
that meets the requirements (see Section 3.3.1). R equiring stationarity of the Lagrangian
with respect to the stress and hardening parameters yields
∂Lp
∂σ
= 0⇒ ε˙p = η
∑
α
∂P
∂φα
∂φα
∂σ
= η
∑
α
∂P
∂φα
P α,
∂Lp
∂χα
= 0⇒ λ˙α = η ∂P
∂φα
∂φα
∂χα
= η
∂P
∂φα
.
T his result is substantially different to the Lagrange multiplier counterpart. H ere there is
no strict fulfillment of the yield criterion nor the complementarity conditions (3.20). A slip
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system is considered active if
∂P
∂φα
> 0.
E ssentially what this method allows is for the yield criterion to be violated, which activates
plastic flow and encourages the yield function to relax towards the yield surface. D ue to
the nature of penalty functions, the stronger the violation the stronger the encouragement.
A choice of penalty function can be chosen such that a viscoplastic formulation is obtained
[37]. If one chose
P (φα) =
τα0 − χα
p+ 1
(
max[0, φα] + τα0 − χα
τα0 − χα
)p+ 1
−max[0, φα]− τ
α
0 − χα
p+ 1
, (3.33)
where p is a positive scalar parameter the strain-rate-sensitivity , it leads to
∂P
∂φα
=
(
max[0, φα]
τα0 − χα
+ 1
)p
− 1.
T his is a constitutive relationship of a well known viscoplastic formulation; see references
within [29]. For this reason this treatment of the problem is considered a rate-dependent
formulation. T he general form of these flow rules are:
ε˙p =
∑
α
λ˙αP α, (3.34a)
λ˙α = η
∂P
∂φα
. (3.34b)
A s stated in Section 3.3.1, the larger the choice of η the more strictly the constraint is
imposed. T hus, as η → ∞ the penalty method tends to exhibit behavior that is rate-
independent.
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3.4.3 A ugmented L agrangian method
B y directly applying the theory of augmented Lagrangian to the statement of maximum
plastic dissipation (3.21) the following problem is obtained:
M inimise: Lr(σ, χα, ζα) = −
(
σ : ε˙p +
∑
α
λ˙αχα
)
+ 12η
∑
α
{
max [0, ζα + ηφα]2 − (ζα)2
}
.
H ere we have introduced Lagrange multipliers ζα, and penalty parameter η. R equiring
stationarity of the Lagrangian with respect to the stress, Lagrange multipliers and hardening
parameter yields
∂Lr
∂σ
= 0⇒ ε˙p =
∑
α
max [0, ζα + ηφα]P α,
∂Lr
∂ζα
= 0⇒ ζα = max [0, ζα + ηφα] ,
∂Lr
∂χα
= 0⇒ λ˙α = max [0, ζα + ηφα] .
B y comparing the above equations it is seen that ζα = λ˙α. T hus this treatment of maximum
plastic dissipation leads to the flow rule
ε˙p =
∑
α
λ˙αP α, (3.35a)
λ˙α = max
[
0, λ˙α + ηφα
]
. (3.35b)
A slip system is considered active if
max[0, λ˙α + ηφα] > 0. (3.36)
C onsidering equation (3.35b) we note that if λ˙α > 0, we must have φα = 0 for the equation
to be satisfied. T he equation also implies that when φα < 0 we have λ˙α = 0. T his means
that this approach satisfies the complementarity conditions (3.20) exactly. For this reason
this treatment of the problem is considered a rate-independent formulation.
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C hapter 4
N umerical methods
In this chapter we focus on numerical methods that are used throughout the remainder of
this presentation. T hese methods are often used as tools, but it is necessary to be familiar
with their details. W e will discus two decomposition, the LU factorisation and the singular
value decomposition (SV D ), and how they are applied to solve systems of equations. T he
LU decomposition (with pivoting) is extensively used on systems of equations that are
well-conditioned. H owever, the SV D is extensively used on systems of equations that are
ill-conditioned. In addition to these decomposition, we discuss a N ewton–R aphson method
that includes line search. T his is know as a globally convergent N ewton–R aphson method.
F inaly, we briefly discus fixed point mapping. T his topic is briefly discussed so as to
familiarise the reader with the topic, and is not seen as a complete dicussion.
4.1 L U factorisation
LetA ∈ Rm×m be a square matrix. A series of G aussian elimination operations L1, L2, ...Lm−1
can be applied to A such that an upper triangular matrix U is formed:
Lm−1...L2L1︸ ︷︷ ︸
L−1
A = U.
62
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T his can be expressed as
A = LU,
where L is unit lower triangular and U is upper triangular. T his is known as the LU
decomposition. V ariations of this decomposition exist, such as the LD U decomposition
where D is diagonal, L is unit lower triangular and U is unit upper triangular.
L can be shown to be lower triangular as follows. C onsider the kth G aussian elimination
operation Lk. L et ak be the k
th column of A before Lk is applied. Lk must be chosen such
that
ak =


a1k
...
akk
ak+ 1,k
...
amk


Lk−→ Lkak =


a1k
...
akk
0
...
0


.
T his is done by subtracting ljk times row k from row j, where ljk is given by
ljk =
ajk
akk
k < j ≤ m.
T he matrix Lk is then given by
Lk =


1
. . .
1
lk+ 1,k 1
...
. . .
lm,k 1


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from which we define
lk =


0
...
0
lk+ 1,k
...
lm,k


.
Lk can be expressed as Lk = I − lkeTk where ek is a vector with 1 in position k and zero
elsewhere. N ow consider (I− lkeTk ) · (I+ lkeTk ) = I− lk⊗ek · lk⊗ek = I− (lk · ek)lk⊗ek = I,
since (lk · ek) = 0. T his implies that L−1k = I + lk ⊗ ek. N ext, consider
L−1k L
−1
k+ 1 = (I + lk ⊗ ek) · (I + lk+ 1 ⊗ ek+ 1)
= I + lk ⊗ ek + lk+ 1 ⊗ ek+ 1 + (lk ⊗ ek) · (lk+ 1 ⊗ ek+ 1)
= I + lk ⊗ ek + lk+ 1 ⊗ ek+ 1 + (ek · lk+ 1)(lk ⊗ ek+ 1)
= I + lk ⊗ ek + lk+ 1 ⊗ ek+ 1
since (ek · lk+ 1) = 0. T hus
L = L−11 L
−1
2 ...L
−1
m−1 = I + l1⊗ e1 + · · ·+ lm−1⊗ em−1 =


1
l21 1
l31 l32 1
...
...
. . .
. . .
lm1 lm2 . . . lm,m−1 1


.
T herefore, L is in fact unit lower triangular.
4.1.1 R emarks on using L U decomposition to solve the system Ax = b.
LU decomposition is often used to solve the system of equations Ax = b. T his is done by
factorising A = LU , and solving the systems Ly = b and Ux = y. A s illustrated in [43, pg
153], this form of the LU decomposition does not solve Ax = b stably. In general, G aussian
elimination plus pivoting is necessary for a LU decomposition that is stable in solving the
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
CH A PTER 4. NU M ER ICA L M ETH OD S 65
problem Ax = b, see [43, pg 155]. T he expansion of this to include pivoting is implemented
here.
4.2 S ingu lar value decomposition
Singular value decomposition can be illustrated by the following geometric fact [43]: T he
image of the unit sphere under any m × n matrix is a hyperellipse. L et the unit sphere
of dimension n be represented by the orthonormal set {vj}. T hen under the action of
A (an m × n matrix) {vj} is mapped to {σiui}, where {ui} are the directions of the
principal semiaxes of the hyperellipse, and σi are the lengths of the principal semiaxis of
the hyperellipse. Since the principal semiaxes are orthogonal, {ui} form an othonormal set
of vectors. T he mapping of one of the vectors in {vj} can be represented by Aikvk = σiui.
T he mapping of the entire set {vj} can be represented by Aikvkj = σjuikδkj . T his leads to
the matrix representation
AV = UΣ.
Since V consists of orthonormal columns it is orthogonal and V −1 = V T . So,
A = UΣV T .
T his is known as the reduced singular value decomposition, and is suffi cient for our purposes.
T he inverse of A can easily be determined. Since U and V are unitary, their inverses are
equal to their transposes. Σ is diagonal (Σ = σjδkj = diag(σi)) so its inverse is a diagonal
matrix with diagonal components equal to the reciprocals of σi:
A−1 =
(
UΣV T
)−1
= V [diag(1/σj)]U
T .
C onsider the problem
Ax = b. (4.1)
A problem arises in finding solutions x to this equation when A is singular. If A is singular
then there are solutions to a Ax = 0 other than x = 0. T he set of these solutions is called
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the null space of A. T he dimension of the null space is called the nullity of A. T he subspace
of b that can reached by A is called the range of A. T he dimension of the range is called
the rank of A. In SV D we explicitly construct an orthonormal basis of the null space and
the range of A. T he columns of U that have associated non-zero singular values span the
range of A. T he columns of V that have associated singular values that are zero span the
null space of A. U sing this last statement we can solve (4.1) when A is singular and b zero,
since the solution to this problem is given immediately by SV D - the columns of V with
associated zero singular values.
N ow we discuss solving equation (4.1) when A is singular and b is in the range of A. T his
problem has more than one solution x, being a linear combination of x and any other vector
in the null space. If we want to produce a single vector that is a solution, we might choose
the one that has the smallest length |x|. W e achieve this by replacing 1/σi by 0 if σi = 0.
H ence
x = V Σˆ
−1
UTb, (4.2)
where Σˆ
−1
is the modified inverse of Σ.
W hen b is not in the range of A then equation (4.1) has no solution. B ut by using equation
(4.2) we can still find a “solution”. T his “solution” will not satisfy equation (4.1) exactly,
instead it will do the best possible job in a least squares sense. In other words it is the
solution to
x which minimises |Ax− b|.
A bove we considered a solution scheme when A is singular. T his scheme also works for A
when it is ill-conditioned.
4.3 N ew ton–R aphson method
T he N ewton–R aphson method is a root-finding technique, see [34, pg 379]. T he problem
can be stated as follows:
F ind x ∈ Rn such that F (x) = 0, where F : Rn → Rn.
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In the neighbourhood of a solution to this problem, F can be expanded in the truncated
Taylor series
F (x+ δx) = F (x) +
∂F (x)
∂x
δx+O(δx2).
T he term J := ∂F (x)∂x is called the Jacobian. B y setting F (x+δx) = 0 and neglecting terms
of O(δx2), an expression for δx is obtained in the direction of the root
J(x)δx = −F (x).
W hen solving this system of equations the nature of J should be considered. If J is well
behaved then a solution can be found using LU decomposition1. H owever, if J is ill-
conditioned then a solution can be found using singular value decomposition2. O nce the
system of equations is solved the correction δx is added to the previous approximation to
obtain
xnew = xold + δx
and the process is iterated until convergence. In practice two checks for convergence are
used: one criterion checks that a root is suffi ciently close, ||F ||∞ < tol, another checks that
the change in the position of the root is significant, ||δx||∞ < tol.
T his N ewton–R aphson method works very well provided F and J are well defined and the
starting point is suffi ciently close to the root. H owever, in many cases we require a root-
finding technique that is more robust: one that is globally convergent, and that can handle
irregularities in F .
4.3.1 G lobally convergent N ew ton–R aphson method: N ew ton–R aphson
combined w ith line search
In this Section we discuss a root-finding technique that combines the rapid local convergence
of a N ewton–R aphson method with a strategy that ensures some progression is made in the
direction of the root. T he argument presented here can be found in [34, pg 387]. A strategy
1see Section 4.1
2see Section 4.2
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to achieve a globally convergent N ewton–R aphson is to add an additional constraint. T his
constraint says that the N ewton step δx must reduce f = 1/2|F |2 = 1/2F ·F . W hat must
be done if the N ewton step does not reduce f? W e note that δx is in the direction that
reduces f in the vicinity of the current position; that is
∇f · δx = (F ·J) · (−J−1 ·F ) = −F ·F ≤ 0. (4.3)
T hus, there exists a λ ∈ (0, 1] such that the update xnew = xold + λδx reduces f .
T he next question is how do we find a λ that reduces f? T his can be done by the using
the line search technique. T he idea is to approximate the function g(λ) = f(xold + λδx) by
successive polynomials and find the minimum of these until a criterion is met. In practice
the following criterion is normally used:
f(xold + λδx) ≤ f(xold) + α∇f(xold) · [(xold + λδx)− xold ], (4.4)
where α ∈ (0, 1) is a parameter. W ithin the context of a N ewton–R aphson with line search
if F is of order unity then a value of α = 10−4 is appropriate. T his criterion is better than
the criterion f(xold + λδx) < f(xold), as this criterion can fail to converge to the minimum
of f .
T he first polynomial approximation of g(λ) is the quadratic function
g(λ) =
[
g(1) − g(0) − g′(0)] λ2 + g′(0)λ+ g(0), (4.5)
where g′(λ) = ∇f · δx. T he minimum of this polynomial is a good appropriation for the λ
that satisfies (4.4), and is given by
λ =
−g′(0)
2 [g(1) − g(0) − g′(0)] .
N ow we can change the second and successive polynomial approximations to a cubic ap-
proximation. In this approximation we use the previous values g(λ1) and g(λ2), where λ1
and λ2 are the previous two approximations of the minimum (λ1 being the most recent
approximation). T hat is,
g(λ) = aλ3 + bλ2 + g′(0) + g(0),
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where a and b are given by
[
a
b
]
=
1
λ1 − λ2
[
1/λ21 −1/λ22
−λ2/λ21 λ1/λ22
]
·
[
g(λ1)− g′(0)λ1 − g(0)
g(λ2)− g′(0)λ2 − g(0)
]
. (4.6)
T he minimum of this cubic equation is given by
λ =
−b+
√
b2 − 3ag′(0)
3a
.
In practice a constraint that 0.5λ1 ≤ λ ≤ 0.1λ1 is placed on λ. T his ensures that the system
remains stable.
T his process is continued until a λ that satisfies the criterion (4.4) is found, from which it
is concluded that the next N ewton step is taken to the point xnew = xold + λδx.
4.4 F ixed point mapp ings
Let the set X be a normed space. A fixed point of a mapping T : X → X is a point x ∈ X,
such that Tx = x. O f course not every mapping of this kind possesses a fixed point. T here
are certain criteria that a mapping must meet, one such theorm that state the criteria is
the B anach fixed point theorem. T his theorem states that if T is a contraction mapping on
X, then T has precisely one fixed point, see [23].
T he definition of contraction map is as follows: the mapping T : X → X is called a
contraction mapping if there exists a positive scalar α < 1 such that for any x, y ∈ X
||Tx− Ty|| ≤ α||x− y||.
A geometrical interpretation of this is that the image of the points x and y are closer
together than x and y.
T he B anach fixed point theorem also provides a means of finding the fixed point of a
contraction map. T his is done by starting at an arbitrary point x0 ∈ X. T hen by the
iterative procedure
x
T←− x,
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the fixed point of T can be found.
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C hapter 5
F inite element method
H ere we focus on applying the finite element method to the equations developed in C hapter 3
that govern the response of a continuum. T he finite element method is a well established
numerical method, and it is widely used in engineering applications. T he topic is very
mature and many different approaches to understanding this topic can be found in the
literature, see for example H ughes [20], R eddy [35], B elytschko [10]. T he application of the
finite element method to elastoplastic materials can be found in Simo and H ughes [39].
5.1 T he strong formulation
H ere we consider the result of balance of linear momentum in the absence internal forces: the
equilibrium condition (2.10). T his equation along with the boundary conditions discussed
in Section 2.4 make up what is known as the strong form of the problem: G iven b : Ω→ R3,
g : ΓD → R3 and h : ΓN → R3, find u : Ω→ R3 such that
div(σ) + ρb = 0 in Ω,
σn = h on ΓN ,
u = g on ΓD,
where σ(u) = Ce(ε(u)− εp) together with the equations for plastic flow in Table 3.2. H ere
εp is not an explicit function, but is dependent on the dispacement and the history of the
71
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plastic strain. T his also applies to σ.
5.2 T he w eak formulation
Let S denote the trial solution space, the set of candidate solutions. Let V denote the test
space, a function space used to test candidate solutions. E ach member ui ∈ S must satisfy
ui = gi on ΓD. W e define that each wi ∈ V must satisfy wi = 0 on ΓD. W e use these test
functions to construct the weak formulation. T his is done by multiplying the equilibrium
condition by w and integrating over the domain Ω:∫
Ω
[w · div(σ) + ρw · b] dx = 0.
U sing the divergence theorem on the first term we obtain∫
Γ
w ·σn ds−
∫
Ω
∇w : σ dx+
∫
Ω
ρw · b dx = 0.
N aturally the integral over the boundary can be separated into two boundary integrals, one
over the N eumann boundary and one over the D irichlet boundary:∫
ΓN
w ·σn ds+
∫
ΓD
w ·σn ds−
∫
Ω
∇w : σ dΩ+
∫
Ω
ρw · b dx = 0.
W e have defined the test function to be zero on the D irichlet boundary (ΓD), so the second
term is eliminated. W e also know that on the N eumann boundary ΓN we have σn = h;
thus ∫
Ω
∇w : σ dx =
∫
ΓN
w ·h ds+
∫
Ω
ρw · b dx. (5.1)
Since σ is symmetric, we can write the first term of (5.1) as 1
∇w : σ = sym(∇w) : σ.
1Let Aij be symmetric and Bij be decomposed into a symmetric and anti-symmetric parts B(ij) and
B]ij[ = ωkijk , where ijk is the perturbation tensor. T hen AijBij = Aij(B(ij) + B]ij[) = AijB(ij) +
Aijωkijk = AijB(ij).
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T hus the weak formulation can be stated as: G iven b : Ω → R3, g : ΓD → R3 and
h : ΓN → R3, find u ∈ S such that for all w ∈ V∫
Ω
sym(∇w) : σ dx =
∫
ΓN
w ·h ds+
∫
Ω
ρw · b dx (5.2)
where σ = σ(u).
W e note at this point that limitations must be placed on the spaces S and V. E quation
(5.1) requires that the members and their gradients are square integrable on Ω; thus by
definition of the Sobolev space H1,
S = {u |u = g on ΓD, u ∈ [L2(Ω)]3, ∇u ∈ [L2(Ω)]3×3}
=
{
u |u = g on ΓD, u ∈ [H1(Ω)]3
}
,
V = {w |w = 0 on ΓD, w ∈ [L2(Ω)]3, ∇w ∈ [L2(Ω)]3×3}
=
{
w |w ∈ [H1D(Ω)]3
}
.
where g is a given smooth function. O ne can also infer from V = [H1D(Ω)]3 and S = [H1(Ω)]3
that V ⊂ S, with the restriction that it is zero on the D irichlet boundary.
It can be shown that if all functions are smooth enough, a solution to the weak form is also
a solution to the strong form [20]. T his implies that the strong form is equivalent to the
weak form. For convenience we define the notation
a(w,u) =
∫
Ω
sym(∇w) : σ(u) dx, (5.3)
(w, b) =
∫
Ω
ρw · b dx,
(w,h)Γ =
∫
ΓN
w ·h ds.
T he weak form in this notation is then
a(w,u) = (w, b) + (w,h)Γ.
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5.3 T he G alerkin approximation
N ext we construct the G alerkin approximation from the weak formulation. Let Sh and Vh
be finite-dimensional approximations of S and V. In particular wh ∈ Vh satisfies wh = 0
on ΓD. W e assume that the members of Sh can be decomposed into
uh = vh + gh,
where vh ∈ Vh and gh satisfies the boundary condition uh = gh on ΓD. T his allows for the
expansion of the term a(wh,uh) = a(wh,vh + gh) = a(wh,vh) + a(wh,gh).
T hen the G alerkin formulation of the problem is: G iven b : Ω → R3, gh : ΓD → R3 and
h : ΓN → R3, find uh = vh + gh ∈ Sh such that for all w ∈ Vh
a(wh,vh) = (wh, b) + (wh,h)Γ − a(wh,gh) (5.4)
where Sh and Vh are finite-dimensional sets and σ = σ(uh).
Looking at (5.4), we realise that due to the decomposition of uh, the “unknowns“ of the
problem have been reduced to being in the space Vh. From this point on we shall only
discuss the space Vh.
If Ξ is a finite-dimensional space, then there exists a basis ψA(x) such that any member
ξ ∈ Ξ can be represented as the linear combination
ξ =
dim (Ξ )∑
A= 1
n∑
j= 1
αAjψA(x)ej =
dim (Ξ )∑
A= 1
αAψA(x), (5.5)
where αA are scalars.
5.4 T he finite element approximation
N ext we focus our attention on the choice of basis for the finite-dimensional space Vh. H ere
we will choose a standard conforming finite element basis.
E ssential to this idea is that of partitioning Ω¯. W e partition the domain Ω¯ into sub-domains
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Ω¯e called elements, such that
⋃
e
Ω¯e = Ω¯ and
⋂
e
Ωe = ∅.
N ext we introduce special points called nodes within the partitioned domain. T hese points
are placed at least at the vertices of the elements. In addition they can, in general, be placed
on element boundaries, and within an element. W e number the nodes 1, . . . , n nodes and
denote node A as xA. T hese nodes form the set υ. W e denote the points that lie on Γ as
υg, thus those that lie in Ω are in υ/υg.
N ow we focus on the basis functions themselves. In a finite element context these are called
finite element functions or shape functions. W e choose the following properties for our basis
functions:
1. Vh to be in C0(Ω), this complies with the earlier conclusion that Vh ∈ H1D(Ω). W e
choose ψA(x) to be continuous, piecewise polynomials such that
ψA(x)|Ωe := ψ(e)A , ψ(e)A ∈ Pn(Ωe), (5.6)
where Pn is the space of all polynomial of order less than or equal to n.
2. E ach ψA is associated with a node xA, such that
ψA(x)|Ω¯e = 0 if xA /∈ Ω¯e. (5.7)
3. T hat they possess a K ronecker delta property, i.e. the function is zero at all nodes
other than the node it is associated with and one at the associated node;
ψA(xB) =

0 if A 6= B1 if A = B. (5.8)
M any of the assumptions we make above will lead to a system that has beneficial properties
in the context of implementation. See F igure 5.1 for a visual representation of an example
basis function.
W e consider the application of the bilinear form to
∑3
l= 1
∑
B a(ψAek, αBlψBel). W e rep-
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F igure 5.1: A n example basis function associated with node i at position xi.
resent the spacial dimension of the problem by n dim, in our case n dim = 3. D ue to the
summation properties of integration, an integral over Ω¯ can be broken up into integrals over
Ω¯e. L et F represent the integrand, then
n dim∑
l= 1
∑
B
a(ψAek, αBlψBel) =
n dim∑
l= 1
∑
B
∫
Ω¯
F(ψAek, αBlψBel)dΩ
=
N∑
e= 1
n dim∑
l= 1
∑
B
∫
Ω¯e
F(ψAek, αBlψBel)dΩ
=
N∑
e= 1
n dim∑
l= 1
∑
B
∫
Ω¯e
F(ψ(e)A ek, αBlψ(e)B el)dΩ,
for which the notation
N∑
e= 1
n dim∑
l= 1
∑
B
a(e)(ψ
(e)
A ek, αBlψ
(e)
B el) :=
N∑
e= 1
n dim∑
l= 1
∑
B
∫
Ω¯e
F(ψ(e)A ek, αBlψ(e)B el)dΩ (5.9)
=
n dim∑
l= 1
∑
B
a(ψAek, αBlψBel)
is defined.
W e can also consider the application of the inner product of a basis function and a function
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h; that is (ψA,h) = (ψAek,h). Let G represent the integrand, then
(ψAek,h) =
∫
Ω¯
G(ψAek)dΩ
=
N∑
e= 1
∫
Ω¯e
G(ψAek)dΩ
=
N∑
e= 1
∫
Ω¯e
G(ψ(e)A ek)dΩ,
where
h(e)(x) =

0 if x /∈ Ω
e
h if x ∈ Ωe.
For this the notation
N∑
e= 1
(ψ
(e)
A ek,h
(e)) :=
N∑
e= 1
∫
Ω¯e
G(ψ(e)A ek)dΩ = (ψAek,h) (5.10)
is defined.
It is possible, through the use of an appropriate index renumbering operator, to write (5.9)
and (5.10) in vector form. T his operator ID (i, A), maps a pair of nodal and spatial indices
A and i respectively, to a unique number. T hus (5.9) and (5.10) can be written as
K = [KP ] =
N∑
k(e) F = [FP ] =
N∑
h(e)
k(e) = k
(e)
P =
n dim∑
l= 1
∑
B
a(e)(ψ
(e)
A ek, αBlψ
(e)
B el) h
(e) = f
(e)
P = (ψ
(e)
A ek,h
(e))
P = ID (k,A)
A n important result is that due to (5.7), (5.9) and (5.10) will only evaluate to non-zero if
xA,xB ∈ Ω¯e. T his implies that K is sparce.
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5.5 T he approximate solution
W e have successfully constructed a basis for Vh, given by the function described in the
previous section. T hus any v ∈ Vh can be represented by
v(x) =
∑
A= 1
n dim∑
j= 1
αAjψA(x)ej. (5.11)
T his applies to vh, gh and wh in (5.4). A pplying this to vh, gh and wh we get
vh(x) =
∑
A∈υ/υg
n dim∑
j
dAjψA(x)ej , (5.12)
gh(x) =
∑
A∈υg
n dim∑
j
βAjψA(x)ej , (5.13)
wh(x) =
∑
A∈υ/υg
n dim∑
j
γAjψA(x)ej . (5.14)
Substituting these functions back into the G arlerkin formulation and factorising, we obtain
n dim∑
l= 1
∑
B∈υ/υg
a(ψAek, dBlψBel) = (ψAek, b)+(ψAek,h)Γ−
n dim∑
l= 1
∑
B∈υg
a(ψAek, βBlψBel).
(5.15)
T he βBl can easily be determined since g(x) = g
h(x) when xB ∈ ΓD; that is,
g(xB) =
∑
A∈υg
n dim∑
j
βAjψA(xB)ej, (5.16)
g(xB) =
n dim∑
j
βBjψB(xB)ej , (5.17)
g(xB) =
n dim∑
j
βBjej , (5.18)
gj(xB) = βBj . (5.19)
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A similar process can be applied to the approximation of the displacement uh = vh + gh
when considering a node xB /∈ ΓD. T his results is uhl = dBl. T hus, dBl are interpreted
directly as the displacements associated with nodes xB /∈ ΓD.
N ow the primary objective is to determine the dBl in problem (5.15). U sing the results
from (5.9) and (5.10), and in particular how we got their vector representation, we can
write (5.15) as
F int = F ext (5.20a)
where
[
F intP
]
=
N∑
k(e) (5.20b)
[
F extP
]
=
m∑
h(e) (5.20c)
[
k
(e)
P
]
=
n dim∑
l= 1
∑
B∈υ/υg
a(e)(ψ
(e)
A ek, dBlψ
(e)
B el) (5.20d)
[
h
(e)
P
]
= (ψ
(e)
A ek, b
(e)) + (ψ
(e)
A ek,h
(e))Γ −
n dim∑
l= 1
∑
B∈υg
a(ψ
(e)
A ek, βBlψ
(e)
B el) (5.20e)
P = ID (k,A) (5.20f)
If the stress-strain relationship is linear, as it is in linear elasticity, then (5.15) can be written
as
n dim∑
l= 1
∑
B∈υ/υg
a(ψAek, ψBel)dBl = (ψAek, b)+ (ψAek,h)Γ−
n dim∑
l= 1
∑
B∈υg
a(ψAek, βBlψBel).
In this case the problem can be written as a matrix-vector form
Kd = F ,
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where
[KPQ] =
N∑
a(e)(ψAek, ψBel)
[FP ] =
N∑
(ψ
(e)
A ek, b
(e)) + (ψ
(e)
A ek,h
(e))Γ −
n dim∑
l= 1
∑
B∈υg
a(ψ
(e)
A ek, ψ
(e)
B el)βBl
P = ID (k,A) Q = ID (l, B).
5.6 Solving the system of governing equations
N ow we will give a brief discussion of how to solve equation (5.20a). Since the applied forces
are time-dependent, the problem and its variables are time-dependent. W e write (5.20a) in
terms of its independent variables as
F int (σ)− F ext (t) = 0. (5.21)
W e discretise time into increments ∆t = tn+ 1 − tn. E quation (5.21) must hold for each
instant of time tn. T he time increament form of (5.21) is thus given by
F int (σn)− F ext (tn) = 0. (5.22)
T his results in the time-dependent applied forces (given by the boundary condition) being
stated as incremental applied forces. T hus, F ext is known at every time step and denoted
by F ext(tn) := F
ext
n . W e assume that the displacements and the stress are known at some
time tn, such that (5.22) is satisfied. T he value of the displacements and the stress at tn
are denoted by dn and σn respectively. T he increment in the displacemnet is denoted by
∆dn = dn+ 1 − dn. T he question now remains to obtain ∆dn and σn+ 1 such that
F int (σn+ 1)− F extn+ 1 = 0.
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W e linearise this problem and implement a N ewton–R aphson scheme to solve for δdk, the
N ewton iteration of ∆dn:
[
F int(σkn+ 1)− F extn+ 1
]
︸ ︷︷ ︸
−R
+
[
∂F int(σ)
∂d
]k
n+ 1︸ ︷︷ ︸
J
k
δdk+ 1 = 0 (5.23)
⇒


Jkδdk+ 1 = R,
∆dn =
∑
k δd
k
dkn =
∑
n∆dn
σkn+ 1 = Ce(ε(dkn)− εp(dkn))
where the superscripts refer to increments in the N ewton–R aphson scheme and subscripts
refer to increments in time. T he tangent ∂F int/∂d is as follows: in index form
∂F intP
∂dQ
=
∑
e
∂k
(e)
P
∂dQ
∂k
(e)
P
∂dQ
=
∂
∂dCj
n dim∑
l= 1
∑
B∈υ/υg
a(e)(ψ
(e)
A ek, dBlψ
(e)
B el)
=
n dim∑
l= 1
∑
B∈υ/υg
∂
∂dCj
a(e)(ψ
(e)
A ek, dBlψ
(e)
B el)
=
n dim∑
l= 1
∑
B∈υ/υg
∂
∂dCj
∫
Ω¯e
sym(∇ψ(e)A ek) : σdx
=
n dim∑
l= 1
∑
B∈υ/υg
∫
Ω¯e
sym(∇ψ(e)A ek) :
∂σ
∂dCj
dx
=
n dim∑
l= 1
∑
B∈υ/υg
∫
Ω¯e
sym(∇ψ(e)A ek) :
∂σ
∂ε
:
∂ε
∂dCj
dx
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(applying the chain rule)
=
n dim∑
l= 1
∑
B∈υ/υg
∫
Ω¯e
sym(∇ψ(e)A ek) :
∂σ
∂ε
:
∂
∂dCj
sym(∇dDnψ(e)D en)dx
=
n dim∑
l= 1
∑
B∈υ/υg
∫
v
sym(∇ψ(e)A ek) :
∂σ
∂ε
: sym(∇ψ(e)C ej)dx. (5.24)
T he term ∂σ/∂ε requires an exact form of the stress relationship, and it is known as the
algorithmic tangent modulus. Its time-discrete form is written as
Ckn+ 1 :=
∂σkn+ 1
∂kn+ 1
.
T his will be the subject of discussion in a subsequent chapter.
T his is by no means a complete discussion of finite elements. N umerous issues still remain.
For instance, how to perform the integration in (5.20). In brief, one uses G auss quadrature
and isoparametric mapping. G iven any function g(x) that needs to be integrated over the
element Ω¯e, one uses isoparametric mapping to map the element to the reference element
Ω¯r. O n the reference element, one can integrate the function using G auss quadrature, with
G auss points and weights γi and νi respectively. T herefore,∫
Ω¯e
g(x)dx =
∫
Ω¯r
g(ξ) det(J)dξ ≈
∑
i
νig(γ i) det(J) (5.25)
where ξ ∈ Ω¯r and J is the Jacobian for the isoparametric mapping form Ω¯e to Ω¯r.
T he use of G auss quadrature has an important implication for our problem as Simo and
H ughes [39] point out. T he implication is that that the stress within an element is required
only at discrete points, typically the quadrature points of the element. T his means that it
is only necessary to calculate the stress at specific points. Later this will lead to additional
algorithms that need to be solved at the quadrature points.
A n outline of an algorithm for finite elements is given in A lgorithm 1. W e refer a single
N ewton–R aphson iteration of this algorithm as a global N ew ton–R aphson iteration.
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A lgorithm 1: A single time step of a finite element algorithm (a global N ewton–
R aphson)
D ata: B oundary conditions for the time step: applied tractions h; u on ΓD; body
forces b. D ata from previous time step: displacements un; stress σn;
consistent tangent Cn
R esult: un+ 1; σn+ 1; Cn+ 1
C alculate: dBl from un and βBl from u on ΓD;
k = 0;
σkn+ 1 = σn; C
k
n+ 1 = Cn;
(†)A ssemble: R = F ext− F int(σkn+ 1);
if k > 0 and |R| < tol then
M ove to next time step
end
A ssemble: J using Ckn+ 1;
Solve: Jδd = R;
U pdate: ∆d = ∆d+ δd; dn+ 1 = dn +∆d;
C alculate σkn+ 1 and C
k
n+ 1 at the quadrature points (this may require running
additional algorithms);
k = k + 1;
return to (†);
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C hapter 6
A lgorithms for single crystal
p lasticity
6.1 T ime and spatial discretisation
T he time domain [0, T ] is subdivided into N equal intervals of duration ∆t = T/N . T he
time at step n is denoted tn = n∆t. W e set a(tn) = an, for any variable a. T he complete
state of the system is assumed known at tn; as is the external loading at tn+ 1. T he objective
is to determine the increment in total and plastic strain over the time step.
T he discrete form of the yield function, obtained using (3.13) and (3.14), is
φα(εpn+ 1, χ
α
n+ 1) =
[Ce (εn+ 1 − εpn+ 1)] : P α − (τα0 − χαn+ 1) . (6.1)
T he discrete form of the hardening law is obtained by applying, for example, a backward
E uler approximation to the hardening law (3.16): that is,
χαn+ 1(∆λ) = χ
α
n +
∑
β
hαβ(An+ 1)∆λ
β, (6.2)
where we represent the entire set of ∆λα collectively as ∆λ and An+ 1 =
∑
α (λ
α
n +∆λ
α).
In a straightforward manner we apply the backward E uler method to the time derivatives
84
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in equations (3.32), (3.34) and (3.35), resulting in the following set of flow equations:
ε
p
n+ 1(∆λ) = ε
p
n +
∑
α
∆λαP α (6.3a)
Lagrange multiplier [K K T ] φα(∆λ) ≤ 0, ∆λα ≥ 0, φα(∆λ)∆λα = 0 (6.3b)
P enalty ∆λα = ∆tη
[(
max[0, φα]
τα0 − χα
+ 1
)p
− 1
]
(6.3c)
A ugmented Lagrangian ∆λα = max
[
0,∆λα +∆tηφα(εpn+ 1, χ
α
n+ 1)
]
E quation (6.3a) and (6.2) only depends on ∆λα, which implies that the discrete yield
condition, equation (6.1), can be reduced to a function of ∆λα:
φα(∆λ) =

Ce

εn+ 1 − εpn −∑
β
∆λβP β



 : P α−

τα0 − χαn −∑
β
hαβ(An+ 1)∆λ
β

 .
T he spatial domain is partitioned in a similar way to that described in Section 5.4. W e
employ a finite element approximation to the equilibrium equation. T his results in the
N ewton–R aphson procedure described in (5.23) for the displacement. H ere we need an
expression for the stress. From the constitutive relationships for single crystal plasticity we
can write the stress, using (3.13) and (3.14), as
σkn+ 1 = Ce(εkn+ 1 − (εp)kn+ 1),
where k is the N ewton iteration counter. U sing the discrete flow rule (6.3a) this becomes
σkn+ 1 = Ce

εkn+ 1 −
(
εpn +
∑
α
∆λαP α
)k = Ce
(
εkn+ 1 − εpn −
∑
α
∆λαP α
)
= Ce
(
sym(∇ukn+ 1)− εpn −
∑
α
∆λαP α
)
(6.4)
since εpn and ∆λα are in some sense independent of the global N ewton–R aphson iteration,
as we shall see in the following section.
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6.2 A lgorithm outline
T his section present a strategy to solve the problem. W e shall implement what is known as
a predictor-corrector method for this problem. W e introduce the trial elastic strain1
εe∗ = ε− εpn = sym(∇u)− εpn. (6.5)
U sing εe = ε− εp and substituting for εp from the flow law (6.3a), we get
εe = ε− εp = ε− εpn −
∑
α
∆λαP α,
which can be written using the trial elastic strain (6.5) as
εe = ε− εp = εe∗ −
∑
α
∆λαP α.
U sing the trial elastic strain we can calculate the trial stress, trial Schmid stress and the
trial yield function as
σ∗ = Ceεe∗ (6.6a)
τα∗ = σ∗ : P α (6.6b)
φα∗ = τα∗ − (τα0 − χαn). (6.6c)
A t the beginning of e ery time step we assume that the first global N ewton–R aphson itera-
tion is elastic, i.e. ∆λα = 0 and ∆χαn = 0, and σ = σn. T he D irichlet boundary conditions
are applied to the body and F extn+ 1 is assembled. B ased on these assumptions we initiate a
N ewton step in (5.23) to determine the change in displacement δu1. U sing this we calculate
the trial elastic strain εe∗ by (6.5) and the other trial quantities (6.6) at the quadrature
points. O ne then considers φα∗ at the each quadrature point. If φα∗ < 0 at a quadrature
points, then for that quadrature point the global N ewton–R aphson iteration is considered
elastic with ∆λα = 0, ∆χαn = 0 and σ = Ceεe∗. If φα∗ ≥ 0 at a quadrature points, then
for that quadrature point plastic deformation potentially occurred over the global N ewton–
1In what follows, all variables without subscripts are assumed to be evaluated at tn+ 1.
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R aphson iteration and the values of ∆λα, ∆χαn and σ = Ce(εe∗ −
∑
α∆λ
αP α) need to
be determined. H ow this is done will be discussed later. O nce this has been done for all
quadrature points the next global N ewton–R aphson iteration of (5.23) is initiated. W e use
this stress, and keep the assumptions ∆λα = 0 and ∆χαn = 0. T his process is then repeated
until convergence of the N ewton–R aphson scheme (5.23) has been reached. T he procedure
is set out in A lgorithm 2. T he process of determining ∆λα at a quadrature point is called
a local iteration.
A lgorithm 2: G eneral solution scheme
D ata: εpn, un, χ
α
n, An
R esult: εpn+ 1, un+ 1, χ
α
n+ 1
D etermine the stress from the previous time step σ = Ce[sym(∇un)− εpn].
(†) Solve one iteration of the N ewton–R aphson scheme (5.23) to determine the δuk.
if N ew ton–R aphson scheme (5.23) satisfied. then
ε
p
n+ 1 = ε
p
n +
∑
α ∆λ
αP α
χαn+ 1 = χ
α
n +∆χ
α
n.
A = An +
∑
α ∆λ
α Start next time step.
end
U pdate ukn and calculate ε
e∗ and other trial variable by (6.5) and (6.6) at the
quadrature points.
if φα∗ ≥ 0 at some quadrature points then
Solve for ∆λα and ∆χα at those quadrature points (T his process depends on the
choice on flow rule formulation. T his will be discussed in a following section).
C alculate resulting stress σ = Ce[εe∗ −∑α ∆λαP α].
end
else
Set ∆λα = 0 and ∆χα = 0 at those quadratures points.
C alculate resulting stress σ = Ceεe∗.
end
R eturn the (†)
6.3 C alcu lating ∆λαn and ∆χ
α
n
T he objective of this section is to present the algorithms for the Lagrange multiplier, penalty,
and augmented Lagrangian formulations. T wo distinct methodologies, based upon the
Lagrange multiplier method, are discussed here. T he first is the set search algorithm (SSA ),
and the second is an equivalent formulation algorithm (E A ) due to Schmidt-B aldassari [37].
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T he augmented Lagrangian algorithm (A LA ) is based on a fixed point algorithm.
6.3.1 T he L agrange multip lier approach by the set search algorithm (SSA )
T he SSA is discussed in an abstract context in [26]. W e define the active set of slip systems
as
A := {α ∈ P|∆λα > 0} . (6.7)
W e denote the collection of incremental slip that are an element of the active set as
∆λ¯ := {∆λα|α ∈ A}.
N ow we can write the K K T constraints in equation (6.3b) in terms of the active set as
φα(∆λ¯) = 0 and ∆λα > 0 for α ∈ A, (6.8a)
φα(∆λ¯) < 0 and ∆λα = 0 for α ∈ P/A. (6.8b)
If we can determine an active set that satisfies both equation (6.8a) and (6.8b), then we
have solved the problem. A solution algorithm is as follows:
1. A ssume an active set.
2. Solve the equation φα(∆λ¯) = 0 for α ∈ A, using a N ewton–R aphson scheme, see
Section 4.3.
3. C heck that φα(∆λ¯) < 0 for α ∈ P/A and ∆λα > 0 for α ∈ A. If one of these
requirements is violated, update A and start again.
T his approach has two fundamental diffi culties. F irstly the Jacobian, required to solve
φα(∆λ¯) = 0 for α ∈ A in the N ewton–R aphson formulation, defined as
Kαβ =
∂φα
(
∆λ¯
)
∂∆λβ
= −P α : CeP β +
∑
δ∈A
(
∂hαβ
∂A
∆λδ + hαβδδβ
)
α, β ∈ A, (6.9)
has the potential to be singular or ill-conditioned. Secondly, the active set is not known
a priori, so a heuristic algorithm for determining the active set must be used. O ne such
algorithm, presented in [29], is summarised in A lgorithm 3.
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6.3.2 Source of the singular system
W e first assume all the slip systems are independent, which is not always the case see [19, p.
50]. It is clear from equation (3.32a) that the set {P α} form a basis for ε˙p. T he symmetry
and incompressibility2 requirements on εp also apply to ε˙p, implying that there are only
five independent entries in ε˙p. T he case when the proposed active set A contains more
than five slip systems presents a problem. T his is because we are trying to find the scalars
(the proposed ∆λ¯), of a now overdetermined problem. T his will manifest in a singular
Jacobian. O f course, for the case where the slip systems are not independent the problem
is then compounded. A solution to problems of this kind can be solved using singular value
decomposition (SV D ), see Section 4.2. A s we shall see the viscoplastic approach and the
A LA do not suffer from this issue as they solve a regularised problem.
T his independence problem also causes issues with the set search. To illustrate: imagine
a problem where there are only three slip systems, and slip system α = 1 is a linear
combination of α = 2 and α = 3. For some set of loading condition the active set A = {1}
is a solution to the set search problem. Since α = 1 can be made of a linear combination of
α = 2 and α = 3, this means for the same set of loading conditions the active set A = {2, 3}
as well as the active set A = {1, 2, 3} are also solutions to the active set search problem.
A s a result, the process that we use to find the active set (or more specifically update the
active set) is critical in representing the correct behaviour of the system.
6.3.3 T he L agrange multip lier approach by the ”equivalent” formulation
algorithm (E A ).
A nother approach, presented by [37], is to replace the K K T constraints (6.3b) with3
√
(φα (∆λ))2 + (∆λα)2 + φα (∆λ)−∆λα = 0, ∀α ∈ P . (6.10)
It should be emphasise that the set of inequlity and equality constrains in (6.3b) have been
replaced by an equation.
E quation (6.10) can be shown to be equivalent to the K K T constraints. B y squaring the
2see (3.8).
3W e omit the subscript n+ 1 for convenience.
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A lgorithm 3: Set search algorithm (SSA )
D ata: εpn, An, χ
α
n, An
R esult: εp, ∆λα
i = 1, A = An
(†) ∆λα = 0
if i = 2 then
A = ∅
end
i = i+ 1
w h ile First iteration or maxMα < tol do
C onstruct residual for α ∈ A:
Mα = φα
(
∆λ¯
)
=
[Ce (εn+ 1 − εpn −∑δ∈A ∆λδP δ)] : P α − (τα0 − χα (∆λ¯))
C onstruct Jacobian for α, β ∈ A:
Kαβ = −P α : CeP β +∑δ∈A (∂hαβ∂A ∆λδ + hαβδδβ)
U pdate: ∆λα = ∆λα − (Kαβ)−1Mα, if Kαβ is ill-conditioned use SV D .
A = An +
∑
α ∆λ
α
χα = χαn +
∑
β h
αβ(A)∆λβ
end
if for some α ∈ A: ∆λα < 0 then
A ⇐ A/{α = arg[min∆λα], α ∈ A} and return to (†)
end
if for some α ∈ P/A: φα > 0 then
A ⇐ A ∪ {α|φα > 0, α ∈ P/A} and return to (†)
end
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equation, we find
φα (∆λ)∆λα = 0. (6.11)
T his implies that equation (6.10) satisfies the third K K T condition. If we assume φα (∆λ)
is non-zero then equation (6.11) implies ∆λα = 0. N ow, using this in equation (6.10) we
get √
φα (∆λ)2 + φα (∆λ) = 0
or
|φα (∆λ) |+ φα (∆λ)) = 0.
T his is only true if,
φα (∆λ) ≤ 0 (6.12)
which implies that (6.10) satisfies the second K K T condition. If we assume ∆λα is non-zero
then (6.11) implies φα (∆λ) = 0. N ow using this in equation(6.10) we get
√
(∆λα)2 −∆λα = 0
or
|∆λα| −∆λα = 0.
T his is only true if
∆λα ≥ 0. (6.13)
T his implies that (6.10) satisfies the first K K T condition. T hus, (6.10) serves as a replace-
ment for the K K T condition.
T his equation is valid for all slip systems α ∈ P, irrespective of their “activity”. B y
solving equation (6.10), we will determine the incremental slip ∆λα and the active set.
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T he active set is determined simply by satisfying equation (6.10), since it will be given by
A = {α|∆λα > 0}.
E quation (6.10) can be solved using a N ewton–R aphson strategy, see Section 4.3, where the
Jacobian is given by
Kαβ = δαβ

 ∆λα√
(φα (∆λ))2 + (∆λα)2
− 1

+
∂φα(∆λ)
∂∆λβ

 φα (∆λ)√
(φα (∆λ))2 + (∆λα)2
+ 1

 . (6.14)
T his alternative form obviates the need to determine an active set, but at the expense of
solving a system of 2N equations once. In the case of a face-centered cubic crystal (f.c.c.)
structure, this implies 24 (12 doubly defined slip systems) equations. It can be shown
though geometric arguments that solving the same problem using the SSA will at worst
involve solving a final system of 8 equations. H owever, one may solve a significant number
of smaller systems in the active set iterations to get to the final system. A n attractive
quality of the E A is that it has a mathematical foundation while the set search process in
the SSA is heuristic. In this formulation, the Jacobian retains the possibility of becoming
singular or ill-conditioned and should be inverted using SV D (see Section 4.2) or similar
techniques. A n algorithm for this formulation is summarised in A lgorithm 4.
6.3.4 Penalty method algorithm for the viscoplastic formulation
T he algorithm presented here is very similar to that presented in the SSA , Section 6.3.1.
W e define the active set of slip systems as
A := {α ∈ P|φα > 0} .
W e denote the collection of incremental slips that are an element of the active set as
∆λ¯ := {∆λα|α ∈ A}.
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A lgorithm 4: E quivalent formulation algorithm (E A )
D ata: εpn, An, χ
α
n
R esult: εp, ∆λα
∆λα = 0;
C onstruct residual:
Mα =
√
(φα (∆λ))2 + (∆λα)2 + φα (∆λ)−∆λα
C onstruct Jacobian:
Kαβ = δαβ

 ∆λα√
(φα (∆λ))2 + (∆λα)2
− 1

+ ∂φα(∆λ)
∂∆λβ

 φα (∆λ)√
(φα (∆λ))2 + (∆λα)2
+ 1


U pdate: ∆λα = ∆λα − (Kαβ)−1Mα, if Kαβ is ill-conditioned use SV D .
A = An +
∑
α∆λ
α
χα = χαn +
∑
β h
αβ(A)∆λβ
U sing equation (6.3c) we can conclude that
∆λα > 0 for α ∈ A, (6.15a)
φα(∆λ¯) < 0 for α ∈ P/A. (6.15b)
If we can determine an active set that satisfies both equation (6.15a) and equation (6.15b),
then we have solved the problem. In the case of the viscoplastic formulation, see (3.33), we
can now write equation (6.3c) as
∆λα =

∆tη
[(
φα
τα0 −χ
α + 1
)p
− 1
]
α ∈ A,
0 α ∈ P/A.
G iven an active set this can be written as
Mα = σ : P α − (τα0 − χα)
(
∆λα
∆tη
+ 1
)1/p
= 0, α ∈ A, (6.16)
∆λα = 0, α /∈ A.
A solution algorithm for the viscoplastic formulation is as follows:
1. A ssume an active set.
2. Set ∆λα = 0 for all α ∈ P/A.
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3. Solve the equation σ : P α − (τα0 − χα)
(
∆λα
∆tη + 1
)1/p
= 0, using a N ewton–R aphson
scheme, see Section 4.3.
4. C heck that φα(∆λ¯) < 0 for α ∈ P/A and ∆λα > 0 for α ∈ A. If at least one of these
requirements is violated, update A and start again.
U nlike the SSA , the penalty method algorithm does not suffer from the diffi culties associated
with a singular problem. T his is because the penalty method does not enforce a solution
that satisfies the normality conditions exactly. A s stated, for the viscoplastic formulation
one is required to solve (6.16) using a N ewton–R aphson method, where the Jacobian is
given by
Kαβ = −P α : CeP β +
[∑
δ∈A
(
∂hαβ
∂A
∆λδ + hαβδδβ
)](
∆λα
∆tη
+ 1
)1/p
−
(τα0 − χα)δαβ
1
pη∆t
(
∆λα
η∆t
+ 1
)(1/p)−1
(6.17)
A n outline of the viscoplastic algorithm (VA ) is given in A lgorithm 5.
6.3.5 F ixed point algorithm for the augmented L agrangian algorithm
(A L A ).
For this algorithm one can state the relevant set of equations as:
∆λα = max [0,∆λα +∆tηφα(εp, χα)]
εp = εpn +
∑
α
max [0,∆λα +∆tηφα(εp, χα)]P α
A = An +
∑
α
max [0,∆λα +∆tηφα(εp, χα)]
χα = χαn +
∑
β
hαβ(A)max
[
0,∆λβ +∆tηφβ(εp, χβ)
]
.
O ne can apply a fixed point approach to the equation for ∆λα; that is,
∆λα(i+ 1) = max
[
0,∆λα(i) +∆tηφ
α(εp(i), χ
α
(i))
]
with ∆λα(1) = 0 , (6.18)
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A lgorithm 5: V iscoplastic algorithm (VA )
D ata: εpn, An, χ
α
n, An
R esult: εp, ∆λα
i = 1, A = An
(†) ∆λα = 0 for all α ∈ P
if i = 2 then
A = ∅
end
i = i+ 1
w h ile First iteration or maxMα < tol do
C onstruct residual for α ∈ A:
Mα = σ : P α − (τα0 − χα)
(
∆λα
∆tη + 1
)1/p
C onstruct Jacobian α, β ∈ A:
Kαβ = −P α : CeP β +
∑
δ∈A
(
∂hαβ
∂A
∆λδ + hαβδδβ
)(
∆λα
∆tη
+ 1
)1/p
−
(τα0 − χα)δαβ
1
pη∆t
(
∆λα
η∆t
+ 1
)(1/p)−1
U pdate: ∆λα = ∆λα − (Kαβ)−1Mα, if Kαβ.
A = An +
∑
α ∆λ
α
χα = χαn +
∑
β h
αβ(A)∆λβ
end
if for some α ∈ A: ∆λα < 0 then
A ⇐ A/{α = arg[min∆λα], α ∈ A} and return to (†)
end
if for some α ∈ P/A: φα > 0 then
A ⇐ A ∪ {α|φα > 0, α ∈ P/A} and return to (†)
end
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where the iteration counter i denotes iterations within the fixed point algorithm at time
step n + 1. T he intermediate states of the plastic strain εp(i), accumulated slip A(i) and
hardening χα(i) are given implicitly as
ε
p
(i)(∆λ(i)) = ε
p
n +
∑
α
max
[
0,∆λα(i) +∆tηφ
α(εp(i), χ
α
(i))
]
P α,
A(i)(∆λ(i)) = An +
∑
α
max
[
0,∆λα(i) +∆tηφ
α(εp(i), χ
α
(i))
]
,
χα(i)(∆λ(i)) = χ
α
n +
∑
β
hαβ
(
A(i)
)
max
[
0,∆λβ(i) +∆tηφ
β(εp(i), χ
β
(i))
]
.
U sing (6.18) we can write the intermediate states as
ε
p
(i)(∆λ(i+ 1)) = ε
p
n +
∑
α
∆λα(i+ 1)P
α,
A(i)(∆λ(i+ 1)) = An +
∑
α
∆λα(i+ 1),
χα(i)(∆λ(i+ 1)) = χ
α
n +
∑
β
hαβ
(
A(i)
)
∆λβ(i+ 1),
eliminating equation (6.18) dependence on εp(i) and χ
α
(i). T his gives the reduced iterative
scheme
∆λα(i+ 1) = max
[
0,∆λα(i) +∆tηφ
α(∆λ(i+ 1))
]
with ∆λα(1) = 0 . (6.20)
E quation (3.36) can be written as the time-discrete expression
A = {α ∈ P|max [0,∆λα +∆tηφα] 6= 0} .
T he state of the active set can be determined at any stage of the fixed point algorithm by
A(i) =
{
α ∈ P|max
[
0,∆λα(i) +∆tηφ
α(∆λα(i))
]
6= 0
}
. (6.21)
A s apposed to the SSA , this plays little role in the actual algorithm and the active set can
be determined by a function evaluation. T he active set can be monitored at any iteration
of the fixed point algorithm. O ne may notice that the active set can only attain additional
members as the fixed point algorithm progresses; this will be important later.
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N ote that the term ∆tηφα(∆λ(i+ 1)) in equation (6.20) uses the update ∆λ
α
(i+ 1). T he fixed
point algorithm will only converge if this term is suffi ciently small - that is if φα < /∆tη
for some tolerance . T his implies that we have control over the satisfaction of the yield
criterion through the choice of the penalty η. T his formulation allows us to accelerate the
convergence process by varying η. W e adopt the strategy of increasing η between the fixed
point steps:
η(i+ 1) = mη(i), η(1) = η0, m > 1 . (6.22)
T his allows us to solve the first iteration of (6.20) with a small penalty factor η0, thereby
generating a well-conditioned problem (recall the interpretation of the penalty method as a
form of viscoplastic regularisation). T hereafter, we increase η to allow for rapid convergence
to the fixed point. W e solve the fixed point problem (6.20) using a globally convergent
N ewton–R aphson method4, with a residual defined as 5
Mα
(
∆λ(i+ 1)
)
= ∆λα(i+ 1) −max
[
0,∆λα(i) +∆tη(i)φ
α(∆λβ(i+ 1))
]
(6.23)
and Jacobian
∂Mα
∂∆λβ(i+ 1)
= δαβ −


0 if max
[
0,∆λα(i) +∆tη(i)φ
α
]
= 0,
∆tη(i)
∂φα
∂∆λβ
(i+ 1)
otherwise.
(6.24)
T he algorithm is summarised in A lgorithm 6.
W hy is it esse tial to use a globally convergent N ew ton–R aphson m ethod for
th is problem ? T he Jacobian, equation (6.23), used in this algorithm has a nasty step-
like behavior. T he usual assumption of the N ewton–R aphson method is that the function is
convex and smooth in the vicinity of the root. H owever, in this case the Jacobian becomes
ineffective (in a N ewton–R aphson context) in the vicinity of the root, thus the quadratic
assumption is invalid. If the N ewton–R aphson process wanders into this region convergence
will cease. A damped N ewton–R aphson will assure that the Jacobian remains effective, and
4see Section 4.3.1
5W e are solving for ∆ λα(i+ 1) that satisfies the fixed point problem (6.20), so ∆ λ
α
(i) remains constant
throughout the N ewton–R aphson iterations.
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A lgorithm 6: A ugmented Lagrangian algorithm (A LA )
D ata: εpn, An, χ
α
n
R esult: εp, ∆λα
∆λα(1) = 0, η(1) = η0, i = 1
w h ile max φα < tol do
w h ile First iteration or maxMα < tol do
C onstruct residual:
Mα
(
∆λβ(i+ 1)
)
= ∆λα(i+ 1) −max
[
0,∆λα(i) +∆tη(i)φ
α(∆λβ(i+ 1))
]
C onstruct Jacobian:
Kαβ = δαβ −


0 if max
[
0,∆λα(i) +∆tη(i)φ
α
]
= 0
∆tη(i)
∂φα
∂∆λβ
(i+ 1)
otherwise
U pdate: ∆λα(i+ 1) = ∆λ
α
(i+ 1) −
(
Kαβ
)−1
Mα
A = An +
∑
α ∆λ
α
(i+ 1)
χα = χαn +
∑
β h
αβ(A)∆λβ
end
η(i+ 1) = mη(i)
i = i+ 1
end
ultimately converges to the root.
D ue to the close vicinity of the root and the region where the Jacobian becomes ineffetctive,
there is an unfortunate risk that the line search will dominate the root finding algorithm.
T his will maintain convergence, but have the undesirable effect of reducing the order of
convergence.
6.3.6 C onsidering using an initial guess for ∆λα
A ll the algorithms presented thus far are based on the initial guess ∆λ = 0 at the start
of the local algorithm. H owever, there appears to be no fundamental reason why this
should be the case. For these algorithms the initial guess plays an important role, because
central to each of these algorithms is a N ewton–R aphson method. It is well-known that
the convergence rate of the N ewton–R aphson method is dependent on the initial guess [34,
pg 362]. In this section we will consider alternative initial guesses for ∆λ and discuss their
effects.
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A n important consideration is whether the local problem is ill-conditioned. In the case that
the local problem is not ill-conditioned, the problem has a unique solution. A ny initial
guess will ultimately lead to this solution, so when choosing an initial guess one would
be concerned with the convergence rate. A s we have discussed in Section 6.3.2, an ill-
conditioned problem could have multiple solutions, and two different initial guesses could
converge to two different solutions. It is important to note that from the perspective of the
global algorithm that these two solutions are exactly the same, as they have the same stress
state. T herefore, from the point of view of the global algorithm it seems fair to accept any
solution provided by the local problem.
For many scenarios, the initial guess ∆λ = 0 seems an overly conservative approach. To
illustrate, we shall consider the case of linear hardening with applied loading conditions
that do not vary between time steps. Such loading conditions could be a constant applied
displacement. U nder these conditions, it is often the case that the solution for ∆λ will
have no variation between consecutive time steps. T he only variation will occur at discrete
times, when the active set changes. Taking this into consideration it is reasonable to expect
that the initial guess ∆λ = ∆λn would improve convergence. T his approach does not apply
only to the limited case we have considered above. If the harding rule is nonlinear, then the
initial guess ∆λ = ∆λn could be seen as a linear approximation of the behaviour. If the
loading conditions are fairly varied, then it is fair to assume that the time steps would be
small enough such that the boundary conditions appear constant. U sing this initial guess
is not as straightforward as one would like. W e shall show that the initial guess comes with
its own set of constraints.
A n important consideration is whether the structure of the algorithm can effectively accom-
modate an initial guess. C onsider for instance the SSA and the VA . T hese algorithms utilise
a set search method which involves solving a series of problems, each building on the last
attempt. T he information of the current solution is used to propose a new active set, but
that is all. N o other information is transfered between consecutive active set steps. T his is
done for all set search iterations except the first, where an initial guess for the active set (i.e.
A = An) is used. If the guess for the active set is not successful, the search restarts from an
empty set. T herefore, if any initial guess for ∆λα is proposed for this algorithm, it will only
be effective in the first iteration. If it is not successful in the first iteration, the information
is erased and the effect of the initial guess would be minimal in the greater scheme of the
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local algorithm. So by their nature, set search methods do not lead themselves to an initial
guess of ∆λα.
N ow we consider algorithms that do not use an active set search approach. T hese are the
A LA and the E A . T hese algorithms are not restricted by the set search process, and thus
could benefit from the use of an initial guess. O ne would still have the problem associated
with ill-conditioning and initial guess, but as we have stated there is no reason to claim
that one solution is more correct than another. So, it seems that there is potential to use
an initial guess ∆λα = ∆λαn for the A LA and the E A .
A nother consideration is that the solution from time step to time step is not the only
important state of the solution method. For each time step there are several intermediate
global iterations, and associated with each is a local iteration. T he converged local solution
for one of these global steps could be different from the converged solution of the time step.
T his means that using an initial guess ∆λα = ∆λαn may not be entirely relevant for some
of the intermediate local iterations. T his acts as motivation for the algorithm to be flexible
enough in moving from the initial guess to the solution, even if the initial guess is fairly
different from the solution.
B asic precautions can be taken to ensure that the initial guess ∆λα = ∆λαn is beneficial.
F irstly, an initial guess is only beneficial if it reduces the residual. So, before implementing
the initial guess it would be wise to compare residuals of the two cases, ∆λα = ∆λαn and
∆λα = 0. N aturally, whichever leads to the smaller residual is used. Secondly, the initial
guess is not used if φα(∆λαn) < 0 and ∆λ
α
n > 0 for some α.
In the following section we further discuss how the A LA can be used along with the initial
guess ∆λα = ∆λα.
6.3.7 A modified algorithm
H ere we shall discuss how we can modify the A LA solution scheme, using the initial guess
∆λα = ∆λαn, such that the solution for ∆λ
α is comparable to solution schemes that use the
initial guess ∆λα = 0. T here are scenarios where the initial guess ∆λα = ∆λαn could be
seen to favour certain slip systems. H ere we will propose a method for rectifying this. A s we
shall illustrate, this method is not foolproof, and there are conditions that will result in a
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solution for ∆λα that is different from solution schemes that use the initial guess ∆λα = 0.
T his method addresses the situation where the time step is small and there are constant
loading conditions. A s we have stated, we generally expect the initial guess ∆λα = ∆λαn
to be close to the solution. A n implicit assumption when using this initial guess is that
A = An, however this is not necessarily true. W hen this is not the case, and the slip systems
being added to the active set are not a linear combination of those in An, the initial guess is
fine6. W hen the slip systems being added to the active set are a linear combination of those
in An, essentially that slip system is not necessarily needed, and the initial guess favours
those in An. In order to rectify this we decide to disregard the initial guess ∆λα = ∆λαn,
and use the initial guess ∆λα = 0. A prerequisite of this is an algorithm that has a robust
definition of an active set. T he A LA active set definition (6.21) meets this requirement.
Its definition can be readily used at any step of the algorithm. O ne would try to use the
initial guess ∆λα = ∆λαn, then monitor the development of the active set throughout the
local algorithm. If any slip system not in An wants to become active, the local algorithm
is restarted with the initial guess ∆λα = 0. U sing this strategy we can develop a modified
algorithm. T his is presented in A lgorithm 7.
T he problem with this modification is that it only uses the initial guess ∆λα = 0 if it detects
a change in the active set. T here are situations where you have multiple solutions within
the same active set. In these situations, depending on the initial guess, one can converge
onto different roots. T his modification does not address this problem.
O ne may consider applying this approach to the E A . H owever, on a practical level this
treatment does not have a robust definition of an active set. T he active set can theoretically
be determined in a postprocessing manner, by considering the values of ∆λα. T hose greater
than zero can be defined as active, but this only works if the problem is solved exactly.
T hrough the N ewton–R aphson procedure the problem is never solved exactly, so this strict
requirement cannot be implemented. O ne could use a softer requirement by stating that
slip systems with ∆λα > tol are considered active. H owever, this only raises more questions
about how this tolerance should be determined. T his tolerance should depend on the level
of convergence of the N ewton–R aphson method, which itself is not easly to determine, and
more questions arise about the details of the dependence. T herefore, because this treatment
6In this section when we describe the initial guess as being “fine”, we mean that there will be no
discrepancy between the result for ∆ λα for this method,and methods using the initial guess ∆ λα = 0
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lacks a practical usable definition of the active set, we choose not to modify this algorithm.
A lgorithm 7: M odified augmented Lagrangian algorithm (M A LA )
D ata: εpn, An, χ
α
n, ∆λ
α
n, An
R esult: εp, ∆λα
if An 6= ∅ and maxMα
(
∆λβ = ∆λβn
)
< maxMα
(
∆λβ = 0
)
and (φα(∆λαn) > 0
w hen ∆λαn > 0 ∀α) then
∆λα(1) = ∆λ
α
n, η(1) = η0, i = 1, j = 1
end
else
∆λα(1) = 0, η(1) = η0, i = 1, j = 0
end
w h ile max φα < tol do
(†) w h ile First iteration or maxMα < tol do
C onstruct residual:
Mα
(
∆λβ(i+ 1)
)
= ∆λα(i+ 1) −max
[
0,∆λα(i) +∆tη(i)φ
α(∆λβ(i+ 1))
]
C onstruct Jacobian:
Kαβ = δαβ −


0 if max
[
0,∆λα(i) +∆tη(i)φ
α
]
= 0
∆tη(i)
∂φα
∂∆λβ
(i+ 1)
otherwise
U pdate: ∆λα(i+ 1) = ∆λ
α
(i+ 1) −
(
Kαβ
)−1
Mα
A = An +
∑
α ∆λ
α
(i+ 1)
χα = χαn +
∑
β h
αβ(A)∆λβ
end
if j == 1 and An 6= ∅ then
A(i+ 1) =
{
α ∈ P|max
[
0,∆λα(i+ 1) +∆tηφ
α(∆λα(i+ 1))
]
6= 0
}
if A(i+ 1) 6⊂ An then
∆λα(1) = 0, η(1) = η0, i = 1, j = 0
go to (†)
end
end
η(i+ 1) = mη(i), i = i+ 1
end
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6.4 A lgorithmic elastop lastic moduli
A n important ingredient for an effi cient finite element implementation is the algorithmic
elastoplastic moduli. T his was illustrated in (5.24). H ere we are interested in calculating
∂σ
∂ε
=
∂σ
∂εe∗
where εe∗ is the elastic trial strain. W e use the stress relationship
σ = Ceεe∗ −
∑
α∈A
∆λα (CeP α) .
Taking the derivative of this expression with respect to εe∗,
Cep = ∂σ
∂εe∗
= Ce −
∑
α∈A
(CeP α)⊗ ∂∆λ
α
∂εe∗
.
W e now require an expression for ∂∆λ
α
∂εe∗ . A t this point the numerical method by which we
calculate ∆λα becomes important.
6.4.1 R ate-independent appr ach: SSA , E A , A L A , and M A L A
A ll rate independent approaches enforce φα(∆λα) = 0 ∀ α ∈ A exactly. W e use this to find
an expression for ∂∆λ
α
∂εe∗ by using the chain rule
∂∆λα
∂εe∗
=
∑
β∈A
∂∆λα
∂φβ
∂φβ
∂εe∗
.
T he term ∂∆λ
α
∂φβ
is just the inverse of (6.9). T he term ∂φ
β
∂εe∗ is determined using (6.6), that is
∂φβ
∂εe∗
= (P β : Ce).
So the expression for the algorithmic elastoplastic moduli is given by
Cep = ∂σ
∂εe∗
= Ce −
∑
α∈A
∑
β∈A
(Kβα)−1(CeP α)⊗ (P βCe) (6.25)
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6.4.2 R ate-dependent approach: V A
In this formulation we found ∆λα that satisfy (6.16). O nce again we use this to find an
expression for ∂∆λ
α
∂εe∗ by using the chain rule
∂∆λα
∂εe∗
=
∑
β∈A
∂∆λα
∂Mα
∂Mα
∂εe∗
.
T he term ∂∆λ
α
∂M α is just the inverse of (6.17). T he term
∂M α
∂εe∗ is determined simply by
differentiation of (6.16):
∂Mα
∂εe∗
= (P β : Ce).
So the expression for the algorithmic elastoplastic moduli is given by
Cep = ∂σ
∂εe∗
= Ce −
∑
α∈A
∑
β∈A
(Kβα)−1(CeP α)⊗ (P β : Ce) (6.26)
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C hapter 7
Implementation in an ob ject
orientated framew ork
In recent years there has been interest in developing finite element software using an object-
orientated framework. T here has been much developement in this with several open source
options being developed, for instance fem++, fenics, deal.II, to name a few [2]. T here has
also been some intrest in the development object-orientated programs for plasticity, see
for example [45, 16, 15, 13]. In this chapter we will driefly discuss the object-orientated
paradigm, the open souce finite element library deal.II, and suggest a program layout for
the problem of crystal plasticity.
7.1 W hat is ob ject-orientated programming?
T he two major programming paradigms that are used today are the procedural and object-
orientated paradigms. T hey are loosely defined as:
• P rocedural: T he problem is decomposed into individual procedures or subroutines.
T his decomposition is usually done in a top-down manner. In a top-down approach,
once a section of the problem has been identified as being implementable by a pro-
cedure, it too is broken down into individual procedures. T he data however, is not
usually part of this decomposition.
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• O b ject-orientated: T he problem is decomposed into interacting objects. E ach ob-
ject encapsulates and hides methods that manipulate the hidden state of the object.
A message sent to an object invokes the encapsulated method that then performs the
requested task.
T he object-orientated paradigm was developed as a result of an increase in computational
capacity of hardware. P rogrammers could now construct significantly larger programs. In
an attempt to organise these large programs the object-orientated paradigm was developed.
T he key feature of this paradigm has been that of a class, an instance of which is called
an object. A n object is seen as a pseudo-self suffi cient entity, which contains all data and
procedures to perform its specific task. T his emphasis on keeping data within the object
is what contrasts it from a procedural language, where this is not done. T his kind of data
is referred to as private. O ne interacts with an object through its public methods, which
operate on the private data. A well structured object encapsulates its data.
O ne can define relationships between classes depending on the object-orientated languages
used. T ypical relationships found in most object-orientated languages are inheritance and
polymorphism. A n inherited relationship is when one class inherits all the members (data
and methods) from another class. It is often seen as an “is a” relationship. T ypical examples
would be “a bull-mastiff is a dog”. T he class D og would set out all the attributes every dog
should have, things like bark or run. T he class B ull-mastiff would inherit these attributes
either directly or redefine some of them. T he B ull-mastiff class would also be free to add
additional attributes that not all dogs have, for example drool. Loosely put polymorphism
is getting an object of a certain type to behave as an instance of a derived class. A typical
object-orientated program consists of multiple objects interacting with one another through
their public interfaces.
O ne of the biggest advantages of the object-orientated paradigm is that it leads itself to
creating routines that can be easily be re-used. It is considered by many to be the standard
paradigm for implementing large scale projects, though it does have its critics. M any of
the criticisms are focused on the programmer having to create overly complicated data
structures as a result of the restrictions the paradigm imposes on data: “T he problem with
object-oriented languages is they’ve got all this implicit environment that they carry around
with them. Y ou wanted a banana but what you got was a gorilla holding the banana and
the entire jungle.” [38]
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
CH A PTER 7. IM P LEM .IN A N OB J.OR IENTATED FR A M EW OR K 107
In most popular object-orientated languages one can find a large amount of 3rd party
software. T his 3rd party software is often in the form of a library, consisting of many
classes.
For our purposes, we are interested in a library that will perform the finite element analysis.
For our purposes the open-source finite element library deal.II [7], which is implemented in
C ++, is used. A brief introduction to deal.II that highlights the relevant aspects is given
in the following section.
7.2 O p en-source finite element library deal.II
D eal.II (D ifferential E quations A nalysis L ibrary) is a tool for solving differential equations
using finite element method. It is a very large library written in C ++ that is still actively
being developed. In this section we will discuss the program flow and class collaboration
that is required for a problem to be solved using finite elements in deal.II. W e discus the
concept behind each class or step in order to understand the role that it plays in the final
solution. A general overview of the program flow, relationships between classes and the
dependence of these classes is shown in F igure 7.1.
W e start our discussion with the U nit cell. W e referred to this as the reference element in
Section 5.6. In deal.II the only possible reference element is the unit hypercube [0, 1]n. For
problems in mechanics this would typically be the unit line [0, 1] in 1D , the unit square [0, 1]2
in 2D and the unit cube [0, 1]3 in 3D . D eal.II has no support for other reference elements
such as triangles, tetrahedra, pyramids or prisms. T his restricts the user when partitioning
the domain, as described in section 5.4, since now the partitioned domain must consist of
elements that can be mapped to a hypercube. T he desired dimension of the problem, which
defines the hypercube dimension, is stipulated by the user. T he user can access various
geometric properties about the U nit cell though the G eometryInfo class, which contains
information about the number of vertices per cell, the ordering of faces and the direction
of edges to name a few.
N ext we discuss the Triangulation class. E ssentially this class contains information about
the domain, or rather the partitioned domain, over which the problem is stated. For example
if the problem was to find the resulting displacement of a copper bar with length 0.3m and
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F igure 7.1: C ollaboration diagram of the most important steps and classes in a deal.II finite
element implementation [1].
radius 0.01m for some applied load, then the triangulation class would contain the geometric
information of the partitioned domain, being the mesh of the bar. T his class would not have
any information on the material type, applied loads or the shape function that is used. It
knows the position and the connectivity of the vertices for the mesh. O nce the triangulation
class is set up, the user will often use it to iterate over cells or faces. For instance if one
wished to construct F ext in (5.20c) then one iterates over the N elements and construct
h(e). Iterating over the elements is done by cell iterators; a pointer like object, supplied by
the Triangulation class.
T he Finite element classes contain all the properties of the desired shape function. T his
class is defined relative to the dimension of the problem or the U nit cell. T he Finite element
classes know nothing about the domain of the problem, the boundary conditions, etc. It
specifies the position of nodes on the reference element, the form of the shape function
ψi(x) and gradient of the shape function specified relative to the reference element. T he
user seldom uses the Finite element classes apart from declaring the desired shape function.
It can be used to access information about the number of degrees of freedom associated with
each cell, node or line. It can also provide the user with information about the value and
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gradient of individual shape functions at any point within the element.
T he Quadrature class contains all information necessary to perform the numerical quadra-
ture on the reference element. T his is information such as the quadrature point positions
on the reference element and its associated weight.
T he D oFHandler brings together information provided by the Triangulation class and as-
pects of the Finite element class. From the Triangulation class information is utilised about
the domain or mesh; in fact the D oFHandler class derives from Triangulation class so it
inherits all its data and methods. From the Finite element class information is utilised
about the chosen shape function; such as the position of nodes on the reference element
and number of nodes per element. It uses this to distribute the nodes over the partitioned
domain or mesh and gives them a global numbering. T his class does not know anything
about how the elements relate to the reference element or anything about the shape func-
tions themselves. Interaction with this class is done in a similar way to the Triangulation
class. T he D oFHandler class provides a cell iterator through which one accesses informa-
tion about each cell, face or line, etc. O ne can access all information of a topological and
geometric nature of the partitioned domain, in addition to things like the global numbers
of the degrees of freedom on the present cell.
T he object that handles the transfer of information from the reference element to an element
is the Mapping class and its derived classes. T he two classes that are defined with respect
to the reference element; the Quadrature and Finite E lement classes utilise the Mapping
class to map points to and from the reference element and the elements. For instance, if
one wishes to find the value of a shape function at a point on the mesh, then that point
is mapped to the reference element where the shape function value is determined. T he
Mapping classes also provided information about the Jacobian for a particular mapping.
In the implementation of finite elements, one is often interested in integrating the basis
function over an elements domain, for example (5.20e). A s we eluded to in (5.25) we use
G auss quadrature to evaluate these integrals. T he FE V alues class provides the functionality
to achieve this by bringing together aspects of the Finite E lement and Quadrature classes. It
provides the value of the shape function and shape function gradients at quadrature points,
as well as Jacobian and quadrature weights. T he Finite E lement and Quadrature classes
are defined on the reference element, and we need these values on the actual elements, so
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
CH A PTER 7. IM P LEM .IN A N OB J.OR IENTATED FR A M EW OR K 110
the FE V alues class uses the Mapping class to achieve this.
W ith the tools provided above one can construct the linear system described by (5.23). T he
D oFHandler class allows us to iterate over cells and the degrees of freedom. T he FE V alues
class facilitates the calculation of the elements contribution to the global system matrices
and vectors. T hen the D oFHandler knows where the elements contributions belong in the
system matrices and vectors.
O nce the entire linear system is constructed the user then needs to solve for the systems
unknowns. T his often requires the use of a L inear Solver. D eal.II provides a great number
of direct and iterative solvers. T here are also a great number of third party solvers that
deal.II can utilise.
O nce a solution has been found one may want to post process it, using visualisation software.
D eal.II is capable of outputting data in many output formats, which can be viewed using
third party visualisation software such as P araview [3] (an open source scientific visualization
tool).
O ne can find extensive documentation of this library at www.dealii.org.
7.3 Program layout and data structures
N ow that we have discussed the implementation of a finite element code we turn towards the
implementation of the crystal plasticity formulation. A s we have started in Section 5.6 it is
only necessary to know the stress at the G auss points. T he algorithms we have developed
in section 6 are valid at any point. A ll that these algorithms need to know is a limited set
of information at a point, the result of which is a stress at that point; for this reason these
algorithms are referred to as local algorithms. H ere we shall discuss the data structures we
used for there implementation.
T he first class we shall discuss is the SlipSystem class. T his class’ main purpose is to
manage all data that is relevant to a slip system. T he relevant data differs slightly from
formulation to formulation. For instance, all algorithms have data λα, ∆λα, χαn and P
α.
T he augmented Lagrangian algorithm requires an additional data member ∆λα(i) and minor
additional functionality. It makes sense that we have a base class SlipSystem that most
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F igure 7.2: P roposed data structure for the SlipSystem class.
of the algorithms use, and a derived class SSA ugmented that the augmented Lagrangian
algorithm uses. T he data structure is illustrated in F igure 7.2.
T he next class is the SetHandler classes. T he purpose of these classes is to manage the
SlipSystem objects; in a similar manner as the Triangulation and D oFHandler manages
cells. T he main member is a collection of the SlipSystem objects, in this case a std::vector
of SlipSystem objects. T he different algorithms have different requirements on this class,
but much of the functionality is similar. A central idea in the the penalty algorithm and
the set search algorithm is the active set search. For this reason, we would like to have
an additional data type that contains indices of the set of all SlipSystem objects that are
considered active at that moment. T his introduces additional methods to interact with
the active set. For this reason, we derive a class SHSetSearch from SetHandler to add the
additional functionality. A s a result of the augmented algorithm using the SSA ugmented
class, which has more functionality, we need a derived class SHA ugmented of SetHandler to
utilise these functions. T he user can iterate over the SlipSystem objects and interact with
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F igure 7.3: P roposed data structure for the SetHandler class.
a SlipSystem through its methods. W here possible the SetHandler can perform tasks on
an entire set. T he data structure is illustrated in F igure 7.3.
T he HardeningModel classes are responsible for providing information about the hardening
model. T he class should provide information about the hardening moduli hαβ and as well as
the update to the hardening term in (6.2). T his functionality is provided by the base class.
T he derived classes define the hardening type, i.e. provide a specific form for h(A). T he data
structure is illustrated in F igure 7.4. H ere we provided, as an example, the derived classes
for the hardening laws described in (3.17). If required, additional hardening laws could
easily be implemented by deriving additional classes from the base class HardeningModel.
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F igure 7.4: P roposed data structure for the HardeningModel class.
F igure 7.5: P roposed data structure for the MathFunctions class.
A ll the algorithms that have been discussed utilise a N ewton–R aphson method, and require
the inversion of a matrix to construct the algorithmic elastoplastic moduli (6.25)-(6.26).
T he class that provides this functionality is the MathFunctions class. T he numerical meth-
ods discussed in Section 4 are implemented in the MathFunctions class. T he data structure
is illustrated in F igure 7.5. T he Newton Raphson method, performs a globally conver-
gent algorithm described in Section 4.3.1. T he solver utilised in the N ewton–R aphson
scheme is notified that the system is potentially ill-conditioned or singular though the
boolean ill cond. In the case of an ill-conditioned system, the N ewton–R aphson uses an
SV D solver described in Section 4.2. If one wishes to use the N ewton–R aphson capabili-
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F igure 7.6: P roposed data structure for the QuadraturePoint base class.
ties of this class, one must derive a class that defines the functions construct residual,
construct jacobian, update Newton step and check residual.
T he final classes to be discussed here are the QuadraturePoint classes. T hese classes im-
plement the desired algorithm. T hey contain a HardeningModel and a SetHandler and
utilise these in the implementation. T he base data structure is illustrated in F igure 7.6.
Interaction with these classes is though the methods:
• solve which, for a given trial strain, calculates the stress by a predetermined algo-
rithm.
• time step converged sends a message to the SlipSystem that a new time step has
converged so that it can store it’s data appropriately.
• get stress returns the stress at the quadrature point.
• get C ep returns the algorithmic elastoplastic moduli.
A data structure that finds the stress by the algorithms given in Section 6.3 is given in
F igure 7.7.
O ne may ask the question how does this data structure interact with the data structure
available in deal.II? W e use the void user pointer available to every cell in the D oFHandler
class. In short, sets of QuadraturePoint objects (having a size equal to the number of
quadrature points in that cell) are allocated to a cell’s user pointer. E ach quadrature point
is then automatically associated with a QuadraturePoint object.
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F igure 7.7: P roposed data structure for the MathFunctions class.
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C hapter 8
N umerical examples
In this chapter, we present results based on the algorithms presented in C hapter 6. W e
present two experiments. T he first is a small-scale problem of the shearing of a cube. T his
is an idealised example, but still significantly challenging. It is intentionally implemented
in such a way that there is uniform stress throughout the cube, thus the results are easily
analysed at the quadrature point level. T he main objective of this numerical experiment is
to compare and contrast the quadrature point results of the various algorithms. W e also
compare the results to those found in the literature. T he second is a computationally larger
and more complex problem of a tension test. A n intentional weakness is introduced into
the strip such that a strongly localised bands of slip are induced. H ere there are several
objectives. T he first is to compare these results with those found in the literature. T he
second is to compare the agreement between the algorithms. For this purpose, several results
are prepared. Lastly, we compare the computational effi ciency of the various algorithms.
T his is done to establish, in a quantitative manner, which of the rate-independent algorithms
is computationally superior. In addition, we establish if the modification to the A LA is
effective.
8.1 C ub e in shear
A perfectly plastic cube composed of an f.c.c. material is subjected to perfect shear. T he
boundary conditions are chosen to replicate a state of plane strain. T his problem has been
117
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F igure 8.1: T he displacement boundary conditions for the shearing of a cube.
H ardening m odel
perfect plasticity h = 0
critical resolved shear stress τα0 = τ0 = 1.0 N /mm
2
E lastic tensor isotropic
bulk modulus κ = 1500.0 N /mm2
shear modulus µ = 562.5 N /mm2
V A
strain-rate sensitivity p = 200
penalty (viscosity) η = 2000
A L A /M A L A
initial penalty η(1) = 0.5
Table 8.1: Shearing of a cube model parameters.
investigated in [29] using the SSA and VA . For simplicity, we assume an elastically isotropic
crystal with a bulk modulu κ = 1500.0 N /mm2 and shear modulus µ = 562.5 N /mm2.
T he initial resistance to plastic flow is chosen to be the same for all slip systems τα0 = τ0 =
1.0 N /mm2. In a deformation-driven process the cube’s top surface (z = 1) is deformed in
100 equal time steps in the x-direction. T he displacement of the top surface relative to the
initial configuration is give by u = 0.0002β, where β is the load parameter. T he bottom
surface (z = −1) is fixed. T he boundary conditions are given in F igure 8.1. T his test is
performed for several orientations of the crystal structure. T he initial orientation is chosen
to be {θ1, θ2, θ3} = {0◦, 0◦, 0◦}. T his configuration is then rotated about the z- and y-axes,
in increments of 18◦. For each orientation the problem is solved, and the final shear stress
state and slip history recorded. T his entire set of experiments is solved using the SSA ,
VA , E A , A LA and M A LA approaches. A list of parameters can be found in Table 8.1.
T he choice for η in the VA is motivated by choosing a large enough penalty that a near
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F igure 8.2: R esults for crystal orientation {θ1, θ2, θ3} = {0◦, 0◦, 0◦}. (a) T he equivalent
plastic strain versus total lateral displacement, (b) the accumulated slip versus total lateral
displacement for slip systems with non-zero accumulated slip. T hese were produced using
the A LA . T he final stress was recorded to be 2.44949. N ear-identical results were attained
for all other algorithms (i.e. the SSA , E A , VA and M A LA ).
rate-independent solution is obtained, but not so large that the problem becomes singular.
For all the local algorithms, the final shear stress state and the history of plastic slip agrees
with those presented in [29]. A n example of the slip history is shown in F igure 8.2 and 8.3.
F igure 8.2(b) shows a set of eight slip systems experiencing the same amount of slip at each
time step. T his can be expected due to the orientation of the crystal structure and the
nature of the total strain ε state. T he initial total strain state (while still in the elastic
regime) produces a stress that only has non-zero components at σ12 = σ21, bearing in
mind that the stress is symmetric. W e are interested in the decomposition of this stress
onto the slip systems, i.e.τα = σ : P α, as this is an indication of which slip systems will
experience slip first, see (3.18). Initially, at least, we are interested in which α have the
largest Pα12 component. T hese will have the greatest Schmidt stress, and will experience
plastic deformation first. For this orientation, Pα12 = 0 ∀ {α|α = 3, 6, 9, 11, 15, 18, 21, 23},
Pα12 = −0.20412 ∀ {α|α = 2, 4, 7, 13, 17, 20, 22, 24} and Pα12 = 0.20412 ∀ α ∈ H =
{α|α = 1, 5, 8, 10, 12, 14, 16, 19} 1. T hus the set H will experience plastic slip first
under these loading conditions. C onsider the first time step where one needs to calculate
1H ere we have numbered the slip systems 1-12 according to T able 3.1, numbers 13-24 are the doubly
defined pairs of T able 3.1, i.e. slip system 1 has the doubly defined pair 13 and so on.
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F igure 8.3: T he accumulated slip versus total lateral displacement for the A LA with crystal
orientation {θ1, θ2, θ3} = {−18◦,−54◦, 0◦}. H ere we only only show the slip systems with
non-zero accumulated slip. T he data has been split into F igure 8.3(a) and 8.3(b) due to a
scale change in the data. T he final stress was recorded to be 1.46913. N ear-identical were
attained for all other algorithms (i.e. the SSA , E A , VA and M A LA ).
the slip for H. T he problem will be exactly the same on each slip system in H, so we expect
the solution to be the same on each slip system; let that be ∆λ∗.
T he next consideration is how the stress will be affected by the plastic deformation. In gen-
eral a slip system which experiences slip in the current time step could have a considerable
influence on the stress in future time steps. T he matrix P α form a basis for ∆εp (see for
example (6.3a)). T he scalars that form the linear combinations of these basis tensors are the
∆λα, so a change in ∆λα causes a change in the composition of ∆εp (and hence a change
in εp). For instance a considerable change in εp can occur when a slip system becomes
active for the first time, i.e. a λα goes from being zero to a positive scalar. A change of
the plastic strain ultimately effect the stress due to (3.15). T he change that this can cause
in the stress can have a drastic effect on other slip system’s yield criterion values, allowing
them to experience slip in future time steps. T hus a slip system experiencing plastic slip
can encourage slip systems to experience slip in a future time step. T he plastic strain for
the first plastic iteration will be given by
εp =
∑
α∈H
∆λ∗P
α,
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for this problem this would be
= ∆λ∗


0 1.63299316 0
1.63299316 0 0
0 0 0

 .
Since σ = Ce(ε − εp), we can conclude that the non-zero components of the stress will
remain so in the following time steps. So for future time steps we expect the same slip
systems to experience plastic slip. T his in some way explains the result in F igure 8.2.
T he result in F igure 8.3 shows the complex and coupled behaviour of the slip history for the
crystal orientation {θ1, θ2, θ3} = {−54◦,−18◦, 0◦}. N otice how slip systems become active
at later stages of the experiment and how multiple slip systems can become active in one
time step. T his kind of behaviour can be diffi cult to capture, and serves as motivation for
a robust algorithm.
Some interesting deductions can be made from the fact that we are using a perfectly plastic
model and proportional loading conditions. Imagine a set of time steps where the active
set remains unchanged. D ue to the proportional loading conditions, we can expect that the
initial violation of the yield function is identical for these time steps. In fact, one is solving
exactly the same problem in these time steps, thus we expect the solution to be exactly the
same. T herefore, ∆λα will be exactly the same for these two time steps. T his means the
change in gradient of λα is zero, implying a straight line in this situation. W hen the active
set changes between time steps, we can expect a considerable change in the solution for
∆λα. T hus a change in the gradient of λα is expected at these points. Since the change in
active set is a discrete occurrence, one can expect the λα to consist of continuous piecewise
straight lines. T his is noticed in F igure 8.3. C hanges in gradients of λα correspond to
changes in the active set.
8.2 Strip in tension
W e next look at an example where localisation of plastic slip occurs. T his is an example
of a strip of material in tension. T he strip has dimensions 6mm × 15.4mm × 0.3mm. A
partitioned domain is generated for the strip consisting of 384 (12 × 32 × 1) triquadratic
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F igure 8.4: Schematic of a 6mm× 15.4mm× 0.3mm strip partitioned into 384 quadrilateral
elements.
elements, see F igure 8.4. H ere we used quadratic polynomial shape functions in order to
circumvent the effect of locking associated with low-order trilinear elements.
O nce again a displacement-driven process is used. A positive and negative displacement
relative to the initial configuration of u = β15.4 × 10−5mm are applied to the top and
bottom surface respectively, where β is the load parameter. W e stagger the elongation of
the sample into nine equal load steps up to β = 90 followed by 110 equal load steps until
a final load parameter of β = 200 is achieved. T he initial steps are all elastic steps, where
the history of the material is irrelevant. T he displacement of the front and back walls are
constrained to impose a state of plane strain. T he side walls are allowed to contract in the
x-direction. T he x-displacement of the set of points in the bottom left corner are fixed. See
F igure 8.5 for a visual representation of these boundary conditions.
W e choose to model a f.c.c. crystal structure. T he elastic response of the material is chosen
to be anisotropic with cubic symmetries (see (3.22)). T he hardening model is a sech+linear
type, see (3.17), with a hardening parameter q = 1.4. T he full set of material parameters
is given in Table 8.2. A gain, the choice for η in the VA is motivated by choosing a large
enough penalty that a near rate-independent solution is obtained, but not so large that the
problem becomes singular.
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(a) (b) (c) (d)
F igure 8.5: Loading and boundary conditions: (a) apply a positive and negative displace-
ment of u = β15.4 × 10−5mm in the y-direction to the top and bottom surfaces. (b) F ix
the z-displacement on the front and back surfaces. (c) Left and right surfaces are free. (d)
F ix the x-displacement of the points in the bottom left corner. H ere, the orientation is the
same as F igure 8.4.
H ardening m odel
sech+linear h(A) = h0 cosh
−2
(
h0A
τ∞−τα0
)
+ h1
initial hardening h0 = 0.533 G Pa
linear hardening h1 = 0.001 G Pa
critical resolved shear stress τα0 = τ0 = 0.060 G Pa
Saturation stress τs = 0.108 G Pa
H ardening parameter q = 1.4
E lastic tensor anisotropic with cubic symmetries
moduli C11 = 107.300 G Pa
moduli C12 = 60.900 G Pa
moduli C44 = 28.300 G Pa
V A
strain-rate-sensitivity p = 200
penalty (viscosity) η = 2000
A L A /M A L A
initial penalty η(1) = 0.5
Table 8.2: T ension test model parameters.
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(a) (b) (c)
F igure 8.6: T he equivalent plastic strain for the crystal orientation {θ1, θ2, θ3} = {0◦, 0◦, 0◦}
at loading parameter (a) β = 101 (b) β = 102 (c) β = 110. H ere, the orientation is the
same as F igure 8.4.
In order to trigger the onset of localisation of the slip, a imperfection is placed in the
material at the point illustrated in F igure 8.4. W ithin this cell we have reduced the yield
stress by 10% .
8.2.1 C omparing the resu lts for the various formulations to those found
in literature
T he first test that we run is to establish that the various formulations give the same results.
T he orientation of the crystal is chosen to be {θ1, θ2, θ3} = {0◦, 0◦, 0◦}. T he result displaying
the distribution of the equivalent plastic strain A =
∑
α λ
α over the domain is shown in
F igure 8.6. T his particular set of results were found using the E A . T he other algorithms
gave comparatively indistinguishable results. It can be seen in F igure 8.6 that there is a
localisation of the equivalent plastic strain into two bands. T hese bands are called slip
bands. T he same phenomenon is present in the tension test simulated in [29].
In the next test we rotated the orientation of the crystal structure. H ere, as in [29], we
hope to observe the change in orientation of the slip bands. In F igure 8.7 we display results
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(a) (b) (c)
F igure 8.7: T he equivalent plastic strains for the loading parameter β = 120 and crystal
orientation θ2 = θ3 = 0
◦ (a) θ1 = 0
◦ (b) θ1 = −15◦ (c) θ1 = 15◦. H ere, the orientation is
the same as F igure 8.4.
at the same loading parameter, but with different crystal orientations. H ere we choose to
display the crystal orientations {θ1, θ2, θ3} = {0◦, 0◦, 0◦}, {15◦, 0◦, 0◦}, {−15◦, 0◦, 0◦}. In
F igure 8.7 a strong correlation between the change in slip band angle and the change in
orientation of the crystal structure is observed.
T he numerical values given in a similar test conducted in [29], could not be reproduced. T his
could be due to two reasons. F irstly, we may have used a different hardening rule as details
of the rule used in [29] are absent. Secondly, the interpolation used in the visualisation of
results plays a large role in the displayed numerical values. If the interpolation of the results
is different then the displayed numerical values could differ significantly. D espite this, the
agreement of the results in Section 8.2 with those in [29] and the agreement in general
behaviour (the development of slip bands, and the dependence of the slip band orientation
on the crystal orientation) with those presented in [29], serve as motivation for confidence
in our results.
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8.2.2 A further comparison of the resu lts of the various formulation
W e wish to make a closer comparison of the various formulations by comparison with the
visocoplastic solution. To do this, the cell averaged equivalent plastic strain has been plotted
along a line. T he position of this line must be such that it maximises the discrepancy in the
solutions produced by the various formulations. To choose the position of this line we will
conduct a small thought experiment. C onsider a point P experiencing plastic deformation.
T he neighbouring point to P will be influenced by P because the plastic deformation of P
has a nonlocal effect expressed though the stress field. T he hardening of point P also plays
a role in stimulating the neighbouring points to experience plastic deformation. So, plastic
deformation should spread along the domain to neighbouring points. If there is an “error”2
associated with calculating the slip then this “error” will be compounded as the plastic
deformation spreads over the domain. In our case we know that the plastic deformation
will start at the imperfection and then spread over the domain, thus we choose to plot the
equivalent plastic strain over the line defined by x = 2.7, z = 0.0 (see F igure 8.4).
For simplicity we present and discuss results for crystal orientation {θ1, θ2, θ3} = {0◦, 0◦, 0◦}.
T he result is shown in F igure 8.8. F igure 8.8(a) is chosen to be the first loading parameter
for which these cells experience plastic slip. A s one can see there is a significant discrep-
ancy between the A LA /M A LA solution and the other formulations at this load parameter.
H owever, this discrepancy becomes small within a few time steps. B y β = 110 the results
are near identical (see F igure 8.8(f)). O ne interesting characteristic of the A LA /M A LA
solution is that it shows a much more pronounced localisation at earlier time steps. Similar
behaviour was noted in crystal orientations {θ1, θ2, θ3} = {15◦, 0◦, 0◦}, {−15◦, 0◦, 0◦}.
A nother comparison that can be done is to compare the applied load versus displacement.
T his is only done for the top surface of the strip. T he results can be seen in F igure 8.9.
H ere too we see a high degree of correlation between all the algorithms.
8.2.3 E ffi ciency test
T he last test compares the computational times taken by the various rate-independent
algorithms. W e compare these times relative to the VA . T his is done by dividing the
2B y “error” we mean a discrepancy relative to the visocoplastic solution.
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F igure 8.8: T he equivalent plastic strains averaged over the elements intersecting the line
(2.7, y, 0) at loading parameter (a) β = 101 (b) β = 102 (c) β = 103 (d) β = 105 (e) β = 107
(f) β = 110.
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
CH A PTER 8. NU M ER ICA L EX A M P LES 128
0
5e+07
1e+08
1.5e+08
2e+08
2.5e+08
3e+08
0 0.005 0.01 0.015 0.02 0.025 0.03
F
o
rc
e
 (
N
)
Displacement (mm)
SSA
visco
EA
ALA
MALA
F igure 8.9: T he vertical force versus the vertical displacement for the top surface.
θ1 = 0
◦ θ1 = −15◦ θ1 = −30◦
SSA 0.993 0.989 0.990
E A 18.165 18.059 22.263
A LA 7.719 7.700 7.458
M A LA 5.960 6.340 6.194
Table 8.3: T he total C P U times relative to the VA ’s total C P U time.
rate-independent algorithm run times by the visocoplastic algorithm time. W e use the
same setup, boundary conditions and material parameter as described above, except that
we set the hardening parameter q = 1. T his choice of hardening parameter causes an
increase in the likelihood of an ill-conditioned system. A s in the previous case, the sample
is elongated to a load parameter of β = 200. W e choose three different crystal orientations
{θ1, θ2, θ3} = {0◦, 0◦, 0◦}, {−15◦, 0◦, 0◦}, {−30◦, 0◦, 0◦}. T he results are given in Table 8.3.
It is clear from this table that the SSA is superior in that it takes much less time than the
other rate-independent algorithms, and that it takes slightly less time than the visocoplastic
algorithms. W e also note that the A LA and M A LA performed comparatively better than
the E A , but not better than the SSA . T he modification to the A LA caused approximately
a 17% increase in the effi ciency of the algorithm.
For the M A LA the success and type of initial guess was recorded, see Table 8.4. H ere,
∆λα = ∆λαn, 0 means that the initial guess ∆λ
α = ∆λαn was used, but later changed to
∆λα = 0 due to the active set changing. A s can be seen the success of the initial guess
is prominent, but more importantly scenario where the initial guess is abandoned is low.
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Initial guess θ1 = 0
◦ θ1 = −15◦ θ1 = −30◦
∆λα = ∆λαn 0.546 0.394 0.452
∆λα = 0 0.454 0.606 0.533
∆λα = ∆λαn, 0 0  0.01 0.015
Table 8.4: T he prevalence of succesful inital guesses for the M A LA .
T his is a positive result as these scenarios are computationally more expensive than the
alternatives.
V arious questions are raised by Table 8.3. For instance, what is the cause of the E A time
being so much larger? Is it caused by the slow convergence of a few local iterations or
in general does the E A take longer to solve each local iteration. In order to get better
insight into the reason for the significant difference in the times in Table 8.3 we investigate
the time per local iteration. For each quadrature point, we record the time taken for the
quadrature point to converge, in other words the time for the local iteration to converge.
T his is done irrespective of the location of the quadrature point and irrespective of the
global N ewton–R aphson iteration. In F igure 8.10 we present histograms of the C P U time
per local iteration for the various formulations. T he histograms in F igures 8.10(a)-8.10(e)
clearly indicate that the extended run times are caused by longer local iteration run times.
T his implies that the E A , A LA , and M A LA converge more slowly than the SSA in general.
F igures 8.10(c) and 8.10(d) also provided further evidence for the effi ciency improvement of
the modified A LA (M A LA ). F igure 8.10(d) illustrates that, as a results of the modification,
a large number large number of local iteration run times have become significantly faster.
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F igure 8.10: H istogram of the C P U time per local iteration for the (a) VA (b) SSA (c) A LA
(d) M A LA (e) E A .
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C onclusions and recommendations
9.1 C onclusions
T he main objective of this thesis was to review and implement various algorithms in rate-
independent single-crystal plasticity. T he starting point was to justify the mathematical
model for single-crystal plasticity. A fter this was done, various constrained optimisation
techniques were applied to the principle of maximum plastic dissipation. D epending on the
constrained optimisation technique used, different flow rules were generated. A fter space
and time discretisation, numerical techniques were applied to governing sets of equations.
T hese ultimately resulted in a variety of local algorithms. F inally, these algorithms were
applied to two numerical examples to compare agreement and performance.
T he first goal was to develop a mathematical model for single crystal plasticity. T his
involved discussing the relevant theories from continuum mechanics. A s a basis for the
theory it was relevant to discuss classical plasticity. A fter this, the response of crystal
structures at a microscopic level was discussed to justify further relationships. A dding
these relationships to classical plasticity gives rise to single crystal plasticity.
O ut of the theory of classical plasticity came the principle of maximum plastic work. T his
principle can be treated as a constrained maximisation problem. H ere it was necessary to
give a background of the various mathematical treatments. T hese were: Lagrange multi-
plier, penalty, and the augmented Lagrangian formulations. E ach application of a formula-
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tion to the maximisation problem results to its own set of flow rules.
A t this point it was appropriate to discuss the various numerical techniques to be used in
the treatment of the problem. T his included the numerical linear algebra techniques of LU
and singular value decompositions. It is was also relevant to discuss globally convergent
N ewton–R aphson techniques and the finite element method.
A fter these numerical methods where introduced, the relevant equations where discretised
in space and time. A fter this, algorithms were developed to solve the various flow rules. In
total five algorithms where developed: the SSA , VA , E A , A LA , and M A LA . T he VA is a
rate-dependent algorithm while all the other are rate-independent algorithms. T he SSA and
the E A were developed from the flow rules derived from the Lagrange multiplier’s treatment
of the principle of maximum plastic dissipation. T he SSA utilises a set search while the
E A casts the K K T conditions into a set of equations which is solved for using a N ewton–
R aphson approach. T he A LA and the M A LA were developed from the flow rules derived
from the augmented Lagrangian treatment of the principle of maximum plastic dissipation.
T hese both apply a fixed point method to the flow rules. T he M A LA was a modification
of the A LA to allow a initial guess based on the previous time iteration.
T he implementation of the algorithm in an object orientated frame-work was discussed.
H ere a sensible class structure was proposed. T his class structure serves as a guide and is
by no means the only option.
F inally, the algorithms were applied to two problems. T he first problem is the shearing of
a perfectly plastic single crystal cube. T his problem is small, but useful in illustrating the
complex behaviour that develops at a quadrature point. H ere the slip history results and
final shear stress were recorded. T he results from the various algorithms compared well
with one another and well with results presented in the literature.
T he second problem was a tension test. T his is a much larger problem, with far more
local problems to be solved. T he results where compared at macroscopic level, here a good
agreement was found for the various algorithms results for the equivalent plastic strain. A
more detailed comparison of the equivalent plastic strain was done by plotting the results
along the right most boundary of the tension strip. It was found that the results for
the algorithms using the augmented Lagrange treatment gave slightly different solutions.
T he difference in the solution was only prominent in early time steps, and this difference
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became small rapidly. It was also noted that at these early time steps the algorithms using
an augmented Lagrange treatment had a more localised and pronounced solution.
T he tension problem was then used to compare the performance of the various rate-
independent algorithms. H ere it was found that the SSA greatly out-performed the other
algorithms. It was also found that the poorest performing algorithm was the E A , taking
approximately twenty times longer than the SSA . T he second and third best performing
algorithms where the M A LA and the A LA . T hese took approximately 6 and 7.5 times
longer than the SSA . T he modification to the A LA , found in the M A LA , increased the
performance by approximately 17% .
Further analysis of the performance results was conducted by monitoring the run times
for each quadrature point. T his revealed that the increased in performance was related to
generally better performance of the local algorithms. In addition, it also shows that poor
performance was not caused by an isolated event, but rather by a generally poor performing
local algorithm.
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