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Cardiovascular disease is a leading cause of death in South Africa [1]. In particular
non-fatal myocardial infarction is a key determinant for future cardiac failure due
to adverse remodelling and electrophysiological dysfunction [2,3]. Computational
modelling of the electrophysiology and mechanics of the heart can provide useful
insights into the causes of cardiac failure and the ecacy of treatments designed
to combat myocardial infarction.
A computational model of the healthy and infarcted left ventricle of a rat was
developed using the eikonal diusion equation to simulate the electrophysiology
[4]; a continuum mechanical model incorporating a passive mechanical model
of Usyk to describe the nonlinear, anisotropic and nearly compressible nature of
cardiac tissue [5]; and an active stress model of Guccione to model the contraction
of cardiac tissue [6]. Boundary conditions modelling the blood pressure on the
heart wall were applied to simulate the cardiac cycle.
An idealised geometry of an ellipsoid was used to model the structure of the rat
left ventricle. The element-free Galerkin method (EFGM) was used to interpolate
functions in the domain [7]. Both the eikonal diusion equation and mechanics
equations were solved using the Newton-Raphson Method. The boundary col-
location method for EFGM was used to enforce boundary conditions [8]. The
model was implemented within SESKA, parallel in-house mechanics code written
in C++. Simulations were run on the Centre for High Performance Computing
(CHPC) SUN Cluster using up to 64 cores.
The eikonal diusion equation was validated and calibrated so that results
qualitatively matched experimental results [9,10]. The healthy mechanical model
was validated using data from experimental studies in literature [1113]. The
full cardiac cycle of the healthy rat left ventricle was then simulated with end
diastolic volume, end systolic volume and ejection fraction compared well with
literature [1418].
Lastly, a model of the rat left ventricle during the ischaemic phase of my-
ocardial infarction was simulated. An increase in end diastolic volume from the
healthy left ventricle was shown as has been found experimentally [19]. Addi-
tionally evidence of characteristic over-stretching in the infarcted region during
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action potential the potential dierence across the a biological membrane (mV ).
active mechanics mechanical behaviour during contraction of the heart.
active stress a mathematical description of the contribution of the contraction
of myocytes to the total stress.
active tension tension developed by the myocyte due to active forces (kPa).
aorta a large artery leaving the left ventricle and sending blood to the rest of
the body.
aortic valve a valve separating the left ventricle from the aorta.
apex the bottom tip of the left ventricle.
atria the two smaller cavities of the heart pumping blood to the ventricles.
base the top of the left ventricle near the aortic valve.
branch bundle block when the Purkinje network is damaged and there is asyn-
chronous contraction of the heart.
cell membrane the membrane around the cell separating intracellular from ex-
tracellular uid.
collagen a prote n, the main constituent of the extrcellular matrix.
coronary artery artery transporting blood to the heart.
crossbridge connection between actin and myosin proteins that causes contrac-
tion.
depolarisation time the time at which a myocyte begins contracting (s).
diastole the phase of the cardiac cycle when ventricles do not contract.
eikonal diusion equation a mathematical model describing the depolarisa-











ejection phase of the cardiac cycle when the ventricles contract and the aortic
valve is open.
ejection fraction the ratio of stroke volume to end-diastolic volume.
electrophysiology electro-chemical dynamics of the heart.
element-free Galerkin method a numerical method similar to the nite ele-
ment method that does not use elements.
end-diastole the end of diastole (before contraction begins).
end-systole the end of systole (before relaxation begins).
endocardium the inner layer of the myocardium.
epicardium the outer layer of the myocardium.
extracellullar pertaining to the outside of a cell.
extracellular matrix the mesh of connective tissue, primarily collagen, that
supports myocytes.
bre directions the average orientations of myocytes in the myocardium.
gap junctions pores connecting adjacent myocytes through which ions are trans-
ported.
injection therapy a therapy for myocardial infarction where a gel is injected
into the infarcted tissue.
intracellular pertaining to the inside of a cell.
ion channel a channel in a cell through which ions can pass.
ischaemia the rst stage of myocardial infarction.
isovolumetric contraction phase of the cardiac cycle when the ventricles con-
tract while valves are closed and the ventricular volume is constant.
isovolumetric relaxation phase of the cardiac cycle when the ventricles relax












mitral valve valve connecting the left atrium and left ventricle.
modied boundary collocation method a method for applying boundary con-
ditions in the element-free Galerkin method.
monodomain equation a mathematical model describing the spatial and tem-
poral evolution of the action potential.
myocardial infarction tissue death usually caused by the restriction or block-
age of blood ow from the coronary arteries to a part of the heart tissue.
myocardium the muscle tissue of the heart.
myocyte (cardiomyocyte) specialised muscle cell that is found in the heart.
orthotropic a material that has diering material properties in two or three
orthogonal directions.
passive mechanics mechanical behaviour when there is no contraction.
preload the initial pressure applied at the beginning of diastolic lling (kPa).
pressure-volume loop the pressure plotted as a function of volume, forming a
closed loop over the cardiac cycle.
propagation speed speed at which the electrical signal is propagated through
the myocardium (mmms−1).
Purkinje cell a specialised myocyte with high conduction speed.
Purkinje muscle junction (PMJ) connection between a Purkinje cell and the
myocardium of the ventricle.
Purkinje network network of Purkinje cells spread over the endocardium of
the ventricle.
relaxation time the time from maximum active tension to no active tension
(s).













sarcomere the subcellular contractile unit of the myocyte.
sarcomere length length of the sarcomere (µm).
sarcoplasmic reticulum an intracellular store of calcium ions.
stroke volume the volume of blood ejected during systole (µL).
systole the phase of the cardiac cycle when the left ventricle contracts.
tension development the process by which myocytes contract and develop ten-
sion.
transmural through the heart wall.
transversely isotropic where the material behaviour in a certain preferred di-
rection is dierent from the material behaviour orthogonal to this direction.
ventricle a large cavity of the heart pumping blood to the lungs (right) or rest
of the body (left).














Myocardial infarction refers to tissue death usually caused by the restriction or
blockage of blood ow from the coronary arteries to a part of the heart tissue
(see Fig. 1.1). This can be due to a build up of plaque in the coronary arteries
or a blood clot restricting blood ow to the heart tissue. The part of the heart
tissue serviced by the blocked coronary artery dthe body.ies or becomes damaged
due to the lack of blood. Although a myocardial infarction is not always fatal,
the presence of infarcted tissue causes a reduction in cardiac function and may
cause further heart pathologies [2, 3]. Myocardial infarctions aect a large and
increasing segment of the population making it of critical importance to develop
a better understanding of the eects of myocardial infarction so that eective
treatments can be devised [21].
Computational models of the heart can be used to simulate the function and
dysfunction of the heart. In order to accurately model the heart it is necessary
to take into account a number of subsystems of the heart: the electrophysiol-
ogy describing the electrochemical dynamics; the active mechanics describing the
contraction the body.of myocardium; and the passive mechanics describing the
mechanical response of the myocardium to external forces such as blood lling
pressure. Computational models bypass ethics procedures needed for human
and animal experimental studies and parameters can more easily be changed to
represent dierent physiological conditions. Comprehensive experimental results











Chapter 1. Introduction 1.1. Introduction
Figure 1.1: Schematic of a myocardial infarction. Adapted from [22].
be dicult to obtain due to the complexity of the models [23]. Once validated
with experimental data, computational models can oer unique insight into func-
tion and dysfunction, and have the power to test treatments and have been used
in clinical settings to optimise treatment [2429].
Over the past fty years the eld of computational cardiology has developed,
together with improved physiological knowledge, through revolutionary experi-
mental techniques such as the voltage clamp and patch clamp techniques [30].
Initial modern work, such as that of Noble [31], described the electrochemical
dynamics of a single cell whereas nowadays full electromechanical models of the
whole heart based on accura e Magnetic Resonance Imaging (MRI) images can
be simulated. With the increase in computing power through parallel computing
clusters, computational modelling of the heart has the potential to become highly
relevant clinically [32].
Complications resulting from myocardial infarction can be either mechanical
(from thinning of the heart wall and reduced pump function to catastrophic
rupture of the heart wall) or electrophysiological (such as irregular heart beats).
A number of therapies have been designed to treat myocardial infarction that
aim to improve the mechanical function of the heart and prevent further loss in
cardiac function. These therapies have shown promising results experimentally
and computational models of the infarcted heart represent an opportunity to test
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1.2 Cardiac Modelling
1.2.1 The Heart
The heart is located in the thorax between the left and right lungs (see the for
the human heart in Fig. 1.2). The function of the heart is to pump oxygen rich
blood to the rest of the body supplying it with critical oxygen and nutrients and
to pump de-oxygenated blood to the lungs to be oxygenated. The heart is divided
into four cavities through which blood passes, the largest being the left ventricle
tasked with pumping blood to all parts of the body.
Figure 1.2: Diagram showing the location of the heart between the left and right
lungs. Adapted from Sachse [33].
Heart tissue, myocardium, is primarily made up of cardiomyocytes, specialised
muscle cells that are found in the heart. Cardiomyocytes contract when an elec-
trical impulse is propagated through the heart and their contraction causes the
contraction of the heart and the ejection of blood from the heart into the arteries
that lead to the rest of the body. Cardiomyocytes are cylindrical in shape and
their ordered arrangement within the myocardium leads to anisotropic macro-
scopic electrophysiological and mechanical behaviour. This means that material
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its structure. Since only myocytes in the heart are considered, cardiomyocytes
are referred to as myocytes in the remainder of this thesis.
1.2.2 Electrophysiology
The heart contracts due to an electrical impulse that propagates through the
heart. This electrical activity is caused by electro-chemical dynamics of ions
within each myocyte and changes in ion concentration cause the myocyte to con-
tract. The description of these electro-chemical dynamics constitutes the electro-
physiology of the heart. Electrophysiology occurs both at the microscale where
ion currents through the cell membrane of each myocyte cause a potential dier-
ence across the cell membrane, the action potential, and at the macroscale where
the electrical signal propagates throughout the heart.
Myocardial infarction can cause a number of electrophysiological pathologies
such as arrhythmias, or irregular heart beats, and branch bundle blocks, where
asynchronous contraction of the heart occurs due to abnormal propagation of the
electrical impulse [34].
1.2.2.1 Cellular Models
The modern study of cellular electrophysiology has its roots in neuroscience and
the mathematical description of the electrophysiology of the squid axon (a nerve
cell) developed by Hodgkin and Huxley [35]. Using the revolutionary voltage
clamp technique they measured and modelled the role of voltage controlled ion
channels in the cell membrane and Hodgkin-Huxley model successfully repro-
duced the shape and size of the action potential. Noble developed a model of
a specialised myocyte, called a Purkinje cell, by adapting the Hodgkin-Huxley
model to describe the ion channels of such a cell [31].
The Beeler-Reuter model was developed to describe a mammalian ventricular
myocyte [36]. This model extended the ideas of Noble by introducing a variable
intracellular calcium concentration, a key player in the contraction of the myocyte.
Subsequently, the Luo-Rudy phase-I and the Luo-Rudy phase-II models were
developed from the Beeler-Reuter model [3739]. These models incorporated the
eects of abnormal extracellular potassium concentration simulating a number of











Chapter 1. Introduction 1.2. Cardiac Modelling
modelling of the calcium concentration dynamics within the myocyte [4042].
They have since been used, adapted and reparameterised to recent experimental
data by numerous authors [43, 44]. Cellular electrophysiology models have been
developed for myocytes from dierent animals such as mice, rats and dogs [4547].
1.2.2.2 Propagation Models
The action potential is propagated through the heart from myocyte to myocyte.
Ions pass between adjacent myocytes, initiating their action potential. Since
the action potential passes from myocyte to myocyte its propagation is highly
dependent on the structure of the myocardium. There are a number of ways this
propagation has been modelled mathematically. The simplest method being that
of cellular automata where the domain is discretised into discrete blocks that
stimulate their adjacent blocks [33,48,49].
Reaction-diusion equations such as the bidomain and monodomain equations
apply a continuum approach to the propagation of the electrical signal [50, 51].
The bidomain equations incorporate the dierent anisotropy ratios found in the
extracellular and intracellular uid, whereas the monodomain equation assumes
the same anisotropy ratio. Reduced variable reaction-diusion equations like the
Fitzhugh-Nagumo equations can accurately and eciently describe the propaga-
tion of the action potential, but not the shape of the action potential [52].
The eikonal diusion equation represents a simplication of reaction-diusion
equations [4]. As with the Fitzhugh-Nagumo equations the eikonal diusion equa-
tion accurately and eciently describes the propagation of the action potential,
but not the action potential. The eikonal diusion equation has been shown to
be very accurate in calculating the propagation of the action potential predicted
by the more complex reaction-diusion equations [53].
1.2.3 Mechanics
In addition to myocytes, the myocardium is composed a sti extracellular matrix
mostly containing collagen and the remaining space is lled with extracellular
uid. The constituents of the myocardium are so small (myocytes are of the
order 100µm in length and collagen is a protein on the nanoscale) that it is
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Continuum mechanics has been used to model the mechanical deformation of the
heart under forces such as blood lling pressure and active contractile forces in
the myocardium [54].
1.2.3.1 Passive Mechanics
The passive mechanics of the myocardium constitutes the material behaviour
when the heart is not contracting and there are no active forces. Early mod-
els of Demiry et al. [55] and Janz et al. [56] described the mechanics of the
myocardium by taking into account the fact that biological tissues deform in a
dierent way from conventional materials such as rubber. Biological soft tissues
typically display a non-linear exponential stress-strain relationship rst described
by Fung [57].
Guccione et al. [58] developed a transversely isotropic exponential constitutive
law by adapting the strain energy function to take into account the anisotropic
nature of the myocardium. A number of authors have adapted this type of
constitutive law. Notable examples are the models of Bovendeerd et al. [59],
Okamoto [60], Kerckhos et al. [61] and Usyk et al. [5].
1.2.3.2 Active Mechanics
Contraction of the heart occurs because individual myocytes contract or shorten.
Physiologically, myocytes contract when the intracellular calcium concentration
is high enough and there is sucient energy in the form of the molecule adeno-
sine triphosphate (ATP). This occurs in a dierent manner to the contraction of
skeletal myocytes (e.g. in biceps or triceps).
Mathematical models of this tension development process can describe these
cellular processes in detail, taking into account ATP dynamics as well as local
intracellular calcium dynamics [6267]. These models typically involve dozens
of equations, whilst being coupled to a cellular electrophysiology model, and are
relatively computationally intensive to incorporate into a whole heart model.
Simplied models, such as the models of Guccione et al. [6] and Kerckhos
et al. [61], provide models that can be eciently implemented computationally.
These models describe the important qualitative and quantitative features associ-
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There are two approaches to incorporating this into a continuum mechanical
model: via the active stress model or the active strain model [69]. The active
stress approach, where an additional active stress is added to the existing passive
stress, has been used widely together with tension development models to predict
mechanics of the contracting heart. Conversely, in the active strain approach,
the deformation gradient tensor is multiplicatively split into a prescribed active
deformation and an elastic deformation that is to be calculated [70].
1.2.4 Whole Heart Models
Simulations using a wide variety of models and combinations of models have been
used to study the heart. The geometry of the heart has been described using
idealised geometries such as an ellipsoid to approximate the shape of the left
ventricle or more detailed geometries derived from magnetic resonance imaging
(MRI) or histological sections of the heart [59,71,72].
The eikonal diusion equation has been coupled to simple active stress models
to provide a full electromechanical model of the heart and has been validated
in a number of mechanics studies [27, 73, 74]. A number of electromechanical
models have been developed to simulate cardiac arrhythmias that can occur after
myocardial infarction [7577]. Walker et al. implemented a mechanical model to
investigate stress and strain in the infarcted heart [78]. Chabiniok et al. validated
a biomechanical heart model using animal data with acute myocardial infarction
[79].
Cardiac models have also been used to test therapies for myocardial infarction.
Wall et al. [24] developed a model to describe an injection therapy for myocardial
infarction where a gel is injected into and around the infarcted myocardium [80].
Wenk et al. [25] extended this by designing a model to optimise the positioning of
the injections. Usyk et al. [81] used an electromechanical model to show the e-
cacy of a treatment for myocardial infarction where the ventricles are implanted
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1.3 The Cardiac Model
These computational models provide a good basis for the development of an
ecient computational model to study myocardial infarction. Key factors that
have been incorporated in this model are:
• the brous structure of the heart contributing to anisotropy in electrophys-
iology and mechanics,
• electrophysiological propagation in the heart,
• the characteristic anisotropy in the passive myocardium and,
• a description of the time and length dependency of tension development to
analyse temporal changes in mechanics.
The full cardiac model that has been developed can accurately simulate electro-
physiological and mechanical function and dysfunction of the rat left ventricle.
The rat left ventricle was modelled because therapies are generally tested on
animal models rst and so this will provide a direct comparison with current
experimental research. It was also the animal model used in experiments into
injection therapy within the author's research group. The model could be used
in future to test treatments for myocardial infarction such as injection therapy.
1.4 Organisation of Thesis
In Chapter 2 the fundamentals of continuum mechanics needed to describe car-
diac mechanics are reviewed. The formulation is introduced by describing the
kinematic measures used to describe the deformation of the heart and the stress
measures needed to relate forces within the heart to deformation are introduced.
Finally, the constitutive law for a hyperelastic material is introduced and extended
to describe materials with transverse isotropy and orthotropy.
In Chapter 3 the mathematical model of electrophysiology is described. The
underlying physiological basis of electrophysiology and the electro-chemical pro-
cesses involved are introduced rst. A description of the bre directions needed to
simulate the anisotropic nature of propagation within the heart is provided. The











Chapter 1. Introduction 1.4. Organisation of Thesis
heart is introduced. This model is analysed and a number of dierent numerical
solution techniques are discussed.
In Chapter 4 the mechanical model used to describe the deformation of the
heart is introduced. The structure and microstructure of the heart and how this
aects the mechanics is described. The Usyk model used to model passive me-
chanical behaviour of the heart is described and residual stresses in the heart
discussed. The active stress model of Guccione used to model the active con-
traction of the heart is introduced and the stretch dependent behaviour of this
model is analysed. The boundary conditions controlling the cardiac cycle are
then formulated.
In Chapter 5 the complete mathematical formulation and numerical method
used to solve the governing equations is developed. The element-free Galerkin
method and moving least squares (MLS) shape functions used to interpolate
functions over the domain is described. Both the eikonal diusion equation and
mechanics equations were solved using the Newton's method, which requires the
tangent stiness matrix be calculated from the equation's weak form. Computa-
tional implementation of the models within SESKA is discussed.
In Chapter 6 the results are presented and discussed. Convergence of the
numerical method is conrmed. Next, the electrophysiology model is solved and
validated with experimental data and literature. The mechanical model is used
to simulate passive mechanical behaviour and validated with pressure volume re-
lationships of experimental results. The full mechanical model is used to simulate
the full cardiac cycle of a healthy heart. The results of the healthy model are
compared with experimental data. The cardiac cycle is then simulated for an
infarcted left ventricle and results compared with experimental data.
In Chapter 7 the key results are summarised and their signicance discussed.













In order to fully describe cardiac mechanics it is necessary to use continuum
mechanics. Continuum mechanics is a mathematical formulation used to study
the mechanics of deformable materials.
2.1 Kinematics
First the mathematical description of the geometry and its deformation, the kine-
matics, is described. Let B ⊂ E (3) where B is a three dimensional manifold
dening the material body. Without loss of generality identify the body, B, as
the undeformed reference conguration at a xed time t = 0. The undeformed
reference conguration corresponds to the conguration of the body under no
external forces.
The motion of the body, B, over time, t ∈ R, is represented by the nonlinear
deformation mapping ϕt : B → Bt where Bt is the conguration of the body at
time t, the current conguration. It follows that each material coordinate X ∈ B
in the reference conguration can be related to its spatial coordinate x ∈ Bt in
the current conguration by
x = ϕt (X, t) (2.1)
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Lagrangian Description Eulerian Description
∇ψ = ∂ψ
∂XA
eA ∇tψ = ∂ψ∂xi ei
∇u = ∂ui
∂XA
ei ⊗ eA ∇tv = ∂vi∂xj ei ⊗ ej
∇ · u = ∂ui
∂XA
∇t · v = ∂vi∂xi
∇ · S = ∂SAB
∂XB
eA ∇t · σ = ∂σij∂xj ei
Table 2.1: Derivative operators in the Lagrangian and Eulerian descriptions.
Summation over repeated indices implied.
as J = det F and J > 0 for an admissible deformation. The displacement as a
function of the material coordinates, u (X, t), is then dened as u = x (X, t)−X.
Basis vectors of the current conguration are denoted by ei where i = 1, 2, 3 while
basis vectors in the reference conguration are denoted by eA where A = 1, 2, 3.
In the Lagrangian description physical quantities are functions of the material
coordinates whereas in the Eulerian description physical quantities are functions
of the spatial coordinates. One can distinguish between spatial derivatives with
respect to the reference coordinates and derivatives with respect to the current
coordinates. The divergence and gradient with respect to the reference coordi-
nates are denoted by an uppercase letter as ∇ · (•) and ∇ (•) respectively. The
divergence and gradient with respect to the current coordinates are denoted by
using the nabla operator with a t subscript indicating the current conguration as
∇t (•) and ∇t (•) respectively. A summary of these derivative operators is given
in Table 2.1.
An innitesimal volume element in the current conguration, dv, can be re-
lated to the same innitesimal volume element in the reference conguration, dV ,
via the expression
dv = det (F) dV = JdV. (2.3)
Similarly an innitesimal surface element with normal n in the current con-
guration, nda, can be related to it's innitesimal surface element with normal
N in the reference conguration, NdA, by Nanson's formula
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The time derivative of the Jacobian is given by
J̇ = J∇t · ẋ. (2.5)
A number of strain measures can be derived from the deformation gradient
tensor. The right Cauchy-Green deformation tensor or Cauchy-Green tensor is
dened as
C = FTF (2.6)
and is I (the identity tensor) if there is no deformation. The Green-Lagrangian





and is 0 (the zero tensor) if there is no deformation.
The stretch is a measure of the strain on a line element in a particular direc-




C : (V ⊗V) =
√
2E : (V ⊗V) + 1. (2.8)
The material derivative of a quantity is the time rate of change of that quantity
as measured by an observer moving with the body. In the Lagrangian description
this amounts to the partial derivative with respect to time. For example, in the
Lagrangian description, the material derivative of a quantity P (X, t) is
d
dt
(P (X, t)) =
∂
∂t
(P (X, t)) (2.9)
In the Eulerian description the material derivative can be found by applying
the chain rule. For example, in the Eulerian description, the material derivative
of a quantity p (x, t) is given by
d
dt
(p (x, t)) =
∂
∂t
(p (x, t)) +
∂
∂x
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In continuum mechanics forces within the body are related to deformation via
stress measures. Stress is the force per unit area within the body and represents
the response of the material to the applied forces. These forces can be body
forces, b, which act on the entire body, such as gravity, and traction forces, t,
which are forces acting on surfaces on or in a body in a particular direction.
The Cauchy stress tensor σ can be dened by applying the Cauchy stress
principle. Dene a cutting plane through the current conguration of the body.
The traction t(n) on the surface exposed with normal n is then dened by taking









The Cauchy stress tensor at each spatial coordinate can then be dened
through
t(n) (x, t) = σT (x, t) n (x, t) (2.13)
where the Cauchy stress tensor is a function of the spatial coordinates and time.
It is useful to dene stress measures in the Lagrangian description. In an
analogous way to the Cauchy stress tensor, the rst Piola-Kirchho stress tensor
P is dened through
T(N) (X, t) = P (X, t) N (X, t) (2.14)
where T(N) is the traction on a cutting plane with normal N in the reference
conguration.
Another stress measure, the second Piola-Kirchho stress tensor S, which will
be used extensively, is dened as
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Because the dierential force df on the cutting planes with area da and dA
is equal irrespective of the conguration of the body, these stress measures can
be related in the following way. The dierential force in the Eulerian description
can manipulated as
df = σTnda = σT det (F) F−TNdA (2.16)
where nda has been expressed in terms of quantities in the reference conguration.
In the Lagrangian description
df = PNdA. (2.17)
Combining the two equations
σTJF−TNdA = PNdA (2.18)
and noting that N 6= 0 and dA 6= 0 leads to an equation relating the Cauchy
stress tensor with the rst Piola-Kirchho stress tensor
P = JσTF−T (2.19)
and using eq. (2.15) lead to the second Piola-Kirchho stress tensor in terms of
the Cauchy stress tensor
S = JF−1σTF−T . (2.20)
The Cauchy stress tensor and second Piola-Kirchho stress tensor are sym-
metric due to the conservation of angular momentum [82]. This is stated as
σT = σ and (2.21)
ST = S. (2.22)
2.3 Variational Formulation
The variational formulation of continuum mechanics states that the total exter-
nal work Wext is equal to the total internal work Wint [82]. The external work
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the volume of the body and traction forces t(n) acting on the surface of the body.




S : δEdV (2.23)
where δE is the variation of the Green strain tensor and S is the second Piola-
Kirchho stress tensor.




ρ0b · δudV +
ˆ
∂BN
T(N) · δudA (2.24)
where ρ0 is the density in the Lagrangian description, b is the body force, T
(N)
is the traction in the Lagrangian description acting on a surface with normal N
and δu is the variation of displacement.
Balancing internal work and external work, the variational statement of strain
energy is then




S : δEdV −
ˆ
B
ρ0b · δudV −
ˆ
∂BN
T(N) · δudA = 0. (2.25)
It can be shown that the variational formulation of continuum mechanics
is equivalent to the equilibrium equation and associated boundary conditions.
The equilibrium equation is a statement of Newton's second law in the case of
negligible acceleration and is stated as
∇ · (FS) + b (X, t) = 0 inB (2.26)
(FS) N = T(N) on ∂BN (2.27)
u = ū on ∂BD (2.28)
where the rst equation is the equilibrium equation, the second expresses the
traction force acting on the Neumann boundary and the last equation states the
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2.4 Constitutive Laws
The stress in the body B depends on its material properties and the deformation.
In most materials when the deformation is small the stress is a linear function of
the strain. When the deformation is large however the relation between stress and
strain becomes nonlinear. The relationship between stress and strain is called the
constitutive law. To describe the deformation of a material the stress is expressed
as a function of strain, S (E). For example, for the Saint Venant-Kirchho model
is described by the following constitutive law relating stress with strain:
S (E) = λtr (E) I + 2µE, (2.29)
where λ and µ are material constants called the Lamé constants [83]. These
material constants can be chosen to model a range of materials.
2.4.1 Hyperelastic Materials
If the material body under consideration B is assumed hyperelastic and homoge-
neous and possesses an elastic potential Ψ represented by the stored strain energy
per unit mass ψ (E) or strain energy function then the second Piola-Kirchho





Many materials from rubber to soft biological tissues can be described by as
hyperelastic materials.
2.4.2 Isotropy
It is convenient to dene the strain energy function in terms of the principal
invariants of E. The principal invariants of a tensor are scalars quantities that
remain constant for any coordinate transformation. The second order tensor E
contains three independent invariants
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All invariants in this thesis are invariants of E.
An isotropic material is a material where the material properties are inde-
pendent of the direction in which they are measured. Generally, a strain energy
function needs to be objective, i.e. invariant under any coordinate transforma-
tion. An objective scalar valued tensor function is mostly suitably expressed by
the invariants of its tensorial arguments. Specically, an isotropic strain energy
function is described by the three strain invariants. The second Piola-Kirchho
stress tensor can then be written in the more convenient form
S =











Materials that exhibit dierent material properties depending on the direction
in which they are measured are called anisotropic. A special case is transverse
isotropy where the material behaviour in a certain preferred direction is dierent
from the material behaviour orthogonal to this direction. Transverse isotropy in
material usually occurs due to the microscopic nature of the material.
To mathematically describe transverse isotropy the material direction in the
Lagrangian description is introduced and denoted as unit vector V1. The material
tensor of a transversely isotropic material in the Lagrangian description is given
by
M1 = V1 ⊗V1. (2.35)
Consequently, a transversely isotropic strain energy function has as arguments
the strain tensor and the material tensor M1. This requires to include two ad-
ditional independent invariants two describe transversely isotropic material be-
haviour. These are
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The second Piola Kirchho tensor may be expressed as
S =











Orthotropy is a generalisation of transverse isotropy. An orthotropic material has
diering material properties in two or three orthogonal directions. As in the case
for a transversely isotropic material there are three mutually orthogonal material
directions V1, V2 and V3 with which we dene two additional material tensors.
These are
M2 = V2 ⊗V2 (2.39)
M3 = V3 ⊗V3 (2.40)
Additionally the following are invariants for an orthotropic material














The Green strain tensor may be expressed in a local coordinate system with
basis vectors the material directions
E = E11V1 ⊗V1 + E22V2 ⊗V2 + E33V3 ⊗V3
+E12 (V1 ⊗V2 + V2 ⊗V1) + E13 (V1 ⊗V3 + V3 ⊗V1)
+E23 (V2 ⊗V3 + V3 ⊗V2) . (2.45)
where Eij are the components of the local Green strain tensor. The invariants
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= M3E + EM3. (2.51)
Strain energy functions of orthotropic materials are functions of these nine in-
variants and the second Piola Kirchho tensor may be expressed as
S =






















Electrophysiology is the study of the electro-chemical dynamics taking place in
the body. This can be signalling between neurons in the brain or our present
example of the propagation of an electrical signal between myocytes in the heart.
Electrophysiology in the heart occurs both at the cell level where electrically
charged ion concentrations uctuate and at the tissue level where the electrical
signal propagates cell-to-cell throughout the myocardium. This classic example of
a multiscale problem can be handled by dividing the problem into the microscale
problem describing the ion dynamics of a single cell and the macroscale problem
describing the propagation of the electrical signal.
It is important to model the electrophysiology of the heart, because it is the
chemical dynamics within each myocyte that initiate and modulate the contrac-
tion of the myocyte (see Section 4.4.1). The contraction of myocytes causes the
heart to contract and eject blood from the heart maintaining the ow of blood
throughout the body.
3.1 Cellular Electrophysiology
Each myocyte is enclosed in a semi-permeable cell membrane. The cell mem-
brane separates electrically charged ions such as sodium, calcium, and potassium
(Na+, Ca2+ and K+) found in dierent concentrations in intracellular uid, the
uid inside the myocyte, and extracellular uid that surrounds myocytes [84].
Dierent ions can pass through their own specic voltage-gated ion channels that
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Figure 3.1: Schematic of the extracellular uid, cell membrane and intracellular
uid [33].
movement of these ions across the cell membrane. The movement of ions across
the cell membrane is caused by the potential dierence over the cell membrane
between the extracellular potential and the intracellular potential [35]. This po-
tential dierence is often termed the action potential or transmembrane potential.
The potential dierence across a cell membrane can be more easily understood
by considering the cell membrane as a capacitor-resistor circuit where ions cross-
ing the cell membrane represent a current through the cell membrane since they
are moving charges [33]. The relevant biological components in this circuit are
the extracellular uid, the cell membrane and intracellular uid (see Fig. 3.1).
The intracellular potential is connected to a resistor and a capacitor in par-
allel representing the ion channels and the impermeability of the rest of the cell
membrane and is connected to the extracellular potential (see Fig. 3.2). There
is a potential dierence driving a current across the resistor and capacitor (i.e.
the cell membrane) due to the dierence between the electric potentials of the
intracellular uid and the extracellular uid.
Assuming constant capacitance across the cell membrane the action potential







where Vm is the transmembrane potential, Cm is the capacitance and Iion is the
current through the cell membrane. Biological membranes have a capacitance of
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Figure 3.2: Resistor-capacitor cell membrane circuit diagram [33].
represented by adding the contribution of current from each type of ion channel
Iion = INa + IK + IL (3.2)
where INa and IK are sodium and potassium currents and IL is a summary current
combining the contribution from other ionic currents [35]. Each current can in
turn be described by an equation that relates the current to the action potential
and conductivity of the ion channel. The conductivity itself depends on a number
of variables such as the action potential Vm, the density of ion channels and a
number of state variables describing the opening and closing of the ion channel.
3.2 The Action Potential
The action potential is an important determinant of electrophysiological and me-
chanical function. This is because the action potential controls the opening and
closing of ion channels, allowing calcium ions to ow into the myocyte, which in
turn causes its contraction. The shape of the action potential of a cardiac my-
ocyte varies between dierent species and dierent pathologies, however, there
are a number of common features present.
Fig. 3.3 shows the action potential of a ventricular myocyte and is repre-
sentative of most cardiac myocytes. During phase 0 the action potential is at
its negative resting potential. During phase 1, the depolarisation phase, there
is a sharp upstroke where the action potential rapidly increases due to an inux
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Figure 3.3: Generic shape of myocyte action potential showing major ion species
inow and outow.
required to activate the rst phase of the action potential. During phase 2, the
plateau phase, Ca2+ ions enter the cell while K+ ions leave the cell balancing
each other out. The increase in intracellular Ca2+ causes additional Ca2+ ions
to be from an intracellular compartment called the sarcomplasmic reticulum.
This increase in Ca2+ causes the gradual development of tension in the myocyte
(contraction). Following the plateau phase is the repolarisation phase, phase 3,
where the intracellular K+ continue to leave the cell and Ca2+ returns to the
sarcoplasmic reticulum and decreases, causing the tension developed to decrease
and the myocyte to relax. Complex cellular electrophysiology models are capable
of accurately modelling the action potential shape.
3.3 Propagation in the Heart
The electrical signal is propagated through the heart from cell to cell via inter-
cellular gap junctions. If a myocyte is excited (i.e. not at resting potential) then
ions will ow into adjacent cells through these gap junctions causing the initiation
of the depolarisation phase and of the full action potential. In this way the action
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increase in intracellular calcium ion concentration (see Section 4.4).
3.3.1 Fibre Structure
The structure in which myocytes are arranged in the myocardium has a large
eect on the propagation of the action potential. Myocytes, idealistically, are
cylindrical in shape with an axis of symmetry corresponding to the direction
in which the myocyte contracts. Myocytes are arranged in a tile-like fashion
to create sheets two to three myocytes thick. These sheets, or laminae, have a
preferred bre direction in which myocytes are oriented. These sheets constitute
the myocardium.
Figure 3.4: Myocytes with labelled gap junctions. Vertical arrows indicate trans-
verse gap junctions and horizontal arrows represent longitudinal gap junctions.
Adapted from [86].
Myocytes are electrically connected via gap junctions. Gap junctions can
either be oriented longitudinally along the myocyte axis, connecting myocytes
end-to-end, or transverse to the myocyte axis, connecting myocytes side-by-side
(see Fig. 3.4). There is a higher density of longitudinal gap junctions than
transverse gap junctions. This causes the electrical signal to propagate faster in
the longitudinal direction (or bre direction) than the transverse directions [87].
To describe this structure mathematically the bre direction, sheet tangent
direction and sheet normal direction at each point are dened. The bre direction
is a vector, V1, that points in the direction of the axis of the myocyte. The sheet
tangent direction is a vector, V2, that is tangent to the sheet, but orthogonal to
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Figure 3.5: Sheet and bre structure of the myocardium [88].
3.3.2 Conduction System
The conduction of the action potential through the myocardium is aided by spe-
cialised myocytes. These specialised myocytes form a conduction system through-
out the heart (see Fig. 3.6) [33].
Figure 3.6: Schematic of the conduction system of the heart. Adapted from [89]
.
The sinoatrial node, located at the top of the right atrium initiates the elec-
trical impulse and sends an electrical impulse both throughout the atria and to
the atrioventricular node (AV node). There is a delay in propagation at the AV
node, allowing the electrical impulse to propagate over the atria and contract
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From the Bundle of His the electrical impulse reaches a fork and separates
into the left and right bundle branches of the Purkinje network. The Purkinje
network, electrically insulated from the rest of the myocardium, spreads out over
the inner wall of the ventricle and penetrates into the myocardium whereupon the
electrical impulse is passed to the myocardium via hundreds of Purkinje muscle
junctions (PMJs). From the PMJs the electrical signal propagates throughout
the ventricular myocardium.
The structure of the conduction system ensures that the electrical signal is
propagated fast and reaches dierent parts of the heart at dierent times so that
the heart contracts in a coordinated fashion. The conduction system also initiates
the electrical signal via the pace-making sinoatrial node. The Purkinje network
conducts the electrical signal faster than ventricular or atrial myocytes.
Figure 3.7: Depolarisation times in a human heart. Units are ms. Adapted from
Durrer et al. [9].
The time at which the depolarisation phase occurs at each point in the my-
ocardium is called the depolarisation time. This is important mechanically, be-
cause shortly after the depolarisation phase contraction of the myocyte begins.
Depolarisation times in the heart have been found experimentally by a number of
authors [9,9092]. Fig. 3.7 shows the depolarisation times for a human heart [9].
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the fast conducting Purkinje network.
3.3.3 Myocardial Infarction
Following a myocardial infarction the infarcted myocardium shows a gradual de-
crease in electrophysiological function due to cell death and once dead myocytes
are replaced with collagen and a scar forms there is no conduction within the
infarcted area. In the initial phase electrophysiological changes are characterised
by slower conduction due to decoupling between adjacent myocytes [93]. Once
scarring occurs in the infarcted region conduction is very slow, however surviving
networks of myocytes may still propagate the action potential [94].
3.4 The Eikonal Diusion Equati n
Partial dierential equations can be used to model the propagation and spatial
variation of the action potential in the heart. These equations are the mon-
odomain equations (or bidomain equations) and constitute a partial dierential
equation coupled to a system of ordinary dierential equations [95]. These equa-
tions however can be computationally expensive to solve. An ecient mathe-
matical model that describes the depolarisation times in the heart is the eikonal
diusion equation. The eikonal diusion equation is a simplication of the bio-
physically based monodomain equations. The eikonal diusion equation can ac-
curately calculate the depolarisation times in the heart, however does not capture
the transient nature of the action potential.
The eikonal diusion equation is given by
c0
√
∇u ·M∇u−∇ · (M∇u) = τm onΩ (3.3)
where u is the depolarisation time, c0 is the propagation speed of a plane wave,
τm is a time constant, Ω ∈ R3 is the physical domain over which the equation is
solved and M is the eective coupling tensor
M = λ1V1 ⊗V1 + λ22V2 ⊗V2 + λ23V3 ⊗V3 (3.4)
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tangent and sheet normal respectively and λ1, λ2 and λ3 are the diusivity in the
bre sheet and normal directions respectively. Note that the eective coupling
matrix, M, is symmetric.
The eikonal equation is supplemented with a depolarisation time Dirichlet
boundary condition and a no-ux Neumann boundary condition
u = 0 onΓD (3.5)
M∇u = 0 onΓN = Γ \ ΓD (3.6)
where Γ is the boundary of Ω, ΓD is the Dirichlet boundary corresponding to the
initial depolarisation point/s and ΓN is the Neumann boundary corresponding
to a surrounding medium. In the heart the surrounding medium is a conductor,
however, it has been shown that this does not aect the depolarisation times [96].
A disadvantage of the eikonal equation is that the solution for the depolarisa-
tion times is not deformation dependent. This is because the eikonal equation is
solved once on a static domain and is not time dependent like the bidomain equa-
tion. This means that mechanoelectric feedback cannot be taken into account.
This is of importance when stretch-dependent ion channels play a large role (e.g.
in arrhythmias), but otherwise does not play a role in other dysfunctions of the
heart (e.g. rupture and remodelling) [97].
The eikonal diusion equation can be derived from the monodomain equa-
tions. The monodomain equations are originally derived by assuming that at
each point in the heart there is a current source due to ions passing across the






[∇ · (Dm∇ (Vm))− β (Iion (Vm,w) + Is)] onΩ (3.7)
where Vm (x, t) is the action potential, Dm is the mean conductivity tensor de-
scribing the anisotropic nature of the tissue, Cm is the capacitance of the cell
membrane, β is the membrane surface area per unit volume, Iion is the total cur-
rent through the cell membrane as calculated by an appropriate cellular model,
w (x, t) is a vector of state variables from the cellular model and Is is an applied
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ODEs for the ionic state variables and with the boundary condition
Dm∇ (Vm) · n = 0 onΓN . (3.8)
The derivation of the eikonal diusion equation is achieved by noting that the
depolarisation upstroke is similar throughout the heart. This motivates a change
of variables so that during the depolarisation phase the action potential is only
a function of some new single time variable τ instead of depending on space, x,
and time, t. Further dene the depolarisation time u (x) to be the time at which
the action potential is halfway between its resting value and plateau value. A
rst order approximation of this equation is then found using a weighted integral
method. Implementing this change of variables leads to the eikonal diusion
equation [98].
The corresponding boundary conditions needed to solve the eikonal equation
can be found by applying the same change of variables to the monodomain no
ux boundary condition.
3.4.1 Analytical Solution to Eikonal Equation
The eikonal equation is a nonlinear steady state scalar PDE over space, the non-
linearity being present in the rst term of the equation. Because it is nonlinear, we
cannot apply uniqueness and existence theorems that apply to linear equations.
It is not possible to obtain an analytical solution for the general eikonal equa-
tion, however for the simple case of an innite homogeneous domain with a single
excitation point at the origin (without loss of generality this can be at any point
in the innite domain) it is possible to nd an analytical solution [98]. This so-
lution can be written in terms of the dimensionless distance from the origin, R,




This quantity is dimensionless since M−1 has dimensions L−2 (where L is the
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This can be seen by noting that each value of R corresponds to an ellipsoid and





















which indicates that for large values of R (i.e. far away from the excitation
point) the wavefront moves at a velocity c0. This is as expected since c0 has the
interpretation as the dimensionless propagation speed of a plane wave without
curvature eects.
For an isotropic plane wave, i.e. when curvature eects are neglected, the
propagation speed is c = c0/τm. When there is anisotropy the plane wave prop-






and similarly the propagation speeds in the sheet tangent and sheet normal di-
rections are cs = c0λ2/τm and cn = c0λ3/τm respectively.
3.4.2 Numerical Solution
Unfortunately, an innite homogeneous domain does not provide a good approx-
imation to the heart, so numerical methods will be used to solve the eikonal
diusion equation. Being a nonlinear equation it is appropriate to use the New-
ton Raphson method to solve the eikonal diusion equation (described in Section
5.1.5).
3.4.2.1 Numerical Continuation
The Newton Raphson method requires as an initial guess a solution that is close
to the actual solution. Considering the eikonal equation, it is not known what
the solution looks like for a given domain. What is known is the solution to the
linear part of the eikonal equation, that is
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which corresponds to the eikonal equation with c0 and τm set to zero. This
solution should be close to the solution of the eikonal equation with small c0 and
τm. A loading factor λn at calculation step n is introduced that multiplies the
constants as λnc0 and λnτm. In this way the linear equation is rst solved, then
this solution together with Newton Raphson is used to nd the solution of the
eikonal equation for a small loading increment ∆λn. This is repeated using the
solution from the previous calculation step incrementally increasing λn with each
step. This procedure is repeated until λn = 1 and c0 and τm are at their desired
values. This method is called numerical continuation [99].
3.4.2.2 Stability
Numerical instability can occur in numerical solution of the eikonal diusion
equation due to the nonlinear term. One way to prevent this instability is to
approximate the solution with high accuracy near the boundary. This can be
done by using a ner discretisation, using higher order elements or upwinding
schemes [100]. This, however, uses more computational resources or would require
fundamental changes in a numerical code. It was found in this study that for
physiological parameters the nonlinear term was suciently small to simulate
the eikonal diusion equation eciently without implementing these methods.
3.4.2.3 Conduction Network
The fast conducting Purkinje network that spreads over the endocardium and
penetrates into the myocardium is simulated by increasing the propagation speed
in a thin region near the endocardium [61, 101]. The conduction speed in-
crease was calibrated so that the simulated depolarisation time map qualitatively
matched the spatial distribution in the experimental depolarisation time map
of Durrer [9], while the propagation speed correspoded well to experimental re-
sults of propagation speed in rats [102]. This was required as, to the author's













Cardiac mechanics describes the deformation and forces within the heart. Through-
out the cardiac cycle the heart undergoes large deformation due to a number of
dierent forces including a pressure from the blood acting on the inside of the
cavity and active forces due to the contraction of myocytes. The suitable mathe-
matical formulation of continuum mechanics has been presented in the preceding
chapter and will be used throughout this description of cardiac mechanics.
Once the constitutive laws describing the mechanics have been described,
the geometry within which they act is dened. The rat left ventricle has been
chosen to be modelled and a truncated ellipsoid approximates its shape well. The
mapping of bre directions describing the anisotropy of the myocardium is then
described.
However, before seeking to model the mechanics of the heart it is important
to understand the structure of the heart. The gross morphology of the heart is
rst described as well as details of the microscopic structure of myocardium and
its constituents. For further details the reader is referred to Sachse [33].
4.1 Heart Structure
Within the heart there are four main cavities through which blood passes. These
are the left and right atria and the left and right ventricles (see Fig. 4.1). The
ventricles are larger than the atria as they pump blood out of the heart to the
body and lungs whereas the atria pump blood into the ventricles via valves. The
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left ventricle are formed from muscular myocardium with the outer layer termed
the epicardium and the inner layer the endocardium. The muscle tissue between
the epicardium and endocardium is called the midwall. The bottom tip of the
left ventricle is called the apex, while top of the left ventricle is near the base of
the heart, not to be confused with the bottom.
Controlling blood passed from the left atrium to the left ventricle is the mitral
valve. A large artery, the aorta, leaves the left ventricle and sends blood to the
rest of the body. Separating the left ventricle and the aorta is the aortic valve,
which opens once the blood pressure in the ventricle rises above the blood pressure
in the aorta.
Figure 4.1: Schematic of the macrostructure of the heart. Adapted from [103].
4.1.1 Myocytes
Myocytes are irregular cylindrical cells with a length of between 50 − 120µm
and a diameter of 5 − 25µm. Myocytes are enclosed by a cell membrane, or
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spaces (see Fig. 4.2). Intracellular space contains the nucleus, sarcoplasmic
reticulum, mitochondria, myobrils, the cytoskeleton and is lled with aqueous
cytoplasm.
Figure 4.2: Schematic of a myocyte [104].
Cytoplasm is the uid that lls the spaces within the cell. It is made up of
water, electrolytes (ion solutions), lipids, salts, and proteins. Cytoplasm con-
tributes a relatively small proportion of the volume of the myocyte with much
of the volume of the myocyte being taken by the myobrils. Mitochondria, the
energy producers of cells, are present in myocytes and occupy 14 − 36% of the
volume of the myocyte.
Myobrils are the tube shaped contractile elements of the cell. Approximately
half of the volume of myocytes is taken up by myobrils. They are approximately
1µm thick and are divided every 2.5µm into the sarcomeres. Each sarcomere con-
tains myolaments which cause the mechanical contraction of the cell. There are
two types of myolament, actin (thin) and myosin (thick) laments (see Fig.
4.3). The sarcomeres are enclosed by the sarcoplasmic reticulum which is further
enclosed by a membrane containing various ion channels. The sarcoplasmic retic-
ulum stores reserves of calcium ions and plays an important role in regulating the
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Figure 4.3: Schematic of myolament microstructure. Adapted from [104].
4.1.2 Extracellular Matrix
The myocardium is supported by a mesh of connective tissue called the extra-
cellular matrix (ECM). The main constituent of the ECM is collagen, a protein.
Collagen brils take up 2-5% of the heart volume and contribute to the mechanical
stiness of the myocardium. Extracellular uid lls the spaces between myocytes
and contains water, ions and other substances. Collagen bres are generally not
oriented in any preferred direction.
4.1.3 Myocardial Infarction
Myocardial infarction occurs when blood ow to part of the myocardium is ob-
structed or restricted. This lack of blood supply causes a gradual decline in
mechanical function of the associated myocardium. The time course of structural
changes that occur can be divided into four phases: acute ischaemia, necrotic
phase, brotic phase and remodelling phase [105,106].
The rst phase, acute ischaemia, occurs in the rst few hours after myocar-
dial infarction before the infarct begins to stien. The myocardium becomes
more compliant due to degradation of the ECM [107]. During this phase the
myocardium has lost its blood supply and after a few minutes contractile func-
tion ceases and the myocardium acts passively. Adjacent myocardium, called the
border zone, is impaired by the non-contractile ischaemic myocardium.
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dergoes necrosis (cell death). As well as myocytes dying it has been observed
that the ECM decays and is replaced by a new matrix in the subsequent brotic
phase. It is at this stage that the infarct is most likely to rupture if stresses
become too high.
During the third phase, the brotic phase, collagen accumulates in the in-
farcted region and a scar forms [106]. The scar is stier than the healthy my-
ocardium. The scar tissue is isotropic, i.e. it does not have a preferred direc-
tion [106].
During the last phase, the remodelling phase, the scar thins to take up a
smaller percentage of the wall volume. Elevated wall stresses are an important
factor in the remodelling process [108,109].
4.2 Cardiac Function
During the cardiac cycle the volume of blood within each cavity and the pres-
sure on the cavity walls varies with the opening and closing of valves and the
contraction of the heart. The cardiac cycle is divided into systole when the left
ventricle contracts and diastole when the left ventricle does not contract. The
cardiac cycle is periodic so that blood can be continually pumped throughout the
body.
Diastole and systole can be further divided into two phases. The four main
phases for the left ventricle can be identied as follows:
• Diastole: Diastolic lling: The mitral valve opens allowing blood from the
left atrium to ll the ventricle. The inux of blood causes the cavity volume
and pressure to increase. The cavity inates as there is no contractile force
to oppose the force of the blood being pumped in.
• Systole: Isovolumetric contraction: The ventricle contracts with the mitral
valve and aortic valve closed. The cavity volume remains constant or nearly
constant since all valves are closed and the pressure in the cavity increases
due to the contraction of the ventricle.
• Systole: Ejection: Once the pressure within the cavity reaches the same
pressure as in the aorta the aortic valve opens and blood is ejected from
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contracting left ventricle. The pressure in the cavity rst increases further
due to the compliance of the aorta and then decreases as the rate of ejection
decreases.
• Diastole: Isovolumetric relaxation: Once the cavity ceases to contract fur-
ther the aortic valve closes and the ventricle relaxes. The cavity volume
remains constant or nearly constant as all the valves are closed. The pres-
sure decreases due to the relaxation of the ventricle.
The end-systolic volume is dened as the cavity volume at end-systole. The
end-diastolic volume is dened as the cavity volume at end-diastole. The stroke
volume is dened as the amount of blood expelled during systole (i.e. the dier-
ence between end-diastolic volume and end-systolic volume. The ejection fraction
is dened as the stroke volume divided by the end-diastolic volume.
4.3 Passive Mechanics
The constituents of the myocardium are so small that it can be modelled as a
three dimensional continuum. Modelling the myocardium as a continuum means
the theory in continuum mechanics can be used to describe the mechanical de-
formation of the heart under forces such as blood lling pressure and active con-
tractile forces in the myocardium. In this work the myocardium is described as
an inhomogeneous, orthotropic, nearly incompressible viscoelastic material [88].
The myocardium is subjected to external loads (via the pressure from blood
lling the ventricles). These loads can be described in the form of pressure bound-
ary conditions applied to the endocardium of the heart. It is important that these
changing boundary conditions are physiologically accurate so that simulations
correspond well with experiment.
4.3.1 Residual Stresses
Residual stresses are stresses that remain in a body even when there are no
external loads. Experimentally, compressive residual circumferential stresses have
been found near the endocardium, while there tensile residual circumferential
stresses were found near the epicardium [110]. It has been postulated that residual
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Residual stresses can be elucidated and quantied by making a cut in the
myocardium transverse to the bres (as shown in [113]). Once this is done the
myocardium will open up due to the residual stresses (see Fig. 4.4). This new
conguration has lower residual stresses than the original conguration.
Figure 4.4: Diagram showing the eect of residual stresses in the heart ventricle
[114].
An important eect that residual stresses have on the myocardium is that the
sarcomere length in the unloaded conguration (with residual stresses) shows a
transmural variation with smaller values at the endocardium and higher values
at the epicardium [114]. In the stress-free state the sarcomere length does not
vary transmurally. This is important for active contraction as the active force
generated is highly dependent on the sarcomere length (see Section 4.4).
In this work the eect of residual stresses is incorporated in the active stress
model. The sarcomere rest length is dened to vary linearly transmurally through
the heart wall from 1.78µm at the endocardium to 1.91µm at the endocardium
[114].
4.3.2 Constitutive Law
Whilst early models described the nonlinear nature of the myocardium as isotropic,
a description taking into account the bre structure of cardiac tissue is necessary.
A number of mechanical eects are due to the bre structure of myocytes in the
myocardium. Torsion of the heart which aids in pumping the blood out of the
heart is a result of the bre structure.
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model describes the myocardium as orthotropic and nearly incompressibility. In







+ Acomp (J ln J − J + 1) (4.1)





















where bij, i, j = 1, 2, 3 are material parameters and Eij are the components of the
Green strain tensor in the local coordinate system dened by the three material
directions Vi is the i
th direction
Eij = tr (E (Vi ⊗Vj)) . (4.3)
Since the constitutive law is orthotropic it can be expressed in terms of the
nine invariants of E. Note that the eq. 4.2 contains the squares of the components
of the Green strain tensor in the local coordinate system. This is similar to the
invariants as expressed in terms of the components of the Green strain tensor in
the local coordinate system. This motivates introducing a form of Q based on
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terms of the parameters bij are:
a1 = b11 − b12 − b13 + b23 (4.6)
a2 = b22 − b12 + b13 − b23 (4.7)
a3 = b33 + b12 − b13 − b23 (4.8)
a4 = b12 + b13 − b23 (4.9)
a5 = b12 − b13 + b23 (4.10)
a6 = −b12 + b13 + b23.reticulum (4.11)
Using eq. (2.52) the second Piola-Kirchho tensor of this strain energy func-





























= 2a1I4M1 + 2a2I6M2 + 2a3I8M3
+a4 (M1E + EM1) + a5 (M2E + EM2) + a6 (M3E + EM3) .(4.13)
For a certain set of material parameters this orthotropic constitutive law re-
duces to a transvers ly isotropic constitutive law [5]. In this study material
parameters describing transverse isotropy are used. These material parameters
are shown in Table 4.1.
A Acomp a1 a2 a3 a4 a5 a6
0.88kPa 3.0kPa 0 −1 −1 6 6 6
Table 4.1: Parameter values for the Usyk constitutive law.
While the myocardium is incompressible, it has been found that applying
near incompressibility results in more accurate numerical results [5, 115]. The
last term in the Usyk constitutive law (eq. (4.1)) controls the compressibility of
the myocardium.
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research group are also studying rats so experimental data may become available
in the future. This model has also been implemented in a number of simulation
studies which makes validating the performance and implementation easier [116
118].
4.3.3 Infarct Mechanics
The structural changes that occur after a myocardial infarction has occurred have
been discussed in Section 4.1.3. In this work the ischaemic phase of myocardial
infarction has been modelled. During this phase the myocardium is generally
described by the same constitutive law as the healthy myocardium except with
a reduced overall stiness (the stress tensor is multiplied by a reduction factor)
[119]. This seeks to represent that the myocardium is still intact, but weaker due
to the degrading of the ECM. During acute ischaemia there is no active stress in
the infarcted region as the myocardium loses its ability to generate force within
minutes.
4.4 Active Mechanics
A key aspect of modelling the mechanics of the heart is describing the active
contraction of cardiac tissue. Contraction occurs on a cell level when the sar-
comere, the contractile unit of the myocyte, develops tension and contracts due
to changes in intracellular calcium concentration level. The contraction of each
individual myocyte causes the overall contraction of the myocardium. To model
this contraction the active stress model of Guccione et al. [68] where a tensile
stress is added to the passive stress used.
The active stress model requires a constitutive law that describes the dynamics
of tension development due to changes in the cell be they mechanical such as
stretch or chemical such as intracellular calcium concentration. This constitutive
law denes the active tension as a function of the stretch and time. The resulting
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4.4.1 Tension Development
Tension development is initiated when an electrical impulse passes over the sar-
comere causing calcium ion channels to open and increasing intracellular calcium
concentration. The increase in intracellular calcium concentration causes a cycli-
cal binding of myosin heads with actin and the subsequent sliding and overlapping
of the myolaments. The binding of myosin heads to the actin lament is said to
create crossbridges between myosin and actin. Adenosine triphosphate supplies
the energy for contraction of the myocyte. The overlapping of these myolaments
causes the contraction of the myocyte.
4.4.2 Active Stress
In the active stress formulation the total stress is dened as the sum of an active
stress and a passive stress representing the passive mechanical response of tissue
to loads (as described in Section 4.3). The active stress acts in the direction of the
bres. The total deformation is then found by solving the mechanics equations
with this modied constitutive law.
In the active stress formulation the total stress is dened as the sum of a
passive stress SP and an active stress SA so that
S = SP + SA, (4.14)
where S is the second Piola Kirchho tensor. The passive stress is taken from
from the passive mechanical law so that when there is no active stress (SA = 0)
the myocardium simply behaves passively. The active stress is assumed to act
only in the bre direction V1 so that
SA = TAM1. (4.15)
The variable TA represents the active tension developed in the myocyte and
is derived from a cellular model of tension development in myocytes as described
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4.4.3 Tension Development Model
For the purposes of studying the tissue level mechanics of the heart it is appro-
priate to use a simple tension development model, here, the model of Guccione et
al. [6]. This model was derived from biophysical considerations of calcium dynam-
ics and crossbridge formation. The model was developed as an approximation to
a more complex model based on experimental data.






Ct (l, t) (4.16)
where Ct represents the time transient dependent on time and sarcomere length,
ECa250 represents the calcium concentration at which tension is 50%, Ca0 is the
peak intracellular calcium concentration, l is the sarcomere length and Tmax is
the maximum tension developed.









for l > l0
0 for l ≤ l0
(4.18)
where B is a constant and l0 is the sarcomere length below which there is no
active tension developed. The sarcomere length is a function of the stretch (see
eq. 2.8) with respect to the reference conguration in the bre direction α =√
2tr (M1E) + 1 =
√
2I4 + 1 so that
l = lR
√
2I4 + 1 (4.19)
where lR is the sarcomere rest length in the undeformed reference congura-
tion. As mentioned in Section 4.3.1 the measured sarcomere rest length in the
undeformed conguration is inuenced by the residual stresses. The sarcomere
rest length thus varies from 1.78µm at the endocardium to 1.91µm at the epi-
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function ω (t) which is given by











for t0 ≤ t < t0 + tr
0 for t ≥ t0 + tr
(4.20)
where t0 is the time to peak tension, u is the depolarisation time (equivalently
the starting time of contraction) and tr is the duration of the relaxation period
described as a function of the sarcomere length
tr = ml + b (4.21)
with constants m and b. The parameters used by Guccione et al. were calibrated
for the canine heart. In order to describe the active tension development in the
rat left ventricle the maximum active tension parameter has been scaled to rat
tension development data [120]. The parameter Tmax was reduced from 135.7kPa










Table 4.2: Parameter values for the Guccione active stress model.
The maximum developed tension occurs when t = t0 + u. At this point the
tension is







This length dependence of the maximum developed tension can be seen in Fig.
4.5. This models the known length dependence of the calcium sensitivity of
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Figure 4.5: Maximum active tension as a function of sarcomere length.
While the exact underlying basis of the length dependence of the active tension
is still unknown, its eects are well known in cardiology as the Frank-Starling law.
The Frank-Starling law, rst discovered in the early twentieth century, states that
an increase in end-diastolic volume results in an increase in stroke volume [121].
This means that the more blood entering the ventricle during diastole, the more
blood is ejected from the heart. This eect is particularly evident in athletes,
who have been found to have an increased left ventricular compliance [122]. This
increased compliance results in a larger end diastolic volume and larger sarcomere
lengths due to the increased stretch. The larger sarcomere length produces a
larger active tension and ultimately there is increased ejection of blood from the
ventricle.
The time dependence of the active tension described by the function Ct scales
the active tension by a sinusoidal curve rising from zero to one and then back
down to one. The upstroke to a maximum has a period t0 while the down-stroke
back to zero has a period tr for a total period of active tension of T = t0 + tr.
This time dependence can be seen in the active tension graphs of Fig. 4.6. The
period of active tension for the three constant sarcomere lengths 1.7µm, 2.0µm
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Figure 4.6: Active tension as a function of time for three representative sarcomere
lengths 1.7µm, 2.0µm and 2.3µm. The depolarisation time is taken as u = 0 s.
4.5 Geometry
Idealised geometries are particularly useful when it comes to developing models
for cardiac function. A common idealised geometry of the left ventricle is that
of a truncated ellipsoid [59, 61, 123, 124]. In this formulation the left ventricle is
assumed to take the shape of an ellipsoid that has been cut o at the top (see
Fig. 4.7).
It is convenient to use a prolate spheroidal coordinate system to describe the
ellipsoidal geometry. The prolate spheroidal coordinate system is an orthogonal
curvilinear coordinate system [125]. The relationship between Cartesian and
prolate spheroidal coordinates is given by
x1 = C sinh ξ sin η cosφ (4.23)
x2 = C sinh ξ sin η sinφ (4.24)
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Figure 4.7: Truncated ellipsoid geometry.
where ξ ∈ [0,∞), η ∈ [0, π] and φ ∈ [0, 2π) are the prolate spheroidal coordinates,
C is the prolate constant, xi are the usual Cartesian coordinates.
Figure 4.8: Three dimensional prolate spheroidal coordinates diagram.
It is useful to use prolate spheroidal coordinates, because surfaces of constant
ξ represent axisymmetric ellipsoids with major axis length a = C cosh ξ and
minor axis length b = C sinh ξ . The truncated ellipsoid geometry can then
be completely dened by dening a prolate constant C, the epicardial surface
coordinate ξepi, the endocardial surface coordinate ξendo and a truncation height











Chapter 4. Cardiac Mechanics 4.5. Geometry
To model a rat left ventricle experimental data of the dimensions of the un-
loaded rat heart have been used [13, 14]. The inner radius and outer radius are
given as 2.4mm and 5.1mm respectively. The inner apex to base and outer apex
to base measurements are given as 11.5mm and 13.2mm. From this data the pa-
rameters C = 7.18mm, ξepi = 0.66, ξendo = 0.32 and h = 4.39mm were calculated.
The resulting geometry has a cavity volume of 156µL.
4.5.1 Auxiliary Coordinate System
It is convenient to make use of the prolate spheroidal coordinate system to dene
an auxiliary coordinate system that describes the both the transmural and lon-
gitudinal position in the myocardium (see Fig. 4.9). This can be done to make
the transmural coordinate ξ̄ (or v) vary monotonically from ξ̄endo = −1 at the
endocardium to ξ̄epi = 1 at the epicardium and the longitudinal coordinate η̄ (or
u) to vary monotonically from η̄apex = −1 at the apex to η̄mid = 0 at the equator.
Figure 4.9: Transmural and longitudinal coordinate system [124].
Using the following relations the transmural prolate spheroidal coordinate
ξ and longitudinal prolate spheroidal coordinate η are shifted so that they are
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in the correct direction





ξdiff = ξepi − ξendo (4.27)






u = η̄ = (η − ηmid)
η̄diff
ηdiff
= − (η − π/2) 2/π, (4.30)
where
ηdiff = ηapex − ηbase = π (4.31)
η̄diff = η̄apex − η̄base = −2 (4.32)
ηmid = π/2, (4.33)
which requires the input of ξepi and ξendo for the animal model being studied. Note
that these new coordinates do not vary linearly with transmural and longitudinal
distance, but do vary monotonically transmurally and longitudinally.
4.5.2 Fibre Directions
An analytical expression for the bre directions found by Rijcken et al. in an
optimisation study is used to describe the bre structure of the heart [124]. The
bre directions found using this expression compared well with experimental data
[126,127].
The bre direction is a function of the helical angle, αh, and transverse angle,
αt, (see Fig. 4.10). The helical and transverse angles of the bre direction vary
based on the transmural and longitudinal position within the myocardium in the
following way
αh (v) = p1 + p2v, (4.34)
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Figure 4.10: Diagram showing angles used to dene bre directions [124].
where p1, p2 and p3 are constants, and u and v are the respective normalised
longitudinal and transmural coordinates introduced in the previous Section. The
values for the parameters p1, p2 and p3 are given in Table 4.3.
p1 (rad) p2 (rad) p3 (rad)
0.3533429174 -1.147553983 0.291993584
Table 4.3: Parameter values for the bre direction model [124].
From these angles, together with the basis vectors of the prolate spheroidal
coordinate system, the bre direction can be constructed. The relevant basis
vectors are the circumferential basis vector, φ,the transmural basis vector, ξ,
and the longitudinal basis vector, η which are given by
ξ =
1√
cosh2 ξ sin2 η + sinh2 ξ cos2 η
× (cosh ξ sin η cosφe1 + cosh ξ sin η sinφe2 + sinh ξ cos νe3) (4.36)
φ =
1√
sinh ξ sin η
× (− sinh ξ sin η sinφe1 + sinh ξ sin η cosφe2 + 0e3) (4.37)
η = − 1√
cosh2 ξ sin2 η + sinh2 ξ cos2 η
× (sinh ξ cos η cosφe1 + sinh ξ cos η sinφe2 + cosh ξ sin νe3) (4.38)
This bre direction V1 can then be calculated as











Chapter 4. Cardiac Mechanics 4.6. Boundary Conditions
Figure 4.11: Fibre direction angles as a function of transmural position [124].
The helical bre direction angles αh is shown in Fig. 4.11. They correspond
well with experimental bre directions found in the literature [126, 127]. Notice
the helical angle varying from almost 90◦ at the endocardium to −60◦ at the
epicardium. On the endocardium and epicardium the bre direction is tangent to
the surface since the (1− v2) factor of eq. (4.35) is zero when on the endocardium,
v = −1, and the epicardium, v = +1.
4.6 Boundary Conditions
To simulate the mechanics of he cardiac cycle it is necessary to apply appropriate
boundary conditions. Two types of boundary conditions need to be applied.
Deformation boundary conditions are required to prevent rigid body motion and
to constrain the base of the heart. Pressure boundary conditions are required to
simulate the blood lling pressure acting on the endocardium of the left ventricle.
4.6.1 Deformation Boundary Conditions
At the base of the ellipsoid there is an opening which corresponds to the aortic
valve through which blood leaves the heart. This valve is relatively sti so a ring
at the base of the ellipsoid has been constrained to undergo no displacement
u = 0 onΓD. (4.40)











Chapter 4. Cardiac Mechanics 4.6. Boundary Conditions
4.6.2 Pressure Boundary Conditions
The blood inside the heart exerts pressure on the endocardium of the left ventricle.
This suggests that a pressure boundary condition is applied to the inner wall of
the ellipsoid. During the heart cycle's four phases dierent pressure boundary
conditions exist due to changes in blood ow in and out of the left ventricle.
Figure 4.12: Wigger's plot showing the pressure transient of a human left ventricle
during two cardiac cycles. x-axis is time, y-axis is pressure in mmHg. Adapted
from Seiler et al. [129].
During diastole the mitral valve is open and blood ows into the left ventricle.
The pressure exerted by the blood in the left ventricle increases over time. The
transient of the pressure is evaluated by a Wigger's plot, which descibes the
experimentally found pressure transient of the cardiac cycle. [130] (see Fig. 4.12).
The pressure boundary condition is simply applied to the endocardium.
During isovolumetric contraction all valves are closed. This means that the
volume of the cavity of the left ventricle should not change. While the heart
contracts the blood exerts pressure on the heart wall to prevent volume change
(since blood is mostly water, it is incompressible). This pressure needs to be
calculated by an iterative procedure.
During ejection the aortic valve is open and blood ows out of the heart due
to the contracting ventricle. The pressure that is now exerted by the blood on
the heart wall varies in time depending on the resistance oered by the compliant
aorta. An approximation is to assume the pressure reached at end-isovolumetric
contraction. This is valid physiologically as for the rat left ventricle the pressure
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During isovolumetric relaxation the valves close once again and the contraction
of the heart steadily reduces over time. This reduction leads to a reduced pressure
exerted by the blood, which is again calculated iteratively since the eect of the
active stress is not known a priori.
It is important to note that the pressure acts in the current conguration.
The traction is thus
t(n) = pn on ∂BtN (4.41)
where the Neumann boundary in the current conguration is denoted as ∂BtN .
The corresponding term in the variation formulation (eq. (2.25)) is the external




pn · δuda (4.42)
noting integration over the Neumann boundary in the current conguration. To
convert this integral to an integral over the reference conguration Nanson's for-
mula relating surface elements in the current and reference conguration (see eq.




pJF−TN · (V ⊗V) δudA (4.43)














The element-free Galerkin method (EFGM) with moving least squares (MLS)
shape functions was used to interpolate solutions over the domain. EFGM is a
meshless method meaning that instead of using a mesh as in the nite element
method (FEM) a particle distribution is used to calculate the shape functions.
5.1.1 Moving Least Squares Shape Functions
In the Moving Least Square Method (MLS) an approximation for a solution is
constructed based on a given particle distribution. In the following the MLS
method is briey outlined [7, 131, 132]. Consider a scalar function u(x) dened
over the eld Ω. An approximation for u(x) is dened by a complete polynomial
P(x) and its non-constant coecients a(x):
uh (x) = P (x) · a (x) . (5.1)
A weight function Φ with compact support is associated with each particle (see
Figure 5.1). % denes the so-called inuence radius of Φ. The sum of all particles
with coordinates xI , that fall within the support of the point x, constitute the set
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as
J (a (x)) :=
∑
I∈Λ






The least square t is weighted by the function Φ which, in this case, is taken to
be a C3 quartic spline. Note that a function f is said to be of class Ck if the kth
derivative of f exists and is continuous.
Figure 5.1: Domain in EFGMmethod showing particles (red) and their associated
inuence domains with weight functions ωI covering the circular domain Ω.
The unknown coecients a(x) can be determined by minimising the functional
J (eq. (5.2)) with respect to a(x). Then the substitution of the coecients a(x)
in eq. (5.1) provides the approximation of u(x) as follows



















and uI are the particle parameters.
Comparing this to FEM the particle parameters correspond to the nodal de-
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where the shape functions are given as






Since the least square t (eq. (5.2)) is weighted by a function Φ which has
compact support, the local character of the approximation uh (x) is ensured.
With increasing particle density the weight function support can be chosen to be
correspondingly smaller and the approximation uh (x) converges for %→ 0 to the










































based on a cubic
spline [133].
The smoothness of the MLS approximation is determined by the invertibility
requirement of eq. (5.4) as well by eq. (5.3). This is as both expressions depend on
the continuity of the basis polynomial P ∈ Cm(Ω) as well as the weight function
Φ ∈ C l(Ω) and it holds uh (x) ∈ Ck with k = min(l,m) [131]. A complete linear
basis polynomial
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< |r| < 1
0 for |r| > 1
(5.8)
is chosen. For the three-dimensional space the weight function can be constructed






















The two-dimensional weight function is shown in Fig. 5.2. Note that the
inuence radius %may be chosen independently and dierently for each coordinate
direction and particle. Therefore, the MLS approximation scheme can be adapted
to any irregular particle distribution as well as to domain geometries which are
much smaller in one or two coordinate directions. Considering that P ∈ C1(Ω) as
well as Φ ∈ C1(Ω) it follows that the MLS approximation eq. (5.3) also provides
C1(Ω) smoothness.
5.1.2 Modied Boundary Collocation Method
It is important to note that, unlike FEM shape functions, the MLS shape func-
tions do not satisfy the Kronecker delta property. This means that, at the parti-
cles, the particle parameters are not equal to the value of the approximated eld
at that point. Dirichlet boundary conditions cannot be directly enforced as easily
as in FEM. The Dirichlet boundary conditions were enforced using the Modied
Boundary Collocation Method [8]. This method enforces the Dirichlet condition
exactly by modifying the linear system after it has been assembled.
5.1.3 Gaussian Integration
Numerical integration of integrals resulting from the formulation were performed
using Gaussian integration over elements of the mesh that were used to discretise
the domain. This introduces a certain mesh dependency and means that the full
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FEM shape functions. Second order Gaussian quadrature was used.
5.1.4 Particle Distribution
The particle distribution used to represent the geometry was calculated by cre-
ating a hexahedral or tetrahedral mesh of the geometry in the software package
Gid [134]. The nodal positions of the mesh elements were then taken to represent
the particles used in the element-free Galerkin method and input into SESKA.
The mesh was also used for Gaussian integration of integrals over the domain.
5.1.5 Newton's Method
To apply the element free Galerkin method the variational formulations of the
eikonal diusion equation and mechanics problem were found. This resulted in a
scalar functional W (u) in the case of the eikonal diusion equation and δΨ (u)
in the case of the mechanics problem. The solution procedure for the mechanics
problem is outlined below. The eikonal diusion equation was solved in the same
way replacing the displacement vectors u with the scalar depolarisation time u
. To solve these equations the system was linearised using a rst order Taylor
expansion about the point u0 to obtain
δΨ (u0 + ∆u) ≈ δΨ (u0) + ∆δΨ (u)






where ∆u is the incremental displacement eld such that u = u0 + ∆u and




· ∆u is the variation of δΨ (u) with respect to ∆u (or
equivalently the directional derivative in the direction of ∆u).
The functional δΨ (u) is equated to zero to to nd the displacement u satis-






·∆u ≈ 0 (5.11)
Eq. (5.11) was discretised using EFGM through eq. (5.5) to obtain a linear
system of the form
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and ∆u is the discretised displacement vector consisting of the particle
parameters uI (equivalent to degrees of freedom in FEM).
Unless the equations are linear there is no equality in eq. (5.12). The equa-
tions that were considered here were both nonlinear and an iterative procedure,
Newton's method, was required to solve the system for ∆u. In iteration 0 of
Newton's method an initial guess u0 for the solution of eq. (5.12) is chosen. Us-
ing u0 to calculate F (u
0) and K (u0) the system is solved to nd the increment
∆u0. The initial guess is then updated using the increment calculated as
ui+1 = ui + ∆ui (5.13)
to nd the displacement ui+1 that will be used as displacement to calculate F
and K for the next Newton iteration. This procedure of solving the linear system
for ∆ui then updating the displacement is repeated until ui+1 converges to the
solution i.e. ∆ui is less than a desired tolerance. Quadratic convergence is ensured
if the initial guess, u0, is close enough to the actual solution.
Note that the Newton's method was used at each time step to calculate the
solution for the loading applied at that time step. The solution from the previous
time step was used as an initial guess for the rst Newton iteration. Before the
simulation begins and there is no loading the zero vector is a solution and was thus
used as the initial guess for the rst time step. Because the initial guess should
be close to the solution time steps should be small enough to ensure convergence
of the method.
5.2 Eikonal Diusion Equation
5.2.1 Weak Form
The strong form of the eikonal diusion equation is
c0
√
∇u ·M∇u−∇ · (M∇u) = τm in B (5.14)
n ·M∇u = 0 in ∂BN (5.15)
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In order to implement the standard Galerkin method, the weak form, or vari-
ational formulation, of the problem was calculated. Multiplying by a scalar test








∇u ·M∇uδv +∇ · (M∇u) δv − τmδv
}
dV = 0 (5.17)













(M∇u) · nδvdA = 0. (5.18)
Note that along the Neumann boundary ∂BN the term under the integral is zero
so the integral is only over the Dirichlet boundary. This enforces the Neumann
boundary condition. The term involving the integral over the Dirichlet boundary








∇u ·M∇uδv + (M∇u) · ∇δv − τmδv
}
dV = 0 (5.19)
5.2.2 Linearisation
To solve this nonlinear system of equations the Newton's method was used. This
required the linearisation of the variational formulation introduced in eq. (5.19).
To nd the linearisation, the Taylor expansion of the functional W (u) was com-
puted (see eq. (5.10)):
W (u) ≈ W (u0) +
∂W
∂u
∆u = 0, (5.20)












(M∇ (∆u)) · ∇δvdV
where ∆u is an increment of the depolarisation time u. The fact that M is
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5.3 Mechanics Equation
5.3.1 Variational Formulation




S : δEdV −
ˆ
∂BN
pJF−TN · δudA = 0, (5.21)
where the body force term has been omitted as it is negligible in cardiac me-
chanics. The pressure term was expressed in the reference conguration using
eq. (2.4) since the pressure was dened in the current conguration. The second
Piola-Kirchho stress tensor S is dened as the sum via the passive stress SP
and the active stress SA so that S = SP + SA. The passive stress is given by eq.
(4.12) while the active stress is given by eq. (4.15).
5.3.2 Linearisation
Eq. (5.21) is nonlinear so it was necessary to linearise the equation. This resulted
in




















Because the second Piola-Kirchho stress tensor is expressed in terms of the
Green strain, it is convenient to express the variation of the stress tensor with
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C−1 ⊗C−1J lnJ + ∂C
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δik (M3)lj + (M3)ik δlj
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ei ⊗ ej ⊗ ek ⊗ el. (5.26)




ei⊗ej⊗ek⊗el, is symmetric in the ij indices and the kl indices.
This is due to the symmetry of E.








































B Ct (l, t) e
(B(l−l0))
 lR√2I4 + 1M1.
(5.28)
Note that the active constitutive tensor (M1)ij
∂TA
∂Ekl
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ij indices and the kl indices due to the symmetry of M1 and E respectively.


































As mentioned in Section 5.1.5, the linearisation of the variational formulation
with respect to displacement u, often termed the second variation, results in a
tangent matrix K (u) multiplied by a displacement increment ∆u and a force
vector F. The contribution to the tangent matrix can be evaluated from the
second term of eq. (5.22) by converting to index notation:
ˆ
B
∆S : δEdV +
ˆ
B





















The mechanics problem should be solved for the displacement. For this con-












(δuk,i∆uk,j + ∆uk,iδuk,j) , (5.33)
where a comma in the subscript denotes derivative with respect to the material
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where symmetry of the constitutive tensor was used to simplify the expression.
The tangent matrix was obtained from eq. (5.34) by discretising ∆ui and δuj.
5.3.3 Incremental Loading
To solve the variational formulation of continuum mechanics for a specied load
it is necessary to solve the equations for incrementally increasing load. This is
because Newton's method will only converge if the initial guess, taken to be the
solution at the previous load step, is close enough to the solution.
This was achieved by multiplying the pressure by a loading factor λn at step
n. If the desired pressure is p0 then the pressure at calculation step n is
p = λnp0 (5.35)
Clearly the loading factor should increase from zero to one over the calculation.
The loading increment at each calculation step is the dierence between the
current loading factor and the previous loading factor i.e.
∆λn = λn − λn−1. (5.36)
Each load step corresponded to an equivalent time step so that the temporal
dynamics of the cardiac cycle could be analysed. Expressing the pressure as a
loading factor multiplied by the desired pressure results in the following form of
the pressure term in the variational formulation
ˆ
∂BN




−TN · δudA. (5.37)
5.3.4 Isovolumetric Loading
During the isovolumetric contraction and isovolumetric relaxation phases of the
cardiac cycle the cavity volume must remain zero due to closed valves. During
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contracting the ellipsoid whereas the non-zero cavity pressure seeks to increase
the cavity volume (it is always positive). If these two forces balance then the
cavity volume can be constrained.
The active stress is not known a priori as it is calculated implicitly from the
strain. The magnitude of the pressure boundary condition on the other hand
is not dependent on the deformation. It is therefore required to calculate the
pressure needed to keep the cavity volume constant at each time step.
The requirement that ∆V = 0 implies that at time step n and Newton itera-









n = 0 (5.38)
where Ψin (u
i
n) is the contribution of the material response, ∆λ
i
n is the increment
of the loading factor and ∆λinfext is the contribution from the external work vector




















ext,n = 0 (5.39)
where uiext,n can be interpreted as the displacement due to the reference external
load with λn = 1, while ∆u
i
Ψ,n may be interpreted as the displacement increment
due to the internal forces of the material.


















is the accumulated volume change over the current
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is the volume change from the preliminary displacement correction.













where ∆Vn is set . The loading factor computed is then used in the next Newton
iteration as the new loading factor.
Note that for numerical reasons the incompressibility requirement on the cav-
ity was relaxed so that ∆Vn ≈ 0. The loading factor was not changed if the
change in volume divided by the change in pressure was less than a certain toler-
ance ∆Vn/(∆λnp0) ≤ tol. This ensures the volume can only change by a maximum of
tol×∆λn over a time step. This is so that if small pressure steps are taken, only a
small volume change should be taken and if large pressure steps are taken, a larger
volume change is allowed. In all simulations the cavity volume was constrained to
change by a maximum of 1% of the cavity volume over each isovolumetric phase.
If the initial cavity volume was V0 and the pressure change over the phase was
∆p then the tolerance was given by tol = (0.01×V0)/∆p.
5.4 Implementation
The eikonal diusion equation and mechanics equations were solved using the in-
house code SESKA. SESKA is a numerical code written in C++ to solve linear
problems specically in mechanics and electromechanics using meshless methods.
SESKA is a large code of approximately 100 000 lines that is capable of modelling
a number of dierent types of materials, constitutive laws and formulations.
The numerical formulation described above has been implemented in SESKA.
Major parts of the code that were added to SESKA by the author for this thesis
were:
• Eikonal diusion model.
• Guccione active stress model.
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Being a parallel code SESKA can be run on large computing clusters. SESKA
was run on the Centre for High Performance Computing SUN Computing Cluster













In this section the results of several electrophysiology and mechanics simulations
are presented. First the electrophysiology is considered. The convergence of
the numerical method was rst demonstrated by comparing the exact solution
of the eikonal diusion equation to the numerical solution on coarse and ne
meshes. The eikonal diusion equation was then validated by comparison with
two other computational studies. Calibration of the eikonal diusion equation
was performed by comparing numerical solutions in the ellipsoid model of the
heart to experimental data.
The mechanics model was then investigated. The passive mechanical model
was rst validated with experimental pressure-volume data. The full cardiac cycle
of the rat left ventricle was then simulated. The resulting pressure and volume
relationships are discussed and validated with experimental data. Sarcomere
length, representing the bre strain, and active tension transients for a number
of positions in the heart are presented and discussed.
Using the mechanics model the ischaemic phase of myocardial infarction was
simulated for the full cardiac cycle. The infarction was modelled as being non-
contractile and less sti than the surrounding myocardium. Results from the
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6.1 Electrophysiology
6.1.1 Convergence of the Numerical Method
To show that the numerical solution found is accurate it was necessary to show
convergence of the spatial discretisation and approximation scheme. The approx-
imation scheme used was the MLS element free Galerkin method. Convergence
was shown by solving an equation on the same domain with dierent levels of
discretisation and showing that as the discretisation became ner the error de-
creased.
It was convenient to use the eikonal diusion equation to achieve this since
the exact solution of this equation is known for an innite homogeneous domain
(see Section 3.4.1). The eikonal diusion equation was solved on a simple block
geometry which served as an approximation to this innite homogeneous domain.
Three dierent particle distributions were produced with 400, 1450 and 3200
particles. Note that since the domain of the numerical solution was not identical
to the domain of the exact solution some residual error was expected.



















Figure 6.1: Error in numerical solution for 400, 1450 and 3200 particles.
The percentage error was determined by calculating the square of the dier-
ence between the numerical solution and the exact solution at each point, adding
the contribution from each particle and dividing by the sum of the square of the
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where N is the number of particles, uexacti is the exact solution at particle i and
uapproxi is the numerical solution at particle i.
Fig. 6.1 shows the percentage error in the numerical solution. The error
decreased successively from 4% for 400 particles to below 1% for 3200 particles.
This shows the numerical solution tending to the exact solution for ner particle
distributions.
6.1.2 Validation
The heart, however, is not homogeneous and bre directions vary throughout.
Noting this, numerical solutions of the eikonal diusion equation were compared
to those found in literature.
6.1.2.1 Myocardial Slab
The rst study with which numerical solutions were compared was that of Colli-
Franzone et al. [135]. Colli-Franzone numerically solved the eikonal diusion
equation using a nite dierence scheme for a rectangular prism with sides 10mm,
10mm and 3mm. This is an idealisation of a slab of myocardium with the endo-
cardium being on the plane x3 = 0 and the epicardium on the plane x3 = 3mm
(see Fig. 6.2).
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The bre directions in [135] are given as
V1 = e1 cosα (r) + e2 sinα (r) (6.2)
V2 = −e1 sinα (r) + e2 cosα (r) (6.3)
V3 = e3 (6.4)
where ei are the Cartesian basis vectors, r is the normalised distance through the
thickness of the slab from the endocardium (r = 0) to epicardium (r = 1) and
α = 2/3π (1− r) . (6.5)
The form of the eikonal diusion equation used in [135] was slightly dier-
ent from the form used in this study, so the parameter values c0 and τm were
calculated. Parameter values c0 = 1.58 and τm = 2.19ms, with space constants
λ1 = 1mm and λ2 = λ3 = 0.5mm were calculated. This resulted in a plane
wave velocity of cf = 0.72mmms
−1 in bre direction and cs = 0.36mmms
−1 in
the cross bre direction. The units mmms−1 have been used to exemplify the
characteristic length and time scales of the problem.
Figure 6.3: Solution to eikonal diusion equation in the z = 0 plane for a my-
ocardial slab with initial depolarisation in the upper right corner. On the left is
the solution found in [135] and on the right is the solution obtained in this study.
Units of depolarisation time are ms.
Fig. 6.3 shows the numerical solution and the solution of Colli-Franzone et
al.. Notice how, due to the inhomogeneous bre directions, the action potential
propagated faster horizontally than vertically. In both this simulation and the
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approximately 33ms. The slight dierence between the solutions in the top right
corner was due to the fact that Colli-Franzone used a small block as the depolari-
sation time boundary condition whereas in this simulation a more physiologically
accurate point depolarisation time boundary condition was used.
To analyse the wave velocity of the numerical solution, consider the propa-
gation of the wave in the horizontal direction from the point of stimulus. The
wave took ≈ 14ms to reach the boundary 10mm away. The resulting wave ve-
locity of 0.72mmms−1 compared well with the calculated plane wave velocity of
cf = 0.72mmms
−1. This was as expected since this wave has little curvature and
is a good approximation of a plane wave. Similarly the wave travelling horizon-
tally in the cross bre direction reached the boundary 10mm away in ≈ 29ms
resulting in a wave velocity of 0.35mmms−1 compared to the calculated cross
bre plane wave velocity of cs = 0.36mmms
−1.
6.1.2.2 Annulus Geometry
The next geometry that was implemented was a thin cut through the heart wall,
which resulted in a thin annulus (see Fig. 6.4). This was implemented to compare
results with those of Tomlinson [98], where the eikonal diusion equation was
solved on a two dimensional annulus using FEM. While these geometries are not
identical, they are very similar and a three dimensional geometry was signicantly
easier to implement with the existing code.
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The annulus has an inner radius of 40mm, an outer radius of 55mm, and
a thickness of 3mm, which corresponds to the dimensions of a human heart.
Parameter values used were c0 = 2.5, τm = 3ms, λl = 0.8mm and λt = 0.5mm.
Circumferential bre directions were used.
Figure 6.5: Solution to eikonal diusion equation in the z = 0 plane for a thin
annulus with initial depolarisation on the inner right-hand boundary. On the left
is the solution found in [98] and on the right is the solution with this cardiac
model. Intervals between contour lines are 10ms and units of depolarisation time
are ms.
Fig. 6.5 shows the solution found by Tomlinson and the solution found
in SESKA. The solutions were very similar as expected. The action potential
reached the left wall in approximately 210ms for both simulations. In the Tom-
linson solution the action potential propagation was slightly faster than in the
SESKA solution, however this could be attributed to the fact that a three dimen-
sional domain was used where additional diusion can occur in the additional
direction.
The exact plane wave propagation speed cf = 0.83mmms
−1 compared well
with the numerical value found of cf = 0.75mmms
−1. The numerically found
wave propagation speed was smaller due to the large curvature throughout the
solution.
6.1.3 Calibration of Model
Once the accuracy of the numerical solution to the eikonal diusion equation
was shown the model was calibrated by comparing computational results with
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of depolarisation times in rats is not available, so instead experimental depolari-
sation times of the human heart from Durrer et al. [9] were used to calibrate the
spatial distribution of depolarisation times (see Fig. 3.7). Additionally, knowl-
edge of the propagation speed found in rats was used to calibrate the propagation
speed parameter of the eikonal equation [10].
Figure 6.6: Problem conguration of electrophysiology model for the healthy left
ventricle. Left: Propagation speed in the heart. Units used are mmms−1. Right:
depolarisation time boundary conditions.
In the experimental depolarisation time map of Durrer (see Fig. 6.7) it can be
seen that there are a number of points where the depolarisation wave is initiated.
On the endocardium there are four distinct initiation points and there is an
additional initiation point in the right ventricle on the wall of the septum that
will aect the depolarisation times in the left ventricle (see Fig. 6.6). These ve
points were used as zero depolarisation time boundary conditions in the eikonal
diusion equation.
In Fig. 6.8 notice that the wave spreads much faster over the endocardium
than through the heart wall from endocardium to epicardium. This is due to
the Purkinje network that spreads over the endocardium. To simulate the Purk-
inje network the propagation speed on a thin strip about the endocardium was
increased. As can be seen in Fig. 6.6 the propagation speed decreases transmu-
rally through the heart wall from the endocardium to the epicardium. It was
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Figure 6.7: Depolarisation times in a human heart. Units are ms. Adapted from
Durrer et al. [9].
curate results. Using these parameter values and boundary conditions the eikonal
diusion equation was solved numerically.
The propagation speed in the rat heart at body temperature has been found to
be ∼ 0.9mmms−1 [10]. It was found that, for simulations of the eikonal diusion
equation in this study, a value of 0.88mmms−1 gave the best results.
Fig. 6.9 shows the depolarisation times on a cut through the equator of the
ellipsoid. The cut goes through one of the initiation points that is situated on
the equator. The solution was highly irregular and not symmetric, as expected,
due to the irregular spatial positioning of the initiation points and the collisions
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Figure 6.8: Depolarisation times of calibrated model . Top left: anterior (front)
view. Top right: posterior (back) view. Bottom left: posterior half. Bottom
right: anterior half. Units are in ms.
Figure 6.9: Depolarisation times on a cut through the equator of the ellipsoid.
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6.2 Mechanics Simulations
6.2.1 Validation
In order to validate the passive mechanical model a successively increasing pres-
sure is applied to the endocardial wall of the ellipsoidal model of the left ventricle.
The pressure was increased from 0kPa to 2kPa and results compared to experi-
mental data.
Figure 6.10: Volume pressure curve for diastolic lling. Experimental data was
from in Herrman et al., Cingolani et al. and Omens et al. [1113].
Numerical solutions were calculated for particle distributions of 402, 532 and
696 particles. In Fig. 6.10 the left ventricle cavity pressure has been plotted
against the cavity volume for each of the particle distributions as well as the
experimental data found in Herrman et al., Cingolani et al. and Omens et al.
[1113]. The shape of the numerical solution curves matches well with the trends
in the experimental data. The numerical solutions are also within the range of the
experimental data and so describe pressure volume relationships in this pressure
range well.
As the density of the particle distribution increased from 402 to 696 parti-
cles the pressure-volume curve converged towards a xed curve that was within
experimental data. This suggested that particle distributions of 696 particles or
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6.2.2 Healthy Model
The full cardiac cycle of a rat left ventricle has been simulated. The geometry of
a truncated ellipsoid was used to model the left ventricle using dimensions found
in experimental data [13, 14]. Fibre directions from Rijcken et al. (see Section
4.5.2) were used to model the brous structure of the myocardium. The bre
directions in the ellipsoid as well as the applied boundary conditions are shown
in Fig. 6.11. The mechanical model was not coupled to the eikonal diusion
equation. The depolarisation time at the end of diastole has been taken to be 1s
at all points in the heart. The truncated ellipsoid representing the left ventricle
was discretised to contain 731 particles. Results from the above validation study
suggest that this number is sucient for obtaining an accurate In Fig. solution
to the mathematical equations.
Figure 6.11: Problem conguration of mechanics simulation. Left: bre directions
in the ellipsoid. Right: boundary conditions applied to the ellipsoid.
Prior to the beginning of the cardiac cycle, the preload, the pressure on the
endocardial wall was increased from 0kPa to 0.25kPa. The cardiac cycle was
separated into four phases. Nine representative time points have been selected
from A-I and are shown in Fig. 6.12.
During the rst phase, diastolic lling, a pressure was applied to the endocar-
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preload
Figure 6.12: Pressure-time curve for the healthy rat left ventricle. Representative
time points in the cardiac cycle have been shown from A, the beginning of diastolic
lling, to I, the end of isovolumetric relaxation.
the second phase, isovolumetric contraction, the cavity volume of the left ven-
tricle was held constant while the active tension increased with each time step.
The pressure on the endocardial wall correspondingly increased using the itera-
tive cavity control algorithm. Once the pressure reached 5kPa the third phase,
ejection, began. During ejection, the pressure was held constant at 5kPa while
the active tension increased with each time step and cavity volume decreased.
Once the cavity volume ceased to decrease, the last phase, isovolumetric relax-
ation, began. Here the cavity volume was held constant while the active tension
in time decreased, and the pressure on the endocardial wall decreased.
Table 6.1 compares the results of the healthy simulation with experimental
results of the healthy rat left ventricle. The end diastolic volume was found
to be 348.02µL and the end systolic volume was 172.83µL. This resulted in a
stroke volume of 175.19µL and an ejection fraction of 50.34%. These results
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Model Results Experimental Data
EDV (µL) 348.02 397± 31 [14], 337± 26 [15], 450± 90 [16],
440± 53 [17], 299± 49 [18]
ESV (µL) 172.83 157± 18 [14], 172± 21 [15], 180± 30 [16],
190 [17], 194± 47 [18]
EDP (kPa) 1.0 1.19± 0.21 [17], 0.44± 0.17 [16],
2.0± 0.67 [18], 1.33± 0.27 [15]
ESP (kPa) 5.0 16.7± 0.93 [17], 12± 2.67 [16],
16.9± 1.12 [18], 12.4± 0.80 [15]
EF (%) 50.34 61 [14], 49 [15], 60 [16], 55 [17], 35 [18]
Table 6.1: Summary of healthy model results compared with experimental data.
EDV - end diastolic volume, ESV - end diastolic pressure, ESP - end systolic
pressure and EF - ejection fraction.
Figure 6.13: Basic metrics of cardiac function over the cardiac cycle. Left: Ex-
perimental pressure-volume loop [17]. Centre: Computational pressure-volume
loop. Right: Volume-time curve.
end diastolic volume was 337±26µL, the end systolic volume 172±21µL and the
ejection fraction 49% . Other experimental studies report an ejection fraction of
49− 60% which is consistent with our results. The end diastolic volume and end
systolic volume parameters vary greatly in the literature due to the variation in
rat heart sizes [1418].
Figs. 6.12 and 6.13 show the results of the simulation in the form of three
graphs comparing the pressure, volume and time of the cardiac cycle. The rst
plot in g. 6.13 shows an experimentally found pressure-volume loop in the rat
left ventricle. This loop was compared to the second plot, showing the pressure-
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are very similar with a characteristically at top showing an almost constant
pressure during ejection. The magnitude of the loops are very dierent however.
The experimental loop reaches∼ 160mmHg ≈ 20kPa whereas the computational
loop reaches 5kPa.
The pressure-time curve shows the pressure transient during the cardiac cycle.
The hump at 0.8s is the atrial systole (contraction of the atria) that pumps
blood into the ventricles. In addition a small volume of blood returns to the
left atrium during atrial systole, as the mitral valve is still open. The sharp
upward curve following this shows the rapid increase in pressure that occurs
during isovolumetric contraction. Isovolumetric contraction in this simulation
had a period of ∼ 50ms, which was consistent with the computational results of
Niederer et al. [118]. Following this, during ejection, the volume decreases rapidly
due to the increase in active tension, until the maximum tension is reached at
t = 1.25s. Having the pressure remain constant is not fully physiological, but it
is a good approximation to the relatively at pressure-volume curves of rat left
ventricles [18]. Ejection ends when the cavity volume stops decreasing, signalling
the beginning of isovolumetric relaxation. During isovolumetric relaxation the
active tension decreases from the maximum that occured at t = 1.25s. This
continues until the pressure reaches 0.25kPa. The timings of the dierent phases
of the cardiac cycle are summarised in Table 6.2.
A B C D E F G H I
t (s) 0 0.5 1.0 1.025 1.050 1.160 1.250 1.500 1.745
Table 6.2: Representative time point values for the healthy cardiac cycle.
Fig. 6.14 shows the sarcomere length distribution as well as the deformation
of the ellipsoid for representative time points A-I during the cardiac cycle. The
sarcomere length represents the bre strain in the heart and is useful to assess
areas in which there is overstretching or under-stretching. Note that the sarcom-
ere length in the reference conguration varies transmurally from endocardium to
epicardium because of the residual stress in the heart. Several cuts were made in
the ellipsoid model at z = 2,−2,−6 to better elucidate the transmural gradients
in sarcomere length. A vertical slice is also shown so that the torsion of the heart
is visible.
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increase due to the increase in pressure. At point A the sarcomere length varies
transmurally through the heart wall from 1.8µm to 1.95µm. This increases up
until the end of diastolic lling where the sarcomere length is at a maximum over
the whole cardiac cycle. The large sarcomere lengths near the ring at the base
of the ellipsoid can be attributed to the zero displacement boundary conditions
prescribed. There is relatively little torsion during this phase, which may also be
due to the boundary conditions applied.
During isovolumetric contraction (plots D and E) the rapid increase in active
tension causes the ellipsoid to rapidly contract, while the cavity volume remains
constant. The increase in active tension causes the heart to twist and the sar-
comere lengths to shorten. This phase shows the torsion that occurs during the
cardiac cycle due to the active tension acting in the bre direction, which has a
circumferential component. This torsion has been shown in a number of experi-
mental studies [14,136].
During ejection (plots F and G) the cavity volume is no longer constant and
the cavity size decreases. The increase in active tension causes further torsion.
The increased torsion in turn increases the displacement, however, as there is
no volume constraint, the epicardium is free to move inwards signicantly and
reduce the radial displacement.
In the isovolumetric relaxation phase (plots H and I) the active tension de-
creases, causing the ventricle to relax towards its original state - the state it was
in at the beginning of diastole. The sarcomere length gradually increases as the
active tension decreases, while the heart relaxes and untwists. One would expect
the sarcomere lengths at the end of isovolumetric relaxation to be the same as
at the beginning of the simulation, however this is not the case. The reason for
this is that there is still some residual active tension at the end of isovolumetric
relaxation.
Fig. 6.15 shows the sarcomere length and active tension near the base, the
middle and the apex of the ventricle. For each height the results are for endo-
cardium and the epicardium at these heights.
During diastolic lling, from t = 0 s to t = 1 s, the sarcomere lengths increase
due to the pressure on the endocardial wall increasing the cavity size. Near
the middle of the ventricle the sarcomere lengths at each transmural position
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Figure 6.14: Sarcomere length distribution and deformation of the healthy rat
left ventricle for representative time points A-I of the cardiac cycle. All plots
share the same scale and orientation. Sarcomere length is measured in µm.
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Figure 6.15: Sarcomere length and active tension plots for Left: particles near
the base of the left ventricle, Centre: particles near the middle of the left ventricle
and Right: particles near the apex of the left ventricle.
the endocardial position increase faster than at epicardial positions. The active
tension during this phase is zero, as active tension is only introduced at the
beginning of the next phase, isovolumetric contraction.
The sarcomere lengths drop rapidly during isovolumetric contraction due to
the increase in active tension. This increase in active tension results in a com-
pressive force that reduces sarcomere length. During this phase the active tension
increases uniformly at all locations in the heart since the sarcomere lengths are
not yet small enough for the length dependence of the active tension to be a
major factor.
As ejection begins, the sarcomere lengths throughout the heart are similar.
The sarcomeres at the epicardium shorten faster than at the endocardium, caus-
ing a lower active tension at the epicardium than at the endocardium. This
demonstrates the dependence of active tension on sarcomere length. Consider
the time at which active tension is maximum t = 1.25s. This is especially evident
in the middle of the ventricle where a dierence in sarcomere lengths of only
∼ 0.05µm between the endocardium and epicardium leads to a two fold increase
in active tension.
The sharp notch present in the epicardial positions at the beginning of ejec-
tion can be attributed to the change in boundary conditions that occurs. The
boundary conditions change from an increasing pressure that maintains the cav-
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ity volume to a constant pressure with a cavity volume that is not constrained.
As seen in Fig. 6.14, the sarcomere length quickly decreases during ejection, and
the length dependence of the active tension causes a sharp reduction in the active
tension amplitude.
During isovolumetric relaxation the active tension gradually decreases and
the sarcomere lengths increase due to the decrease in compressive forces. The
sarcomere lengths are similar throughout the heart. This causes the relaxation
time of the active tension to be uniform throughout the heart, since the relaxation
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6.2.3 Infarcted Model
The cardiac cycle for the rat left ventricle during the ischaemic phase of myocar-
dial infarction was simulated. A truncated ellipsoid model of the rat left ventricle
with a small posterior infarct was used as the geometry. This is shown in Fig.
6.16. The volume of the infarct was 99.77µL while the total wall volume was
641.70µL. The volume fraction of the infarct is thus 15.5% of the wall volume.
To model the passive material properties of the myocardium during ischaemia
the stiness constant of the passive mechanical model in the infarcted region was
decreased by half, to A = 0.44 kPa. In the infarcted region there is no contractile
force so the maximum active tension parameter was set to zero, Tmax = 0 kPa
(see Fig. 6.16). The cardiac cycle was controlled in the same way as for the
healthy model, with the same boundary conditions.
Figure 6.16: Ellipsoid geometry of infarcted left ventricle.
The end diastolic volume was found to be 356.19µL, while the end systolic
volume was 201.17µL. This increase in end diastolic volume during ischaemia, as
compared to 348.02µL for the healthy left ventricle, is expected since part of the
myocardium is less sti and undergoes greater deformation. Experimentally it
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compared to the healthy end diastolic volume [19]. The increase in end systolic
volume is also expected as a signicant part of the heart is not contracting and
therefore not attempting to reduce the cavity volume.
The ejection fraction was calculated as 43.52%, corresponding to a decrease in
cardiac function. The stroke volume also decreased as compared with the healthy
model to 155.02µL. This decrease in stroke volume is critical as it means that
11.51% less blood is pumped to the body during a cardiac cycle.
Figure 6.17: Basic metrics of cardiac function over the cardiac cycle of the in-
farcted left ventricle.
Fig. 6.17 shows the pressure, volume and time relationships of the infarcted
left ventricle. They show qualitatively the same features of the healthy left ven-
tricle because the cardiac cycle is still functional. Key dierences, apart from
the end diastolic and end systolic volumes, are noticeable when investigating the
timing of the dierent phases of the cardiac cycle.
The period of diastolic lling was the same as with the healthy model since
this was prescribed to begin at 0s and end at 1s. Isovolumetric contraction on the
other hand nishes at 1.055s. This is 0.005s later than in the healthy model and
can be attributed to the lack of contractile power in the infarct. This causes an
overall reduction in contraction. Ejection occurs at the same time point as in the
healthy model: again because the time of maximum active tension is prescribed
to occur at 1.25s. The isovolumetric relaxation phase however has a longer period
in the infarcted model than in the healthy model. The timings of the dierent
phases of the cardiac cycle are summarised in Table 6.3.
In Fig. 6.18 the sarcomere length distribution and deformation is plotted at
representative time points A-I during the cardiac cycle. Note that the scaling
of sarcomere length in this gure diers to that in the healthy model. This is
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Figure 6.18: Sarcomere length distribution and deformation of the infarcted rat
left ventricle for representative time points A-I of the cardiac cycle. All plots
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A B C D E F G H I
t (s) 0 0.5 1.0 1.030 1.055 1.160 1.250 1.600 1.855
Table 6.3: Representative time point values for the cardiac cycle of the infarcted
left ventricle.
cycle of the infarcted model.
During diastole (plots A to C) the addition of the infarct does not greatly aect
the sarcomere length. What can be observed is a slight increase in sarcomere
length in the infarct. This is to be expected since the less sti infarct should
stretch more than the healthy myocardium under the same pressure force.
The eect of the infarct becomes important during isovolumetric contraction
phase (plots D and E). The non-contractile nature of the infarcted region can
clearly be seen, as instead of decreasing, the sarcomere length increases. In the
infarcted region the sarcomere lengths increase up to 2.7µm. Overstretching of
sarcomeres in ischaemic tissue of the infarcted heart has been found experimen-
tally by Crozatier et al. [20].
During ejection (plots F and G) the non-contractile nature of the infarct
causes the the infarcted region to bulge out. The healthy myocardium contracts to
decrease the cavity size, while the infarcted region is passive. During isovolumetric
relaxation (plots H and I)the sarcomere length in the healthy region increases,















A mathematical model of the rat left ventricle was developed to study myocardial
infarction. The model describes the electrophysiological and mechanical function
of the heart, together with boundary conditions that simulate the cardiac cycle.
The geometry of the rat left ventricle was approximated using a truncated el-
lipsoid with dimensions consistent with experimental data. The accuracy of the
healthy model was assessed through validation by experimental data. The rst
stage of myocardial infarction, ischaemia, was modelled with results comparing
favourably to experimental results.
The eikonal diusion equation was solved for a number of particle distributions
with increasing particle number to analyse the error in the numerical solution.
The error reduced for ner particle distributions, as was expected. To show the
accuracy of numerical solutions to the eikonal diusion equation, simulations
presented by Colli-Franzone et al. [135] and Tomlinson [98] were reproduced.
The electrophysiology model was then calibrated so that physiologically accu-
rate depolarisation times could be calculated for the rat left ventricle. This was
achieved by comparing numerical results with the experimental results of Durrer
et al. [9]. Five initial depolarisation points were identied from the experimen-
tal depolarisation time map. The ve points were used as boundary conditions
for the eikonal diusion equation. It was found that isovolumetric relaxationa
propagation speed of c0 = 1.344mmms
−1 was required on a thin strip near the
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lated the propagation speed in the rest of the myocardium. The full depolarisation
time map was produced and compared to that of Durrer et al..
The passive mechanics of the heart was described by the transversely isotropic,
nearly incompressible constitutive law of Usyk et al. [5]. This constitutive law was
able to reproduce, qualitatively and quantitatively, the characteristic nonlinear
pressure-volume curve for diastolic lling. The simulation results were well within
the experimental results of Cingolani et al., Usyk et al. and Herrmann et al.
[5, 11, 12].
The full cardiac cycle of a healthy rat left ventricle was simulated. Basic
metrics of cardiac function such as end diastolic cavity volume and end systolic
cavity volume compared well with experimental data of Faber et al. [15]. During
contraction the ellipsoid produces the characteristic torsion that has been found
experimentally [136]. The contraction of the heart was modelled using the Guc-
cione active stress model, where an active stress is added to the aforementioned
passive stress [68]. The active tension showed typical dependence on sarcomere
length.
Finally the rat left ventricle was modelled with a small posterior ischaemic
myocardial infarct. The end diastolic volume was calculated and found to be
larger than in the case of the healthy heart. This is consistent with experimental
ndings of increased end diastolic volume of the ischaemic left ventricle. In ad-
dition, signicant stretching of the sarcomeres within the infarcted region during
contraction, as found experimentally, was observed [19].
This model can be used to study the mechanical eects of myocardial infarc-
tion in more detail and can be developed further to study the eects of treatments
of myocardial infarction. Results from these computational simulations can be
used to inform the developments of these treatments and can even be used in a
clinical setting.
7.2 Further Work
The model that has been developed considers the electrophysiology as well as
the mechanics of the heart. But the precise haemodynamics in the heart also
play an important role in regulating the pressure during ejection. Rather than
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Windkessel model which models the blood pressure within the aorta. This could
be coupled to the pressure boundary condition during ejection. Implementing
this model would improve the active tension development during ejection as the
compression near the endocardium would be reduced.
Another aspect that has not been studied is that of electromechanical cou-
pling. This could be achieved by using the depolarisation times found using the
eikonal diusion equation as an input into the active stress model. This would
more accurately model the contraction of the left ventricle which is not completely
synchronous.
More realistic geometries based on MRI images should be implemented to
study dierent types of infarct geometries in more detail. One would then have
to be take consideration of the bre directions within the geometry, as they are
spatially dependent. More realistic geometries require ner particle distributions
as there are more irregularities in the structure. This would increase the compu-
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