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Introduction:
The high thermal conductivity of diamond (up to 3300W/mK) has been widely exploited in thermal management of different applications, e.g. high power lasers, [1] high power light emitting diodes (LEDs) [2] , x-ray optical windows [3] and high power electronic devices. [4] In all of these applications, and because nowadays polycrystalline diamond can reach thermal conductivities approaching those of single crystal diamond, polycrystalline rather than single crystalline diamond is used without any detriment. [5] However, for achieving this performance polycrystalline diamond needs to be polished removing the material of the first microns of growth corresponding to the near nucleation diamond. [6] In this region, comprising the first microns of diamond from nucleation, the thermal conductivity is much lower than bulk values; it is also anisotropic i.e. cross-plane and in-plane thermal conductivity differ in value; the thermal conductivity also shows a strong dependence on the average grain size. [6] [7] [8] Due to the difficulty of measuring the thermal properties of ultrathin diamond films, the thermal transport in this region of the diamond has been scarcely studied, and the existent data reported in the literature show significant disparity in values. [8] However, the recent integration of diamond with GaN high electron mobility transistors (HEMTs) has revived the interest in a better understanding of the diamond properties in this near-nucleation region, since a low thermal conductivity in this region may be a bottleneck for this technology. [9] [10] [11] It should be noted that the thermal conductivity values reported in the literature for ultrathin diamond layers (<3µm) range from a few tens to few hundreds of W/mK, [8, [12] [13] [14] [15] with cross plane/in-plane anisotropy rates ranging from 1.5 up to 20. [6, 8, [13] [14] [15] To explain these low thermal conductivity values, two main factors have typically been considered: the low quality of the diamond lattice in this region, and the presence of grain boundaries acting as thermal barriers. [6, 8, [13] [14] [15] The latter has also been qualitatively used to justify the anisotropy in thermal conductivity due to the characteristic columnar shape of the polycrystalline diamond grains. [6, 8] However, while these two factors undoubtedly impact the heat transport in the near nucleation diamond region, still it is poorly understood how to quantify their individual contribution to the reduction of thermal conductivity and how they are related to the emergence of anisotropy in the heat conduction.
Typically the quality of the lattice in polycrystalline diamond is typically explored by means of its Raman signal. [16] When approaching the near nucleation diamond it is common to observe features attributed to a low-quality lattice: the sp 3 diamond peak becomes broader than for single crystal/bulk CVD diamond, and other features appear in the Raman spectrum apart of the diamond Raman peak (sp 2 bonds, transpolyacetylene peaks, etc.). [16, 17] However, while this is clear evidence for a somewhat less crystalline lattice structure, it says little about whether these contributions to the Raman spectra arise from the in-grain lattice or from the grain boundaries regions, which are prone to accumulate defects including sp 2 and CH x bonds. [18, 19] On the other hand, theoretical values computed from molecular dynamics simulations have shown that the thermal resistance between perfect grain M A N U S C R I P T
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boundaries in polycrystalline diamond range between 0.02-0.1 m 2 K/GW depending on its mismatch angle. [20, 21] On the other hand, reported literature values for this magnitude from experimental measurements are much higher, on the order of 0.5-3 m 2 K/GW, [7, 12, 21] which can only be explained by a significant accumulation of defects/disorder at and near the grain boundaries. [20] It is worth noting that experimental values of grain/grain thermal resistance are typically extracted indirectly from experimental data. For this, models make use of strong simplifications, for example, bulk-like in-grain thermal conductivities [12, 21] and a single average value for the in-plane grain size (in the case of the columnar grains those may be somewhat arbitrary due to the lack of regularity) are considered. [8] In any case, how the grain/grain thermal resistance correlates with the cross-plane thermal conductivity, and therefore the thermal conductivity anisotropy factor, is still poorly understood, and at best only approached by simplified models making use of indirect phenomenological relations. [6] To shed some light on this problem, we demonstrate in this work a methodology able to unravel the individual roles of grain boundaries and lattice thermal conductivity on the thermal transport in the near nucleation site of polycrystalline diamond. For this, we have determined the in-plane and cross-plane thermal conductivity experimentally in a polycrystalline diamond thin film (1µm thick). This has been combined with thermal simulations making use of the real grain structure, including grain orientation, of the sample, which was determined by transmission emission microscopy (TEM). Using this methodology the in grain thermal conductivity and thermal resistance between grains can be simultaneously determined from both cross-plane and in-plane measurements without any fitting parameters.
Experimental Details:
Diamond films of about 1 μm thickness were deposited on 200 µm thick silicon substrates by microwave plasma-assisted chemical vapor deposition (MPCVD) in an IPLAS 5.0 KW CVD reactor with hydrogen and methane as reactant gases. The substrate temperature and chamber pressure were kept constant throughout the entire diamond film growth and remained at 750 °C and 7.08 torr respectively. The microwave power and methane to hydrogen ratio was varied, respectively, from 800 W and 0.5% during the initial 20 minutes of film growth to 1400 W and 0.7% through the continuing diamond deposition. The diamond film thickness was measured by in situ laser reflectometry. Prior to growth, the silicon substrate was seeded by ultrasonic treatment in ethanol-based nanodiamond suspension prepared from detonation nanodiamond powder which was acquired from International Technology Center, North Carolina, USA (ITC). According to the manufacturer specifications the material grade used here has a high degree of grain size homogeneity with an average particle size of 4 nm, and a chemical purity in excess of 98%. Scanning electron microscopy analysis (SEM) of the back side of a typical diamond film deposited with above mentioned seeding method shows a uniform nucleation with seed density greater M A N U S C R I P T A C C E P T E D ACCEPTED MANUSCRIPT than 10 12 nuclei/cm 2 . In general, the use of carbon-lean growth conditions is intended to suppress secondary renucleation, and increases film quality by decreasing grain/boundary ratio. Such diamond films are basically formed through the grain coalescence and subsequent growth competition of initially random oriented nanodiamond seeds. The orientation of crystallites fastest growth direction in relation to substrate surface is the key to seeds survival. Only the crystallites with fastest growth direction nearest to normal to the growth surface survive at the end. This ultimately leads to a formation of a well pronounced columnar grain structure in the film, as well as an increase in lateral grain size with film thickness.
The structural characterization included electron microscopy x-ray scattering techniques. Electron transparent plan view and cross section samples were prepared using a focused ion beam instrument (Nova 600 FIB). SEM images of the diamond surface morphology were also produced using the FIB instrument. Transmission electron microscopy (TEM) images were generated using a Titan S/TEM (FEI) system under 200 kV. The scanning transmission electron microscopy (STEM) mode allows to analyze the grain size distribution while the high angle annular dark field (HAADF) detector in the STEM mode provides contrast based on the differences in the adjacent grain orientation and distinguishes clearly between grain boundaries and twins. The orientation of the different grains was quantified using two techniques. First, selected area electron diffraction (SAED) patterns were used to produce images of grains with specific orientations. Tilting the sample imaged different grains, so the relative misorientation between adjacent grains could be estimated. The second approach was to employ precession electron diffraction (PED) mapping with a 10 nm step size from which the orientation of each grain is mapped using a color-coded legend. X-ray scattering measurements utilized a Jordan Valley D1 (Cu Kα radiation) with incident parallel beam optics for both 2θ:ω scans and pole figures using Soller slits. Full pole figure data were collected with a fixed diffraction angle 2θ by varying the tilt angle with respect to the sample surface normal direction (χ) from 0° to 80° with a step size of 2° and rotation angle around sample surface normal direction (φ) from 0° to 360° with a step size of 1°. Pole figures were plotted with the obtained diffracted intensity data as a function of χ and φ.
For producing diamond membranes for in-plane thermal measurements, the silicon substrate was etched away by dry etching to obtain several 460x1000 µm freestanding diamond membranes similar to the ones described in refs [8, 22] . Test structure designs consisted of metal heaters on these diamond membranes; this generates a temperature field in the freestanding diamond membrane when an electrical current flows through the line heater. The test structures were fabricated by first patterning 20 nm Cr followed by 300 nm Au by lift-off lithography. Diamond etching was performed by first depositing SiN by PECVD and patterning by ICP RIE using SF 6 . Diamond was etched by RIE ICP O 2 /Ar 2 chemistry. The SiN mask was removed by a combination of RIE ICP and buffered HF. Diamond membranes were fabricated by Bosch etching of the Si wafer to produce deep vias stopping selectively on the diamond film.
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Experimental measurement of the diamond microstructure:
The in-plane grain size distribution, both using SEM and TEM, was determined using the standard intercept method [1] with four directions (0°, 45°, 90° and 135°) chosen to account for the non-equiaxed grains, as shown in Fig.1 . The average grain size obtained is 184 nm from the TEM plan view image ( Fig. 1-a) , and 240 nm from the SEM image ( Fig. 1-b) . It can be seen that the TEM image shows better contrast between different grains, and therefore displays the actual grain boundaries. On the other hand, in the SEM image, small grains without significant contrast difference do not show visible grain boundaries, and are typically regarded as part of another grain. The difference is demonstrated in the grain size distribution plots: the distribution using the SEM image ( Fig. 1-c ) shows larger grains with greater than 300 nm size, whereas the distribution determined from the TEM image ( Fig. 1 d) shows a smaller average grain size and the presence of grains less than 120 nm in size. A more accurate determination of the grain distribution (using TEM) provides important input into the thermal analysis. Therefore, TEM approach will produce a more accurate grain size, while the SEM approach is more likely to overestimate the grain size. (110) grains (using the (220) reflection) oriented in the out-of-plane directioncorresponding to the central region of the figure. The (111) pole figure ( Fig. 2-b ), on the other hand, shows a reduced intensity in the center region and a ring of stronger intensity at ~ 35° from the central region. The (111) reflected intensity at this angle corresponds to those grains that have (110) planes parallel to the surface (the angle between (111) and (110) for a cubic crystal is 35.3° or 90°). This 'ring' of intensity is also relatively uniform in intensity, indicating that the in-plane orientations of the diamond grains are random.
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The cross-section grain structure of the diamond film is shown by the STEM image in Fig. 2 a. The different grain orientations are observed through the gray-scale contrast and the elongated nature of the grains is evident. Twins are typically observed as straight-line boundaries of one contrast within a region of different contrast, as labeled in the figure. Also, near the silicon interface, the nucleation region is clearly observed by the presence of several nanoscale grains. The STEM image does provide a useful reference for the grain growth, presence of grain boundaries and twin boundaries, but the actual boundaries are delineated using a series of images from SAED patterns and from PED measurements.
Experimental measurement of the thermal conductivity: Raman and TDTR
To determine thermal conductivity, temperatures are measured at specific points in the diamond membranes by Raman thermography assisted by nanosensors to minimize errors. [22] For this, a variation of the technique described in [22] consisting of making use of TiO 2 nanoparticles instead of Si NWs as Raman nanosensors has been used here. TiO 2 nanoparticles with a purity of 99.98% (Anatase) and with an average size of 30 nm were sonicated in ethanol and deposited onto the sample by drop casting, keeping the sample above the ethanol boiling point to achieve a homogenous deposition on the sample. TiO 2 nanoparticles were selected as Raman nanosensors since they have a very strong Raman cross-section, high sensitivity to the temperature when using the E g 143 cm -1 Raman peak and negligible phonon confinement effects above 20 nm nanoparticle size. [23] [24] [25] . The Raman shift induced by the temperature field in the diamond membranes and TiO 2 nanoparticles was acquired using a Renishaw InVia spectrometer making use of a 488 nm laser beam focused by a 50× (0.65NA) objective. The response to a temperature change of the E g 143cm -1 Raman shift was calibrated in a Linkam thermal stage for several nanoparticles, obtaining identical temperature response as the one reported in [24] . A 4-probe configuration was used to accurately monitor the electrical power dissipated in line heaters on the freestanding membranes; the thermal conductivity of the film was extracted by comparing the experimental temperature measurements with a finite element solution of the temperature field in the membrane. More details about this technique can be found in [22] . Temperature profiles obtained across one of these freestanding membranes for two different powers together with the simultaneous fit from the finite element thermal simulation are shown in Fig.3 -a. Besides, the peak temperature in the center of the membrane versus the power dissipated in the heater is shown in Fig. 3-b . This was measured through Raman thermography on a TiO 2 nanoparticle in the middle of the heater and additionally by monitoring the change in the resistance of the line heater with the temperature of the central part of the heater (see Fig.3-b, inset) . The perfect linear behavior observed in Fig.3 between the two methods was observed. Finally, the above-described measurements were repeated in more than 10 membranes distributed along the entire wafer, and an average value of 95±10 W/mK was extracted for the in-plane thermal conductivity of this material. This value, while much lower than the one found in single crystal diamond, is in line with what has been previously reported for similar diamond thin films. [8, 22] The through-plane thermal conductivity of the diamond film is measured using time domain thermoreflectance (TDTR), a well-established technique to measure the thermal conductivity and thermal boundary resistance of thin films. The experimental details of TDTR have been explained thoroughly elsewhere [26] [27] , but briefly TDTR is a pump and probe technique that utilizes an ultra-fast laser with a pulsewidth in the order of 1-10 ps to thermally excite a sample, measure the temperature decay, and extract thermal properties using a diffusive heat conduction model over timescales from 0.1 to 7 ns. In our implementation of TDTR, we use a Ti:sapphire laser oscillating at 80 MHz at a wavelength of 800 nm. An electro-optic modulator (EOM) chops the pump pulse at a frequency between 1-12 MHz and the pump pulse is frequency-doubled to 400 nm in a BiBO crystal. The pump and probe beams impinge on the sample surface with perpendicular incidence; in this work we use a 1/e² beam diameter of 40 μm for the pump and 14 µm for the probe. Although for the beam sizes used the conduction is primarily one dimensional, the model accounting for radial conduction is used, [27] and literature values are assumed for the different known material properties needed in the model (see Table 1 ).
Table1: Material properties used for analysing the TDTR data. The Al thickness and thermal conductivity are measured using picosecond acoustics and the Wiedemann Franz law. A standard sample configuration for thin film thermal conductivity measurement by TDTR was used; the sample consisted of 90 nm of Al deposited on top of the diamond film on the Si substrate (measured by picosecond acoustics). The heating frequencies of 1-12 MHz fully penetrate the diamond layer so the measurement is also sensitive to the Si properties and the Si-diamond thermal boundary resistance. The three unknown parameters are the diamond through-plane thermal conductivity (κ dia ), the Al-diamond thermal boundary resistance (TBR Al-dia ), and the diamond-Si thermal boundary resistance (TBR dia-Si ). We define the average sensitivity for a TDTR measurement as:
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where R is the measured ratio of in phase temperature signal to out of phase temperature signal (-V in /V out ) and p is the value of the property of interest, and S p,i is defined in previous literature [28, 29] . The average sensitivity provides a single sensitivity value for the entire time region of measurement to allow direct comparison of the ability to resolve different unknown parameters with the measurement. Fig. 4 -a shows the average sensitivity to the three unknown parameters in the measurement; the sensitivity to the thermal conductivity of the diamond layer is lower than that of the two interfaces because the diamond layer is relatively thin (~1 µm) and conductive (>150 W/m-K). We simultaneously fit for the three unknown parameters on the sample -namely, diamond cross-plane thermal conductivity, Al/Diamond thermal resistance (TBR Al-dia) and Diamond/Silicon thermal resistance (TBR diaSi ) -, using four different frequencies (Fig. 4-b) . The uncertainties are calculated using a Monte Carlo simulation as described in [30] , and the resulting diamond cross-plane thermal conductivity is 175 +65/-42 W/m-K with TBR dia-Si and TBR Al-dia values of 13.7 +3.8/-3.5 m²-K/GW, and 5.6 +0.6/-0.5 m²-K/GW respectively. All these values are in the order of what has been reported in literature for similar thin diamond layers and similar interfacial thermal resistances; [22, 31, 32] however it should be noted that this properties are dependent on surface chemistry and growing conditions and therefore it is expected to find different values for different samples.
Modeling and data analysis:
To analyze the thermal transport in this kind of diamond material typically the in-grain thermal conductivity (lattice thermal conductivity) of the grains and the quality of the grain boundaries needs to be considered. This is typically approached by the following wellknown relationship [8] 
with in grain κ − thermal conductivity of the grain lattice, d is the average grain size, and GB R is the thermal resistance between grains. This formalism has proven to be a good description when grains are regular in shape and the mean free path of the phonons in the lattice is smaller than the distance between grain boundaries. [8] However polycrystalline diamond shows a large disparity in grains sizes and also anisotropy in its geometry (see Figs. 1 and 2 ). Therefore determining a unique average value for d in the cross-plane and in-plane directions is somewhat arbitrary for this material and also may depend on the technique, SEM or TEM, used to unravel the structure. Besides in diamond, a great amount of heat is carried by long mean free path (MFP) phonons, which may result in a lower in grain κ − than the one found in single crystals when the crystallites are smaller than 1µm. [8] Hence the three parameters appearing in Eq. 2, namely , , and Here a different approach consisting of replicating the experiments by solving the heat equation on a long slab of material containing its real 2D grain structure, determined from the more accurate TEM technique, was used, thus removing the incertitude introduced by the average grain size. Since the material is relatively homogeneous in the growth plane (see Fig 1) , we can approximate the experimental values measured in the films by the inplane and cross-plane eff k values of the 2D slab, and thus, only in grain k − and GB R remain unknown. For this, the grain structure on a long slab of material of the diamond film determined by TEM (9 µm, see Fig.2 -a / Fig.5-a) was incorporated into a diffusive heat transport model implemented in COMSOL Multiphysics. The resulting geometry consists of more than 1000 grains of different shapes and sizes, containing more than 7500 boundaries in which the heat equation corresponding to an equivalent Raman (in-plane) and TDTR (cross-plane) thermal conductivity measurement experiments was solved. It should be noted that the magnitude of GB R may depend on the orientation of the grains and the amount of defects that the boundaries accumulate. [8, 12, 20, 21] However, since the grains are preferentially oriented (see Fig 2) , the effect of different orientations in GB R can be neglected here in first approximation. On the other hand, while grain boundaries are prone to accumulate defects, increasing their thermal resistance, twins/stacking faults provide cleaner boundaries. Therefore we considered here different boundary conditions for real grain boundaries and for twins/stacking faults which at best can reach, following molecular dynamics simulations, thermal resistances of 0.06 m 2 K/GW. [20] To reproduce theoretically an equivalent steady state experiment as the one used experimentally for in-plane thermal conductivity measurements, a prescribed heat density was imposed as a boundary condition in one of the ends of the slab, while a fixed temperature was imposed into the other end. For this condition, the thermal conductivity (k eff ) of a homogenous slab of material without interior boundaries can be easily determined
, where T ∆ is the temperature difference between the heat source (q 0 ) and heat sink, and L is the separation between them. However, when the internal boundary conditions are considered the heat equation needs to be solved by finite elements subject to the following boundary conditions:
for grain boundaries
If no thermal resistance between grains is considered Eq. 2 gives the trivial solution in which
; when the boundary condition for grain boundaries and twins in Eq. 2 is applied, then the value of eff k is reduced from in grain k − as GB R increases (see Fig. 5 ). However, even having removed the incertitude introduced by the grain sizes, the experimental thermal conductivity can be reproduced with an infinite set of ( in grain k − , GB R ) values. We illustrated this behavior in Fig. 5-b and 5-c, for two examples of these simulations using two values of in grain k − , 1200 W/mK and 400 W/mK. To further reduce incertitude, and since these two parameters, in grain k − and boundary R are independent of the heat flow direction, we exploited the anisotropy detected experimentally to uniquely determine their value from simultaneously satisfying the in-plane thermal conductivity and cross-plane data in the 2D slab.
To reproduce an experiment similar to the one used for determining the cross-plane thermal conductivity, we created a transient simulation in the 2D slab containing the real grain structure of the film. For this, a homogeneous 100 nm thick layer was digitally added on top of the 2D slab to consider the Al transducer used in the TDTR experiments, and also a thick slab was added to the bottom of the geometry to take into account the Si substrate (see Fig.6-top) . The thermal resistance between these two layers and the diamond was included as boundary condition into the thermal model which was solved by finite elements subject to the following boundary conditions
x-x t-t exp exp for top Al surface 20 for bottom Si surface
In the TDTR experiment the laser is absorbed in the surface of the transducer and it is Gaussian both in its spatial and temporal dimensions. Thus the boundary condition corresponding to the heat source replicates these characteristics (second line in Eq. 4). To simplify the simulation, a single pulse of the same duration than the one used in the experiments (8 ps) but with a smaller spatial width (4 µm 1/e 2 ) due limitations in the length of the experimentally characterized layer was simulated. As in the experiment, the value of the maximum intensity of the laser, q 0 , is kept low enough to produce a temperature excursion in the diamond of less than 1 o C. This enabled to linearize the problem by making possible to disregard the impact of the temperature dependence of the thermal properties of the different materials used in the simulation (see Table 1 ). In this simulation, the temperature on the surface of the Al layer was averaged according to the Gaussian distribution of the heat source, and an example of its output is shown in Fig. 6 for different thermal conductivities and interior boundary conditions of the diamond layer. Note that in this simplified one-pulse simulation the first ~0.5 ns of the heat wave are almost independent of the properties of the diamond layer; however when considering a trail of pulses, like in the TDTR experiment, the thermal conductivity of the diamond may impact the composed heat wave earlier making the experiment even more sensitive to the crossplane thermal conductivity than the simplified model [27] . From 0.5 ns to ~4 ns the transient temperature of an anisotropic layer is almost indistinguishable from an isotropic material having a thermal conductivity equal to its cross-plane thermal conductivity; therefore, the heat wave is completely dominated by the cross-plane thermal conductivity. We want to note that the real size of the laser spot used in the experiment is bigger than in the simulation, and it will result in an even more dominant behavior of the diamond crossplane thermal conductivity in this region. From 4 ns onward (even later for bigger spot sizes) the in-plane thermal conductivity begins to dominate the heat propagation in the material, and thus it is not interesting. Besides, similarly to what we observed in the in-plane M A N U S C R I P T A C C E P T E D ACCEPTED MANUSCRIPT experiment, the transient profiles corresponding to an anisotropic material can be perfectly reproduced by a material with a higher lattice thermal conductivity ( in grain k − ) but with a thermal resistance between grain boundaries (see Fig. 6 , bottom and inset). Finally, we calculated the apparent cross-plane thermal conductivity by fitting the model with internal boundaries with a model without grain boundaries, and as a function of the thermal resistance between grains and for different in-grain thermal conductivities. These results are shown in Fig. 7 together with those obtained in the in-plane simulations.
As expected from the columnar shape of the grains, the in-plane thermal conductivity of the diamond film is more sensitive to the thermal resistance between grains than the crossplane thermal conductivity; for an in-grain thermal conductivity of 800 W/mK and a GB R = 1m 2 K/GW the thin film effective in-plane thermal conductivity drops by a factor 8, while its effective cross plane is only reduced by less than a factor 2 (see Fig. 7 ). It is also clear from these curves that not all the values of ( in grain k − , GB R ) which result in an effective in- are much higher than the ones calculated for a simple lattice mismatch by molecular dynamics, clearly indicating that there is an accumulation of defects in this region increasing the thermal resistance of the grain boundary.
The curves shown in Fig. 7 also allow testing the validity of the approach given in Eq. 1 for this material. For this, we fitted Eq. 1 to the results obtained in the 2D slab containing the real grain structure value with d as a single fitting parameter for each in grain k − (see Fig. 7 , red curves). It is observed that for the in-plane thermal conductivity this simple approach is only valid when the value of GB R is low, and worsens when the lattice conductivity is larger. This is a result of the columnar structure of the diamond film, for which the top half of the film M A N U S C R I P T
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consists of grain boundaries which are in average much further apart than in the bottom half of the film. Thus when the thermal resistance of the boundaries is high enough, the thermal resistance of the bottom part is much higher than in the top part, especially if in grain k − is high, and the heat flux becomes two dimensional instead of one dimensional. This is not captured by a single grain size in Eq.1, and results in the underestimation of the inplane thermal conductivity of the film. This behavior is mitigated for the cross-plane thermal conductivity due to the long grains and their more homogenous size distribution in the XY plane, resulting in a much better fit of Eq. 1 to the results obtained when the real grain structure is considered. Using this approach, the impact of the lattice thermal conductivity and grain boundaries on the commonly reported anisotropy of the thermal conductivity for polycrystalline diamond is summarized in Fig. 8 . Here this phenomenon naturally emerges from the polycrystalline grain geometry when the thermal resistance of the grain boundaries is considered; the magnitude of the anisotropy depends on both in grain k − and GB R (see Fig.8-a) . For a polycrystalline diamond film with very low lattice defects in its near nucleation site, the anisotropy in thermal conductivity is higher than when the quality of the diamond is low. Even if the grain boundaries are defect-free, the thin polycrystalline diamond film shows a non-negligible anisotropy in its thermal conduction which increases linearly with in grain k − (Fig. 8-b ). It should be noted that in order to include the complexity of the real grain structure of the diamond film we have simplified the complex phonon heat transport in the diamond films to an average diffusive heat transport picture. Thus the physics of the phonon transport inside the diamond grains and across the grain boundaries is lumped in the in grain k − and GB R parameters which reflect an average behavior. Using the simplified model implies ignoring any local phenomena -e.g. any local inhomogeneity in the phonon transport in the grains and any local inhomogeneity in the phonon transport across grain boundaries--that can also contribute to the anisotropy. To incorporate a more accurate description of the phonon transport in this material the phonon scattering mechanisms, the phonon MFP confinement in the diamond crystallites, and the frequency dependence of the phonon transport across the grain boundaries must be explicitly considered in the analysis. [9, 22, 33, 34] However, at the best of our knowledge, this can only be carried out using massive molecular dynamics simulations in the reconstructed grain structure of the material, which at the scale of this simulation (tens of microns) will require a prohibitive computation capability. In any case, the diffusive approach used here provides a good average description to unravel the impact of the complex grain structure in the heat transport of this kind of polycrystalline materials.
Conclusions:
The in-plane and cross-plane thermal conductivity of a polycrystalline diamond thin film near its nucleation region were assessed. The grain structure determined by TEM in a long slab of the film was ported to a finite element solver in which the equivalent heat equation corresponding to Raman thermography assisted by TiO 2 nanoparticles and picosecond TDTR M A N U S C R I P T
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thermal measurements performed in the film was solved. With this methodology, we were able to simultaneously quantify the contribution of the lattice and grain boundaries to the total thermal resistance of this material. We found that the lattice thermal conductivity of the near nucleation diamond is 5-8 times smaller than the one observed in IIa single crystals diamonds, clearly indicating the presence of defects inside the grains. On the other hand, we found the thermal resistance between grains much higher than the values computed from molecular dynamic for clean boundaries, evidencing that defects are also accumulated in these boundaries. Finally, we have shown that the anisotropy commonly observed in polycrystalline diamond may be easily explained when the real grain structure is included in the thermal model and that it is expected that this anisotropy increases linearly with the lattice thermal conductivity of the films. 
