In this paper we study a rst-order and a high-order algorithm for solving linear complementarity problems. These algorithms are implicitly associated with a large neighborhood whose size may depend on the dimension of the problems. The complexity of these algorithms depends on the size of the neighborhood. For the rst order algorithm, we achieve the complexity bound which the typical large-step algorithms possess. It is well-known that the complexity of large-step algorithms is greater than that of short-step ones. By using high-order power series (hence the name high-order algorithm), the iteration complexity can be reduced. We show that the complexity upper bound for our high-order algorithms is equal to that for short-step algorithms.
Introduction
As we know, all practically e ective interior point algorithms use large neighborhoods which allow iterates to move more freely so as to possibly take large steps, (so they are called large-step algorithmsy in the literature). Some works on large-step interior point methods are listed in the references. Among 21 ] for short-step algorithms). Using high-order approximations, the iteration complexity upper bound for large-step algorithms can be reduced and usually this tends to the upper bound for short-step ones as the order tends to in nity. This idea was rst presented by Monteiro et al. 13] , and then also studied by Zhang and Zhang 20] and Hung and Ye 4] .
The contributions of this paper are as follows. (1) We present algorithms based on a new type of large neighborhoods. (2) We show that the complexity of our rst order algorithm is as good as the best complexity bound of existing large step algorithms, i.e.
O(nj ln j). (3) We show how the complexity of our algorithm can be reduced by using high-order derivatives. For instance, if we use the derivatives up to order = dn 0:1 e, then the complexity of our algorithm is bounded by O( p nj ln j)z. Note that if, e.g., n = 10 6 then = 4 is enough. An algorithm of order 4 can be easily implemented.
Let us give a more detailed description about the algorithms and their complexity. Let z = (x; s) 2 R 2n be an interior point and > 0 be a parameter. We denote u = (xs= ) 1=2 (the operation xs is de ned in Section 2), and de ne the following functions: The function (z; ) is called the distance from the point z to the point z c ( ) on the central trajectory at . This de nition of distance was rst introduced by Jansen et al in 5] , and also used in 6]. This distance is very suitable for large-neighborhood algorithms, since the distance (z; ) ! 1 if and only if z tends to the boundary of the feasible region. The function (z; ) measures how far the components of u are bounded away from zero. A typical iteration of our algorithms is as follows. Let z k] and k be the current feasible point and parameter respectively, with (z k] ; k ) = . Here we let = O(n ) y This generally accepted terminology is not accurate because these algorithms do not always take large step lengths. Actually, the step lengths may sometimes be very short. This is the reason that the complexity bounds of large step algorithms are, in general, worse than that of short step algorithms.
z See (1.3) below for details. The complexity bound (1.3) is essentially due to C. Roos who, in a private conversation, told the author how to derive (1.3) from the complexity bound (1.2) for the case = n. The author extended the result to the general case = dn e. Independently, the author had found the result (1.3) by using a di erent proof for the case = p n before C. Roos told him. The author's proof is complicated and cannot be extended to the general case, hence only C. Roos's proof idea is used in the paper.
for some number 0. We de ne a trajectory linking the current point z k] and the target point z c ( k ). Along the tangent line or a high-order approximation (truncated power series) of the trajectory, we nd the next point z k+1] by minimizing the distance. 1 2 ) which is the well-known best upper bound of the iteration complexity for interior point algorithms. We can see that for an appropriate (e.g. = 0:1), the order of the algorithm, = dn e, is fairly small, even for large scale problems. Thus the complexity bound (1.3) very well explains why algorithms using only two to ve derivatives can signi cantly reduce the number of iterations, cf 7] 11].
The paper is organised as follows. In Section 2, we de ne notations which are used throughout this paper. In Section 3, we present the rst order and high-order algorithms. Section 4 collects several lemmas prepared for the complexity analysis. In Section 5, the nal results on the complexity of the algorithms are presented.
Notations
Throughout this paper we use capital letters, English letters and Greek letters as matrices, column vectors and scalars, respectively. For any vector x, we denote by x i the i-th component of vector x. We denote e = (1; . . .; 1) T regardless of dimension.
For any x; s 2 R n and 2 R 
Algorithms
The purpose of this paper is to study a type of interior point algorithms based on large neighborhoods for solving the following linear complementarity problem:
nd (x; s) 2 R 2n satisfying s = Mx + b xs = 0 x; s 0;
where M 2 R n n and b 2 R n are given matrix and vector. For a survey of interior point methods for (LCP), the reader is referred to the excellent paper 9] by Kojima, Megiddo, Noma and Yoshise.
Throughout the paper, we make the following assumptions:
A 1: Matrix M is positive semi-de nite, i.e., matrix M satis es hx; (Mx)i 0 for every x 2 R n . Note that skew-symmetric matrix, i.e., matrix M satisfying hx; (Mx)i = 0 for every x 2 R n , is included as a special case.
A 2: The feasible region of (LCP) has a nonempty interior, i.e., there exists (x; s) > 0 such that s = Mx + b. We write z = (x; s). A point z is said to be strictly feasible if it is feasible to (LCP) and z > 0.
By relaxing the complementary slackness xs = 0, we obtain the following system of equations xs Step 1:
Step 2: Determine k+1 as the smallest 2 (0; k ) which satis es ). We will show that the iteration complexity of Algorithm 3.1 is bounded by O(n ln( 0 = )) (for = 1=2) which is the same complexity bound as achieved for the algorithms using the neighborhood N ? 1 ( ). The second aim of the paper is to extend Algorithm 3.1 to a high-order algorithm (Algorithm 3.2). We will show that by using high-order power series, the upper bound of the iteration complexity can be reduced.
The power series used in the high-order algorithm is an approximate to the trajectory linking the current point, (x; s) say, and a target point (x c ( ); s c ( )) on the central trajectory at > 0. To construct this trajectory, we observe the following equation which de nes the Newton direction (d x ; d s ) at any point ( x; s) aiming at the point (x c ( ); s c ( )):
A trajectory (x( ); s( )) whose tangent constantly coincides with the Newton direction is then de ned by the following di erential equation:
The above equation can be rewritten as with (x(0); s(0)) = (x; s) and (x(1); s(1)) = (x c ( ); s c ( )). To determine the derivatives of the trajectory, we write (x( ); s( )) as power series:
The high-order algorithm presented in this paper use the derivatives up to order determined by (3.5) and (3.6) to construct a truncated power series to approximate the point (x c ( ); s c ( )). In the high-order algorithm, we need the following function of z = (x; s) and > 0: Step
Step 2: Determine k+1 as the smallest 2 (0; k ) which satis es holds as required by the constraint of (3.8) and k+1 < k , we have (z k+1] ; k+1 ) for all k = 0; 1; 2; . . .. In the complexity analysis, we only consider a typical iteration. That is, the index k for the iteration is xed and the variation of every quantity only depends on the step length . Hence in this section, we omit the subscript (or superscript) k for the iteration and write every quantity as a function of . For example: This proves the inequality (4.5).
To prove (4.6) we use the de nition of w( ) in (4. Proof: We use the induction to prove the inequality k k 1=2 k?1 k . Obviously, it holds true for k = 1. Now for k 2 suppose it holds for all 1 i < k, then from (4.7) we have
This shows that the inequality also holds true for k. The proof is completed. (4:9)
Our main task is to estimate how much we can reduce (z; k ) when we move from
. That is, we should estimate an amount > 0 such that ( k ) ? .
Since for any 0 (subject to the constraint of the subproblem (3.8) if Algorithm 3.2 is concerned), ( k ) ( ); we need only to choose a suitable~ and establish the estimate (~ ) ? : We make the following choice of step length~ for the complexity analysis Similarly, we have For any n-vector > 0 the following inequality holds: The inequality of the lemma follows immediately since he; ei = n. #
Complexity
In this section we present in two theorems the complexity bounds for the two algorithms. Since we are interested in large-step algorithms, we assume 7. For the rst order algorithm (Algorithm 3.1) we have Proof: Let the sequence of (z k] ; k ), k = 0; 1; 2; . . ., be generated by Algorithm 3.1.
Noting that k minimizes ( ) for 0, we have Summarizing the above and noting that ?1 = O(n +! ) we complete the proof. # Remark: If = 1=2 the complexity bound is O(n ln( 0 n= )). This is the best complexity bound to date for large-step algorithms. Next, let us observe the power of n in the complexity upper bound (omitting the ln-term) which is O(n 2 ) for 1=2. This shows that the complexity is a polynomial of n with its degree linearly depending on the radius of the neighborhood, O(n ). As ! 1, the complexity tends to an exponential one, O(e n ). So we can imagine that a large-neighborhood algorithm as ! 1 should behave as the simplex method whose worst-case complexity is known to be exponential. The observation on numerical and theoretical results seems to support this conjecture.
The following theorem presents an upper bound for the iteration complexity of the high-order algorithm (Algorithm 3.2 Noting that~ Proof: We need only to show that g(n) = n = = n =n is bounded for all n 1.
First we notice that lim n!1 g(n) = 1; since > 0. So we know that contineous function g(n) must be bounded. We would like further to nd an upper bound for g(n). For this purpose, we need only to di erentiate g(n), (here n is viewed as a contineous variable). We nd that n = e 1= maximizes g(n). Thus for all n 1 g(n) g(e This does not a ect the complexity bound. On the other hand, we have a very low order for the algorithm. For instance, to solve a problem of dimension n = 10 6 , an order of = 4 is enough.
We can roughly estimate the arithmetic operations needed by the high-order algorithm. At each iteration O(n 3 ) arithmetic operations are needed to compute the Newton direction. In the algorithm of order we need only O(n 3 + n 2 ) arithmetic operations to compute the derivatives, because the same matrix is used for the computation of all derivatives (see formulas (3.5) and (3.6)). Hence each iteration of a high-order algorithm also requires O(n 3 ) arithmetic operations provided n.
If we let = O(1) and let = dn e for some > 0 in Algorithm 3.2, the iteration complexity according to Corollary 5.3 is O(n ! ln( 0 n 2! = )). For = 1=2, it is O( p n ln(n 0 = )), the well-known best upper bound of the iteration complexity for interior point algorithms. If we choose an appropriate , e.g. = 0:1, then the order of the algorithm, = n , is fairly small, even for large scale problems. So our high-order algorithm enjoys both`low' order and`low' complexity. This result gives a good explanation to the computational results obtained by implementing the high-order algorithms which use two to ve derivatives and show a signi cant reduction on the computing time compared to the rst-order algorithms, cf. 11] 7].
Finally, we would like to mention that Algorithm 3.2 is not exactly the extension of Algorithm 3.1, because it has an additional constraint ( ) . It is worthwhile to further investigate the algorithm without this constraint.
