In this paper a new method for the design of a simple PI controller is presented and it has been applied in the control of a Boost based PFC rectifier. The Strength Pareto evolutionary algorithm, which is based on the Pareto Optimality concept, used in Game theory literature is implemented as a multi-objective optimization approach to gain a good transient response and a high quality input current. In the proposed method, the input current harmonics and the dynamic response have been assumed as objective functions, while the PI controller's gains of the PFC rectifier (Kpi, Tpi) are design variables. The proposed algorithm generates a set of optimal gains called a Pareto Set corresponding to a Pareto Front, which is a set of optimal results for the objective functions. All of the Pareto Front points are optimum, but according to the design priority objective function, each one can be selected. Simulation and experimental results are presented to prove the superiority of the proposed design methodology over other methods.
I. INTRODUCTION
Power Factor Correction (PFC) Rectifiers based on Boost converters are one of the most popular topologies providing low input line harmonics in accordance with harmonic distortion standards. Control of this type of converter has received considerable attention in the past two decades. From the control point of view, the operation of a PFC rectifier can be regarded as a tracking problem, since the output voltage should follow the reference command with a good transient behavior and a low steady state error. Furthermore, the input current harmonics must remain low. Normally, a low input current distortion and a high input power factor are achieved by employing a high-bandwidth current control loop and a low bandwidth voltage control loop [1] , [2] . The voltage loop is designed for low bandwidth to avoid the input current distortion caused by the output voltage ripple [3] . Such a rectifier system exhibits poor dynamic response with respect to input voltage and load disturbances [4] . In recent years, several techniques have been proposed to overcome this problem like the ripple compensation approach [5] - [12] , which can be considered as two methods, compensation by use of a ripple [7] or by use of a filter. The implementation of notch filters [8] - [10] , dead zone ADC controllers [11] or comb filters [12] have been allowed with the help of digital controllers. The objective of these techniques is to increase the voltage loop crossover frequency by eliminating the second and higher harmonics ripples from the control signal. In another technique separate bandwidths for the steady state and transients has been considered [13] . The bandwidth of the voltage loop is kept low at the steady state to obtain a sinusoidal input current. During transients, it is increased to have a good dynamic response. The output voltage error is used to determine whether the rectifier is in the steady state or the transient condition. Although these methods improve the dynamic response of converters without an increase in the line current distortion, they significantly increase the complexity of the control circuit. Also, in digital implementation, the system requires large memory storage, and since the design of the new block is based on the converter model, these methods are sensitive to parameter variations.
Some control methods like feedforward control of the input voltage, load current, duty-ratio and reference current can improve the output dynamic response, but these methods require more sensors or quantity estimators [3] , [4] , [14] - [17] .
Indirect current control of a PFC rectifier does not need to measure the input voltage and load current, so this is usually the basis for new control methods for PFC rectifiers.
In this method and in the resistance emulation method a proportional-integral (PI)-type voltage controller is used and all the modified methods take into consideration this part of the controller [4] , [18] - [20] . In the indirect current control scheme, like the other control methods for a PFC rectifier, the input current quality and the dynamic response of the PFC rectifier are conflicting objectives. As a result, when one objective is imporoved, the other is degraded. In this case of simultaneous optimization, there is no single optimal solution, but a set of optimal solutions. These solutions are optimal in the wider sense that no other solutions in the search space are superior to them when all objectives are considered.
In this paper, the designing of a simple PI controller is proposed which is able to gain a good transient response as well as a high quality input current via a multi-objective optimization approach.
II. MULTI-OBJECTIVE OPTIMIZATION
The Game theory concept is applicable to a multi-objective optimization problem in its own original status without the need for modifying or combining the objectives, unlike other methodologies which combine the desired goals of the optimization problem, construct a scalar function and then use a common scalar optimization approach to resolve the problem [21] . The major problem with these methodologies, which are called plain aggregating approaches, is the unavailability of any straightforward method for combining the objectives or goals of the problem when they are not constant quantities. For experimental problems, the Game theory concept requires an evolutionary algorithm to solve MOPs because they process a set of solutions in parallel. One of the best EAs to reach globally optimum results is SPEA. This evolutionary algorithm covers all of the solutions which methods like Hajela's and Lin's Genetic Algorithm (HLGA) [22] , Niched Pareto Genetic Algorithm (NPGA) [23] , Vector Evaluated Genetic Algorithm (VEGA) [24] , and Non-dominated Sorting Genetic Algorithm (NSGA) [25] offer and combines several of their features in a unique manner.
A simple mathematical definition of a multi-objective optimization problem can be considered as (1) .
where x, X, y, and Y are the decision vector, parameter space, objective vector, and objective space, respectively.
Objective vectors that cannot be improved in one dimension without degradation in another are found, and their corresponding decision vectors are called solutions for a multiobjective optimization problem. To describe them mathematically, can be said that vector a dominate vector b if:
All decision vectors which are not dominated by any of the other decision vectors of a given set are called non-dominated. Every non-dominated solution is regarded as optimal in the sense of the Pareto Optimality concept or is called Pareto Optimal. Obviously, any Pareto Optimal solution is comparatively the most optimal one in terms of at least one of the objective functions.
The set of all non-dominated solutions is called the Pareto Optimal Set and the set of the corresponding values of the objective functions is called the Pareto Optimal Front [26] .
A. Strength Pareto Evolutionary Algorithm (SPEA)
The SPEA because of its high diversity and fast convergence is one of the most popular evolutionary algorithms among similar approaches [26] .
The flow of the algorithm can be summarized as following eight stages. 1-Randomize a prime population P within the allowed boundaries and consider an external non-dominated set P ND . 2-Copy the non-dominated members of P into P ND . 3-Delete the members of P ND which are dominated. 4-If the number of P ND members exceeds a given maximum N', prune P ND by means of clustering. 5-Compute the fitness of all the individuals in P as well as in P ND . 6-Choose the individuals from P+P ND , until the mating pool is filled. Binary tournament selection with replacement can be used. 7-Apply crossover and mutation operators as usual. 8-If the maximum number of generations is done, end the algorithm, otherwise return to step 2 The Fitness assignment technique is done in two steps [26] . 1-Every individual (i) of P ND is considered a strength 0Si<1 which equals:
where N is the size of P and n is the number of individuals in P which are dominated by individual (i) of P ND . The fitness of (i) equals Si. 2-For every individual (j) of P the fitness (fj) equals:
The adding of 1 to the summing of the strengths of PND individuals which dominate j is done because small fitness values correspond to high reproduction probabilities. This guarantees that members of PND have better fitness than members of P.
Furthermore, a clustering approach called the average linkage method has been selected for SPEA. It includes the following steps [26] : 1-Initialize cluster set C. Each external non-dominated point i ∈ P ND forms a separate cluster:
2-If the number of P ND members does not exceed N', go to step 5, otherwise go to step 3. 3-Compute the distance for all possible pairs of clusters. The distance d between two clusters c 1 and c 2 ∈ C is given as Fig. 1 . Boost based PFC Rectifier under study with indirect current control [20] .
the average distance between pairs of individuals across the two clusters.
Where the metric ||.||shows the distance between the two individuals i 1 and i 2 . 4-Determine two clusters c 1 and c 2 with a minimal distance d. The selected clusters amalgamate into a large cluster:
Then return to step 2. 5-Compute the reduced P ND by selecting one representative individual per cluster. SPEA considers a point with the minimal average distance to all other points in the cluster to be the representative solution.
III. CONVENTIONAL PFC RECTIFIER SYSTEM
The AC/DC converter under study is a Boost based PFC rectifier with a constant switching frequency that converts an AC input voltage to a desired DC voltage. This converter with the indirect current control system is shown in Fig. 1 . Selection of the passive elements has been done according to the following equations [15] .
where f, f sw , P O , V O , and V gm are the input supply frequency, switching frequency, output power, output voltage and peak input voltage of the PFC rectifier, respectively. In the conventional method, the PI gains of the voltage controller are designed based on the frequency domain model of the converter's voltage loop [20] . This model is shown in Fig.  2 where H(s) and G(s) are transfer functions for the PI controller and the plant, respectively. These transfer functions are according to (11) and (12) . 
Frequency domain model of the voltage control loop [20] .
where G v , T v and K PI can be calculated by use of (13), (14) and (15) . Also, Re for the PFC rectifier can be estimated by using equation (16) .
The value of T PI has been chosen to compensate the pole of the plant, so that it is almost equal to T v . For the input current THD to be low, usually f BW is considered to be less than the input supply frequency. It is set to around 10 Hz. The specifications of the PFC rectifier are displayed in Table  I . Figure 3 shows the steady state input current with PI gains (K PI =4.8, T PI =26ms) which is obtained from the frequency domain model of the PFC Rectifier. Fig. 5 shows the dynamic response to a step change in the load, according to Fig. 4 , with these gains. In this situation the input current THD is 7.26% while the dynamic response time to a step change in the load is 82 ms, which is not fast enough. With multi-objective optimization, a faster dynamic response with a lower input current THD can be obtained.
IV. PROPOSED COMPENSATOR GAINS FOR A FAST DYNAMIC RESPONSE AND A LOW INPUT CURRENT DISTORTION
For obtaining the optimized gains of the PI controller in the indirect current controller of a PFC rectifier, the flowchart which, is shown in Fig. 6 , has been used. Also, the values of the parameters in this algorithm are displayed in Table II . There are two variables (Kpi, Tpi), which should be designed according to the control objectives. The initial position of each member of the first population can be represented by a two dimensional vector, and then the initial values are randomly generated based on the extreme values. The program is conducted by the m-file in MATLAB, while the objective functions are calculated in SIMULINK using the specifications of the system. This causes an error of the quasi steady state. Also, the small signal model approximations, which are needed for obtaining the frequency domain model, and the transfer functions of the rectifier need to be removed. For obtaining the objective functions for each member of each generation, two concerned parameters (PI gains) are sent to SIMULINK and after running it, the values of the steady state input current and the output voltage are returned to the program. With the help of this data the objective functions can be calculated as:
F1: The THD of the steady state input current:
where: U 1rms = the rms value of the fundamental component. U 0 = the DC component. U rms = the true rms value including the harmonics and the DC component.
F2: Time of dynamic response:
In F 2 the error has been considered to be less than 4 percent because the output voltage ripple in the steady state is around 2.5% for a load equal to 300W. Due to a load step change, the output voltage can become unstable or show a poor dynamic response. Therefore, the input current THD and the dynamic response to the step change in the load at time 0.4 Sec. have been considered as objective functions. The SPEA algorithm runs until the stop condition is satisfied. The members of PND in the last iteration are the optimized parameters of the PI controller. The optimal gains (Pareto Set) and the optimal results (Pareto Front) for running this program are given in Table III and the Pareto Front is shown separately in Fig. 7 . The dynamic responses and the steady state input current of the PFC rectifier for some points selected from this Pareto Front are shown in Fig. 8 and Fig. 9 , respectively. All of these results are optimum, but according to some other technical priorities, any of them can be chosen. As can be seen in Fig.  8 (b) and Fig. 9 (b) , a point of the Pareto Front (point 7) has around a 1.5 percent lower THD and a 50 ms faster dynamic response when compare to the input current THD and the dynamic response of a PFC rectifier with the conventional PI gains (Figures 3 and 5) . In fact, this point dominates the conventional point. Also, as the Pareto Front shows, points 3-9 dominate the conventional design. When a lower THD is needed, point 1 and 2 can be selected and when a faster dynamic response is the first priority, point 10 can be chosen. From the Pareto Front, some interesting information can be obtained which helps in carrying out an efficient design. For example, by comparing the two points 6 and 7, as shown in Fig. 7 , it can be seen that the two points cause an almost identical dynamic response (around 30 ms). However, point 6 provides an input current THD that is about one percent lower than point 7. Hence, if both the dynamic responses are acceptable, then from a practical point of view, point 6 provides much better results. With the help of the Pareto Front it becomes clear that suffering 1ms longer dynamic response can decrease 0.76 percent of the input current THD. By aging, the PI gains in the controller or the characteristics of the other elements may be changed. By using the Pareto Set and the Pareto Front a designer can see the neighborhood points of the selected optimized point and may consider possible changes.
V. USING OF PROPOSED PID GAINS IN AN ADVANCED METHOD
As discussed in the introduction of this paper, some advanced methods use an extra control block and improve the dynamic response of PFC rectifiers without degradation in the input current THD. For example in [4] a generalized feed forward controller has been used which implemented estimators for obtaining the value of the input voltage and the load current. This controller is shown in Fig. 10 . The steady state input current and the dynamic response with this controller and the conventional PI gains are shown in Fig.  11 and Fig. 12 , respectively. In this condition, due to the feed forward of the load current, the dynamic response is negligible and cannot be seen and the input current THD is 7%. With this controller and the proposed PI gains in this paper, point 1 of Table III can reduce the THD to 4.3%. Fig. 13 and Fig. 14 show the input current and the dynamic response in this situation. Since the main goal of this paper is to improve the performance of a PFC rectifier without any extra control block or computational burden, the proposed Pareto based gains will be tested on a simple indirect current controller in the experimental results section.
VI. EXPERIMENTAL RESULTS
The control concept with the PI gains mentioned in section IV is validated on a 300-W Boost based PFC rectifier prototype. The passive elements and the controller parameters are the same as the ones mentioned in section III. The controller scheme was implemented on an eZdsp F2812. To study the dynamic response, a step change in the load from 300 W to 415 W, according to Fig. 15, is considered. A. Steady state input current and dynamic response with the conventional PI gains In this part, the experimental results for the PI gains obtained from the conventional way of designing a PI compensator are presented. In Fig. 16 the input current of the PFC rectifier in the steady state and in Fig. 17 the dynamic response to step changes in the load are shown. 
B. Steady state input current and dynamic response with the proposed PI gains
The optimal dynamic responses for step changes in the load for some points of Table III and the corresponding input current waveforms in the steady state are shown in Fig. 18 and Fig. 19 , respectively. The dynamic responses of Fig.  18 are caused by a step change in the load from 300 W to 415 W which is shown in Fig. 15 . For calculating the objective functions from the measured data (17) and (18), like the simulation condition, have been used. By moving on the Pareto Front, the dynamic response is improved while the input current distortion is increased (Fig. 18 (c) and Fig. 19 (c) ). A numerical comparison of the simulation and experimental results is presented in Table IV . As can be seen, they are quite close to each other.
VII. CONCLUSIONS
For a PFC rectifier, the input current THD and the dynamic response are conflicting features. Therefore, a multi-objective optimization method such as the Strength Pareto evolutionary algorithm can be useful in improving them simultaneously. In this paper, these features were defined as the objective functions and then optimized. With the help of the Pareto Set and the Pareto Front presented in the paper, designer can easily choose any result based on its features and his own engineering point of view. Simulation and experimental results proved that the PI gains offered in this paper, without any extra control blocks, can improve the dynamic response as well as the input current THD of a Boost based PFC rectifier. 
(c) Fig. 18 . Dynamic response of PFC rectifier for some points selected from Pareto Front, PI gains are same as points 1, 7, and 10 in Table III 
