ABSTRACT
INTRODUCTION
Despite successes in recent years in the area of large scale database design, we are still challenged by the difficulties associated with unlocking the data we need and removing it from the cavernous databases in which it resides. In addition, we are becoming increasingly aware of the hidden treasure trove of new knowledge quietly residing in our data and face considerable frustrations when we attempt to get it. Such a never ending cycle of data creation, storage and problem in its access and analysis has resulted in the implementation of new and efficient tools to help us in handling such challenge. There is adequate amount of observed evidence that human judgment and decision making can be too far from the best, and it becomes worst even further with complexity and stress. Various areas like statistics theory, economics and operations research have different methods for selecting choices. In the last decades, such methods, with a variety of techniques coming from information theory, psychology, and artificial intelligence, have been developed in the form of computer software or programs, either as independent tools or as combined computing environments for complex decision making. Such programs are named as decision support systems (DSSs). According to Gorry and Morton , "A DSS is an interactive computer based system that helps decision makers utilizes data and models to solve unstructured problems" [1] . It is a computer-based support system for management decision makers who deal with semi structured problems. The idea of DSS is wide, and its definitions may vary from author's perception in literature.
Data mining is defined as the extraction of hidden knowledge, exceptional patterns and new findings from huge databases. Data mining is considered as the key step of a detailed process called Knowledge Discovery in Databases (KDD) which is defined as the non -trivial process of identifying valid, novel, and ultimately understandable patterns in large databases [2] .
The bridging of data mining and decision support has a significant impact on the developments of both fields, largely by improving approaches for problem solving in real settings, enabling the fusion of knowledge from experts and knowledge extracted from data, and consequently enabling the successful solution of new types of problems [3] . Mladenic, D. and Lavrac,N have done excellent work for the integration of these two research areas in SolEuNet project [4] [5] .
Classification is one of the important tasks of data mining. There is lot of research going in the machine learning and statistics communities on algorithms for classification algorithms. The conventional models used for classification are decision trees, neural network, statistical and clustering techniques. SVM is the recent development and widely used these days for classification.
There is a project, called the STATLOG project, tests and compares the predictive accuracy of various decision tree classification algorithms against some non-decision tree classification algorithms on a huge number of datasets [6] . This project discovers that no classification algorithm is exactly most accurate over the datasets tested and various algorithms possess sufficient accuracy. Earlier comparative studies put emphasis on the predictive accuracy of classification algorithms; other factors like comprehensibility are also becoming important. Breslow and Aha have surveyed methods of decision tree simplification to improve their comprehensibility [7] . Brodley and Utgoff , Brown, Corruble, and Pittard, Curram and Mingers, and Shavlik, Mooney and Towell have also tested and compared various classification algorithms on the datasets from varying domains [8] [9] [10] [11] . Roger J Marshall, P Baladi, S Brunak, Y Chauvin , C.A Anderson have done latest work in the selection of classification algorithms based on various important parameters like misclassification rates and types of attributes at hand [27] [28] 30] . Saroj and K.K Bhardwaj have done excellent work to exploit the capability of genetic algorithms to discover information from huge data repositories [31] . Bikash Kanti Sarkar, Shib Sankar Sana, and Kripasindhu Chaudhuri have made accuracy based learning classification system where C4.5 and GA capabilities has been expored in classification domain [32] . This paper compares three decision trees (CHAID, QUEST and C4.5), one neural network (Back Propagation), one statistical (Logistic regression), one support vector machine(LibSVM and AdaboostM1-SVM) with and without boosting and one clustering algorithm (k-means). These algorithms are tested on four datasets (Mushroom,Vote,Nursery and Credit) that are taken from the University of California, Irvine, Repository of Machine Learning Databases (UCI) [14] .
Further, genetic algorithm is tested on all the data sets. Here, section 2 briefly describes the algorithms and section 3 describes some background to the datasets and experimental setup, and Section 4 shows the result. Conclusion is given in section 5.
THE ALGORITHMS

Decision Trees
CHAID
Such a decision tree based algorithm is based on a statistical approach called chi square test. CHAID acronym expansion is chi square automatic interaction detection. It is different from other decision tree algorithms in the sense of attribute selection measure for tree formation. It uses chi square test to choose best split instead of information gain (reduction in entropy) as in C 4.5 during tree generation. It is having automatically constructing a contingency table, and checking out statistical importance of the proportions. The most important correlations among attributes are used to form the shape of a tree. It includes (i) computing the expected frequencies (ii) application of the chi square formula (iii) calculate the degree of freedom and (iv) using the chi square table. Attributes that are not statistically significant are merged during tree formation and those attributes that are statistical significant become nodes in the tree. More detail can be found at [7, 16] .
QUEST
The acronym QUEST stands for Quick, Unbiased, Efficient Statistical Tree. It is a binary classification algorithm for constructing decision trees. A major motivation in its development was to reduce the processing time required for large C&RT (classification & regression tree) analyses with either many variables or many cases. Secondly QUEST was to decrease the trend found in classification tree algorithms to give priority to attributes that permit more splits; i.e. continuous attributes or those with multiple categories. QUEST uses a sequence of rules, based on significance tests, to evaluate the predictor variables at a node. For selection purposes, as little as a single test may need to be performed on each predictor at a node. Unlike C&RT, all splits are not examined, and unlike C&RT and CHAID, category combinations are not tested when evaluating a predictor for selection. This speeds the analysis. Splits are determined by running quadratic discriminate analysis using the selected predictor on groups formed by the target categories. This method again results in a speed improvement over exhaustive search (C&RT) to determine the optimal split [6, 17] .
C 4.5
C 4.5 algorithm uses information gain measure to select the test attribute at each node in the tree. Such a parameter is termed as an attribute selection measure or a measure of goodness of split. The attribute having largest information gain (or maximum entropy reduction) is selected as the test attribute for the current node. Such attribute reduces the randomness or information required to classify the tuples in the generated partitions and represents the least randomness or impurity in terms of classification in such partitions. Such an approach based on information theory reduces the expected number of comparisons or tests required to classify an object and assure that a tuple (but not necessarily the simplest) tree is found. More detail of the algorithm can be found at [7, 16] .
Neural Network
Back Propagation: It is an example of artificial neural network. It learns by recursively processing a set of training tuples, comparing the network's observed output for each tuple with the actual known class attribute value. For each training tuple, the weights are edited so as to reduce the mean squared error between the network's output and the actual class label or value. These changes are propagated in backward direction, i.e. from the output layer, through each hidden layer down to the first hidden layer. After running the process repetitively, the weights will finally converge, and the training process stops. More detail of this algorithm can be found at [9] [10] [11] [12] [13] 15 ].
Statistical Techniques
Logistic regression: It is a technique from statistics for classifying tuples by considering values of input fields. It is applicable for categorical as well as numerical class attributes whereas linear regression requires only numerical class attributes. In this technique, set of equations are generated that link the input field values to the probabilities related with each of the output field categories or classes. Once the model is built, it can be used to calculate probabilities for new tuples. For each tuple, a probability of membership is calculated for each possible output category or class label. The class category or value with the maximum probability is assigned as the predicted output value for that tuple. Probabilities calculation is carried out in this technique by a logistic model equation. More detail of the algorithms can be found at [15, [18] [19] [20] [21] .
Clustering Techniques k-means:
The k-means provides a method of cluster analysis. It is used to categorize the tuples of a dataset in different groups based on the similarities. It is an example of supervised machine learning. The class label of the tuples is not known while training. Instead of trying to predict an outcome, k-means tries to uncover patterns in the set of input fields. Tuples are arranged in groups so that tuples of a group or cluster seem to be similar to each other, but tuples in different groups are dissimilar. k-means works by initializing a set of initial cluster centers generated from dataset. The tuples are put in a cluster to which they are most similar. Similarity is calculated by Euclidean formula. Such formula considers the tuple's input field values. After all tuples have been put in clusters, the cluster centers are modified to show the new set of tuples assigned to each cluster. The tuples are then tested again to check whether they should be re located to a different cluster, and the tuple assignment/group repetition process goes until either the highest number of iterations is achieved, or the change between one repetition and the next fails to exceed a predefined threshold. More details of the algorithm can be found at [6, 15] .
Evolutionary Techniques
Genetic Algorithm: Genetic Algorithm (GA) is based on Darwinian natural selection and Mendelian genetics, in which each point in the search space is a string called a chromosome that represents a possible solution. In this approach there is a requirement of a population of chromosomes used to represent a combination of features from the set of features and a function that computes each chromosome's fitness (such a function is called evaluation function or fitness function in literature). The algorithm does an optimization by editing a finite population of chromosomes. In each generation, the GA generates a set of new chromosomes by three core operation known as crossover, inversion and mutation [22-25-26] . The pseudo code for genetic algorithm used in data mining is given below. In this pseudo code, initial population represents encoded production rules. Fitness function is defined in terms of predictive accuracy and comprehensibility given by formula as Fitness function is given by the formula as 
Support Vector Machines
LibSVM: A Support Vector Machines (SVM) is an algorithm for the classification of both linear and non-linear data. It maps the original data in large dimensions, from where it can find a hyper plane for division of the data using important training samples referred as support vectors. Support vector machines are based on a principle from computational learning theory which is called as structural risk minimization principle. The concept of this principle is to search a hypothesis h for which we can assure the lowest true error. Such error of h is the probability that h will make an error on an unseen and arbitrarily selected test example. A maximum limit can be used to link the true error of a hypothesis h with the error of h on the training set and the difficulty of H (measured by VC-Dimension), the hypothesis space having h. Support vector machines find the hypothesis h which (nearly) reduces this limit on the true error by properly handling the VCDimension of H. SVM are global learners. Basically SVM learn linear threshold function. With selection of a proper kernel function, they can learn polynomial classifiers, radial basic function (RBF) networks, and 3 layer sigmoid neural networks. One vital characteristic of SVM is the capacity to learn can be independent of the dimensions of the feature space. SVM calculates the difficulty of hypotheses based on the margin with which they separate the data, not the number of features. So we can say that even in the presence of different features, if data is separable with a large margin using functions from the hypothesis space. The same margin also suggests a heuristic for selecting good parameter settings for the learner. The same margin argument also provides a heuristic for selecting better parameter settings for the learner as the kernel width in an RBF network [15, 33, [36] [37] [38] .
LibSVM in WEKA tool[34] simulation environment to illustrate Support Vector Machines [35] .
Boosting
Adaboost: Adaboost is a popular ensemble boosting algorithm. Let us assume that we would like to increase the accuracy of classification algorithm. From a dataset D, a data set of d classlabeled samples, (X 1 , y 1 ), (X 2 , y 2 ),…, (X d , y d ), where y i is the class label of sample X i . In its start Adaboost put each training samples an equal weight of . Creating k classifiers for the ensemble needs k cycles in the rest of the algorithm. In cycle i, the samples from D are sampled to form a training set, D i , of size d. Sampling with replacement is used i.e. the same sample may be considered more than once. Each sample's of being selected is dependent on its weight. A classifier model, M i , is generated from the training samples of D i . Its error is computed using D i as a test set. The weights of the training samples are modified as how they were identified with class values. If a sample was correctly classified, its weight is adjusted to a large value. If a sample was incorrectly classified, its weight is adjusted to a small value. A sample's weight shows how difficult it is to classify. We can say that higher the weight, the more often it has been incorrectly classified. Such weights will be used to create the training samples for the classifier in the next round. The basic concept is that when we make a classifier, focus should be more on the misclassified tuples of the previous round. Finally we create a sequence of classifiers complementing each other [39] .
AdaboostM1 with LibSVM is used in WEKA [34] simulation environment to illustrate the performance enhancement using boosting.
EXPERIMENTAL SETUP
Data Sets
There are four datasets used in this research work from real domain. All the datasets are available in UCI machine learning repository [14] .
Mushroom: It includes details of hypothetical samples related to 23 species of gilled mushrooms in the Agaricus and Lepiota family. Every species is categories as edible or poisonous.
Vote: This data set includes votes for each of the U.S. House of Representatives Congressmen on the 16 key votes identified by the CQA. The CQA includes nine different variety of votes: voted for, paired for, and announced for , voted against, paired against, and announced against (these three simplified to nay), voted present, voted present to avoid conflict of interest, and did not vote or otherwise make a position known. Democrat and Republic are the two distinct class attribute values.
Nursery: This data set was originally developed to rank applications for nursery schools. It was exercised in the 1980's when there was huge enrollment to the schools in Ljubljana,Slovenia, and the rejected application frequently needed an detailed explanation. This data set is used to predict whether application is rejected or accepted. The final decision depends on occupation of parents and child's nursery,family structure and financial standing, and social and health picture of the family. The class attribute contains five values: not_recom, recommend, very_recom, priority and spec_prior.
Credit: This data set concerns credit card application. Based on the survey on individuals at a Japanese company that grants credit created the dataset. The class field represents positive and negative instances of people who were and were not granted credit. The class attribute is represented by +(Credit granted) and -(credit not granted). All field names and their values have been modified to meaningless representations to maintain privacy of the data. The table for 5. Comprehensibility: It shows degree of simplicity in rule sets obtained after classification.
Higher degree of comprehensibility is required. Greater the number of leaf nodes and depth of tree, lesser will be the comprehensibility [11, [15] [16] .
Implementation
All the non evolutionary approach based algorithms excluding support vector machines and adaboost have been applied to test data sets using Clementine 10. Table 2 and Figures (1-2) show the predictive accuracy on Mushroom, Vote, Nursery and Credit data sets for different classification algorithms. Figure1. Predictive Accuracy on Mushroom and Vote data sets.
RESULT
Predictive Accuracy
Figure1 describes the performance of classification algorithms on Mushroom and Vote data sets in terms of predictive accuracy. SVM, Genetic algorithm, neural network and logistic regression show good predictive accuracy. CHAID and C4.5 occupy the second position but the later shows excellent performance on Vote data set. QUEST and k-means occupy the last position. The former is on the better position in case of Vote data set. Predictive accuracy of SVM increases by applying ABoostM1. Figure 2 describes the performance of classification algorithms on Nursery and Credit data sets in terms of predictive accuracy. k-means algorithm shows excellent performance on Nursery data set. This might be due to the larger number of distinct values of class attribute. Genetic algorithm shows the excellent performance on both of the data sets. Neural network and CHAID occupy the third position. Figure2. Predictive Accuracy on Nursery and Credit data sets.
Data Set
QUEST occupies the position ahead of k-means in case of Credit data set. The later occupies the last position on Credit data set. SVM performs worst on Nursery data set. This may be due to large number of plane formations required for classification as the large number of class attributes distinct values. Again its performance is enhanced with ABoostM1. It shows accuracy of the order of decision trees on Credit data set. Its performance increases with ABoostM1 and approximately becomes equal to GA on the same data set. Table 3 shows the error rate on Mushroom, Vote, Nursery and Credit data sets for all classifiers.
Error Rate
Table3. Error Rate on Mushroom, Vote, Nursery and Credit data sets.
Error rate table is self explanatory as it is equal to 100-predictive accuracy. Table 4 and Figure 3 show the training time (in seconds) on Mushroom, Vote, Nursery and Credit data sets. Figure3. Training time on Mushroom, Vote, Nursery and Credit data set. Figure 3 describes the training time on Mushroom, Vote, Nursery and Credit data sets. Genetic algorithm and neural network are the slowest algorithms on Mushroom and Credit data sets. The former continues the same performance on other data set also. Logistic regression shows the second worst performance. SVM is fastest one among all the algorithms on all the data sets except nursery. On this data set it is slowest among all algorithms due to large number of distinct values of class attribute present. SVM-ABoostM1 always takes large time due to boosting process behavior on all the data sets. Rests of the algorithms are fast on both the data sets. Figure6. Classification Index on Nursery data set.
Data Set
Training Time
Classification Index
In figure 6 , algorithms show the variable classification index due to large distinct value of class attribute in nursery data set.
Figure7. Classification Index on Credit data set.
In figure 7 , C4.5 shows the highest classification index. SVM and SVM-ABoostM1 classification index is of the order of decision trees. Other algorithms show their classification index with little differences. Figure 8 given below describes the comprehensibility on Mushroom data set. Genetic algorithm and QUEST show the highest comprehensibility due to lesser number of leaf nodes and depth. k-means, logistic regression, neural network SVM and SVM-ABoostM1 show nil comprehensibility.
Comprehensibility
Figure8. Comprehensibility on Mushroom data set.
Figure9. Comprehensibility on Vote data set.
In figure 9 , QUEST shows highest comprehensibility. k-means, logistic regression, SVM, SVMABoostM1 and neural network show nil comprehensibility. C4.5 and genetic algorithm show almost same comprehensibility.
In figure 10 given below, QUEST and Genetic algorithm show the highest predictive accuracy. k-means, logistic regression, neural network, SVM and SVM-ABoostM1 show nil comprehensibility. C4.5 is on the second last position and CHAID is on the last one.
Figure10. Comprehensibility on Nursery data set.
Figure11. Comprehensibility on Credit data set.
In figure 11 , Genetic algorithm and QUEST show the highest predictive accuracy. C4.5 and CHAID show the worse comprehensibility comparatively. k-means, logistic regression, neural network, SVM and SVM-ABoostM1 show nil comprehensibility.
CONCLUSION
SVM, SVM-ABoostM1, Genetic algorithm and C 4.5 show the constant and maximum predictive accuracy independent of data set size and domain. Selector of classification algorithms should keep in mind that SVM doesn't perform well when the class attribute in a data set consists of large number of distinct values. Hence we can say that these algorithms are also better in terms of error rate with the condition described earlier. Training time is significant in case of large datasets. SVM, C 4.5, CHAID, QUEST and k-means are fastest algorithms. Logistic regression placed on second rank. Neural network and genetic algorithm are on the second last position. The former is slower due to back propagation execution process and later is the slower due to its chromosomal processing nature.SVM-ABoostM1 is slowest one due to boosting process execution nature.
Genetic algorithm is better in terms of comprehensibility as it is independent of data set size. KMean, neural network learning and logistic regression have no comprehensibility. Decision Tree (QUEST) is better in term of comprehensibility as like genetic algorithm, it is also independent of dataset size. QUEST is better in terms of classification index. k-means, neural network, logistic regression, SVM and SVMABoostM1 show nil comprehensibility.
Genetic algorithm is the first choice when predictive accuracy and comprehensibility are the selection criterion and decision tree(C 5.0) is the first choice when training time is a selection criterion. SVM is the first choice in terms of predictive accuracy and training time. Boosting for all algorithms is suggested but time required is too much large.
Decision makers should make tradeoff between various parameters and conditions described in this work to purchase data mining product for their decision support systems.
