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Abstract
We present a novel upper bound for the optimal index coding rate. Our bound uses a graph theoretic
quantity called the local chromatic number. We show how a good local coloring can be used to create a
good index code. The local coloring is used as an alignment guide to assign index coding vectors from a
general position MDS code. We further show that a natural LP relaxation yields an even stronger index
code. Our bounds provably outperform the state of the art on index coding but at most by a constant
factor.
I. INTRODUCTION
Index coding is a multiuser communication problem that is recently receiving significant attention. It is
perhaps the simplest possible network problem (since it can mapped on a communication network with
only one finite capacity link) and yet remarkable connections to many information theory problems
have been recently discovered. The problem was introduced by Birk and Kol [1] and has received
significant attention, see e.g. [2]–[5]. It was very recently shown that any (even nonlinear) network
coding problem on an arbitrary graph can be reduced to an equivalent index coding instance [6]. Further,
intriguing connections between index coding and the concept of interference alignment appear in [5]. Our
work addresses the construction of index codes. Conceptually, we view index coding as an interference
alignment problem, and show how index codes can be created by exploiting a special type of graph
coloring.
In 1986, Erdo˝s et al. [7] defined the local chromatic number of a graph. Given an undirected graph
G, a coloring of the vertices is called proper if no two adjacent vertices receive identical colors. The
chromatic number χ(G) is the minimum number of colors needed for such a proper coloring. The local
chromatic number χ`(G) is defined as the maximum number of different colors that appear in the closed
neighborhood of any vertex, minimized over all proper colorings. Here, a closed neighborhood of vertex
v includes v and all its neighbored vertices. For example, the five cycle C5 has local chromatic number
of 3 obtained by any valid coloring (as the closed neighborhood of any vertex in C5 is of size 3) and it
also has a chromatic number of 3. In general, it is clear that
χ`(G) ≤ χ(G).
Erdo˝s et al. [7] showed the non-trivial fact that the local chromatic number can indeed be arbitrarily
smaller than χ(G).
Index coding is defined on a side-information graph G. Significant recent attention [2], [4], [5] has
been focused on obtaining bounds for the optimal communication rate β(G). An achievable scheme for
index coding on undirected graphs is the number of cliques required to cover G, which is equal to the
chromatic number of the complement graph χ(G¯). This corresponds to the well-known bound
β(G) ≤ χ(G¯).
ar
X
iv
:1
30
1.
53
59
v2
  [
cs
.IT
]  
8 F
eb
 20
13
2The natural LP relaxation of this quantity is called the fractional chromatic number χ f (G) which also
corresponds to an achievable (vector-linear) index code (as shown in [4]). Therefore, it is known that
β(G) ≤ χ f (G¯) ≤ χ(G¯), (1)
and both inequalities can be strict for certain graphs. The fractional chromatic number is the best known
general bound for index coding [4].
A. Our contribution
In this paper, we show that the local chromatic number provides an achievable index coding bound:
β(G) ≤ χ`(G¯).
For directed graphs Gd, a natural generalization of the local chromatic number was defined by Ko¨rner et
al. [8]. This was introduced to bound the Sperner capacity of a graph (the natural directed generalization
of the Shannon graph capacity [9]).
The local chromatic number of a directed graph Gd, denoted χ`(Gd), is the number of colors in the
most colorful closed out-neighborhood of a vertex (defined formally later). We show that for any directed
side information graph Gd:
β(Gd) ≤ χ`(G¯d).
where G¯d is the directed complement of Gd. We also show that the natural LP relaxation of the local
chromatic number, called the fractional local chromatic number χ f ` is a stronger bound on index coding:
β(Gd) ≤ χ f `(G¯d).
Note that there exist (directed) graphs where the fractional local chromatic number is strictly smaller
than the fractional chromatic number.
χ f `(Gd) < χ f (Gd).
B. Comparison with previous results
We investigate the relation of our bounds to previously known results. For undirected graphs G
(equivalently, bi-directed digraphs), previous graph theoretic work [8] established that
χ f `(G) = χ f (G).
Therefore for undirected graphs we obtain no new interesting bound.
For directed graphs, however, we show that there can be a linear additive gap between the local
chromatic number and the fractional chromatic number. We explicitly construct a directed graph where
χ f = n and χ` ≤ n2 + 1.
In terms of multiplicative gaps, we explicitly present a directed graph G¯d for which
χ f (G¯d) > (2.5244) χ`(G¯d).
It was recently communicated to us [10] that the multiplicative gap cannot exceed the constant e for any
directed graph G¯d , i.e.
χ f (G¯d) ≤ eχ f `(G¯d).
In this work, we present a proof that the ratio χ f (G¯d)/χ f ` (G¯d) is at most a constant, obtained in
parallel to our communication [10].
3C. Discussion of Techniques
Linear index coding can be mapped into a vector assignment problem. For ease of exposition, we describe
the case of scalar linear index coding. The goal is to design n vectors v1, v2, . . . vn that satisfy a set of
linear independencies. Specifically, for each vector vi, one is given a set of indices S(i) and a requirement
that
vi /∈ span(vS(i)),
where we indicate the set of vectors having indices in S(i) by vS(i). From the interference alignment
perspective [5], S(i) are just the set of indices each corresponding to a packet that the user i does not
have as side information. We call it the interfering set of indices (users) S(i) for user i.
It is trivial to satisfy these requirements if the vectors vi lie in n dimensions. The goal of scalar linear
index coding is to minimize the dimension k of these vectors while maintaining the required linear
independencies. Now, we look at a related problem, i.e. a coloring problem. A valid proper coloring of
the indices is an assignment of colors to indices such that i and S(i) are assigned different colors. It
is possible to obtain a vector assignment from a k coloring solution by simply assigning vectors from
the normal basis of length k to each different color. When normal basis vectors are used, the resulting
assignment of vectors is called a coloring assignment.
Assume, for example, that v1 must be linearly independent from v2 and v3. We would like to make
span{v2, v3} to have a low dimension, if possible, to make it easier for v1 to be outside this subspace. A
coloring assignment would achieve this by re-using the same vector for v2 and v3 (same color) if other
linear independency constraints allow that.
As in the above example, in this paper, we use coloring of indices as an alignment guide to later assign
vectors to colors. Clearly, in any coloring intended for an assignment later (not necessarily a coloring
assignment), i and S(i) have different colors since they must be assigned different vectors. However, it
is possible to reduce the dimension in which the vectors lie by assigning a different set of vectors, in a
lower dimension, to each color if we do not restrict to just using normal basis vectors. An equivalent way
of thinking about coloring assignment is through MDS codes. An (p, q) Maximum-Distance Separable
(MDS) code is a set of p vectors of length q that are in general position, i.e. any q of the p are linearly
independent. The idea is to first color the indices and then create an MDS code and assign one MDS
vector for each color. A coloring assignment would mean that the code dimension q and the number of
vectors p are both equal to the minimum colors used for coloring the indices (the chromatic number).
This is just equivalent to a diagonal identity MDS code using normal basis vectors.
The key idea to go beyond the chromatic number is to realize that the bottleneck to the dimension p is
not really the total number of colors used but the maximum number of colors in an interfering set over
all interfering sets S(i). Therefore, if we can assign colors to the vertices so that the number of colors in
the most colorful interfering set, i.e., the local chromatic number, is bounded by k∗, we can construct an
index code of that length: first create an (p, k∗ + 1) MDS code over a sufficiently large field where p is
the total number of colors used and assign a vector to each color. Although each of the n indices get a
vector assignment, they lie in k∗ + 1 dimensions. We, therefore, still use the proper coloring of indices
as an alignment guide but the local chromatic number is the metric that limits the code length or equivalently
the dimension of the vectors in the assignment. In this description, we have used coloring of indices as
a proxy for coloring of vertices in a suitable graph wherein the neighborhood of a vertex, corresponding
to an index, reflects the linear independency constraints on a particular index.
The remainder of this paper is structured as follows. We start with precise definitions of the index
coding and graph coloring concepts we need. We then state our results that show how index codes can
be created with the appropriate lengths related to various coloring numbers. We subsequently discuss
the multiplicative and additive gaps between different coloring based bounds and conclude.
II. DEFINITIONS
In an index problem, there are n users each requesting a distinct packet xi, ∀i ∈ {1, 2, 3 . . . n} from a
common broadcasting agent who needs to deliver these packets with a minimum number of bits over a
public broadcast channel. In addition, each user has some side information packets denoted by S(i), which
4is a subset of packets that other users want. Let [n] denote the set {1, 2 . . . n}. Here, S(i) ⊆ [n]− xi. This
index coding problem with distinct user requests and individual user side information can be represented
as a directed side information graph Gd(V, Ed) where (i, j) ∈ Ed, i.e. there is a directed edge from node i
to node j if user i has packet xj as side information. Each node corresponds to a user in this digraph.
Note that a more general version of index coding allows multiple users to request the same packet. This
corresponds to hypergraphs and we do not consider it in this paper. In what follows, we define the
minimum broadcast rate for the index coding problem. To be consistent, we follow the definitions of
Blasiak et al. [4] very closely.
Definition 1: (Valid index code) Let xi ∈ Σ, where |Σ| = 2t for some integral t. Here, xi is the packet
desired by user i. A valid index code over the alphabet Σ is a set (φ, {γi}) consisting of:
1) An encoding function φ : Σn → {0, 1}p which maps the n messages to a transmitted message of
length p bits for some integral p.
2) n decoding functions γi such that for every user i, γi(φ (x1, x2 . . . xn) , {xj}j∈S(i)) = xi. In other
words, every user would be able to decode its desired message from the transmitted message and
the side information available at user i.
♦
The broadcast rate βΣ(Gd, φ, {γi}) of the (φ, {γi}) index code is the number of transmitted bits per
received message bit at every user, i.e. βΣ(Gd, φ, {γi}) = plog2|Σ| =
p
t .
Definition 2: (Minimum broadcast rate:) The minimum broadcast rate β(Gd) of the given problem Gd(V, Ed)
is the minimum possible broadcast rate of all valid index codes over all alphabets Σ, i.e. β(Gd) =
inf
Σ
inf
φ,{γi}
βΣ(Gd, φ, {γi}). ♦
If t = 1, and the encoding function φ : {0, 1}n → {0, 1}p is a concatenation of separable linear encoding
functions, i.e. φ =
(
φ1, φ2 . . . φp
)
such that φj : {0, 1}n → {0, 1} is linear over the input bits xi, then the
index code is called a valid binary linear scalar index code. The minimum broadcast rate over all binary
linear scalar index codes for a given problem represented by digraph Gd is denoted β2(Gd). β2(Gd)
[2] was shown to be equal to the graph parameter minrank2(Gd). It is clear from the definitions that
β(Gd) ≤ β2(Gd).
β(Gd) is the minimum broadcast rate over all index codes (linear and non-linear) of the index coding
problem given by the digraph Gd. There has been a series of information theoretic LPs, which was
developed in [4], whose optima is used to bound the quantity β(Gd) from above and below. The paper
by Blasiak et al. [4] considers index coding problems where user requests could overlap, i.e. same packet
can be requested by multiple users. The above definitions of minimum broadcast rate and decodability
extend to the general case, except that the problem can be represented over a directed side information
hypergraph, or equivalently, by a directed bi-partite side information graph [11], with one partition for
packets and another partition for receivers. In this work, we restrict our attention to the case of digraphs
where users have distinct requests.
We recall three bounds from [4] that are relevant to this work for the general problem with possible
overlaps between user requests. The first bound is b2(G). This is the information theoretic lower bound
obtained by using only sub-modularity properties of the entropy function (in information theory parlance
bounds using ’Fano’s Inequality’). The second one is the fractional weak hyperclique cover, denoted by ψ f .
The third is the fractional strong hyperclique cover, denoted by χ¯ f . We note that last two bounds are
identical for the case when user requests are distinct or equivalently when the problem can be represented
as a directed side information graph Gd. Hence, χ¯ f (Gd) = ψ f (Gd). We refer the reader to [4] for the exact
definitions of hyperclique covers for the general problem.
Here, we define χ¯ f (Gd) only for a directed graph Gd. For this, we need the following definitions.
Definition 3: (Interference graph) The interference graph, denoted by G¯d(V, E¯d) of an index coding prob-
lem is a directed complement of the directed side information graph Gd. For every vertex i, (i, j) ∈ E¯d iff
(i, j) /∈ Ed. In other words, there is a directed edge from i to j in the directed complement (interference
graph) if and only if it is not there in the directed side information graph. ♦
Definition 4: (Underlying undirected side information graph) Consider a directed side information graph
Gd(V, Ed). The underlying undirected side information graph, denoted by Gu(V, Eu), is the graph obtained
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Fig. 1. Index coding example: We have three users U1, U2, U3 and a broadcasting base station S1. Each user has some side
information packets and requests a distinct packet from S1. The base station S1 knows everything and can simultaneously
broadcast to all three users noiselessly. User Ui requests packet xi. User U1 has packets x2 and x3 as side information while
users U2 and U3 have no side information. In this example three transmissions are required, so β = 3.
Gd 1
2 3
Directed Side Info graph
Remove uni-directed edges Directed Complement
Gd
Ignore OrientationsUndirected complement
Gu
Gu
Fig. 2. Index coding representation using the directed side information graph Gd. There are two alternate ways to reach G¯u.
One through Gu, the underlying undirected side information graph. The other way is through G¯d, the interference graph. Clearly
χ(G¯u) = 3.
by deleting uni-directed edges (i.e. (i, j) ∈ Ed but (j, i) /∈ Ed) and all remaining bi-directed edges are
replaced by an undirected edge, denoted by {i, j}. ♦
We observe that the complement of the underlying undirected side information graph Gu is the graph
denoted by G¯u(V, E¯u) which can alternatively be obtained by ignoring the orientation of the edges in
the interference graph G¯d (here, bi-directed edges in G¯d can be replaced by a single undirected edge in
G¯u). The various graphs associated with the index coding problem and relationships between them are
illustrated in Fig. 2. The graphs in Fig. 2 correspond to the index coding problem defined in Fig. 1
Definition 5: The fractional chromatic number of an undirected graph G(V, E), denoted by χ f (G), is
6given by the LP:
min ∑
I∈I
xI
s.t. ∑
I:v∈I
xI ≥ 1, ∀v ∈ V
xI ∈ R+, ∀I ∈ I (2)
where I is the set of all independent sets in G. R+ is the set of non negative real numbers. ♦
Definition 6: χ¯ f (Gd) is defined to be the fractional chromatic number, χ f (G¯u), of the complement of
the underlying undirected side information graph, denoted by G¯u. ♦
We note that the definition of χ¯ f given here for directed side information graphs is equivalent to the
definition of strong and weak hyper clique covers of [4] restricted to directed graphs.
It was shown [4] that β(Gd) ≤ χ¯ f (Gd) and χ¯ f (Gd) corresponds to an achievable binary vector coding
solution to the problem. In general, minrank2(Gd) and χ¯ f (Gd) are incomparable for digraphs. There are
examples where minrank2(Gd) > χ¯ f (Gd) and vice versa. In this sense, the fractional chromatic number
is one of the best known bounds for the index coding problem.
We consider two other graph parameters previously studied in [8] [12], namely, the local chromatic
number χ`(G¯d) and the fractional local chromatic number χ f `(G¯d) of the interference graph G¯d, which
we show have corresponding achievable index coding schemes and hence are related to the index coding
problem. We will see later that χ f `(G¯d) ≤ χ¯ f (Gd). We show that there are examples of digraphs where
the inequalities are strict. Also, these local chromatic variants exploit the directionality of the directed
side information graphs for the index coding problem in a way the other achievable schemes based on
chromatic/clique cover numbers proposed before do not.
Definition 7: (Local chromatic number:) Denote the closed out-neighborhood (including the vertex) of a
given vertex i in a directed graph by N+(i), i.e. j ∈ N+(i) iff (i, j) is a directed edge or j = i. The
local chromatic number of the interference graph G¯d (or equivalently local clique cover number of Gd),
denoted by χ`(G¯d), is the optimum for the following integer program:
min t
s.t. ∑
I:v∈I
xI ≥ 1, ∀v ∈ V
∑
I:N+(v)∩I 6=∅
xI ≤ t
xI ∈ {0, 1}, ∀I ∈ I (3)
where I is the set of all independent sets in the graph obtained by ignoring orientation of edges in G¯d,
or equivalently, the independent sets in G¯u (complement of the underlying undirected side information
graph of Gd). ♦
One can rephrase the local chromatic number in the terminology of proper coloring of a directed graph
G. Let c : V → [k] be any proper coloring for the graph ignoring the orientation of the edges for some
integer k. Let |c(N+(i))| denote the number of colors in the closed out neighborhood of the directed
graph taking the orientation into account. Then,
χ`(G) = minc maxi∈V
|c(N+(i))|.
In words, the local chromatic number of a directed graph G is the maximum number of colors in any out-
neighborhood minimized over all proper colorings of the undirected graph obtained from G by ignoring
the orientation of edges in G. An example is shown in Fig. 3.
The optimum of the fractional version of the program (3), where xI are relaxed to be non negative reals
numbers, is called the fractional local chromatic number of the interference graph, denoted by χ f `(G¯d).
In that case, the fractional local chromatic number is a result of an LP. The local chromatic number was
initially defined in [7]. More recently, both fractional local chromatic number and the local chromatic
number have been studied in [8] in the context of bounds for Shannon and Sperner graph capacities.
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Fig. 3. Example of the local chromatic number. The vertices of this directed graph have been assigned the colors {1, 2, 3, 4}.
This is a proper coloring of the underlying undirected graph. This coloring assignment corresponds to a local chromatic value
of 3, since the most colorful closed out-neighborhood has 3 colors. For example, consider the unique vertex colored with color
4: its out-neighborhood has the colors {1, 2} plus the color 4 for the vertex itself. The closed out-neighborhood of the vertex
colored with color 3 has only two colors. The local chromatic number is computed by taking the minimum over proper colorings
of the maximum number of colors in a closed out-neighborhood of a vertex. Note that in this graph there is a proper coloring
with only 3 colors total. It is non-trivial to create graphs where the local chromatic number is strictly smaller than the chromatic
number.
III. ACHIEVABILITY FOR LOCAL CHROMATIC NUMBERS
In this section, we show that χ`(G¯d) and χ f `(G¯d) correspond to linear and vector linear achievable
schemes over higher fields. We have the following achievability results.
Theorem 1: Given a directed side information graph Gd,
β(Gd) ≤ χ`(G¯d).
Proof: As in the integer program (3), let I denote the family of independent sets in the undirected
graph G¯u or the graph obtained from G¯d by ignoring the orientation of the edges. Coloring this graph,
involves assigning 0’s and 1’s to the independent sets in the graph. Let J ⊆ I be the set of color classes
in the optimal local coloring. Let χ`(G¯d) be the local coloring number. Let J : V → J be the coloring
function. To each color class (independent set assigned 1), we assign a column vector from Fmq of a
suitable length m and over a suitable field Fq by a map b : J → Fmq . If the message desired by each
user is from the finite field Fq, i.e. xi ∈ Fq, ∀i ∈ V, then we transmit the vector
[b(J(1)),b(J(2)) . . . b(J(n))] [x1, x2 . . . xn]T.
Clearly the length of the code is m field symbols. If the index code is valid, then the broadcast rate is m.
We now exhibit a mapping b with m = χ`(G¯d) and q ≥ |J |. Let the colors classes in J be ordered in
some way. Consider the generator matrix G of a (|J |,χ`(G¯d)) MDS code over a suitable field Fq ,where
q ≥ |J |. For instance, Reed Solomon code constructions could be used. Assign the different columns of
G to each color class, i.e. b(j) = Gj, ∀j ∈ J where Gj is the j-th column. Under this mapping b and the
previous description of the index code, it remains to be shown that this is a valid code. For any vertex
i, the closed out-neighborhood N+(i) contains |J (N+(i))| colors. Because, the coloring J corresponds
to the optimal local coloring, there are at most m colors in any closed out neighborhood. Therefore,
|J (N+(i))| ≤ χ`(G¯d) = m.
Every vertex (user) i must be able to decode its own packet xi. User i possesses packets xk as side infor-
mation when k is not in the closed out-neighborhood N+(i) in the interference graph G¯d. Hence, b(J(k))xk
can be canceled for all k /∈ N+(i). The only interfering messages for user i are {b(J(k))xk}k∈N+(i)−{i}. If
we show that b(J(i)) is linearly independent from all {b(J(k))}k∈N+(i)−{i}, then user i would be able to
decode the message xi from its interferers in N+(i)− {i}.
Since J represents a proper coloring over G¯u, b(J(i)) is different from b(J(k)) for any k ∈ N+(i)−{i}.
Also, any m distinct vectors are linearly independent by the MDS property of the generator G. Since,
|J (N+(i))| ≤ χ`(G¯d) = m, i.e. the number of colors in any closed out-neighborhood is at most χ`, the
8distinct vectors in any closed-out neighborhood are linearly independent . This implies that b(J(i)) is
linearly independent from {b(J(k))}k∈N+(i)−{i}. Hence, every user i would be able to decode the message
it desires. Hence it is a valid index code and the broadcast rate is χ`(G¯d).
In the previous construction we needed a field size at least equal to the total number of colors used
in the local coloring. A natural question is if a similar idea can be applied when we restrict the problem
to binary index codes. We show that adding a logarithmic additive overhead in the code length suffices
to make the binary vectors to be in general position. This leads to the following corollary:
Corollary 1: Given a directed side information graph Gd, β2(Gd) ≤ χ`(G¯d) + 2 log n
Proof: Consider the same coloring J which yields the minimum local coloring number for G¯d as in
proof of Theorem 1. From the proof of Theorem 1, it is enough to design a binary matrix, [b(J(1)),b(J(2))
. . . b(J(n))] of dimensions (χ` (G¯d) + 2 log n)×n such that b(J(i)) is linearly independent from all {b(J(k)) :
k ∈ N+(i)− {i}} over the binary field for every i. This would be a valid binary scalar linear code and
hence from the definitions, the statement of the theorem follows.
We show a randomized construction. First, we construct a random binary matrix G of dimensions
(χ` + 2 log n)× |J | with i.i.d Bernoulli variables with probability of 0 being 1/2. Then, we assign the j−
th column of G to b(j), ∀j ∈ J as before. Let χ`(G¯d) = p. We analyze the probability that some specific
p columns have full rank. It is shown in [13] that the probability that a (χ` + 2 log n)× χ` random i.i.d
matrix ( probability of each entry in the random matrix being equal to 0 is 1/2), is not full rank is at
most 2−2 log n = 1/n2.
Pr
(
∃i : b (J(i)) linearly dependent on{b(J(k))}k∈N+(i)−{i}
)
≤ n Pr (b(1) linearly dependent on
[b(2) . . . b(p)]) (4)
≤ n Pr (a random (χ` + 2 log n)× χ`
matrix is not full rank) (5)
= n
1
n2
=
1
n
(6)
The first inequality is because: 1) every vertex has at most p− 1 colors in the neighborhood 2) the column
vector assigned to color i, i.e. b(i), is generated independently and identically and 3) the union bound is
applied. The last inequality follows from the bound for the probability that a random matrix is not full
rank in the preceding discussion.
Hence, the probability that this random construction results in an invalid index code is 1/n. Hence, a
valid binary index code of length χ`(G¯d) + 2 log n exists with very high probability.
The above corollary shows that, if field size is binary, with some extra length of 2 log n over and above
χ`(G¯d) in Theorem 1, we can find a good index code.
Theorem 2: Given a directed side information graph Gd,
β(Gd) ≤ χ f `(G¯d).
Proof: We combine the arguments of [4] for the achievability result for the fractional chromatic
number and the above arguments of using MDS codes for the local chromatic number to produce an
achievable index coding scheme for the fractional local chromatic number. For the interference graph,
G¯d, let χ f `(G¯d) = t for the relaxed version of the program (3). This implies :
xI ≥ 0, xI ∈ R+, ∀I ∈ I , and ∑
I∩N+(v) 6=φ
xI ≤ t, ∀v ∈ V and ∑
I:v∈I
xI ≥ 1, ∀v ∈ V. (7)
Here, we recall that I is a collection of all independent sets in the undirected graph, denoted G¯u, obtained
from G¯d ignoring the orientations of the edges. Since the fractional version of problem (3) has only integer
coefficients, all xI are rational. Let r be the least common multiple of all the denominators of the rationals
xI . Then we can redefine: yI = rxI . The equations become:
∑
I∩N+(v) 6=φ
yI ≤ rt = s, ∀v ∈ V and ∑
I:v∈I
yI ≥ r, ∀v ∈ V. (8)
9Let p = ∑
I
yI . As yI is integral, we will call yI the number of ’colors’ assigned to I. Since a subset of
an independent set is independent, one can make sure all the inequalities ∑
I:v∈I
yI ≥ r are equalities by
carrying out the following operation, repeatedly for any vertex v for which ∑
I:v∈I
yI > r, by choosing a
suitable I: Choose the subset J = I − {v} and increase yJ by 1 and decrease yI by 1 if yI > 0. This
operation would not affect any of the inequalities including the locality constraints. For the locality
constraints, the colors in any closed out-neighborhood will only reduce or remain the same due to this
operation as colors for a bigger independent set are assigned to a smaller independent set contained in
it.
After these operations, if yI > 1, one may consider a collection of independent sets I where independent
sets are repeated but each yI = 1. Until now, the arguments remain similar to that in [4] with the exception
of taking note of the newly added locality constraints.
We have a sequence of p independent sets (possibly repeated) and every vertex is in r of them and
the out-neighborhood sees at most s of them. Clearly, s ≥ r. Like in the proof of Theorem 1, we generate
a (p, s) MDS code over a field of size greater than p. To every independent set in the possibly repeated
sequence of p sets, we assign one column of the generator matrix. Let I(v) denote the independent
sets (possible repeated) that contain the vertex v. Under the assignment of columns to the independent
sets (possibly repeated), all columns assigned to independent sets in I(v) are collected in the matrix
B(v). Since every vertex is a part of exactly r independent sets (possible repeated), B(v) is an s × r
matrix. Since r ≤ s, the columns of B(v) are linearly independent by the MDS property. Since the
number of independent sets intersecting N+(v) is at most s, for any vertex v, columns of B(v) are
linearly independent from the columns assigned to neighborhood vertices, given in a concatenated form
as [B(u1) B(u2) . . .B(uk)] where {u1 u2 . . . uk} = N+(v)− {v}.
Let each message xi ∈ Fr×1q be a vector of r field symbols where q ≥ p. The index code is given
by: [B(1) B(2) . . .B(n)]
[
(x1)
T (x2)
T . . . (xn)
T
]T
. By the MDS property of the code used and by previous
arguments, this code is a valid index code. The broadcast rate is s/r = t = χ f `(G¯d).
IV. MULTIPLICATIVE GAP BETWEEN FRACTIONAL AND LOCAL CHROMATIC VARIANTS
From the definition of the fractional local chromatic number, due to additional locality constraints,
it is clear that for any directed graph Gd, χ f `(G¯d) ≤ χ f (G¯u) = χ¯ f (Gd). In other words, the fractional
chromatic number uses just the information contained in the bi-directed edges of the side information
graph. Through locality, the fractional local chromatic number exploits the directionality of certain uni-
directed edges which are neglected by the fractional chromatic number. If the problem is over a bi-directed
side information graph Gd (i has xj iff j has packet xi) or an undirected side information graph G, then,
from results in [8], we have the following lemma:
Lemma 1: [8] χ f `(G¯) = χ f (G¯) ≤ χ`(G¯) ≤ χ(G¯)
This means for a problem on a bi-directed side information graph, the fractional local chromatic number
is identical to the fractional chromatic number. Therefore, we consider digraphs which have some uni-
directed edges. We give an example of a digraph (which is not bi-directed) over n edges where the
difference between fractional and local chromatic number is Θ(n). Consider a complete undirected graph
on n vertices. Number the vertices from 1 to n. Further, label the vertices ’odd’ or ’even’ depending on
the number assigned to the vertices. Now, we construct a directed graph from the complete graph by
orienting every edge in exactly one direction or the other. Consider two vertices numbered odd, i.e. 2p+ 1
and 2q+ 1. If p < q, there is an edge directed from vertex numbered 2p+ 1 to the vertex numbered 2q+ 1.
Consider two vertices numbered 2p and 2q+ 1. If 2p > 2q+ 1, then there is a directed edge from vertex
numbered 2p to the vertex numbered 2q + 1. If 2p < 2q + 1, then there is a directed edge from vertex
numbered 2q + 1 to the vertex numbered 2p. Consider two vertices numbered even, i.e. 2p and 2q. If
p < q, there is a directed edge from vertex numbered 2p to the vertex numbered 2q. Consider any vertex
numbered odd. It has edges directed outwards towards all odd vertices bigger than itself and all even
vertices smaller than itself in the numbering. Similarly, consider any vertex numbered even. It has edges
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directed outwards towards all odd vertices smaller than itself and all even vertices bigger than itself.
Therefore, the out-degree of every vertex is bounded by n2 + 1. Hence, the local chromatic number of the
directed version is at most n2 + 1 and the fractional chromatic number is n.
We mention that this example is a special case of a more natural generalization of a relation between
the local and chromatic number for any graph and its orientations given in Proposition 4 in [14]. Hence,
the achievable index coding schemes proposed here based on fractional local chromatic number is strictly
better in terms of broadcast rate than the ones proposed in [4]. We consider the question of multiplicative
gap. We came to know of a parallel work in progress [10] that has established a tighter upper bound
of e for the ratio χ f (G¯d)/χ f `(G¯d). In this work , using results regarding graph homomorphisms, we
prove that the ratios χ f (G¯d)/χ`(G¯d) and χ f (G¯d)/χ f `(G¯d) are upper bounded by a constant. This result
is obtained in parallel to [10].
A. Universal upper bound for χ f (G¯d)/χ`(G¯d)
We upper bound the ratio between the fractional chromatic number χ f (G¯u) = χ f (G¯d) and the local
chromatic number χ`(G¯d) by 54e
2 for any directed graph G¯d.
Theorem 3: χ f (G¯d)/χ`(G¯d) ≤ 54e2 
Before proving Theorem 3, we would like to recall notations and present a few technical lemmas.
We always work on the interference graph G¯d which is the directed complement of the directed side
information graph Gd. Gu is obtained by throwing away uni-directed edges (i, j) ∈ Ed, (j, i) /∈ Ed and
replacing bi-directed edges (i, j), (j, i) ∈ Ed by an undirected edge {i, j}. G¯u is the complement of Gu.
Alternatively, G¯u is obtained by ignoring orientations of the directed edges in the interference graph G¯d.
If there is a bi-directed edge in G¯d, only one undirected edge is used to replace them in G¯u.
From discussions in the previous sections, χ¯ f (Gd) = χ¯ f (Gu) = χ f (G¯u) = χ f (G¯d). We intend to upper
bound the ratio χ f (G¯d)/χ`(G¯d) for any Gd. We use ideas of graph homomorphisms and universal graphs
already defined in [8]. Let us review those concepts. A directed graph Gd is homomorphic to another
directed graph Hd if there is a function f : V(Gd)→ V(Hd) such that if (i, j) ∈ E(Gd) , then ( f (i), f (j)) ∈
E(Hd). In other words, the directed edges are preserved under the mapping f . Similarly, an undirected
graph G is homomorphic to another undirected graph H if there is a function f : V(G) → V(H) such
that {i, j} ∈ E(G) implies { f (i), f (j)} ∈ E(H).
Let Gu be the undirected graph obtained by ignoring orientation of the directed edges in Gd (and
replacing any bi-directed edge by a single undirected edge). Let Hu be obtained similarly from Hd. Then,
Lemma 2: If Gd is homomorphic to Hd, then Gu is homomorphic to Hu.
Proof: If {i, j} ∈ Gu, then either (i, j) ∈ E(Gd) or (j, i) ∈ E(Gd) or both. This implies either ( f (i), f (j)) ∈
E(Hd) or ( f (j), f (i)) ∈ E(Hd). This means that { f (i), f (j)} ∈ E(Hu). Hence Gu is homomorphic to Hu.
Let us recall the definitions of the universal graph Ud(m, k) from [8]. Let [m] denote {1, 2, 3 . . . m}.
Definition 8: V (Ud(m, k)) = {(x, A) : x ∈ [m], A ⊆ [m], |A| = k− 1, x /∈ A}. E (Ud(m, k)) = {((x, A), (y, B)) :
y ∈ A}. In other words, there is a directed edge from (x, A) to (y, B) if y ∈ A. ♦
With some different notation from [8] , let us define the undirected graph U(m, k) obtained by disre-
garding the orientation of the edges in Ud(m, k). It is defined as:
Definition 9: V (U(m, k)) = {(x, A) : x ∈ [m], A ⊆ [m], |A| = k− 1, x /∈ A}. E (U(m, k)) = {((x, A), (y, B)) :
y ∈ A or x ∈ B}. In other words, there is an undirected edge between (x, A) and (y, B) if y ∈ A or x ∈ B
or both. ♦
It has been shown in [8] that if χ`(G¯d) = k, then there is an integer m ≥ k such that G¯d is homo-
morphic to Ud(m, k) and χ` (Ud(m, k)) = k. Since G¯d is homomorphic to Ud(m, k), from Lemma 2, G¯u
is homomorphic to U(m, k). It is known from [15], that if undirected G is homomorphic to undirected
H, then χ f (G) ≤ χ f (H). Then clearly, χ f (G¯d)/χ`(G¯d) ≤ χ f (U(m, k))/k for all G¯d : χ`(G¯d) = k. We will
show that χ f (U(m, k))/k is upper bounded by e2 for all parameters.
Proof of Theorem 3: We show that χ f (U(m, k)) /k ≤ 54e2, k ≥ 2. It is easy to observe that U(m, k) is
a vertex transitive graph. For vertex transitive graphs, it is known that χ f (U(m, k)) =
|V(U(m,k))|
α(U(m,k)) , where
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α(.) is the independence number of the graph. We analyze the structure of maximal independent sets of
the graph U(m, k). Let I = {(x1, A1), (x2, A2) . . . (xn, An)} be an independent set. Let X = {x1, x2 . . . xn}
and A =
⋃
i
Ai. Then clearly, from the definition of U(m, k), A ∩ X = ∅, otherwise there is an edge
between two vertices in the set I. If X ∪ A 6= [m], then one can add elements (xi, Ai) to I s.t. xi ∈ X and
Ai ∈ A′ = [m]− X. Let |A′| = m− p and |X| = p. Choose the set I′ containing all possible vertices (x, B)
such that x ∈ X and B ⊆ A′, |B| = k− 1. I′ is independent and I ⊆ I′. |I′| = p(m−pk−1 ).
Hence, every independent set is contained in a suitable independent set I′ parametrized by p. Therefore,
α (U(m, k)) = max
1≤p≤m−k+1
p(m−pk−1 ). |V (U(m, k))| = m(m−1k−1 ).
Let m′ = bm/kc ∗ k. Clearly, m ≤ m′ + k. If m ≥ 4k, then m′ ≥ 4k. For m ≥ 4k, we have:
χ f (U(m, k)) /k = min
1≤p≤m−k+1
m(m−1k−1 )
kp(m−pk−1 )
(9)
≤ min
1≤p≤m−k+1
(m′ + k) (m−1k−1 )
kp(m−pk−1 )
(10)
≤ min
1≤p≤m−k+1
(m′ + k) (m
′−1
k−1 )
kp(m
′−p
k−1 )
(11)
≤ (m
′ + k) (m
′−1
k−1 )
kp(m
′−p
k−1 )
|p=m′/k (12)
≤
(
1+
k
m′
)
(m′ − 1)(m′ − 2) . . . (m′ − k + 1)
(m′ (1− 1/k)) (m′ (1− 1/k)− 1) (m′ (1− 1/k)− 2) . . . (m′ (1− 1/k)− k + 2)
(13)
≤ 5
4
m′ − k + 1
(m′ (1− 1/k))
(m′ − 1)(m′ − 2) . . . (m′ − (k− 2))
(m′ (1− 1/k)− 1) (m′ (1− 1/k)− 2) . . . (m′ (1− 1/k)− (k− 2)) (14)
≤ 5
4
1
(1− 1/k)
(m′ − 1)(m′ − 2) . . . (m′ − (k− 2))
(m′ (1− 1/k)− 1) (m′ (1− 1/k)− 2) . . . (m′ (1− 1/k)− (k− 2)) (15)
≤ 5
4
1
(1− 1/k)
1
(1− 1/k)2(k−2)
(16)
≤ 5
4
1
(1− 1/k)2(k−1)
(17)
≤ 5
4
e2 (18)
(10) is because m ≤ m′ + k. (11) is because (
m−1
k−1 )
(m−pk−1 )
is a decreasing function with respect to the variable
m. To see that, (
m−1
k−1 )
(m−pk−1 )
=
k−1
∏
i=1
m−i
m−(p−1)−i . But,
m−i
m−(p−1)−i = 1 +
p−1
m−(p−1)−i which is decreasing in m. (12) is
because substituting any value for p gives an upper bound. Here, we choose p = m′/k. (15) is because
m − k + 1 ≤ m, ∀k ≥ 1. (16) is valid under the assumption that m/k ≥ 4, k ≥ 2 and Lemma 3 given
below. When m ≥ 4k, m′ ≥ 4k. Therefore, (14) is valid. (18) is because
(
1+ 1k−1
)k−1 ≤ e, ∀k ≥ 1. We
now prove Lemma 3 needed to justify (16) below.
If m/k ≤ 4 then taking p = 1 in (9), we can show that the ratio is upper bounded by m/k ≤ 4.
We note that k ≥ 2 is not a restriction, since, χ` ≥ 2 for a digraph with at least one directed edge .
Lemma 3: m−im(1−1/k)−i ≤ 1(1−1/k)2 , ∀1 ≤ i ≤ k, m ≥ 4k, k ≥ 2.
Proof: The following equivalence hold for x ≥ y:
x− i
y− i ≤
x2
y2
⇔ i(x + y) ≤ xy (19)
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It is sufficient to show that i ≤ xy/(x + y) when i ≤ k, x = m, y = m (1− 1/k) . This means it is enough
to show k ≤ m (1−1/k)2 . Since k ≥ 2, (1− 1/k) ≥ 1/2, for m ≥ 4k, k ≤ m (1−1/k)2 holds. Hence, the statement
in the lemma is proved.
We provide a numerical example where the ratio is larger than 2.5. Consider Ud(281, 9). Computer
calculations show that χ f (Ud(289, 9)) /χ` (Ud(289, 9)) = 2.5244.
In the next subsection, we extend this framework to bounding the ratio between fractional chromatic
and the fractional local chromatic number.
B. Universal upper bound for χ f (G¯d)/χ f `(G¯d)
In this subsection, we prove the following result about multiplicative gap between the fractional
chromatic and fractional local chromatic number.
Theorem 4: χ f (G¯d)/χ f `(G¯d) ≤ 54e2 
Since we work on the interference graph, G¯d will be used throughout. The proof of the theorem follows the
same recipe as the proof of the bound for the ratio between fractional chromatic and the local chromatic
number, i.e. the ratio χ f (G¯d) /χl (G¯d). Apart from the LP characterization of the fractional local chromatic
number, there is another characterization using r−fold local colorings of a directed graph G¯d [8]. We will
review the results regarding r− fold colorings from [8].
Definition 10: (r-fold local coloring number of a digraph) A proper r-fold coloring of G¯d is a coloring of G¯u
(the undirected graph obtained by removing edge orientations in G¯d) where r distinct colors are assigned
to each vertex such that color set of two adjacent vertices are disjoint. The r-fold local coloring number
of a graph, denoted by χ`(G¯d, r), is less than or equal to k if there is a proper r-fold coloring of G¯d such
that the total number of distinct colors in the closed out-neighborhood of any vertex is at most k. ♦
χ` (G¯d, r) is the minimum possible maximum number of colors in any closed out neighborhood over
all possible proper r-fold colorings of graph G¯d. It is known that [8]:
χ f `(G¯d) = infr χ`(G¯d, r)/r (20)
Let us define a directed universal graph Ud(r, m, k) as follows:
Definition 11: V (Ud(r, m, k)) = {(X, A) : x ⊆ [m], A ⊆ [m], |A| = k − r, |X| = r, X ∩ A = ∅}.
E (Ud(r, m, k)) = {((X, A), (Y, B)) : Y ⊆ A}. In other words, there is a directed edge from (X, A) to
(Y, B) if Y ⊆ A. ♦
Consider the undirected graph U(r, m, k) obtained by ignoring the orientation of the directed edges in
Ud(r, m, k) and bi-directed edges replaced by a single undirected edge. It is formally defined as:
Definition 12: V (U(r, m, k)) = {(X, A) : x ⊆ [m], A ⊆ [m], |A| = k − r, |X| = r, X ∩ A = ∅}.
E (U(r, m, k)) = {((X, A), (Y, B)) : Y ⊆ A or X ⊆ B}. In other words, there is a directed edge from (X, A)
to (Y, B) if Y ⊆ A or X ⊆ A or both. ♦
Replacing all undirected edges by directed edges and out-neighborhoods by closed out-neighborhoods
in the argument of Lemma 3 in [8], we have the following lemma:
Lemma 4: Given G¯d, if χ` (G¯d, r) ≤ k then there is an m such that G¯d is homomorphic to Ud(r, m, k).
This means, in the undirected sense G¯u is homomorphic to U(r, m, k), by Lemma 2, if G¯d is homomor-
phic to Ud(r, m, k) in the directed sense. Also, χ f (G¯d) ≤ χ f (U(r, m, k)) as fractional chromatic numbers
cannot decrease under homomorphism.
Consider G¯d such that χ`(G¯d, r) = k for some r and k. By Lemma 4, G¯d is homomorphic to Ud(r, m, k)
for some m. Hence, χ f (G¯d) = χ f (G¯u) ≤ χ f (U(r, m, k)). Here, k ≥ 2 as it is a r-fold local chromatic
number of a directed graph with one directed edge. Now, we have the following lemma:
Lemma 5: χ f (G¯d)/ kr ≤ χ f (U(r, m, k)) / kr ≤ 54e2.
Proof: The first part of the inequality follows from the fact that G¯d is homomorphic to Ud(r, m, k)
as discussed before. It is easy to see that Ud(r, m, k) is vertex transitive. Therefore, χ f (U(r, m, k)) =
|V(U(r,m,k))|
α(U(r,m,k)) where α(.) is the independence number of the graph. To upper bound the ratio |V|/α, we
provide a lower bound for the independence number by constructing a suitably large independent set.
Consider p elements from the set [m] and denote the set by Z. Let 1 ≤ p ≤ m− k + 1. Pick one out
of the p elements in Z, say z. Now create vertices (X, A) as follows: z ∈ X and choose k− 1 elements
1out of remaining m− p elements. Then choose r− 1 elements out of this and put in X apart from z. The
remaining k− r elements form A . Let Iz denote the set of (X, A) vertices created by the above method.
Since z ∈ X, ∀(X, A) ∈ Iz, Iz is an independent set by the definition of U(r, m, k). We now argue that⋃
x∈Z
Ix = I is an independent set. We need to argue that there cannot be an edge between (X, A) ∈ Ix
and (Y, B) ∈ Iy for x 6= y. x ∈ X but x /∈ B because when Iy (and in particular (Y, B) ∈ Iy) is formed x
is not considered at all. Similarly, y ∈ Y but y /∈ A. Hence, I is an independent set. |Iz| = (m−pk−1 )(k−1r−1).
Hence , α (U(r, m, k)) ≥ max
1≤p≤m−k+1
p(m−pk−1 )(
k−1
r−1). Substituting the lower bound , we have the following:
χ f (U(r, m, k)) /
k
r
≤ |V|
α kr
≤ (
m
k )(
k
r)
max
1≤p≤m−k+1
p(m−pk−1 )(
k−1
r−1)
k
r
(21)
=
(mk )(
k
r)
max
1≤p≤m−k+1
p(m−pk−1 )(
k
r)
(22)
=
(mk )
max
1≤p≤m−k+1
p(m−pk−1 )
=
m(m−1k−1 )
k max
1≤p≤m−k+1
p(m−pk−1 )
(23)
The last expression is identical to the ratio of χ f to χ` of U(m, k) for the directed local chromatic number
in (9) in Theorem 3. We have seen the ratio is upper bounded by 54e
2 when k ≥ 2 in Theorem 3 . Hence,
we conclude our proof.
Proof of Theorem 4: From the lemma above, χ f (G¯d)/ (χ`(G¯d, r)/r) ≤ 54e2.
Hence, χ f (G¯d)/
(
χ f `(G¯d)
)
= χ f (G¯d)/
(
inf
r
χ`(G¯d, r)/r
)
= sup
r
χ f (G¯d)/ (χ`(G¯d, r)/r) ≤ 54e2.
V. CONCLUSION
We presented novel index coding upper bounds based on local and fractional local chromatic numbers
for the case when user requests are distinct. We presented a problem instance where the additive gap
between the new bounds and the bound based on fractional chromatic number is arbitrarily large. We
also proved that the multiplicative gap between the new bounds and the bound based on fractional
chromatic number is at most a constant. Studying local coloring concepts in the context of the general
index coding problem with overlapping user requests is an interesting direction for future study.
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