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Abstract
One of the most widely problem studied in quantum mechanics is
of an infinite square-well potential. In a minimal-length scenario its study
requires additional care because the boundary conditions at the walls of
the well are not well fixed. In order to avoid this we solve the finite
square-well potential whose the boundary conditions are well fixed, even
in a minimal-length scenario, and then we take the limit of the potential
going to infinity to find the eigenfunctions and the energy equation for the
infinite square-well potential. Although the first correction for the energy
eigenvalues is the same one has been found in the literature, our result
shows that the eigenfunctions have the first derivative continuous at the
square-well walls what is in disagreement those previous work. That is
because in the literature the authors have neglected the hyperbolic so-
lutions and have assumed the discontinuity of the first derivative of the
eigenfunctions at the walls of the infinite square-well which is not correct.
As we show, the continuity of the first derivative of the eigenfunctions at
the square-well walls guarantees the continuity of the probability current
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density and the unitarity of the time evolution operator.
PACS numbers: 03.65.Ge, 04.60.-m, 12.60.-i
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1 Introduction
Although most of the proposed beyond-Standard-Model theories which try incorporate
the gravity lead to existence of a minimal length [1, 2, 3], that is, the existence of a
length scale in which the sense of distance loses its meaning, experimental evidences of its
actual existence are very difficult to be accomplished. If the value of the minimal length
is of order of the Planck scale, 10−35 m, the implemention of experiments which confirm
its existence may be very far from the current technologies. However, extra dimensions
theories suggest that the scale of that minimal length can be many magnitudes greater
than the Planck scale [4, 5, 6, 7].
A minimal-length scenario can be accomplished in quantum theory by imposing a
non-zero minimal uncertainty in the measurement of position1 which leads to gener-
alized uncertainty principle (GUP). There are different suggestions of modification of
the Heisenberg uncertainty principle (HUP) which implement a minimal-length scenario
[8, 15, 16, 17]. We concern with the most usual of them, proposed by Kempf [8, 18], which
in a 1-dimensional space is given by
∆x∆p ≥ ~
2
[
1 + β(∆p)2 + β〈pˆ〉2] , (1)
where β is a parameter related to the minimal length. The GUP (1) implies the existence
of a non-zero minimal uncertainty in the position2 ∆xmin = ~
√
β. To this generalization
of the HUP corresponds to a modification in the canonical commutation relations given
by
[xˆ, pˆ] := i~
(
1 + βpˆ2
)
. (2)
In this work, we concern with the finite and the infinite square-well potentials and the
more appropriate representation [19, 20] to be used is3
xˆ = xˆo (3)
and
pˆ =
tan
(√
βpˆo
)
√
β
, (4)
1Even though it is a natural assumption that a minimal length is described as a non-zero minimal
uncertainty in position, this is nontrivial [2, 8, 9, 10, 11, 12, 13, 14].
2That result can easily be obtained from the calculation of the minimum of ∆x = f(∆p) =
~
2
(
1+β〈pˆ〉2
∆P + β∆p
)
.
3We also use that representation in order to compare our results with ones of the literature.
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where xˆo and pˆo are ordinary operators of position and momentum satisfying the canonical
commutation relation [xˆo, pˆo] = i~. It is not difficult to verify that the (3) and (4)
representations for the position and the momentum operators satisfy the (2) commutation
relation. Consequently, to first-order in β parameter, we have
〈x|xˆ|ψ(t)〉 = xψ(x, t), (5)
〈x|pˆ|ψ(t)〉 = −i~
(
1− β~
2
3
∂2
∂x2
)
∂ψ(x, t)
∂x
, (6)
The time-independent Schroedinger equation for a non-relativistic particle of mass m
up to O(β) in this representation becomes
− ~
2
2m
d2ϕ(x)
dx2
+ β
~
4
3m
d4ϕ(x)
dx4
+ V (x)ϕ(x) = Eϕ(x), (7)
with
ψ(x, t) = e−
i
~
Etϕ(x). (8)
It follows that the probability density is given by [21]
ρ = |ψ|2. (9)
and probability current density by
J = − i~
2m
(
ψ∗
∂ψ
∂x
− ψ∂ψ
∗
dx
)
+
iβ~3
m
[(
ψ∗
∂3ψ
∂x3
− ψ∂
3ψ∗
∂x3
)
+
(
∂2ψ∗
∂x2
∂ψ
∂x
− ∂
2ψ
∂x2
∂ψ∗
∂x
)]
. (10)
The infinite square-well potential is one of the problems most often studied in quantum
mechanics. It already shows up in introductory textbooks of quantum physics due to its
simplicity and numerous applications. In a minimal-length scenario the study of an infinite
square-well requires some special care since many mathematically possible solutions can be
found4 and the boundary conditions to be imposed on the wave function of the particle
and its derivatives at the walls of the infinite square-well are not clearly fixed. Some
authors have bypassed that problem neglecting the hyperbolic solutions by stating that
they are not physical solutions since they would not satisfy the boundary conditions at
the walls of the infinite square-well [22, 23, 24]. But, as it is well-known, the boundary
conditions must be satisfied by the general solution, that is, the linear combination of
the possible linearly independent solutions. Thus, for only requiring the continuity of
the wave function at the walls of the infinite square-well is not possible to determine the
solution.
4Indeed, as we will see, there are four linearly independent solutions for the Schroedinger equation
(7).
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In principle, the continuity or not of the derivatives of the wave function in the wall
of a square-well localized at x = a could be obtained by integrating Eq. (7) between a− ǫ
and a + ǫ (with ǫ arbitrarily small and positive), and then taking the limit ǫ→ 0. Thus,[
dϕIII(a)
dx
− dϕII(a)
dx
]
− 2
3
β~2
[
d3ϕIII(a)
dx3
− d
3ϕII(a)
dx3
]
=
− lim
ǫ→0
2m
~2
∫ a+ǫ
a−ǫ
dxV (x)ϕ(x), (11)
where ϕII(x) and ϕIII(x) are the solutions of Eq. (7) for x < a and x > a, respectively.
Since ϕ(x) must be everywhere finite, if V (x) has a finite jump at x = a then the
fourth derivative of ϕ(x) at x = a has a finite discontinuity (that is to say, a jump by a
finite amount), so we require that the third, second and first derivatives are continuous5
at x = a. However, if V (x) has an infinite jump at x = a then the third and/or first
derivative of ϕ(x) has a discontinuity at x = a. Hence, we have an ignorance of the
behavior of the first derivative at x = a. Therefore, for assuming the discontinuity of the
first derivative can be a mistaken assumption which will lead to incorrect results. A way
to get around this problem is to solve the finite square-well potential, whose the boundary
conditions are well fixed, and then to take the limit of the potential going to infinity6.
This way we can check the results have been found in the literature [22, 23, 24, 32]. With
this goal in mind, we solve a symmetric finite square-well in a minimal-length scenario in
Section 2 (in fact, the calculations can be found in the Appendix) and, in Section 3, we
take the limit of the potential going to infinity in order to find the solution for an infinite
square-well in that scenario. As we will see, the result for the eigenfunctions found is
in disagreement with ones of the literature whereas the first correction for the energy
eigenvalues is the same.
2 Finite square-well potential
We will consider that the potential V (x) of Eq. (7) be given by
V (x) =


V0, |x| ≥ a2
0, −a
2
< x < a
2
,
(12)
where V0 is a real and positive constant. We concern with the case E < V0 since there are
only bound states in the infinite square-well. Consequently, the general solution of Eq.
5That occurs because any function always has an infinite first derivative at point which it is discon-
tinuous. Therefore in order the fourth derivative of a function to be finite it is necessary that its third
derivative be continuous [25].
6We have already that difficulty in ordinary quantum mechanics, because the Schroedinger equation
does not provide us a guide on how to fix the boundary conditions for the case of an infinite square-well
potential [26, 27, 28]. In 1938, Rojansky pointed out that this difficulty can be solved in a mathematically
rigorous way by considering an infinite square-well as the limit case of a finite square-well [29, 30, 31].
3
(7) is given by7

ϕI(x) = A1e
kβ
1
x + C1e
k−
β
x x ≤ −a
2
ϕII(x) = A2e
−ikβ
0
x + B2e
ikβ
0
x + C2e
−k+
β
x +D2e
k+
β
x, −a
2
≤ x ≤ a
2
,
ϕIII(x) = A3e
−kβ
1
x + C3e
−k−
β
x x ≥ a
2
(13)
where8
k0 :=
√
2mE
~2
, (14)
k1 :=
√
2m (V0 − E)
~2
, (15)
k
β
0 := k0
(
1− 1
3
β~2k20
)
+O(β2), (16)
k
β
1 := k1
(
1 +
1
3
β~2k21
)
+O(β2), (17)
k+β :=
√
3
2~2β
(
1 +
1
3
β~2k20
)
+O(β3/2), (18)
k−β :=
√
3
2~2β
(
1− 1
3
β~2k21
)
+O(β3/2). (19)
As was said before, since ϕ(x) and V0 are finite the fourth derivative of ϕ(x) has a
finite discontinuity jump at x = ±a
2
which implies that the third derivative of ϕ(x) is
continuous at x = ±a
2
. Consequently, the second and first derivatives of ϕ(x) and ϕ(x)
are continuous at x = ±a
2
, too. Thus [33],
dnϕI(x)
dxn
∣∣∣∣
x=− a
2
= d
nϕII (x)
dxn
∣∣∣∣
x=− a
2
, n = 0, 1, 2, 3, (20)
and
dnϕII(x)
dxn
∣∣∣∣
x= a
2
= d
nϕIII (x)
dxn
∣∣∣∣
x= a
2
, n = 0, 1, 2, 3. (21)
These boundary conditions are in accordance with the physical conditions of the prob-
ability density, Eq. (9), and of the probability current density, Eq. (10), must be every-
where continuous for a finite potential [34].
The application of the above boundary conditions leads to a system of equations whose
8 unknowns are the coefficients of Eq. (13). The calculation can be simplified if we note
that the potential (12) is even, that is, V (−x) = V (x). This way we have even solutions
for which ϕ(−x) = ϕ(x), and odd solutions for which ϕ(−x) = −ϕ(x).
7We have thrown away those terms which diverge when x→ ±∞.
8Note that the E energy has corrections in orders of β.
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2.1 Even solutions
In this case, A1 = A3, C1 = C3, A2 = B2, C2 = D2, and the solution is

ϕI(x) = A3e
kβ
1
x + C3e
k−
β
x x ≤ −a
2
ϕII(x) = A2 cos
(
k
β
0x
)
+ C2 cosh
(
k+β x
)
, −a
2
≤ x ≤ a
2
,
ϕIII(x) = A3e
−kβ
1
x + C3e
−k−
β
x x ≥ a
2
(22)
where (see A)
A3 =
(
k−β
)2
+
(
k
β
0
)2
(
k−β
)2 − (kβ1)2


k
β
0 tan
(
kβ
0
a
2
)
+ k+β tanh
(
k+
β
a
2
)
k
β
1 + k
+
β tanh
(
k+
β
a
2
)

 cos
(
k
β
0a
2
)
exp
(
k
β
1a
2
)
A2,
(23)
C2 = −
(
k−β
)2
+
(
k
β
0
)2
(
k−β
)2 − (k+β )2

 k
β
1 − kβ0 tan
(
kβ
0
a
2
)
k
β
1 + k
+
β tanh
(
k+
β
a
2
)

 cos
(
kβ
0
a
2
)
cosh
(
k+
β
a
2
)A2, (24)
and
C3 =
{
1−
(
k−β
)2
+
(
k
β
0
)2
(
k−β
)2 − (kβ1)2


k
β
0 tan
(
kβ
0
a
2
)
+ k+β tanh
(
k+
β
a
2
)
k
β
1 + k
+
β tanh
(
k+
β
a
2
)

−
(
k−β
)2
+
(
k
β
0
)2
(
k−β
)2 − (k+β )2

 k
β
1 − kβ0 tan
(
kβ
0
a
2
)
k
β
1 + k
+
β tanh
(
k+
β
a
2
)


}
cos
(
k
β
0 a
2
)
exp
(
k−β a
2
)
A2. (25)
Furthermore, we also obtain the energy equation:
k
β
0 tan
(
k
β
0a
2
)
− k−β+
(
k−β
)2
+
(
k
β
0
)2
(
k−β
)2 − (k+β )2

 k
β
1 − kβ0 tan
(
kβ
0
a
2
)
k
β
1 + k
+
β tanh
(
k+
β
a
2
)


[
k−β + k
+
β tanh
(
k+β a
2
)]
+
5
(
k−β
)2
+
(
k
β
0
)2
(
k−β
)2 − (kβ1)2


k
β
0 tan
(
kβ
0
a
2
)
+ k+β tanh
(
k+
β
a
2
)
k
β
1 + k
+
β tanh
(
k+
β
a
2
)


(
k−β − kβ1
)
= 0. (26)
In the limit when β goes to zero (β → 0) the solutions (22) and the energy equation
(26) become the even solutions and the energy equation, respectively, for the finite square-
well potential in ordinary quantum mechanics, as we expected.
2.2 Odd solutions
In this case, A1 = −A3, C1 = −C3, A2 = −B2, C2 = −D2, and the solution is

ϕI(x) = −A3ekβ1 x − C3ek
−
β
x x ≤ −a
2
ϕII(x) = B2 sin
(
k
β
0x
)
+D2 sinh
(
k+β x
)
, −a
2
≤ x ≤ a
2
,
ϕIII(x) = A3e
−kβ
1
x + C3e
−k−
β
x x ≥ −a
2
(27)
where
A3 =
(
k−β
)2
+
(
k
β
0
)2
(
k−β
)2 − (kβ1)2


k+β coth
(
k+
β
a
2
)
− kβ0 cot
(
kβ
0
a
2
)
k
β
1 + k
+
β coth
(
k+
β
a
2
)

 sin
(
k
β
0a
2
)
exp
(
k
β
1a
2
)
B2, (28)
D2 = −
(
k−β
)2
+
(
k
β
0
)2
(
k−β
)2 − (k+β )2

 k
β
1 + k
β
0 cot
(
kβ
0
a
2
)
k
β
1 + k
+
β coth
(
k+
β
a
2
)

 sin
(
kβ
0
a
2
)
sinh
(
k+
β
a
2
)B2, (29)
and
C3 =
{
1−
(
k−β
)2
+
(
k
β
0
)2
(
k−β
)2 − (kβ1)2


k+β coth
(
k+
β
a
2
)
− kβ0 cot
(
kβ
0
a
2
)
k
β
1 + k
+
β coth
(
k+
β
a
2
)

−
(
k−β
)2
+
(
k
β
0
)2
(
k−β
)2 − (k+β )2

 k
β
1 + k
β
0 cot
(
kβ
0
a
2
)
k
β
1 + k
+
β coth
(
k+
β
a
2
)


}
sin
(
k
β
0a
2
)
exp
(
k−β a
2
)
B2. (30)
Furthermore, we also obtain the energy equation:
k
β
0 cot
(
k
β
0a
2
)
+ k−β−
6
(
k−β
)2
+
(
k
β
0
)2
(
k−β
)2 − (k+β )2

 k
β
1 + k
β
0 cot
(
kβ
0
a
2
)
k
β
1 + k
+
β coth
(
k+
β
a
2
)


[
k−β + k
+
β coth
(
k+β a
2
)]
+
(
k−β
)2
+
(
k
β
0
)2
(
k−β
)2 − (kβ1)2


k+β coth
(
k+
β
a
2
)
− kβ0 cot
(
kβ
0
a
2
)
k
β
1 + k
+
β coth
(
k+
β
a
2
)


(
k
β
1 − k−β
)
= 0. (31)
Again, in the limit when β goes to zero (β → 0) the solutions (27) and the energy
equation (31) become the odd solutions and the energy equation, respectively, for the
finite square-well potential in ordinary quantum mechanics, as we also expected.
3 Infinite square-well potential
As previously mentioned, the energy eigenfunctions and the energy equation of the
infinite square-well can be obtained from the finite square-well taking the limit V0 →∞.
In this limit A3e
−kβ
1
|x| = 0, C3e
−k−
β
|x| = 0, and
C2 = −
cos
(
kβ
0
a
2
)
cosh
(
k+
β
a
2
)A2. (32)
Therefore, the even solutions, that is, the even eigenfunctions of the infinite square-well
are given by

ϕI(x) = 0 x ≤ −a2
ϕII(x) = A2 cos
(
k
β
0x
)
− A2
cos
(
k
β
0
a
2
)
cosh
(
k
+
β
a
2
) cosh (k+β x) , −a2 ≤ x ≤ a2 ,
ϕIII(x) = 0 x ≥ −a2
(33)
and, the eigenenergies of the even eigenstates are given by the equation
k
β
0 tan
(
k
β
0a
2
)
+ k+β tanh
(
k+β a
2
)
= 0. (34)
Whereas the coefficients of the odd solutions become A3 = 0, C3 = 0 and
D2 = −
sin
(
kβ
0
a
2
)
sinh
(
k+
β
a
2
)A2. (35)
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Therefore, the odd solutions, that is, the odd eigenfunctions of the infinite square-well are
given by 

ϕI(x) = 0 x ≤ −a2
ϕII(x) = B2 sin
(
k
β
0x
)
− B2
sin
(
k
β
0
a
2
)
sinh
(
k
+
β
a
2
) sinh (k+β x) , −a2 ≤ x ≤ a2 ,
ϕIII(x) = 0 x ≥ −a2
(36)
and, the eigenenergies of the odd eigenstates are given by the equation,
k
β
0 cot
(
k
β
0a
2
)
− k+β coth
(
k+β a
2
)
= 0. (37)
It is easy to see that in the limit β → 0 we recover the results known for infinite
square-well potential in ordinary quantum mechanics9.
It is important to point out that now the first derivative at x = ±a
2
is no longer
discontinuous. In contrast what occurs in the ordinary quantum mechanics, in which the
continuity of the solutions at x = ±a
2
are obtained by using the energy equation, in a
minimal-length scenario the solutions are continuous at x = ±a
2
without need to use the
energy equation, which is required for continuity of the first derivative.
The previous results are in disagreement with ones in the literature [22, 23, 24, 32], in
which have been found no change in the eigenfunctions up to the first order in β. This
is because those authors have presumed the discontinuity of the first derivative of the
solutions (eigenfunctions) at the walls of the infinite square-well as for ordinary quantum
mechanics.
The necessity of continuity of the first derivative of ϕ(x) is evidenced by a quick look
at the J probability current density, Eq. (10). In the ordinary case, by requiring that
ϕ
(
x = ±a
2
)
= 0 is guaranteed the continuity of the probability current density [34]. On
the other hand, in a minimal-length scenario the continuity condition of ϕ(x) is not enough
to guarantee the continuity of the J probability current density at x = ±a
2
. However the
continuity of ϕ(x) and dϕ
dx
, that is, ϕ
(±a
2
)
= 0 and dϕ
dx
(±a
2
)
= 0, provides the necessary
condition for the continuity of the J probability current density at x = ±a
2
.
The continuity of the first derivative does not really come as a surprise since similar
outcome has been found in the study of a Dirac δ-function potential in a minimal-length
scenario [35]. Apparently, if corrections of O (β2) are taken account third derivative of
the wave function becomes continuous, too.
It is important to stress that the energy spectrum is discrete since the eigenvalues
of energy are given by points of intersection of the tangent (cotangent) and hyperbolic
tangent (hyperbolic cotangent) functions.
9Note that
cosh(k+β x)
cosh
(
k
+
β
a
2
) → 0 and sinh(k+β x)
sinh
(
k
+
β
a
2
) → 0 since |x| ≤ a2 for ϕII(x).
8
In order to find the correction to first-order in β of the energy eigenvalues, we write
E = E0 + βǫ, where E0 =
π2~2n2
2ma2
, n = 1, 2, 3, . . . , and put it in Eqs. (34) and (37). After
some algebra we obtain10
E =
π2~2n2
2ma2
+ β
π4~4n4
3ma4
, (38)
with n = 1, 2, 3, . . . . The result Eq. (38) is in accordance with the literature [22, 23,
24, 32]. This was expected since the calculate of the first order correction for the energy
involves just the non-deformed wave functions.
It easy to see that when the distance between the walls of the well increases more
negligible is the correction term of Eq. (38) and also are the second terms of the solutions
(33) and (36) since cosh
(
k+
β
a
2
)
and sinh
(
k+
β
a
2
)
increase. However, it is import to stress
that from the physical point view it make no sense to take into account cases in which
the distance between the walls of the well is equal to or smaller than the minimal length,
that is, for cases where β is fixed and a
~
√
β
≤ 1. This is because we would compute
probabilities of finding the particle in ranges smaller than the minimal length. Of course,
if a is somewhat greater than the minimal length, a
~
√
β
∼ 1, we can calculate probabilities
of finding the particle in ranges larger than the minimal length. But a quick dimensional
analyse shows that the correction of order βN of E, Eq.(38), is of order
(
lmin
a
)2N
. Then,
if a
~
√
β
∼ 1 the result (38) lies far outside the validity range at which we may consistently
work. At last, it should point out that even for a
~
√
β
≫ 1 when |a
2
− x| is small enough,
the second terms of the solutions (33) and (36) become significant, because of
e−k
+
β (
a
2
−x) ± e−k+β (a2+x)
1± e−k+β a
. (39)
4 Unitarity
Since the potential energy in the Schroedinger equation, Eq. (7), is independent of the
time, the time evolution operator is given by
Uˆ(t, t0) = e
− i
~
(t−t0)Hˆ . (40)
Thus, Uˆ will be unitary if Hˆ is a Hermitian operator (rigorously, self-adjoint or admits
self-adjoint extensions).
The inner product remains the standard one because we have kept the position opera-
tor to be usual operator [22, 36], so the Hamiltonian operator will be Hermitian, Hˆ† = Hˆ ,
if
−
[
φ⋆
dϕ
dx
− ϕdφ
⋆
dx
]b
a
+ β
[
φ⋆
d3ϕ
dx3
− ϕd
3φ⋆
dx3
− dφ
⋆
dx
d2ϕ
dx2
+
dϕ
dx
d2φ⋆
dx2
]b
a
= 0. (41)
In the finite square-well potential case is easy verify that11 Hˆ = Hˆ† because of the
10Note that k+β goes to infinity at β = 0 while tanh
(
k
+
β
a
2
)
and coth
(
k
+
β
a
2
)
remain finite.
11It is already familiar result that the representation (3) and (4) is Hermitian [36].
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boundary conditions, Eqs. (20) and (21). Consequently, the Uˆ time evolution operator is
unitary.
Meanwhile, some caution is necessary with the infinite square-well potential case. If
ϕ, φ ∈ D(Hˆ) =
{
ϕ, Hˆϕ ∈ L2 (−a
2
,+a
2
)
, ϕ
(±a
2
)
= ϕ′
(±a
2
)
= 0
}
then Hˆ is symmetric,
but it is not self-adjoint12. This is not surprise since something similar takes place in the
ordinary quantum mechanics [31, 38, 39, 40]. Note that if we only impose that ϕ(x) = 0
at x = ±a
2
it will not be enough to became Hˆ symmetric.
5 Conclusion
In this work we solve, in a minimal-length scenario, the problem of a finite square-well
potential in 1-dim, whose boundary conditions are well fixed. We then take the limit of
the potential going to infinity in order to determine the solutions for an infinite square-
well potential. In contrast to what has been found in the literature, the eigenfunctions of
a particle within an infinite square-well in a minimal-length scenario are not the same as
those in ordinary quantum mechanics and it is not necessary to use the energy equation
to ensure the continuity of the eigenfunctions at the walls of the well, but the use them
ensures the continuity of the first derivatives of the eigenfunctions at the walls.
It is important to emphasize that, as we have seen, the continuity of the first derivative
is necessary condition to guarantee the continuity of the probability current density at
x = ±a
2
and also to ensure the unitarity of the time evolution operator.
In summary, in order to solve an infinite square-well potential in a minimal-length
scenario we must require the continuity of the wave function and its first derivative, that
is, they vanish at the walls of the infinite square-well. Therefore, there are four coefficients
to determine and four equations obtained from the boundary conditions. However, three
of the equations allow to find three coefficients as function of a fourth coefficient (which is
determined by the normalization condition) while the fourth equation allows to find the
energy equation.
Finally, nowadays there is a huge amount of works on trapped ions and particles in
which the trap system is modelled by quantum wells. At first, such systems could be
used to provide an upper bound for the minimal-length value. However, one must be very
careful with the result obtained since it is very likely that the error in modelling a trap of
an electronic devise by a quantum well is bigger than the minimal-length correction [41].
So, this must be very verified for each experimental set up employed.
12Apparently, the deficiency indices are equal (n+ = n−). On the superficial analysis, probably they are
(4, 4) and Hˆ, with D0(Hˆ) =
{
ϕ, Hˆϕ ∈ L2 (−a2 ,+a2 ) , ϕ(n) (±a2 ) = 0, n = 0, 1, 2, 3}, has infinitely many
self-adjoint extensions, a U(4) family of self-adjoint extensions. Nevertheless, the determination of the
deficiency indices and of the possible self-adjoint extensions can be a no easy task. The case of a Hˆ that
has a pˆ30 correction term has been studied by J. Louko [37].
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A Solution of the System of Linear Equations
Making use that the potential is even and imposing the boundary conditions
dnϕII(x)
xn
∣∣∣∣
x= a
2
=
dnϕIII(x)
xn
∣∣∣∣
x= a
2
,
for n = 0, 1, 2, 3, we obtain the system of equations (A1-A4),
A2 cos
(
k
β
0 a
2
)
+ C2 cosh
(
k+β a
2
)
=
A3 exp
(
−k
β
1a
2
)
+ C3 exp
(
−k
−
β a
2
)
(42)
−kβ0A2 sin
(
k
β
0a
2
)
+ k+β C2 sinh
(
k+β a
2
)
=
− kβ1A3 exp
(
−k
β
1 a
2
)
− k−β C3 exp
(
−k
−
β a
2
)
(43)
−
(
k
β
0
)2
A2 cos
(
k
β
0 a
2
)
+
(
k+β
)2
C2 cosh
(
k+β a
2
)
=
(
k
β
1
)2
A3 exp
(
−k
β
1a
2
)
+
(
k−β
)2
C3A3 exp
(
−k
−
β a
2
)
(44)
(
k
β
0
)3
A2 sin
(
k
β
0 a
2
)
+
(
k+β
)3
C2 sinh
(
k+β a
2
)
=
−
(
k
β
1
)3
A3 exp
(
−k
β
1 a
2
)
− (k−β )3C3 exp
(
−k
−
β a
2
)
, (45)
which, along with normalization condition, enables us to determine the coefficients of the
even solutions.
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Multiplying Eq. (42) by
(
k−β
)2
and subtracting from the result Eq. (44) we have
[(
k−β
)2
+
(
k
β
0
)2]
A2 cos
(
k
β
0a
2
)
+
[(
k−β
)2 − (k+β )2]C2 cosh
(
k+β a
2
)
=
[(
k−β
)2 − (kβ1)2
]
A3 exp
(
−k
β
1a
2
)
. (46)
Now, multiplying Eq. (43) by − (k−β )2 and adding the result to Eq. (45) we obtain
k
β
0
[(
k−β
)2
+
(
k
β
0
)2]
A2 sin
(
k
β
0a
2
)
− k+β
[(
k−β
)2 − (k+β )2]C2 sinh
(
k+β a
2
)
=
k
β
1
[(
k−β
)2
+
(
k
β
1
)2]
A3 exp
(
−k
β
1 a
2
)
. (47)
In order to find the coefficient C2 as a function of A2 we multiply Eq. (46) by k
β
1 and
subtract from result Eq. (47). Hence,
C2 = −
(
k−β
)2
+
(
k
β
0
)2
(
k−β
)2 − (k+β )2

 k
β
1 − kβ0 tan
(
kβ
0
a
2
)
k
β
1 + k
+
β tanh
(
k+
β
a
2
)

 cos
(
kβ
0
a
2
)
cosh
(
k+
β
a
2
)A2. (48)
Now, using the result (48) into (46) we obtain the coeffcient A3 as a function of A2,
A3 =
(
k−β
)2
+
(
k
β
0
)2
(
k−β
)2 − (kβ1)2


k
β
0 tan
(
kβ
0
a
2
)
+ k+β tanh
(
k+
β
a
2
)
k
β
1 + k
+
β tanh
(
k+
β
a
2
)

 cos
(
k
β
0a
2
)
exp
(
k
β
1a
2
)
A2.
(49)
At last, using the results (48) and (49) into Eq. (42) we get the coefficient C3 as a function
of A2,
C3 =
{
1−
(
k−β
)2
+
(
k
β
0
)2
(
k−β
)2 − (kβ1)2


k
β
0 tan
(
kβ
0
a
2
)
+ k+β tanh
(
k+
β
a
2
)
k
β
1 + k
+
β tanh
(
k+
β
a
2
)

−
(
k−β
)2
+
(
k
β
0
)2
(
k−β
)2 − (k+β )2

 k
β
1 − kβ0 tan
(
kβ
0
a
2
)
k
β
1 + k
+
β tanh
(
k+
β
a
2
)


}
cos
(
k
β
0 a
2
)
exp
(
k−β a
2
)
A2. (50)
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The use of the rsults (48), (49) and (50) does not allow us to determine the coefficient
A2 unically. Instead of this, we obtain an equation which allows the energy of the system
only takes on certain values,
k
β
0 tan
(
k
β
0a
2
)
− k−β+
(
k−β
)2
+
(
k
β
0
)2
(
k−β
)2 − (k+β )2

 k
β
1 − kβ0 tan
(
kβ
0
a
2
)
k
β
1 + k
+
β tanh
(
k+
β
a
2
)


[
k−β + k
+
β tanh
(
k+β a
2
)]
+
(
k−β
)2
+
(
k
β
0
)2
(
k−β
)2 − (kβ1)2


k
β
0 tan
(
kβ
0
a
2
)
+ k+β tanh
(
k+
β
a
2
)
k
β
1 + k
+
β tanh
(
k+
β
a
2
)

(k−β − kβ1) = 0. (51)
As it is well-known, the coefficient A2 can be determined unically by the normalization
condition, however its determination is laborious and not important for the goals of this
work.
Just as we expect, in the limit when β goes to zero (β → 0) the solution (22) becomes13

ϕI(x) = A2 cos
(
k0a
2
)
ek1(x+
a
2) x ≤ −a
2
ϕII(x) = A2 cos
(
k
β
0x
)
, −a
2
≤ x ≤ a
2
,
ϕIII(x) = A2 cos
(
k0a
2
)
e−k1(x−
a
2 ) x ≥ a
2
(52)
and the energy equation (26) becomes
tan
(
k0a
2
)
=
k1
k0
, (53)
which are the even solutions and the energy equation for the finite square-well potential
in the ordinary case β = 0.
The odd solutions can be obtained in the similar way.
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