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RESUMO
O problema SAT e´ um problema cla´ssico e bem conhecido, sendo o primeiro
provado ser NP-completo . Por sua importaˆncia, ja´ que diversos problemas
igualmente NP-completo podem ser solucionados via reduc¸a˜o ao problema
SAT, o estudo de te´cnicas e algoritmos para a sua soluc¸a˜o e´ sempre um tema
atual de pesquisa. Uma forma de buscar acelerar a obtenc¸a˜o da soluc¸a˜o e´
atrave´s de paralelismo. Computac¸a˜o paralela e´ uma a´rea de estudo crı´tica,
visto que hoje a capacidade de processamento dos computadores cresce com
a paralelizac¸a˜o dos processadores, sendo um dos principais desafios para a
a´rea a construc¸a˜o de algoritmos paralelos eficientes para resolver problemas
cla´ssicos de computac¸a˜o. Este trabalho se propo˜e a desenvolver um algoritmo
SAT solver paralelo, tendo como base um algoritmo SAT solver sequencial.
Palavras-chave: Palavras Chave 1.Algoritmos Paralelos 2.SAT Solver

ABSTRACT
The SAT problem is a classic and well known problem, been the first proved
NP-complete. For its importance, since many equally NP-complete problems
can be solved through reduction to the SAT problem, the study of techniques
and algorithms for its solution is always a current issue of research. One way
of speed up the achievement of a solution is through parallelism. Parallel
computing is a critical study field, since the current speed of processing of
computers grows with the parallelisation of processors, been one of the main
challenges of the field the building of efficient parallel algorithms to solve
classical computing problems. This work intends to develop a parallel SAT
solver algorithm, using as base a sequential SAT solver algorithm.
Keywords: Keyword 1.Parallel Algorithms Keyword 2.SAT solver
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1 INTRODUC¸A˜O
A computac¸a˜o paralela surgiu como um campo de estudo utilizado
apenas em computac¸a˜o cientı´fica, dada a grande demanda por poder com-
putacional desta a´rea (COULOURIS et al., 2011). Hoje pore´m computac¸a˜o
paralela esta´ sendo utilizada em novos cena´rios, o que tem motivado o cres-
cente estudo de algoritmos paralelos. Um desses cena´rios e´ o de internet
of things(IoT), onde diversos dispositivos inteligentes se comunicam (BUSE-
MANN et al., 2012). Outro cena´rio e´ o de processadores multi-core que se
tornaram populares desde que foi atingida a barreira de poteˆncia em processa-
dores single-core, que fez com que na˜o seja mais possı´vel aumentar a poteˆncia
de um processador individualmente (PATTERSON; HENNESSY, 2012).
Dentre os algoritmos paralelos desenvolvidos e estudados encontram-
se algoritmos para a soluc¸a˜o do problema de satisfazibilidade booleana (SAT).
O problema SAT (BIERE et al., 2009) consiste em determinar, para uma dada
fo´rmula booleana, se existe uma atribuic¸a˜o de valores para as varia´veis para
a qual a fo´rmula e´ satisfeita. SAT e´ um problema NP-Completo, logo sua
resoluc¸a˜o por si so´ e´ um dos maiores problemas da computac¸a˜o. Pore´m o
SAT tem aplicac¸o˜es diretas em outras a´reas da computac¸a˜o como verificac¸a˜o
formal e inteligeˆncia artificial, tornando-o um problema interessante para o
uso e estudo de computac¸a˜o paralela.
Computac¸a˜o paralela (KUMAR, 2002) comec¸ou a despertar o inte-
resse dos pesquisadores de algoritmos SAT solvers quando foi alcanc¸ada a
barreira de poteˆncia em processadores single-core, pois estes a consideravam
uma boa te´cnica para resolver o problema de forma ra´pida. Ale´m disso com
a massiva utilizac¸a˜o de processadores multi-core e´ necessa´rio que os SAT sol-
vers funcionem bem nestes ambientes.
A principal abordagem ao problema tem sido aplicar te´cnicas de pa-
ralelismo, como dividir-e-conquistar, em algoritmos de SAT solving consoli-
dados, como DPLL (SELMAN; KAUTZ; COHEN, 1995). Pore´m essa abor-
dagem apresenta alguns problemas, como a necessidade de adicionar meca-
nismos de controle de carga aos algoritmos. Apesar de apresentar problemas
esta abordagem e´ bastante utilizada em computac¸a˜o paralela por apresentar
diversas vantagens, como aproveitar as otimizac¸o˜es ja´ realizadas nos algorit-
mos sequencias, este algoritmos ja´ serem bastante confia´veis e a popularidade
ja´ estabelecida nestes algoritmos.
Neste trabalho, tambe´m utilizamos um algoritmo SAT solver sequen-
cial como base para o desenvolvimento do algoritmo paralelo, pore´m utiliza-
mos um novo algoritmo SAT solver sequencial que apresenta algumas vanta-
gens para sua paralelizac¸a˜o, como por exemplo a estrutura mantida para cor-
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relacionar literais e cla´usulas, ale´m disso tambe´m escolhemos uma linguagem
de programac¸a˜o pouco popular em SAT solvers, que igualmente mostrou-se
vantajosa devido a facilidade e bom desempenho das ferramentas da mesma
para a comunicac¸a˜o dos no´s distribuı´dos.
1.1 OBJETIVOS
O presente trabalho tem por objetivo geral o desenvolvimento de um
algoritmo SAT solver paralelo, tendo como base um algoritmo sequencial.
1.1.1 Objetivos Especı´ficos
Os objetivos especı´ficos deste trabalho esta˜o listados abaixo:
1. Compreender as te´cnicas de computac¸a˜o paralela e quais sa˜o mais ade-
quadas para se utilizar no algoritmo SAT solver.
2. Compreender a abordagem utilizada no algoritmo SAT solver Quan-
tumSAT.
3. Desenvolver a versa˜o paralela do algoritmo SAT solver.
4. Testar o algoritmo desenvolvido, usando teorias SAT aleato´rias.
5. Comparar os resultados do algoritmo desenvolvido com outros ja´ exis-
tentes.
1.2 JUSTIFICATIVA
O SAT e´ um problema que apresenta diversas aplicac¸o˜es na indu´stria
atual, ale´m disso ele tambe´m possui grande importaˆncia teo´rica na cieˆncia da
computac¸a˜o.
A computac¸a˜o paralela sempre possuiu grande importaˆncia quando se
trata de aplicac¸o˜es cientı´ficas ou de grande volumes de dados/processamento,
pore´m a partir do momento que atingiu-se a barreira de poteˆncia em pro-
cessadores single-core a a´rea tem ganhado importaˆncia em todas as a´reas da
computac¸a˜o, dado que processadores multi-core hoje sa˜o os mais usados.
Logo a pesquisa de algoritmos SAT solvers paralelos se justifica na
intersecc¸a˜o entre as justificativas para a pesquisa nessas duas a´reas, dado que
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hoje todas as a´reas que utilizando SAT solver tem como ferramenta de traba-
lho processadores multi-core e necessitam de algoritmos que funcionem de
forma eficiente nesses processadores.
1.3 APRESENTAC¸A˜O DO TRABALHO
Este trabalho e´ divido em outros seis capı´tulos, conforme segue.
No capı´tulo dois e´ a fundamentac¸a˜o teo´rica do trabalha, neste capı´tulo
sa˜o apresentados os conceitos necessa´rios para a comprensa˜o do trabalho de-
senvolvido, este capı´tulo apresenta uma introduc¸a˜o a lo´gica proposicional,
a definisac¸a˜o problema SAT, os diversos algoritmos SAT solver e por fim o
algoritmo base utilizado no trabalho.
No capı´tulo treˆs e´ apresentada um introduc¸a˜o a computac¸a˜o paralela,
em seguida e´ apresenta a intersec¸a˜o entre o problema SAT e computac¸a˜o para-
lela e por sa˜o apresentadas as diversas te´cnicas de paralelizac¸a˜o do problema
SAT.
No capı´tulo quatro apresenta o desenvolvimento do trabalho, neste
capı´tulo e´ apresentado o algoritmo paralelo desenvolvido, um exemplo de
funcionamento do sistema desenvolvido e como as deciso˜es de projeto foram
tomadas.
No capı´tulo cinco e´ apresentado o ambiente de testes e os resultados
obtido com relac¸a˜o a tempo, escalabilidade e eficieˆncia.
No capı´tulo seis e´ apresentada uma conclusa˜o e os trabalhos futuros.
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2 FUNDAMENTAC¸A˜O TEO´RICA
Neste capı´tulo sa˜o descritos os fundamentos necessa´rios para a com-
prensa˜o do trabalho desenvolvido. Inicialmente sa˜o apresentados os conceitos
de lo´gica proposicional necessa´rios para a compressa˜o do problema SAT. Uti-
lizando os conceitos apresentados o problema SAT e´ formalmente definido.
A seguir e´ apresentada a importaˆncia do problema SAT. Na sec¸a˜o seguinte sa˜o
apresentados os diversos SAT solvers sequenciais. Por u´ltimo e´ apresentado
o algoritmo base utilizado neste trabalho.
2.1 O PROBLEMA SAT
O problema SAT consiste em saber se ha´ alguma atribuic¸a˜o de valo-
res verdade que satisfaz uma fo´rmula lo´gica proposicional descrita em CNF.
Iniciamos este capı´tulo apresentando um pouco sobre a linguagem lo´gica pro-
posicional, formas normais canoˆnicas e finalmente sobre o problema SAT.
2.1.1 Lo´gica Proposicional
E´ o campo da lo´gica que lida com o estudo de proposic¸o˜es. Esta a´rea
e´ de vital importaˆncia para a lo´gica e para a cieˆncia da computac¸a˜o, tendo
sido estudada por um longo perı´odo por diversos lo´gicos, pore´m estudo mo-
derno da a´rea comec¸a com o livro Logic of Relatives (1883) de Charles Peirce,
nos anos 1890 Gottlob Frege comec¸a a estudar e desenvolver o conceito de
sentenc¸as, sendo o termo func¸a˜o proposicional cunhado por Bertrand Russell
em Principles of Mathematics (1903). Estes estudos teˆm sido amplamente
aplicados em diversas a´reas de cieˆncia da computac¸a˜o como gramaticas for-
mais, teoria da computac¸a˜o, algoritmos entre outros.
Uma proposic¸a˜o, que consiste de conjunto de varia´veis ou literais, que
possuem valores verdade, sendo os valores Verdade ou Falso, e pode ser for-
mada de outras proposic¸o˜es com o uso de conectores lo´gicos, a um proposic¸a˜o
pode ser atribuı´do um sentido, chamado de asserc¸a˜o. Conectores lo´gicos
compo˜es proposic¸o˜es atrave´s da ligac¸a˜o de varia´veis e literais, para este tra-
balho notam-se os conectores AND representado por ∧, OR representado por
∨ e NOT representado por ¬. A semaˆntica destes operadores e´ descrita na
Tabela 1. Outra estrutura sa˜o literais, que sa˜o varia´veis que podem assumir
valores verdade. Fo´rmulas proposicionais sa˜o escritas utilizando conectores
lo´gicos, sı´mbolos proposicionais e literais e sa˜o utilizado para se trabalhar
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com sentenc¸as lo´gicas. Neste trabalho fo´rmulas proposicionais sera˜o repre-
sentados pelo sı´mbolo Φ.
Fo´rmulas proposicionais sa˜o escritas utilizando operadores lo´gicos,
que sa˜o sı´mbolo utilizado para se trabalhar com sentenc¸as lo´gicas. Estes ope-
radores possuem cara´ter bina´rio, sendo usados para conectar duas sentenc¸as
lo´gicas, e cara´ter una´rio, para atribuir uma propriedade a uma sentenc¸a lo´gica.
Como dito anteriormente para este trabalho notam-se os operadores AND re-
presentado por ∧, OR representado por ∨ e NOT representado por ¬.
Entradas Saı´das
A B A ∧ B A ∨ B ¬A
V V V V F
V F F V F
F V F V V
F F F F V
Tabela 1 – Tabela lo´gica
Fo´rmulas proposicionais podem ser representadas de diversas formas,
pore´m toda fo´rmula proposicional pode ser representa nas duas formas canoˆni-
cas, a forma normal conjuntiva (CNF, sigla em ingleˆs) e a forma normal dis-
juntiva (DNF, sigla em ingleˆs).
As fo´rmulas proposicionais em CNF sa˜o representadas como uma
conjunc¸a˜o de cla´usulas, sendo cada cla´usula uma disjunc¸a˜o de literais, onde
cada literal pode assumir Verdade ou Falso, como e´ apresentado abaixo na
Equac¸a˜o 2.1. Toda fo´rmula proposicional pode ser convertida para forma
CNF atrave´s de um procedimento trivial.
Φ=C1∧C2∧C3 . . .∧Ck | ∀C,Cn = L1∨L2∨L3 . . .∨Lk (2.1)
As fo´rmulas proposicionais em DNF sa˜o representadas como uma
disjunc¸a˜o de cla´usulas, sendo cada cla´usula um conjunc¸a˜o de literais, como
e´ apresentado abaixo na Equac¸a˜o 2.2. A conversa˜o de uma fo´rmula proposi-
cional para forma DNF e´ por si so´ uma soluc¸a˜o para o problema SAT, por-
tanto uma tarefa NP-Completa. Para realizar esta conversa˜o existem diversas
te´cnicas, neste trabalho sera´ apresentada em detalhes uma delas.
Φ= D1∨D2∨D3 . . .∨Dk | ∀D,Dn = L1∧L2∧L3 . . .∧Lk (2.2)
Estes conceitos sa˜o importantes pois o problema SAT e´ amplamente
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relacionada com uma sub-classe de fo´rmulas proposicionais.
2.1.2 Definic¸a˜o do Problema
O problema SAT e´ definido sobre uma linguagem de lo´gica proposi-
cional L (P), onde P = p1, p2, . . . , pn sendo que todo p e´ um sı´mbolo pro-
posicional sem valor verdade definido. Uma fo´rmula Φ ∈ L (P) pode ser
escrita em CNF, logo Φ= {C1∧C2 . . .∧Ck|∀C,Cn = Li∨¬L j . . .∨Lz}, onde
Li = p∨¬p.Com isto pode-se definir o problema SAT como sendo responder
se existe um conjunto de atribuic¸a˜o de valores verdade a P, o qual faz com que
Φ seja verdade, caso exista esse conjunto Φ e´ dito satisfazı´vel. O exemplo
abaixo apresenta um problema SAT.
Seja Φ:
0 : (¬p4∨ p2∨¬p3)∧
1 : (¬p3∨ p2∨¬p1)∧
2 : (p5∨¬p2∨¬p3)∧
3 : (¬p2∨ p5∨¬p1)∧
4 : (¬p3∨ p5∨ p1)∧
5 : (p4∨ p5∨ p2)∧
6 : (¬p5∨ p3∨¬p2)∧
7 : (¬p1∨ p4∨ p3)∧
8 : (¬p3∨¬p2∨¬p1)∧
9 : (¬p3∨¬p4∨¬p1)
Assim podemos ver que se ¬p2 for Verdade enta˜o as cla´usulas 2, 3,
6 e 8 sera˜o Verdade, se ¬p3 for Verdade enta˜o as cla´usulas 0, 1, 4 e 9 sera˜o
Verdade e se p4 for Verdade enta˜o as cla´usulas 5 e 7 sera˜o Verdade, como foi
possı´vel atribuir valores que fizeram com que todas as cla´usulas de Φ sejam
Verdade diz-se que Φ e´ satisfazı´vel.
Outra caracterı´stica do problema SAT e´ o nu´mero de sı´mbolos em cada
cla´usula, o problema usualmente e´ chamado de kSAT onde k e´ nu´mero de
sı´mbolos em cada cla´usula, no caso anterior o problema e´ um 3SAT. Esta
caracterı´stica e´ importante pois toda fo´rmula proposicional pode ser escrita
como um 3SAT. Outro fato importante e´ o de que os problemas que podem
ser escritos em 2SAT possuem complexidade O(n), pore´m na˜o e´ garantido que
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todas as fo´rmulas proposicionais possam ser escritas na forma 2SAT(BIERE
et al., 2009).
O padra˜o de entrada da grande maioria dos SAT solvers e´ o Dimacs,
que representa fo´rmulas proposicionais na forma CNF.
2.1.3 Importaˆncia do Problema SAT
A resoluc¸a˜o de problemas SAT possui aplicac¸a˜o direta em diversas
a´reas. Nesta sec¸a˜o sera˜o apresentadas algumas delas e como SAT e´ utilizado
nestas aplicac¸o˜es.
O projeto de sistemas digitais e´ amplamente auxiliado pelas mais di-
versas ferramentas, muitas delas se utilizam de SAT solvers (LAVAGNO;
MARTIN; SCHEFFER, 2006). Uma delas e´ verificac¸a˜o de equivaleˆncia, que
consiste em verificar se para dois circuitos digitais distintos com o mesmo
conjunto de entradas o conjunto de saı´das sera´ igual, para se resolver este
problema as func¸o˜es de entradas e saı´das dos circuitos sa˜o escritos como uma
fo´rmula proposicional e verifica-se a satisfazibilidade com um SAT solver.
Uma aplicac¸a˜o bem sucedida da soluc¸a˜o de SAT e´ o automate plan-
ning em inteligeˆncia artificial (KAUTZ; SELMAN, 1992). O problema plan-
ning consiste em, dado um conjunto de estados e um conjunto de transic¸o˜es
entre estados, descobrir se e´ possı´vel sair de um estado inicial e atingir um
estado objetivo em um nu´mero finito de transic¸o˜es. Uma soluc¸a˜o para este
problema se chama satplan (KAUTZ; SELMAN, 1992), que consiste em con-
verter o problema do planning para uma fo´rmula proposicional e verificar se
a mesma e´ satisfazı´vel, isto e´ feito de forma iterativa comec¸ando do planeja-
mento com 1 passo e indo ate´ o limite de passos dado pelo problema.
Outra importante aplicac¸a˜o da soluc¸a˜o SAT sa˜o os model checkers (BI-
ERE et al., 2009), que consistem em dado um modelo automaticamente veri-
ficar se este modelo atende a dadas especificac¸o˜es. Model checkers possuem
ampla aplicac¸a˜o, principalmente em teste de sistemas, que va˜o de hardware
a protocolos de comunicac¸a˜o. Este problema apresenta uma soluc¸a˜o simi-
lar a do planning, pois sua soluc¸a˜o consiste em converter o modelo em uma
fo´rmula proposicional e a partir dai utilizar um SAT solver (CLARKE et al.,
2001). Esta te´cnica e´ a mais utilizada nos casos de verificadores restritos e
quando as especificac¸o˜es sa˜o dadas atrave´s de fo´rmulas em lo´gica temporal.
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2.1.4 Algoritmos SAT Solvers
Os SAT solvers podem ser divididos em classes, sendo que as duas
principais classes de algoritmos SAT solvers sequenciais sa˜o os baseados
em conflito de cla´usulas (CDCL, sigla em ingleˆs), a versa˜o mais moderna
do DPLL (Davis-Putnam-Logemann-Loveland) (DAVIS; LOGEMANN; LO-
VELAND, 1962), e os baseados em busca local estoca´stica (SELMAN; KAUTZ;
COHEN, 1995). O algoritmo SAT solver desenvolvido neste trabalho e´ ba-
seado na conversa˜o CNF-DNF. Na˜o exitem muitos outros solver baseados
nesse me´todo, em (MILTERSEN; RADHAKRISHNAN; WEGENER, 2005)
(KATAJAINEN; MADSEN, 2002) este me´todo e´ discutido.
A classe CDCL, e sua versa˜o original o DPLL, sa˜o baseados na te´cnica
de backtracking (DAVIS; LOGEMANN; LOVELAND, 1962). Estes algo-
ritmos consistem em atribuir um valor verdade a uma literal, simplificar a
fo´rmula e, recursivamente, verificar se a fo´rmula simplificada e´ satisfazı´vel.
No caso do DPLL a ideia ba´sica e´ recursivamente montar uma a´rvore de de-
cisa˜o, como a apresentada na Figura 1, ale´m disto sa˜o utilizadas diversas
heurı´sticas para melhor eficieˆncia do algoritmo, destacam-se aqui as heurı´sti-
cas para a escolha do literal a se atribuir o valor verdade (OUYANG, 1996).
No caso do CDCL, e´ montada uma estrutura adicional que o permite igno-
rar alguns passos, para em teorias geradas aleatoriamente baixar o tempo
me´dio de execuc¸a˜o (SILVA; SAKALLAH, 1996). O funcionamento ba´sico
do CDCL e´ mostrado na Figura 2.
Figura 1 – Arvore de decisa˜o do DPLLi (KATAJAINEN; MADSEN, 2002)
O Algoritmo 1 e´ o pseudo co´digo de uma versa˜o ba´sica do DPLL. Esta
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Figura 2 – Diagrama que apresenta os procedimentos e componentes do
CDCL (DAVIS; LOGEMANN; LOVELAND, 1962)
versa˜o e´ bastante simples. O primeiro passo e´ eliminar as cla´usulas unita´rias,
aquelas que conte´m apenas um literal, e as cla´usulas que conte´m o literal
da cla´usula unita´ria, pois para a fo´rmula ser satisfazı´vel este literal precisa
ser Verdade. O segundo passo e´ eliminar as cla´usulas que conte´m literais
puros, aqueles que apresentam apenas uma polaridade em toda a fo´rmula, pois
sempre e´ possı´vel se atribuir Verdade a estes sı´mbolos. O terceiro e´ selecionar
aleatoriamente um literal. O quarto e´ executar este algoritmo recursivamente,
considerando Verdade para este literal e para sua negac¸a˜o.
Algorithm 1 Pseudo co´digo DPLL
1: procedure DPLL(Φ)
2: for Cla´usula unita´ria l em Φ do
3: Φ← atribui(l,Φ)
4: for Literal puro l em Φ do
5: Φ← atribui(l,Φ)
6: l← escolhaDeLiteral(Φ)
7: return DPLL(Φ∧ l)∨DPLL(Φ∧¬l)
Uma implementac¸a˜o do algoritmo CDCL e´ o solver MiniSAT(EEN;
SO¨RENSSON, 2003). Este solver implementa va´rias otimizac¸o˜es que resul-
tam em melhorias significativas em casos me´dios. Vale destacar a te´cnica
de minimizac¸a˜o de cla´usulas conflitantes, que marca as cla´usulas conflitantes
para na˜o visitalas, pois em exemplos indu´strias e´ bastante comum que, mais
de 30% dos literais em uma cla´usula conflitante, sejam redundantes (EEN;
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SO¨RENSSON, 2005).
Ja´ os algoritmos baseados em busca local estoca´stica consistem em
atribuir valores verdade a literais de forma iterativa e ir, constantemente, me-
lhorando a soluc¸a˜o ate´ que a fo´rmula seja satisfazı´vel (SELMAN; KAUTZ;
COHEN, 1995). Estes sa˜o algoritmos gulosos, pois utilizam os literais que
eliminam o maior nu´mero de cla´usulas. Possuem diversas formas de otimiza-
c¸a˜o, por exemplo: aumentar a quantidade de literais a atribuir valor verdade
em cada passo, implementar me´todos para melhorar a qualidade da selec¸a˜o
de literais de forma iterativa, entre outras. A principal falha deste me´todo e´
sua incompletude, dado que ele e´ incapaz de afirmar se uma dada fo´rmula
proposicional e´ insatisfazı´vel (HOOS; STTZLE, 2004).
O algoritmo 2 e´ um pseudo co´digo de uma versa˜o ba´sica de um algo-
ritmo de busca local estoca´stica para SAT. O primeiro passo e´ executar um
lac¸o para o nu´mero de tentativas definido. O segundo e´ atribuir a todos os
sı´mbolos um valor verdade aleato´rio. O terceiro e´ executar um lac¸o para um
nu´mero de mudanc¸as de sı´mbolos definido. Dentro deste lac¸o e´ verificado
se Φ esta´ satisfeito, caso esteja e´ retornado Φ. Caso na˜o esteja e´ feita uma
mudanc¸a aleato´ria no valor verdade de um sı´mbolo. Caso na˜o seja encontrada
uma soluc¸a˜o o algoritmo informa que na˜o foi possı´vel encontrar uma soluc¸a˜o.
Algorithm 2 Pseudoco´digo de um algoritmo de busca local
1: procedure BUSCALOCAL(Φ)
2: for i := 1 a nTentativas do
3: Φ← valoresVerdadeAleato´rios(Φ) . atribui valores verdade
aleato´rios aos literais
4: for i := 1 a nMudanc¸as do
5: if Φ e´ satisfeito then
6: return Φ
7: Φ← mudancaDeLiteral(Φ) . muda o valor verdade do
literal que reduzir o maior nu´mero de cla´usulas
8: return Na˜o foi encontrada atribuic¸a˜o satisfazı´vel
Uma implementac¸a˜o desta te´cnica e´ o solver WalkSAT (SELMAN;
KAUTZ; COHEN, 1995), este solver utiliza uma otimizac¸a˜o que consiste no
modo de escolha do literal a alterar o valor verdade, na maioria dos algorit-
mos a escolha e´ feita de modo a atingir o maior nu´mero de cla´usulas. No
WalkSAT esta´ escolha e´ feita tendo como base quais sa˜o as cla´usulas que
esta˜o insatisfeitas. Este solver possui um bom resultado para fo´rmulas propo-
sicionais que foram geradas a partir de um problema de planning, sendo esta
sua principal aplicac¸a˜o (KAUTZ; SELMAN, 1996).
Existem outras diversas classes de SAT solvers que possuem usos es-
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pecı´ficos. Neste trabalho e´ utilizado como base um algoritmo SAT de uma
classe diferente, que e´ baseada na conversa˜o CNF-DNF. Uma vez que a soluc¸a˜o
de SAT para fo´rmulas proposicionais em DNF e´ trivial, a conversa˜o e´, por si
so´, uma resoluc¸a˜o. Esta te´cnica e´ bastante antiga sendo sua forma cla´ssica
a utilizac¸a˜o da lei de De-Morgan para efetuar a conversa˜o (SKIENA, 2008),
pore´m esta soluc¸a˜o e´ extremamente ineficiente (MILTERSEN; RADHAKRISH-
NAN; WEGENER, 2005). Na pro´xima sec¸a˜o e´ apresentado o algoritmo base
para este trabalho, que efetua esta conversa˜o escrevendo a fo´rmula proposi-
cional na forma DNF utilizado uma nova estrutura chamada quantum, que
assegura maior efica´cia ao processo de conversa˜o.
2.1.5 Algoritmo Base
Sera´ utilizado como base o algoritmo SAT solver chamado Quantum-
SAT(BITTENCOURT; MARCHI; PADILHA, 2003). Este e´ um algoritmo
SAT solver completo, cuja te´cnica para a soluc¸a˜o baseia-se em converter uma
fo´rmula proposicional escrita em CNF para DNF.
A ideia para se calcular a teoria em DNF consiste em encontrar os
sı´mbolos a se atribuir Verdade para que cada cla´usula possua pelo menos um
sı´mbolo com valor atribuı´do Verdade. Os sı´mbolos encontrados formam uma
cla´usula DNF e sa˜o chamados de cla´usulas duais mı´nimas.
Cada cla´usula dual mı´nima representa um conjunto de atribuic¸o˜es que
satisfaz Φ. Cada sı´mbolo da cla´usula dual mı´nima representa pelo menos
uma cla´usula de Φ.
Para se calcular as cla´usulas duais mı´nimas de Φ o QuantumSAT uti-
liza uma estrutura chamada quantum. O quantum, consiste de um par (φ ,F),
onde φ e´ um sı´mbolo da fo´rmula proposicional e F e´ um conjunto das coor-
denadas das cla´usulas que conte´m φ . A notac¸a˜o utilizada para o quantum e´
φF . O algoritmo utiliza tanto o quantum do literal quanto o da negac¸a˜o do
mesmo. Ao coletivo de quantum, chama-se quanta.
O quantum associado a negac¸a˜o de um literal chama-se mirror do
quantum, sendo representado como o complemento do quantum, portanto o
quantum do literal ¬φ e´ o mirror do quantum do literal φ , denotado por φF
Seja Φ o mesmo do exemplo anterior, enta˜o a lista de quanta de Φ e´:
P{4}1 ,¬P{1,2,7}1 ,P{0,1,5}2 ,¬P{2,3,6,8}2 ,P{6,7}3 ,¬P{0,1,2,4,8,9}3 ,
P{5,7}4 ,¬P{0,9}4 ,P{2,3,4,5}5 ,¬P{6}5
Para tanto o primeiro passo do algoritmo e´ construir o conjunto de
33
todos os quanta, o segundo e´ definir a ordem de quanta iniciais da busca de
sucessores, o terceiro e´ realizar a expansa˜o dos sucessores dos quanta. Nos
pro´ximos para´grafos sa˜o explicados os passos, ale´m de algumas otimizac¸o˜es
propostas para o algoritmo.
Para se construir o conjunto de quanta e´ feita uma busca, percorrendo
todas as cla´usulas e verificando quais literais as compo˜em. Como pode ser
visto no algoritmo 3.
Algorithm 3 Algoritmo de montagem dos quanta
1: procedure QUANTUMMAKER(Φ) . Recebe uma fo´rmula no formato
CNF
2: for cada φ em Φ do
3: F(φ)← Ø . Inicializa a lista de quanta
4: for cada C em Φ do
5: for cada φ em C do
6: F(φ)←C
7: return F
Com a lista quanta de Φ montada, encontrar a representac¸a˜o CNF de
Φ e´ uma busca em um espac¸o de estados, em que cada estado corresponde a
um caminho para uma possı´vel cla´usula dual mı´nima.
Para realizar esta busca e´ utilizado um algoritmo do tipo A* (RUS-
SELL; NORVIG, 2003), este precisa de treˆs func¸o˜es ba´sicas, uma para definir
os estados iniciais, uma para definir o estado vizinho de um estado e uma para
saber qual estado e´ final.
Para se definir a ordem dos quanta iniciais da busca de sucessores, cha-
mados de estados iniciais, e´ utilizada uma heurı´stica que tem como crite´rio a
frequeˆncia de φ nas cla´usulas de Φ, sendo ordenados dos mais frequentes aos
menos frequentes. Realizar essa ordenac¸a˜o e´ fa´cil pois consiste simplesmente
em se ordenar a lista dos quanta pelo tamanho de F.
Para realizar a busca de vizinhos sa˜o utilizadas algumas estruturas adi-
cionais. Uma delas e´ o gap, sendo este representado por Gφ , que e´ a lista de
cla´usulas que na˜o possuem nenhum literal associado a um conjunto incom-
pleto φ , logo Gφ =Φ−⋃ki=1 Fi. Esta estrutura e´ utilizada pois todos os quanta
associados a Gφ sa˜o possı´veis sucessores.
Outra estrutura e´ a lista de quanta proibidos, representado por Xφ , que
e´ a lista de mirrors dos quanta associados a φ . Esta estrutura e´ usada pois e´
necessa´rio garantir que um quantum e seu mirror jamais sera˜o atribuı´dos a`
mesma cla´usula dual mı´nima.
A partir destas estruturas a busca consiste em reduzir o Gφ , garantido
as propriedades da CNF. Com isso a busca e´ feita utilizando os crite´rios de
34
qualidade  sa˜o apresentados a seguir.
Seja
FGi = Fi
⋂
Gφ ,F
k
i=1 = F i
⋂
Gφ eFi j = FGi
⋂
FGj
.
Enta˜o seguem os crite´rios
• se |FGi −Fi j|> |FGj −Fi j| enta˜o φi  φ j sena˜o φ j  φi
• se |FGi −Fi j|= |FGj −Fi j| enta˜o, se |FGi −F i j|> |FGj −F i j| enta˜o φi 
φ j sena˜o φ j  φi
O algoritmo 4 e´ o algoritmo completo de busca de sucessores.
Algorithm 4 Algoritmo de busca de sucessores de um quantum
1: procedure SUCCESSORS(F(φ)) . Recebe o quantum
2: Ω← Ø . Inicializa a lista de sucessores
3: Θ←{φF | φ ∈C and C ∈ Gφ}−Xφ . Encontra o conjunto de
possı´veis sucesso˜es
4: Ordene(Θ,) . Ordena Θ de acordo com o crite´rio 
5: if ∃C ∈ Rφ ,Θ∩C = Ø then
6: return Ø
7: for φF in Θ do
8: Φ+←Φ⋃{φF}
9: if ∀φFii ,F∗i 6⊂ F and /0 /∈ Rφ+ and ∀C ∈ Rφ+,C 6⊂ Xφ then
10: Ω←Ω⋃{Φ+}
11: return Ω
Onde Rφ representa o conjunto de literais proibidos, sendo que o lite-
ral escolhido estiver presente em Rφ ele e´ contradito´rio, portanto na˜o sendo
via´vel para expansa˜o. F∗i representa o conjunto de cla´usulas exclusivamente
cobertas por um dado quantumm.
Os estados finais ocorrem quando Gφ = /0 ou quando na˜o existem mais
sucessores possı´veis.
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3 COMPUTAC¸A˜O PARALELA
Este capitulo apresenta a a´rea de computac¸a˜o paralela e suas relac¸o˜es
com o problema SAT. A Primeira sec¸a˜o apresenta uma introduc¸a˜o aos fun-
damentos de computac¸a˜o e seu impacto na implementac¸a˜o de algoritmos. A
segunda apresenta as diversas te´cnicas para se resolver o problema SAT em
paralelo.
3.1 FUNDAMENTOS DE COMPUTAC¸A˜O PARALELA
A computac¸a˜o paralela e´ a a´rea da computac¸a˜o que estuda os pro-
cessos que sa˜o executados simultaneamente. A computac¸a˜o paralela pode
ser divida em diversas suba´reas, uma vez que existem diversas formas de se
executar processos em paralelo, como por exemplo o paralelismo em nı´vel de
instruc¸a˜o (RAU; FISHER, ), processadores multi-core, ma´quinas distribuı´das,
clusters de computadores (COULOURIS et al., 2011) e clouds ela´sticas.
Como modelo podemos analizar a a´rea do ponto de vista da arquite-
tura de computac¸a˜o paralela, existem diversas classificac¸o˜es. Uma delas e´
a taxonomia de Flynn (FLYNN, 1972), apresentada na Tabela 2, que divide
as arquiteturas paralelas em relac¸a˜o aos seus dados e processos, hoje grande
parte dos sistemas sa˜o MIMD.
U´nica Instruc¸a˜o Mu´ltipla Instruc¸a˜o
Dado U´nico SISD MISD
Mu´ltiplos Dados SIMD MIMD
Tabela 2 – Taxonomia de Flynn
Outra forma de se pensar em arquiteturas paralelas e´ com relac¸a˜o a
memo´ria, sendo essa uma divisa˜o cla´ssica, dividindo-se as arquiteturas en-
tre sistemas que utilizam memo´ria compartilhada e sistemas que utilizam
memo´ria distribuı´da (PATTERSON; HENNESSY, 2012).
Tambe´m podemos analizar do ponto de vista do tipo de paralelismo:
no paralelismo em nı´vel de instruc¸o˜es, um processador executa as instruc¸o˜es
do programa atrave´s de um pipeline (PATTERSON; HENNESSY, 2012). No
paralelismo em nı´vel de dados, uma dada tarefa pode ser executada em para-
lelo dividindo-se os dados a serem processados em um no´ diferente (HILLIS;
STEELE JR., 1986). E em nı´vel de tarefa, as diferentes partes de uma tarefa
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sa˜o distribuı´das entre diferentes no´s (QUINN, 2003).
Ale´m disso outro aspecto importante sa˜o os diversos paradigmas de
programac¸a˜o paralela (KUMAR, 2002). Um deles e´ o mestre/escravo, no qual
a um no´ e´ atribuı´da a tarefa de mestre e este envia tarefas a serem realizadas
pelos no´s escravos. Outra e´ a programa u´nico mu´ltiplos dados, no qual o
espac¸o de dados e´ dividido entre mu´ltiplos no´s e estes executam a mesma
tarefa com a sua parte de dados. Outro paradigma parecido com este e´ o de
pipeline de dados, em que o processamento dos dados e´ dividido em etapas
e cada etapa e´ realizada em um no´ diferente. Um paradigma importante e´ o
dividir e conquistar, que consiste em recursivamente dividir a tarefa entre os
no´s.
Neste trabalho, tem-se como foco a suba´rea denominada computac¸a˜o
distribuı´da, pois o trabalho trata de um algoritmo que funciona atrave´s da
troca de mensagens e sem memo´ria compartilhada (COULOURIS et al., 2011).
Tambe´m foi utilizado o paradigma de mestre/escravo. Sendo assim o al-
goritmo desenvolvido pode funcionar tanto em um cluster de computadores
quanto em um processador multi-core.
O Track de computac¸a˜o paralela da SAT Competition e´ feito em um
processador de 12 nu´cleos com 36 GB de memo´ria RAM. 1
3.2 PARALELISMO NO PROBLEMA SAT
Nesta sec¸a˜o sera˜o apresentadas as diversas te´cnicas para resolver o
problema SAT de forma paralela. Primeiramente e´ apresenta a te´cnica portfo´-
lio, que consiste em utilizar mu´ltiplos SAT solver em paralelo. A seguir e´
apresentado o particionamento do espac¸o de busca, que consiste em realizar
a busca de soluc¸o˜es em paralelo. Por fim e´ apresentado a te´cnica de parti-
cionamento do problema, que consiste em dividir a cla´usulas do problema e
realizar a busca para cada parte do problema em paralelo.
3.2.1 Algoritmos portfo´lio
Uma maneira simples de resolver SAT em paralelo e´ executar diversos
SAT solvers em paralelo, esta te´cnica e´ conhecida com portfo´lio. Esta te´cnica
funciona executando diversas verso˜es do SAT solver ou diversos SAT sol-
vers com diferentes caracterı´sticas, sendo que em cada no´ deve rodar um sol-
ver otimizado para um problema diferente assim obtendo uma performance
me´dia melhor. Esta te´cnica pode ser denominada como completiva (MAR-
1http://www.satcompetition.org/2014/
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QUES, 2013). Esse funcionamento e´ representando na Figura 10.
Figura 3 – Funcionamento de um algoritmo portfo´lio (NELSON, 2013)
Uma das vantagens desta te´cnica e´ sua fa´cil implementac¸a˜o, uma vez
que pode ser realizada utilizando apenas um script que inicia os diversos SAT
solvers nos no´s do sistema. Outra vantagem desta te´cnica e´ a possibilidade de
sua execuc¸a˜o em qualquer sistema paralelo, uma vez que cada instaˆncia do
problema a ser resolvido e´ completamente independente.
Para solvers paralelos portfo´lio na˜o existem problemas de controle
ou em sua arquitetura, pore´m eles na˜o apresentam um grande ganho de de-
sempenho. Existe um ganho me´dio quando, no portfo´lio existe um solver
ou heurı´stica que apresenta uma performance muito boa para o problema
a ser resolvido, pore´m isso pode na˜o acontecer ou o ganho pode ser pe-
queno. Outra questa˜o e´ que boa parte do poder computacional utilizado e´
simplesmente desperdic¸ado, assim apresentando uma ma´ utilizac¸a˜o dos re-
cursos disponı´veis. Por fim esta te´cnica na˜o apresenta nenhum ganho para
problemas que sa˜o insatisfazı´veis, e mesmo neste cena´rio apresenta um custo
muito maior.
Uma implementac¸a˜o popular da te´cnica portfo´lio para o problema SAT
e´ o ManySAT (HAMADI; SAIS, 2009). Este SAT solver utiliza diferentes
configurac¸o˜es aplicadas ao solver MiniSAT e ao preprocessador SatElite, com
isso ele obte´m um bom ganho de desempenho pois os algoritmos baseados em
DPLL modernos sa˜o bastante sensı´veis a`s diferentes configurac¸o˜es de suas
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otimizac¸o˜es. O ManySAT foi amplamente testado em usos industriais de
solver e ficou em primeiro lugar do track de paralelo da SAT-Race de 2008.
Este solver foi desenvolvido pela Microsoft e pelo CRIL-CNRS.
3.2.2 Particionamento do espac¸o de busca
Esta te´cnica consiste em dividir o espac¸o de busca do problema a ser
explorado em espac¸os de busca menores a serem processados nos va´rios no´s
do sistema. A divisa˜o da busca pode ser feita de diversa maneiras, sendo apli-
cada tanto em sistemas multi-core quanto sistemas distribuı´dos . Esta te´cnica
tambe´m e´ bastante popular, sendo bastante utilizada na paralelizac¸a˜o de al-
goritmos baseado tanto em DPLL quanto em CDCL. As diferentes formas de
implementac¸a˜o desta te´cnica sa˜o apresentadas a seguir. Este trabalho tambe´m
utiliza esta te´cnica, na sec¸a˜o de desenvolvimento sera˜o apresentados detalhes
de como esta te´cnica foi utilizada no algoritmo QuantumSAT.
O DPLL cla´ssico pode ser paralelizado atrave´s da execuc¸a˜o em para-
lelo de sua busca recursiva. Para se fazer isto todos os no´s recebem Φ e enta˜o
cada no´ recebe uma fo´rmula simplificada diferente. Ale´m das otimizac¸o˜es
presentes na versa˜o sequencial do DPLL podem ser feitas otimizac¸o˜es para a
melhor execuc¸a˜o em paralelo deste algoritmo, destaca-se a escolha da forma
como sera˜o distribuı´das as fo´rmulas simplificadas.
Existem diversas implementac¸o˜es do DPLL em paralelo. A primeira
delas foi o PSatz (JURKOWIAK; LI; UTARD, 2005), esta foi uma imple-
men tac¸a˜o simples da te´cnica que na˜o utilizava nenhuma otimizac¸a˜o ale´m das
apresentadas no DPLL cla´ssico, descrito no algoritmo 1. Esta implementac¸a˜o
foi feita originalmente utilizando processadores single core conectados em
rede e posteriormente foi portada para processadores multi core com memo´ria
compartilhada (HO¨LLDOBLER et al., 2011). Na comparac¸a˜o entre estas
duas verso˜es foi visto que a versa˜o para rede tem uma performance melhor
que a para memo´ria compartilhada, isto se da´ pois na versa˜o com memo´ria
compartilhada os processos entram em uma condic¸a˜o de corrida para obter
acesso aos recursos o que causa um overhead maior que a comunicac¸a˜o por
rede.
O CDCL e´ um algoritmo mais complexo de se paralelizar, pois com a
adic¸a˜o da estrutura de cla´usulas aprendidas a busca e´ feita de maneira pouco
ordenada, o que dificulta o processo de divisa˜o das tarefas. Boa parte das
verso˜es paralelas do CDCL sa˜o implementadas utilizando mu´ltiplos proces-
sadores conectados em rede, dado que o acesso na˜o uniforme aos dados causa
um overhead muito grande quando se utiliza memo´ria compartilhada.
A maioria dos algoritmos CDCL paralelos utiliza a te´cnica de mes-
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tre e escravo, onde o mestre possui as cla´usulas aprendidas e passa as ta-
refas para os escravos. Para se otimizar este algoritmo utilizam-se algumas
te´cnicas, como criac¸a˜o dinaˆmica de escravos e a utilizac¸a˜o de lookahead para
selec¸a˜o de ramificac¸a˜o das cla´usulas. Existem alguns algoritmos que dividem
esta tarefa em no´s iguais, normalmente estes compartilham todas as cla´usulas
aprendidas com todos os no´s, isto causa um grande overhead de comunicac¸a˜o
na rede.
O PMSat (GIL; FLORES; SILVEIRA, 2008) e o Glucose (AUDE-
MARD; SIMON, 2012) sa˜o verso˜es paralelas do MiniSAT (SORENSSON;
EEN, 2002). Este algoritmo usa um me´todo bastante comum em SAT solvers
paralelos, que e´ o particionamento do espac¸o de busca, assim dividindo as
cla´usulas em diversos no´s, neste solver o usua´rio pode configurar a heurı´stica
para divisa˜o do espac¸o de busca. Ale´m disto ele tambe´m utiliza heurı´sticas
para cooperac¸a˜o entre no´s atrave´s do compartilhamento das cla´usulas apren-
didas e dos conflitos. Este solver foi desenvolvido em C++ e MPI e sua
arquitetura e´ apresentada na Figura 4.
Figura 4 – Arquitetura do PMSat (GIL; FLORES; SILVEIRA, 2008)
Como pode-se ver nas implementac¸o˜es apresentadas esta te´cnica apre-
senta va´rios desafios. O balanceamento de carga e´ um problema complexo em
toda a a´rea de computac¸a˜o paralela, neste contexto a soluc¸a˜o esta na divisa˜o
do espac¸o de busca em um grande nu´mero de espac¸os, e dinamicamente se
distribuir as tarefas a medida que os escravos ficam inativos. Outro problema
existe em sistemas distribuı´dos, onde pode existir uma corrida pelos recursos
da rede, este problema pode ser mitigado utilizando redes com uma maior
banda. Em sistemas de memo´ria compartilhada pode-se estourar a memo´ria
quando sa˜o criados muitos subespac¸os de busca, isto e´ mitigado adicionando
mais memo´ria ao sistema.
Este trabalho tambe´m utiliza esta te´cnica, na sec¸a˜o de desenvolvi-
mento sera˜o apresentados detalhes de como esta te´cnica foi utilizada no algo-
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ritmo QuantumSAT.
3.2.3 Particionamento do problema
Esta te´cnica consiste em dividir a fo´rmula proposicional a ser resol-
vida em fo´rmulas menores, realizar a busca da soluc¸a˜o destas fo´rmulas em
paralelo e combinar as soluc¸o˜es. Apesar da busca pela soluc¸a˜o poder ser feita
em paralelo existe a necessidade de comunicac¸a˜o entre os no´s, pois existem
varia´veis compartilhadas entre as fo´rmulas.
O sat solver JACK-SAT (SINGER; MONNET, 2008) implementa esta
te´cnica, sua implementac¸a˜o original divide a fo´rmula proporcional V em duas
fo´rmulas V1 e V2, criando assim dois problemas P1=(V1,C1) e P2=(V2,C2)
sendo C1 e C2 as varia´veis que esta˜o presentes exclusivamente em V1 e
V2 respectivamente, tambe´m e´ criado um conjunto C3, com as varia´veis
compartilhadas entre as fo´rmulas. Cada problema e´ resolvido independen-
temente e apo´s isso o algoritmo tenta combinar as soluc¸o˜es, procurando as
soluc¸o˜es na˜o conflitantes com as varia´veis em C3. Existem diversas melho-
rias nesta implementac¸a˜o que na˜o sera˜o discutidas, pois a ideia central da
implementac¸a˜o e´ a mesma. Outra melhoria possı´vel seria a tentativa de se
evitar conflitos com C3 durante a busca pelas soluc¸o˜es de P1 e P2.
Esta te´cnica na˜o e´ muito popular devido aos seus problemas. Sendo
um deles que a busca da soluc¸a˜o dos subproblemas tambe´m apresenta com-
plexidade exponencial. Outro e´ que a adic¸a˜o da etapa de junc¸a˜o das soluc¸o˜es
cresce de forma exponencial com o nu´mero de soluc¸o˜es encontradas para os
subproblemas. Ale´m disto esta te´cnica apresenta uma escalabilidade muito
baixa, o que na˜o e´ desejado pois a tendeˆncia e´ um aumento no nu´mero de no´s
dos sistemas.
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4 PARAQUANTUMSAT
Nesta sec¸a˜o sera˜o apresentados os diversos aspectos referentes ao de-
senvolvimento do presente trabalho. Esta sec¸a˜o primeiro apresenta o al-
gorı´timo desenvolvido. Apo´s sa˜o descritas as tecnologias utilizadas durante
o desenvolvimento do trabalho, seu funcionamento e a motivac¸a˜o de sua es-
colha. Ale´m disso tambe´m sera´ apresentado o ambiente e metodologia de
testes.
4.1 IMPLEMENTAC¸A˜O PARALELA DO ALGORITMO QUANTUMSAT
Como dito anteriormente o algoritmo base realiza uma busca em um
espac¸o de estados. Esta busca e´ tambe´m a parte mais longa do algoritmo,
uma vez que e´ necessa´rio que a mesma visite todos os estados possı´veis do
espac¸o para que o problema seja provado insatisfazı´vel ou para que sejam
encontradas todas as soluc¸o˜es.
Existem dois modos de realizar uma busca em um espac¸o de estados,
em largura (BFS, sigla em ingleˆs) ou em profundidade (DFS, sigla em ingleˆs).
A busca em largura funciona partindo de uma raiz e visitando todos os seus
ve´rtices. A busca em profundidade funciona partindo de uma raiz e explo-
rando cada ramo do espac¸o ate´ que seja encontrado um no´ folha, quando este
e´ encontrado e´ realizado o backtracking.
Ambas as buscas podem ser exaustivas, assim visitando todos os no´s
possı´veis, ou parar quando a primeira soluc¸a˜o e´ encontrada. Sendo assim a
implementac¸a˜o pode resolver tanto o problema SAT quanto suas extenso˜es,
como o UNIQUE-SAT, onde o problema tem apenas uma soluc¸a˜o. Para mai-
oria dos casos e´ melhor parar na primeira soluc¸a˜o encontrada, pois assim
o algoritmo e´ mais ra´pido e raramente o tamanho da soluc¸a˜o e´ importante.
Neste trabalho foi escolhido utilizar a busca em profundidade, a motivac¸a˜o
desta descric¸a˜o e´ descrita na pro´xima sec¸a˜o.
Para a implementac¸a˜o deste trabalho foi utilizada a linguagem erlang,
uma linguagem funcional, assim foi implementada uma versa˜o recursiva do
algoritmo de busca em profundidade. A versa˜o cla´ssica deste algorı´timo fun-
ciona recebendo um grafo e um ve´rtice a ser visitado. Marca-se o ve´rtice
como visitado e recursivamente chama-se a func¸a˜o para todos os ve´rtices ad-
jacentes ainda na˜o marcados como visitados. Esta versa˜o pode ser vista no
pseudo-co´digo a seguir:
Pore´m no caso deste trabalho o grafo de estados na˜o esta´ pronto no
momento em que o algoritmo e´ chamado, ele e´ construı´do no momento em
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Algorithm 5 Pseudo-co´digo de um algoritmo funcional de busca em profun-
didade(DFS)
1: procedure DFS(G,v)
2: marque v como visitado
3: for todo ve´rtice w em G.verticesAdjacentes(v) do
4: if w na˜o e´ marcado como visitado then
5: DFS(G,w)
que o estado e´ visitado em seus sucessores sa˜o calculados. Sendo assim foi
necessa´rio modificar o algoritmo cla´ssico para o cena´rio do trabalho. Para
isso foi modificada a entrada da func¸a˜o, nesta implementac¸a˜o a func¸a˜o re-
cebe uma pilha de estados a visitar. A partir daı´ o algoritmo desempilha o
primeiro estado, calcula os seus sucessores, empilha em ordem os estados su-
cessores e recursivamente chama a func¸a˜o ate´ que a pilha esteja vazia. Esta
implementac¸a˜o ba´sica e´ apresentada no pseudo co´digo a seguir:
Algorithm 6 Pseudo-co´digo de um algoritmo funcional DFS para grafo in-
completo
1: procedure BUSCA(S)
2: if S e´ vazio then
3: return
4: else
5: Estado = desempilhe(S)
6: Succ = encontreSucessores(Estado)
7: empilhe(Succ, S)
8: Busca(S)
Na versa˜o implementada neste trabalho o estado e´ composto por um
Ω incompleto, que e´ a lista de quantum associados ao estado, um forbidden,
que e´ a lista dos quanta que na˜o podem mais ser associados ao estado, e o
gap, que e´ o conjunto de cla´usulas que na˜o conte´m um literal no Ω.
Outra caracterı´stica da implementac¸a˜o deste trabalho e´ o ca´lculo dos
sucessores, que e´ feito utilizando uma func¸a˜o de qualidade, a mesma do algo-
ritmo sequencial apresentado na sec¸a˜o 2.1.5. Esta func¸a˜o seleciona o quan-
tum que cobre o maior nu´mero de cla´usulas, como crite´rio de desempate e´
selecionado o quantum cujo mirror cobre o maior nu´mero de cla´usulas. O
estado cujo gap e´ vazio deve ser colocado como uma soluc¸a˜o e na˜o deve ser
adicionado nos sucessores. Tambe´m deve-se considerar como final o estado
que na˜o reduz o tamanho gap, este na˜o deve ser adicionado aos sucessores
nem as soluc¸o˜es.
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A paralelizac¸a˜o implementada funciona dividindo o espac¸o de busca,
te´cnica anteriormente apresentada. Neste caso a divisa˜o funciona gerando
uma lista de estados a partir da selec¸a˜o inicial, expandindo apenas alguns
filhos dos estados iniciais selecionados. A partir dai estes estados sa˜o colo-
cados numa state pool e distribuı´dos aos no´s que realizam a expansa˜o ate´ o
final da a´rvore, assim que um no´ realizando a expansa˜o termina sua busca ele
envia a soluc¸a˜o para o solution pool e lhe e´ atribuı´do um novo estado para a
expandir. Esta´ dinaˆmica e´ demonstrada na Figura 5.
Figura 5 – Dinaˆmica dos no´s
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4.2 BUSCA PARALELA
A implementac¸a˜o sequencial deste algoritmo utilizou uma busca em
largura, esta busca foi escolhida pois a utilizac¸a˜o desta implementac¸a˜o ne-
cessitava da menor soluc¸a˜o para o problema SAT, sendo assim necessitava
fazer uma busca completa, com essa restric¸a˜o o modo de busca era pouco
importante.
Para o caso desta implementac¸a˜o desejamos apenas encontrar uma
soluc¸a˜o qualquer, o mais ra´pido possı´vel, neste caso a forma da busca pode
ter algum impacto. Para verificar isto decidiu-se utilizar um me´todo empı´rico,
pois as duas implementac¸o˜es sa˜o facilmente realizadas e alguns testes ra´pidos
mostraram evidencias suficientes para que uma boa decisa˜o fosse tomada.
Realizaram-se os testes utilizando algumas instaˆncias do problema SAT aleato´-
rias pequenas.
A busca em largura apresentou algumas vantagens no balanceamento
de carga, uma vez que foi possı´vel cada no´ do sistema realizar uma porc¸a˜o
menor do trabalho, pore´m essa caracterı´stica apresenta uma desvantagem ela
necessita de muito mais comunicac¸a˜o entre os no´s. Outra desvantagem esta´
no fato de a forma com que a busca e´ realizada faz com que sejam explorados
mais estados antes da primeira soluc¸a˜o ser encontrada, na me´dia das buscas.
A busca em profundidade apresentou as vantagens de possuir menos
comunicac¸a˜o entre os no´s e de encontrar a primeira soluc¸a˜o explorando me-
nos estados. Pore´m apresenta um balanceamento de carga entre os no´s pior,
esse cena´rio pode ser agravado se os no´s apresentarem diferenc¸as de perfor-
mance.
4.3 MODELO E AMBIENTE DE PROGRAMAC¸A˜O
Nesta implementac¸a˜o escolheu-se como linguagem de programac¸a˜o o
Erlang, esta decisa˜o resulta em um grande impacto nos resultados do trabalho.
Erlang apresenta como caracterı´stica maior a sua grande utilizac¸a˜o
em sistemas distribuı´dos, principalmente sistemas que lidam com um grande
um nu´mero de chamadas e necessitam grande confiabilidade, pore´m tambe´m
apresenta alguns usos tem cena´rios de computac¸a˜o cientı´fica (BINGHAM et
al., 2010). Esta´ linguagem apresenta como principal vantagem um grande
nu´mero de ferramenta para computac¸a˜o distribuı´da, sendo estas ferramentas
bastante esta´veis e eficientes. Outra vantagem e´ o fato de Erlang ser uma
linguagem funcional, este paradigma e´ bastante eficiente para computac¸a˜o
distribuı´da pois faz com que o co´digo apresente poucas condic¸o˜es de corrida
e na˜o utilize varia´veis compartilhadas (CRONQVIST, 2004). Erlang tambe´m
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permite facilmente se integrar com outras linguagens de programac¸a˜o mais
eficientes em outras tarefas.
Tambe´m foi utilizada a tecnologia de cloud computing, neste traba-
lho foi utilizada a cloud da Amazon. Esta tecnologia permite a criac¸a˜o de
virtualmente infinitas ma´quinas virtuais, sendo possı´vel assim fazer testes so-
bre a escalabilidade do sistema. Esta tecnologia tambe´m permite a criac¸a˜o
de ma´quinas virtuais com as caracterı´sticas desejadas para a pesquisa, neste
caso diversas ma´quinas com apenas um core.
4.4 IMPLEMENTAC¸A˜O EM ERLANG
Para o desenvolvimento deste trabalho foi selecionada a linguagem
Erlang, a escolha desta linguagem implicou em um se´rie de desciso˜es de pro-
jeto e caracterı´sticas da implementac¸a˜o. Estes fatores sera˜o apresentados e
discutidos nesta sec¸a˜o.
A primeira caracterı´stica sa˜o os behaviours, que sa˜o comportamen-
tos de diversos tipos de aplicac¸a˜o em Erlang, eles definem as chamadas que
um dado processo deve aceitar para ser compativel com aquele comporta-
mento, diversas ferramentas do Erlang utilizam esse comportamentos. A
implementac¸a˜o pode ser divida em duas partes, uma que coordena o sistema
chamada pqsat e uma que que executa a busca nos no´s distribuidos chamada
search tool. Ambas as partes implementam os behaviours server e super-
visor, ale´m disso o pqsat tambe´m implementa o behaviour application. O
behaviour server implementa as chamadas para uma relac¸a˜o cliente-servidor,
sendo utilizada para distribuir as tarefas em diversos no´s. O behaviour su-
pervisor implementa as chamadas utilizadas pelo Erlang para monitorar os
processos no sistema e como o Erlang deve proceder em caso de morte de um
processo.
A segunda caracterı´stica foi o modelo de programac¸a˜o da linguagem,
no caso de Erlang o modelo funcional. Este modelo de programac¸a˜o apre-
senta diversas vantagens, como o fato de func¸o˜es puras na˜o utilizarem va´riaveis.
Pore´m tambe´m apresentou diversos desafios, como a implementac¸a˜o da busca.
O algoritmos original possui implementac¸o˜es em treˆs linguagens, C++, Java
e LISP. Como LISP tambe´m e´ uma linguagens funcional essa implementac¸a˜o
foi utilizada como base foi utilizada como base, pore´m tambe´m foi utilizada
a implementac¸a˜o em C++, pois esta estava mais clara.
O pqsat implementa a func¸a˜o solve, esta func¸a˜o e´ responsa´vel por ler
os arquivos de entrada, criar um quanta inicial, fazer o spin inicial, resolver
o conjunto de inicio, distribuir a busca e receber as respostas. As func¸o˜es
utilizadas para isto sa˜o a calculate spin, make start set, quantum maker e
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slave:start.
A search tool implementa a func¸a˜o search, que e´ a implementac¸a˜o das
busca descrita anteriormente. Para isso sa˜o utilizadas a func¸o˜es get successors,
que cria a lista de estados sucessores baseado na func¸a˜o de qualidade, a
func¸a˜o make states, que cria os estados a serem expandidas localmente e a
func¸a˜o is final, que verifica se um dado estado e´ final.
4.5 EXEMPLO
Neste exemplo utilizaremos dois no´s e a pre´-execuc¸a˜o em paralelo
com apenas um nı´vel na arvore. Este exemplo funciona para demostrar a
lo´gica de funcionamento paralelo do algoritmo, pore´m a implementac¸a˜o na
pra´tica funciona com paraˆmetros diferentes. O exemplo utiliza o seguinte Φ
0 : (p2∨¬p3∨ p4∨¬p1)∧
1 : (¬p2∨¬p1∨ p4∨ p3)∧
2 : (p2∨ p3∨¬p4∨ p1)∧
3 : (p1∨ p4∨ p3∨ p2)∧
4 : (p2∨ p4∨¬p1∨ p3)∧
5 : (p2∨¬p1∨¬p3∨¬p4)∧
6 : (¬p1∨¬p3∨ p4∨¬p2)∧
7 : (p4∨¬p3∨ p1∨¬p2)∧
8 : (p1∨¬p2∨¬p4∨ p3)∧
9 : (p3∨¬p1∨¬p2∨¬p4)
Sendo assim o quanta gerado e´ o seguinte:
P{3,4,8,9}1 ,¬P{1,2,5,6,7,10}1 ,P{1,3,4,5,6}2 ,¬P{2,7,8,9,10}2 , P{2,3,4,5,9,10}3 ,¬P{1,6,7,8}3 ,
P{1,2,4,5,7,8}4 ,¬P{3,6,9,10}4
Esse funcionamento e´ descritp na Figura 5 do algoritmo, na situac¸a˜o
citada anteriormente. O no´ a@comp e´ o no´ que realiza controle do sistema,
ele e´ o pqsat,ele responsa´vel por manter os estados que ainda necessitam ser
expandidos, as soluc¸o˜es dos que ja´ foram expandidos e a ordem correta da
comunicac¸a˜o, fisicamente este no´ pode mudar de localizac¸a˜o em caso de fa-
lha, esta tarefa cabe aos supervisors. Os no´s 1@comp e 2@comp sa˜o os
trabalhadores, sendo ambos no´s serach tool, eles recebem um estado a ser
expandido, realiza sua expansa˜o e retorna o resultado para o no´ a@comp.
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Neste caso o no´ 1@comp pegara´ o estado com o omega: [-1] e o ex-
pandira´, assim retornando a soluc¸a˜o omega:[-1,4,2,3], omega ..., o no´ 2@comp
pegara´ o estado com o omega: [4] e retornara´ a soluc¸a˜o omega: [4,2,3], omega
..., como o no´ 2@comp precisa visitar menos estados durante a sua expansa˜o
este acabara´ antes e enta˜o pegara´ o estado com omega: [-2] e assim por di-
ante. Lembrando que este exemplo serve para exemplificar o funcionamento
do algoritmo por isso esta´ buscando todas as soluc¸o˜es, a execuc¸a˜o real para
assim que a primeira soluc¸a˜o e´ encontrada e caso o no´ na˜o encontre soluc¸a˜o
ele simplesmente retorna .
Para demonstrar o funcionamento paralelo do algoritmo tambe´m e´ im-
portante conhecer o funcionamento do state pool, a figura a seguir apresenta
os treˆs primeiros estados da state pool.
Figura 6 – Estados iniciais
4.6 CONSIDERAC¸O˜ES SOBRE O CAPI´TULO
Este capı´tulo apresentou o desenvolvimento e implementac¸a˜o do Pa-
raQuantumSAT, alguns pontos devem ser notados a partir daı´. Primeiramente
a te´cnica de paralelismo utilizada e´ bastante conhecida, o particionamento do
espac¸o de busca, para SAT solvers, pore´m a estrutura quantum se mostrou
bastante eficiente para realizar esta distribuic¸a˜o. Outro ponto esta´ no fato da
linguagem utilizada, neste trabalho o foco esta´ na distribuic¸a˜o da tarefa, na˜o
no desempenho absoluto do SAT solver. Outro fator bastante interessante e´
que a estrutura quantum permitiu desenvolver um algoritmo com uma baixa
taxa de comunicac¸a˜o e uma boa escalabilidade.
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5 AMBIENTE DE TESTES E RESULTADOS EXPERIMENTAIS
Este capı´tulo apresenta o ambiente onde foram realizados os testes e
os resultados obtidos pelos mesmo. Inicialmente sa˜o apresentados os ambi-
entes utilizados para se realizar os testes e as motivac¸o˜es para a escolha dos
mesmos. A seguir e´ apresentado o resultado dos tempos de execuc¸a˜o do algo-
ritmo implementado e sua comparac¸a˜o com o SAT solver Glucose. A seguir
e´ apresentado o teste de escalabilidade do algoritmo com um grande volume
de no´s. Por fim e´ apresentado o uso de CPU dos no´s do sistema.
5.1 AMBIENTES DE TESTE
Foram utilizados dois modelos de hardware para os testes, um cena´rio
distribuı´do de ma´quinas virtuais rodando em uma cloud o outros sendo uma
ma´quina multi-core, para este trabalho o primeiro cena´rio e´ mais importante
pois a implementac¸a˜o realizada se ade´qua mais a este cena´rio, a ma´quina
multi-core foi utilizada para poder realizar comparac¸a˜o com outros SAT sol-
vers, melhorias possı´veis para o cena´rio multi-core sa˜o discutidas na con-
clusa˜o.
Para o cena´rio distribuı´do foi utilizada a cloud da Amazon, a plata-
forma completa e´ comercialmente conhecida como AWS, neste trabalho foi
utilizado servic¸o EC2 que permite criar servidores virtuais. Esta plataforma
apresenta a vantagem de ser possı´vel criar diversas ma´quinas virtuais co-
nectadas para se realizar o teste em um cena´rio com memo´ria distribuı´da e
com no´s se comunicando atrave´s de mensagens, sua principal desvantagem
consiste no fato de serem ma´quinas virtuais rodando em ambiente desconhe-
cido o que implica em menos controle do cena´rio, por exemplo quais outros
processos esta˜o rodando na ma´quina fı´sica ou qual rede esta´ conectando as
ma´quinas. O ambiente ideal seria um cluster onde fossem conhecidas todas
as caracterı´sticas, pore´m na˜o conseguimos acesso a um cluster como esse,
sendo assim a cloud se mostrou uma boa alternativa. Para estes teste foram
criadas ma´quinas virtuais single core, sendo criados os no´s para execuc¸a˜o da
busca e um no´ para integrac¸a˜o e distribuic¸a˜o de tarefas.
Para o cena´rio multi-core foram utilizadas duas ma´quinas. A primeira
possui um core i7-4790 com 16Gb de me´moria ram, a segunda possui um
Xeon E31240 com 16Gb de me´moria ram, ambos utilizam o sistema operaci-
onal Linux(distribuic¸a˜o Ubuntu). Estas ma´quinas forma utilizadas para testar
uma comparac¸a˜o entre o SAT solver implementado e o Glucose, pois este
apresenta boa facilidade de uso e um bom desempenho, ale´m disso tambe´m
50
foram utilizadas para testes de decisa˜o do modelo de busca a ser utilizado. A
principal vantagem de se usar ma´quinas multi-core esta´ no fato de ser fa´cil de
executar os SAT solvers. Ambas as ma´quinas rodaram os testes sendo aces-
sadas por SSH e rodando a versa˜o mais leve do sistema operacional, assim
reduzindo o impacto da execuc¸a˜o do sistema nos testes.
Para facilitar, padronizar e ter uma execuc¸a˜o mais ra´pida dos testes
foram utilizados os testes disponı´veis na SATLIB (http://www.cs.ubc.ca/ ho-
os/SATLIB/benchm.html), utilizando os testes 3-SAT randoˆmicos uniformes
indo de 20 varia´veis a 250 varia´veis e indo de 91 clausulas a 1065 clausulas,
sendo que utilizei a me´dia de 100 instancias, sendo cada instancia um pro-
blema diferente pore´m de mesma classe. Tambe´m foram utilizados alguns
testes da SAT competition para um maior volume de varia´veis e cla´usulas,
pore´m como foram utilizadas menos instancias o seu valor estatı´stico fica
comprometido.
5.2 RESULTADOS E ANA´LISE DE TEMPO
Os testes de tempo foram realizados em ambos os cena´rios. No cena´rio
de computac¸a˜o podemos ter uma melhor ideia do comportamento do algo-
ritmo no seu cena´rio ideal. Na ma´quina multi-core podemos realizar uma
comparac¸a˜o com um outro SAT solver, neste caso o SAT solver escolhido foi
o Glucose pois este e´ uma versa˜o paralela de um algoritmo CDCL, apresenta
um bom desempenho e e´ de fa´cil utilizac¸a˜o.
No teste realizado na ma´quina multi-core a implementac¸a˜o realizada
neste trabalho apresentou um desempenho significativamente pior que o SAT
solver escolhido para comparac¸a˜o. Muitos motivos podem ser apresentados
para o desempenho inferior da implementac¸a˜o deste trabalho, primeiramente
o Glucose e´ um SAT solver bastante consolidado e otimizado, sendo desen-
volvido desde 2009. Outro motivo esta´ na linguagem utilizada, neste traba-
lho utilizamos Erlang enquanto o Glucose e´ implementado em C++, por ser
uma linguagem de mais baixo nı´vel apresenta um desempenho melhor do que
Erlang, pore´m Erlang apresenta ferramentas que facilitam a implementac¸a˜o
distribuı´da e ferramentas de comunicac¸a˜o bastante eficientes. Os resultados
comparativos podem ser vistos na tabela e gra´fico abaixo.
Quando os testes sa˜o executados em uma ma´quina distribuı´da pode-
mos ver uma clara melhoria na implementac¸a˜o desenvolvida, isso se deve a
implementac¸a˜o realizada ter esse cena´rio em mente. Apesar disso se com-
paramos aos tempos do Glucose com mesmo nu´mero de no´s ele ainda apre-
senta um resultado melhor, pore´m essa comparac¸a˜o e´ bastante imprecisa uma
vez que os cena´rios sa˜o completamente diferentes, esse resultado tambe´m se
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deve aos fatores apresentados anteriormente. Apesar disso para uma primeira
implementac¸a˜o os resultados sa˜o bastante satisfato´rios. Os resultados sa˜o
apresentados na tabela e no gra´fico abaixo, onde os dados esta˜o apresentados
em segundos.
Figura 7 – Comparac¸a˜o com o ParaQuantumSAT e Glucose 1 e 2
threads(multi-core)
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Figura 8 – Comparac¸a˜o com o ParaQuantumSAT e Glucose 4 e 8
threads(multi-core)
Estes resultados sa˜o obidos rodando 100 instancias de cada classe do
problema, sendo classe o nu´meros de varia´veis, indo de 20 a 250, e tirando a
me´dia dos tempos de execuc¸a˜o. Tambe´m foi calculado o desvio padra˜o para
os testes de 150 a 250 varia´veis, pois para os valores o desvio padra˜o ficou
bastante pequeno. Os desvios padra˜o paro o Glucose sa˜o 0.009 para uf150,
0.033 para uf175, 0.016 para uf200, 0.026 para uf225 e 0.057 para uf250.
Os desvios padra˜o paro o ParaQuantumSAT sa˜o 0.012 para uf150, 0.021 para
uf175, 0.037 para uf200, 0.042 para uf225 e 0.089 para uf250. Ambos os
desvios padra˜o foram calculados com 1 thread, os desvios padra˜o para mais
threads ficaram proporcionais.
5.3 RESULTADOS E ANA´LISE DE ESCALABILIDADE
Sendo esta´ caracterı´stica bastante importante em sistemas distribuı´dos
este resultado e´ bastante importante. Esta implementac¸a˜o apresentou um
resultado satisfato´rio com relac¸a˜o a escalabilidade, sendo testado com um
grande volume de no´s e escalando bem com a adic¸a˜o de no´s. Tambe´m e´ claro
que com o aumento do tamanho dos problemas a eficieˆncia da execuc¸a˜o em
paralelo aumenta, isso se deve a uma diminuic¸a˜o relativa do overhead cau-
sado pela comunicac¸a˜o e outras caracterı´sticas paralelas em relac¸a˜o ao tempo
de execuc¸a˜o. Os resultados sa˜o apresentados na tabela e no gra´fico abaixo,
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Tabela 3 – Resultados para Glucose e ParaQuantumSAT(multi-core)
Glucose
Problema 1 thread 2 thread 4 thread 8 thread
uf20 0.0000 0.000 0.000 0.000
uf50 0.0026 0.0016 0.000 0.000
uf75 0.0084 0.0084 0.0060 0.0098
uf100 0.0085 0.0082 0.0070 0.0068
uf125 0.012 0.0094 0.0089 0.0086
uf150 0.086 0.070 0.062 0.065
uf175 0.124 0.110 0.103 0.099
uf200 0.188 0.102 0.099 0.080
uf225 0.232 0.184 0.128 0.103
uf250 0.318 0.181 0.108 0.088
ParaQuantumSAT
Problema 1 thread 2 thread 4 thread 8 thread
uf20 0.0012 0.0008 0.000 0.000
uf50 0.0086 0.0078 0.0076 0.0076
uf75 0.016 0.0124 0.0103 0.0098
uf100 0.0186 0.0182 0.0176 0.0163
uf125 0.023 0.023 0.021 0.019
uf150 0.106 0.133 0.162 0.122
uf175 0.242 0.218 0.173 0.122
uf200 0.299 0.215 0.176 0.152
uf225 0.352 0.302 0.271 0.212
uf250 0.428 0.396 0.318 0.278
onde os dados esta˜o apresentados em segundos.
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Figura 9 – Teste de escalabilidade(cloud)
Tabela 4 – Tabele de resultados de escalabilidade(cloud)
ParaQuantumSAT
Problema 1 no´s 2 no´s 4 no´s 8 no´s 16 no´s 32 no´s
uf20 0.000 0.000 0.000 0.000 0.000 0.000
uf50 0.0042 0.0016 0.000 0.000 0.000 0.000
uf75 0.0086 0.0064 0.0044 0.000 0.000 0.000
uf100 0.0122 0.0103 0.0079 0.0066 0.000 0.000
uf125 0.0134 0.0098 0.0089 0.0081 0.0069 0.0054
uf150 0.0196 0.133 0.102 0.082 0.061 0.052
uf175 0.222 0.198 0.171 0.152 0.141 0.112
uf200 0.269 0.252 0.221 0.202 0.186 0.151
uf225 0.317 0.299 0.275 0.222 0.201 0.192
uf250 0.389 0.373 0.348 0.313 0.274 0.248
SATComp-800 2.337 2.033 1.643 1.332 0.989 0.802
SATComp-1600 5.123 4.671 4.032 3.524 2.952 2.424
Analisando os dados apresentados podemos ver que na maioria dos
testes com 32 no´s a performance e´ em torno de 50% maior que com apenas
um no´, um resultado bastante positivo em se tratando de um problema NP-
completo. Tambem podemos ver que com o dobro de no´s temos um ganho de
desempenho de em me´dia 16%, tambe´m bastante positivo dado a classe do
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problema.
Como para esse teste e´ avaliado o tempo para encontrar a primeira
soluc¸a˜o a adic¸a˜o de no´s na˜o apresenta o ganho ma´ximo possı´vel. Sendo
assim e´ bastante difı´cil de apresentar grandes ganhos de escalabilidade na
paralelizac¸a˜o do problema SAT.
5.4 RESULTADOS E ANA´LISE DE EFICIEˆNCIA
Este teste e´ bastante interessante para se analisar a distribuic¸a˜o de
carga do sistema, uma vez que e´ deseja´vel a maior utilizac¸a˜o possı´vel da
capacidade computacional do sistema. Isto e´ deseja´vel pois ale´m pois ale´m
de evitar no´s em idle desperdic¸ando o seu poder computacional e piorando o
desempenho do sistema, estes no´s em idle tambe´m esta˜o desperdic¸ando ener-
gia e consumindo recursos financeiros. O gra´fico abaixo mostra o percentual
de tempo em que no´s passou trabalhando na busca, para verificar isso foi
considerado que o no´ estava trabalhando na busca quando o CPU do mesmo
esta´ com uma taxa de uso de mais de 90%. Para facilitar a visualizac¸a˜o sa˜o
mostrados apenas os no´s pares ale´m do no´ 1.
Figura 10 – Teste de escalabilidade
Este resultado e´ bom de quesito de utilizac¸a˜o dos no´s, mas devido a
soluc¸a˜o do problema por se encontrar em qualquer lugar da a´rvore um maior
uso de CPU na˜o necessariamente apresenta um ganho proporcional de de-
sempenho. Isso deve que mesmo processando informac¸a˜o caso a informac¸a˜o
processada na˜o seja uma soluc¸a˜o esse processamento na˜o e´ utilizada para
nada, ale´m de saber que esta informac¸a˜o e´ inu´til.
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5.5 CONSIDERAC¸O˜ES SOBRE O CAPI´TULO
Apesar do baixo desempenho absoluto do SAT solver pode-se ver que
a escalabilidade da implementac¸a˜o apresentou um bom desempenho. Outro
fator a ser observado e´ que mesmo com 32 no´s o uso de CPU dos no´s na˜o
apresenta uma grande queda nos mesmos. Outro fator observado e´ que o al-
goritmo apresenta um desempenho melhor no ambiente de cloud que um CPU
multi-core, isso se deve a forma como o algoritmo foi implementado, sendo
o ambiente de CPU multi-core gastando um tempo maior na comunicac¸a˜o e
na distribuic¸a˜o de carga atrave´s do escalonador.
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6 TRABALHOS FUTUROS E CONCLUSA˜O
6.1 CONCLUSA˜O
Neste trabalho foi apresentado um algoritmo SAT solver paralelo em
sua primeira implementac¸a˜o, este algoritmo na˜o apresentou o melhor de-
sempenho bruto possı´vel, sendo claramente pior que outros SAT solver dis-
ponı´veis. Pore´m apresentou algumas caracterı´sticas positivas, apresentando
uma boa escalabilidade, algo altamente desejado em sistemas distribuı´dos
uma vez que para uma melhoria de desempenho basta adicionar mais no´s
ao sistema. Outra caracterı´stica positiva do algoritmo implementado esta no
bom uso da capacidade dos no´s e no bom balanceamento de carga do sis-
tema. Uma inovac¸a˜o do trabalho tambe´m foi o uso da linguagem Erlang,
pouco utilizada nestes cena´rios pore´m bastante interessante de se pesquisar,
pois apresenta um bom desempenho para a computac¸a˜o distribuı´da e pode
ser utilizada em conjunto com outras linguagens mais eficientes na parte de
computac¸a˜o pesada.
Neste trabalho foi possı´vel compreender as diversas te´cnicas de compu-
tac¸a˜o, o problema SAT e as relac¸o˜es entre ambas as a´reas, sendo estudas as
diversas te´cnicas para paralelizac¸a˜o dos algoritmos para soluc¸a˜o. Com o es-
tudo destas te´cnicas foi possı´vel compreender qual delas funciona da melhor
para paralelizar o algoritmo base utilizado neste trabalho, com base neste es-
tudo pode-se tambe´m compreender a qualidade da estrutura quantum para a
paralelizac¸a˜o do problema SAT. A partir deste estudo foi implementada uma
versa˜o paralela do algoritmo, utilizando a linguagem Erlang de forma a obter
uma boa performance de escalabilidade e comunicac¸a˜o do algoritmo. Para se
estudar a qualidade da implementac¸a˜o a implementac¸a˜o foi testada utilizando
problemas SAT aleato´rios disponı´veis na SATLib e problemas SAT utilizados
na SAT competition. Para se ter uma refereˆncia de comparac¸a˜o foi utilizado o
SAT solver Glucose, que apresenta uma boa performance e facilidade de uso.
6.2 TRABALHOS FUTUROS
Este trabalho apresenta o desenvolvimento de uma primeira versa˜o
paralela do algoritmo SAT solver ParaQuantumSAT, enta˜o e´ passı´vel de va´rias
melhorias.
Como foi mencionado anteriormente o trabalho foi completamente
implementado em Erlang, isso implica numa boa eficieˆncia em respeito a
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comunicac¸a˜o, pore´m apresenta um baixo desempenho quando se trata de tare-
fas computacionalmente pesadas. Isso pode ser melhorado utilizando Erlang
para a comunicac¸a˜o paralela e utilizar C para a realizac¸a˜o da busca na arvore
de estados.
Outra melhoria possı´vel esta´ no estudo de melhores heurı´sticas para
realizar a busca de sucessores na arvore, isso em si melhoraria o desempenho
do algoritmo, pore´m quando se trata do cena´rio paralelo o ganho poderia ser
ainda maior, pois neste cena´rio e´ possı´vel utilizar mu´ltiplas heurı´sticas ao
mesmo tempo.
Tambe´m e´ possı´vel realizar alguns estudos de melhoria da implemen-
tac¸a˜o. Podem-se estudar as diversas estruturas de dados utilizadas, de forma
a encontrar estruturas mais eficientes. Outro fator possı´vel e´ adicionar alguns
elementos dinaˆmicos ao algoritmo, sendo um elemento importante quanto
no´s sa˜o gerados na state pool, de forma a melhor utilizar os no´s do sistema.
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Abstract. The SAT problem is a classic and well known problem, been            
the first proved NP-complete. For its importance, since many equally          
NP-complete problems can be solved through reduction to the SAT          
problem, the study of techniques and algorithms for its solution is           
always a current issue of research. One way of speed up the            
achievement of a solution is through parallelism. Parallel computing is          
a critical study field, since the current speed of processing of           
computers grows with the parallelisation of processors, been one of the           
main challenges of the field the building of efficient parallel algorithms           
to solve classical computing problems. This work intends to develop a           
parallel SAT solver algorithm, using as base a sequential SAT solver           
algorithm. 
 
Resumo. O problema SAT é um problema clássico e bem conhecido,           
sendo o primeiro provado ser NP-completo . Por sua importância, já           
que diversos problemas igualmente NP-completo podem ser       
solucionados via redução ao problema SAT, o estudo de técnicas e           
algoritmos para a sua solução é sempre um tema atual de pesquisa.            
Uma forma de buscar acelerar a obtenção da solução é através de            
paralelismo. Computação paralela é uma área de estudo crı́tica, visto          
que hoje a capacidade de processamento dos computadores cresce         
com a paralelização dos processadores, sendo um dos principais         
desafios para a área a construção de algoritmos paralelos eficientes          
para resolver problemas clássicos de computação. Este trabalho se         
propõe a desenvolver um algoritmo SAT solver paralelo, tendo como          
base um algoritmo SAT solver sequencial. 
. 
1. Introdução 
Este trabalho apresenta o desenvolvimento de um algoritmo ​SAT solver          
distribuído desenvolvido a partir de um algoritmo ​SAT solver sequencial. O           
desenvolvimento de algoritmos ​SAT solver distribuídos é de vital importância          
pois computação paralela tem se tornado o modelo de crescimento de           
desempenho computacional na atual era da computação. Sendo o problema          
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SAT um problema clássico da computação e apresentando diversas aplicações          
práticas, este problema apresenta um bom estudo de caso para o           
desenvolvimento de algoritmos distribuídos. 
Este trabalho foca em um algoritmo capaz de ser executado em um cluster de              
computadores ou em uma cloud. Utilizando a técnica de particionamento do           
espaço de busca para distribuir as tarefas nos diversos nós do sistema. A             
linguagem escolhida para implementação foi Erlang, sendo escolhida por suas          
características positivas na distribuição de tarefas. O algoritmo base apresenta          
algumas inovações, utilizando uma estrutura de dados auxiliar, chamada         
quantum, para realizar a busca no espaço de dados. 
2. Fundamentação teórica 
Para a compreensão deste trabalho é necessário o conhecimento de alguns           
elementos teóricos apresentados nesta seção. Sendo eles a definição do          
problema SAT, o modelo de distribuição utilizado no trabalho e o algoritmo            
base utilizado no trabalho. 
O problema SAT é definido sobre uma linguagem de lógica proposicional L (P),             
onde P = p 1 , p 2 , . . . , p n sendo que todo p é um sı́mbolo proposicional sem                        
valor verdade definido. Uma fórmula Φ ∈ L (P) pode ser escrita em CNF, logo               
Φ = {C 1 ∧C 2 . . . ∧C k |∀C,C n = L i ∨ ¬L j . . .∨ L z }, onde Li = p∨ ¬p.                                
Com isto pode-se definir o problema SAT como sendo responder se existe um             
conjunto de atribuição de valores verdade a P, o qual faz com que Φ seja               
verdade, caso exista esse conjunto Φ é dito satisfazı́vel. 
Outra caracterı́stica do problema SAT é o número de sı́mbolos em cada            
cláusula, o problema usualmente é chamado de kSAT onde k é número de             
sı́mbolos em cada cláusula, no caso anterior o problema é um 3SAT. Esta             
caracterı́stica é importante pois toda fórmula proposicional pode ser escrita          
como um 3SAT. Outro fato importante é o de que os problemas que podem ser               
escritos em 2SAT possuem complexidade O(n), porém não é garantido que           
todas as fórmulas proposicionais possam ser escritas na forma 2SAT (BIERE           
et al., 2009). 
Este trabalho utiliza como base o algoritmo SAT solver chamado Quantum-SAT           
(BITTENCOURT; MARCHI; PADILHA, 2003). Este é um algoritmo SAT solver          
completo, cuja técnica para a solução baseia-se em converter uma fórmula           
proposicional escrita em CNF para DNF. 
A ideia para se calcular a teoria em DNF consiste em encontrar os sı́mbolos a               
se atribuir Verdade para que cada cláusula possua pelo menos um sı́mbolo            
com valor atribuı́do Verdade. Os sı́mbolos encontrados formam uma cláusula          
DNF e são chamados de cláusulas duais mı́nimas. 
Cada cláusula dual mı́nima representa um conjunto de atribuições que satisfaz           
Φ. Cada sı́mbolo da cláusula dual mı́nima representa pelo menos uma cláusula            
de Φ. 
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Para se calcular as cláusulas duais mı́nimas de Φ o QuantumSAT utiliza uma             
estrutura chamada quantum. O quantum, consiste de um par (φ ,F), onde φ é              
um sı́mbolo da fórmula proposicional e F é um conjunto das coordenadas das             
cláusulas que contém φ . A notação utilizada para o quantum é φ F. O               
algoritmo utiliza tanto o quantum do literal quanto o da negação do mesmo. Ao              
coletivo de quantum, chama-se quanta. 
Com a lista quanta de Φ montada, encontrar a representação CNF de Φ é uma               
busca em um espaço de estados, em que cada estado corresponde a um             
caminho para uma possı́vel cláusula dual mı́nima. 
Para realizar esta busca é utilizado um algoritmo do tipo A* (RUSSELL;            
NORVIG, 2003), este precisa de três funções básicas, uma para definir os            
estados iniciais, uma para definir o estado vizinho de um estado e uma para              
saber qual estado é final. O algoritmo é apresentado abaixo. 
 
Algoritmo 1. Algoritmo de busca de sucessores de um quantum 
O particionamento do espaço de busca consiste em dividir o espaço de busca             
do problema a ser explorado em espaços de busca menores a serem            
processados nos vários nós do sistema. A divisão da busca pode ser feita de              
diversa maneiras, sendo aplicada tanto em sistemas multi-core quanto         
sistemas distribuídos. Esta técnica também é bastante popular, sendo bastante          
utilizada na paralelização de algoritmos baseado tanto em DPLL quanto em           
CDCL. As diferentes formas de implementação desta técnica são apresentadas          
a seguir. Este trabalho também utiliza esta técnica, na seção de           
desenvolvimento serão apresentados detalhes de como esta técnica foi         
utilizada no algoritmo QuantumSAT. 
3. ParaQuantumSAT 
Como dito anteriormente o algoritmo base realiza uma busca em um espaço de             
estados. Esta busca é também a parte mais longa do algoritmo, uma vez que é               
necessário que a mesma visite todos os estados possı́veis do espaço para que             
 
67
  
o problema seja provado insatisfazı́vel ou para que sejam encontradas todas           
as soluções. 
O algoritmo implementa uma busca em profundidade que pode ser exaustivas,           
assim visitando todos os nós possı́veis, ou parar quando a primeira solução é             
encontrada. Sendo assim a implementação pode resolver tanto o problema          
SAT quanto suas extensões, como o UNIQUE-SAT, onde o problema tem           
apenas uma solução. Para maioria dos casos é melhor parar na primeira            
solução encontrada, pois assim o algoritmo é mais rápido e raramente o            
tamanho da solução é importante.  
Na versão implementada neste trabalho o estado é composto por um Ω            
incompleto, que é a lista de quantum associados ao estado, um forbidden, que             
é a lista dos quanta que não podem mais ser associados ao estado, e o gap,                
que é o conjunto de cláusulas que não contém um literal no Ω. 
A paralelização implementada funciona dividindo o espaço de busca, técnica          
anteriormente apresentada. Neste caso a divisão funciona gerando uma lista          
de estados a partir da seleção inicial, expandindo apenas alguns filhos dos            
estados iniciais selecionados. A partir daí estes estados são colocados numa           
state pool e distribuı́dos aos nós que realizam a expansão até o final da árvore,               
assim que um nó realizando a expansão termina sua busca ele envia a solução              
para o solution pool e lhe é atribuı́do um novo estado para a expandir. Está               
dinâmica é demonstrada na Figura 1. 
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Figura 1. Dinâmica dos nós 
O código implementado pode ser dividido em duas parter pqsat e search_tool.            
O pqsat implementa a função solve, esta função é responsável por ler os             
arquivos de entrada, criar um quanta inicial, fazer o spin inicial, resolver o             
conjunto de inicio, distribuir a busca e receber as respostas. A search_tool            
implementa a função search, que é a implementação a busca descrita           
anteriormente.  
4. Resultados 
Foram utilizados dois modelos de hardware para os testes, um cenário           
distribuı́do de máquinas virtuais rodando em uma cloud o outros sendo uma            
máquina multi-core, para este trabalho o primeiro cenário é mais importante           
pois a implementação realizada se adéqua mais a este cenário, a máquina            
multi-core foi utilizada para poder realizar comparação com outros SAT solvers,           
melhorias possı́veis para o cenário multi-core são discutidas na conclusão. 
Para facilitar, padronizar e ter uma execução mais rápida dos testes foram             
utilizados os testes disponı́veis na SATLIB      
(http://www.cs.ubc.ca/hoos/SATLIB/benchm.html), utilizando os testes 3-SAT     
randômicos uniformes indo de 20 variáveis a 250 variáveis e indo de 91             
clausulas a 1065 clausulas, sendo que utilizei a média de 100 instancias, sendo             
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cada instancia um problema diferente porém de mesma classe. Também foram           
utilizados alguns testes da SAT competition para um maior volume de variáveis            
e cláusulas, porém como foram utilizadas menos instâncias o seu valor           
estatı́stico fica comprometido. 
Para os testes de tempo de execução foi realizada uma comparação com o             
algoritmo SAT ​solver Glucose, pois este apresenta um bom desempenho, já           
tendo ganho uma SAT competition. Os resultados de tempo são apresentados           
nos dois gráficos abaixo. 
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Figura 2.Comparação com o ParaQuantumSAT e Glucose 1 e 2 
threads(multi-core)
 
Figura 3.Comparação com o ParaQuantumSAT e Glucose 4 e 8 
threads(multi-core) 
Também foi realizado um teste de escalabilidade, este teste foi realizado           
utilizando mais nós e executando os teste em uma cloud. Este teste também             
utilizou alguns problemas da SAT ​competition​ que são maiores. Os resultados           
são apresentados no gráfico abaixo. 
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Figura 4.Teste de escalabilidade(cloud) 
5. Conclusão e trabalhos futuros 
Neste trabalho foi apresentado um algoritmo SAT solver paralelo em sua           
primeira implementação, este algoritmo não apresentou o melhor desempenho         
bruto possı́vel, sendo claramente pior que outros SAT solver disponı́veis.          
Porém apresentou algumas caracterı́sticas positivas, apresentando uma boa        
escalabilidade, algo altamente desejado em sistemas distribuı́dos uma vez que          
para uma melhoria de desempenho basta adicionar mais nós ao sistema. Outra            
caracterı́stica positiva do algoritmo implementado esta no bom uso da          
capacidade dos nós e no bom balanceamento de carga do sistema. Uma            
inovação do trabalho também foi o uso da linguagem Erlang, pouco utilizada            
nestes cenários porém bastante interessante de se pesquisar, pois apresenta          
um bom desempenho para a computação distribuı́da e pode ser utilizada em            
conjunto com outras linguagens mais eficientes na parte de computação          
pesada. 
Neste trabalho foi possı́vel compreender as diversas técnicas de computação,          
o problema SAT e as relações entre ambas as áreas, sendo estuda as diversas              
técnicas para paralelização dos algoritmos para solução. Com o estudo destas           
técnicas foi possı́vel compreender qual delas funciona da melhor para          
paralelizar o algoritmo base utilizado neste trabalho, com base neste estudo           
pode-se também compreender a qualidade da estrutura quantum para a          
paralelização do problema SAT. A partir deste estudo foi implementada uma           
versão paralela do algoritmo, utilizando a linguagem Erlang de forma a obter            
uma boa performance de escalabilidade e comunicação do algoritmo. Para se           
estudar a qualidade da implementação a implementação foi testada utilizando          
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problemas SAT aleatórios disponı́veis na SATLib e problemas SAT utilizados          
na SAT competition. Para se ter uma referência de comparação foi utilizado o             
SAT solver Glucose, que apresenta uma boa performance e facilidade de uso 
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%%%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
%% @doc p q s a t p u b l i c API
%% @end
%%%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
−module ( p q s a t a p p ) .
−b e h a v i o u r ( a p p l i c a t i o n ) .
%% A p p l i c a t i o n c a l l b a c k s
−export ( [ s t a r t / 2 , s t o p / 1 ] ) .
%% Ex po r t c l i e n t API
−export ( [ s o l v e / 3 ] ) .
%%===========================================
%% API
%%===========================================
s t a r t ( S t a r t T y p e , S t a r t A r g s ) −>
p q s a t s u p : s t a r t l i n k ( ) .
%%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
s t o p ( S t a t e ) −>
ok .
%%===========================================
%% I n t e r n a l f u n c t i o n s
%%===========================================
s o l v e ( Node , DimacsFi le , NodesVal ) −>
p q s a t s e r v e r : s o l v e ( Node , DimacsFi le , NodesVal ) .
%%%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
%% @doc p q s a t t o p l e v e l s u p e r v i s o r .
%% @end
%%%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
−module ( p q s a t s u p ) .
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−b e h a v i o u r ( s u p e r v i s o r ) .
%% API
−export ( [ s t a r t l i n k / 0 ] ) .
%% S u p e r v i s o r c a l l b a c k s
−export ( [ i n i t / 1 ] ) .
−d e f i n e (SERVER, ?MODULE) .
%%===============================================
%% API f u n c t i o n s
%%===============================================
s t a r t l i n k ( ) −>
s u p e r v i s o r : s t a r t l i n k ( { l o c a l , ?SERVER} , ?MODULE,
[ ] ) .
%%===============================================
%% S u p e r v i s o r c a l l b a c k s
%%===============================================
%% C h i l d : : { Id , S t a r t F u n c , R e s t a r t , Shutdown , Type
%% , Modules}
i n i t ( [ ] ) −>
C h i l d S p e c s =
[
{ p q s a t s e r v e r ,
{ p q s a t s e r v e r , s t a r t l i n k , [ ] } ,
permanent ,
1000 ,
worker ,
[ p q s a r s e r v e r ] }
] ,
{ok , { { o n e f o r a l l , 0 , 1} , C h i l d S p e c s } } .
%%===============================================
%% I n t e r n a l f u n c t i o n s
%%===============================================
−module ( p q s a t s e r v e r ) .
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−b e h a v i o u r ( g e n s e r v e r ) .
%%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
%% g e n s e r v e r c a l l b a c k s
%%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
−export ( [ i n i t / 1 , h a n d l e c a l l / 3 , h a n d l e c a s t / 2 ,
h a n d l e i n f o / 2 , t e r m i n a t e / 2 , c o d e c h a n g e / 3 ] ) .
%%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
%% E x t e r n a l e x p o r t s
%%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
−export ( [ s t a r t l i n k / 0 , s t o p / 0 , s o l v e / 3 ] ) .
− i n c l u d e ( ” s t a t e . h r l ” ) .
−d e f i n e (SERVER, ?MODULE) .
s t a r t l i n k ( ) −>
{ok , P i d } = g e n s e r v e r : s t a r t l i n k ( { l o c a l , ?SERVER}
, ?MODULE, [ ] , [ ] ) .
s t o p ( ) −>
g e n s e r v e r : c a s t ( ?SERVER, s t o p ) .
s o l v e ( Node , DimacsFi le , NodesVal ) −>
g e n s e r v e r : c a l l ( {?SERVER, Node} , { s o l v e , DimacsFi le ,
NodesVal} ) .
%%===============================================
%% S e r v e r f u n c t i o n s
%%===============================================
%%
%% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
%% F u n c t i o n : i n i t / 1
%% D e s c r i p t i o n : I n i t i a t e s t h e s e r v e r
%% R e t u r n s : {ok , S t a t e } |
%% {ok , S t a t e , T imeout } |
%% i g n o r e |
%% { s top , Reason}
%% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
i n i t ( [ ] ) −>
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e r r o r l o g g e r : i n f o m s g ( ” p q s a t s e r v e r : i n i t / 1
s t a r t i n g ˜ n ” , [ ] ) ,
{ok , [ ] } .
%% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
%% F u n c t i o n : h a n d l e c a l l / 3
%% D e s c r i p t i o n : Handl ing c a l l messages
%% R e t u r n s : { r e p l y , Reply , S t a t e } |
%% { r e p l y , Reply , S t a t e , T imeout } |
%% { n o r e p l y , S t a t e } |
%% { n o r e p l y , S t a t e , T imeout } |
%% { s top , Reason , Reply , S t a t e } |
%% ( t e r m i n a t e / 2 i s c a l l e d )
%% { s top , Reason , S t a t e }
%% ( t e r m i n a t e / 2 i s c a l l e d )
%% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
h a n d l e c a l l ( { s o l v e , DimacsFi le , NodesVal} , From ,
S t a t e ) −>
{Quanta , DimacsTheory} =
f i l e p r o c e s s o r : p r o c e s s f i l e ( D i m a c s F i l e ) ,
i o : f w r i t e ( ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\n ” ) ,
i o : w r i t e ( Quanta ) ,
i o : f w r i t e ( ”\n ” ) ,
i o : w r i t e ( DimacsTheory ) ,
i o : f w r i t e ( ”\n ” ) ,
i o : f w r i t e ( ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\n ” ) ,
i o : f w r i t e ( ” C l a u s e s \n ” ) ,
{Clause , Cover} = s p i n c a l c u l a t o r : c a l c u l a t e s p i n (
Quanta , DimacsTheory , [ ] , 0 ) ,
i o : f w r i t e ( ”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\n ” ) ,
i o : w r i t e ( C l au se ) ,
i o : f w r i t e ( ”\n ” ) ,
i o : w r i t e ( Cover ) ,
S t a t e S e t = m a k e s t a r t s e t ( Clause , [ ] , Quanta , l i s t s : seq (
1 , l e n g t h ( DimacsTheory ) ) , [ ] ) ,
i o : f w r i t e ( ” ################################### ˜ n ” ) ,
Node = s e l f ( ) ,
Args = ”−pa b u i l d / d e f a u l t / l i b / ∗ / e b i n
−c o n f i g e t c / app . c o n f i g
−c o n f i g e t c / s i m p l e b r i d g e . c o n f i g −e v a l
a p p l i c a t i o n : s t a r t ( p q s a t ) ’ ” ,
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{ok , Host } = i n e t : g e t h o s t n a m e ( ) ,
Nodes = l i s t s : f o l d l (
fun ( Val , Cur ren tNodes ) −>
{ok , Cur ren tNode } = s l a v e : s t a r t (
Host ,
i n t e g e r t o l i s t ( Val ) , Args ) ,
Cur ren tNodes ++ [ Curren tNode ]
end , [ ] , l i s t s : seq ( 1 , NodesVal ) ) ,
NewSta teSe t = l i s t s : f o l d l (
fun ( RemoteNode ,
[ C u r r e n t S t a t e | C u r r e n t S t a t e S e t ] ) −>
r p c : c a s t ( RemoteNode ,
s e a r c h t o o l , s e a r c h ,
[ [ C u r r e n t S t a t e ] , Quanta , [ ] ,
DimacsTheory , Node ] ) ,
C u r r e n t S t a t e S e t
end , S t a t e S e t , Nodes ) ,
i o : f w r i t e ( ” C S t a t e S e t ˜w˜ n ” , [ NewSta teSe t ] ) ,
r e c e i v e l o o p ( ) ,
{ r e p l y , {ok , t rue } , S t a t e } ;
h a n d l e c a l l ( { so lved , S o l u t i o n } , From , S t a t e ) −>
i o : f w r i t e ( ” S o l u t i o n : ˜w | From : ˜w˜ n ” , [ S o l u t i o n , From ] ) ,
{ n o r e p l y , S t a t e } .
m a k e s t a r t s e t ( [ ] , S t a t e S e t , , , ) −>
S t a t e S e t ;
m a k e s t a r t s e t ( [ Quantum | C l a u s e T a i l ] , S t a t e S e t , Quanta ,
DimacsTheory , C u r r e n t F o r b i d d e n ) −>
S t a t e = # s t a t e {
p h i = [ Quantum ] ,
f o r b i d d e n = C u r r e n t F o r b i d d e n ++ [ Quantum , −Quantum ] ,
gap=DimacsTheory −− o r d d i c t : f e t c h ( Quantum , Quanta )
} ,
NewForbidden = C u r r e n t F o r b i d d e n ++ [ Quantum ] ,
NewSta teSe t = S t a t e S e t ++ [ S t a t e ] ,
m a k e s t a r t s e t ( C l a u s e T a i l , NewSta teSe t ,
Quanta , DimacsTheory , NewForbidden ) .
r e c e i v e l o o p ( ) −>
r e c e i v e
82
{ [ ] , From , Node} −> i o : f w r i t e (
”No S o l u t i o n | From : ˜w@˜w˜ n ” ,
[ From , Node ] ) , r e c e i v e l o o p ( ) ;
{ S o l u t i o n , From , Node} −> i o : f w r i t e (
” S o l u t i o n : ˜w | From : ˜w@˜w˜ n ” ,
[ S o l u t i o n , From , Node ] )
end .
%% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
%% F u n c t i o n : h a n d l e c a s t / 2
%% D e s c r i p t i o n : Handl ing c a s t messages
%% R e t u r n s : { n o r e p l y , S t a t e } |
%% { n o r e p l y , S t a t e , T imeout } |
%% { s top , Reason , S t a t e }
%% ( t e r m i n a t e / 2 i s c a l l e d )
%% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
h a n d l e c a s t ( s top , S t a t e ) −>
{ s top , normal , S t a t e } .
h a n d l e i n f o ( Msg , S t a t e ) −>
i o : f o r m a t ( ”Unknown msg : ˜ p ˜ n ” , [ Msg ] ) ,
{ n o r e p l y , S t a t e } .
c o d e c h a n g e ( OldVsn , S t a t e , E x t r a ) −>
{ok , S t a t e } .
t e r m i n a t e ( Reason , S t a t e ) −>
ok .
−module ( s e a r c h t o o l ) .
−export ( [ s e a r c h / 5 , s e a r c h / 4 , m a k e s t a t e s / 4 ] ) .
− i n c l u d e ( ” s t a t e . h r l ” ) .
%% S t a c k A b s t r a c t i o n s
−d e f i n e ( IS EMPTY ( S ) , S =:= [ ] ) .
−d e f i n e (REMOVE FROM STACK( S ) , {hd ( S ) , t l ( S ) } ) .
%% P a r e n t s A b s t r a c t i o n s
−d e f i n e (EMPTY PARENTS ( ) , d i c t : new ( ) ) .
−d e f i n e (ADD TO PARENTS( Node , Cost , Prev , R) ,
d i c t : s t o r e ( Node , {Cost , Prev } , R ) ) .
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s e a r c h ( S t a t e S t a c k , Quanta , S o l u t i o n s ,
DimacsTheory , Node ) −>
S o l u t i o n = s e a r c h ( S t a t e S t a c k , Quanta ,
S o l u t i o n s , DimacsTheory ) ,
Node ! { S o l u t i o n , s e l f ( ) , node ( ) } .
−spec s e a r c h ( [ ] , o r d d i c t : o r d d i c t ( ) , [ ] , [ ] ) −> [ ] .
s e a r c h ( S t a t e S t a c k , Quanta ,
S o l u t i o n s , DimacsTheory ) −>
case ?IS EMPTY ( S t a t e S t a c k ) of
t rue −> S o l u t i o n s ;
f a l s e −>
{ S t a t e , S t a c k T a i l } = ?REMOVE FROM STACK( S t a t e S t a c k ) ,
i o : f w r i t e ( ” Succ ˜w−˜w˜ n ” , [
[ S t a t e # s t a t e . phi , S t a t e # s t a t e . gap ] , [ node ( ) ] ] ) ,
S u c c e s s o r s = g e t s u c c e s s o r s (
S t a t e # s t a t e . gap ,
o r d d i c t : new ( ) ,
S t a t e , Quanta ,
DimacsTheory ) ,
{NewSolut ions , NewStack} =
l i s t s : f o l d r (
fun ( S u c c e s s o r , { P a s s e d S o l u t i o n s , P a s s e d S t a c k } ) −>
case i s f i n a l ( S u c c e s s o r , Quanta ) of
{ , t rue } −>
I n t e r m e d i a t e S o l u t i o n = [ S u c c e s s o r | P a s s e d S o l u t i o n s ] ,
{ I n t e r m e d i a t e S o l u t i o n , P a s s e d S t a c k } ;
{ true , } −>
{ P a s s e d S o l u t i o n s , P a s s e d S t a c k } ;
{ f a l s e , } −>
I n t e r m e d i a t e S t a c k = [ S u c c e s s o r | P a s s e d S t a c k ] ,
{ P a s s e d S o l u t i o n s , I n t e r m e d i a t e S t a c k }
end
end ,
{ S o l u t i o n s , S t a c k T a i l } , S u c c e s s o r s ) ,
s e a r c h ( NewStack , Quanta , NewSolu t ions , DimacsTheory )
end .
g e t s u c c e s s o r s ( [ ] , S u c c e s s o r s , S t a t e , , ) −>
m a k e s t a t e s ( m e r g e s o r t : s o r t (
o r d d i c t : t o l i s t ( S u c c e s s o r s ) ) , [ ] , S t a t e , [ ] ) ;
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g e t s u c c e s s o r s ( [ GapClause | Gap ] ,
S u c c e s s o r s , S t a t e , Quanta , DimacsTheory ) −>
Cl au se = l i s t s : n t h ( GapClause , DimacsTheory ) ,
NewSuccessors = l i s t s : f o l d l (
fun ( Quantum , I n t e r m e d i a t e S u c c e s s o r s ) −>
case l i s t s : member ( Quantum , S t a t e # s t a t e . f o r b i d d e n ) of
t rue −> I n t e r m e d i a t e S u c c e s s o r s ;
f a l s e −> Cover = s e t s : i n t e r s e c t i o n (
s e t s : f r o m l i s t ( S t a t e # s t a t e . gap ) ,
s e t s : f r o m l i s t ( o r d d i c t : f e t c h ( Quantum , Quanta ) ) ) ,
case s e t s : s i z e ( Cover ) > 0 of
t rue −>
o r d d i c t : s t o r e ( Quantum ,
s e t s : t o l i s t ( Cover ) , I n t e r m e d i a t e S u c c e s s o r s ) ;
f a l s e −> I n t e r m e d i a t e S u c c e s s o r s
end
end
end ,
S u c c e s s o r s , C l au se ) ,
g e t s u c c e s s o r s ( Gap ,
NewSuccessors , S t a t e , Quanta , DimacsTheory ) .
m a k e s t a t e s ( [ ] , S t a t e s S u c c e s s o r s , , ) −>
S t a t e s S u c c e s s o r s ;
m a k e s t a t e s ( [ QuantumSuccessor | QuantumSuccessors ] ,
S t a t e s S u c c e s s o r s , C u r r e n t S t a t e , C u r r e n t F o r b b i d e n ) −>
{QuantumVal , QuantumCover} = QuantumSuccessor ,
S t a t e = # s t a t e {
p h i = C u r r e n t S t a t e # s t a t e . p h i ++ [ QuantumVal ] ,
f o r b i d d e n = C u r r e n t S t a t e # s t a t e . f o r b i d d e n ++
[ QuantumVal ,−QuantumVal ] ++ C u r r e n t F o r b b i d e n ,
gap= C u r r e n t S t a t e # s t a t e . gap −− QuantumCover
} ,
N e w S t a t e s S u c c e s s o r s = S t a t e s S u c c e s s o r s ++ [ S t a t e ] ,
NewCurren tForbb iden = C u r r e n t F o r b b i d e n ++ [ QuantumVal ] ,
m a k e s t a t e s ( QuantumSuccessors , N e w S t a t e s S u c c e s s o r s ,
C u r r e n t S t a t e , NewCurren tForbb iden ) .
i s f i n a l ( S t a t e , Quanta ) −>
GapSize = 0 == l e n g t h ( S t a t e # s t a t e . gap ) ,
RemainingQuanta = o r d d i c t : f e t c h k e y s ( Quanta )
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−− S t a t e # s t a t e . f o r b i d d e n ,
RemainingGap = l i s t s : f o l d l (
fun ( Quantum , I n t e r m e d i a t e G a p ) −> I n t e r m e d i a t e G a p
−− o r d d i c t : f e t c h ( Quantum , Quanta ) end
, S t a t e # s t a t e . gap , RemainingQuanta ) ,
RemainingGapSize = 0 < l e n g t h ( RemainingGap ) ,
{RemainingGapSize , GapSize } .
−module ( s e a r c h t o o l s e r v e r ) .
%%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
%% g e n s e r v e r c a l l b a c k s
−export ( [ i n i t / 1 , h a n d l e c a l l / 3 , h a n d l e c a s t / 2 ,
h a n d l e i n f o / 2 , t e r m i n a t e / 2 , c o d e c h a n g e / 3 ] ) .
%%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
%% E x t e r n a l e x p o r t s
%%−−−−−−−−−−−−−−−−−−−−−−
−export ( [ s t a r t l i n k / 0 , s t o p / 0 ,
s e a r c h / 4 ] ) .
− i n c l u d e ( ” s t a t e . h r l ” ) .
%% S e r v e r A b s t r a c t i o n
−d e f i n e (SERVER, ?MODULE) .
%% S t a c k A b s t r a c t i o n s
−d e f i n e ( IS EMPTY ( S ) , S =:= [ ] ) .
−d e f i n e (REMOVE FROM STACK( S ) , {hd ( S ) ,
t l ( S ) } ) .
%% P a r e n t s A b s t r a c t i o n s
−d e f i n e (EMPTY PARENTS ( ) , d i c t : new ( ) ) .
−d e f i n e (ADD TO PARENTS( Node , Cost , Prev , R) ,
d i c t : s t o r e ( Node , {Cost , Prev } , R ) ) .
s t a r t l i n k ( ) −>
{ok , P id } = g e n s e r v e r : s t a r t l i n k ( { l o c a l , ?SERVER} ,
?MODULE, [ ] , [ ] ) .
s t o p ( ) −>
g e n s e r v e r : c a s t ( ?SERVER, s t o p ) .
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c a l l s e a r c h ( Node , S t a t e S t a c k , Quanta , DimacsTheory ) −>
g e n s e r v e r : c a l l ( {?SERVER, Node} , { s e a r c h , S t a t e S t a c k ,
Quanta , DimacsTheory} ) .
%%===================================
%% S e r v e r f u n c t i o n s
%%======================================
%%
%% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
%% F u n c t i o n : i n i t / 1
%% D e s c r i p t i o n : I n i t i a t e s t h e s e r v e r
%% R e t u r n s : {ok , S t a t e } |
%% {ok , S t a t e , T imeout } |
%% i g n o r e |
%% { s top , Reason}
%% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
i n i t ( [ ] ) −>
e r r o r l o g g e r : i n f o m s g (
” s e a r c h t o o l : i n i t / 1 s t a r t i n g ˜ n ” , [ ] ) ,
{ok , [ ] } .
%% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
%% F u n c t i o n : h a n d l e c a l l / 3
%% D e s c r i p t i o n : Handl ing c a l l messages
%% R e t u r n s : { r e p l y , Reply , S t a t e } |
%% { r e p l y , Reply , S t a t e , T imeout } |
%% { n o r e p l y , S t a t e } |
%% { n o r e p l y , S t a t e , T imeout } |
%% { s top , Reason , Reply , S t a t e } |
%%( t e r m i n a t e / 2 i s c a l l e d )
%% { s top , Reason , S t a t e }
%%( t e r m i n a t e / 2 i s c a l l e d )
%% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
h a n d l e c a l l ( { s e a r c h , S t a t e S t a c k ,
Quanta , DimacsTheory}
, From , S t a t e ) −>
S o l u t i o n = s e a r c h ( S t a t e S t a c k , Quanta , [ ] ,
DimacsTheory ) ,
{ r e p l y , {ok , S o l u t i o n } , S t a t e } .
%% F u n c t i o n : h a n d l e c a s t / 2
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%% D e s c r i p t i o n : Handl ing c a s t messages
%% R e t u r n s : { n o r e p l y , S t a t e } |
%% { n o r e p l y , S t a t e , T imeout } |
%% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
h a n d l e c a s t ( s top , S t a t e ) −>
{ s top , normal , S t a t e } .
h a n d l e i n f o ( Msg , S t a t e ) −>
i o : f o r m a t ( ”Unknown msg : ˜ p ˜ n ” , [ Msg ] ) ,
{ n o r e p l y , S t a t e } .
c o d e c h a n g e ( OldVsn , S t a t e , E x t r a ) −>
{ok , S t a t e } .
t e r m i n a t e ( Reason , S t a t e ) −>
ok .
%%==============================================
%% I n t e r n a l f u n c t i o n s
%%=============================================
−spec s e a r c h ( [ ] , o r d d i c t : o r d d i c t ( ) , [ ] , [ ] ) −> [ ] .
s e a r c h ( S t a t e S t a c k , Quanta , S o l u t i o n s , DimacsTheory ) −>
case ?IS EMPTY ( S t a t e S t a c k ) of
t rue −> S o l u t i o n s ;
f a l s e −>
i o : f w r i t e ( ”−−−−−−−−−−−−−−−−−−−−− ˜ n ” , [ ] ) ,
{ S t a t e , S t a c k T a i l } =
?REMOVE FROM STACK( S t a t e S t a c k ) ,
i o : f w r i t e ( ” Succ ˜w˜ n ” ,
[ [ S t a t e # s t a t e . phi , S t a t e # s t a t e . gap ] ] ) ,
S u c c e s s o r s = g e t s u c c e s s o r s (
S t a t e # s t a t e . gap , o r d d i c t : new ( ) ,
S t a t e , Quanta , DimacsTheory ) ,
{NewSolut ions , NewStack} =
l i s t s : f o l d r (
fun ( S u c c e s s o r , { P a s s e d S o l u t i o n s ,
P a s s e d S t a c k } ) −>
case i s f i n a l ( S u c c e s s o r , Quanta )
of %Re tu rn−>{ f i n a l , s o l u t i o n }
{ , t rue } −>
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I n t e r m e d i a t e S o l u t i o n =
[ S u c c e s s o r | P a s s e d S o l u t i o n s ] ,
{ I n t e r m e d i a t e S o l u t i o n , P a s s e d S t a c k } ;
{ true , } −>
{ P a s s e d S o l u t i o n s , P a s s e d S t a c k } ;
{ f a l s e , } −>
I n t e r m e d i a t e S t a c k = [ S u c c e s s o r | P a s s e d S t a c k ] ,
{ P a s s e d S o l u t i o n s , I n t e r m e d i a t e S t a c k }
end
end ,
{ S o l u t i o n s , S t a c k T a i l } , S u c c e s s o r s ) ,
s e a r c h ( NewStack , Quanta , NewSolu t ions , DimacsTheory )
end .
g e t s u c c e s s o r s ( [ ] , S u c c e s s o r s , S t a t e ,
, DimacsTheory ) −>
Succs = m e r g e s o r t : s o r t (
o r d d i c t : t o l i s t ( S u c c e s s o r s ) ) ,
m a k e s t a t e s ( m e r g e s o r t : s o r t (
o r d d i c t : t o l i s t ( S u c c e s s o r s ) ) ,
[ ] , S t a t e , [ ] ) ;
g e t s u c c e s s o r s ( [ GapClause | Gap ] ,
S u c c e s s o r s , S t a t e , Quanta ,
DimacsTheory ) −>
Cl au se = l i s t s : n t h ( GapClause , DimacsTheory ) ,
NewSuccessors = l i s t s : f o l d l (
fun ( Quantum , I n t e r m e d i a t e S u c c e s s o r s ) −>
case l i s t s : member ( Quantum ,
S t a t e # s t a t e . f o r b i d d e n ) of
t rue −> I n t e r m e d i a t e S u c c e s s o r s ;
f a l s e −> Cover = s e t s : i n t e r s e c t i o n (
s e t s : f r o m l i s t ( S t a t e # s t a t e . gap ) ,
s e t s : f r o m l i s t ( o r d d i c t : f e t c h ( Quantum , Quanta ) ) ) ,
case s e t s : s i z e ( Cover ) > 0 of
t rue −>
o r d d i c t : s t o r e ( Quantum ,
s e t s : t o l i s t ( Cover ) , I n t e r m e d i a t e S u c c e s s o r s ) ;
f a l s e −> I n t e r m e d i a t e S u c c e s s o r s
end
end
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end ,
S u c c e s s o r s , C l au se ) ,
g e t s u c c e s s o r s ( Gap , NewSuccessors , S t a t e ,
Quanta , DimacsTheory ) .
m a k e s t a t e s ( [ ] , S t a t e s S u c c e s s o r s , , ) −>
S t a t e s S u c c e s s o r s ;
m a k e s t a t e s ( [ QuantumSuccessor | QuantumSuccessors ] ,
S t a t e s S u c c e s s o r s ,
C u r r e n t S t a t e , C u r r e n t F o r b b i d e n ) −>
{QuantumVal , QuantumCover} = QuantumSuccessor ,
S t a t e = # s t a t e {
p h i = C u r r e n t S t a t e # s t a t e . p h i ++ [ QuantumVal ] ,
f o r b i d d e n = C u r r e n t S t a t e # s t a t e . f o r b i d d e n ++
[ QuantumVal ,−QuantumVal ] ++ C u r r e n t F o r b b i d e n ,
gap= C u r r e n t S t a t e # s t a t e . gap −− QuantumCover
} ,
N e w S t a t e s S u c c e s s o r s = S t a t e s S u c c e s s o r s
++ [ S t a t e ] ,
NewCurren tForbb iden = C u r r e n t F o r b b i d e n
++ [ QuantumVal ] ,
m a k e s t a t e s ( QuantumSuccessors ,
N e w S t a t e s S u c c e s s o r s ,
C u r r e n t S t a t e , NewCurren tForbb iden ) .
i s f i n a l ( S t a t e , Quanta ) −>
GapSize = 0 == l e n g t h ( S t a t e # s t a t e . gap ) ,
RemainingQuanta = o r d d i c t : f e t c h k e y s ( Quanta )
−− S t a t e # s t a t e . f o r b i d d e n ,
RemainingGap = l i s t s : f o l d l (
fun ( Quantum , I n t e r m e d i a t e G a p ) −>
I n t e r m e d i a t e G a p −− o r d d i c t : f e t c h ( Quantum , Quanta ) end
, S t a t e # s t a t e . gap , RemainingQuanta ) ,
RemainingGapSize = 0 < l e n g t h ( RemainingGap ) ,
{RemainingGapSize , GapSize } .
−module ( s e a r c h t o o l s u p ) .
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−b e h a v i o u r ( s u p e r v i s o r ) .
%% API
−export ( [ s t a r t l i n k / 0 ] ) .
%% S u p e r v i s o r c a l l b a c k s
−export ( [ i n i t / 1 ] ) .
−d e f i n e (SERVER, ?MODULE) .
s t a r t l i n k ( ) −>
s u p e r v i s o r : s t a r t l i n k ( { l o c a l , ?SERVER} ,
?MODULE, [ ] ) .
i n i t ( [ ] ) −>
C h i l d S p e c s =
[
{ s e a r c h t o o l s e r v e r ,
{ s e a r c h t o o l s e r v e r , s t a r t l i n k , [ ] } ,
permanent ,
1000 ,
worker ,
[ s e a r c h t o o l s e r v e r ] }
] ,
{ok , { { o n e f o r a l l , 0 , 1} , C h i l d S p e c s } } .
−module ( s p i n c a l c u l a t o r ) .
−export ( [ c a l c u l a t e s p i n / 4 ] ) .
c a l c u l a t e s p i n ( Quanta , [ ] , C u r r e n t C l a u s e ,
C lauseCover ) −>
NewCurren tClause =
o r d e n a t e b y c o v e r ( C u r r e n t C l a u s e , [ ] , Quanta ) ,
{NewCurrentClause ,
C lauseCover } ;
c a l c u l a t e s p i n (
Quanta , [ Cl au se | DimacsTheory ] , C u r r e n t C l a u s e ,
C lauseCover ) −>
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Cover = c a l c u l a t e c l a u s e s p i n ( Quanta ,
s e t s : new ( ) , C l a us e ) ,
case l e n g t h ( Cover ) > ClauseCover of
t rue −> NewCurren tClause = Clause ,
NewClauseCover = l e n g t h ( Cover ) ;
f a l s e −> NewCurren tClause = C u r r e n t C l a u s e ,
NewClauseCover = ClauseCover
end ,
c a l c u l a t e s p i n ( Quanta ,
DimacsTheory , NewCurrentClause , NewClauseCover ) .
c a l c u l a t e c l a u s e s p i n ( Quanta , Cover , [ Var | [ ] ] ) −>
NewCover = s e t s : un ion ( Cover ,
s e t s : f r o m l i s t ( o r d d i c t : f e t c h ( Var , Quanta ) ) ) ,
s e t s : t o l i s t ( NewCover ) ;
c a l c u l a t e c l a u s e s p i n ( Quanta ,
Cover , [ Var | Cl au se ] ) −>
NewCover = s e t s : un ion ( Cover ,
s e t s : f r o m l i s t ( o r d d i c t : f e t c h ( Var , Quanta ) ) ) ,
c a l c u l a t e c l a u s e s p i n ( Quanta , NewCover , C l au se ) .
o r d e n a t e b y c o v e r ( [ ] , Clause , ) −>
Cl au se ;
o r d e n a t e b y c o v e r ( [ Quantum | C l a u s e T a i l ] ,
[ ] , Quanta ) −>
NewClause = [ Quantum ] ,
o r d e n a t e b y c o v e r ( C l a u s e T a i l , NewClause ,
Quanta ) ;
o r d e n a t e b y c o v e r ( [ Quantum | C l a u s e T a i l ] ,
Clause , Quanta ) −>
[ NewQuantum | NewTail ] = Clause ,
case l e n g t h ( o r d d i c t : f e t c h ( Quantum , Quanta ) ) >
l e n g t h ( o r d d i c t : f e t c h ( NewQuantum , Quanta ) ) of
t rue −> NewClause = [ Quantum ]
++ [ NewQuantum ] ++ NewTail ;
f a l s e −> NewClause = [ NewQuantum ]
++ [ Quantum ] ++ NewTail
end ,
o r d e n a t e b y c o v e r ( C l a u s e T a i l , NewClause , Quanta ) .
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−module ( quantum maker ) .
−export ( [ make quan ta / 1 ] ) .
p r o c e s s l i n e s t a r t ( Device ,
[ 99 | ] ) −>
Line = i o : g e t l i n e ( Device , ” ” ) ,
p r o c e s s l i n e s t a r t ( Device , L ine ) ;
p r o c e s s l i n e s t a r t ( Device ,
[ 112 | T ] ) −>
Line = i o : g e t l i n e ( Device , ” ” ) ,
[ | [ NVarsS | ] ] = s t r i n g : t o k e n s ( T , ” ” ) ,
{NVars , } = s t r i n g : t o i n t e g e r ( NVarsS ) ,
I D i c t = o r d d i c t : new ( ) ,
QuantumI = m a k e i n i t i a l q u a n t u m ( [ NVars ] , I D i c t ) ,
p r o c e s s l i n e s ( Device , QuantumI , Line , 1 ) .
m a k e i n i t i a l q u a n t u m ( [ 0 ] , QuantumI ) −>
QuantumI ;
m a k e i n i t i a l q u a n t u m ( [ Val ] , QuantumI ) −>
QuantumIVal = o r d d i c t : s t o r e ( Val , [ ] , QuantumI ) ,
NewQuantumI = o r d d i c t : s t o r e (−Val , [ ] , QuantumIVal ) ,
m a k e i n i t i a l q u a n t u m ( [ Val−1 ] , NewQuantumI ) .
p r o c e s s l i n e s ( Device , Quantum , eof , ) −>
ok = f i l e : c l o s e ( Device ) ,
Quantum ;
p r o c e s s l i n e s ( Device , Quantum , Line , C lau se ) −>
V a r L i s t = s t r i n g : t o k e n s ( Line , ” ” ) ,
NewQuantum = p r o c e s s l i n e ( V a r L i s t , Quantum , C l au se ) ,
NewLine = i o : g e t l i n e ( Device , ” ” ) ,
p r o c e s s l i n e s ( Device , NewQuantum , NewLine , C lau se + 1 ) .
p r o c e s s l i n e ( [ Var | [ ” 0\n ” ] ] , Quantum , C la use ) −>
{VarI , } =
s t r i n g : t o i n t e g e r ( Var ) ,
NewQuantum =
o r d d i c t : append ( VarI , Clause , Quantum ) ,
NewQuantum ;
p r o c e s s l i n e ( [ Var | T ] , Quantum , C la use ) −>
{VarI , } =
s t r i n g : t o i n t e g e r ( Var ) ,
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NewQuantum =
o r d d i c t : append ( VarI , Clause , Quantum ) ,
p r o c e s s l i n e ( T , NewQuantum , C l au se ) .
make quan ta ( FileName ) −>
i o : f w r i t e ( ”O mundo a i n d a f a z s e n t i d o \n ” ) ,
{ok , Device } = f i l e : open ( FileName , [ r e a d ] ) ,
L ine = i o : g e t l i n e ( Device , ” ” ) ,
p r o c e s s l i n e s t a r t ( Device , L ine ) .
−module ( m e r g e s o r t ) .
−export ( [ s o r t / 1 ] ) .
s o r t ( [ ] ) −> [ ] ;
s o r t ( [X | [ ] ] ) −> [X] ;
s o r t ( ToSor t ) −>
{ F i r s t L i s t , S e c o n d L i s t } =
l i s t s : s p l i t ( round ( l e n g t h ( ToSor t ) / 2 ) , ToSor t ) ,
merge ( s o r t ( F i r s t L i s t ) , s o r t ( S e c o n d L i s t ) ) .
merge (X, [ ] ) −> X;
merge ( [ ] , Y) −> Y;
merge ( [ {QuantumX , CoverX} | Tai lX ] ,
[ {QuantumY , CoverY} | Tai lY ] ) −>
I n t e r s e c t i o n C o v e r X Y = s e t s : i n t e r s e c t i o n (
s e t s : f r o m l i s t ( CoverX ) , s e t s : f r o m l i s t ( CoverY ) ) ,
SizeX = s e t s : s i z e ( s e t s : s u b t r a c t (
s e t s : f r o m l i s t ( CoverX ) , I n t e r s e c t i o n C o v e r X Y ) ) ,
SizeY = s e t s : s i z e ( s e t s : s u b t r a c t (
s e t s : f r o m l i s t ( CoverY ) , I n t e r s e c t i o n C o v e r X Y ) ) ,
case SizeX >= SizeY of
t rue −> [ {QuantumY , CoverY} ] ++
merge ( [ {QuantumX , CoverX} | Tai lX ] , Ta i lY ) ;
f a l s e −> [ {QuantumX , CoverX} ] ++
merge ( TailX , [ {QuantumY , CoverY} | Tai lY ] )
end .
−module ( g a p c a l c u l a t o r ) .
−export ( [ c a l c u l a t e g a p / 1 ] ) .
94
c a l c u l a t e g a p ( Quanta ) −>
ok .
−module ( f i l e p r o c e s s o r ) .
−export ( [ p r o c e s s f i l e / 1 ] ) .
− i n c l u d e ( ” s t a t e . h r l ” ) .
p r o c e s s l i n e s t a r t ( Device , [ 99 | ] ) −>
Line = i o : g e t l i n e ( Device , ” ” ) ,
p r o c e s s l i n e s t a r t ( Device , L ine ) ;
p r o c e s s l i n e s t a r t ( Device , [ 112 | T ] ) −>
Line = i o : g e t l i n e ( Device , ” ” ) ,
[ | [ NVarsS | ] ] =
s t r i n g : t o k e n s ( T , ” ” ) ,
{NVars , } = s t r i n g : t o i n t e g e r ( NVarsS ) ,
I D i c t = o r d d i c t : new ( ) ,
QuantumI = m a k e i n i t i a l q u a n t u m (
[ NVars ] , I D i c t ) ,
p r o c e s s l i n e s ( Device , QuantumI ,
Line , [ ] , 1 ) .
m a k e i n i t i a l q u a n t u m ( [ 0 ] , QuantumI ) −>
QuantumI ;
m a k e i n i t i a l q u a n t u m ( [ Val ] , QuantumI ) −>
QuantumIVal = o r d d i c t : s t o r e (
Val , [ ] , QuantumI ) ,
NewQuantumI = o r d d i c t : s t o r e (
−Val , [ ] , QuantumIVal ) ,
m a k e i n i t i a l q u a n t u m ( [ Val−1 ] , NewQuantumI ) .
p r o c e s s l i n e s ( Device , Quantum , eof , C lauses , ) −>
ok = f i l e : c l o s e ( Device ) ,
{Quantum , C l a u s e s } ;
p r o c e s s l i n e s ( Device , Quantum , Line ,
C lauses , C l a us e ) −>
V a r L i s t = s t r i n g : t o k e n s ( Line , ” ” ) ,
C o n v e r t e d C l a u s e = l i s t s : map ( fun (X) −>
{ I n t , } =
s t r i n g : t o i n t e g e r (X) , I n t end , V a r L i s t −−
[ ” 0\n ” ] ) ,
NewClauses = C l a u s e s ++
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[ C o n v e r t e d C l a u s e ] ,
NewQuantum = p r o c e s s l i n e ( V a r L i s t ,
Quantum ,
C l au se ) ,
NewLine = i o : g e t l i n e ( Device , ” ” ) ,
p r o c e s s l i n e s ( Device , NewQuantum ,
NewLine ,
NewClauses , C l au se + 1 ) .
p r o c e s s l i n e ( [ Var | [ ” 0\n ” ] ] , Quantum , C lau se ) −>
{VarI , } = s t r i n g : t o i n t e g e r ( Var ) ,
NewQuantum = o r d d i c t : append ( VarI , Clause ,
Quantum ) ,
NewQuantum ;
p r o c e s s l i n e ( [ Var | T ] , Quantum , C lau se ) −>
{VarI , } = s t r i n g : t o i n t e g e r ( Var ) ,
NewQuantum = o r d d i c t : append ( VarI , Clause ,
Quantum ) ,
p r o c e s s l i n e ( T , NewQuantum , C l au se ) .
p r o c e s s f i l e ( FileName ) −>
i o : f w r i t e ( ”O mundo a i n d a f a z s e n t i d o \n ” ) ,
{ok , Device } = f i l e : open ( FileName , [ r e a d ] ) ,
L ine = i o : g e t l i n e ( Device , ” ” ) ,
p r o c e s s l i n e s t a r t ( Device , L ine ) .
