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6
1 Introduction
The theory of spetral statistis is onerned with the spetral properties of en-
sembles of linear operators. Typially, these depend on a parameter N whih is
supposed to be very large or even approahing innity. The origin of this eld is
quantum physis, where suh ensembles arose as models for the energy spetra of
large atoms.
Another branh of physis, namely semilassial physis, is also onerned with
suh ensembles and their spetral statistis. In semilassial physis large values of
N should orrespond to a quantum mehanial system whih approahes lassial
mehanis. Details about these relations an be found in [Meh91℄ and [Haa99℄.
Finally, spetral statistis have been studied in the ontext of number theory, with
the most famous example being the distribution of zeros of the Riemann ζ-funtion
on the ritial line. An introdution to this eld is given in [Sna00℄.
Under the assumption of generiity one might hope that there exist natural se-
quenes of operators taken from these ensembles suh that the spetral properties
of the individual operators reet those of the ensembles.
We are onerned here with two examples, in whih spetral statistis appear.
The rst being the theory of Random Matries. In this theory natural sequenes
of symmetri spaes with invariant measures on them are given. These spaes have
natural representations as matries and one is interested in the limit of the spetral
statistis as N → ∞. An example is the sequene of unitary groups U(N) with
the Haar measure. In [KS99℄ it is proven that a limit measure of a speial kind of
spetral statistis exists for this example.
The seond example, in whih spetral statistis appear, is given by the approah
suggested in [GHK00℄. In this artile the authors onsider two xed operators in the
universal enveloping algebra of SL(3,C) in a sequene of irreduible representations
of SL(3,C) and study the spetral statistis by numerial methods. The motivation
from the approah stems from a previous paper (f. [GK98℄) of two of the authors:
Suh a sequene of irreduible representations ours in the onstrution of the las-
sial mehanial system in the limit of a quantum mehanial system with SL(3,C)
symmetry. We will follow this approah in the following hapters.
Our main devie in the study of spetral statistis is the nearest neighbor statistis,
i.e. the normalized distribution of distanes of neighboring eigenvalues (ounted with
multipliity) of suh linear operators. It is frequently drawn as a histogram (see
Figure 1.1). A detailed explanation of this plot an be found in the Appendix.
The nearest neighbor statistis lead to Borel measures on the positive real line
by putting a Dira measure for every ourring distane of neighboring eigenvalues
with proper normalization. Out of the wealth of notions of onvergene for suh
7
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Figure 1.1: A sample histogram of the nearest neighbor statistis
measures we hoose the weak onvergene (in probability theory: onvergene in
distribution) and the Kolmogorov-Smirnov onvergene. The Kolmogorov-Smirnov
distane of two measures µ, ν is given by
dKS(µ, ν) = sup
t∈R
∣∣∣∣
∫ t
−∞
dµ−
∫ t
−∞
dν
∣∣∣∣ , (1.1)
i.e., Kolmogorov-Smirnov onvergene is uniform onvergene of the umulative dis-
tribution funtions. We will examine dKS for sequenes of individual operators
relative to a xed measure ν, but also average dKS with respet to a xed probabil-
ity measure ν over the full ensemble. Here sequenes of irreduible representations
will arise.
This text is strutured into six hapters. Following the approah in [GK98℄ we
give a general onstrution of the lassial limit for semi-simple ompat Lie groups
in Chapter 2. This an be done in a funtorial way, but the objetive of Chapter 2
is to give an interpretation as a mathematial limit as a parameter n onverges to
∞.
Chapter 3 deals with the spetral statistis of operators in the Lie algebra along
sequenes of irreduible representations. It is neessary to disuss possible salings
of these operators in this ontext.
The goal of Chapter 4 is to study the spetral statistis of exponentiated operators,
whih satisfy ertain onditions of generiity, in a ertain ompletion of the universal
enveloping algebra of a semi-simple omplex Lie group. The main tools are Birkho's
Ergodi Theorem and an estimation on dKS for maximal tori of U(N).
Chapter 5 is devoted to the proof of this estimation, where we follow the struture
of [KS99℄ for the proof.
In the Appendix we ollet the neessary bakground fats of representation theory
8
and sympleti geometry for the readers' onveniene. The Appendix loses with
some general observations about nearest neighbor statistis.
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2 Representation Theoretical
Construction of the Classical Limit
In this hapter we will give a onstrution of the lassial limit of Hamiltonian
mehanis by a representation theoretial approah. Our method is an abstrat
generalization of the method given in [GK98℄ and [Gnu00℄ and overs systems with
ompat semi-simple Lie groups as symmetry groups.
The following notation will be used without further notie (for details f. Ap-
pendix): K is a ompat semi-simple Lie group with omplexiation G and the
orresponding Lie algebras are k and g. Every representation of K will be assumed
to be ontinuous, nite-dimensional and unitary, where the salar produt is de-
noted by 〈·, ·〉. By onvention the salar produt is omplex linear in the seond,
and anti-linear in the rst variable.
Furthermore we assume that we have xed a Borel subgroup B ⊂ G and obtain a
notion of positivity of roots and weights. Reall that the hoie of B also determines
a maximal tours T ⊂ K.
2.1 The Classical Limit in the Simple Case
A guiding priniple in quantum mehanis is that of orrespondene. It states
that quantum mehanial systems whose size is large ompared to mirosopial
length sales an be desribed by lassial physis. The lassial system attahed to
the quantum mehanial system is alled the lassial limit (f. [GK98℄). So there
should be some kind of funtor from Hilbert spaes with Hamiltonian operators to
sympleti manifolds with Hamiltonian funtions. Atually, one might require that
this funtor is inverse to so-alled geometri quantization. At least it should satisfy
the Dira orrespondene, i.e., if ξH1 and ξH2 are two Hamiltonian operators with
orresponding Hamiltonian funtions h1 and h2, then the Lie braket of ξH1 and ξH2
should orrespond to the Poisson braket of h1 and h2:
[ξH1, ξH2] 7→ c{h1, h2}, (2.1)
where c is a onstant, usually i~.
More often, one disusses the opposite diretion, i.e., quantization (f. [Woo97℄
Chapter 9.2). Therefore one may all the proedure presented here dequantization.
Let ρ : K → U(V ) be an irreduible representation. Let ρ∗ : k → End(V ) be
the indued representation of the Lie algebra. Both ρ and ρ∗ extend to holomorphi
11
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resp. linear representations of the orresponding omplexiations G and g. To keep
notation as simple as possible we will also denote these by ρ and ρ∗
The map µ : P(V )→ k∗ given by
µξ([v]) = −2i〈v, ρ∗(ξ).v〉〈v, v〉 ∀ξ ∈ k, v ∈ P(V ) (2.2)
is the momentum map with respet to the sympleti struture on P(V ) indued
by the Fubini-Study metri (f. Appendix for details). Moreover, if λ ∈ t∗ is the
highest weight of ρ, then
µ([vmax]) = λ (2.3)
for any vetor vmax of highest weight.
Sine µ is an K-equivariant map and the stabilizers of λ and vmax agree, this map
is a sympleti dieomorphism of the orbit K.[vmax] onto the oadjoint orbit K.λ
with the Kostant-Kirillov form.
In the literature, this oadjoint orbit is alled the set of oherent states (f.
[Per86℄, [Woo97℄). To simplify notation we write Z = K.λ for this set.
Equivariane implies that the map µ˜ : k→ C∞(Z), ξ 7→ µξ(·), satises
µ˜([ξ1, ξ2]) = {µ˜(ξ1), µ˜(ξ2)}. (2.4)
If we ompare this equation with the Dira ondition (2.1), then, up to onstants,
this is exatly what we are looking for. But the Lie algebra k ats by skew self-
adjoint operators on V . Thus we dene cl : ik → C∞(Z) for an element ξH ∈ ik
by
cl(ξH)([x]) =
1
2
µ˜(iξH)(x) =
〈x, ρ∗(ξH).x〉
〈x, x〉 , (2.5)
where the fator
1
2
will beome lear in the following. First note that while iξH is
represented as a skew self-adjoint operator, ξH is self-adjoint. Now, we have the
following version of the Dira orrespondene for the lassial limit cl:
cl(i[ξH1 , ξH2]) =
1
2
µ˜(ii[ξH1 , ξH2]) =
1
2
µ˜([iξH1 , iξH2])
= 2 · {1
2
µ˜(iξH1),
1
2
µ˜(iξH2)} = 2 · {cl(ξH1), cl(ξH2)}.
(2.6)
2.2 The Classical Limit in the General Case
So far our lassial limit has been dened for those self-adjoint operators whih an
be expressed as the image of an element of ik under ρ∗. But we want to dene the
lassial limit for every self-adjoint linear operator on V . In fat, it will be dened for
all linear operators on V , although in general we do not obtain real-valued funtions
on Z if we take the lassial limit of an operator whih is not self-adjoint.
Let T (g) denote the full tensor algebra of g. The Lie algebra representation ρ∗
extends uniquely to a representation ρ∗ : T (g)→ End(V ). This map is surjetive by
12
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the lemma of Burnside. Thus, in partiular every self-adjoint operator is ontained
in the image of ρ∗.
We x an R-basis ξ1, . . . , ξk of ik for the rest of this hapter. Note that this
is a C-basis of g. Thus, an element ξH of T (g) has a unique deomposition into
homogeneous terms onsisting of sums of monomials ξα1 ⊗ · · · ⊗ ξαp for some
indies αj ∈ {1, . . . , k}. (These are not monomials in the usual sense beause of the
non-ommutativity.)
Denition 2.1. The lassial limit of suh a monomial is
cl(ξα1 ⊗ · · · ⊗ ξαp) := cl(ξα1) · · · · · cl(ξαp). (2.7)
The lassial limit of
ξH =
∑
αIξα1 ⊗ · · · ⊗ ξαpI ∈ T (g) (2.8)
is the sum of all lassial limits of eah monomial multiplied by the orresponding
oeient.
We all the resulting map cl : T (g)→ C∞(Z,C) the lassial limit map.
Let us disuss this denition. First note that if ξH is abstratly self-adjoint, then
cl(ξH) is real-valued. To see this, we alulate
cl(ξH) = cl(ξ
†
H) = cl(ξH), (2.9)
where the last step is due to (6.12) and (2.7). The onverse is false sine, in general,
T (g) ontains nilpotent elements.
Remark 2.2. The map cl : T (g)→ C∞(Z,C) has a natural fatorization clS : S(g)→
C∞(Z,C) to the full algebra of symmetri tensors S(g).
In this way the lassial limit map is a link between the non-ommutative algebra
T (g) and a ertain ommutative subalgebra of C∞(Z,C). But sine C∞(Z,C) is
ommutative, we have to work with the tensor algebra and annot pass to the
universal enveloping algebra U(g) in the denition of the lassial limit, otherwise
the quotient will not be well-dened. To see this, take any operators ξand ξb suh
that [ξa, ξb] 6= 0. Then it follows that cl(ξaξb − ξbξa − [ξa, ξb]) is not equal to zero.
Let x ∈ V be a vetor of unit length. Reading cl as a map to C∞(V \{0},C) we
see that
cl(ρ∗(ξaξb))(x) = cl(ξa)(x) cl(ξb)(x) = 〈x, ρ∗(ξa)x〉 · 〈x, ρ∗(ξb)x〉, (2.10)
whih has a meaningful physial interpretation. Namely, if we think of ξa and ξb as
observables, then in the lassial limit the expetation value of the operator ξaξb is
given by the produt of the expetation values of ξa and ξb
1
. But this means that
the operators ξa and ξb are stohastially independent in the lassial limit.
1
This remark has to be taken um grano salis, beause of the possible omplex phases on the
right-hand side. For probabilities one has to take the absolute value squared, whih is an
impliit onvention in theoretial physis.
13
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The main point of this hapter is to give an analytial realization of this purely
algebrai onstrution, i.e., there will be a parameter and we will obtain the above
lassial limit as an analytial limit when this parameter goes to innity. This
will make the notion of ~ → 0 preise in our ontext. Here the theme of non-
ommutativity vs. ommutativity will appear again.
2.3 Realizing the Classical Limit as an Analytical Limit
The Lie algebra g an be deomposed as
g = u− ⊕ tC ⊕ u+, (2.11)
where tC is the Lie algebra of the omplexied maximal torus and u− and u+ are
unipotent Lie subalgebras orresponding to the positive and negative roots. We
dene the groups
U+ = exp(u+), U− = exp(u−), and TC = exp(tC). (2.12)
Reall that the deomposition of the Lie algebra g almost yields a deomposition of
G. Almost in this ontext means that it is a deomposition of G\S, where S is a
Zariski-losed set,
G = Zarsiki losure of U−TCU+, (2.13)
and even stronger
G\S ≃ U− × TC × U+. (2.14)
Let us again onsider the representation ρ∗ : U(g)→ End(V) and hoose a vetor
of highest weight vmax ∈ V . By the denition of vmax we see that U+ ⊂ StabG(vmax)
and ρ(T ) ⊂ C∗ · vmax. Moreover, the K-orbit through [vmax] agrees with the G-orbit
through this point, i.e. K.[vmax] = G.[vmax].
Thus, there exists a Zariski-losed set A in K.[vmax] suh that K.[vmax]\A is iso-
morphi to the orbit of U− through vmax in V . Therefore, the U−-orbit is isomorphi
to a dense, Zariski-open subset of Z if we identify Z = K.λ with K.[vmax] via the
momentum map.
We will write cl as omposition of two maps r and s:
r : ik→ Vect(V \{0}), ξ 7→ −1
2
Xξ, with (Xξf)(x) =
d
dt
∣∣∣∣
t=0
f(exp(−ξt).x) (2.15)
and
s : Vect(V \{0})→ C∞(V \{0},C), X 7→ 1
N
(XN), (2.16)
where N(x) = ‖x‖2 is the norm funtion squared.
14
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Slightly hanging the denition of cl to a map to C∞(V \{0},C) the denition of
the momentum map (2.2) yields the following ommutative diagram:
ik r
//
cl
((R
R
R
R
R
R
R
R
R
R
R
R
R
R
R
R Vect(V \{0})
s

C∞(V \{0},C)
(2.17)
Let us expliitly alulate the map s on the U−-orbit through vmax:
(XξN)(x) =
d
dt
∣∣∣∣
t=0
N(exp(−tξ).x). (2.18)
Sine x lies on the U−-orbit, there exists a u ∈ U− suh that
x = u.vmax. (2.19)
Now we an deompose exp(−tξ)u uniquely as
exp(−ξt)u = u−(t)l(t)u+(t) (2.20)
for t in a neighborhood of 0, where u−(t) ∈ U−, l(t) ∈ TC and u+(t) ∈ U+. To see
this note that we an deompose the identity and the set of deomposable elements
is a Zariski open set by (2.13). Using the hain rule and self-adjointness of ξ, we
obtain
(XξN)(x) = 2
〈
x,
d
dt
∣∣∣∣
t=0
exp(−ξt).x
〉
= 2
〈
x,
d
dt
∣∣∣∣
t=0
u−(t)l(t)u+(t).vmax
〉
.
(2.21)
But sine u+(t) ∈ U+ ⊂ StabG(vmax) for all t we have
(XξN)(x) = 2
〈
x,
d
dt
∣∣∣∣
t=0
u−(t)l(t).vmax
〉
. (2.22)
Aording to the produt rule and using l(0) = Id, u−(0) = u we nd
(XξN)(x) = 2〈x, u d
dt
∣∣∣∣
t=0
l(t).vmax〉+ 2
〈
x,
d
dt
∣∣∣∣
t=0
u−(t).vmax
〉
. (2.23)
Due to the fat that l(t) ∈ T ats as salar on vmax this an be simplied as follows
(XξN)(x) = 2l˙(0)〈x, x〉+ 2
〈
x,
d
dt
∣∣∣∣
t=0
u−(t).vmax
〉
. (2.24)
Thus, we an read the right hand side as a dierential operator applied to the
norm funtion. This operator onsists of a multipliation part with 2l˙(0) and a vetor
eld part whih is tangential to the U−-orbit. Let D(U−.vmax) denote the algebra of
15
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linear dierential operators on U−.vmax. We laim that the above proedure aords
a map
r˜ : ik→ D(U−.vmax), ξ 7→ mξ + ξtan, (2.25)
where ξtan is the vetor eld tangent to the U− orbit whose one parameter group
at x is given by 2 d
dt
∣∣
t=0
u−(t) with respet to the above deomposition, and mξ is
a smooth funtion on the U−-orbit with mξ(x) = 2l˙(0). The only thing we have to
show is that the onstrution is independent of the hoie of u in (2.19). But if we
hoose u′ with
x = u.vmax = u
′.vmax (2.26)
then u′u−1 ∈ StabG(vmax). So, u′ = ug, where g ∈ StabG(vmax). But as g ats
trivially on vmax the alulation does not hange.
The map r˜ will be the ruial point in the following. We will disuss it from an
abstrat point of view later on, but rst we extend r˜ to T (g) in the following manner
r˜(ξα1 ⊗ · · · ⊗ ξαp) = r˜(ξα1) ◦ · · · ◦ r˜(ξαp). (2.27)
This is well-dened beause the ξ˜j are linear dierential operators, so they respet
salar multipliation and addition.
Before we go into the details of the onvergene, we need a fat about the norm.
Theorem 2.3. Let λ be the highest weight of the representation ρ with deomposition
into fundamental weights fj as follows
λ =
r∑
j=1
λjfj . (2.28)
Then the squared norm funtion N on the U−-orbit deomposes as
N(u.vmax) = c ·N1(u.vmax)λ1 · · · · ·Nr(u.vmax)λr , (2.29)
where r is the rank of g and N1, . . . , Nr are the squared norms of the fundamental
unitary representations orresponding to the fundamental weights f1, . . . , fr.
Proof. For every fundamental representation ρ(j) we have a holomorphi line bundle
Lj → G/B− suh that the representation of G on Γhol(G/B−, L) is equivalent to ρ(j)
(f. Appendix Theorem 6.14).
By indution and Lemma 6.16, we nd that the representation with highest weight
λ =
∑
λjfj is given by the ation on the setions of
L = Lλ1(1) ⊗ . . .⊗ Lλr(r). (2.30)
Let hj denote the indued K-invariant, hermitian bundle metri on Lj , whih is
given in Lemma 6.15, and h the indued metri for L.
Choose a ommon open overing {Wk} of G/B−, suh that L and all Lj are
trivializable over eah Wk. Without loss of generality we may assume that W1 =
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U− · [vmax]. Eah hermitian bundle metri hj is given by a family {mk,j : Wk → R+},
h by the family {mk : Wk → R+}.
A diret alulation shows that the family {m′k : Wk → R+} given by
m′k := m
λ1
k,1 · . . . ·mλrk,r (2.31)
represents a hermitian, K-invariant bundle metri h′ on L. Thus, h′ = ch for some
positive onstant c. Using (6.23) we see that the norm on W1 is dened by the
bundle metri up to this salar.
This ompletes the proof of Theorem 2.3.
In the following we will onsider a highest weight λ =
∑
j λjfj . If we are given a
funtion like
u+ u¯
1 + ‖u‖2λ1 + 17λ2 (2.32)
then we an think of the funtion as a polynomial in λ1, λ2 where the oeients
are smooth funtions. It is even a homogeneous polynomial of degree 1.
Notation 2.4. The ring of smooth funtions on U−.vmax is denoted by the symbol
R, i.e. R := C∞(U−.vmax,C), and the ring of polynomials in the λj with oeients
in R by R[λ].
The key result of this hapter is the following:
Theorem 2.5. Let λ =
∑
j λjfj be the highest weight of ρ and assume that at least
one λj > p for a xed natural number p. Furthermore, let α = ξα1 ⊗ · · · ⊗ ξαp be a
monomial element of degree p in the generators ξj of g as hosen above.
Then f(λ) := 1
N
r˜(α)(N) ∈ R[λ] and deg f = p. The homogeneous part of degree
p of f is, up to a real, multipliative onstant, given by cl(ξα1) · · · · · cl(ξαp), where
we view the cl(ξαj ) as elements of R[λ]. Moreover, the onstant does not depend on
α.
Proof. By denition, every r˜(ξαj ) is a rst order partial dierential operator. Hene
the summands in the derivative of N = Nλ11 · · · · · Nλrr , after dividing by N , are
polynomials in λ of degree at most p. On the other hand, at least one suh summand
must be a polynomial of degree at least p. If all were of lesser degree, one of the ξαj
would be multipliation by a onstant, whih is not the ase, or the partial derivatives
would lower every exponent λj to 0, whih yields a ontradition beause at least
one λj is larger than p. This proves the rst part of the theorem.
For the seond part, we onsider the ase p = 1 rst.Then there is no degree zero
term in the polynomial
1
N
r˜(α)(N) sine
1
N
r˜(α)(N) =
1
N
r(α)(N) (2.33)
in the above onstrution. But r(α) is a vetor eld and ontains no multipliative
part, so we have only partial derivatives turning N into a homogeneous polynomial
of degree 1 after dividing by N . This proves the seond statement for p = 1.
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Let p ≥ 2 and ξα1 ⊗ . . .⊗ ξαp be given. We have r˜(ξa) = c+
∑
aj
∂
∂zj
for some aj
and c in some oordinate system {zj} on U−.vmax. By the indution hypothesis
cl(ξα2 ⊗ · · · ⊗ ξαp) = cl(ξα2) · . . . · cl(ξαp) + q, (2.34)
where q is a polynomial of degree less than p− 1. Using the produt rule of dier-
entiation we alulate expliitly
cl(ξα1 ⊗ . . .⊗ ξαp) =
1
N
r˜(ξα1⊗ . . .⊗ ξαp)(N) =
1
N
r˜(ξα1)(N cl(ξα2) . . . cl(ξαp)+Nq)
=
1
N
(
c +
∑
aj
∂
∂zj
)
(N cl(ξα2) . . . cl(ξαp) +Nq)
= c · cl(ξα2) . . . cl(ξαp) + q +
1
N
cl(ξα2) . . . cl(ξαp)
(∑
aj
∂
∂zj
)
(N)
+
1
N
(∑
aj
∂
∂zj
)
(cl(ξα2) . . . cl(ξαp)) +
1
N
(∑
aj
∂
∂zj
)
(Nq)
=
1
N
(cl(ξα2) · . . . · cl(ξαp))
(∑
aj
∂
∂zj
+ c
)
(N) + terms of degree less than p.
= cl(ξα1) + (cl(ξα2) · . . . · cl(ξαp)) + terms of degree less than p. (2.35)
Here the rst summand is a homogeneous polynomial of degree p, as laimed. The
remaining summands are ertainly of lower degree, beause eah cl(ξb) is of degree
one and taking the partial derivatives an only lower the degree.
After these preparations we dene the lassial limit along a ray in the following
way.
Denition 2.6. Let ρ : K → U(V ) be a non-trivial, irreduible, unitary represen-
tation of a semisimple, ompat Lie group K on a nite-dimensional vetor spae V
orresponding to the highest weight λ.
We all a sequene (ρn : K → U(Vn))n∈N∗ of irreduible, unitary representations,
eah ρn orresponding to the highest weight n ·λ, the ray through ρ. For simpliity,
we shall always assume that ρ1 = ρ.
Let ξH ∈ T (g) be an abstratly hermitian operator and ξ1, . . . , ξk be a basis of ik.
We have a unique deomposition into monomials of ξH =
∑
j ajξj1 ⊗ · · · ⊗ ξjd(j),
where eah aj is a omplex number. (Keep in mind that these are not monomials
in the usual sense beause of the non-ommutativity.)
Denition 2.7. The n-th approximation of the lassial limit is
cln(ξH) =
∑
j
aj
1
nd(j)
1
N
r˜n(ξj1 ⊗ · · · ⊗ ξjd(j))(N). (2.36)
Here r˜n is dened as in (2.25) and (2.27) with respet to the representation ρn, i.e.
we substitute every λj in the resulting polynomials by n · λj.
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Theorem 2.8. Along a ray through the non-trivial, irreduible representation ρ the
n-th approximations of the lassial limit onverge to the lassial limit uniformly
on ompat subsets of U−.vmax for every xed ξH ∈ T (g), i.e.
cln(ξH)→ cl(ξH) uniformly on ompat subsets, as n→∞. (2.37)
Proof. Deompose ξH into its homogeneous parts:
ξH =
∑
j
ξj (2.38)
where eah xj is homogeneous of degree j. Sine ρ is a non-trivial representation,
at least one λj in the deomposition λ =
∑
j λjfj is not zero. Beause ξH has only
a nite degree, the onditions of Theorem 2.5 are satised for all n suiently big.
Applying this theorem to eah monomial in every ξj implies
cln(ξj) = cl(ξj) +
1
n
(terms of lower degree). (2.39)
It follows that for any ompat set M
cln(ξH)(x)→ cl(ξH)(x) as n→∞ (2.40)
for all x ∈ M uniformly.
This ompletes the onstrution of the lassial limit as a mathematial limit. The
reader might wonder whether the onvergene on a dense, open subset of Z sues.
Note that cl is dened on the whole of Z, but our U− hart is not. Unfortunately,
it is not lear that every approximation an be extended to Z, but nevertheless the
limit does extend ontinuously.
Let us now disuss the proedure a more abstratly. The main step is the sub-
stitution of r˜ for r in the denition of the lassial limit. After this, the other
theorems follow from Theorem 2.3. But what are these deformed vetor elds r˜(ξ)?
In a way this is at least in a formal sense similar to a onnetion in a line bundle
plus multipliative funtion, like in geometri quantization. Indeed, we have a line
bundle here. It is the tautologial bundle V \{0} → P(V ) restrited to K.[vmax].
Furthermore, the U−-orbit an be thought of as a setion of this bundle over the
dense open set U−.[vmax]. Sine U− is biholomorphi to some Cp, we get a hart for
the bundle here. In this hart r˜ is in fat just a onnetion plus a multipliative
part.
A visualization of the situation is provided by Figure 2.1. Here we see the origin
in V and vmax. Sine K ats unitarily, the K-orbit preserves the metri and is
drawn as a irular ar. The U−-orbit is non-ompat and drawn as a very at
parabola. If we look at this in P(V ), we see that the U−-orbit is not a global setion
of the tautologial bundle beause the horizontal axis has no intersetion with the
U−-orbit.
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K-orbit
0
U--orbit
vmax
Figure 2.1: A piture of the U−-setion.
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3 Spectral Statistics of Simple
Hamiltonian Operators
The spetral statistis of simple Hamiltonian operators, i.e., the nearest neighbor
statistis for elements of some semi-simple Lie algebra, are disussed in this hapter.
The main interest is in the behavior of the spetral statistis in irreduible repre-
sentations as the dimension goes to innity. Thereafter, the notion of resaling is
introdued and some onsequenes of the hoie of resaling are given.
3.1 A Convergence Theorem for Simple Operators
In this setion we give an estimation on the number of weights of irreduible rep-
resentations and in ertain ases dedue from it the onvergene of the spetral
statistis for simple operators.
Here K always denotes a semi-simple, ompat Lie group with a xed maximal
torus T and a xed notion of positivity of roots. We write W for the Weyl group of
K with respet to T . Further, let G be the omplexiation of K and denote the
orresponding Lie algebras by g and k. For any hermitian matrix A we write µA for
the nearest neighbor statistis of A, i.e.,
µA := µ(X(A)) (3.1)
as dened in (6.30). If U is a unitary matrix we will write µU for the nearest neighbor
statistis of unitary matries (6.37), i.e.
µU := µc(X(A)). (3.2)
It is lear by the subsript whih kind of statistis is meant, so we use the same
abbreviation.
We start with a lemma.
Lemma 3.1. Let ρλ : K → U(Vλ) be an irreduible, unitary representation with
highest weight λ. Let λ =
∑
λjfj be the deomposition of λ into the basis of fun-
damental weights fj. Then the number nλ of possible weights of ρλ is bounded as
follows
nλ ≤ ord(W ) ·
∏
j
(λj + 1). (3.3)
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Proof. Starting from λ we get all other weights by subtrating multiples of the roots.
The lattie of roots is a sublattie of the lattie of weights, so we an reah every
weight by subtrating multiples of the fundamental weights fj .
There are at most
∏
j(λj+1) of the suh possible substrations that give positive
weights and every weight is in the W -orbit of a positive weight, whih has at most
|W | elements.
Now we give a rough estimate for the dimension of an irreduible representation.
Lemma 3.2. Under the assumptions of Lemma 3.1 we have the following inequality
for the dimension of ρλ:
dim ρλ ≥
∏
α∈Π+,〈λ,α〉>0
〈λ, α〉
〈δ, α〉 , (3.4)
where Π+ denotes the set of positive roots and δ = 1
2
∑
α∈Π+ α.
Proof. Weyl's dimension formula reads
dim ρλ =
∏
α∈Π+
〈δ + λ, α〉
〈δ, α〉 =
∏
α∈Π+
(
1 +
〈λ, α〉
〈δ, α〉
)
. (3.5)
Now, 〈λ, α〉 ≥ 0 and 〈δ, α〉 > 0 for all positive roots α. Thus, the inequality is
lear.
We write δDirac for the Dira measure with mass 1 at 0 and apply these lemmas
to the situation of Chapter 2 where we looked at rays to innity.
Theorem 3.3. Let ρ : K → U(V ) be an irreduible representation with highest
weight λ =
∑
λjfj and the sequene (ρn : K → U(Vn))n∈N∗ be a ray through ρ.
If r := rank(K) ≥ 2 and
r < #{α ∈ Π+ : 〈α, λ〉 > 0} (3.6)
then for every ξ ∈ ik\{0}
µρ
∗,mλ(ξ) → δDirac in dKS, as m→∞. (3.7)
Proof. Let ξ ∈ ik be given. The element iξ ∈ k is onjugated to an element η ∈ t =
Lie(T ). We will show that
pm :=
number of (dierent) eigenvalues of ρ∗,mλ(η)
dim ρmλ
→ 0 (3.8)
as m→∞. This implies the onvergene to δDirac sine the value of lims→0
∫ s
0
dµA
is
1− number of (dierent) eigenvalues
number of rows of A
(3.9)
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for any hermitian matrix A by the denition of the nearest neighbor statistis. Thus,
µρ
∗,mλ(ξ) has mass 1− pm at zero, whih proves the onvergene.
It remains to show the laim about pm. To do so, note that the eigenvalues of
ρmλ(ξ) are just the values of the weights of the representation evaluated at ξ. So,
it is suient to prove that the ratio of the dierent weights and the dimension of
ρmλ onverges to zero.
To show this we ombine the inequalities of Lemma 3.1 and 3.2, but rst we
simplify the notation a bit. We denote by Q the set of α ∈ Π+, suh that 〈α, λ〉 > 0
and by q the ardinality of Q. Finally, the number of dierent weights in ρmλ is
nmλ.
We obtain
nmλ
dimρmλ
≤
(
ord(W ) ·∏rj=1(λj + 1))mr(∏
α∈Q
〈λ,α〉
〈δ,α〉
)
mq
= c(λ)mr−q. (3.10)
Here c(λ) is a onstant, depending only on λ, and, sine r < q by the hypothesis,
the ratio onverges to zero as promised. This proves the theorem.
Remark 3.4. The number q in the above proof is the omplex dimension of the
oadjoint orbit through λ, i.e., the omplex dimension of the lassial phase spae
in the lassial limit of Chapter 2.
Corollary 3.5. The onditions of the above theorem will be automatially satised
if K is simple, rankK ≥ 2, and λ lies in the interior of the Weyl hamber.
Proof. First, we remark that r equals the number of positive roots for any represen-
tation whose highest weight is in the interior of the Weyl hamber, sine the interior
is dened by the ondition 〈λ, α〉 > 0 for every simple root α. But positive roots
are positive integer ombinations of simple roots 〈λ, α〉 > 0 for all positive roots α.
This ompletes the proof.
We now give another orollary.
Corollary 3.6. Under the assumptions of the theorem let t1, . . . , tp ∈ g be given
suh that ξ = t1 ⊗ · · · ⊗ tp ∈ T (g) is abstratly hermitian in the sense of denition
6.10. Furthermore, let ρ∗,mλ be the indued Lie algebra representation with highest
weight mλ extended to the full tensor algebra. Then
µρ
∗,mλ(ξ) → δDirac weakly as m→∞, (3.11)
if p · r < #{α ∈ Π : 〈α, λ〉 > 0}.
Proof. We an assume without loss of generality that all tj are always represented
as diagonal matries and we proeed by indution. From (3.10) it follows that for
eah tj the number of its eigenvalues nj,mλ divided by the dimension is smaller than
c(λ)mr−q. But the maximal number of eigenvalues in a produt of diagonal matries
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is just the produt of the number of eigenvalues of eah matrix. Thus, we have a
numerator mrp here instead of mr in (3.10). But by assumption rp < q, i.e. the
number of eigenvalues of the produt divided by the dimension is dereasing faster
than 1/m.
This proves the orollary.
3.2 Rescaling
In this setion we disuss the notion of resaling. This onept appeared already
in Chapter 2. There the lassial limit along rays (ρm : K → U(Vm))m∈N∗ through
a given representation ρ was onsidered and the saling was given by substituting
1
m
ξj for ξj. Sine we are interested in the problem of saling in general, we dene
the notion of a resaling map abstratly.
Let U(g) denote the universal enveloping algebra of g and † the formal adjoint
(f. Appendix). We hoose a xed basis ξ1, . . . , ξn of g and write the elements of
U(g) as ordered polynomials in the ξj. Furthermore the multiindex notation ΞI will
be used for ξi11 . . . ξ
in
n .
The basi problem an be seen if one onsiders the hermitian operators ξ and ξη in
a sequene of irreduible representations. As the dimensions of the representations
inrease the maximal eigenvalues of ξη will in general grow faster than those of ξ.
In priniple, we would like the rate of growth to be the same, inluding the option
of no growth at all. This motivates the following denition.
Denition 3.7. A resaling map rρ for the irreduible representation ρ : K →
U(V ) is given by a map
rρ : U(g)→ U(g),
∑
aIΞ
I 7→
∑ 1
s|I|
aIΞ
I , (3.12)
where s a positive integer number.
Lemma 3.8. Every resaling map rρ is linear, injetive and ompatible with †.
Proof. This follows diretly from the denition of rρ.
Of all possible salings the most natural one is the saling by inverse dimension
sine we have no other natural quantity assoiated to arbitrary sequenes of irre-
duible representations.
Denition 3.9. Let Irr(K) denote the set of equivalene lasses of irreduible, uni-
tary representations of K. The resaling by inverse dimension is the family of
resaling maps (iρ)ρ∈Irr(K) given by
iρ : U(g)→ U(g),
∑
aIX
I 7→
∑ 1
(dim ρ)|I|
aIX
I
(3.13)
for eah ρ ∈ Irr(K).
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If we are onsidering rays through a xed irreduible representation with highest
weight λ, then we have another natural quantity: the parameter m for eah ρmλ.
Denition 3.10. Let ρ : K → U(V ) be an irreduible representation with highest
weight λ =
∑
λjfj and the sequene (ρm : K → U(Vm))m∈N∗ be a ray through ρ.
The resaling by inverse parameter is the family of resaling maps (pρmλ)
given by
pρm : U(g)→ U(g),
∑
aIX
I 7→
∑ 1
m|I|
aIX
I . (3.14)
3.2.1 Rescaling and Spectral Statistics
In the rst setion we onsidered simple operators only, i.e. Lie algebra elements.
Resaling has no eet in this ase sine for any self-adjoint matrix A and any c > 0
µA = µc·A. (3.15)
But resaling has an eet if we onsider operators whose monomial parts have
dierent degrees, e.g.
ξ + η2 ∈ U(g). (3.16)
Reall that for a highest weight λ the set Q is dened as Q = {α ∈ Π+ : 〈α, λ〉}
and q = #Q. We state the following lemma:
Lemma 3.11. Let ξH =
∑
I aIΞ
I ∈ U(g) be given with ξ†H = ξH and onsider the
ray (ρm : K → U(Vm))m∈N∗ through an irreduible representation ρ : K → U(V ) of
highest weight λ.
Then
‖ρ∗,m(iρm(ξH))‖End(Vm) ≤ c1(λ)
∑
I
|aI |c2(λ)|I| ·m|I|−q|I| (3.17)
where the cj(λ) are onstants depending only on λ and ‖·‖End(Vm) denotes the operator
norm on End(Vm).
Proof. We use the expliit onstrution of irreduible representations by Borel-Weil.
For this let
Sj = (s
(j)
1 , . . . , s
(j)
d(j)), j = 1, . . . , r (3.18)
denote a basis of the j-th fundamental representation. These are holomorphi se-
tions in a holomorphi line bundle
Lj → G/B (3.19)
where B is a Borel subgroup of G and L = G×χ
j
C, suh that χj : B → C is the ex-
ponentiated harater of the fundamental weight λj. The irreduible representation
with highest weight λ is then given by the ation on setions of the line bundle
L = L⊗λ11 ⊗ . . .⊗ L⊗λjj → G/B. (3.20)
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By the theorem of Borel-Weil the tensors of the form
SI11 ⊗ . . .⊗ SIrr , (3.21)
with I1, . . . , Ir multiindies of degree |Ij| = λj onstitute a generating system of the
spae of setions.
Without loss of generality we may take a basis ξ1, . . . , ξn of g, suh that ξ1 is
represented by a diagonal hermitian matrix of spetral norm 1 in every fundamental
representation. Sine the operator norm is equal to the spetral norm, we wish to
give an estimate for the maximal absolute value of an eigenvalue of ξ1 in ρ∗,λ.
But on the generating system of vetors given by (3.21) the ation is on eah
fator separately, so we have
‖ρ∗,λ(ξ1)‖ 6 λ1 + . . .+ λr =: |λ|. (3.22)
Clearly, the same argument an be arried out for ξ2, . . . , ξn. So we have the following
estimate
‖ρ∗,m(ξj)‖ 6 m(λ1 + . . .+ λr) = m|λ| (3.23)
for all j = 1, . . . , n.
Now, onsider γ =
∑
I aIX
I
. Then
‖ρ˜∗,m(iρm(γ)t)‖End(Vm) 6
∑
I
1
(dim ρk)|I|
‖ρ∗,m(ξ1)‖i1End(Vm) · . . . · ‖ρ∗,m(ξn)‖inEnd(Vm).
(3.24)
Using the estimates given by (3.23) and Lemma 3.2, we see that
‖ρ˜∗,m(iρm(γ)t)‖End(Vm) ≤
∑
I
|aI |
C ·mq|I|m
|I| · |λ||I| = C ′
∑
I
|aI ||λ||I|m|I|−q|I|, (3.25)
where C and C ′ are onstants depending only on λ, whih ompletes the proof.
We use this lemma to prove the following theorem.
Theorem 3.12. Consider the ray (ρm : K → U(Vm))m∈N∗ through an irreduible
representation ρ : K → U(V ) of highest weight λ and assume q > 2.
Then for all ξH = η +
∑
|I|≥2 aIΞ
I ∈ U(g) with η ∈ g\{0} and ξ†H = ξH
dKS(µρ∗,m(iρm (ξH )), µρ∗,m(η))→ 0 as m→∞. (3.26)
Proof. We laim, that
lim
m→∞
(dimVm) ·
∥∥∥∥∥∥ρ∗,m

iρm

∑
|I|≥2
aIΞ
I




∥∥∥∥∥∥
End(Vm)
= 0. (3.27)
26
3.2 Resaling
This implies the theorem, beause the nearest neighbor statistis for hermitian ma-
tries are saling invariant, i.e.
µ(dimVn)ρ∗,m(ξH ) = µρ∗,m(ξH ) (3.28)
and (dimVm)ρ∗,m(iρmη) = ρ∗,m(η). Thus,
lim
m→∞
‖(dimVn)ρ∗,m(iρm(ξH))− ρ∗,m(η)‖End(Vm) = 0. (3.29)
It remains to proof (3.27). But by (3.25) we obtain
(dimVm)
∑
|I|≥2
aI
∥∥ρ∗,m (iρm (ΞI))∥∥End(Vm) ≤ C∑
I
|aI ||λ||I|m|I|−(q−1)|I|, (3.30)
where C is a onstant. Sine λ is xed and q > 2 the right hand side onverges to
zero.
So, we only have to study the onvergene of µρ∗,m(η) to gain information about
the onvergene of the nearest neighbor distribution of the whole operator under
resaling by inverse dimension. For example, we may use Theorem 3.3.
3.2.2 Rescaling and exp
Resaling an aet the limit measure of exponentiated operators as shown in the
following lemma.
Lemma 3.13. Let ρk : K → U(Vk), k ∈ N, be a sequene of irreduible, unitary
representations and γ ∈ U(g) with γ† = γ.
Let us assume that
lim
n→∞
‖ρ˜∗,k(rρk(γ)t)‖End(Vk) = 0 for all t > 0, (3.31)
where ‖ · ‖End(Vk) denotes the operator norm on End(Vk).
Then µexp(ρ
∗,k(rρk (γ))t)
does not onverge to any Borel measure µ on the positive
real line with ∫ 1
2π
0
dµ < 1 (3.32)
as n goes to innity for any t > 0. In partiular it does not onverge to µPoisson or
µCUE.
Proof. For simpliity set γk = rρk(γ) and let t > 0 be xed. Now by (3.31) we see
that starting from a suiently large k0 the spetrum of ρ∗,k(γk)t is in the interval
[−π,−π].
Now we may onsider a subsequene of ρkj suh that the spetrum of ρ∗,k(γk)t is
in the interval ] − 1
2j
,− 1
2j
[. Analogously to the ounterexample in Remark 6.28 in
Chapter 6, one proves that a limit measure must neessarily have the whole mass
between 0 and 1/2π.
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The following theorem states that resaling by inverse dimension will destroy
onvergene to µPoisson in many ases.
Theorem 3.14. Choose a xed irreduible, unitary representation ρλ : K → U(Vλ)
with highest weight λ, where λ = λ1f1 + . . .+ λrfr is the deomposition into funda-
mental weights with every λj > 0.
Let rank(g) > 2 and assume that at least two fj are positive. Then for every
γ ∈ U(g) without onstant term
lim
k→∞
‖ρ˜∗,k(iρk(γ)t)‖End(Vk) = 0 for all t > 0, (3.33)
where ρk : K → U(Vk) is an irreduible representation with highest weight k · λ and
‖ · ‖End(Vk) is the usual operator norm in End(Vk).
Proof. Apply Lemma 3.11 and note that the right hand side of (3.17) onverges to
zero.
Corollary 3.15. Under the above assumptions µexp(ρ
∗,k(rρk (γ))t)
does not onverge to
the measures µPoisson or µCUE.
Proof. This follows from Lemma 3.13, sine we proved that (3.31) is fullled.
Remark 3.16. Note that there is an obvious ounterexample to Theorem 3.14 if the
rank of g is 1. Namely, the irreduible representation of sl(2,C) on the homogeneous
polynomials in two indeterminates.
Take ξ = diag(1,−1). Then ‖ρk(ξ)‖Vk = k where Vk is the vetor spae of
homogeneous polynomials of degree k. Therefore dim ρk(ξ) = k + 1. We see that
‖ρk(rk(ξ))‖Vk =
k
k + 1
→ 1. (3.34)
The reader may wonder what happens in the ase of the resaling by inverse pa-
rameter as in Chapter 2. There is no analogue of Theorem 3.14 in this ase, beause
the denominator in (3.24) sales like the numerator, so there is no onvergene to
zero.
In fat, the statements of this hapter an be made more general by allowing
resaling maps whih derease operators faster than the resaling by inverse param-
eter. The theorems will still be true in this ase, although some orretions to the
onstants will be required.
28
4 Spectral Statistics of Generic
Hamiltonian Operators
Having studied the spetral statistis of simple Hamiltonian operators, i.e., simple
polynomials of Lie algebra elements in irreduible representations, we are now
interested in more ompliated operators.
In Chapter 2 polynomials in some basis of the Lie algebra were onsidered,
whih gave rise to Hamiltonians. But for a more analyti treatment of the matter,
we investigate the spetral statistis in a ompletion of the polynomial algebra. Note
that suh a ompletion was already impliitly used in [GHK00℄, where the authors
used the sine of a Lie algebra element.
Thereafter we will dene the notion of a generi Hamiltonian operator and prove
that the irreduible representations of the ows through the generi operators have
spetral statistis onverging to µPoisson under speial assumptions on the dimensions
of the representation spaes.
We will use the following notation throughout this hapter. Let K denote a om-
pat semi-simple Lie group with omplexiationG. The orresponding Lie algebras
are alled k and g. Every representation of K will be assumed to be ontinuous,
nite-dimensional and unitary. The K-invariant inner produt will be denoted by
〈·, ·〉 without putting the representation spae into the notation. It will be lear by
the arguments or by the ontext whih representation spae is meant.
4.1 Topology and Completion of U(g)
In this setion we introdue a topology on the universal enveloping algebra U(g)
and omplete it to a Fréhet spae. To do so, hoose a basis ξ1, . . . , ξn of g. By the
Poinaré-Birkho-Witt Theorem we have a vetor spae isomorphism
ψ : C[X1, . . . , Xn]→ U(g) (4.1)
given by substituting ξi for Xi in every polynomial p in whih we have ordered the
indeterminates in eah monomial lexiographially. Note that this ordering is ne-
essary sine ψ is only a vetor spae isomorphism, but not an algebra isomorphism.
We use ψ to give a topology to U(g) by the natural embedding of C[X1, . . . , Xn]
into the algebra of holomorphi funtions O(Cn).
It is a well-known fat that O(Cn) is a Fréhet spae with respet to the topology
of uniform onvergene on ompat subsets of Cn. If we hange the basis of g to
η1, . . . , ηn we obtain a priori another ompletion of C[X1, . . .Xn]. But hanging the
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basis is nothing more than a linear hange of oordinates, yielding an indued linear
homeomorphism of Fréhet spaes. So, a dierent hoie of basis does not hange
the topology.
Remark 4.1. If a sequene of holomorphi funtions on Cn onverges to zero in
the Fréhet topology, then the suprema of the oeients in the Taylor expansion
around the origin also onverge to zero.
Proof. Let (fj)j∈N be a sequene of holomorphi funtions with Taylor expansion
fj =
∑
I a
(j)
I X
I
, where I is a multiindex with the usual onventions.
By the general Cauhy integral formula in several variables we see that
a
(j)
I =
1
(2πi)n
∮
ζ∈∂P
fj(ζ)
ζI+(1,...,1)
dζ, (4.2)
where P is the unit polyylinder in Cn and ∂P its distinguished boundary. From
this we obtain
|a(j)I | 6 sup
ζ∈∂P
|fj(ζ)|. (4.3)
The right hand side does not depend on I, so the inequality holds for the supremum
of the |a(j)I | for a xed j, but the fj onverge uniformly on ompat sets, espeially
on ∂P .
Let ρ∗ : g → End(V ) be an irreduible representation on a nite-dimensional
omplex vetor spae V . This map extends to an irreduible representation of U(g),
whih we will again all ρ∗.
Proposition 4.2. The map ρ∗ : U(g)→ End(V ) extends to a ontinuous, surjetive,
linear map
ρ˜∗ : O(Cn)→ End(V ) (4.4)
with respet to the above ompletion of U(g), where the topology on End(V ) is given
by the operator norm with respet to some norm on V .
Proof. Let f =
∑
aIX
I ∈ O(Cn) be given. We dene
ρ˜∗(f) =
∑
aIρ∗(ξ1)i1 . . . ρ∗(ξn)in. (4.5)
By the basi inequality for the operator norm
‖AB‖ 6 ‖A‖ · ‖B‖ ∀A,B ∈ End(V ) (4.6)
it follows that
‖aIρ∗(ξ1)i1 . . . ρ∗(ξn)in‖ 6 |aI |bi11 . . . binn (4.7)
for bi := ‖ρ∗(ξi)‖. This series is onvergent sine f ∈ O(Cn). Moreover, ρ˜∗ is linear.
To show the ontinuity, it sues to show that ρ˜∗ is ontinuous at zero. So let
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(fj)j∈N be a sequene of holomorphi funtions on Cn onverging to zero uniformly
on ompat subsets. We must show that
lim
j→∞
ρ˜∗(fj) = 0, (4.8)
but this is the laim that
‖
∑
a
(j)
I ρ∗(ξ1)
i1 . . . ρ∗(ξn)
in‖ → 0. (4.9)
Note that
‖
∑
a
(j)
I ρ∗(ξ1)
i1 . . . ρ∗(ξn)in‖ 6
∑
|a(j)I |bi11 . . . binn . (4.10)
Again the right-hand side onverges to zero beause the ξi an be hosen suh that
|bi| 6 12 for all i ∈ {1, ., , n}, and the right-hand side is less or equal to
sup |a(j)I |
∑ 1
2|I|
, (4.11)
whih onverges to zero aording to Remark 4.1. We an then sale bak to the
original ξi, whih is just an isomorphism of Frehét spaes.
To see that ρ˜∗ is surjetive we use the Lemma of Burnside whih states that
ρ∗ : U(g)→ End(V ) is already surjetive.
4.2 A Notion of Hermitian Operators for O(Cn)
In the following a notion of self-adjointness or hermitian operators for O(Cn) will
be required. For this we will extend the denition of † on U(g) by ontinuity.
Lemma 4.3. The map † extends to a ontinuous involution of O(Cn).
Proof. We hoose a basis of g in the following way. First, x a maximal torus t in
g. Let τ1, . . . , τr be a basis of the torus suh that τ
†
i = τi for all i. Then hoose a
system Π of positive roots and a basis ξα of the root spaes gα for α ∈ Π suh that
ξ†α = ξ−α. (4.12)
With this basis, † operates on the basis elements just by permutation.
Let f =
∑
I aIX
I
be in O(Cn). We dene f † :=∑I a¯I(XI)†. Clearly, f † is again
everywhere onvergent beause we just hanged the order of the summation and
onjugated eah oeient.
Let (fj)j∈N be a sequene of holomorphi funtions on Cn onverging to zero
uniformly on ompat subsets. To show that † is ontinuous, we must show that
lim
j→∞
(f †j ) = 0. (4.13)
But sine in eah f †j we have only hanged the order of the summands and onjugated
to oeients, this is also a series of holomorphi funtions onverging uniformly on
ompat subsets.
As stated before, the hoie of basis has no eet on the topology.
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We dene the notion of an abstratly hermitian operator as follows.
Denition 4.4. f ∈ O(Cn) is alled an abstratly hermitian operator if f † = f .
The set of all abstrat hermitian operators is denoted by H.
Note that this denition is ompatible with the one given for the tensor algebra
in the Appendix.
Remark 4.5. H is a losed subspae of O(Cn) and as suh is a Fréhet spae.
Proof. The linear map † − idO(Cn) is ontinuous and H is its kernel.
Lemma 4.6. Let ρ : K → U(V ) be an irreduible unitary representation and ρ∗ :
U(g) → End(V ) the indued representation with extension ρ˜∗ : O(Cn) → End(V ).
Then the restrition of ρ˜∗ to H is surjetive onto the subspae of self-adjoint linear
operators of V .
Proof. For A ∈ End(V ) we denote by A† the onjugate transpose of A. We remark
that by the denition of † we have
ρ∗(ξ)† = ρ∗(ξ†) ∀ξ ∈ g. (4.14)
Therefore
ρ∗(H ∩ U(g)) ⊂ self-adjoint operators in End(V). (4.15)
To show that the restrition is surjetive, onsider a self-adjoint operator A ∈
End(V ). Sine ρ∗ is surjetive, we nd an α ∈ H ∩ U(g), suh that ρ∗(α) = A. By
(4.14) it follows that
ρ∗(α
†) = ρ∗(α)
† = A† = A. (4.16)
Therefore we see that
ρ∗
(
1
2
(α + α†)
)
=
1
2
ρ∗(α) +
1
2
ρ∗(α
†) =
1
2
A +
1
2
A = A. (4.17)
But
1
2
(α + α†) ∈ H ∩ U(g), (4.18)
so the restrition of ρ˜∗ to H is surjetive.
4.3 Examples of Convergence
In this setion we will give a lass of examples for the onvergene of nearest neigh-
bor statistis of abstratly hermitian operators in suitable sequenes of irreduible
representations.
Before these examples are onsidered we briey disuss the eet of holomorphi
maps on operators. Consider a holomorphi map f : C→ C. It indues a map
f˜ : O(Cn)→ O(Cn), g 7→ f ◦ g. (4.19)
Let ρ : K → U(V ) be an irreduible representation and ξ ∈ O(Cn) be a xed
operator. We are interested in the spetrum of ρ˜∗(f˜(ξ)).
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Remark 4.7.
Spec(ρ˜∗(f˜(ξ))) = f( Spec(ρ˜∗(ξ)) ). (4.20)
Proof. Let
∑
j bjz
j
be the power series expansion for f at zero. Sine ρ˜∗ is ontinu-
ous, it follows that
ρ˜∗(f˜(ξ)) =
∑
j
bj ρ˜∗(ξ)j. (4.21)
Conjugating ρ˜∗(ξ) to a diagonal matrix and inserting in the above equation gives
then the desired result.
Theorem 4.8. Let (ρm : K → U(Vm))m∈N be a sequene of irreduible represen-
tations with stritly inreasing dimension. Assume that ξ ∈ H has the following
properties:
1. Every eigenvalue of ρ˜∗,m(ξ) has multipliity one.
2. S :=
⋃
m∈N Spec(ρ˜∗,m(ξ)) is a disrete subset of R.
Then for every absolutely ontinuous measure µ on R+ with
∫∞
0
xdµ ∈ [0, 1] there
exists a funtion f ∈ Hol(C) and a subsequene (ρmk : K → U(Vmk))k∈N suh that
η := f(ξ) satises
dKS(µρ˜∗,mk (η), µ)→ 0 as k →∞. (4.22)
Proof. We begin by hoosing a subsequene ρmk in the following way. First, we set
rm1 = ρ1 and proeed indutively by requiring that
Nk+1 := dim ρmk+1 ≥ k(dim ρmk + 2). (4.23)
Without loss of generality we assume that N1 ≥ 3 and nd an N1-tuple X1 suh
that
dKS(µ(X1), µ) ≤ 2
N1
. (4.24)
We now proeed indutively again, i.e. by Corollary 6.25 in the Appendix, there
is an Nk+1-tuple Xk+1 that ontains the Nk-tuple Xk as subset suh that
dKS(µ(Xk+1), µ) ≤ Nk + 2
Nk+1
≤ 1
k
, (4.25)
where the last inequality follows from (4.23).
Elementary omplex analysis yields that there exists a holomorphi funtion f :
C→ C, suh that
f( Spec(ρ˜∗,mk(ξ)) ) = Xk ∀k ∈ N, (4.26)
sine S is a disrete subset in R and eah Xk ⊂ Xk+1. By (4.20) it follows that
Spec(ρ˜∗,mk(f˜(ξ))) = Xk ∀k ∈ N. (4.27)
Thus, η = f˜(ξ) has the property
dKS(µρ˜∗,mk (η), µ)→ 0 as k →∞. (4.28)
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Operators ξ with the above properties will in general exist for every ray of irre-
duible representations. One strategy of produing them goes as follows:
Start with an operator ξ of degree 2 that fullls ondition 1. Suh operators an be
found for every simple group K and should exist in general. We now fore ondition
2 to hold by adding Casimir operators to ξ. Reall that Casimir operators at by
salar multipliation so they just add these salars to the eigenvalues. If these salars
inrease quikly enough, the spetra of ξ along the irreduible representations will
lie in disjoint intervals and onsequently ondition 2 is satised.
The problem is that the operator ξ depends on the group K and we do not know if
there is an abstrat way of giving examples. So we will give here an example for K =
SUn for the ray of irreduible representations through the standard representation.
Proposition 4.9. Let (ρm : SUn → U(Vm))m∈N be the sequene of irreduible rep-
resentations on the homogeneous polynomials of degree m in C[x1, . . . , xn].
Then there exists an operator ξ ∈ U(g) that satises the onditions of Theorem
4.8.
Proof. Let αj denote the n × n-matrix with 1 in the j-th diagonal omponent and
−1 in the (j+1)-th diagonal omponent. Every other omponent should be equal to
zero. These matries form a basis for the standard maximal torus in SLn(C) = SU
C
n .
They also dene a system of simple roots (f. the tables in Appendix C of [Kna02℄).
The operation of αj on the homogeneous polynomial x
a1
1 . . . x
an
n of degree m is
given by
ρ∗,n(αj).x
a1
1 . . . x
an
n = (aj − aj+1)xa11 . . . xann . (4.29)
Therefore, the largest eigenvalue of ρ∗,nαj is m and the smallest −m and every other
eigenvalue is an integer number in-between these extremes. Now, we onsider the
operator ξ =
∑
cjαj, where the cj are real onstants with 0 < cj <
1
n
and whih
are linearly independent over Q. Thus, ρ∗,m(ξ) is represented as diagonal matrix
and has eigenvalues with multipliity greater than 1, sine otherwise there would
exist a linear relation between the cj over Q. Note that by the hoie of the cj the
eigenvalues of ξ are still in the interval [−m,m].
By now ξ satises ondition 1 of Theorem 4.8 and we will now add the Laplae
operator to ξ to guarantee that ondition 2 holds. For this, let Ω ∈ U(sln(C)) be the
Laplae operator assoiated to sln(C). It ats on the homogeneous polynomials of
degree m by rΩ,m := 〈mλ,mλ+2δ〉Kil, where λ is the highest weight of the standard
representation of SUk, δ denotes the half sum of positive weights and 〈·, ·〉Kil denotes
the Killing form. It follows that
rΩ,m+1 − rΩ,m = 〈λ, λ+ 2δ〉Kil +m〈λ, λ〉Kil +m〈λ, λ+ 2δ〉Kil. (4.30)
Choosing a onstant b suh that
b(rΩ,m+1 − rΩ,m) ≥ 2m ∀ m ∈ N∗ (4.31)
yields that
ξ′ := bΩ +
∑
j
cjαj (4.32)
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fullls onditions 1 and 2 of Theorem 4.8.
4.4 Rational Independence of the Spectra in
Representations
In this setion we give a notion of generi operators in H.
Denition 4.10. An abstrat hermitian operator α ∈ H is alled generi if for
every irreduible representation ρ the eigenvalues of ρ˜ are linearly independent over
Q. We denote the set of generi operators in H by Hgen.
We start with the following theorem.
Theorem 4.11. The set of generi operators Hgen is dense in H.
Before the prove is given, we need to x the notation. The ordered tuple of
eigenvalues with multipliity of a hermitian matrix A will be denoted by X(A) and
the set of ordered n-tuples by Rnord.
Lemma 4.12. Let V be a unitary vetor spae of dimension n and Herm(V ) be the
real subspae of hermitian endomorphisms of V . For every λ ∈ (Qn)∗ the set
Sλ := {A ∈ Herm(V ) : λ(X(A)) = 0} (4.33)
is nowhere dense in Herm(V ).
Proof. Let λ ∈ (Qn)∗ be a non-zero linear form. The set λ−1(0) is a hyperplane in
Rn, thus nowhere dense. In follows that the intersetion of Rnord ∩ λ−1(0) is nowhere
dense in Rord.
Now, let us x a given point x ∈ Rnord. From linear algebra we know that the
set of hermitian operators with spetrum {x1, . . . , xn} is just the U(n) orbit under
matrix onjugation through the diagonal matrix
X = diag(x1, . . . , xn). (4.34)
Therefore, the set Rnord an be identied with Herm(V )/U(n) and the projetion
map p : Herm(V )→ Herm(V )/U(n) = Rnord is an open map.
Beause preimages of nowhere dense sets under open maps are nowhere dense,
the lemma is proved.
Proof. (Theorem 4.11) Sine ρ∗ : U(g) → End(V ) is an irreduible, nite-dimen-
sional representation, the indued mapping ρ˜∗ : H → Herm(V ) is a real linear,
surjetive mapping between Fréhet spaes. Therefore it is an open mapping by the
open mapping theorem.
So for any given non-zero linear from λ ∈ (QdimV )∗, the set
Mλ,ρ := {α ∈ H : X(ρ˜∗(α)) ∈ λ−1(0)} (4.35)
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is nowhere dense in H. Otherwise, we ould nd an inner point in this set, but
beause ρ˜ is an open mapping this would ontradit Lemma 4.12.
Thus, the set
M :=
⋃
ρ irrep. ,λ∈(QdimV )∗
Mλ,ρ (4.36)
ontains no inner point by Baire's ategory theorem, i.e. its omplement is dense.
It follows that Hgen is dense.
4.5 Ergodic Properties of Hgen
Before we ome to the main point of this setion, we have to reall some terminology
from ergodi theory. All details an be found in [Sin94℄ or [CFS82℄. We follow the
latter in terminology.
Let (X, µ) be a measure spae, where µ denotes the measure on some σ-algebra
in the power set of X . A measurable map f : X → X is alled an automorphism
of the measure spae (X, µ), if f is bijetive, f−1 is measurable again, and for all
measurable sets A ⊂ X , we have
µ(f(A)) = µ(f−1(A)) = µ(A). (4.37)
By a ow (ϕt)t∈R of the measure spae (X, µ), we mean a 1-parameter group of
automorphisms of (X, µ), i.e., a group homomorphism of R into the group of all
automorphisms of the measure spae (X, µ) suh that ϕ : R×X → X is measurable.
For us X will be an N-dimensional torus, i.e., X = [0, 1]N mod 1 and the measure
µ is the Haar measure on X , whih is equal to the Lebesgue measure here. We
onsider some N-tuple x = (x1, .., xn) suh that 0 < xi < 1 for all i ∈ {1, . . . , N}
and the xi's are linearly independent over the rational numbers. The map ϕt :
X → X, z 7→ z + t · xmod1 denes a group homomorphism R → Diff(X), t 7→ ϕt,
where Diff(X) denotes the group of dieomorphisms of X . It is a standard fat
from ergodi theory that (ϕt)t∈R is a ow of the measure spae (X, µ) (f. [CFS82℄)
Chapter 3, 1, Theorem 1).
A ow is alled ergodi if for every t 6= 0, the only invariant sets of ϕt have measure
either 0 or 1. We make use of the following
Theorem 4.13. (Birkho) Let (X, µ) be a measure spae with µ(X) = 1 and
(ϕt)t∈R be a ow of the measure spae (X, µ). Then for every integrable funtion
f : X → R,
f¯(y) := lim
t→∞
1
2t
∫ t
−t
f(ϕτ (y))dτ =
∫
X
f(x)dx (4.38)
for almost all y ∈ T with respet to µ.
It is a standard result of ergodi theory that (ϕt)t∈R is a uniquely ergodi ow,
i.e., f¯ is onstant, (f. [CFS82℄) Chapter 3, 1, Theorem 2).
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In this ase, we obtain the formula for the harateristi funtion χA of a measur-
able set A:
lim
t→∞
1
2t
∫ t
−t
χA(ϕτ (y))dτ = µ(A) ∀y ∈ X. (4.39)
Let us now onsider an element α ∈ Hgen and the indued irreduible, nite-dimen-
sional representation ρ∗ : U(g) → End(V ). Sine ρ˜∗(α) is a self-adjoint operator, it
follows that (exp(2πiρ˜(α)t))t∈R is a uniquely ergodi ow on the torus
T (V ) = closure({exp(2πiρ˜∗(α)t)|t ∈ R}). (4.40)
This torus depends on the starting diretion ρ˜∗(α), but we will in the following
always assume that we have onjugated it into a diagonal matrix. There is no loss of
generality beause we are only interested in the eigenvalues and they do not hange
under onjugation. Thus, we will just write TN for the N -dimensional torus, i.e.,
TN = {diag(e2πiφ1 , . . . , e2πiφN ) : φj ∈ [0, 1]}. (4.41)
4.6 The Sets BN
In this setion we will use the ergodi properties of Hgen in ombination with a
theorem of Chapter 5 to onnet the spetral properties of an abstrat hermitian
operator with the Poisson-statistis. For this we rst need to x some notation.
For a unitary automorphism A ∈ U(V ) of a nite-dimensional unitary vetor
spae V of dimension N we have the nearest neighbor statistis µc(X(A)) as dened
in Denition 6.26 of the Appendix. By µPoisson we denote the absolutely ontin-
uous probability measure on the positive real line with density funtion exp(−x)
with respet to the Lebesgue measure. Finally, let us write dKS(µ1, µ2) for the
Kolmogorov-Smirno distane (f. (6.39) in the Appendix).
The following theorem is analogous to the seond main theorem of [KS99℄ and is
the main result of Chapter 5.
Theorem 4.14. Let α > 0 be given. Then there exists an natural number N0 suh
that for every N ≥ N0∫
TN
dKS(µc(X(A)), µPoisson)dA <
1
eα
√
logN
. (4.42)
The rather tehnial proof is given in Chapter 5, f. Theorem 5.20.
Corollary 4.15. For all α ∈ R with α > 0 and any N ≥ N0 = N0(α) we have
dKS(µA, µPoisson) 6 e
− 1
2
α
√
log(N)
(4.43)
for all A in a set in TN of measure at least 1− e− 12α
√
log(N)
.
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Figure 4.1: A piture of B3.
Proof. Let us assume the ontrary, i.e., we assume that
dKS(µA, µPoisson) > e
− 1
2
α
√
log(N)
(4.44)
on a set M of measure at least e−
1
2
α
√
log(N)
. Then∫
M
dKS(µA, µPoisson)dHaar(A) > e
− 1
2
α
√
log(N)e−
1
2
α
√
log(N) = e−α
√
log(N). (4.45)
Sine the integrand is always positive, this is a ontradition to Theorem 4.14.
This motivates the following denition.
Denition 4.16. Let α > 0 be given. The set BN is given by
1
BN :=
{
B ∈ TN : dKS(µB, µPoisson) ≥ e− 12α
√
log(N)
}
. (4.46)
It is lear that BN depends on the hoie of α. However, for reasons of simpliity
we suppress this fat in the notation. In the following we will always assume that
the N are so large that Theorem 4.14 is valid, i.e. N ≥ N0 ≥ 2.
Let us now ollet some properties of BN . First of all, BN is not empty beause
the identity matrix EN is in BN . For this just reall that
∫ c
0
µPoisson is lose to zero
for small c and that
∫ c
0
dµEN = 1 for every non-negative c, so dKS(µEn, µPoisson) = 1.
Due to the fat that the map A 7→ dKS(µA, µPoisson) is ontinuous (f. Lemma
6.29), BN is losed and the identity matrix is an inner point as a onsequene of
ontinuity.
Moreover, BN is invariant under salar multipliation with z = e
iλ
, where λ ∈ R,
f. Chapter 6.
The set B3 for α =
4
3
is visualized by Figure 4.1. For the drawing, we have
disretized the torus T3 into a ubial lattie with 20×20×20 points and alulated a
1
The letter B in BN is not an abbreviation for big. In fat these sets are small.
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Figure 4.2: Pitures of B3 and B4 interseted with the hyperplane normal to the
diagonal.
disretized version of dKS for a grid size of 20 points. The axises show the oordinates
φ1, φ2 and φ3. The intersetion of B3 and the ubial grid is the drawn set of points.
The denition of the disretized version is given as Denition 5.7. One an see the
invariane under multipliation with eiφ here as invariane under diagonal shifts.
Thus, it is enough to know the sets BN only on that hyperplane whih is normal
to the diagonal and ontains the point
1
2
(1, . . . , 1), i.e., the hyperplane given by
a1φ1 + · · ·+ aNφN = N/2. (4.47)
Figure 4.2 shows these hyperplanes for N = 3, 4 parametrized by φ1, . . . , φN−1.
We now use the ergodi properties of Hgen to formulate our key lemma.
Lemma 4.17. Let γ ∈ Hgen and ρ : K → U(V ) be an irreduible, nite-dimensional,
unitary representation with dimV = N and denote the harateristi funtion of the
set BN by χ. Then
lim
t→∞
1
2t
∫ t
−t
χ(exp(2πiρ˜∗(γ)τ))dτ = volTN (BN ), (4.48)
where volTN (BN) denotes the measure of BN with respet to the Haar measure on
TN .
Proof. This is just the ergodi property of equation (4.39).
We would like to emphasize the role of t in the above lemma. Consider the set
R(N) dened by
R(N) = {t ∈ R : exp(2πiρ˜∗(γ)t ∈ BN}. (4.49)
Corollary 4.18. Under the assumptions of the above lemma
dKS(µexp(2πiρ˜∗(γ)t, µPoisson) < e
− 1
2
α
√
log(N)
(4.50)
for every t 6∈ R(N).
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Moreover R\R(N) has innite measure and he have the following estimation on
the size of R(N)
0 < lim
t→∞
1
2t
∫ t
−t
χR(N)(τ)dτ < e
− 1
2
α
√
log(N), (4.51)
where χR(N) denotes the harateristi funtion of R(N).
Proof. By virtue of equation (4.48) we obtain the orollary.
4.7 Convergence to µPoisson
From now on, onsider a sequene (ρk)k∈N of irreduible, unitary representations
ρk : K → U(Vk) suh that dk := dim(Vk) is inreasing. Before the main result an
be stated, it is neessary to introdue two rather tehnial onditions.
Denition 4.19. A sequene (ρk)k∈N is said to be of admissible growth, if there
exists an α > 0 suh that ∞∑
k=0
e−
1
2
α
√
log(dk) <∞. (4.52)
Denition 4.20. A generi hermitian operator γ ∈ Hgen is said to be admissible
of width ǫ for the sequene (ρk)k∈N, where 0 < ǫ < 1 if there exists a k0 and a t0
suh that for all t ≥ t0 and all k ≥ k0 the inequality∣∣∣∣vol(Bdk)− 12t
∫ t
−t
χBdk (exp(2πiρ∗,k(γ)τ)dτ
∣∣∣∣ < ǫ (4.53)
holds. Here χBdk denotes the harateristi funtion of the set Bdk as dened above.
Let us briey disuss these denitions. As will beome lear in the following
theorem the rst desribes a ondition on the growth of the dimensions dk. By a
diret alulation we see that the ondition requires dk to grow faster than e
( 2 log(k)α )
2
.
We will ome bak to this later.
The seond denition guarantees that we are outside the sets BN in eah repre-
sentation. For xed k the ondition an be fullled for every ǫ by Birkho's ergodi
theorem. But we require here that t0 as a funtion of k is bounded. So, ondition
(4.53) only fails, if ∣∣∣∣vol(Bdk)− 12t
∫ t
−t
χBdk (. . . )dτ
∣∣∣∣→ 1 (4.54)
is true. This will happen if the leaving time, i.e., the supremum of all t, suh that
exp(2πiρ∗,k(γ)τ) ∈ Bdk , onverges too rapidly to innity as funtion of k. In Lemma
3.13 we saw this kind of behavior. The reader may wonder if operators of width ǫ
do exist at all. But in Setion 4.3 we saw examples of operators γ whose nearest
neighbor statistis onverge to a given measure µ. Although the situation is a little
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dierent here, beause of the exponentiation, we ould use the proof of Theorem
4.8 to onstrut operators γ suh that exp(2πiρ˜∗,k) has nearest neighbor statistis
whih onverge to µPoisson. These γ have a leaving time less than 1 by onstrution.
Now we state our key theorem in this hapter.
Theorem 4.21. Let γ ∈ Hgen be admissible of width ǫ for a sequene (ρk : K →
U(Vk))k∈N of irreduible, unitary representations whih is of admissible growth. Then
for every ǫ′ > 0 there exists a set R = R(ǫ′) in R, suh that
lim
r→∞
1
2r
∫ r
−r
χR(x)dx ≤ ǫ+ ǫ′ (4.55)
and
µexp(2πiρ˜
∗,k(γ)t) → µPoisson as k →∞ (4.56)
for all t 6∈ R.
Before we prove the theorem, let us disuss the laim about the measure of R.
Any bounded set R is of this type, or any set of measure 0. But from the point of
view of perentage of real numbers, we prove that a fration of (1 − ǫ − ǫ′) of the
real numbers yields onvergene to µPoisson for the subsequene.
Proof. Aording to the ondition of (4.53), we nd a t0 suh that for all t ≥ t0 and
all k ≥ k0 ∣∣∣∣vol(Bdk)− 12t
∫ t
−t
χBdk (exp(2πiρ∗,k(γ)τ)dτ
∣∣∣∣ < ǫ. (4.57)
By the denition of admissible growth it follows that
∞∑
k=1
e−
1
2
α
√
log(dk) <∞. (4.58)
Thus for every ǫ1 > 0 we nd a natural number N0 = N0(ǫ1) suh that
∞∑
k=N0
e−
1
2
α
√
log(dk) < ǫ1. (4.59)
Now set
Rǫ1 =
∞⋃
k=N0
R(dk), (4.60)
where R(dk) = {t ∈ R : exp(2πiρ˜(γ)t ∈ Bdk}. We set Qǫ1 = R\Rǫ1 and note that
for all t ∈ Qǫ1
µexp(2πiρ˜
∗,k(γ)t) → µPoisson as k →∞. (4.61)
Now we have to show that Qǫ1 6= ∅.
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By enlarging N0 if neessary, we may also assume that k0 ≤ N0. We x an interval
[−t, t], where t ≥ t0, and obtain
2t(vol(Bdk)− ǫ) ≤ vol(R(dk) ∩ [−t, t]) ≤ 2t(vol(Bdk) + ǫ). (4.62)
Summing over all k ≥ N0 and applying (4.59) it follows that
vol(Rǫ1 ∩ [−t, t]) = vol(
⋃
R(dk) ∩ [−t, t]) ≤ 2t(ǫ1 + ǫ). (4.63)
We an hoose ǫ1 so small that ǫ1 + ǫ < 1. This yields
Qǫ1 ∩ [−t, t] 6= ∅. (4.64)
It remains to show (4.55). But sine (4.63) holds for all t ≥ t0:
vol(Rǫ1 ∩ [−t, t]) =
∫ t
−t
χRǫ1 (s)ds ≤ 2t(ǫ1 + ǫ). (4.65)
This ompletes the proof of the theorem.
Let us briey disuss this theorem. For every generi, admissible operator one
has onvergene of the nearest neighbor distributions for all t 6∈ R. But the reader
may wonder how restritive the ondition of admissible width is. This will depend
on the geometri struture of the sets BN . If they are regular enough, the ondition
of admissible width should be automatially fullled for most generi operators.
Unfortunately, we do not know enough about this struture yet, although in low
dimensions the sets BN are very regular (f. Figures 4.1 and 4.2).
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In this hapter we give a proof for the onvergene of the nearest neighbor statistis
of a real torus T (N) to the Poisson spetral statistis in the sense of the Kolmogorov-
Smirnov distane.
We follow the struture of the proof in [KS99℄ for the CUE ase but will try
to make this hapter as self-ontained as possible, iting only some ombinatorial
lemmas and some fats about measures.
5.1 Some Combinatorics
We give here the basi denitions of Sep, Cor, Clump and so on from [KS99℄ again.
To do this let f : R → R be a funtion, a be a non-negative integer alled the
separation and X be an N-tuple of real numbers in inreasing order.
We dene
Clump(a, f,N,X) =
∑
1≤t1≤...≤ta+2≤N
f(xta+2 − xt1) (5.1)
and
Sep(a, f,N,X) =
∑
1≤t1≤...≤ta+2≤N,tj+1−tj=1 for all j
f(xta+2 − xt1). (5.2)
Let us briey disuss what these denitions signify, rst taking a loser look at
Clump. We sum over all (a + 2)-tuples (t1, . . . , ta+2) with inreasing entries suh
that the last entry is smaller or equal than N , thereby evaluating the funtion f at
the dierenes between xta+2 − xt1 . If a + 2 > N then there are no tuples to sum
over, so Sep and Clump vanish identially.
Formally we an think of this as integrating the funtion f over a sum of Dira
measures at the points xta+2 − xt1 . The same applies to the funtion Sep with the
restrition that we sum only about the (a+2)-tuples of the form (t1, t1+1, . . . , t1+
a+ 1).
If we onsider a = 0, then we evaluate f exatly at the nearest neighbor spaings.
This may give a lear motivation why we are interested in Sep. The point in the
denition of Clump will beome lear later on. For the moment, let us just indiate
that there will be a ombinatorial identity expressing Sep as alternating sum over
some versions of Clump.
By now, Sep and Clump are dened over inreasing N-tuples X . We extend this
denition to all N-tuples by rst ordering the tuple X .
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Clump(a, f,N, ·) : RN → R, X → Clump(a, f,N,X ordered) (5.3)
and
Sep(a, f,N, ·) : RN → R, X 7→ Sep(a, f,N,X ordered). (5.4)
Sep and Clump are speial ases of a ertain lass of funtions whih we will deal
with in the following. We dene this lass in the following way:
Denition 5.1. Let N ≥ 2 be an integer.
A funtion f : RN → R is alled a funtion of lass T (N) if f is Borel mea-
surable, SN -invariant and invariant under additive diagonal translations
(x1, . . . , xN ) 7→ (x1 + t, . . . , xN + t), (5.5)
with t ∈ R.
A funtion f : RN → R is alled a funtion of lass T0(N) if f is a funtion of
lass T (N) and f vanishes outside the set {(x1, . . . , xN ) ∈ RN : maxi,j |xi−xj | ≤ α}
for some α > 0. We abbreviate this ondition by
supp f ≤ α. (5.6)
The following lemma lists some basi properties of Sep and Clump. This is Lemma
2.5.11 of [KS99℄.
Lemma 5.2. For a ∈ N and f : R→ R Borel measurable and N ≥ 2.
Then Sep(a, f,N, ·) and Clump(a, f,N, ·) are funtions of lass T (N). If f is
ontinuous, then Sep(a, f,N, ·) and Clump(a, f,N, ·) are also ontinuous.
If f vanishes outside the interval [−α, α], Sep(a, f,N, ·) and Clump(a, f,N, ·) are
of lass T0(N) and
supp Sep(a, f,N, ·) ≤ α and suppClump(a, f,N, ·) ≤ α. (5.7)
Proof. See [KS99℄ p.52.
Using Clump we dene a third funtion for an integer k, k ≥ a.
TClump(k, a, f, N, ·) : RN → R, X 7→
(
k
a
)
Clump(k, f, N,X). (5.8)
Note that this denition may seem a bit superuous, but it is added here to show
the parallels to [KS99℄. If we were working with multiple neighbor statistis, i.e.
r > 1 in terms of [KS99℄, then TClump would be a more ompliated sum.
We now relate this funtions on RN to funtions on the torus T (N). Again
following [KS99℄, we name these funtions Int for integral, Cor for orrelation
and TCor for total orrelation.
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These are dened as funtions from T (N) to R whih map A ∈ T (N) as follows
Int(a, f, T (N), A) :=
1
N
Sep
(
a, f,N,
N
2π
X(A)
)
Cor(a, f, T (N), A) :=
1
N
Clump
(
a, f,N,
N
2π
X(A)
)
TCor(k, a, f, T (N), A) :=
1
N
TClump
(
k, a, f, N,
N
2π
X(A)
)
,
where X(A) is −i times the omponent-wise logarithm of A, i.e. for the matrix
A = diag(eiϕ1 , . . . , eiϕN ) with 0 ≤ ϕj < 2π for all j, we have X(A) = (ϕ1, . . . , ϕN).
It is now, obvious why we study these objets beause
Int(a, f, T (N), A) =
∫
R
fdµ(naive, A, T (N), a). (5.9)
It is exatly this µ(naive, A, T (N), a) we want to study for a=0. For a ≥ 1 we may
take the above equation as denition of µ(naive, A, T (N), a). In the notation of
Chapter 1 this measure is given as
µ(naive, A, T (N), 0) =
1
N
∫
A
N−1∑
j=1
δ
(
y − N
2π
· (ϕj+1 − ϕj)
)
dy (5.10)
if a = 0, whih is almost idential to µc(X)(A) but the wrapped eigenangle between
xN and x1 is missing. Therefore it is alled naive in [KS99℄.
If we think of Int, Cor and TCor as random variables, we may alulate their ex-
petation value. But instead of writing E(Int(a, f, T (N), A)) we use apital letters:
INT(a, f, T (N), A) :=
∫
T (N)
Int(a, f, T (N), A)dA,
COR(a, f, T (N), A) :=
∫
T (N)
Cor(a, f, T (N), A)dA,
TCOR(k, a, f, T (N), A) :=
∫
T (N)
TCor(k, a, f, T (N), A)dA.
There are numerous relations between these funtions, but we will stop the ombi-
natoris here, oming bak when we need it.
5.2 The Random Variable Z[n, F, T (N)]
Dene the random variable Z[n, F, T (N)] by
Z[n, F, T (N)](A) =
1
N
∑
#T=n
F
(
N
2π
pr(T )X(A)
)
, (5.11)
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where pr(T ) is the projetion from T (N) to T (n), (x1, . . . , xN) 7→ (xt1 , . . . , xtn) for
a subset T ⊂ {1, . . . , N} of ardinality n and X(A) is the vetor of angles for A.
We will later use this random variable with F = TCor, but for the start we
formulate our version of Theorem 4.2.2 of [KS99℄.
The following theorem should be thought of as a very speial limit theorem for
measures on the tori T (N) as N goes to innity. We x a small torus of dimension
n and sum over all projetions of T (N) to T (n). In doing so we obtain indued
measures on T (n) and the statement of the following theorem an be interpreted as
stating that these indued measures on T (n) have a onverging expetation value
and dereasing variane.
Theorem 5.3. Consider n ∈ N, n ≥ 2 and F ∈ T0(n) with suppF < α for α > 0.
Assume furthermore F ≥ 0.
1. The sequene E(Z[n, F, T (N)]) onverges for N →∞ to a limit E(n, F, univ)
and the estimation
|E(Z[n, F, T (N)])−E(n, F, univ)| ≤ ‖F‖sup 1
N
αn−1
(n− 2)! . (5.12)
is true for all N ≥ 2.
2. For all N ≥ 2 the expetation is bounded as follows:
|E(Z[n, F, T (N)])| ≤ ‖F‖sup α
n−1
(n− 1)! . (5.13)
3. For all N ≥ 2 the variane is bounded as follows:
Var(Z[n, F, T (N)]) ≤ ‖F‖
2
sup
N
max{1, (2α)2n−2} 2n
2(
floor
(
n
2
)
!
)2 , (5.14)
where floor denotes the funtion rounding a real number down to the next
integer.
Proof. We start with the proof of statement 2.
By a diret alulation we see that
E(Z[n, F, T (N)]) =
1
N
∫
[0,N ]n
(
N
n
)
1
Nn
F (x)dx1 . . . dxn. (5.15)
Sine suppF < α, we onsider the set ∆(n, α) = {x ∈ Rn : supi,j |xi− xj | < α}. By
Lemma 5.8.3 of [KS99℄, we know
1
N
Vol(∆(n, α) ∩ [0, N ]n) ≤ nαn−1. (5.16)
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Applying this to the above, it follows that
|E(Z[n, F, T (N)])| ≤ 1
N
‖F‖sup 1
Nn
(
N
n
)
Nαn−1n
≤ ‖F‖sup α
n−1
(n− 1)!
N
N
· N − 1
N
· . . . · N − n+ 1
N
.
(5.17)
The following inequality
k∏
ν=1
(
1− ν
N
)
≤ 1− k
N
, (5.18)
gives
|E(Z[n, F, T (N)])| ≤ ‖F‖sup α
n−1
(n− 1)!
(
1− n− 1
N
)
≤ ‖F‖sup α
n−1
(n− 1)! . (5.19)
Thus, statement 2 has been proven.
Now we wish to prove the rst statement. For this, reall that F ∈ T0(n) means,
that F is Sn-invariant and invariant under diagonal addition. So
E(Z[n, F, T (N)]) =
1
N
(
N
n
)
1
Nn
n!
∫
[0,N ]n(ordered)
F (x)dx1 . . . dxn. (5.20)
This is true sine the tuples with two or more equal omponents are a zero set and
an be negleted. Substituting
y1 = x1, y2 = x2 − x1, . . . , yn = xn − x1 (5.21)
yields
E(Z[n, F, T (N)])
=
1
N
(
N
n
)
n!
Nn
∫ N
0
(∫
[0,N−y1]n−1(ordered)
F (0, y2, . . . , yn)dy2 . . . dyn
)
dy1.
(5.22)
We all the inner integral g(y1) and assume that α < N . Note that
g(y1) ≤ ‖F‖sup
∫
[0,α]n−1(ordered)
dy2 . . . dyn = ‖F‖sup α
n−1
(n− 1)! (5.23)
sine suppF < α. Therefore the integral extends from 0 to min(α,N−y1). We now
set
E(n, F, univ) := gα :=
∫
[0,α]n−1(orderhned)
F (0, y2, . . . , yn)dy2 . . . dyn (5.24)
and onsider the dierene
D = |E(Z[n, F, T (N)])− E(n, F, univ)| =
∣∣∣∣ 1N
(
N
n
)
n!
Nn
∫ N
0
g(y1)dy1 − gα
∣∣∣∣ . (5.25)
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By splitting the integral into two parts, i.e., integrating from 0 to N − α and from
N − α to N , it follows that in the rst ase g(y1) = gα beause of the suppF < α
ondition, and thus
D =
∣∣∣∣ 1N
(
N
n
)
n!
Nn
∫ N−α
0
gαdy1 +
1
N
(
N
n
)
n!
Nn
∫ N
N−α
g(y1)dy1 − gα
∣∣∣∣ . (5.26)
Therefore we have
D ≤
((
N
n
)
n!
Nn
N − α
N
− 1
)
gα +
α
N
(
N
n
)
n!
Nn
gα (5.27)
whih leads to
D ≤
((
N
n
)
n!
Nn
− 1
)
gα ≤ n− 1
N
gα ≤ ‖F‖sup α
n−1
(n− 2)!
1
N
. (5.28)
This proves statement 1, if N > α.
If N ≤ α, we dene gα as above, but immediately see that
E(n, F, univ) = gα =
∫
[0,N ]n−1(ordered)
F (0, y2, . . . , yn)dy2 . . . dyn. (5.29)
Inserting this into (5.25) it follows that statement 1 is fullled in this ase as well.
For the proof of the last statement let us rst look at
E(Z[. . . ]2) =
1
N2
∫
T (N)
∑
#T=n,#S=n
F
(
N
2π
pr(T )X(A)
)
F
(
N
2π
pr(S)X(A)
)
dA,
(5.30)
where the sum extends over all subsets S and T of ardinality n of the set {1, . . . , N}
and we write E(Z[. . . ]2) for E(Z[n, F, T (N)]2). This an be written as
E(Z[. . . ]2) =
1
N2
2n∑
l=n
(
N
l
)
1
N l
(
l
n
)(
n
l − n
)
×
×
∫
[0,N ]l
F (x1, . . . , xn)F (xl−n+1, . . . , xl)dx1 . . . dxl,
(5.31)
as an seen by writing the double sum over T and S as a sum over the ardinality
of S ∪ T and an inner sum. Using the Sn-invariane of F one obtains the above
formula. Now we onsider the summands with l < 2n. This means that
suppF (x1, . . . , xn)F (xl−n+1, . . . , xl) ≤ 2α (5.32)
beause |xj − xi| ≤ |xj − xn| + |xn − xi| and suppF ≤ α. Using again (5.16) and
(5.18) we obtain
E(Z[. . . ]2) ≤ 1
N
2n−1∑
l=n
(
1− l − 1
N
)
(2α)l−1
l
(l − n)!(l − n)!(2n− l)!‖F‖
2
sup
+
1
N2
(
N
2n
)
1
N2n
(
2n
n
)(∫
[0,N ]n
F (x1, . . . , xn)dx1 . . . dxn
)2
.
(5.33)
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Now, ompute the variane:
Var(E(Z[n, F, T (N)])) = E(Z[n, F, T (N)]2)− E(Z[n, F, T (N)])2
≤ ‖F‖
2
sup
N
2n−1∑
l=n
(2α)l−1
l
((l − n)!)2 (2n− l)!
+
1
N2
(∫
[0,N ]n
F (x1, . . . , xn)dx1 . . . dxn
)2((
2n
n
)
1
N2n
(
N
2n
)
−
((
N
n
)
1
Nn
)2)
≤ ‖F‖
2
sup
N
2n−1∑
l=n
(2α)l−1
l
((l − n)!)2 (2n− l)!
+
(
αn−1
)2
n2
((
2n
n
)
1
N2n
(
N
2n
)
−
((
N
n
)
1
Nn
)2)
‖F‖2sup.
(5.34)
But the last summand is negative:(
2n
n
)
1
N2n
(
N
2n
)
−
((
N
n
)
1
Nn
)2
=
1
(n!)2
(
2n−1∏
ν=0
(
1− ν
N
)
−
n−1∏
ν=0
(
1− ν
N
)2)
≤ 0
(5.35)
whih gives the result
Var(E(Z[n, F, T (N)])) ≤ ‖F‖
2
sup
N
max{(2α)2n−2, 1}
n−1∑
p=0
n + p
(p!)2(n− p)! . (5.36)
For simpliity we estimate further
n−1∑
p=0
n+ p
(p!)2(n− p)! ≤ 2n
n−1∑
p=0
1
n!
n!
p!p!(n− p)! ≤ 2n
n−1∑
p=0
1
n!p!
(
n
p
)
. (5.37)
For n even this yields (
n
p
)
≤ n!(
n
2
)
!
(
n
2
)
!
. (5.38)
and for n odd (
n
p
)
≤ n!(
n+1
2
)
!
(
n−1
2
)
!
. (5.39)
So we have the following estimation for the variane:
Var(Z[n, F, T (N)]) ≤ ‖F‖
2
sup
N
max{(2α)2n−2, 1} 2n
2(
floor
(
n
2
)
!
)2 . (5.40)
Combining everything nishes the proof of the last statement.
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5.3 Moving the Estimates to TCor(k, a, f, T (N))
The reader may wonder how the above theorem is related to spetral statistis. The
answer is given by the following theorem whih transfers the above estimation on
Z[n, F, T (N)] to estimations about TCor.
Theorem 5.4. Let f : R → R≥0 be a bounded, non-negative, Borel-measurable
funtion with upper bound α and a, k ∈ N with k ≥ a.
1. The sequene TCOR(k, a, f, T (N)) onverges for N → ∞ to a limit whih is
denoted by TCOR(k, a, f, univ), and the following estimation
|TCOR(k, a, f, T (N))− TCOR(k, a, f, univ)| ≤
(
k
a
)
‖f‖sup 1
N
αk+1
k!
(5.41)
holds for all N ≥ 2.
2. For all N ≥ 2 the expetation is bounded as follows:
TCOR(k, a, f, T (N)) ≤
(
k
a
)
‖f‖sup α
k+1
(k + 1)!
. (5.42)
3. For all N ≥ 2 the variane is bounded as follows:
Var(A 7→ TCOR(k, a, f, T (N), A) on T (N))
≤
(
k
a
)2 ‖f‖2sup
N
max{(2α)2k+2, 1} 2(k + 2)
2(
floor
(
k
2
+ 1
)
!
)2 . (5.43)
Proof. This is Proposition 4.2.3 of [KS99℄. For self-ontaintedness we give the proof
here again.
The idea is to use Theorem 5.3 for the funtion F (X) = TClump(k, a, f, k+2, X),
where k = n + 2. We laim that
Z[k + 2, F, T (N)](A) = TCor(k, a, f, T (N), A) (5.44)
then. This an be seen by unwinding the denitions and using a ombinatorial
identity for equation (5.45):
Z[k + 2, F, T (N)](A) =
1
N
∑
#T=k+2
F
(
N
2π
pr(T )X(A)
)
=
1
N
∑
#T=k+2
TClump
(
k, a, f, k + 2,
N
2π
pr(T )X(A)
)
=
1
N
TClump
(
k, a, f, N,
N
2π
X(A)
)
(5.45)
= TCor(k, a, f, T (N), A).
The theorem now follows from the fat that proved F ∈ T0(n) and ‖f‖sup
(
k
a
) ≥
‖F‖sup. But these are diret onsequenes of the denition of TClump as
(
k
a
)
Clump
and Lemma 5.2.
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5.4 The Weak Convergence of µ(naive, U(N), 1) to the
Poisson Distribution
We only ite a part of Proposition 2.9.1 of [KS99℄ here without repeating the proof.
Theorem 5.5. (Katz, Sarnak) Assume that a ∈ N is xed. If for every k ∈ N,
k ≥ a and every f : R → R whih is bounded, Borel measurable, non-negative and
of ompat support,
lim
N→∞
TCOR(k, a, f, T (N)) =: TCOR(k, a, f, univ) (5.46)
exists and moreover ∑
k≥a
TCOR(k, a, f, univ) <∞, (5.47)
then the limit measure µ(naive, a) exists and∫
R
fdµ(naive, a) =
∑
k≥a
(−1)k−aTCOR(k, a, f, univ). (5.48)
Proof. [KS99℄, p. 58 and following.
Sine we are dealing with T (N), it is possible to give an expliit formula for the
Lebesgue density of µ(naive, 0).
Theorem 5.6. The limit measure µ(naive, a) exists and for a = 0 it has the proba-
bility density e−x.
Proof. Here Theorem 5.5 will be applied to prove the onvergene result. By state-
ment 1 of Theorem 5.4, we know the existene of TCOR(k, a, f, univ) and by state-
ment 2 we see that
TCOR(k, a, f, univ) ≤
(
k
a
)
‖f‖sup α
k+1
(k + 1)!
≤ ‖f‖sup (2α)
k+1
(k + 1)!
. (5.49)
Thus
∑
k≥a
TCOR(k, a, f, univ) ≤ ‖f‖sup
∞∑
k=0
(2α)k+1
(k + 1)!
≤ ‖f‖supe2α <∞. (5.50)
It remains to prove the expliit form for a = 0. For this it sues to alulate to∫
R
fdµ(naive, 0) (5.51)
for the harateristi funtions of intervals of the form [0, p]. But this integral an
be alulated diretly∫ p
0
dµ(naive, 0) = lim
N→∞
∫ p
0
dµ(naive, T (N), 0), (5.52)
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where
∫ p
0
dµ(naive, T (N), 0) =
1
N
N−1∑
j=1
N !
∫
T (N)(ordered)
f
(
N
2π
(xj+1 − xj)
)
dA
= (N − 1)!
N−1∑
j=1
∫ 1
0
∫ xN
0
. . .
∫ xj+2
0
××
∫ xj+1
xj+1−p/N
∫ xj
0
. . .
∫ x2
0
dx1 . . . dxN . (5.53)
The desired result follows by evaluating the right-hand side. For this let us dene
the integrands Ij by
∫ p
0
dµ(naive, T (N), 0) = (N − 1)!
N−1∑
j=1
IJ , (5.54)
By a diret alulation we derive the reursion formula
Ij+1 = Ij − (−1)j 1
N !
(
N
j + 1
)( p
N
)j+1
(5.55)
and thus the expliit formula for the Ij
Ij =
1
N !
j∑
k=1
(
N
k
)( p
N
)k
(−1)k+1. (5.56)
Now, we insert this into (5.54) and ompare it to the power series for 1− exp(−p)
∫ p
0
dµ(naive, T (N), 0) = (N − 1)!
N−1∑
j=1
1
N !
j∑
k=1
(
N
k
)( p
N
)k
(−1)k+1
=
1
N
N−1∑
j=1
j∑
k=1
(
N
k
)( p
N
)k
(−1)k+1 = − 1
N
N−1∑
j=1
j∑
k=1
(−p)k
k!
k−1∏
ν=1
(
1− ν
N
)
= − 1
N
N−1∑
k=1
N−1∑
j=k
(−p)k
k!
k−1∏
ν=1
(
1− ν
N
)
=
N−1∑
k=1
(−p)k
k!
N − k
N
k−1∏
ν=1
(
1− ν
N
)
=
N−1∑
k=1
ak(N)
(−p)k
k!
,
(5.57)
where the ak(N) are the oeients dened above. For xed k
ak(N) =
k∏
ν=1
(
1− ν
N
)
→ 1 as N →∞, (5.58)
whih ompletes the proof.
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5.5 The M -grid
We would like to study the Kolmogorov-Smirnov distane dKS for the nearest neigh-
bor measures µ(naive, A, T (N), a). This is a quite ompliated matter and therefore
we disretize on the so-alled M-grid.
For this let M be a (big) positive natural number. Divide the interval [0, 1] into
piees of length
1
M
. This denes a grid
−∞ = s(0) < s(1) < . . . < s(M − 1) < s(M) = +∞, (5.59)
where ∫ s(j)
−∞
µ(naive, a) =
j
M
for all 1 ≤ j ≤M − 1. (5.60)
Denition 5.7. Dene the M-grid version of the Kolmogorov-Smirnov distane to
be
dM,KS(µ, ν) = max
i=1,...,M−1
|
∫ s(i)
s(1)
dµ−
∫ s(i)
s(1)
dν|. (5.61)
Lemma 5.8. For any Borel measure of total mass ≤ 1 we have the inequality
dKS(ν, µ(naive, a)) ≤ 5
M
+ 2 · dM,KS(ν, µ(naive, a)). (5.62)
Proof. See [KS99℄ p.81.
5.6 The Key Lemma
For simpliity we ite here Lemma 3.2.16 of [KS99℄.
Lemma 5.9. Let f ≥ 0 be a bounded, Borel measurable funtion with ompat
support and L ≥ a be an integer, then the following basi inequality
| INT(a, f, univ)− Int(a, f, T (N), A)|
≤
∑
L≥k≥a
|TCOR(k, a, f, T (N))− TCor(k, a, f, T (N), A)|
+
∑
L≥k≥a
|TCOR(k, a, f, T (N))− TCOR(k, a, f, univ)|
+ TCOR(L, a, f, univ) + TCOR(L+ 1, a, f, univ)
(5.63)
holds.
Proof. See [KS99℄ p.83.
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Notation 5.10. Sine it is too umbersome to write the measure µ(naive, A, T (N), a),
we abbreviate in the following
µ = µ(naive, a) and µA = µ(naive, A, T (N), a) (5.64)
for xed a.
Corollary 5.11. Let R ⊂ [s(1), s(M − 1)] be a Borel measurable. Then
|µ(R)− µA(R)| ≤
∑
L≥k≥a
|TCOR(k, a, χ, T (N))− TCor(k, a, χ, T (N), A)|
+
(
L
a
)
αL+1
(L+ 1)!
+
(
L+ 1
a
)
αL+2
(L+ 2)!
+
1
N
∑
L≥k≥a
(
k
a
)
αk+1
k!
<
∑
L≥k≥a
|TCOR(k, a, χ, T (N))− TCor(k, a, χ, T (N), A)|
+
(2α)L+1
(L+ 1)!
+
(2α)L+2
(L+ 2)!
+
1
N
∑
L≥k≥a
(2α)k+1
k!
where χ is the harateristi funtion of R and α = diam(R).
Proof. Apply the above Lemma and the TCOR estimations.
Corollary 5.12. Set β = s(M − 1)− s(1). The following estimation holds:
dM,KS(µ, µA) < max
i
{
∑
L≥k≥a
|TCOR(k, a, χ[s(1),s(i)], T (N))
− TCor(k, a, χ[s(1),s(i)], T (N), A)|}
+
(2β)L+1
(L+ 1)!
+
(2β)L+2
(L+ 2)!
+
1
N
∑
L≥k≥a
(2β)k+1
k!
,
(5.65)
where χR denotes the harateristi funtion of the interval R.
Proof. This is lear from the denition of dM,KS.
Lemma 5.13.∫
T (N)
|TCOR(k, a, χ[s(1),s(i)], T (N))− TCor(k, a, χ[s(1),s(i)], T (N), A)|dA
≤
(
k
a
)√
2
N
max{(2s(i)− 2s(1))k+1, 1} k + 2
floor(k
2
+ 1)!
. (5.66)
Proof. This is just the Cauhy-Shwarz inequality∫
T (N)
|h(A)|dA ≤
√∫
T (N)
|h(A)|2dA , (5.67)
where h(A) = TCOR(k, a, χ[s(1),s(i)], T (N))− TCor(k, a, χ[s(1),s(i)], T (N), A)
ombined with the statement about the variane of the TCOR estimations.
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Theorem 5.14. For N →∞∫
T (N)
dKS(µ, µA)dA→ 0. (5.68)
Proof. Putting everything together, we obtain∫
T (N)
dKS(µ, µA)dA <
5
M
+ 2 ·
(
(2β)L+1
(L+ 1)!
+
(2β)L+2
(L+ 2)!
+
1
N
∑
L≥k≥0
(2β)k+1
k!
)
+
√
2
N
max
i
{ ∑
L≥k≥a
(
k
a
)
k + 2
floor(k
2
+ 1)!
max{1, (2s(i)− 2s(1))k+1}
}
(5.69)
where β = s(M − 1)− s(1) as above.
Now we ombine the summands to make more expliit estimations∑
L≥k≥0
(2β)k+1
k!
< (2β)e2β (5.70)
and if s(i)− s(1) ≥ 1
2
we have the following estimation for the seond sum∑
L≥k≥0
(4(s(i)− s(1)))k+1 k + 2
floor(k
2
+ 1)!
≤ 8(s(i)− s(1))
∑
L≥k≥0
(64(s(i)− s(1))2)k/2
floor(k
2
+ 1)!
< 8(s(i)− s(1))e64(s(i)−s(1))2 .
(5.71)
If s(i)− s(1) < 1
2
we may estimate the sum as∑
L≥k≥0
2k
k + 2
floor(k
2
+ 1)!
≤
∑
L≥k≥0
3 · 2k ≤ 3L · 2L. (5.72)
Applying this to the above it follows that∫
T (N)
dKS(µ, µA)dA <
5
M
+ 2
(
(2β)L+1
(L+ 1)!
+
(2β)L+2
(L+ 2)!
)
+
1√
N
(
1√
N
(2β)e2β + 8β
√
2e64β
2
+ 6L · 2L
)
.
(5.73)
It is lear that β depends only on M . So given ε > 0, we rst hoose M so large,
that
5
M
<
ε
3
, (5.74)
then we an hoose L so large, that
(2β)L+1
(L+ 1)!
+
(2β)L+2
(L+ 2)!
<
ε
6
(5.75)
and nally N so large that
1√
N
(
1√
N
(2β)e2β + 8β
√
2e64β
2
+ 6L · 2L
)
<
ε
3
. (5.76)
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5.7 The Final Estimation
In this last setion we will give the nal form of the estimation. But before we do
so we state a series of lemmas whih we will ombine to give the main estimation.
We start by xing two positive onstants α, γ ∈ R>0. Set the grid size M to be
the largest integer smaller than eα
√
logN
and the ut-o L to be the largest integer
suh that
(L− 1)! ≤ Nγ2 ≤ L! . (5.77)
Then
logM ≤ α
√
logN ≤ log(M + 1) (5.78)
and
log(L− 1)! ≤ γ2 logN ≤ logL! . (5.79)
Thus, we see that
logM ≤ α
γ
√
logL! . (5.80)
The following lemma is a useful orollary of Stirling's formula.
Lemma 5.15. Given ǫ > 0 and c > 0, there exists a k0 suh that for all k ≥ k0:
1. (log k!)k+2 ≤ (k!)1+ǫ.
2. ck+2 ≤ (k!)ǫ/2.
Proof. The proof an be found in [KS99℄ p.93.
Next, note that β = s(M − 1)− s(0)) < logM by onstrution. We will now give
estimations for eah summand in (5.89).
Lemma 5.16. The following estimation holds:
(2β)L+1
(L+ 1)!
+
(2β)L+2
(L+ 2)!
≤ 1
Nγ2−ǫγ2
. (5.81)
Proof. By lemma 5.15 we see that
(2β)L+1
(L+ 1)!
+
(2β)L+2
(L+ 2)!
≤ 2(2β)
L+2
(L+ 1)!
≤ 2
L+ 1
(2 logM)L+2
L!
≤ 2
L+ 1
√
L!
1+ǫ
L!
(
2α
γ
)L+2
≤ (L!)ǫ−1 ≤ 1
Nγ2−ǫγ2
,
(5.82)
whih is the desired result.
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Lemma 5.17.
1
N
∑
L≥k≥0
(2β)k+1
k!
≤ 1√
N
∑
L≥k≥0
(4 logM)k+1(k + 1)
floor
(
k
2
+ 1
)
!
. (5.83)
Proof. This follows by diret alulation.
Lemma 5.18.
1√
N
∑
L≥k≥0
(4 logM)k+1(k + 2)
floor
(
k
2
+ 1
)
!
≤ 1√
N
Nγ
2+2γ2ǫ
(5.84)
Proof.
1√
N
∑
L≥k≥0
(4 logM)k+1(k + 2)
floor
(
k
2
+ 1
)
!
≤ 1√
N
∑
L≥k≥0
(8 logM)k+1
≤ 1√
N
L(8 logM)L+1 ≤ 1√
N
(16 logM)L+1
≤ 1√
N
(
16α
β
)L+1√
logL!
L+1 ≤ 1√
N
(L!)
1
2
+ǫ
≤
(
N2γ
2
)( 1
2
+ǫ)
√
N
,
(5.85)
where in the last line we used that
L! ≤ LNγ2 ≤ N2γ2 . (5.86)
Lemma 5.19.
1√
N
∑
L≥k≥0
(
k
a
)
k + 2
floor(k
2
+ 1)!
≤ 3N2γ2− 12 for suiently large L. (5.87)
Proof.
∑
L≥k≥0
(
k
a
)
k + 2
floor(k
2
+ 1)!
≤ 3L · 2L ≤ 3L! for suiently large L. (5.88)
Now, we want to ombine these estimations. Starting with equation (5.89)
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∫
T (N)
dKS(µ, µA)dA <
5
M
+ 2 ·
(
(2β)L+1
(L+ 1)!
+
(2β)L+2
(L+ 2)!
+
1
N
∑
L≥k≥0
(2β)k+1
k!
)
+
√
2
N
max
i
{ ∑
L≥k≥a
(
k
a
)
k + 2
floor(k
2
+ 1)!
max{1, (2s(i)− 2s(1))k+1}
}
(5.89)
the following intermediary result is a onsequene of the above lemmas:
∫
T (N)
dKS(µ, µA)dA ≤ 5
M
+
2
Nγ2−ǫγ2
+
2
√
2
N
1
2
−γ2−2γ2ǫ +
3
√
2
N
1
2
−2γ2 . (5.90)
The summand
5
M
dereases like exp(−α√logN) as N goes to innity. The other
summands derease muh faster. Therefore we may neglet them, i.e. for N suf-
iently large, the left-hand side is smaller than
6
M
. If we substitute α from the
beginning by α/2 the onstant 6 an also be negleted. Thus, we have proved the
main theorem of this hapter.
Theorem 5.20. Let α be a positive onstant. Then the following estimation∫
T (N)
dKS(µ, µA)dA <
1
eα
√
logN
(5.91)
holds for N suiently large.
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In this Appendix the fundamental results from representation theory and momentum
geometry whih are used in the main body of the text are stated in detail. With
few exeptions, for the proofs only referenes to the literature are given. We lose
this Appendix with elementary observations about nearest neighbor statistis.
6.1 Representation Theory
Throughout this text we are onerned with the representation theory of ompat
Lie groups. For the standard fats we refer the reader to [BtD85℄ and [Kna02℄.
We will always use the following onventions: K denotes a semi-simple, ompat
Lie group with Lie algebra k. Further, let G denote the omplexiation of K and
g be the Lie algebra of G. Furthermore for any unitary vetor spae V the symbol
U(V ) is used for the set of unitary automorphisms.
6.1.1 Representations of Compact Lie Groups
Fix a maximal torus T in K with Lie algebra t, i.e. T is a maximal, onneted,
ommutative subgroup of K, and every irreduible representation an be deom-
posed into one dimensional representations of T . On eah of these T ats by salar
multipliation, i.e., we are given a group homomorphism f : T → S1 ⊂ C∗. We
make the following denition.
Denition 6.1. Let ρ : K → U(V ) be an irreduible, unitary representation of K
on some nite dimensional vetor spae V . Then a weight of ρ is an element λ ∈ t∗
suh that there exists a non-trivial subspae Vλ of V with
deρ(t).x = 2πiλ(t)x ∀ x ∈ Vλ, t ∈ t. (6.1)
Note that these weights are sometimes alled real innitesimal weights.
Proposition 6.2. The set of weights (with multipliity) of an irreduible represen-
tation determines the representation uniquely.
Proof. This is a very weak form of the Theorem 5.110 in [Kna02℄.
Moreover, one an order the set of all weights suh that every irreduible repre-
sentation has a unique highest weight. We will dene suh an ordering here, but we
have to elaborate on the weights rst.
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Reall that the adjoint representation Ad : K → GL(k) is given by k 7→ de int(k),
where int : K → Aut(K), k 7→ (g 7→ kgk−1). The omplexied weights of the
adjoint representation are alled roots.
Of all Ad-invariant salar produts on g the most important one is the so alled
Killing form 〈·, ·〉Kil, whih is dened by
〈ξ, η〉Kil = trace(ad(ξ) ◦ ad(η)), (6.2)
where ξ, η ∈ g and ad : g→ End(g), ξ 7→ [ξ, ·].
Let us denote the set of roots by ∆. The following lemma summarizes some
properties of the roots.
Lemma 6.3. The set ∆ has the following properties:
1. {α ∈ ∆} generates t∗.
2. α ∈ ∆ if and only if −α ∈ ∆.
3. There exists a set of simple roots, i.e. a smallest subset ∆′ of ∆, suh that
every α ∈ ∆ is an integer ombination of simple roots.
4. In the integer ombination either all oeients are non-negative or all are
non-positive.
5. The simple roots form a basis for t∗.
6. The non-negative linear ombinations over R of the simple roots give a losed
onvex one in t∗.
Proof. Cf. [Kna02℄ Chapter II.5.
The one in the lemma above is usually alled theWeyl hamber with respet to
the system of simple roots. Identifying t∗ with t via an Ad-invariant salar produt
we an think of this one as a subset of t.
Sine every root is an integer ombination of the simple roots, where all oeients
are either non-negative or non-positive, we divide the set ∆ into the set of positive
roots
Π+ = {α ∈ ∆ : α is non-negative ombination of simple roots} (6.3)
and negative roots
Π− = {α ∈ ∆ : α is non-positive ombination of simple roots}. (6.4)
The simultaneous eigenspae of a root α is denoted by gα, i.e.
gα = {ξ ∈ g : α(τ)ξ = [τ, ξ]}. (6.5)
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This yields a diret sum deomposition of the Lie algebra g
g = u+ ⊕ tC ⊕ u−, (6.6)
where
u− :=
⊕
α∈Π−
gα and u+ :=
⊕
α∈Π+
gα. (6.7)
Denition 6.4. The group generated by the reetions on the faes of the Weyl
hamber is alled the Weyl group.
We denote the Weyl group by Wand remark that it is a nite group.
Denition 6.5. The ordering of weights is given by
λ ≤ µ :⇔ Conv(W.λ) ⊂ Conv(W.µ), (6.8)
where λ, µ are weights.
Lemma 6.6. Every weight is equivalent to a weight in the Weyl hamber under the
ation of the Weyl group.
Proof. Cf. [Kna02℄ Corollary 2.68.
The main statement about weights is alled the Theorem of the Highest Weight.
Theorem 6.7. Every irreduible representation has a unique highest weight in the
Weyl hamber. Moreover, two irreduible representations are equivalent if and only
if the highest weights are equal.
Proof. Cf. [Kna02℄ Theorem 5.110.
Conneted to the above denitions are speial omplex subgroups of G, whih are
introdued subsequently.
Denition 6.8. A Borel subgroup of G is a maximal, onneted, solvable, omplex
subgroup of G. A paraboli subgroup is a omplex subgroup whih ontains a Borel
subgroup.
Given a xed torus and a notion of positivity of roots, we have two natural Borel
subgroups, whih are alled B+ and B−. These an be obtained as follows:
B− := exp(u− ⊕ tC) and B+ := exp(u+ ⊕ tC). (6.9)
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6.1.2 The Universal Enveloping Algebra
Let T (g) denote the full tensor algebra of g, .i.e. T (g) = ⊕j∈N(⊗jg). The universal
enveloping algebra U(g) of g is given by the quotient algebra
U(g) = T (g)/I, (6.10)
where I is the ideal generated by all 〈ξ ⊗ η − η ⊗ ξ − [ξ, η]〉 for ξ, η ∈ g.
One diretly heks that U(g) is an assoiative algebra.
Theorem 6.9. The universal enveloping algebra U(g) has the following properties:
1. g is embedded in U(g) by X 7→ X + I.
2. Every Lie algebra representation ρ∗ : g → End(V ) has a ontinuation as a
homomorphism of assoiative algebras ρ∗ : T (g) → End(V ). The kernel of
ρ∗ ontains I so this yields an indued homomorphism of assoiative algebras
ρ∗ : U(g)→ End(V ).
3. (Lemma of Burnside) Let ρ∗ : g → End(V ) be an irreduible Lie algebra
representation on a nite dimensional vetor spae. Then ρ∗ : U(g)→ End(V )
is surjetive.
4. (Theorem of Poinare-Birkho-Witt) Let ξ1, . . . , ξn be a basis of g. Then the
map
ψ : C[X1, .., Xn]→ U(g),
∑
I
aIX
I →
∑
I
aIξ
I
(6.11)
is an isomorphism of vetor spaes, where it is assumed that every monomial
in C[X1, .., Xn] is ordered lexiographially.
Proof. The proof of the Lemma of Burnside an be found in [Far01℄ Chapter 3.3.
The rest is proved in [Kna02℄ Chap. III.
Note that ψ is not an isomorphism of algebras sine C[X1, .., Xn] is ommutative
and U(g) is not.
In the text a notion of hermitian operators on the tensor algebra and on the
universal enveloping algebra is needed.
Denition 6.10. The R-linear map † : T (g)→ T (g) dened by
1. (zα1 ⊗ · · · ⊗ αn)† = z¯α†n . . . α†1 ∀α1, . . . , αn ∈ g, z ∈ C
2. ξ† = −ξ ∀ξ ∈ k
and, extended by R-linearity to T (g), is alled the formal adjoint. An operator
α ∈ T (g) is alled abstratly self-adjoint or abstratly hermitian, if α† = α.
Note that the formal adjoint is not omplex linear beause of the onjugation
involved in ondition 1.
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Remark 6.11. The map † is ompatible with ρ in the following sense:
ρ∗(ξ†) = ρ∗(ξ)†. (6.12)
Lemma 6.12. The map † indues a R-linear map U(g)→ U(g), whih we also all
†.
Proof. We have to show that the ideal I in T (g) is xed by †. For this let ξ = ξ1+iξ2
and η = η1 + iη2 with ξ1, ξ2, η1 and η2 ∈ k be given. We alulate
((ξ1 + iξ2)(η1 + iη2)− (η1 + iη2)(ξ1 + iξ2)− [ξ1 + iξ2, η1 + iη2])†
= (ξ1η1 − η1ξ1 − [ξ1, η1])† + (i(ξ2η1 − η1ξ2 − [ξ2, η1]))†
+ (i(ξ1η2 − η2ξ1 − [ξ1, η2]))† − (ξ2η2 − η2ξ2 − [ξ2, η2])†
= (η†1ξ
†
1 − ξ†1η†1 − [ξ1, η1]†)− i(η†1ξ†2 − ξ†2η†1 − [ξ2, η1]†)− i(η†2ξ†1 − ξ†1η†2 − [ξ1, η2]†)
− (η†2ξ†2 − ξ†2η†2 − [ξ2, η2]†)
= (η1ξ1 − ξ1η1 − [η1, ξ1])− i(η1ξ2 − ξ2η1 − [η1, ξ2])− i(η2ξ1 − ξ1η2 − [η2, ξ1])
− (η2ξ2 − ξ2η2 − [ξ2, η2]).
(6.13)
This proves the lemma.
6.1.3 The Laplace Operator
A Casimir operator is by denition an element of the enter Z(g) of U(g). If we
onsider an irreduible representation ρ∗ : U(g) → End(V ), then due to Shur's
Lemma every Casimir operator has to at by salar multipliation.
The most important example of a Casimir operator is the Laplae operator Ω.
Sometimes it is even alled the Casimir element, e.g. in [Kna02℄. We do not give an
expliit formula for the Laplae operator here, but just state that it is an operator
of degree two in the basis elements of g.
Let δ denote half the sum of positive roots.
Lemma 6.13. The Laplae operator Ω operates by the salar 〈λ, λ + 2δ〉Kil in an
irreduible representation of g of highest weight λ.
6.1.4 The Theorem of Borel-Weil and the Embedding Of Line Bundles
Let H ⊂ G be a losed omplex subgroup and ρ : H → End(V ) be a holomorphi
representation. The ber produt F := G×H V is the quotient spae of G× V by
the equivalene relation
(g1, v1) ∼ (g2, v2), if g1 = g2h−1, v1 = ρ(h)v2 for some h ∈ H. (6.14)
The projetion p : F → G/H, [(g, v)] 7→ gH is holomorphi and it an be shown
by a diret alulation that p : F → G/H is a vetor bundle with typial ber V .
We dene a G-ation on F by
x.[(g, v)] := [(xg, v)]. (6.15)
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This ation indues a representation of G on the vetor spae of holomorphi se-
tions
1 Γ(G/H, F ). For our purpose it is useful to give this representation in the
ontext of H-invariant funtions. Therefore, we identify the setions of F → G/H
with the H-invariant funtions f : G→ V , i.e.,
f(gh−1) = ρ(h)f(g) ∀ h ∈ H, g ∈ G. (6.16)
The G-ation on these funtions is given by
x.f(g) := f(x−1g) ∀ g, x ∈ G. (6.17)
In our ontext H will be a Borel subgroup of G.
After this preparation, we an formulate a weak version of the Borel-Weil Theo-
rem. For a more omplete version we refer to [Hu91℄ and [Akh91℄ for a treatment
from the omplex analyti point of view. An algebrai approah an be found in
[WG99℄.
Theorem 6.14. (Borel-Weil) Let ρ : G→ End(V ) be an irreduible representa-
tion with highest weight λ and B− the Borel subgroup of the negative roots. Then
B− ats by multipliation on Vλ with harater χ : B− → C∗, where deχ|t = 2πiλ
and the representation on Γ(G/B−, G×B− C) is isomorphi to ρ.
Proof. Cf. [Akh91℄ Chap. 4.3.
We now follow the lassial onstrution of embedding a G-line bundle into the
dual of the vetor spae of its setions. For this, set L = G ×B− C and x a basis
s0, . . . , sN of Γ(G/B−, L) and the orresponding dual basis s∗0, . . . , s
∗
N .
Let Z be the zero setion of L. In the view of L = G × C/∼, the zero setion
is exatly given by the elements of the form (g, 0) for g ∈ G. We laim that we
obtain an equivariant, holomorphi map of L\Z into Γ(G/B−, L)∗ by the following
onstrution. We think of the si's as B−-equivariant funtions G→ C and dene
ϕ : L\Z → Γ(G/B−, L)∗, [(g, z)] 7→ 1
z
N∑
j=0
sj(g)s
∗
j . (6.18)
This is reasonable beause z is not 0, otherwise we would have [(g, 0)] ∈ Z. More-
over, ϕ is well-dened. Indeed, if we take another representative (gb−1, χ(b)z), we
get
N∑
j=0
sj(gb
−1)
χ(b)z
s∗j =
N∑
j=0
χ(b)
χ(b)
sj(g)
z
s∗j (6.19)
beause the sj are equivariant under B−, i.e.
sj(gb) = χ(b)
−1sj(g). (6.20)
1
Sine we only deal with holomorphi setions, we write Γ(G/H,F ) instead of Γhol(G/H,F ) for
the rest of this hapter.
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Next, we have to show the equivariane of ϕ with respet to the left ation of G
on L and the dual representation on Γ(G/B−, L)∗. For this let x−1.sj =
∑N
i=0 aisi
for a xed x ∈ G and we alulate
x.ϕ([g, z])(sj) =
1
z
(
x.
N∑
i=0
si(g)s
∗
i
)
(sj)
=
1
z
N∑
i=0
si(g)s
∗
i (x
−1.sj)
=
1
z
N∑
i=0
aisi(g)
=
1
z
(x−1.sj)(g)
=
1
z
sj(xg)
=
1
z
N∑
i=0
si(xg)s
∗
i (sj)
= ϕ([xg, z])(sj).
Now, we laim that a vetor of maximal weight is in the image of ϕ. For this,
onsider the mapping
j : G/B− → P(Γ(G/B−, L)∗), x 7→ [s0(x) : . . . : sN(x)] (6.21)
where the oordinates on the right hand side are the s∗j . It is an equivariant, holo-
morphi map of G/B− into the projetive spae of Γ(G/B−, L)∗. Thus, the image
is a losed orbit in P(Γ(G/B−, L)∗). But the orbit of the projetion of a maximal
weight vetor is the only suh orbit (f. [Hu91℄). By omparison of (6.18) and (6.21)
we obtain that a vetor vmax of maximal weight is in the image of ϕ. Atually, every
c · vmax, c 6= 0, is in the image then. By equivariane, we onlude that the whole
U−-orbit through every vetor of maximal weight is ontained in the image of ϕ.
We state the following lemma.
Lemma 6.15. Let ϕ : L\Z → Γ(G/B−, L)∗ be the equivariant embedding de-
sribed above. Then any K-invariant unitary struture on Γ(G/B−, L)∗ indues
a K-invariant hermitian bundle metri whih is unique up to multipliation by a
onstant.
Proof. First, we reall that the K-ation on G/B− is transitive (f. [Hu91℄), so
every K-invariant bundle metri is the same up to a onstant fator and we have
ompleted the proof one we nd the indued bundle metri is indeed K-invariant.
For [g, z1], [g, z2] ∈ L we dene
hg(z1, z2) =
{ 1
〈ϕ([g,z1]),ϕ([g,z2])〉 if z1, z2 6= 0
0 otherwise.
(6.22)
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By the relation
1
〈ϕ([g, z1]), ϕ([g, z2])〉 = z1z2
1
〈∑ni=0 fi(g)f ∗i ,∑ni=0 fi(g)f ∗i 〉 = z1z2
1
‖ϕ([g, 1])‖2
(6.23)
we obtain a hermitian inner produt at every point, sine ϕ is well-dened and has
only values dierent from zero. We laim that hg is a smooth bundle metri. We
see that hg is ontinuous and smooth outside the zero setion. Reall the standard
fat that suh a bundle metri is then smooth everywhere (f. [Lan87℄ p.96). This
metri is K-invariant beause 〈·, ·〉 is K-invariant and ϕ is equivariant.
Lemma 6.16. Let L1 → G/B− and L2 → G/B− be homogeneous omplex line
bundles that realize the representations orresponding to the highest weights λ1 and
λ2.
The representation of highest weight λ1+λ2 is then realized by Γ(G/B−, L1⊗L2).
Proof. This is a orollary to the Theorem of the Highest Weight as written in [Hu91℄
Chap. 7.1.
6.2 Symplectic geometry and momentum maps
In this setion the basi denitions of sympleti manifolds and momentums maps
are given.
By denition a sympleti manifold (M,ω) is a real manifold M with a non-
degenerate two-form ω.
An ation of a Lie group H on M is said to be sympleti if
h∗ω = ω ∀ h ∈ H. (6.24)
Before we dene the notion of a momentum map, let us x the notation.
The indued vetor eld of the ow exp(−ξt) on M is denoted by Xξ and the
Lie derivative along Xξ by LXξ . For a smooth map µ : M → Lie(H)∗ we obtain an
indued map µξ : Lie(H)→ C∞(M) by
µξ(x) := µ(x)(ξ) ∀ ξ ∈ Lie(H). (6.25)
Denition 6.17. Let (M,ω) be a sympleti manifold on whih H ats by sympleti
transformations.
A momentum map is an equivariant, smooth map µ : M → Lie(H)∗ suh that
d(µξ) = ω(Xξ, ·), (6.26)
where the ation on Lie(H)∗ is the oadjoint ation.
66
6.3 Generalities on Level Spaings
We will use the momentummap only in the ontext of representations of a ompat
Lie group. Let ρ : K → U(V ) be a unitary representation of the ompat Lie group
K on a nite-dimension vetor spae V . This representation indues an ation of K
on P(V ) whih is sympleti with respet to the Fubini-Study metri on C. Reall
that the Fubini-Study metri is given by the imaginary part of the form
i
2
∂∂¯ log || · ||2
pushed down from V \{0} to P(V ).
Theorem 6.18. Let ρ : K → U(V ) be an irreduible representation of highest weight
λ.
The map µ : P(V )→ k∗ given by
µξ([v]) = −2i〈v, ρ∗(ξ).v〉〈v, v〉 ∀ξ ∈ k, v ∈ P(V ) (6.27)
is the unique momentum map and
µ([vmax]) = λ (6.28)
for any vetor vmax of highest weight.
Proof. Cf. [Hu91℄ Chap. IV.7.
6.3 Generalities on Level Spacings
In this setion we summarize the foundational fats on level spaings.
6.3.1 The Nearest Neighbor Distribution
The material in this subsetion applies to arbitraryN-tuples of real numbers, N > 1.
Later on it will be used only for eigenvalues of hermitian matries.
Denition 6.19. Let X = (x1, . . . , xN) ∈ RN be an N-tuple of real numbers, ordered
by inreasing value
x1 ≤ x2 ≤ · · · ≤ xN . (6.29)
The nearest neighbor distribution of X is the Borel measure on R given by
µ(X)(A) =
∫
A
1
N
N−1∑
i=1
δ
(
y − N
xN − x1 · (xj+1 − xj)
)
dy, (6.30)
if x1 6= xN , and
µ(X)(A) =
N − 1
N
∫
A
δ(y)dy, (6.31)
if x1 = . . . = xN , where A is a Borel set in R and δ(y−p) denotes the Dira measure
with mass one at the point p.
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Thus, if x1 6= xN , µ(X) is a measure of total mass2 1− 1N with expetation value
E(µ(X)) =
∫
R
y dµ(X)(y)
=
1
N
N−1∑
j=1
N
xN − x1 · (xj+1 − xj)
=
1
xN − x1 · (xN − x1) = 1.
(6.32)
Remark 6.20. Note, that µ(X) does not hange under salar multipliation, i.e.,
µ(aX) = µ(X) ∀a ∈ R, a 6= 0 (6.33)
nor under diagonal addition
µ((x1 + a, . . . , xn + a)) = µ((x1, . . . , xn)). (6.34)
If we know a priori that our N-tuple X is ontained in [a, b]N mod 1, it is ustom-
ary to measure the wrapped around distane between xN and x1:
b− a− xN + x1 (6.35)
and to replae xN − x1 in the denominator by b− a:
µw(X)(A) =
1
N
∫
A
δ
(
y − N
b− a(b− a− xN + x1)
)
+
N−1∑
i=1
δ
(
y − N
b− a · (xj+1 − xj)
)
dy.
(6.36)
Note that the total mass of this measure is 1 and the expetation value is also 1.
Our main example for the above measure on the torus is given by the logarithms
of eigenvalues of a unitary matrix U . Here a = 0 and b = 2π and we obtain the
following denition
µc(X)(A) =
1
N
∫
A
δ
(
y − N
2π
(2π − xN + x1)
)
+
N−1∑
i=1
δ
(
y − N
2π
· (xj+1 − xj)
)
dy
(6.37)
where X = (x1, . . . , xN) is the set of ordered logarithms of the eigenvalues with
multipliities, i.e. spec(U) = {eix1, . . . , eixN}. Here the dierenes xj+1 − xj are the
angles between the eigenvalues and 2π − xN + x1 is the angle between the rst and
the last eigenvalue.
In physial models suh a wrapping ours naturally beause the only physial
data is enoded in the dierene of the arguments of the eixj . Thus, the hoie of
the branh of the logarithm is artiial, i.e. the position of zero annot be measured.
2
Note that for this reason it is ommon to use the fator
1
N−1
in front of the sum and N − 1
instead of N inside the δ measures, but we will see that this is of no importane for questions
of onvergene.
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Note. The measures µc(XN) and µw(XN) are no longer invariant under salar mul-
tipliation.
6.3.2 The Kolmogorov-Smirnov Distance
Sine we want to disuss onvergene of measures on the real line, we need a preise
notion of the type of onvergene we are dealing with. For us only two types of
onvergene are important: the weak onvergene of distribution funtions and the
sup-norm onvergene of distribution funtions.
Reall that a sequene of measure µn is said to onverge weakly to a measure µ if
for every bounded, ontinuous funtion f the following holds:
lim
n→∞
∫
fdµn =
∫
fdµ. (6.38)
Denition 6.21. Let µ, ν be Borel measures on R of nite mass. TheKolmogorov-
Smirnov distane dKS of µ and ν is
dKS(µ, ν) = sup
t∈R
∣∣∣∣
∫ t
−∞
dµ−
∫ t
−∞
dν
∣∣∣∣ , (6.39)
whih is the sup-norm for the dierene of the umulative distribution funtions.
We say a sequene of Borel measures µN onverges to µ if dKS(µN , µ) onverges
to zero.
Remark 6.22. Convergene with respet to the Kolmogorov-Smirnov distane implies
weak onvergene.
Proof. The onvergene in the Kolmogorov-Smirnov distane implies the pointwise
onvergene of the umulative distribution funtions. But this implies weak on-
vergene by a standard result of measure theory (f. [Els04℄ hap. 8 Theorem 4.12
).
We now show that the saling, with N − 1 instead of N whih is ommon in the
literature (f. [Meh91℄), gives the same results.
Lemma 6.23. Let (XN)N∈N be a sequene of N-tuples suh that XN ∈ RN and let
ν be a Borel measure on R+ with ontinuous density funtion p(x) with respet to
the Lesbesgue measure. Then the following are equivalent:
1. limN→∞ µ(XN) = ν.
2. limN→∞ µ1(XN ) = ν, where
µ1(X)(A) =
1
N − 1
∫
A
N−1∑
i=1
δ
(
y − N
xN − x1 · (xj+1 − xj)
)
dy. (6.40)
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3. limN→∞ µ2(XN) = ν, where
µ2(X)(A) =
1
N − 1
∫
A
N−1∑
i=1
δ
(
y − N − 1
xN − x1 · (xj+1 − xj)
)
dy. (6.41)
Proof. The equivalene of 1. and 2. is lear, sine dKS(µ1(X)(A), µ2(X)(A)) =
1
N
.
For the proof of the equivalene of 2. and 3. we note that
µ1(X)([0, y]) =
1
N − 1 card
{
j :
xj+1 − xj
xN − x1 ·N ≤ y
}
(6.42)
and
µ2(X)([0, y]) =
1
N − 1 card
{
j :
xj+1 − xj
xN − x1 · (N − 1) ≤ y
}
. (6.43)
Therefore we see that
µ2(X)([0, y]) = µ1(X)
([
0,
N − 1
N
· y
])
. (6.44)
Now suppose 2. is true. Then
|ν([0, y])− µ2(X)([0, y])| ≤
∣∣∣∣µ1(X)
([
0,
N − 1
N
· y
])
− ν([0, y])
∣∣∣∣
≤
∣∣∣∣µ1(X)
([
0,
N − 1
N
· y
])
− ν
([
0,
N − 1
N
· y
])∣∣∣∣
+
∣∣∣∣ν
([
0,
N − 1
N
· y
])
− ν([0, y])
∣∣∣∣ .
(6.45)
Sine p(x) is ontinuous, the umulative density funtion of ν is uniformly ontinuous
and the lemma follows from the estimation by a diret
ǫ
2
proof. Therefore, 2. implies
3. and, analogously, we see that the onverse is true.
In the literature one often omes aross histograms with densities plotted into
them for the nearest neighbor statistis. Compare Figure 1.1 in the introdution,
where we see a histogram ontaining two urves.
Let us briey disuss how the histogram in Figure 1.1 was built. We start with
an N-tuple X = (x1, . . . , xN) of non-dereasing real numbers as input and onsider
the N − 1 resaled nearest neighbor distanes
φj =
N − 1
xN − x1 · (xj+1 − xj) ∀j = 1, . . . , N − 1. (6.46)
Now, we divide the real line into bins of some xed width w and ount the number
of φj in eah bin. At last we sale the height of the boxes with a ommon fator
suh that the total area of the histogram is one.
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One usually has some measures with a ontinuous density funtion with whih to
ompare the histogram. In Figure 1.1 two suh densities are plotted.
This an be thought of as a visualization of the dKS-onvergene in the following
sense: As the width w beomes smaller and the N-tuples beome larger, the his-
togram should approah the density of the limit measure. This an be made preise
in the following way. Fix p ≥ 0 and think of the histogram restrited to [0, p] as a
Riemannian sum, whih should onverge to the integral of the density over [0, p].
Unfortunately, this depends on the ratio of N and w. Being a bit sloppy we
an say that at the lous φj we obtain a ontribution of mass 1/(N − 1) if the
width is small enough. This is exatly the point of the denition of µ(X). Thus,
a visualization of the onvergene is obtained, although it is not without problems
beause of the new dependene on the parameter w.
6.3.3 ApproximatingN -tuples
The following lemma shows how to onstrut approximating N-tuples for any abso-
lutely ontinuous measure.
Lemma 6.24. Let µ be a measure on R≥0 with ontinuous density f suh that∫ ∞
0
xf(x)dx ∈ [0, 1]. (6.47)
For every N ≥ 3 there exists an N-tuple X = (x1, . . . , xN), x1 ≤ . . . ≤ xn suh that
dKS(µ(X), µ) ≤ 2
N − 1 . (6.48)
Moreover, x1 an be hosen to be 0.
Proof. First, dene yj by the requirement
j
N
=
∫ yj
0
dµ ∀ j = 1, . . . , N − 1. (6.49)
If we ould hoose X in suh a way that µ(X) has mass 1
N
exatly at the yj, i.e.,
yj
!
=
N
xN − x1 (xj+1 − xj) ∀ j = 1, . . . , N − 1, (6.50)
then
|
∫ y
0
dµ−
∫ y
0
dµ(X)| ≤ 1
N − 1 (6.51)
sine the umulative distribution funtions agree at the yj by onstrution and dier
only by at most
1
N−1 as indiated in the following piture for a ertain measure.
Unfortunately, the system (6.50) might have no solution sine
N−1∑
j=1
yj 6= N =
N−1∑
j=1
N
xN − x1 (xj+1 − xj). (6.52)
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Figure 6.1: Approximation of µPoisson.
Thus, we redene yN−1 in the following way
yN−1 = N −
N−2∑
j=1
yj. (6.53)
We laim that yN−1 is non-negative, i.e.,
N ≥
N−2∑
j=1
yj. (6.54)
This follows at one from the inequality∫ ∞
0
xf(x)dx =
∫ y1
0
xf(x)dx+ . . .+
∫ ∞
yN−2
xf(x)dx
≥ 0 ·
∫ y1
0
f(x)dx+ y1 ·
∫ y2
y1
f(x)dx . . .+ yN−2
∫ ∞
yN−2
f(x)dx (6.55)
= y1
1
N
+ . . . yN−3
1
N
+ yN−2
2
N
≥ 1
N
N−2∑
j=1
yj,
beause
∫∞
0
xf(x)dx ∈ [0, 1] by assumption.
Writing (6.50) as a linear system
(xN − x1)yj −N(xj+1 − xj) = 0 (6.56)
and alulating the spae of solutions, we see that the solutions depend on real
parameters a and b:
xj = a+
b
N
j−1∑
1
yj ∀ j = 1, . . . , N. (6.57)
Note that no solution with b = 0 solves the original problem (6.50).
For any solution X with b 6= 0 the estimate
dKS(µ(X), µ) ≤ 2
N − 1 (6.58)
holds sine yN−1 is not in the optimal position any more. Hene, we have to adjust
by the fator
2
N−1 .
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Corollary 6.25. Let µ be an absolutely ontinuous measure on R≥0 with
∫∞
0
xdµ ∈
[0, 1] and p > 0 be a xed integer. Then for any p-tuple (z1, . . . , zp) and any N ≥ p+2
there is an N-tuple X = (x1, . . . , xN) suh that every zj ours as one of the xk and
dKS(µ(X), µ) ≤ 2 + p
N − 1 . (6.59)
Proof. By Lemma 6.24 we nd an N-tuple X suh that
dKS(µ(X), µ) ≤ 2
N − 1 . (6.60)
Due to the invariane of µ(X) under salar multipliation and diagonal addition, we
may assume that
x2 ≤ zj ≤ xN − 1 ∀ j = 1, . . . , p. (6.61)
Now, insert the zj into the ordered sequene x1 ≤ . . . ≤ xN at the orresponding
positions and remove the losest xk for eah zj inserted, as long as xk is neither x1
nor xN . In this ase take the losest xk in the middle. The resulting sequene is
alled X˜ .
In the piture of Figure 6.1 we have hanged p points of the jump loi of the
approximating stairase funtion. Thus, we have to add an extra
p
N−1 to the esti-
mation.
6.3.4 The Nearest Neighbor Statistics under exp
In this work the most important examples of sequenes (XN ) of non-dereasing
N-tuples are given by the spetra of sequenes of Hamiltonian operators on nite-
dimensional Hilbert spaes or, equally important, by the restritions of Hamiltonian
operators to nite dimensional subspaes of some innite-dimensional Hilbert spae
suh that the dimension of the nite-dimensional parts is approahing innity.
In the setting of general nite-dimensional Hilbert spaes the Hamiltonians are
just skew self-adjoint operators. The spae of these operators is again a nite-
dimensional vetor spae. If A is hermitian, the one-parameter group
{exp(iAt) : t ∈ R} (6.62)
is a subgroup of the unitary group of this Hilbert spae and the exponential mapping
A 7→ exp(iA) is surjetive but not injetive.
Now, we onsider the spetrum of a unitary operator exp(iA) and take the nearest
neighbor statistis µc of the eigenangles, i.e., the aj in the eigenvalue e
iaj
, where
0 ≤ aj < 2π.
Denition 6.26. Let U ∈ U(N) be a unitary matrix, whose eigenvalues are given
as e2iπφ1 , . . . , e2iπφN , and X(U) = (φ1, . . . , φN). The nearest neighbor statistis of
the unitary matrix U is µc(X(U)).
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Frequently, we will write µA as an abbreviation for µ(X(A)) and µU as abbrevia-
tion for µc(X(U)).
The nearest neighbor statistis of exp(iA) will not agree with the nearest neighbor
statistis of A for two reasons, the rst being the wrapping disussed above and the
seond and more important is the problem of reordering.
The eigenvalues x1 ≤ · · · ≤ xN of A give the φj only modulo 2π, i.e.
aj = φj mod 2π (6.63)
and it may happen that there are j1 and j2, suh that φj1 < φj2 but aj1 > aj2.
If, however, all eigenvalues are suiently lose to eah other, meaning that they
all lie in an interval of width 2π, one does not have to reorder, if hoosing a dierent
branh of the logarithm or just by adding a onstant to all eigenvalues suh that the
smallest eigenvalue is 0.
Lemma 6.27. Let (XN)N∈N be a sequene of non-dereasing N-tuples suh that
XN ∈ [0, 2π[N and let ν be a Borel measure on R+ with ontinuous density with
respet to the Lebesgue measure. Assume that the dierene between the largest and
the smallest eigenvalue onverges to 2π. Then the following are equivalent:
1. limN→∞ µ(XN) = ν.
2. limN→∞ µc(XN) = ν.
Proof. Sine the dierenes between the largest and the smallest eigenvalue on-
verge to 2π, the µ(XN) ome arbitrarily lose to the µc(XN ) as is evident by their
denitions.
Remark 6.28. The above lemma is false if we drop the assumption on the largest and
smallest eigenvalues. Indeed, assume that every XN is ontained in the subinterval
[0, 1
N
[ with smallest eigenvalue 0 and largest eigenvalue 1
N
, then µC(XN) has the
wrapping eigenangle given by
aN =
N
2π
(2π − 1
N
) = N − 1
2π
, (6.64)
all other eigenangles are less than or equal to 1/2π. Therefore µc an only onverge
to a measure whose umulative distribution funtion is 1 for all t ∈ R, t ≥ 1/2π.
To summarize, are has to be taken if onsidering the nearest neighbor statistis
under exp. It is not enough to ensure that the eigenvalues of a hermitian operator
are in an interval [0, 2π] but one must also ensure that the dierene between the
smallest and the largest eigenvalue approahes 2π.
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6.3.5 The Nearest Neighbor Statistics and the CUE Measure
As disussed above we are mainly interested in the nearest neighbor statistis asso-
iated to unitary matries. We give some more details about these statistis here.
In this setion µc(X(A)) will be abbreviated by µA.
The following lemma is neessary in ertain of our appliations.
Lemma 6.29. If ν is an absolutely ontinuous probability measure on R, then the
map
U(N)→ [0, 1], A 7→ dKS( ν, µA ) (6.65)
is ontinuous.
Proof. Cf. [KS99℄ where the proof is given in lemma 1.0.11. and 1.0.12.
Sine U(N) is a ompat group, funtions on U(N) an be averaged. It is also
possible to average the map A 7→ µA. This an be done in the following way. Let
µ(U(N)) denote the Borel measure given by
µ(U(N))(X) :=
∫
U(N)
(µA(X)) dHaar(A) (6.66)
for any Borel-measurable set X .
We now state Lemma 1.2.1 of [KS99℄.
Lemma 6.30. There exists an absolutely ontinuous probability measure ν on R
with real analyti umulative distribution funtion suh that
µ(U(N))→ ν weakly, as n→∞. (6.67)
We all this measure µCUE. In [KS99℄ the following theorem is given in a more
general form as Lemma 1.2.6.
Theorem 6.31. For every ǫ > 0 there is a natural number N0 suh that∫
U(N)
dKS(µCUE, µA)dHaar ≤ N ǫ−1/6 (6.68)
for all N ≥ N0.
The omplete proof of the lemma and the theorem is given in all detail in [KS99℄,
where it takes the rst half of the book, so it annot be given here.
More details on µCUE an be found in [Meh91℄ and again in [KS99℄.
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