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BACKWARD-ITERATION SEQUENCES WITH
BOUNDED HYPERBOLIC STEPS FOR ANALYTIC
SELF-MAPS OF THE DISK
PIETRO POGGI-CORRADINI
Abstract. A lot is known about the forward iterates of an ana-
lytic function which is bounded by 1 in modulus on the unit disk
D. The Denjoy-Wolff Theorem describes their convergence prop-
erties and several authors, from the 1880’s to the 1980’s, have
provided conjugations which yield very precise descriptions of the
dynamics. Backward-iteration sequences are of a different nature
because a point could have infinitely many preimages as well as
none. However, if we insist in choosing preimages that are at a fi-
nite hyperbolic distance each time, we obtain sequences which have
many similarities with the forward-iteration sequences, and which
also reveal more information about the map itself. In this note we
try to present a complete study of backward-iteration sequences
with bounded hyperbolic steps for analytic self-maps of the disk.
1. Introduction
Let φ be an analytic self-map of D. The Theorem of Denjoy-Wolff
says that, aside for the case when φ is an elliptic automorphism, there
is a point τφ ∈ D (which we call the Denjoy-Wolff point of φ) such
that the iterates of φ converge to τφ uniformly on compact subsets of
D. A lot is known about the behavior of a forward-iteration sequence
under φ, zn = φn(z0), especially in the limit, for large values of n.
In fact, conjugations of φ to linear maps have been established near
the Denjoy-Wolff point and these provide a fairly clear picture of the
dynamics. The different types of behavior divide the class of self-maps
of the disk into three main cathegories:
Elliptic. The Denjoy-Wolff point is an interior fixed point for φ, i.e.
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τφ ∈ D. By Schwarz’s Lemma, the derivative λ of φ at τφ (also known as
the muliplier) satisfies |λ| ≤ 1. If |λ| = 1, φ is an elliptic automorphism.
If 0 < |λ| < 1, φ(z) can be conjugated to λz near τφ, in such a way
that the forward orbit zn is asymptotic to λ
nω for some ω, for large n.
If λ = 0, φ(z) can be conjugated to zN near τφ, for some N ≥ 2, and
related asymptotics can be obtained.
Hyperbolic. The Denjoy-Wolff point is a boundary fix point for φ,
i.e., τφ ∈ ∂D and φ(τφ) = τφ in the sense of non-tangential limits. In
this case, the derivative c of φ at τφ exists, again in the sense of non-
tangential limits, and satisfies 0 < c ≤ 1. The map φ is hyperbolic
if c < 1. Conjugations exist in this case and can be used to show
that Arg(zn − τφ) − Arg τφ tends to an angle θ0 ∈ (−π/2, π/2). In
particular, a forward-iteration sequence eventually tends to τφ along a
non-tangential ray at τφ (Combine Lemma 2.66 of [CM] with Theorem
3 (i) of [Pom]).
Parabolic. The Denjoy-Wolff point τφ ∈ ∂D is a boundary fixed
point for φ, and the derivative c of φ at τφ is equal to 1. This case is
more subtle and the behavior of forward-iteration sequences has been
studied by Pommerenke and Baker-Pommerenke in [Pom] and [BP],
and by Cowen, see [CM]. Conjugations still exist: they send τφ to ∞
and conjugate φ(z) to a translation, see Section 1.3 for more details.
Let d be the pseudo-hyperbolic distance in D, i.e., d(z, w) = |z −
w|/|1−zw|. By Schwarz-Pick, forward-iteration sequences always have
bounded steps in the hyperbolic metric. More specifically, d(zn+1, zn) ≤
d(zn, zn−1), and this is maybe the reason why these sequences become
more and more “regular” in the limit. Actually, the sequence of step-
lengths, sn = d(zn+1, zn), plays an important role. Clearly sn tends to
s∞ ≥ 0. In the elliptic case s∞ = 0 (aside for elliptic automorphisms).
In the hyperbolic case, s∞ > 0. More importantly, in the parabolic
case, both s∞ = 0 and s∞ > 0 can occur, and the dynamics is different
in each case. As a matter of notation, we say φ is type I parabolic if
s∞ > 0, and type II parabolic if s∞ = 0.
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1.1. Boundary repelling fixed points. We saw above that τφ is
always a fixed point for φ and the multiplier there is less or equal
to 1 in modulus. The Denjoy-Wolff Theorem says, moreover, that
every other fixed point of φ can only be on the boundary of D, with
positive multiplier strictly greater than 1 (infinity an admitted value).
An analytic self-map of the disk may have several such fixed points
other than the Denjoy-Wolff point, however, when the multiplier is
also finite then more can be said and these points have several nice
features. That is the reason why in [PC2] we gave them the name
of Boundary Repelling Fixed Points (BRFP). Below are three results
involving boundary fixed points which will be useful in the sequel.
Theorem 1.1 (Julia and Carathe´odory,[Sh] Chap. 4). Suppose φ is
an analytic map of the disk with φ(D) ⊂ D, and ζ, ξ ∈ ∂D. If there is
a sequence {pn} ⊂ D such that pn → ζ, φ(pn)→ ξ, and
(1.1)
1− |φ(pn)|
1− |pn| → A <∞,
then
(a) A > 0
(b) For every horodisk H at ζ, i.e., H is a disk internally tangent
to ∂D at ζ, φ(H) ⊂M(H), where M(z) = ξζ(z−aζ)/(1−aζz),
with a = A−1
A+1
.
(c) φ(z)→ ξ as z → ζ non-tangentially.
(d) φ′(z)→ φ′(ζ) as z → ζ non-tangentially, and |φ′(ζ)| ≤ A.
Corollary 1.2. Suppose φ is an analytic map with φ(D) ⊂ D, and
suppose ζ ∈ ∂D. Assume further that there is a sequence {pn} ⊂ D
such that
(1) pn → ζ,
(2) limn→∞ d(pn, φ(pn)) ≤ a < 1.
Then ζ is a boundary fixed point of φ with multiplier φ′(ζ) ≤ 1+a
1−a
.
Theorem 1.3 (Cowen-Pommerenke, see Theorem 4.1 of [CP]). Let φ
be analytic with φ(D) ⊂ D, and let τφ be its Denjoy-Wolff point. If
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τφ ∈ D or if τφ ∈ ∂D and φ′(τφ) < 1 (elliptic and hyperbolic cases),
then for every A > 1 the set of BRFPs whose multiplier is less than A
must be finite. Moreover if τφ ∈ ∂D and φ′(τφ) = 1 (parabolic case),
then for every A > 1 the set of BRFPs whose multiplier is less than A
can only cluster at τφ.
The two theorems just cited were used in [PC1] to prove the following
conjugation result.
Theorem 1.4 ([PC1] Thm. 1.2). Suppose φ is analytic with φ(D) ⊂ D.
Assume that 1 is a BRFP for φ with multiplier 1 < A <∞.
Then there is an analytic map ψ of the upper half-plane H, with
ψ(H) ⊂ D, which has non-tangential limit 1 at 0, and such that:
(1.2) ψ(Az) = φ ◦ ψ(z)
for every z ∈ H.
Moreover, ψ is always semi-conformal at 0, that is,
(1.3) Arg
ψ(z)− 1
iz
−→ 0
as z tends to 0 non-tangentially.
The main construction in the proof of Theorem 1.4 was to produce
a backward-iteration sequence with certain additional properties, in
particular whose steps remain bounded in the hyperbolic distance.
Definition 1.5. A sequence {wn}∞0 is a backward-iteration sequence
with bounded steps (BISBS) for φ, if φ(wn+1) = wn for n = 0, 1, 2, 3 . . . ,
and d(wn, wn+1) ≤ a < 1 for all n and for some constant a. (We exclude
the trivial sequence wn ≡ τφ, in the elliptic case, from this definition,
and we also assume that φ is not an elliptic automorphism in the rest
of this paper.)
On the other hand, Theorem 1.4 implies that if φ has a BRFP at ζ
(say ζ = 1) then there are a lot of BISBS, namely all the sequences of
the form {ψ(A−nz)}∞n=0 for some z ∈ H.
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In this note, we propose to study the BISBS of a self-map φ of the
disk, their convergence properties, as well as existence and uniqueness
properties. To begin with, in the result stated in the next section we
show that a BISBS can only arise as in Theorem 1.4 above, i.e. tends
to a BRFP non-tangentially and is of the form {ψ(A−nz)}∞n=0 for a
conjugation as in Theorem 1.4, except for the parabolic case, where
it can happen that a BISBS actually tends to the Denjoy-Wolff point.
The parabolic case is more delicate and is the main focus of this paper,
see Paragraphs 1.3,1.4, 1.5, 1.6, 1.7 below.
1.2. Backward-iteration sequences with bounded steps. We will
see that the bounded-steps restriction yields several interesting prop-
erties and that these sequences become “regular” for large values of n,
analoguously to the forward-iteration sequences.
Note that Schwarz-Pick implies that d(wn, wn+1) is increasing with
n, thus without loss of generality we always assume that d(wn, wn+1) ↑
a < 1.
Theorem 1.6. Suppose φ is an analytic map with φ(D) ⊂ D, and let
{wn}∞n=0 be a backward-iteration sequence for φ with bounded pseudo-
hyperbolic steps dn = d(wn, wn+1) ↑ a < 1. Then, the following hold:
(1) There is a point ζ ∈ ∂D such that wn → ζ as n tends to infinity,
and ζ is a fixed point for φ with a well-defined multiplier φ′(ζ) <
∞.
(2) When ζ 6= τφ, then ζ is a BRFP. If ζ = τφ, then φ is necessarily
of parabolic type.
(3) When ζ is a BRFP, the sequence wn tends to ζ along a non-
tangential direction. More precisely, there exists an angle θ0 in
(−π/2, π/2) such that
(1.4) arg(ζ − wn)− arg ζ → θ0
as n→∞.
(4) When, in the parabolic case, ζ = τφ, then wn tends to ζ tangen-
tially.
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As we have seen above, a consequence of Theorem 1.4 is that when-
ever ζ ∈ ∂D is a BRFP for φ then one can construct many BISBS
converging to ζ along non-tangential directions as in (1.4). One of the
consequences of Theorem 1.6 (3) is that every BISBS approaching a
BRFP must do so non-tangentially as in (1.4). Finally, as mentioned
in (2), in the parabolic case it can happen that a BISBS tends to
τφ(= 1), and we can construct examples in both the type I and type II
cases, see Section 4. Theorem 1.6 is proved in Section 2. The rest of
the paper is devoted to studying what happens in the parabolic case.
1.3. Parabolic forward iteration. We study the parabolic case in
Section 3, where we obtain counterparts to results about forward iter-
ates of Pommerenke and Baker-Pommerenke, [Pom] [BP]. First let us
recall what is known about forward-iteration in this case. A self-map
of D is parabolic if τφ ∈ ∂D and φ′(τφ) = 1 there. Without loss of
generality, we assume instead that φ is an analytic map on the upper
half-plane H, with Im φ(z) ≥ 0, such that
(1.5) φ(z) −→∞ and φ(z)
z
−→ 1.
as z → ∞ non-tangentially. The non-tangential approach regions for
∞ in H are the sectors {|Arg z − π/2| < θ0} for some θ0 ∈ (0, π/2).
Since the horodisks at infinity are the half-planes {Im z ≥ t > 0},
Julia’s Lemma in this situation implies that Imφ(z) ≥ Im z. In H the
pseudo-hyperbolic distance between two points z, w is:
d = d(z, w) =
∣∣∣∣w − zw − z
∣∣∣∣
Let zn = φn(i). We know that zn tends to infinity by the Denjoy-Wolff
Theorem. Also the step-lengths sn = d(zn, zn+1) decrease to s∞, and
φ is said to be of type I (or non-zero-step) if s∞ > 0; φ is of type II
(or zero-step) if s∞ = 0. We will refine the type I and type II classes.
By Julia’s Lemma, Im zn ↑ L∞. A map φ of type I is said to be of
type Ia (or non-zero-step/finite-height) if L∞ < ∞ and of type Ib
(or non-zero-step/infinite-height) if L∞ =∞. Likewise for type II.
BACKWARD ITERATION 7
Example 1.7. The map φ(z) = z + 1 is of type Ia, while φ(z) = z + i
is of type IIb. We give more examples in Section 4.
It is not clear a priori that this classification does not depend on the
choice of i as starting point, however, that is indeed the case, as we
will see below, as a consequence of the next theorem.
Theorem 1.8 (Pommerenke, [Pom] (3.17)). Let φ be an analytic self-
map of H of parabolic type as in (1.5), and let {zn = φn(i)}∞n=0 be a
forward-iteration sequence. Then
Im zn+1
Im zn
−→ 1
as n tends to infinity.
Moreover, letting zn = un + ivn and considering the automorphisms
of H given by Mn(z) = (z − un)/vn, the normalized iterates Mn ◦ φn
converge uniformly on compact subsets of H to a function σ which
satisfies the functional equation
σ ◦ φ = σ + b
where
(1.6) b = lim
n→∞
un+1 − un
vn
and b 6= 0 in the non-zero-step case, while b = 0 in the zero-step case.
Since
Mn ◦M−1n+1(z) = z
vn+1
vn
+
un+1 − un
vn
→ z + b,
given and arbitrary point z ∈ H,
d(φn(z), φn+1(z)) = d(Mn ◦ φn(z),Mn ◦M−1n+1 ◦Mn+1 ◦ φn+1(z))
→ d(σ(z), σ(z) + b).
Therefore the type I and type II classification is well-defined. The fact
that the type a and type b classification is well-defined follows easily
from Schwarz-Pick, because d(φn(z), φn(i)) ≤ d(z, i).
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1.4. Parabolic backward iteration. We now study parabolic maps
φ as in (1.5) which have a BISBS tending to infinity. The map φ(z) =
z + i shows that such sequences may not exist at all. We continue
our classification by saying that φ is type ∅ if it has no BISBS. So,
φ(z) = z+i is of type ∅. On the other hand, if a BISBS exists {wn}∞n=0,
then by Julia’s Lemma, yn := Im(wn) ↓ ℓ∞. We say that a BISBS is of
type 1 (or non-zero-height) if ℓ∞ > 0, and of type 2 (or zero-height)
if ℓ∞ = 0. So, for instance, φ(z) = z + 1 has a BISBS of type 1. At
first sight, one might think that type 2 never arises. However, a simple
example is given by the following map φ(z) =
√
z2 − 1. Thinking of φ
as the composition of three simple operations, one checks that φ maps
H into itself and that it is of parabolic type IIb with Denjoy-Wolff
point at infinity. The sequence wn =
√
n + i is a backward-iteration
sequence for φ. A calculation shows that the pseudo-hyperbolic steps
dn stay bounded away from 1. So wn is a BISBS and Imwn ≍ 1/
√
n
tends to zero. In this example, although yn tends to zero, it does not
do so very fast, e.g.,
∑
yn =∞. This is a general fact.
Lemma 1.9. Let φ be a parabolic map of H as above, and let wn be a
BISBS tending to infinity. If yn = Imwn, then
∞∑
n=0
yn =∞
Proof of Lemma 1.9. Recall that dn = d(wn, wn+1)→ a < 1. Then
1
dn
=
∣∣∣∣1− 2yniwn+1 − wn
∣∣∣∣ ≤ 1 + 2 yn|wn+1 − wn| .
So,
lim inf
n→∞
yn
|wn+1 − wn| ≥
1− a
2a
.
Letting C0 = (1 − a)/4a, there is n0 such that for n ≥ n0, yn ≥
C0|wn+1 − wn|. Summing from n0 to N > n0,
N∑
n=n0
yn ≥ C0
N∑
n=n0
|wn+1 − wn| ≥ C0
∣∣∣∣∣
N∑
n=n0
(wn+1 − wn)
∣∣∣∣∣
= C0|wN+1 − wn0| → ∞
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
A main question in this context is whether the ratios yn+1/yn tend
to 1 or not. All we can infer so far, from Lemma 1.9 for example, is
that
(1.7) lim sup
n→∞
yn+1
yn
= 1.
We will show that indeed limn→∞ yn+1/yn = 1. It will be useful, in
the course of the proof, to consider the hyperbolic steps of higher order.
Namely, if wn is a BISBS, and k = 1, 2, 3, . . . , then
(1.8) d(wn, wn+k) ↑ ak.
To see that the ak are also strictly less than one, consider the hyperbolic
distance
ρ = log
1 + d
1− d
Then ρ(wn, wn+k) ↑ ρk, and by the triangle inequality, ρk ≤ kρ1 < ∞.
Thus, ak < 1.
Remark 1.10. Note that Arg(wn) either tends to 0 or to π. In fact,
0 < Imwn ≤ Imw0 and wn → ∞. So, if Argwn were to oscillate
between 0 and π, the sequence wn would accumulate everywhere on
the real axis, because of the bounded-steps condition, and this would
yield a contradiction.
The following theorem is a direct counter-part to Theorem 1.8.
Theorem 1.11. Let φ be an analytic self-map of H of parabolic type as
in (1.5), and let {wn}∞n=0 be a backward-iteration sequence with bounded
pseudo-hyperbolic steps dn = d(wn, wn+1) ↑ a < 1, which tends to
infinity. Then
Imwn+1
Imwn
−→ 1
as n tends to infinity.
This is the key to proving the following conjugation result.
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Theorem 1.12. Let φ be an analytic self-map of H of parabolic type as
in (1.5), and let {wn = xn + iyn}∞n=0 be a backward-iteration sequence
with bounded pseudo-hyperbolic steps dn = d(wn, wn+1) ↑ a < 1, which
tends to infinity. (Assume also WLOG that Argwn tends to 0). Con-
sider the automorphisms of H given by τn(z) = xn + ynz. Then the
normalized iterates φn ◦ τn converge uniformly on compact subsets of H
to an analytic self-map ψ of H such that
ψ(z − b0) = φ ◦ ψ(z)
where
(1.9) b0 =
2a√
1− a2 = limn→∞
xn+1 − xn
yn
Corollary 1.13. With the hypothesis of Theorem 1.11 and Theorem
1.12, letting ζn = i+ nb0,
(1) ψ(ζn) = wn and ψ
′(ζn)/yn → 1.
(2) ψ has non-tangential limit ∞ at ∞.
(3) limφ′(wn) = 1.
Theorem 1.11, Theorem 1.12 and Corollary 1.13 are proved in Section
3.1.
1.5. Uniqueness for BISBS of type 1. Let wn be a BISBS of non-
zero-height as defined in Section 1.4. If τn(z) = xn+zyn, then Theorem
1.12 says that φn ◦ τn tends to the conjugating map ψ. So, given an
arbitrary z ∈ H, the sequence {ψ(z + nb0)}∞n=0 is a BISBS for φ and
is of non-zero-height as well, by Proposition 1.16 below and by Julia’s
Lemma. We show that every BISBS of non-zero-height occurs this way.
Theorem 1.14. Let φ be an analytic self-map of H of parabolic type,
and let {wn = xn + iyn}∞n=0 be a backward-iteration sequence tending
to the Denjoy-Wolff point, τφ = ∞, with bounded pseudo-hyperbolic
steps dn = d(wn, wn+1) ↑ a < 1, and which is furthermore of non-zero-
height, i.e., yn ↓ ℓ∞ > 0. Let w˜n be another backward-iteration sequence
tending to infinity with d(w˜n, w˜n+1) ↑ a˜ < 1, and y˜n ↓ ℓ˜∞ > 0. Assume
further that Argwn and Arg w˜n are both tending to zero. Likewise let
BACKWARD ITERATION 11
τn, τ˜n, ψ, and ψ˜, b0, and b˜0 be the corresponding maps given by Theorem
1.12. Then
ψ˜
(
b˜0
b0
z + b1
)
= ψ(z)
for some b1 ∈ R. So that, w˜n = ψ(z1 + nb0) for z1 = (b0/b˜0)(i − b1),
and
lim
n→∞
xn+1 − xn = ℓ∞ 2a√
1− a2 = ℓ˜∞
2a˜√
1− a˜2 = limn→∞ x˜n+1 − x˜n
Question 1.15. It is not clear whether Theorem 1.14 holds in the
zero-height case, and whether zero-height BISBS can coexist with non-
zero-height one. We conjecture that at least for univalent maps φ this
never happens. Theorem 1.21 below implies that this cannot happen
for type I parabolic maps.
Theorem 1.14 is proved in Section 3.2.
1.6. More on BISBS of type 1.
Proposition 1.16. Let wn = xn + iyn be a BISBS of non-zero-height,
i.e. such that yn ↓ ℓ∞ > 0, and assume xn → +∞. Let ψ be the
conjugating map obtained in Theorem 1.12. Then
ψ(z)
z
−→ ℓ∞
as z tends to infinity non-tangentially.
Corollary 1.17. Let ψ be as in Proposition 1.16, and consider the
quadrants Q(R) = {x > R, y > 1}. Then ψ is one-to-one on Q(R) for
R large enough, and this is true of φ as well.
In the course of the proof of Theorem 1.14 above we found useful to
introduce the following notion of limit. For R > 0 and ǫ > 0 define the
horizontal half-strips
S(R, ǫ) = {z = x+ iy : x ≥ R, ǫ ≤ y ≤ 1/ǫ}.
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Definition 1.18. Given a complex-valued function f defined on H, we
say that f has a lateral-limit at +∞ if there is a ∈ C such that
lim
S(R,ǫ)∋z→∞
f(z) = a
for every choice of R > 0 and 0 < ǫ < 1. In this case we write,
lat. -limz→+∞ f(z) = a
Proposition 1.19. Let φ be an analytic self-map of H of parabolic type
as in (1.5), and let {wn = xn+iyn}∞n=0 be a backward-iteration sequence
with bounded pseudo-hyperbolic steps dn = d(wn, wn+1) ↑ a < 1, which
tends to infinity, and which is furthermore of non-zero-height, i.e., such
that yn ↓ ℓ∞ > 0. Assume also that xn tends to +∞ and let b0 be defined
as in (1.9). Then,
lat. -limz→+∞ z − φ(z) = b0ℓ∞
The following question is therefore quite natural, also in view of
Theorem 1.4 in the case of a BRFP. In that case, if φ fixes a point
ζ 6= τφ on the boundary of the unit disk, then the existence of a finite
angular derivative at ζ implies the existence of BISBS tending to ζ .
Question 1.20. Suppose φ is an analytic self-map of H, as in (1.5).
Suppose moreover that
lat. -limz→+∞ z − φ(z) = C0 > 0
Does this imply that there exists a BISBS of type 1 tending to +∞?
Proposition 1.16, Corollary 1.17, and Proposition 1.19 are proved in
Section 3.3.
1.7. BISBS for type I parabolic maps. We show that if a self-map
φ ofH is of parabolic type I, then it cannot have a BISBS of zero-height.
Theorem 1.21. Let φ be an analytic self-map of H, as in (1.5), which
is of parabolic type I i.e. the forward iterates have non-zero step. As-
sume, also that φ admits a backward-iteration sequence {wn}∞n=0 tend-
ing to infinity, with bounded pseudo-hyperbolic steps dn = d(wn, wn+1) ↑
a < 1. Then wn must be of non-zero-height, i.e., Imwn ↓ ℓ∞ > 0.
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Corollary 1.22. A map φ as in (1.5) of type Ia which has forward it-
erates whose arguments tend to 0 cannot have a BISBS whose argument
also tends to 0.
We don’t know whether Corollary 1.22 holds for type Ib and type
IIa maps. The fact that for type Ib maps the argument of the forward
iterates tends to either 0 or π is proved in Remark 1 of [Pom].
Theorem 1.21 and Corollary 1.22 are proved in Section 3.4.
We now start with the proof of the various statements. In the last
section of the paper, Section 4, we produce as many examples as we
could find of the different behaviors, however, some cases are missing.
2. Convergence properties
In this section we prove Theorem 1.6. We begin with the proof of
(1), which follows a standard line of argument, however, the idea of
using Theorem 1.3 was suggested to us by F. Bracci.
Proof of Theorem 1.6 (1). We treat first the elliptic case, τφ ∈ D. Since
d(wn, τφ) ≤ d(wn+1, τφ), r = limn→∞ d(wn, τφ) exists. If r = 0, then
wn = τφ for all n’s. If 0 < r < 1, either φ is an elliptic rotation or
there exists a constant m < 1 such that φ maps the disk {z ∈ D :
d(z, τφ) < r} into the disk {z ∈ D : d(z, τφ) < mr}, and this yields a
contradiction. Therefore, aside for the trivial case when φ is a conjugate
rotation or wn is identically equal to τφ, we must have r = 1. Any
subsequence, wnk tending to a point ζ ∈ ∂D satisfies all the hypothesis
of Corollary 1.2. Thus ζ is a BRFP for φ with multiplier bounded
by A := (1 + a)/(1 − a). However, the fact the {wn} has bounded
steps implies that its cluster set on ∂D must be connected, and hence
is either a point or an interval. To see this, connect wn to wn+1 with a
straight segment to obtain a curve which has the same cluster set as the
sequence {wn} on ∂D. Such cluster set can’t be an interval, because by
Theorem 1.3, the set of BRFPs is at most countable (actually finite in
the elliptic and hyperbolic cases since the multipliers stay bounded).
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So there is a unique ζ ∈ ∂D, such that wn → ζ and ζ is a BRFP for φ,
i.e. 1 < φ′(ζ) ≤ A.
We now treat the hyperbolic case. Without loss of generality, we
assume that τφ = 1 and 0 < φ
′(1) := c < 1. Recall the Poisson kernel
at 1:
(2.1) P (w) =
1− |w|2
|1− w|2
Horocycles at 1, i.e. disks interior to D and tangent to ∂D at 1, can
also be defined as level sets for P :
H(t) = {w : P (w) > 1/t}.
The existence of the angular derivative φ′(1) implies, by Julia’s Lemma
(see [Sh] p. 63), that the horocycle H(t) is mapped into the horocycle
H(ct). Choose t0 so small that w0 does not belong to H(t0). Then, wn
is not in H(c−nt0), hence the sequence wn cannot have cluster points
in D. By the same arguments as in Case 1, we obtain that either {wn}
converges to a BRFP ζ , or {wn} converges to 1. Theorem 1.6 (2) claims
that the latter option is impossible.
Finally, in the parabolic case, assume τφ = 1 and φ
′(1) := c = 1.
Note first that, {wn} cannot cluster in D. If so, there would be a
subsequence wnk tending to z0 ∈ D. But Schwarz-Pick implies that
d(φnk(z0), w0) ≤ d(z0, wnk) −→ 0
and this contradicts the fact that φnk(z0) tends to 1 by the Denjoy-Wolff
Theorem. Again, we conclude as before that either {wn} converges to
a BRFP ζ , or {wn} converges to 1. This time however the latter option
can occur. A trivial example is the parabolic automorphism z 7→ z+1
on the upper half-plane (conjugated to the unit disk), but one can
find other examples as well, e.g. let σ be a Riemann map of D onto
the set Ω = {x + iy : y > χ(−∞,0])(x)} which sends 1 to ∞, and set
φ(z) = σ−1(σ(z) + 1). 
We now prove Theorem 1.6 (2). In view of (1), it only remains to
show that in the hyperbolic case a BISBS cannot tend to τφ. This fact,
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under the more stringent hypothesis of univalence on φ, was already
obtained by F. Bracci in [Br] by different methods than ours. We thank
Prof. Bracci for sharing is preprint with us.
Before tackling the proof of Theorem 1.6 (2), we want to obtain an
easy consequence of the bounded steps condition: d(wn, wn+1) ≤ a < 1.
The furthest wn+1 can be from the origin is (|wn| + a)/(1 + a|wn|).
Therefore,
1− |wn+1| ≥ 1− a
1 + a
(1− |wn|).
On the other hand, the world’s-greatest-identity tells us that
1− a2 ≤ 1− d(wn, wn+1)2 = (1− |wn|
2)(1− |wn+1|2)
|1− wnwn+1|2
≤ 4a2 (1− |wn|)(1− |wn+1|)|wn − wn+1|2 .
Putting these two estimates together we obtain
(2.2)
1− |wn+1|
|wn+1 − wn| ≥
1− a
2a
> 0.
Lemma 2.1. Let {wn}∞n=0 ⊂ D be a sequence such that wn → ζ ∈ ∂D
as n tends to infinity. Assume that wn satisfies (2.2) and also
(2.3) lim inf
n→∞
1− |wn|
1− |wn+1| ≥ C > 1.
Then wn converges to ζ non-tangentially, i.e.,
(2.4) lim inf
n→∞
1− |wn|
|ζ − wn| ≥ δ > 0
Proof. Note that,
|wn+1| − |wn| = (1− |wn|)− (1− |wn+1|)
= (1− |wn+1|)
(
1− |wn|
1− |wn+1| − 1
)
Thus, by (2.3),
lim inf
n→∞
|wn+1| − |wn|
1− |wn+1| ≥ C − 1 > 0
and by (2.2),
lim inf
n→∞
|wn+1| − |wn|
|wn+1 − wn| ≥ (C − 1)
1− a
2a
= δ > 0,
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i.e., there is n0 such that for k ≥ n0:
|wk+1| − |wk| ≥ (δ/2)|wk+1 − wk|
So by telescoping sums, for m > n > n0,
|wm| − |wn| ≥ (δ/2)|wm − wn|
Letting m tend to infinity and then taking the lim inf as n tends to
infinity, we find that (2.4) holds. 
Now we are in position to prove (2) in Theorem 1.6, i.e., we need to
show that in the hyperbolic case a backward-iteration sequence with
bounded hyperbolic steps cannot tend to the Denjoy-Wolff point.
Proof of Theorem 1.6 (2). Without loss of generality assume that τφ =
1, so 0 < c := φ′(1) < 1. Also assume that wn does tend to 1, we will
reach a contradiction.
First we rewrite (2.2) as follows
(2.5)
1− a
2a
∣∣∣∣1− 1− wn1− wn+1
∣∣∣∣ ≤ 1− |wn+1||1− wn+1|
Julia’s Lemma tells us that since wn does not belong to the horocycle
H(t) with t = |1−wn|2/(1−|wn|2), wn+1 cannot belong to the horocycle
H(t/c), i.e.,
(2.6)
1− |wn+1|2
|1− wn+1|2 ≤ c
1− |wn|2
|1− wn|2
Iterating this estimate we find that
(2.7) lim
n→∞
1− |wn|2
|1− wn|2 = 0
Applying this to (2.5) we obtain that
lim
n→∞
1− wn
1− wn+1 = 1
Going back to (2.6),
1− |wn|2
1− |wn+1|2 ≥
1
c
∣∣∣∣ 1− wn1− wn+1
∣∣∣∣
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Therefore,
lim inf
n→∞
1− |wn|
1− |wn+1| = lim infn→∞
1− |wn|2
1− |wn+1|2 ≥
1
c
> 1.
Now we can apply Lemma 2.1, with C replaced by 1/c, and deduce
that (2.4) holds with ζ = 1. This contradicts (2.7). 
Proof of Theorem 1.6 (3). Suppose now that wn is a BISBS converging
to a BRFP ζ ∈ ∂D. Without loss of generality ζ = 1. Let A := φ′(1) >
1. By Theorem 1.1,
A = lim inf
z→ζ
1− |φ(z)|
1− |z| .
In particular, wn satisfies (2.3) with C = A. Therefore, by Lemma 2.1,
we find that (2.4) holds.
Now let ψ be the conjugation produced by Theorem 1.4. In Lemma
5.1 of [PC1] we show the existence of a simply connected region Ω ⊂ H
with an inner tangent at 0 with respect to H, such that ψ is one-to-
one on Ω, and so that ψ(Ω) has an inner tangent at 1 with respect
to D. So, eventually, wn ∈ ψ(Ω). Let f be the inverse of ψ|Ω. Then
bn := f(wn) = A
−nb0 for some b0 ∈ H. By (1.3), this proves (1.4).
Remark 2.2. We found that the proof of Lemma 5.1 of [PC1] has a
typo, i.e., θn ↑ π/2 instead of θn ↓ 0.

Proof of Theorem 1.6 (4). Assume now that τφ = 1 and c := φ
′(1) =
1. Assume also that {wn}∞n=0 is a BISBS coverging to 1. By Julia’s
Lemma, P (wn+1) ≤ P (wn), where P is defined in (2.1). This shows
that wn tends to 1 tangentially. 
3. The parabolic case
3.1. Proof of Theorem 1.11, Theorem 1.12 and Corollary 1.13.
We write wn = xn + iyn for simplicity. Note that if yn ↓ ℓ∞ > 0, the
fact that yn+1/yn → 1 is clear in this case. However, we will treat
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both cases together. Recall that dn = d(wn, wn+1) ↑ a < 1 and that
τn(z) = xn + zyn. Notice that
(3.1) τ−1n ◦ τn+1(z) =
xn+1 − xn
yn
+
yn+1
yn
z
is another automorphism of H, and dn = d(i, τ
−1
n ◦ τn+1(i)). Hence, we
obtain after some manipulation:
(3.2)
(
xn+1 − xn
yn
)2
= −
(
yn+1
yn
)2
+ 2
1 + d2n
1− d2n
(
yn+1
yn
)
− 1.
The right hand-side being a concave-down quadratic polynomial in
yn+1/yn implies that
(3.3)
|xn+1 − xn|
yn
≤ 2dn
1− d2n
≤ 2a
1− a2
and, the left hand-side being positive yields
(3.4)
1− a
1 + a
≤ (1− dn)
2
1− d2n
=
1 + d2n
1− d2n
− 2dn
1− d2n
≤ yn+1
yn
≤ 1.
Claim 3.1. The following holds:
fn(z) :=
φ ◦ τn+1(z)− wn
φ ◦ τn+1(z)− wn ·
z + i
z − i −→ 1
as n tends to infinity, uniformly on compact subsets of H.
Proof of Claim 3.1. Since φ(τn+1(i)) = φ(wn+1) = wn, fn(z) is a well-
defined analytic function for z ∈ H, and by Schwarz-Pick,
(3.5) |fn(z)| = d(φ ◦ τn+1(z), φ ◦ τn+1(i))
d(z, i)
≤ 1
for all z ∈ H.
We first show that |fn(z)| tends to 1 uniformly on compact subsets
of H. Consider a subsequence fnj . By normal families, we can extract
a subsequence fN tending to f . By (3.3) and (3.4), we can extract
a subsequence M of N so that yM+2/yM+1 → c ≤ 1 and (xM+2 −
xM+1)/yM+1 → b ≥ 0 (b can be chosen to be positive because we can
assume without loss of generality that Argwn tends to 0, in view of
Remark 1.10). Thus, τ−1M+1 ◦ τM+2 converges uniformly on compact
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subsets of C to the automorphism S(z) = cz + b, and by (3.2),
(3.6) b2 = −c2 + 21 + a
2
1− a2 c− 1.
By Schwarz-Pick again,
(3.7) d(φ ◦ τM+1 ◦ S(i), φ ◦ τM+2(i)) ≤ d(S(i), τ−1M+1 ◦ τM+2(i))→ 0
as M tends to infinity. Using the triangle inequality for the hyper-
bolic distance, and then transferring it back to the pseudo-hyperbolic
distance (this works because of (3.7)), we obtain
|fM(S(i))| = d(φ ◦ τM+1 ◦ S(i), φ ◦ τM+1(i))
d(S(i), i)
≥ d(φ ◦ τM+2(i), φ ◦ τM+1(i))
d(S(i), i)
− o(1)
=
d(wM , wM+1)
d(S(i), i)
− o(1)
On the other hand, using (3.6),
(3.8) d(S(i), i)2 =
b2 + (c− 1)2
b2 + (c+ 1)2
= a2
Thus, since dn tends to a,
lim
M→∞
|fM(S(i))| = 1.
Thus f is a constant of modulus one, and
lim
n→∞
|fn(z)| = 1
uniformly on compact subsets of H.
On the other hand,
(3.9) fn(i) = (φ ◦ τn+1)′(i) · 2i
wn − wn = φ
′(wn+1) · yn+1
yn
So
(3.10) lim
n→∞
yn+1
yn
|φ′(wn+1)| = 1.
Write φ(z) = z + p(z) with Im p(z) ≥ 0 and p(z) → 0 as z → ∞
non-tangentially. Note that,
(3.11)
Im p(wn+1)
yn+1
=
Im(wn − wn+1)
yn+1
=
yn
yn+1
− 1
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Also Schwarz-Pick applied to p yields,
yn+1
yn
|p′(wn+1)| ≤ yn+1
yn
Im p(wn+1)
Imwn+1
= 1− yn+1
yn
for all n. Therefore,(
yn+1
yn
)2
|φ′(wn+1)|2 =
(
yn+1
yn
)2 (
1 + |p′(wn+1)|2 + 2Re p′(wn+1)
)
≤ 2yn+1
yn
(
yn+1
yn
Reφ′(wn+1)− 1
)
+ 1
Rearraging this inequality, using the fact that (yn+1/yn) Reφ
′(wn+1) is
less than 1 (by (3.5) applied to z = i), and the fact that yn+1/yn is
greater than (1− a)/(1 + a), see (3.4), we find that
0 ≤ 21− a
1 + a
(
1− yn+1
yn
Reφ′(wn+1)
)
≤ 1−
(
yn+1
yn
)2
|φ′(wn+1)|2
By (3.10), we obtain
lim
n→∞
yn+1
yn
Reφ′(wn+1) = 1.
Therefore, fn(i)→ 1, and thus fn(z)→ 1 on compact subsets of H. So
Claim 3.1 is proved. 
Renormalize the iterates of φ by writing ψn(z) = φn ◦ τn(z). Note
that ψn(i) = w0 and Imψn > 0. By Claim 3.1,
fn(z) =
τ−1n ◦ φ ◦ τn+1(z)− i
τ−1n ◦ φ ◦ τn+1(z) + i
· z + i
z − i → 1
which implies
(3.12) lim
n→∞
τ−1n ◦ φ ◦ τn+1(z) = z.
So, by Schwarz-Pick applied to φn and conformal invariance,
(3.13) d(ψn+1(z), ψn(z)) ≤ d(τ−1n ◦ φ ◦ τn+1(z), z)→ 0
as n tends to infinity.
Let yN be a subsequence of the yn such that the ratios yN+1/yN
converge to a constant c. At the moment, we only know that
0 <
1− a
1 + a
≤ c ≤ 1.
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Recall that τ−1N ◦ τN+1 tends to an automorphism S(z) = cz + b of H,
where b is determined by (3.6). By normal families we can assume,
passing to a subsequence, that the corresponding sequence of normal-
ized iterates ψN tends to an analytic function ψ uniformly on compact
subsets of H. Then, ψ(i) = w0 and Imψ(z) > 0 for all z ∈ H. Note
that
d(ψN(S(i)), w1) = d(φN ◦ τN ◦ S(i), φN ◦ τN+1(i))
≤ d(S(i), τ−1N ◦ τN+1(i))→ 0
as N tends to infinity. Thus, ψ(S(i)) = w1 6= w0, and ψ is not constant.
By (3.13), the sequence ψN+1 tends to the same function ψ, and since
ψN+1 = φ◦ψN ◦(τ−1N ◦τN+1), we find that ψ must satisfy the functional
equation
(3.14) ψ = φ ◦ ψ ◦ S.
We now consider the sequence ψN+2, which also tends to ψ. Again
ψN+2 = φ◦ψN+1 ◦ (τ−1N+1 ◦ τN+2). By the same arguments as before, see
(3.3) (3.4) and (3.1), given a subsequence of N we can extract another
subsequence, which we call M , so that τ−1M+1 ◦ τM+2 converges to an
automorphism S˜(z) = c˜z + b˜. Then, S˜ satisfies
φ ◦ ψ ◦ S˜ = ψ = φ ◦ ψ ◦ S.
Since φ◦ψ is non-constant we can invert it locally, and since S and S˜ are
linear, they must coincide. In particular, τ−1N+1 ◦ τN+2 must converge
to S as well. A similar argument yields, for every k = 0, 1, 2, 3 . . . ,
that τ−1N+k ◦ τN+k+1 tends to S. Therefore, τ−1N ◦ τN+k must tend to
Sk = S ◦ · · · ◦ S, k times. Write ζk = Sk(i). Then
d(ψN(ζk), wk) = d(φN ◦τN(ζK), φN ◦τN+k(i)) ≤ d(ζk, τ−1N ◦τN+k(i))→ 0
that is to say
(3.15) ψ(ζk) = wk.
We now consider the functions
gn(z) =
ψ ◦ Sn(z)− wn
ψ ◦ Sn(z)− wn ·
z + i
z − i
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Since ψ ◦Sn(i) = wn, the gn are analytic on H. Moreover, by Schwarz-
Pick,
|gn(z)| = d(ψ ◦ Sn(z), ψ ◦ Sn(i))
d(z, i)
≤ 1
Note that by (3.8)
|gn(ζ1)| = d(wn+1, wn)
d(ζ1, i)
→ a
d(ζ1, i)
= 1.
Therefore, any subsequence of |gn(z)| has a subsequence converging to
a constant of modulus one, i.e.,
|gn(z)| −→ 1
as n tends to infinity, for all z ∈ H. Evaluating |gn| at ζk, we obtain
d(wn+k, wn)
d(ζk, i)
−→ 1
as n tends to infinity. Thus, the number ak introduced in (1.8) satisfy
ak = d(ζk, i)
Recall that ζk = Sk(i) and S(z) = cz + b.
Now assume that c < 1, then
ζk = c
ki+
1− ck
1− c b −→
b
1− c
Therefore, for k large,
1− a2k =
4ck
|ζk + i|2 ≤ 4c
k
On the other hand, if c = 1, then ζk = i+ kb0, where by (3.6),
(3.16) b0 =
2a√
1− a2 .
Thus, for k large,
1− a2k =
4
|ζk + 1|2 =
4
4 + b20k
2
≥ C
k2
for some constant C > 0.
These two asymptotic behaviors of the numbers ak, as k tends to
infinity, show that the sequence of ratios yn+1/yn must converge, and
(1.7) implies that the limit must be one. So Theorem 1.11 is proved.
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Therefore we have
τ−1n ◦ τn+1 → z + b0 := S(z)
where b0 is given in (3.16). Moreover, letting ψ be a normal limit of
the ψn = φn ◦ τn, we have have ψ = φn ◦ ψ ◦ Sn. Also, letting
(3.17) hn(z) = τ
−1
n ◦ ψ ◦ Sn(z)
we find that
hn(ζk) = τ
−1
n ◦ τn+k(i)→ ζk
So hn must tend to the identity, and by the same argument as in [PC1],
d(φn ◦ τn, ψ) = d(φn ◦ τn, ψ ◦ S−1n ◦ Sn)
= d(φn ◦ τn, φn ◦ ψ ◦ Sn)
≤ d(τn, ψ ◦ Sn)→ 0.
This proves Theorem 1.12.
Next we show Corollary 1.13. The fact that ψ(ζn) = wn is (3.15).
Also, by differentiating hn(z)→ z, see (3.17), we find that
ψ′(ζn)
yn
→ 1
as n tends to infinity. This is Corollary 1.13 (1). In particular, ψ′(ζn) 6=
0 for n large.
Now consider the half-line γ = ∪∞n=0[ζn, ζn+1]. Then ψ tends to
infinity along γ because ψ(ζn) does and for ζ ∈ [ζn, ζn+1],
d(ψ(ζ), ψ(ζn)) ≤ Const.
So by Lindelo¨ff’s Theorem, see [Pom2] Cor. 2.17 (i), ψ has non-
tangential limit ∞ at ∞.
Finally, Corollary 1.13 (3) follows from differentiating (3.12).
3.2. Uniqueness in the non-zero-height case. Here we show The-
orem 1.14 and so we refer to the assumptions made in the statement.
The next Lemma amounts to say that ψ(z) is asymptotic to the map
ℓ∞z as z tends to∞ “laterally”. For the definition of lat. -limz→+∞ see
Definition 1.18.
24 PIETRO POGGI-CORRADINI
Lemma 3.2. With ψ as in Theorem 1.14, the following holds,
(3.18) lat. -limz→+∞
Imψ(z)
Im z
= ℓ∞
and
(3.19) lat. -limz→+∞
Reψ(z)
Re z
= ℓ∞
Moreover, we also have
(3.20) lat. -limz→+∞ ψ
′(z) = ℓ∞.
Proof. Recall that
yn → ℓ∞ and xn+1 − xn → b0ℓ∞
So given ε > 0 there is n0 such that for n ≥ n0
b0ℓ∞ − ε ≤ xn+1 − xn ≤ b0ℓ∞ + ε
So
xn0 + (n− n0)(b0ℓ∞ − ε) ≤ xn ≤ xn0 + (n− n0)(b0ℓ∞ + ε)
Hence
(3.21) lim
n→∞
xn
nb0
= ℓ∞.
Now recall that hn(z) = τ
−1
n ◦ψ◦Sn(z) tends to z uniformly on compact
subsets of H, see (3.17). Therefore
lim
n→∞
|ψ(z + nb0)− (xn + zyn)| = 0
In particular,
lim
n→∞
| Imψ(z + nb0)− ℓ∞ Im z| = 0
uniformly for z ∈ {0 ≤ x ≤ b0, ǫ ≤ y ≤ 1/ǫ}. This implies (3.18). And
also,
lim
n→∞
|Reψ(z + nb0)− xn − Re zℓ∞| = 0
which if we divide by Re z + nb0 still tends to zero. So, by (3.21),
lim
n→∞
Reψ(z + nb0)
Re z + nb0
= ℓ∞.
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This implies (3.19). Finally, by differentiating τ−1n ◦ ψ ◦ Sn(z) we find
that ψ′(z + nb0)/yn tends to 1 uniformly on compact subsets of H,
which implies (3.20). 
As a corollary we obtain the following result which is similar to
Lemma 5.1 of [PC1]. First we need another definition.
Definition 3.3. Given a simply connected region Ω in H, we say that
Ω has an inner-lateral tangent at +∞, if for every choice of 0 < ǫ < 1
there is R > 0 large enough so that the half-strip S(R, ǫ) is contained
in Ω.
Corollary 3.4. Let ψ be the conjugation obtained in Theorem 1.12
for a BISBS of type 1 whose argument tends to 0. Then, there is a
convex region Ω ⊂ H with an inner-lateral tangent at +∞, such that ψ
is one-to-one on Ω and ψ(Ω) also has an inner-lateral tangent at +∞.
Proof. We build Ω by induction on k = 2, 3, . . . . For k = 2, choose
R2 > 0 so that the three limits in Lemma 3.2 are within ℓ∞/2 of
ℓ∞ for z ∈ S(R2, 1/2), and set p+2 = p−2 = R2 + i. For k arbitrary,
consider the half-strips S(R, 1/k) with R > Rk−1 and let p
+
k and p
−
k be
the two intersection points between the boundary of S(R, 1/k) and the
boundary of S(Rk−1, 1/(k − 1)) (The plus being assigned to the point
which is above the other one). Again choose R large enough so that
three limits in Lemma 3.2 are within ℓ∞/2 of ℓ∞ for z ∈ S(R, 1/k).
Moreover, choose R so large that the slope of the interval [p+k−1, p
+
k ] is
smaller than the slope of the previous interval [p+k−2, p
+
k−1], likewise, so
that the slope of [p−k−1, p
−
k ] is larger than that of [p
−
k−2, p
−
k−1].
Now let Ω be the convex hull of the points p±k , k = 2, 3, . . . . The
univalence of ψ on Ω follows from Proposition 1.10 of [Pom2], because
Reψ′ > 0 there and Ω is convex. Also it follows by construction that
ψ(Ω) contains half-strips S(R, ǫ) of arbitrarily large height. So Corol-
lary 3.4 is proved. 
Proof of Theorem 1.14. We proceed as in the uniqueness part of The-
orem 1.2 of [PC1]. Suppose ψ and ψ˜ are the two conjugations. Let Ω
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and Ω˜ be the corresponding sets given by Corollary 3.4. Given a small
hyperbolic disk centered at i, ∆ ⊂ ∆ ⊂ H, there is N such that for
all n ≥ N , ∆ + nb0 ∈ Ω, and ψ(∆ + nb0) ⊂ ψ˜(Ω˜). So, for z ∈ ∆,
z + nb0 ∈ Ω and ψ(z + nb0) ∈ ψ˜(Ω˜). Let f denote the inverse of ψ˜ on
ψ˜(Ω˜) which maps ψ˜(Ω˜) back to Ω˜. Then,
β(z) = f(ψ(z + nb0))− nb˜0
is analytic on ∆, one-to-one there, and does not depend on n ≥ N . In
fact, f(ψ(z + nb0)) and f(ψ(z + nb0 + b0)) are mapped by ψ˜ to two
points z1 and z2 such that φ(z2) = z1. So,
f(ψ(z + nb0 + b0))− f(ψ(z + nb0)) = b˜0.
Since the radius of ∆ was arbitrary, this implies that β is well-defined
and one-to-one on all ofH. By interchanging the role of ψ and ψ˜ we find
another function γ analytic and one-to-one on all of H which is locally
the inverse of β, and thus also globally. So β is an automorphism of H.
Since β = S˜−1n ◦ ψ˜−1 ◦ ψ ◦ Sn, we have β ◦ S = S˜ ◦ β, i.e., β(z + nb0) =
β(z) + nb˜0. So β fixes infinity and no other point, i.e., β(z) = c1z + b1
with b1, c1 ∈ R. In particular, c1(z + b0) + b1 = c1z + b1 + b˜0, so
c1 = b˜0/b0. It follows from the definition of β that ψ˜ ◦ β = ψ. Hence,
ψ˜
(
b˜0
b0
z + b1
)
= ψ(z)
With this identity it is easy to check that
w˜n = ψ(z1 + nb0)
where z1 = (b0/b˜0)(i− b1).
Finally, using (3.20) we find that
ℓ∞b0 = ℓ˜∞b˜0

3.3. Further properties for BISBS of type 1.
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Proof of Proposition 1.16. Changing variables fromH to D via the map
α(z) = (z − i)/(z + i), we find that Ψ = α ◦ ψ ◦α−1 is an analytic self-
map of D with non-tangential limit 1 at 1, and a calculation shows
that
1− |Ψ(α(z))|2
1− |α(z)|2 =
Imψ(z)
Im z
|z + i|2
|ψ(z) + i|2
So when z = ζn,
1− |Ψ(α(ζn))|2
1− |α(ζn)|2 = yn
4 + n2b20
x2n + (yn + 1)
2
By (3.21) we find that
lim
n→∞
1− |Ψ(α(ζn))|2
1− |α(ζn)|2 =
1
ℓ∞
Therefore, by Julia-Carathe´odory’s Theorem, Ψ has a finite angular
derivative at 1. More specifically, Ψ′(1) ≤ 1/ℓ∞ (see Theorem 1.2 (d)).
Transfering back to H we find that
ψ(z)
z
−→ A ≥ ℓ∞
as z tends to infinity non-tangentially. So, by Julia’s Lemma, ψ(z) =
Az+ q(z), where Im q(z) ≥ 0 on H and q(z)/z tends to 0 as z tends to
∞ non-tangentially. However,
0 ≤ Im q(ζn) = yn − A→ ℓ∞ −A
So A = ℓ∞. 
Proof of Corollary 1.17. This follows the same lines argument as the
proof of Theorem 2 of [Pom]. By Theorem 1.16, we can write ψ(z) =
ℓ∞z + q(z), where Im q(z) ≥ 0 and q(z)/z tends to 0 as z tends to ∞
non-tangentially. Set U(z) = Im q(z)/ Im z. Then by Schwarz-Pick on
q, we find ∣∣∣∣q(w)− q(w′)w − w′
∣∣∣∣ ≤√U(w)U(w′)
Let L = {t + i, t ≥ 0}. Then by (3.18), U(z) tends to zero along L.
On the other hand, from the Poisson integral representaion of Im q it
follows that U is a decreasing function of y. So given ε > 0 there exist
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R > 0 such that U(z) < ε for z ∈ Q(R). Choose ε much smaller than
ℓ∞ and use ∣∣∣∣ψ(w)− ψ(w′)w − w′
∣∣∣∣ ≥ ℓ∞ −
∣∣∣∣q(w)− q(w′)w − w′
∣∣∣∣
to conclude that ψ is univalent on the corresponding quadrant Q(R).
The similar result about φ follows the exact same pattern, therefore
we omit the details. 
Proof of Proposition 1.19. Recall from (3.12) that Hn(z) := τ
−1
n ◦ φ ◦
τn+1(z) tends to z uniformly on compact subsets of H. Given a half-
strip S(R, ǫ), we can find a compact set K such that ∪∞n=n0τn+1(K)
covers S(R′, ǫ) for some R′ > R and some n0, because yn tends to ℓ∞
and xn+1 − xn tends to ℓ∞b0 (by Theorem 1.14). A compution shows
that,
τn+1(z)− φ ◦ τn+1(z) = yn(τ−1n ◦ τn+1(z)−Hn(z))→ ℓ∞b0
as n tends to infinity, and this shows the proposition. 
3.4. Non-existence results for parabolic maps of type I.
Proof of Theorem 1.21. Assume φ is a self-map of H of parabolic type
I. Suppose that wn = xn+iyn is a BISBS. Then, zn = φn(w0) = un+ivn
has non-zero-step, and Pommerenke obtains a conjugation σ with range
in H, see Theorem 1.8, where σ ◦ φ = σ + b and b 6= 0 is the limit of
(un+1 − un)/vn, see (1.6). By Remark 1 of [Pom], Arg zn either tends
to 0 or to π. Let us assume without loss of generality that it tends to
π, so that b < 0. Then, there exist n0 so that for n ≥ n0, un − un+1 is
positive, and greater than (|b|/2)vn. By telescoping sums
|un| ≥ (|b|/2)
n−1∑
k=n0
vk + |un0| ≥ (|b|/2)vn0(n− n0) + |un0|
In particular,
(3.22) lim inf
n→∞
|un|
n
≥ (|b|/2)vn0
This implies that we always have lim inf |un|/n > 0, and lim |un|/n =
+∞ when vn ↑ ∞.
BACKWARD ITERATION 29
On the other hand, assume first that Argwn tends to 0. Then,
(xn+1 − xn)/yn tends to b0 > 0, see (1.9). So there exists n1 such that
for n ≥ n1, xn+1 − xn is less than 2b0yn, and therefore
xn ≤ 2b0yn1(n− n1) + xn1
A similar estimate can be obtained if Argwn tends to π. So
(3.23) lim sup
n→∞
|xn|
n
≤ 2b0yn1
This implies that we always have lim sup |xn|/n <∞, and lim |xn|/n =
0 when yn ↓ 0.
Now, since σ is a self-map of H, d(σ(w0), σ(zn)) ≤ d(w0, zn) and the
fact that σ(zn) = σ(w0) + nb imply that
vny0
(un − x0)2 + (vn + y0)2 ≤
(Im σ(w0))
2
n2b2 + 4(Im σ(w0))2
Now vn/un tends to zero, because Arg zn tends to π. So
(3.24)
vn
u2n
≤ C1
n2
for some constant C1 > 0. On the other hand, let ψ be the conjugation
provided by Theorem 1.12. The fact that ψ(i−nb0) = zn and Schwarz-
Pick’s inequality d(zn, wn) ≤ d(i− nb0, i+ nb0) imply that
1
4n2b20 + 4
≤ vnyn
(xn − un)2 + (vn + yn)2
So that by (3.24),
(3.25) yn ≥ C2
n2
(xn − un)2
vn
≥ C2
C1
(
xn
un
− 1
)2
for some constant C2 > 0.
Assume now that wn is of type 2, i.e. yn ↓ 0. Then (3.25) yields
(3.26)
xn
un
−→ 1.
But this contradicts the fact that in this case lim |xn|/n = 0 and
lim inf |un|/n > 0. 
Proof of Corollary 1.22. Consider Pommerenke’s map σ (see Theorem
1.8), in the case when b 6= 0 and the imaginary parts of the forward
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iterates remain bounded above (type Ia). Assume that zn = φn(i) =
un + ivn and Arg zn tends to 0, so that b > 0. By Lemma 2 of [Pom],
σ(un + zvn)− nb tends to z uniformly on compact subsets of H. This
can be used to show that
(3.27) lat. -limz→+∞Re σ(z) = +∞
Suppose now that φ has a BISBS whose argument tends to 0 as well. By
Theorem 1.21 such BISBS would have to be of type 1. So it eventually
belongs to some half-strip S(R, ǫ). But σ(wn) = σ(w0) − nb, so Reσ
tends to −∞ along wn, and this contradicts (3.27). 
4. Examples
All of the examples that follow are obtained by conjugating φ to
a translation on an appropriately chosen simply connected region, so
that the resulting Riemann map, which does the conjugation, can be
written down explicitly.
Type Ia∅ (non-zero-step/finite-height/no-BISBS):
φ(z) =
[√
(
√
z + 1)2 + 1− 1
]2
Here φ is conjugated to translation by 1 on the image of H under the
conformal map (
√
z + 1)2. Then
zn =
(√
n+ i− 1
)2
= n− 1 + i− 2√n + i
is a forward-iteration sequence, and there are no BISBS.
Type Ib∅ (non-zero-step/infinite-height/no-BISBS):
φ(z) =
(√
z + 1
)2
Here φ is conjugated to translation by 1 on the image of H under the
conformal map
√
z. Then
zn = (n + i)
2 = n2 − 1 + 2in
is a forward-iteration sequence, and there are no BISBS. Note that
zn/vn = (n− 1/n) + 2i so it is non-zero-step.
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Type IIb∅ (zero-step/infinite-height/no-BISBS):
φ(z) = z + i
Type Ia1 (non-zero-step/finite-height with a BISBS of non-
zero-height):
φ(z) = z + 1
Type IIb1 (zero-step/infinite-height with a BISBS of non-
zero-height):
φ(z) =
(√
(
√
z − 1)2 − 1 + 1
)2
Here φ is conjugated to translation by −1 on the image of H under the
conformal map (
√
z − 1)2. Then
zn = (1 + i
√
n)2 = 1− n + 2i√n
is a forward-iteration sequence, zn/vn = −
√
n+ 1/
√
n+ 2i so the step
goes to zero. Moreover,
wn =
(√
n+ i+ 1
)2
= n + 1 + i+ 2
√
n+ i
is a BISBS of non-zero-height.
Type IIb2 (zero-step/infinite-height with a BISBS of zero-
height):
φ(z) =
√
z2 − 1
Here φ is conjugated to translation by −1 on the image of H under the
conformal map z2. Then
zn = i
√
n
is a forward orbit, and
wn =
√
n+ i
is a BISBS of zero-height.
Examples of Ib1,IIa1,IIa2 type are still missing.
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