In freehand 3D ultrasound, images are acquired while the position of the transducer is recorded with a tracking device. Calibration is essential in this technique to find the transformation from the image coordinates to the reference coordinate system. The single wall technique is a common calibration method because a simple plane phantom is used. Despite its advantages, such as ease of phantom construction and image analysis, this method requires large number of images to converge to the solution. One reason is a lack of a closed-form solution. Also, the technique uses slightly illconditioned sets of equations with a high condition number due to limited range of scanning motions that produce clear images of the plane. Here, a novel closed-form formulation has been proposed for the single wall calibration technique. Also, differential measurements of the plane image are used instead of absolute plane detection to improve accuracy. The closed-form solution leads to more accurate and robust results while providing an insight into understanding error propagation and finding the optimal set of transducer poses. Results have been compared to the conventional single wall technique. A residual error of 0.14 mm is achieved for the proposed method compared to 0.91 mm in the conventional approach.
INTRODUCTION
In freehand 3D ultrasound, which is a technique of acquiring ultrasound images with a tracked transducer, one important step is transducer calibration. It provides the transformation that relates any pixel in the ultrasound image to the corresponding point in a 3D world coordinate system. A variety of approaches for calibration of ultrasound have been investigated and they have been compared in terms of reconstruction accuracy, reproducibility, and acquisition time 1 . One typical method of calibration is to image an artificial object, known as a phantom, with known geometrical parameters, and combine the prior knowledge of the phantom with its ultrasound images to solve for the calibration parameters. Image features of the phantom can be points, lines or more complex shapes.
Point-based methods are performed by repetitive scanning of a point target such as a spherical fiducial, intersection of two wires, or the tip of a stylus 2 . Since aligning the ultrasound beam at a single point is not easy, scanning along strings or wires can be used instead of single location. The three-wire phantom 1 , Hopkins phantom 3 , and Z or N shaped phantoms 4 , are examples of these methods. The final accuracy of point-based or wire-based methods are highly dependent on the accuracy of manual or semi-automatic selection of the point or line centroid in ultrasound images 1 . Given the presence of noise and artifacts, it is argued that a line is segmented easier and more accurately than a point 1 .
The single wall phantom and its enhanced version, the Cambridge phantom 5 , take advantage of this idea and facilitate the automatic segmentation of the line. The Cambridge phantom is very accurate but requires custom apparatus, accurate mounting of the probe, and is difficult to use for a novice user 1 . The single wall phantom is simply a plate, made of e.g. plexiglass, and does not require construction of a phantom but is less accurate especially for low numbers of acquired images acquired approximately perpendicular to the plate (when the plate appears as a clear sharp line). Here it is worth mentioning that wedge phantoms 6 , 7 also use planar surfaces but they require accurate and specific phantom design in comparison with the simple design of the wall phantom.
One idea to improve the accuracy of the calibration is to use differential measurements instead of absolute position of the features in the image. In fact, in the single wall technique, the slope of the line is a differential measurement whose accuracy is less dependent on the sharpness of the line. The solution of the conventional single wall technique 5 is based on measuring the absolute position of points along the line in the image and solves for the calibration parameters by minimizing the residual error. The method is iterative due to lack of a closed-form solution. It also has slightly illconditioned sets of equations due to the limited range of scanning motions that produce clear images 5 .
Here, a closed-form method is proposed that first solves for the rotation components of the calibration matrix using the differential measurements (line slopes) and then, solves for the translation components. This improves the accuracy, and at the same time provides an insight into finding the optimal set of poses for the transducer.
METHODS

Mathematical Framework
The calibration goal is to find the six degree-of-freedom transformation from the image to the transducer coordinate system ( I T T ). The transformation from the transducer to the reference coordinate system ( T R T ) is known by the readings from the tracker ( Figure 1 ). Using the above notations for each pose of the transducer we have:
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where t r is the unknown translation and i t r is the transducer to reference translation. Therefore each pixel of the image (x,y) can be described in the reference coordinates as:
Closed-form Solution
Considering the pixels on the line appeared in the ultrasound image from the intersection of the wall and the ultrasound image plane, they should satisfy the plane equation (Figure 2) : Assume another point of image on the line (x 2 ,y 2 ); by subtracting Eq. 5 for the two points and then dividing by x S , and then dividing by y Δ we have:. 
In the above equation 
The above equation means that taking vec from the product of three matrixes can be written as the Kronecker product of the last and the first multiplied by the vec of the middle matrix.
Here by taking vec from two sides of Eq. 7 we have: We can easily find k using the below equation:
So far we have solved the rotation part ( x R ) of the calibration matrix ( I T T ). To solve the translation part ( t r ) we substitute Eq. 3 into Eq. 5:
where d is a parameter of the plane equation which is also unknown.
Eq. 13 is a linear equation in which all the parameters except t r and d are known. Now by considering Eq. 14 as:
Then we can rewrite Eq. 13 as:
Eq. 15 can now be easily solved in a least-squares sense to find t r and d :
EXPERIMENTS AND RESULTS
The The automatic line detection algorithm in 5 has been implemented to find the lines in the images. Using the line slopes and the described method, the rotation part of the calibration transform is first calculated. To make the solution more robust, the unity constraints of 0 U r 14) gives the translation part ( t r ) and the wall to origin distance ( d ). The accuracy of the proposed method has been compared to the conventional single wall technique using the same data set from the line extraction software. As suggested in 5 , the equations are solved using the Levenberg-Marquardt method. The residual error of the calibration (in Eq. 5) for the proposed method is 0.14 mm while the residual error for the conventional wall calibration technique is 0.91 mm. Standard deviation of the calibration parameters for 20 trials for both methods have been summarized Table 1 . 
CONCLUSION
For the first time, a novel closed-form solution for the conventional single wall technique is proposed. Another novel idea is using differential measurements to perform calibration. By performing calculations on differential measurements (line slope) using the closed-form solution more accurate results are obtained compared to the conventional single wall technique 5 .
The closed-form solution can give insight for understanding error propagation and for finding the optimal set of transducer poses. Also the closed-form solution provides fast convergence to the solution and is useful to avoid wrong sub-optimal solutions.
Accuracy can be improved further by using RF data instead of B-mode images especially since it is easy to find line slopes by cross correlation of any two RF echo pulses. Accurate measurement is possible by using new methods of ultrasound motion tracking 8 . This is the future goal of this work.
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