In this paper, we provide explicit formulas, in terms of the covariances of sample covariances or sample correlations, for the asymptotic covariances of unrotated factor loading estimates and unique variance estimates. These estimates are extracted from least square, principal, iterative principal component, alpha or image factor analysis. If the sample is taken from a multivariate normal population, these formulas, together with the delta methods, will produce the standard errors for the rotated loading estimates. A simulation study shows that the formulas provide reasonable results.
Introduction
Let Σ be the covariance or correlation matrix of random variables X 1 , X 2 , · · · , X p .
As a data reduction tool, factor analysis postulates that there exist k common factors among these variables with k < p. Assuming that the common factors are uncorrelated and have unit variance, we may write Σ as
where Λ is a p-by-k matrix of (unrotated) factor loadings and Ψ is a p-by-p diagonal matrix of unique variances. In the literature (see Harman, 1976; SAS, 2004; SPSS, 2005) , there are a few extraction methods, such as principal-factor, maximumlikelihood and least-square, to solve the factor model (1) and produce a solution (Λ,Ψ) for any given sample covariance or sample correlation matrixΣ. From a practical viewpoint, it is of importance to be able to measure the precision of the solution and to locate the salient rotated factor loadings. This can be done by providing the asymptotic covariances (acov) of the estimates (Λ,Ψ) and the rotated loadings ofΛ.
The asymptotic covariance of (Λ,Ψ) depends on the factor extraction method and the covariance ofΣ. We write Σ = [σ ij ] and dσ ij =σ ij − σ ij ,σ ij being the sample covariance or sample correlation coefficient between random variables X i and X j . Let n be the sample size and Λ = f(Σ) = [λ ir ] for a specific factor extraction method f.
Assume that at Σ, f has a differential df. Then df is a linear transformation which maps p-by-p symmetric matrices into p-by-k matrices. It follows from the theory of delta method (see Rao, 2001 ) that
where " a =" means that the difference between the left and right sides of (2) approaches zero in probability as n → ∞. Specifically, thinking λ ir as a function of Σ specified by f, we have the asymptotic covariance betweenλ ir andλ js in terms of the covariance ofΣ,
Similarly, let ψ = (ψ 1 , · · · , ψ p ) ′ be the diagonal elements of Ψ. We can express the asymptotic covariance ofψ in terms of the covariance ofΣ,
In this paper, we express the differentials dΛ and dψ in terms of dΣ for a few popular factor extraction methods. The motivation of this research is two-fold. On one hand, given the covariance ofΣ, one can compute the standard errors forΛ andψ. When these random variables are from a multivariate normal population, for example, cov(Σ) is well-known (see Girshick, 1939) . On the other hand, in order to apply the delta methods of Archer & Jennrich (1973 ), Jennrich (1973 and Yung & Hayashi (2001) to find the standard errors of rotated loading estimates, it is necessary to have the asymptotic covariance of the unrotated loading estimatesΛ. In fact, standard errors are currently available only for maximum-likelihood factor analysis in SAS/Factor (SAS, 2004) . When non-normality occurs, we may apply the results in this paper to the covariances of sample covariances or correlations (Hsu, 1949; De Leeuw, 1983 ) to obtain general asymptotic covariance for the unrotated factors.
In the literature, Girshick(1939) and Anderson(1963) studied the asymptotic properties of principal component analysis. Lawley(1967) and Jennrich & Thayer (1973) derived formulas of asymptotic standard errors for maximum-likelihood factor analysis. In the current research, we study the asymptotic covariances of least-square, iterative principal component, principal, alpha and image factor solutions (SAS, 2004; SPSS, 2005) . To do so, we apply the implicit differentiation of equations whichΛ andΣ are supposed to satisfy in these factor extraction methods. The approach here employed is parallel to the ones used by Archer & Jennrich(1973) , Girshick(1939) , Jennrich(1973) and Yung & Hayashi (2001) in the context of factor analysis. The reasonableness of the standard error ofψ is shown by means of a simulation study.
We also provide a real data analysis to illustrate the standard errors of least-square factor solution.
Iterative Principal Component and Principal Factor Analysis
We first introduce some notations. Given matrix M, denote by "M v " the vector form of M, ordered by rows.
Without confusion, one may still use the double indexing system to locate elements of i . We then construct the spectral decomposition of Σ − Ψ (0) :
is the r-th largest eigenvalue of Σ − Ψ (0) and λ
r is the corresponding eigenvector of length (θ
In the next step we start with a new Ψ (1) = Σ − Λ (0) (Λ (0) ) ′ and construct the spectral decomposition of Σ − Ψ (1) to find Λ (1) . We continue this fashion until the algorithm converges.
In this section, we extend the results of Girshick(1939) . Let θ r be the r-th largest eigenvalue of Σ − Ψ and λ r be the corresponding eigenvector of length θ
for any 1 ≤ r ≤ k. Specifically, for any 1 ≤ i ≤ p and 1 ≤ r ≤ k, consider the i-th elements of both sides of (3),
It has the differential form, say the (i, r)-th equation of dΛ and dΣ,
for any 1 ≤ i ≤ p and 1 ≤ r ≤ k. In matrix form, we may write all these linear equations of dΛ and dΣ as AdΛ v = BdΣ v where the coefficient of dλ jt in the (i, r)-th equation
0, otherwise, and the coefficient of dσ xy in the same equation is
0, otherwise, for any 1 ≤ i, j, x, y ≤ p and 1 ≤ r, t ≤ k. In the single indexing system, A ir,jt corresponds to the value of A at the (i − 1) × k + r-th row and the (j − 1) × k + t-th column;
B ir,xy corresponds to the value of B at the same row and the (x−1) ×p + y-th column.
Finally we have dΛ v = A −1 BdΣ v and the delta method implies
Least-Square Factor Analysis
In the least-square factor analysis (see Herman, 1976) , the sum of squares of the off-diagonal elements ofΣ −ΛΛ ′ is minimal at the solution. Let
i.e., the sum of squares of the lower-diagonal elements of Σ − ΛΛ ′ . The first-order condition produces p × k constraints for Λ, i.e.
It is easy to see that
δ st being Kronecker's symbol. Thus for any fixed 1 ≤ i ≤ p and 1 ≤ r ≤ k,
So the differential form of (4), say the (i, r)-th equation, is
for all 1 ≤ i ≤ p and 1 ≤ r ≤ k. We write the above equations in matrix form as 
Alpha Factor Analysis
Let H 2 be the diagonal matrix of communalities h i 's where
Without loss of generality, we assume h i > 0. Let θ r be the r-th largest eigenvalue of H −1 (Σ − Ψ)H −1 and β r be the corresponding eigenvector of length θ 1/2 r . Thus θ r = β ′ r β r and H −1 (Σ − Ψ)H −1 β r = θ r β r for any 1 ≤ r ≤ k. In alpha factor analysis (Kaiser & Caffrey, 1965) , the loading
Then we have the following relationship (5) − (7):
for any 1 ≤ r ≤ k.
In the rest of this section, we first extract dΓ in terms of dΛ from (5) and then extract dΣ in terms of dΓ and dΛ from (7). By (5), for any 1 ≤ i ≤ p and 1 ≤ r ≤ k, λ ir = h i γ ir which has the differential form, say the (i, r)-th equation,
Considering all these equations, we have the matrix form
where
for any 1 ≤ i, j ≤ p and 1 ≤ r, t ≤ k.
We write these differential forms in matrix form as
where in the (i, r)-th equation the coefficient of dσ xy is
and the coefficient of dλ jt is
for any 1 ≤ i, j, x, y ≤ p and 1 ≤ r, t ≤ k.
Finally, by (8) and (10), dΛ v = (GE + J) −1 FdΣ v .
Image Factor Analysis
In image factor analysis (Jöreskog, 1969), Ψ = τ (DiagΣ −1 ) −1 for some scale τ .
Letting ∆ = (DiagΣ −1 ) −1 , we have the image factor model
Jöreskog ( 
where dot(·, ·) is the inner product of two vectors. Thus τ (1) is used in the next spectral decomposition for finding Λ (1) . The iteration generally converges. In this paper, we consider only the principal-factor procedure of image factor analysis.
σ ii in terms of dΣ. By differentiating ΣΣ −1 = I p with the product rule, one may easily see that dΣ −1 = −Σ −1 (dΣ)Σ −1 which implies
and thus
It has the differential form
In vector form,
where µ and η are vectors of orders p 2 and p × k, respectively. The coefficient of dσ st
and the coefficient of dλ ir is
Next, let θ r be the r-th largest eigenvalue of Σ − τ ∆ and λ r be the corresponding eigenvector of length θ
which has the differential form, say the (i, r)-th equation,
The matrix form of all these equations is given by
and the coefficient of dτ is
Finally, (12) and (13) 
By (12) again, we can also get the differential of τ in terms of dΣ alone,
which can be used to compute the asymptotic standard error ofτ .
Standard Error of Unique Variancesψ
Assume dΛ v = MdΣ v for some matrix M. To study the standard errors of uniqueness estimateψ, we consider the generic relationship:
We may write (15) as
where in (15) the coefficient of dλ jt is Z i,jt = −2δ ij λ it and the coefficient of dσ xy is
Σ is a correlation matrix, dσ ii = 0 and dψ = ZMdΣ v .
In image factor analysis, the relationshipψ i =σ ii − k t=1λ 2 it does not hold true.
Let us write (14) as dτ = φ ′ dΣ v for some vector φ. In image factor analysis,
for all 1 ≤ i ≤ p. In matrix form, we may write dψ = QdΣ v where the coefficient of dσ xy in (17) is
for any 1 ≤ i, x, y ≤ p.
Example, Simulation and Comments
In this section, we apply the least-square factor analysis to analyze a sample correlation matrix of 9 variables measured on 211 subjects, as reported by Lawley and Maxwell (1971, p.43 and ψ can be found by the iteration scheme described in Harman(1976).
To compute the asymptotic covariances of the estimates, we first apply the formula (3.23) of Girshich(1939) to obtain the covariances of sample correlations. This step is straightforward. Then formulas in §3 and §6 of the current research are used to compute the asymptotic covariances ofΛ and the standard errors ofψ. To demonstrate the effect of factor rotation, we orthogonally rotateΛ according to the varimax criterion and apply the method of Archer & Jennrich(1973) to get the standard errors of the rotated factor loadings. Table 1 lists the estimates for the two-factor model.
The standard errors are listed in the parentheses.
To verify the derivation of acov(ψ) in §6, let us construct a simulation study. In this study, we hypothetically assume that Σ is the above sample correlation matrix.
Then we draw a large number, say m, of random correlation matrices from the Wishart we extract an estimate of unique variances by the least-square method (with k = 2).
Based on all these estimates of ψ, we have an empirical standard errors forψ. For m = 50, 100, 500, 1000, 2000, we list the empirical standard errors in Table 2 . The last column of the table is the theoretical asymptotic standard errors computed by the formulas in §6. The convergence is obvious, albeit slow.
In the above sections, the derived asymptotic covariances ofΛ andψ are actually conditional on the number of factors. Abnormal standard errors could then be explained by a mis-modeling problem or systematic mistake, rather than by the sampling errors ofΣ. This means either over-factoring (k is too large) or under-factoring (k is too small).
For simplicity of demonstration, we have not considered the relationship σ ij = σ ji in our exposition. In real implementations, however, taking the relationship into consideration is necessary for using computer memory efficiently as well as enhancing computational speed, especially for large data sets.
Finally, a potential advantage of the derived formulas is their applications to non-normal conditions without any change. If the data are multivariate binary, for example, acov(Σ) is also available. For categorical data which are very common in factor analysis practice, the computation of cov(Σ) is unlikely a difficult task. 
