A discrete-time LQG control with actuator failure is considered. The control problem is analyzed in terms of algebraic Riccati equations. Computer simulations of two-input two-output system are given to illustrate the performance of the reliable LQG controller. An actuator saturation case is also included.
INTRODUCTION
Reliable LQG control is an area of some research. This has been discussed e.g. in (Yang et al., 2000b; Yang et al., 2000a; Maciejowski, 2009) . In (Yang et al., 2000b ) a discrete-time LQ control problem with actuator failure was considered while in (Yang et al., 2000a ) a continuous-time LQG control problem with sensor failure was investigated. General ideas on posssible applications of fault-tolerant control are discussed in (Maciejowski, 2009) .
In this paper, a discrete-time LQG control problem with actuator failure modelled by a scalling factor is considered. The aim of the paper is to check out how the method presented in (Yang et al., 2000b) for LQ control will work for LQG case. Simultaneous scaling and saturation failure case is also analyzed where the phenomenon similar to the short-term behaviour phenomenon (Chen et al., 1993; Chen et al., 1994) takes place. Numerical comparative simulations for two-input two-output system are given.
PROBLEM FORMULATION
Consider the following state-space description of the multivariable linear discrete-time system
where x t is n-dimennsional state vector, u t is mdimensional control vector, and {w t } is a sequence of independent random n-dimennsional vector variables with zero mean and covariance Ew t w T s = Σ w δ t,s . Consider the stationary loss function
where Q > 0, R ≥ 0 are given weighting matrices.
The following actuator failure model is considered (Yang et al., 2000b) 
where u F t,i denotes the signal from actuator that has failed and
with α i ≤ 1,ᾱ i ≥ 1. In this modelᾱ i = α i means the normal case u F t,i = u t,i ,ᾱ i = 0 means the outage case while α i > 0 means the partial failure case.
The control law
minimizing the loss J is determined by optimal feedback gain
where P opt comes from the Riccati equation
The optimal performance is given then by the loss J opt (Meier et al., 1971 )
wherex 0 is the mean value of the initial state and Σ 0 is its covariance matrix. The control law is said to be a reliable guaranteed cost associated with a matrix P if P satisfies the equation
for all α i satisfying (4). The aim of the algorithm given below is to find a reliable state feedback control law.
The following notations are adopted
CONTROL ALGORITHM
The following algorithm (Yang et al., 2000b ) is taken for consideration • Step 1 Solve (7) for P opt , then choose diagonal R 0 satisfying
•
Step 2 Solve
for stabilising P and then check
where
Step 3 (14), but eqns. (14) and (15) have no positive solution for any R 01 with R 0 < R 01 ≤ (G T P opt G + R) −1 , stop. In this case the feedback gain is given by
where X = G T PG + R. The following notations have been adopted
Moreover, matrix P is said to be a stabilising solution to the Riccati equation
if it satisfies this equation and the matrix F − G(G T PG + R) −1 G T PF is stable.
AMPLITUDE-CONSTRAINED CONTROL
The case of amplitude-constrained control input which can be treated as an actuator saturation can also be considered as a kind of actuator failure (Zuo et al., 2010) . In this case the control input can be expressed as u
where β i is the value of constraint for u t,i and k T i is the i − th row of feedback gain matrix K. The method for calculating optimal feedback gain for stochastic systems under the saturation constraint was proposed for example in (Toivonen, 1983; Krolikowski, 2004) .
Illustration of actuator failure given by (4) and the actuator saturation given by (23) is shown in Fig.1 for single input system. In this figure the model failure
being the superposition of models (3) and (23) is also illustrated (shadowed area). 
SIMULATIONS
The following two-input two-output system is given by matrices Table 1 . The values of the loss functionJ were averaged over 10000 runs.
The feedback gains and the corresponding values of the loss function for few constraints β 1 , β 2 for failure (23) are shown in Table 2 . In this case, the suboptimal feedback gains k 1 , k 2 were calculated with iterative procedure given in (Toivonen, 1983; Krolikowski, 2004 ) for given constraints β 1 , β 2 .
The optimal value of the loss function (also seen from Table 2 for β 1 = β 2 = ∞) is J opt = 2.256. Finally, the feedback gains and the corresponding values of the loss function for failure (24) and different constraints β 1 , β 2 are shown in Tables 3, 4 , 5, 6. It should be noticed that in this case the amplitude constraint β i in (24) is realized as a simple cut-off that is obviously not an optimization approach like in the previous case.
The exemplary run of inputs and outputs with actuator failure (3) with α i = 0.75,ᾱ i = 1.25, i = 1, 2 is shown in Fig.2 where the corresponding loss is J = 2.4018, and the corresponding run under actuator failure (24) with α i = 0.75,ᾱ i = 1.25, β i = 1.5, i = 1, 2 is shown in Fig.3 where the corresponding loss is J = 2.5440.
Analyzing the values of the loss function given in Tables 3, 4 , 5, 6 one can observe a phenomenon like the short-term behaviour phenomenon described in (Chen et al., 1993; Chen et al., 1994) which takes place when the minimum variance control is considered and the cutoff method is used to constrain the control signal. This means that even though more control effort is applied to the system, the closed-loop system performance does not improve. The effect of Fig.4 , where the notation α i = 1 − δ, α i = 1 + δ is used. In Fig.5 where δ = 0.2, 0.3 the effect is not seen. It can be concluded that the bigger δ the stronger is the effect.
A similar phenomenon can be observed for given β i and variable δ, for example for β i = 1.0, β i = 1.5 that is illustrated by Fig.6. Fig.7 shows the case β i = 0.3, β i = 0.5 where the effect is not seen. 
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CONCLUSIONS
The problem of reliable LQG control for discretetime stochastic system is presented. An example of a two-input system described by state-space equation is taken for simulation. Simulation results show an effectivness of the proposed control algorithms as a method for coping with actuator failure in the case of state feedback LQG control. A failure in form of actuator saturation (23) has stronger impact on the loss function than actuator failure given by (3), especially for tight constraints. In that case the failure (24) has even more stronger impact.
