Consider the lifelong learning paradigm whose objective is to learn a sequence of tasks depending on previous experiences, e.g., knowledge library or deep network weights. However, the knowledge libraries or deep networks for most recent lifelong learning models are with prescribed size, and can degenerate the performance for both learned tasks and coming ones when facing with a new task environment (cluster). To address this challenge, we propose a novel incremental clustered lifelong learning framework with two knowledge libraries: feature learning library and model knowledge library, called Flexible Clustered Lifelong Learning (FCL 3 ). Specifically, the feature learning library modeled by an autoencoder architecture maintains a set of representation common across all the observed tasks, and the model knowledge library can be self-selected by identifying and adding new representative models (clusters). When a new task arrives, our proposed FCL 3 model firstly transfers knowledge from these libraries to encode the new task, i.e., effectively and selectively soft-assigning this new task to multiple representative models over feature learning library. Then, 1) the new task with a higher outlier probability will then be judged as a new representative, and used to redefine both feature learning library and representative models over time; or 2) the new task with lower outlier probability will only refine the feature learning library. For model optimization, we cast this lifelong learning problem as an alternating direction minimization problem as a new task comes. Finally, we evaluate the proposed framework by analyzing several multi-task datasets, and the experimental results demonstrate that our FCL 3 model can achieve better performance than most lifelong learning frameworks, even batch clustered multi-task learning models.
INTRODUCTION
R Ecent successes of lifelong machine learning have been applied into many areas [14] , [27] , [38] , [40] , [41] , [43] , e.g., sentiment classification [9] , quadrotor control [15] and reinforcement learning [1] , [50] . Different from the standard multi-task learning methods which must jointly learn from the previously observed task data in the offline regime, lifelong learning methods explore how to establish the relationships between the observed tasks with new coming ones, and avoid losing performance among the previously encountered tasks. Generally, by compressing the previous knowledge into a compact knowledge library [2] , [15] , [36] or storing the knowledge in the learned network weights [20] , [34] , [49] , the major procedure in existing state-of-the-arts is to transfer knowledge from the current knowledge library [2] , [36] to learn a new coming task and congest the fresh knowledge over time; or simple-retrain the deep lifelong learning network via overcoming catastrophic forgetting [20] , [32] , [37] , [49] . Different categories correspond to different task environments (e.g., birds have subcategories such as Auklet, Flycatcher and Grebe), where model parameters of different subcategories in the same environment share the same representative model (shape), and are assigned with different weights (colors). When a new task environment is coming, the model knowledge library should be incremental over time via adding a new representative model (e.g., rat categorization task).
Despite the success of lifelong machine learning, the basic assumption for most existing models is that all learned tasks are drawn i.i.d. from a distribution with compact support (i.e., task environment introduced in [4] ). This allows the learned tasks can be described with a knowledge library of latent model components, or incrementally fine-tuning the deep neural networks. However, this assumption can induce that the size of the knowledge library or neural network is prescribed, which will limit the storage capacity of knowledge library or neural network, and further result in an impractical "lifelong learning" system to some extent. For the future tasks, a set of encountered tasks for the arXiv:1903.02173v1 [cs. LG] 6 Mar 2019 lifelong learning system may be from dynamic task environments. Take the lifelong fine-grained visual categorization (FGVC) problem [33] as an example, as illustrated in Fig. 1 , different categories can be considered as different task environments with the situation that each environment consists of a few basis subcategories. When a sequence of subcategory tasks from unknown categories is input into the lifelong learning system, knowledge library/neural networks cannot transfer an effective inductive bias from learned task environments to a strange environment. For the previous tasks, the common component/network among all task models is often invalid in many real-world problems, since negatively transferring the knowledge from unrelated tasks (i.e., unknown task environments) into the fixed knowledge library/neural network may significantly damage the performance on the previous tasks.
Inspired by these aforementioned issues, in this paper, we explore how to establish an incremental lifelong machine learning system to improve knowledge transfer between earlier and later tasks. We concentrate on the lifelong learning scenarios [36] , in which the accumulated experiences among previously learned tasks are stored in the knowledge library. Our approach is to extend traditional clustered multi-task learning model [53] into lifelong learning, called Flexible Clustered Lifelong Learning (FCL 3 ), which can gradually learn the coming tasks with fixed feature learning library and an incremental model knowledge library. As shown in Fig. 1 , the feature learning library is composed of shared representation among encountered tasks, which are learned via an autoencoder architecture; the model knowledge library consists of a set of representative models (i.e., clusters), with each representative model corresponding to an independent task environment. When a new task with unknown distribution arrives at the lifelong learning system, our proposed FCL 3 maximally transfers the knowledge from the model knowledge library to represent or learn the new task model via effectively soft-assigning it into multiple representative models with sparsity weights. Next, the new task with low outlier probability can be sufficiently encoded by its representative models and further used to refine feature learning library; the new task with higher outlier probability can be used to refine feature learning library and trigger the "birth" of a new representative model, i.e., a new task environment. Since our proposed FCL 3 framework is nonconvex and NP-hard, we propose to employ the alternating direction strategy to solve this problem when a new task comes. To the end, we validate our proposed model against several knowledge library based lifelong learning models, and even multi-task learning models on one synthetic and several real-world benchmark datasets. The experiment results strongly support our FCL 3 model that it can achieve similar or better performance in terms of effectiveness and efficiency.
The novelty of this paper is three folds:
• Different from most existing lifelong learning models whose knowledge library or network structure are with prescribed size, we propose a flexible clustered lifelong learning framework with incremental representative models, named as FCL 3 , which can maximally utilize the knowledge among current knowledge libraries and dynamically increase the capacity of model knowledge library, i.e., number of representative models.
• Two knowledge libraries are defined in our FCL 3 formulation: an incremental model knowledge library is used to store a set of shared representative models; the feature learning library, which maintains a set of shared representation common across all encountered tasks is learned via an autoencoder architecture.
•
We transfer the knowledge from the most related representative models to aid the learning of new tasks: 1) the useless representative models for the new task can be filtered via sparsity constraint; 2) the new task with high outlier probability will be selfselected as a new representative, i.e., the "birth" of the representative. Experiments on one synthetic and several real-world datasets demonstrate the higher improvement and lower computational cost obtained by our FCL 3 framework.
This paper is an extension of our conference paper [47] , and the new contents are as follows: 1) a unified framework which incorporates self-selecting a new representative model and learning the new task is proposed; 2) a sparse autoencoder architecture is provided to refine common representation across learning tasks, which can map model parameters of new tasks into a lower dimensional space; 3) we derive a general online formulation to alternatively update the feature learning and model knowledge libraries; 4) more competing models are used to evaluate the effectiveness of the proposed model and 5) we also conduct more sensitivity studies on the proposed model, e.g., parameter analysis.
The rest of the paper is organized as follows. Section. 2 gives a brief review of some related work. Then Section. 3 proposes our flexible clustered lifelong learning formulation. How to update the proposed framework efficiently with a new coming task via alternating direction algorithm is proposed in the subsequent Section. 4. The last two sections (i.e., Section. 5, and Section 6) report the experimental results and conclusion of this paper.
RELATED WORKS
Since lifelong learning can be considered as an online learning framework of multi-task learning, we review the related works from two parts: Multi-task Learning and Lifelong Learning.
Multi-task Learning
Most state-of-the-art multi-task learning models attempt to explore what and how to share knowledge among different tasks. Since our model mainly focuses on feature-learning based MTL models and task-clustering based MTL models, in this section, we discuss several multi-task learning works which are relevant to our proposed model.
For the feature-learning based models, multi-layered feed forward neural networks [5] , [7] propose one of the earliest models for feature transformation. In the multi-layered feed forward neural network, the common features learned from multiple tasks can be represented in the hidden layer, and the output of each task corresponds to each unit in the output layer. In addition, [25] extends the radial basis function network to MTL by determining the construction of the hidden layer. In comparison with multi-layer neural networks, [3] presents an algorithm to incorporate a mixed 2,1 -norm, and learn common sparse representations across multiple tasks. Furthermore, some multi-task feature selection models are proposed to select one subset of the original features via using some sparsity-inducing regularizers, e.g., 1 + 1,∞norm (i.e. dirty model [17] ) which is used to leverage the shared features common across tasks, 2,1 -norm [26] which can capture the shared features via inducing a row-sparse matrix. More introduction can be found in surveys [51] .
For the task-clustering based MTL models [4] , [16] , [46] , [52] , the main idea is that all the task can be partitioned into several clusters, and the task parameters within each cluster are either sharing a common probabilistic prior or close to each other in distance metric. A benefit of this model is its robustness against outlier tasks since they reside in independent clusters that do not affect other tasks. However, these models might fail to take benefit of negatively correlated tasks because they can just put these in different clusters. Furthermore, [53] clusters multiple tasks by identifying a set of representative tasks, and an arbitrary task can be described by multiple representative tasks. The objective function of this method is:
where Z denotes the assignment of representative tasks for all tasks. However, (i) this method which selects a subset of representative tasks in the offline regime cannot be transferred into new task environments; (ii) discriminative features among multiple tasks are not learned during the training phase, which leads to high computational cost due to redundant features. These two challenges above are what we address in this flexible clustered lifelong learning framework.
Lifelong Learning
For the Lifelong Learning, the early works [45] on lifelong learning aims to transfer knowledge achieved from earlier tasks to later ones, or transfer invariance knowledge among neural networks [44] . For the recently-proposed traditional lifelong learning framework [41] , [42] , an efficient lifelong learning algorithm (ELLA) [36] is proposed for online lifelong learning, which is based on an existing multi-task learning formulation [21] . Specifically, with the assumption that model parameters of multiple related tasks share a common knowledge library, the new observed task can be efficiently learned by transferring useful knowledge from the knowledge library. Additionally, [15] proposes coupled dictionary learning to utilize high-level task descriptors into lifelong learning, which can model the inter-task relationships and perform zero-shot transfer learning. [29] proposes to learn an inductive bias in form of a transfer procedure, which is the earlier research about lifelong learning with non-stationary data distribution, i.e., observed tasks in lifelong learning system may not form an i.i.d sample. However, none of these work consider to extend clustering structure to lifelong learning system while adding the cluster centers adaptively as new tasks arrive at the system. Different from traditional machine learning models, deep learning framework are also adopted into lifelong learning [31] . Specifically, deep lifelong learning can be straightforwardly achieved by simple retraining the original neural network architecture. For instance, [24] proposes a method to learning convolutional neural network without forgetting, which can retain performance on original tasks through knowledge distillation [13] , and train the network using only the data of the new task. To dynamically decide its network capacity as a sequence of tasks come, [48] proposes a Dynamically Expandable Network (DEN) for lifelong learning. Intuitively, the difference between our FCL 3 model and DEN is that our FCL 3 model can be beneficial for early learned tasks via reverse transferring, whereas DEN focuses on how to learn the new coming ones via dynamically network.
FLEXIBLE CLUSTERED LIFELONG LEARNING FRAMEWORK
Problem Setup: suppose a general lifelong machine learning system faces a sequence of supervised learning tasks:
. . , y t nt ] ∈ R nt are the corresponding responses. For each task, we consider a linear mapping f t in this paper, and the mapping f t : X t → Y t can be expressed as Y t = f (X t ; w t ), where w t ∈ R d denotes the task parameter of task t. Basically, our framework can be easily generalized to nonlinear parametric mappings. When some labeled data for some task t arrives, either data for learned tasks or a new task, the lifelong learning system needs to give the predictions on the training data from previously learned tasks or new tasks.
In the next subsections, we introduce our proposed Flexible Clustered Lifelong Learning (FCL 3 ) framework. The key insight of FCL 3 is that a set of representative models (model knowledge library) over discriminative feature representation (feature learning library) can be adopted to represent or describe all learned tasks depending on the similarity among multiple tasks, and redefined over time as a series of new tasks arrive. Therefore in the following, we firstly describe how to define the feature learning library with an autoencoder architecture when learning a new task. Then we provide how to represent or describe the new task model via representative models and self-select the new representative model via an outlier detection strategy, followed by how to solve the proposed FCL 3 framework via the alternating direction method.
Sparse Autoencoder
To learn the common feature representation [3] instead of directly using the original ones, we extend the well-known autoencoder architecture, which is composed of an input layer, a set of hidden layers, and an output layer whose attempt is to reconstruct the data of input layer. Generally, 
The demonstration of our Flexible Clustered Lifelong Learning (FCL 3 ) framework, where the feature learning library for feature learning is achieved on the encoding and decoding phases, and s 1 denotes φ(Lw 1 ) in Eq. 6. Different tasks are marked as different colors, and the tasks with similar shapes are in a same task environment, e.g., task 1 and task 3. The model knowledge library is initialized using the first task, and then self-selected from the following coming tasks gradually.
it can act as the feature learning method for multi-task learning, i.e., projecting the original task space into a lower dimensional space and back to reconstruct the original task space. In this paper, we propose to model stacked autoencoder and further preserve the task relationships via sparsity constraint. Formally, when the new task t comes to the lifelong learning system, the objective formulation by incorporating a single layer generative autoencoder model can be expressed as:
where φ denotes a linear or non-linear activation function such as sigmoid function, L and D which are called as feature learning library in this paper denote the encoding and decoding matrices, respectively. Intuitively, both L ∈ R p×d and D ∈ R d×p maintain a set of common representation among all the learned tasks, and higher order feature representation can be learnt by stacking multiple layers together. To make the formulation about L and D tractable, we constrain each column of L and D with l i 2 ≤ 1 and d i 2 ≤ 1, respectively. The φ(Lw t ) in term φ(Lw t ) 1 denotes the low-dimensional code vector of w t , and the sparsity constraint is performed that: code vectors of learnt tasks will couple the learned tasks together when they have the same sparsity pattern, while the tasks whose code vectors are orthogonal are sure to belong to different couples.
Representative Models
In addition to the feature learning library {D, L} which are with fixed size, we also construct a model knowledge library
is the code vector of the k-th learned task, and called as the kth representative model. K is total number of representative models in model knowledge library. When the t-th task (i.e., the new task) is coming, it is expected that these K representative models can sufficiently capture all important task details of the t-th coming task. We thus present the following lifelong machine learning model by extending the problem Eq. (2) into multi-representative scenario:
where L k (f (X t ; Dφ(Lw t )), y t ) denotes the available knowledge transferred from the k-th representative model, λ 1 > 0 and λ 2 > 0 are the corresponding regularization parameters. z t k denotes that the new task t could be linked to the k-th representative model with probability z t k , i.e., if z t k = 0, the k-th representative model will not contribute to the learning of the new task, and if z t k = 1, it denotes that the k-th model will be the unique representative model of the new task. Therefore, we impose a constraint on Z t : K k=1 z t k = 1 to ensure the sum of the total probability of all representative models to be one.
Additionally, in many real-world applications, it is desirable to establish relationships among these continuous tasks, i.e., similar tasks should share similar representative (clusters) information with each other. Therefore, the corresponding number of representative models for coming task is expected to be small. Inspired by [23] , [53] , we utilize sparsity inducing constraint on Z t with the expectation that if the k-th element in Z t is non-zero for two coming tasks, these two tasks can be seen as belonging to the same k-th representative model; if at least two elements in Z t is non-zero for two coming tasks, then they are considered as in the same group; otherwise, two coming tasks whose assignment vectors are orthogonal to each other can be seen as belonging to different groups. Formally, the problem of describing the new task can be reformulated as:
where α ≥ 0 is the parameter to control the sparsity of Z t , denotes elementwise inequality, 1 K denotes a Kdimensional identity vector.
Self-selecting New Representatives: the basic assumption in Eq. (4) is that the coming task from similar environments can be well learned using a set of representative models under feature learning library. However, when bringing into a new task environment, as illustrated in Fig. 1 , the capability of the lifelong machine learning framework will be reserved due to the prescribed number K of current representative models. Intuitively, a larger representation error will be generated when the new representative model (i.e., cluster) cannot be encoded efficiently by any representa-tives of model knowledge library S. Therefore, we propose an incremental model knowledge library S to handle strange task environments, and recast variable K of the each task t to be an incremental variable K t . K t denotes the unique representative model number for the task t, and could be incremental as lifelong learning system encounters more task environments. To identify and self-select the new task environment, we introduce an auxiliary variable e ∈ [0, 1] connected with each coming task, whose value can indicate the probability of the t-th task being a new representative model. We can then rewrite Eq. (4) as:
where z Kt+1 is defined as e, and L Kt+1 (f (X t ;Dφ(Lw t )),y t ) is defined as d 0 , which gives a weight on the selection of the t-th task as a new representative model, i.e., the smaller the value of variable d 0 is, the larger the outlier probability of e will be, and the more likely the t-th task comes from a new task environment. More specifically,
• when e = 0, we have Kt k=1 z k = 1. The new task t can be learned via the model knowledge library S sufficiently, and then be regarded as from observed task environments.
• when e = 1, we have Kt k=1 z k = 0, i.e., a higher representative error will generate after assigning it to the library S. The new task t can thus be seen as a new representative model, i.e.., a new task environment.
Flexible Clustered Lifelong Learning (FCL 3 )
Given the labeled training data and representative models for each coming task, we introduce the flexible clustered lifelong learning framework to minimize the predictive loss over all learned tasks while encouraging the models to share the feature learning library. As illustrated in Fig. 2 , the final formulation of the proposed model can be expressed as:
where the first two terms capture the original task knowledge for the t-th task under feature learning library, and the last two terms show how to transfer useful knowledge from its corresponding representative models. In the next section, we present the specific optimization algorithm needed to solve the above formulation.
MODEL OPTIMIZATION
The optimization problem in Eq. (6) involves the 1 -norm which is non-smooth convex and cannot obtain a close-form solution. Normally, it can be optimized via an alternating optimization strategy. However, as demonstrated in [36] , standard alternating optimization strategy with all encountered tasks data is inefficient to lifelong learning framework. Therefore, in this section, when our FCL 3 model receives available training data for the new task t, we firstly apply the Taylor expansion of L k (f (X t ; Dφ(Lw t )), y t ) around its corresponding representative model. Then, the detailed procedure of how to alternatively optimize each variable is then provided.
Taylor Expansion Approximation
In order to efficiently transfer the available knowledge from representative models to learn new tasks, the secondorder Taylor expansion of L k (f (X t ; Ds t ), y t ) is firstly presented around its representative model Ds t = Ds k , where s k = φ(Lw k ) is the k-th representative model in the model knowledge library S. Furthermore, the Taylor approximation equations can be expressed as follows:
where w t is the single-task model parameter for the task Z t [36] , L(Ds t ) and L k (Ds t ) are a simplified version of L(f (X t ; Ds t ), y t ) and L k (f (X t ; Ds t ), y t ), respectively. ∇L(w t ) and ∇L k (Ds t ) are the corresponding first-order gradient information around the parameter of the task t and its first representative model Ds k , respectively. Ω t and Ω t k are the Hessian matrices of the loss function L evaluated at w t and Ds k , and can be defined as:
After plugging these equations from Eq. (7) into Eq. (6), we can obtain the following formulation when each new task t is coming:
where the second term s t −φ(Lw t ) 2 Ω t is the encoder stage, and its · 2 Ω t can preserve the encoder and decoder in the same manifold structure. In order to solve the subproblem in Eq. (9), we invoke an alternating direction strategy to iteratively updating {s t , Z t }, {D, L}, and the model knowledge library S. With the fixed feature learning library {D, L}, {s t , Z t } are the variables in this subproblem, and the optimization subproblem can be defined as:
Proposition 1. The optimization problem in Eq. (10) is convex with respect to s t and Z t .
Proof: The proof for above proposition can be easily achieved: both the first three terms and last term in the objective function are convex respect to s t and Z t . For the fourth term, a) the k-th element in Kt+1
, the convexity can then be proved by justifying its Hessian to be positive definite (as shown in Eq. (8)); b) the fourth term can thus be convex as a nonnegative weighted sum of several convex functions due to the nonnegative property of Z t .
The problem in Eq. (10) cannot be optimized with respect to all the variables simultaneously, we then adopt an alternating method to solve this problem: optimizing s t by fixing Z t , and then optimizing Z t by fixing s t .
Solving for s t
In order to update s t , we fix Z t and remove the terms which are irrelevant to s t . The objective function then becomes:
Notice that the loss function and penalty term s t 1 in the above subproblem are convex and non-smooth convex, respectively. We thus employ the accelerate gradient method [28] with a fast global convergence rate to solve this subproblem.
Solving for Z t
Next, in order to update Z t , we also fix other variables except for Z t and remove the independent terms about Z t . The objective problem can then becomes:
where each element d k in D is defined as Ds k − Ds t 2 Ω t k , and the last element of D is d 0 . Basically, identifying and adding new representative model for all learned tasks can be achieved via constant d 0 . In this paper, the choice for the d 0 can be defined as:
Algorithm 1 Solving {st, Z t } via Alternating Direction Strategy if Convergence criteria satisfied then 6: Save {s t , Z t };
7:
Break; 8: end if 9: end for 10: Return {s t , Z t };
where γ is a non-negative parameter. Intuitively, when the t-th task can be well represented or described by one representative model in S, the likelihood of s t being selected as a new representative model will decrease (i.e., d 0 should be a large value), and vice versa. Generally, an efficient optimization algorithm for Eq. (12) is alternating direction method of multipliers (ADMM) [6] , and we can reformulate Eq. (12) as:
where β > 0 is a regularizer parameter and J denotes an auxiliary variable. Details of the ADMM procedure for Eq. (14) are given in Appendix A. Moreover, the detailed procedures of solving {s t , Z t } are given in Algorithm 1.
Solving Feature Learning Library {D, L} with Obtained {s t , Z t }
When we obtain the corresponding solution {s t , Z t } of the tth task, the subproblem about feature learning library {D, L} can be rewritten as:
Next, we propose to how to redefine the feature learning library from the perspective of online dictionary learning.
Solving for D
To optimize variable D, we fix L and remove the terms which are irrelevant to D. The objective function can be rewritten as:
Algorithm 2 Flexible Clustered Lifelong Learning Framework Input:
L, S;
1: Initialize D 0 and L 0 in the first coming task; 2: while isMoreTrainingDataAvailable() do 3 :
if isNewTask(t) then 5 :
Compute {s t , Z t } via Algorithm 1; 11: Update library D via Eq. (16); 12: Update library L via Eq. (18); 13: if isNewRepresentativeModel(t) then 14: Update model knowledge library S = [S, s t ]; 15: end if 16 : end while 17: Return D, L, S;
In order to store the previous feature knowledge of encountered tasks, two statistical records are used in this paper:
where and ∇s k is defined as s k − s t . The global optimum for the Eq. (16) can be reached by taking the derivatives and setting them to zero, which can achieve the update equations for next D via A −1 b.
Solving for L
To optimize variable L, we fix D and remove the terms which are irrelevant to L. The objective function corresponding to L can be expressed as its equivalent form:
where this strategy has been successfully used to solve autoencoders [12] problem. To store the previous task knowledge, we also define two statistical records:
where
, and the knowledge of new task is φ −1 (s t )w T t and w t w T t . By setting the derivative of Eq. (18) to zero, each row of next L can be solved via using the linear system: M i t = L(i, :)C i t . Finally, the optimization procedure of our FCL 3 framework is summarized in Algorithm 2.
EXPERIMENTS
In this section, we present the experimental results of our FCL 3 model compared with the state-of-the-art lifelong machine learning and clustered multi-task learning models. In general, several adopted competing models are firstly introduced. Then we provide several experimental results about the effectiveness and efficiency of our model. Finally, we also discuss the capability of our model on discovering the new task environments.
Comparison Models and Measurements
To validate the effectiveness of our proposed FCL 3 model, in this experiment, we compare our proposed model with the following baseline, clustered multi-task learning and lifelong learning models:
• Single Task Learning (STL): a baseline model, in which multiple input tasks are learned in an independent manner; • Clustered Multi-task Learning (CMTL) [52] : this model assumes that multiple tasks can be partitioned into a set of groups, where the similar tasks are in the same group, and the prior information about the group number is unknown;
• Disjoint Group Multi-task Learning (DG_MTL) [19] : this model assumes that tasks are neither related or unrelated, and task groups are disjoint. The objective function is to minimize the square of trace-norm of each group's weight sub-matrix;
• Flexible Clustered Multi-task Learning (FCMTL) [53] : an arbitrary task in FCMTL is allowed to be described by multiple representative tasks, and each task can be assigned into different clusters with different weights; • Asymmetric Multi-task Learning (AMTL) [22] : AMTL aims to minimizes the influence of negative transfer by allowing asymmetric transfer between the tasks based on task relatedness as well as the amount of individual task losses;
• Curriculum Learning (CL) [30] : this model for multiple tasks proposes to firstly establish best task order, and then learn subsequent tasks based on this order;
• Neurogenetic Online Dictionary Learning (NODL) [11] : this online dictionary learning model builds a dictionary in non-stationary environments, where dictionary elements are added via continuous birth and death.
• ELLA-Rand [36] : an efficient lifelong machine learning model, in which new coming tasks arrive in a random way;
• ELLA-Info [35] : an active task selection model based on ELLA, where the next selected task should obtain the max expected information gain on the knowledge library of ELLA.
• Clustered Lifelong Learning (CL3) [47] : our previous conference work, which formulates identifying new representative and learning the coming task into two different objective functions.
All the models are performed in MATLAB, and all the parameters of models are in range Fig. 3 . Example images of Caltech-Birds dataset, where each images corresponds to one classification task, and each category classification problem can be considered as one task environment.
Moreover, all the used optimization algorithms are terminated depending on the criteria: a) the objective value change in two consecutive iterations is smaller than 10 −5 ; b) the iteration number is greater than 10 5 . For the evaluation, we adopt the AUC (area under curve) and RMSE (root mean squared error) for the classification and regression problems, respectively. The bigger the AUC value is, the better the classification performance of the corresponding model will be; the smaller the RMSE value is, the better the regression performance of the corresponding model will be.
Experimental Datasets
In this subsection, six benchmark datasets are adopted for our experiments, including one synthetic dataset and five real-world datasets: Disjoint dataset: this constructed synthetic dataset is composed of 3 clusters, where each cluster contains 10 regression tasks and each task is represented by a 40-dimensional weight vector. More specifically, each cluster center w c for the c-cluster is sampled from N (0, 900). To construct the situation that different cluster w c 's disjoint to the other cluster centers, the model parameters for a specific cluster are nonzero only for corresponding tasks, and are zero for all other tasks. Each task-specific component w c i in the ccluster is established as follows: (1) sample non-zero values from N (0, 16) for the first 20 elements; (2) sample non-zero values from N (0, 16) for the locations corresponding to the non-zero elements of w c . Then theŵ c i which is the i-th task from the c-th cluster is the sum of its cluster center w c i and a task-specific component w c i , i.e.,ŵ c i = w c + w c i . School dataset 1 : School data is a more popular dataset in multi-task learning field. This dataset consists of examination records of 15362 students (samples) from 139 secondary schools, which records their examination scores in three years . Each sample can be described by 27 binary attributes, which includes gender, year, examination score, etc., plus 1 bias attribute. The response (target) is the examination score. Moreover, the total number of all task is 139 with each school is treated as a task. Parkinson dataset 2 : this dataset consists of Parkinson's disease symptom score of 5,875 observations for 42 patients. Each task is a symptom score prediction problem of a patient, and each sample consists of 16 biomedical features. Then total task number is 42, and the number of samples for 1. http://cvn.ecp.fr/personnel/andreas/code/mtl/index.html 2. https://archive.ics.uci.edu/ml/datasets/parkinsons+telemonitoring each task (patient) varying from 101 to 168. Even though the response of this dataset has two scores, i.e., Total and Motor, we establish one regression dataset in this experiment: Parkinson-Motor, where Parkinson-Total has similar performance trend as Parkinson-Motor. Landmine dataset: this dataset is used to detect whether a land mine is presented in an area based on radar images or not. It can thus be modeled as a binary classification problem. Each object in this dataset is described using a 9-dimensional feature vector (i.e., three correlation-based features, fourmoment based features, one spatial variance feature and one energy-ratio feature), and its corresponding binary label (1 for landmine and -1 for clutter). The task number is 29 after dividing the total of 14,820 samples into 29 different geographical regions. SmartMeter dataset 3 : this dataset is collected by the Irish CER during a smart metering trial conducted in Ireland, and the target is to research how the consumption impact on the household characteristics. In this experiment, we adopt the provided 81-length feature vectors of electricity consumption data (such as daily consumption figures, statistical aspects, etc) for each household [10] , [39] , and the number of characteristics (such as cooking style, household income, etc) from questionnaires is 16. We model each characteristic as a separate task, and the task number is 16. Caltech-Birds dataset 4 : this image dataset containing 200 categories is a fine grained bird classification problem. We thus treat this dataset as a multi-task learning problem, and each task can be a classification task with one class against some negative samples. More specifically, we run several comparisons among 5 categories (i.e., Grebe, Cormorant, Blackbird, Kingfisher and Gull), which are composed of 24 bird subcategories in total. The example images are shown in Fig. 3 . To better represent each image, a 128-dimensional deep feature for each image is extracted using the VGG model [8] .
All the used datasets in this experiment are normalized, and more details are provided in Table 1 . In our experiments, we randomly divide each task into 50%-50% training-test set, and the experimental results averaged over ten random repetitions are presented in Table 2 , Fig. 4 and Fig. 5 . Based on the presented results, several observations are as follows:
1) For the regression problems, our FCL 3 model performs better than the state-of-the-art MTL methods and achieves 0.047, 0.035 and 0.16 improvement in terms of RMSE on the Disjoint, Parkinson-Motor and School datasets, respectively. This indicates that better performance can be obtained by simultaneously capturing task clustering structure and leaning more discriminative features. Comparing with lifelong learning models, e.g., NODL and ELLA-Rand, it can be seen from the Table 2 that our flexible clustered lifelong learning model could benefit from the underlying task cluster structure. Meanwhile, our FCL 3 model outperforms our previous conference work due to the self-reconstruction constraint of the autoencoder architecture. Another interesting thing is that NODL (learning dictionary incrementally) is clearly worse than ELLA-Rand. One reason is that although it is an online dictionary learning which can adapt the dictionary structure via continuous birth and death, it 1) ignores the previously learned sparse coefficients and 2) involves more redundancy information when the number of dictionary element becomes large. Moreover, all multi-task learning (MTL) and lifelong learning models outperform single task learning on these three regression datasets. In addition, for the Disjoint dataset, the correlation matrices of the obtained model parameters are provided in Fig. 4 . Notice that our proposed FCL 3 model can capture the tasks cluster structure well when comparing with other MTL models, such as CMTL.
2)
For the classification problems, our FCL 3 model obtains corresponding 0.512% and 1.491% improvement in terms of AUC on the SmartMeter and Landmine datasets. However, both CMTL and FCMTL achieves slightly better performance than our FCL 3 model on Caltech-Bird dataset. The possible reasons are that 1) deep feature extracted by VGG model for Caltech-Bird dataset is more discriminative, and several rich features may be damaged after mapped by the feature learning library; 2) both CMTL and FCMTL can jointly learn all the tasks in the offline regime, whereas our FCL 3 model can just learn the encountered tasks gradually. Furthermore, both ELLA-Rand and ELLA-Info perform a little worse than our FCL 3 model on most datasets, this similar observation is because that ELLA model treats the observed tasks independently and further neglects the underlying clustering structural information, whereas our FCL 3 model can establish a clustered lifelong learning system by incorporating flexible task clustering structure. Additionally, we can have the similar observation as the regression problems when comparing with our conference work.
3) For the comparison in terms of time consumption, we present the corresponding runtimes of both School and Landmine datasets in Fig. 5 . As shown in Fig. 5 , our FCL 3 model is more efficient than several competing MTL models, e.g., CMTL and AMTL. However, our FCL 3 model is little slower than lifelong learning model: ELLA-Rand. The reason is that our FCL 3 model needs to update the model knowledge library, whereas ELLA-Rand donot need. The reason why our model is a little slower than CL3-Rand is that our FCL 3 model adopts an autoencoder architecture to learn the feature. In addition, the computational time for CL [30] is very higher, it is because that CL has to find the best learning order on the remaining tasks, which needs more runtime. All the experiments are implemented using Matlab on computer with 8G RAM, Intel i7 CPU.
Comparison on the Number of Learned Tasks
In addition to the experimental results in the ELLA-Info when new tasks arrives at the lifelong learning system, the main reason is that: 1) we adopt an additional model knowledge library S in the FCL 3 model, i.e., our knowledge library (i.e., feature learning library {D, L} and model knowledge library S could gradually accumulate more useful knowledge than ELLA-Rand; 2) when strange task environments come, our proposed FCL 3 model can judge new task environment and further added it into model knowledge library progressively, i.e., more structural information from real-world data can be captured.
New Task Environments in Real-world Datasets
In this subsection, we investigate how many task environments (clusters) in our adopted real-world datasets. Specifically, we plot the corresponding max probability value in Z t (i.e., Eq. (12)) for each new task among School, Disjoint, Caltech-Birds and Landmine datasets. Meanwhile, we run this experiment by randomly dividing the dataset into 50% − 50% training-test sets, and the obtained results are given in Fig. 8 , where the first yellow block emerging in each new row indicates a new task environment (i.e., representative model). As shown in Fig. 8 , the new task environments for each dataset can be self-selected stepby-step. For example, for the Caltech-Bird dataset, the representative model are marked as the 1-th, 2-th, 3-th, 4-th and 8-th coming tasks. The corresponding task environment numbers for Disjoint, School, Landmine and Caltech-Bird datasets are 4, 6, 4 and 5. Intuitively, we can notice that the task environment number for Caltech-Bird dataset is 5, which is in accordance with the category task number we used in this paper; although the task environment number for Disjoint dataset we find is 4, the outlier task number should be 1 (i.e., one yellow block in the second row for Disjoint dataset). This observation can also support the effectiveness of our FCL 3 model.
Effect of the Task Order
To study how the task order affect the generalization performance of our proposed FCL 3 model, we adopt Disjoint and Landmine datasets by randomly dividing these data into 50% − 50% training-test set for this experiment, and record the experimental results in Table. 3. From the presented results, we can observe that the performance of Ours-OneByOne is similar to that of Ours-Rand on the Landmine dataset, but isnot on the Disjoint dataset (the performance of Ours-Rand is better than that in Ours-OneByOne). It is because that the representative models of Landmine dataset tend to be random distribution, while the representative models of Disjoint are following the uniform distribution (i.e., cluster center is in an one-by-one way, where each cluster includes 10 regression tasks). This observation indicates that our proposed FCL 3 model can be applied into the lifelong learning system, which has not enough prior knowledge about the task order or their distribution. Additionally, the performance of Ours-OneByOne is better than ELLA-Rand on these two datasets, which also verifies the effectiveness of the representative models, i.e., model knowledge library. 
Effect of the Regularization Parameters λ 1 and λ 2
To explore the effects of the regularization parameters λ 1 and λ 2 on Disjoint, School, Landmine and Caltech-Birds datasets, we fix other parameters and vary the parameter λ 1 and λ 2 from {e 0 , e −2 , e −4 , e −6 , e −8 , e −10 }. After randomly splitting each dataset into 50% training and 50% test set, we provide the results in Fig. 9 and Fig. 10 . From these experimental results, we can find that the regression and classification performance of our FCL 3 model is stabile for most cases. From Fig. 9 (b), we can observe that the RMSE is much lower when the value of λ 2 is in the range from e −2 to e −4 . For the other datasets, when λ 1 and λ 2 are both small, the model parameters can be very large, which increases the RMSE value and decreases the AUC value, respectively. This means that the assignment vector Z t is more important for both classification and regression problem, and further provides evidence that an appropriate model knowledge library can make the performance of flexible clustered lifelong learning system better.
CONCLUSION
In this paper, we explore how to adapt flexible clustered lifelong machine learning system into a changing task environment, referred to as Flexible Clustered Lifelong Learning (FCL 3 ) model. More specifically, our basic assumption is that all task models can be represented or described by multiple representative models, with each representative model corresponding to a task environment. We then propose to integrate representative models (i.e., model knowledge library) with discriminative feature learning (i.e., feature learning library), where model knowledge library can be selfselected via identifying and adding the new representative model, and feature learning library can learn a set of common Compute Z t i+1 via:
Compute J i+1 via: Compute the Lagrange multiplier via:
if Convergence criteria satisfied then 7: Save {Z t i+1 , J i+1 };
8:
Break; 9: end if 10: i ← i + 1; 11: end while discriminative representations among multiple tasks via a sparse autoencoder architecture. As a new tasks arrives, our FCL 3 model can efficiently transfer knowledge from the representative models to learn the coming task via sparsity constraint, while redefining both model knowledge library and feature learning library when a higher outlier probability generates. After approximating each new task around mixture of representative models via Talyor expansion, and adopting alternating direction strategy solve lifelong machine learning subproblem, we conduct experiments on several real-world datasets; the presented experimental results demonstrate the efficiency and effectiveness of the proposed flexible clustered lifelong learning model. In the future, extending this work into deep networks will be our another attempt.
APPENDIX A ADMM PROCEDURE FOR EQ. (14)
This appendix gives the detail steps for Eq. (14) . In the following Algorithm 3, Z t i denotes the i-th iteration of variable Z t , and the solution of J i can be easily obtained by applying Karush-Kuhn-Tucker (KKT) condition.
