We consider the problem of deciding if a given three-party entangled pure state can be converted, with a non-zero success probability, into a given two-party pure state through local quantum operations and classical communication. We show that this question is equivalent to the well-known computational problem of deciding if a multivariate polynomial is identically zero. Efficient randomized algorithms developed to study the latter can thus be applied to the question of tripartite to bipartite entanglement transformations. In general, deciding the feasibility of state transformations is difficult, with the challenge becoming more formidable as more parties are involved. This increase in difficulty can be made precise by using the language of computational complexity theory [1] , which groups problems according to the amount of resources needed to solve them. For SLOCC transformations of bipartite pure states, the computational resources in deciding conversion feasibility increases polynomially in the dimension of either subsystem undergoing the transformation [2]; thus the SLOCC bipartite conversion problem belongs to the complexity class P. On the other hand, it was recently shown that the SLOCC convertibility between tripartite states is an NP-Hard problem, implying that no polynomial time decision algorithm exists if P = NP, where NP is a central complexity class that includes numerous naturally occurring problems not known to be in P. These results can be interpreted as a formal indication that it is generally much easier to study pure state entanglement transformations in bipartite systems than in tripartite systems.
A basic question concerning quantum entanglement is whether it can be transformed in a particular manner. More specifically, given a multipartite system originally in some entangled state, what are the possible final states the system can realize if the only allowed quantum operations are performed locally, one subsystem at a time while assisted by global classical communication? Such protocols are called Local Operations and Classical Communication (LOCC), and any LOCC transformation that yields a certain final state with just a nonzero probability is called Stochastic LOCC (SLOCC). For some initial state |ψ and target state |φ , an SLOCC conversion between |ψ and |φ is denoted as |ψ SLOCC −→ |φ . In this Letter, we study the computational problem of deciding if |ψ SLOCC −→ |φ is feasible, given the classical description of |ψ and |φ .
In general, deciding the feasibility of state transformations is difficult, with the challenge becoming more formidable as more parties are involved. This increase in difficulty can be made precise by using the language of computational complexity theory [1] , which groups problems according to the amount of resources needed to solve them. For SLOCC transformations of bipartite pure states, the computational resources in deciding conversion feasibility increases polynomially in the dimension of either subsystem undergoing the transformation [2] ; thus the SLOCC bipartite conversion problem belongs to the complexity class P. On the other hand, it was recently shown that the SLOCC convertibility between tripartite states is an NP-Hard problem, implying that no polynomial time decision algorithm exists if P = NP, where NP is a central complexity class that includes numerous naturally occurring problems not known to be in P. These results can be interpreted as a formal indication that it is generally much easier to study pure state entanglement transformations in bipartite systems than in tripartite systems.
A natural next step is to examine a hybridization of these two transformation classes and see where the problem of tripartite to bipartite SLOCC entanglement conversions fits in the complexity spectrum. This is a subset of tripartite transformations in which Alice, Bob and Charlie initially share a three-way entangled state |ψ ABC , but they end with a state |φ AB where Alice and Bob are still entangled but Charlie is completely unentangled from the other two.
In this Letter, we show that deciding tripartite to bipartite convertibility is equivalent to Polynomial Identity Testing (PIT), which is the task of determining whether two polynomials given in algebraic formulas are equivalent (or equivalently, if a polynomial is identically zero). PIT is a classical problem in theoretical computer science with many important applications, such as in perfect matching [3] , multiset equality testing [4] , and primality testing [5] . In particular, it is known that PIT admits a polynomial time randomized algorithm but is not known to have a deterministic polynomial time algorithm. The failure to "derandomize" the algorithm is shown [6] to arise from the difficulty of proving superpolynomial lower bounds on general computation models: if PIT is in P, then some other problems would not have an efficient algorithm. Thus PIT has been a central problem to the fundamental (and open) question if randomness is useful in computation (i.e. the BPP versus P question). The equivalence of the convertibility question to PIT implies the former also admits a randomized polynomial time algorithm, while it will remain a difficult question if it has a polynomial time algorithm. Together with the previously mentioned complexity results on other convertibility questions, those findings establish close relationships between quantum entanglement and computational complexity theory.
In the rest of this Letter, we present the formal statement of our result and its proof. We start with the necessary notation and some observations. For a tripartite pure state |ψ ABC , Alice and Bob's joint state is described by ρ ψ AB = T r C ( ABC |ψ ψ| ABC ), with a mixed state representation 
where |ẽ i is the zero vector for i > n [7] . Furthermore, there is a one-to-one correspondence between a measurement of Charlie consisting of rank-one measure operators and a unitary matrix U that defines the resultant pure state ensemble through Eq. (1) shared by Alice and Bob following Charlie's measurement. A consequence of these facts is contained in the following theorem whose statement requires one final bit of terminology. For a bipartite pure state |φ , its Schmidt rank refers to the minimum number of product states needed to express it and is denoted by rk(|φ ). Equivalently, for arbitrary bases {|i A } i=1···dA and {|i B } i=1···dB of H A and H B respectively, |φ can be uniquely identified with a 
Charlie applies the projective measurement {|P P |, I C −|P P |}, with probability 1/w > 0 he observes |P and Alice and Bob are left with |φ ′ . Alice and Bob can then convert |φ ′ into |φ with nonzero probability because the target state's Schmidt rank is not higher [2] .
We note that the above result generalizes the already established condition of SLOCC convertibility between bipartite pure states of ref. [2] . If the initial joint state of Alice and Bob is pure then the transformation becomes |ψ AB |0 C SLOCC −→ |φ AB . In this case, |ψ AB is the only state in supp(ρ AB ) and the transformation is possible if and only if rk(|ψ AB ) ≥ rk(|φ AB ).
A unidirectional protocol like that described above is often called "one-shot" as Charlie's involvement consists of just making a measurement with rank-one measure operators and broadcasting the result to Alice and Bob. Hence |ψ ABC can be converted to |φ AB with a nonzero probability if and only if it can be done so by a oneshot protocol. The situation is strikingly different in the case of deterministic transformations since there exist tripartite to bipartite conversions that require bidirectional collaboration between the parties in order to occur with probability one [9] .
According to Theorem 1, the problem of deciding conversion is reduced to whether a Schmidt rank d state exists in some subspace of H A ⊗ H B . This question is a generalization of one sometimes referred to as Edmonds' 
It requires more work when dim[supp(ρ
As recognized by previous investigators, determining whether a matrix subspace is singular can be cast into a polynomial identity testing question [12, 13] . We generalize their approach to the subject at hand. Letting {Π i } i=1···n denote the nonzero subnormalized eigenstates of ρ ψ AB in matrix form, any state in supp(ρ ψ AB ) can be expressed as
where u = (u 1 , · · · , u n ) is an n-dimensional complex vector. Construct the following real-valued function
where κ d ranges over the set of d×d sub-matrices of Π(u) and det(κ d ) denotes the determinant of κ d . Note that g is a nonnegative polynomial of degree no greater than 2d in the real variables {a i , b i } i=1···n where u i = a i + ib i . Then deciding whether g is identically zero is the same as determining whether a Schmidt rank d state is obtainable from |ψ ABC since g(u) ≡ 0 if and only if no matrix of rank at least d exists in the span of {Π i } i=1···n .
As mentioned above, Polynomial Identity Testing is a classic problem in theoretical computer science with many important applications [6, 13, 14] . In general, given two polynomials f (x) and p(x), it can always be decided if f = p by multiplying out the polynomials and checking whether their coefficients match. However, the number of multiplications required for this procedure scales exponentially in the degree of the polynomials and at the present no sub-exponential deterministic algorithm is known for polynomial identity testing [14, 15] .
On the other hand, if one relaxes the deterministic condition, randomized polynomial-time algorithms exist that can decide with a high probability of success [15, 16] . A standard algorithm uses the SchwartzZippel lemma which states that for some n-variate polynomial f (x 1 , · · · , x n ) over a field K and having degree no greater than d, if f is not identically zero, then
is independently sampled from some finite set X ⊂ K. Thus, to test with success probability at least 1 − In other words, the problem of deciding tripartite to bipartite SLOCC convertibility belongs to the complexity class BPP, which consists of decision problems solvable by Bounded-error Probabilistic Polynomial time algorithms. The error probability 1/3 can be made exponentially small by repeating the algorithm and outputting the majority of the outputs of each repetition.
The randomized algorithm described above can be used to construct an LOCC protocol that completes any feasible tripartite to bipartite transformation with nonzero probability. Charlie makes 2n independent samplings a 1 , b 1 , a 2 , b 2 , · · · , a n , b n from the integer set {1, · · · , M }, where M is an integer larger than 2d. Then he constructs u = (a 1 + ib 1 , · · · , a n + ib n ) and evaluates g(u) in Eq. (3). If g(u) is nonzero, the state |P = 1 √ N n i=1 u i |e i is formed with N being the appropriate normalization factor. By the Schwartz-Zippel lemma, such a u can be found with success probability at least 1 − 2d M in the case that g is not identically zero, and an appropriate M can be chosen to make this probability sufficiently large. Then Charlie performs a projective measurement {|P P |, I C − |P P |}, and Alice and Bob will share the unnormalized state Π φ ′ (u) = n i=1 u iΠi with nonzero probability when the outcome is |P . They will then be able to probabilistically obtain the desired target state |φ as |φ ′ is with Schmidt rank at least d. One drawback of the above procedure is that we need to evaluate g(u). However, the explicit form of g is unknown and may be very complicated as we need to sum over all determinants of d × d sub-matrices of Π(u). Fortunately, we can avoid evaluating g(u) directly by checking whether the matrix rank of Π(u) is larger than d, which can be done efficiently in polynomial time of n and d A(B) .
It is interesting how the problem can be turned around by reducing any polynomial identity testing question to a decision of SLOCC convertibility. In an important work by Valiant [17] (slightly improved in [18] ), he shows that any polynomial p(x 1 , · · · , x m ) over a field K of formula size e can be expressed as the determinant of some (e + 2) × (e + 2) matrix Π p (x 1 , · · · , x m ) with entries in {x 1 , ..., x m } and the underlying field [17] , and the construction of Π p from p can be done in polynomial time.
We claim that span{Π i : 0 ≤ i ≤ m} contains a nonsingular matrix if and only if Π 0 + span{Π i :
To conclude the reduction, for each i, 0 ≤ i ≤ m, let |e i be the bipartite state corresponding to Π i , and ρ AB = 1 n n i=1 |e i e i |. Letting |ψ ABC be a purification of ρ AB and |φ AB any rank n bipartite state, p(x 1 , · · · , x m ) is not identically zero if and only if |ψ ABC SLOCC −→ |φ AB .
In conclusion, the results of this Letter help contribute to the complexity hierarchy of SLOCC pure state transformations. For bipartite transformations, the question of convertibility reduces to matrix rank calculations, which can be done in deterministic polynomial time. As seen here, for tripartite to bipartite conversions, determining feasibility is equivalent to testing the identity of a given polynomial, which can be done in randomized polynomial time, and whether or not the algorithm can be derandomized is a major open problem in theoretical computer science. For general tripartite transformations, no polynomial time algorithm (deterministic or randomized) is known, and under the common belief in complexity theory, no polynomial time algorithm exists.
The next question might be how the complexity of calculating optimal conversion probabilities compares for transformations involving a different number of parties. For bipartite pure state conversions, the problem is already known to have a polynomial-time solution [2] . It is interesting how in all these cases, abstract computational questions can be used to solve a seemingly unre-
