Abstract. In this paper, we present an algorithmic method for computing a projective resolution of a module over an algebra over a field. If the algebra is finite dimensional, and the module is finitely generated, we have a computational way of obtaining a minimal projective resolution, maps included. This resolution turns out to be a graded resolution if our algebra and module are graded. We apply this resolution to the study of the Ext-algebra of the algebra; namely, we present a new method for computing Yoneda products using the constructions of the resolutions. We also use our resolution to prove a case of the "no loop" conjecture.
Introduction
In the study of homological properties of rings and modules, projective resolutions are a basic tool. Such resolutions occur naturally in commutative ring theory, the representation theory of finite dimensional algebras, group representation theory, algebraic geometry, and algebraic topology [A, AG, F, H1, HZ] . On the other hand, with the introduction of computers, computational and algorithmic techniques have grown in importance [Ba, FGKK] . Both theoretical and practical results are needed. This paper presents a new method of constructing projective resolutions in a broad setting which has both theoretical and computational implications. In particular, in the graded and finite dimensional cases, our results provide a recursive procedure for computing minimal projective resolutions.
The class of algebras studied in this paper consists of quotients of path algebras. We fix a field K for the remainder of this paper. If Q is a finite directed graph, which we call a quiver, then the path algebra, KQ, is the K-algebra with K-basis consisting of finite directed paths in Q. Thus, elements of KQ consist of K-linear combinations of paths in Q. The multiplicative structure on basis elements p and q is defined by concatenation pq if the terminus of p equals the origin of q, and by 0 otherwise. We view the vertices as paths of length 0 with multiplication given as follows. If v and w are vertices and p is a path, we let v · w be v if v = w and 0 otherwise. We let v · p = p if v is the origin of p and 0 otherwise, and we define p · w similarly. The multiplication on paths is extended linearly to arbitrary elements of KQ. Note that the free associative K-algebra on n noncommuting variables is isomorphic to the path algebra KQ where Q has one vertex and n loops. We let Q 0 denote the vertex set of Q.
Let Q be a quiver and I be a (two-sided) ideal in the path algebra KQ. Let Λ denote KQ/I for the remainder of the introduction. The algebras in this class include all affine (that is, finitely generated) associative K-algebras. Every finite dimensional K-algebra is Morita equivalent to an algebra in this class if K is algebraically closed. Furthermore, this class includes graded K-algebras Λ = Λ 0 ⊕ Λ 1 ⊕ Λ 2 ⊕ · · · where Λ 0 is a product of a finite number of copies of K, each Λ i is a finite dimensional K-vector space and Λ is generated in degrees 0 and 1; that is, for i, j ≥ 0,
Let M be a Λ = KQ/I-module. Let F → M → 0 be an exact sequence of KQmodules with F = v∈Q0 vKQ. A main theme of the paper is the construction of a filtration of F by KQ-submodules which contains all the information needed to construct the Λ-projective resolution of M , the Λ-syzygies and the Yoneda product of extensions of Λ-modules. In particular, we find a filtration
is a Λ-projective resolution of M with the maps induced by the inclusions of the filtration. For the basic construction, we do not assume that Λ is finite dimensional, or even noetherian. Furthermore, we do not assume that the Λ-module M is finitely generated. For our minimality results, M will be finitely generated and Λ either finite dimensional or graded. We provide a recursive formula to compute F n as a KQ-submodule of F n−1 from the previously obtained F n−1 ⊂ F n−2 . To explicitly find F n from our formula, one must write an intersection of certain submodules of a projective KQ-module as a direct sum of cyclic submodules. A method for finding the generators of these cyclic submodules employs the theory of right Gröbner bases, and will appear elsewhere.
Our construction resembles earlier resolutions of Bongartz, Butler, Eilenberg, Eilenberg-Nagao-Nakayama and Gruenberg [Bo, E, ENN] . Their resolutions are almost never minimal in the finite dimensional case, and deal only with resolutions of semisimple modules. We recall their resolution. Let J denote the ideal of KQ generated by the arrows of Q. Furthermore, assume that J N ⊆ I ⊆ J 2 for some positive integer N ≥ 2. Then we have the filtration where the maps are induced by the inclusions. The paper is organized as follows. In the first section, we give a general construction of a projective resolution of an arbitrary Λ-module M , where Λ is a quotient of a path algebra. We show that if Λ is a right noetherian algebra and M is a finitely generated Λ-module, then the resolution is finitely generated. If Λ is graded and M is a graded module, we show how to modify the construction to obtain a graded projective resolution.
Note that J/I is the Jacobson radical of Λ and that Λ/(J/I) is isomorphic to
In the second section, we provide algorithmic techniques to adjust the construction to obtain minimal projective resolutions in both the finite dimensional and the graded cases. The section ends with explicit computations of syzygies and Ext-groups.
Section 3 deals with Ext-algebras. If Λ 0 denotes Λ modulo its radical in the finite dimensional case, or, Λ modulo its graded radical in the graded case, then we study the algebraic structure of
Furthermore, if M is either a finite dimensional Λ-module or a graded Λ-module, we investigate the E(Λ)-module structure of E(M ) = n≥0 (M, Λ 0 ). A major result of the paper is that this module structure is included in the information obtained in the construction of the resolution. In particular, one need not "lift maps" to find the Yoneda products.
We apply our techniques to prove one case of the No Loop Conjecture in section four. Namely, we prove that if Λ is a finite dimensional K-algebra and a is a loop at the vertex v such that a n is the first power of a belonging to the ideal I but a n is not in JI + IJ, then Ext n Λ (S, S) = (0), for all n ≥ 1, where S is the simple Λ-module corresponding to the vertex v.
In the final section we investigate the influence of the characteristic of the ground field K on the structure of projective resolutions. Other than some new examples, we show that if the global dimension of Λ is bounded by 2 in one characteristic, then the global dimension will be finite in all characteristics. We also provide an example of an algebra that has infinite global dimension in only one characteristic.
Finally, we note that all modules will be right modules unless otherwise stated. We also introduce some terminology. We say that an element x in the path algebra KQ is right uniform, if x = 0 and there is a vertex v such that xv = x. Note that if x = 0 is an element of KQ, then x = v∈Q0 xv. Hence, every nonzero element of KQ is a sum of right uniform elements. From a different point of view, KQ = v∈Q0 KQv as left modules. Hence, every nonzero element is a sum of right uniform elements in a unique way. An element is right uniform if and only if it is nonzero and a linear combination of paths ending at a single vertex. Finally, note that if x is a right uniform element with xv = x for some v ∈ Q 0 , then xKQ is a right projective KQ-module isomorphic to vKQ.
The resolution
Let Q be a finite quiver, and let R = KQ denote the path algebra of Q over a field K. Let I be a two-sided ideal in R such that I ⊆ J 2 , where J denotes the ideal of R generated by the arrows of the quiver Q. Let Λ = R/I be the quotient algebra, and let M be a right Λ-module. In this section we construct, in an algorithmic way, a projective resolution (P, δ) of M over Λ. This resolution need not be finitely generated in general, but it is when Λ is noetherian and I is finitely generated as a right ideal in R. In particular, if I is an admissible ideal of R, that is,
for some N > 1, then Λ is a finite dimensional K-algebra and the resolution (P, δ) becomes a finitely generated resolution. In the next section we also show how, in this case, we can adjust P in an algorithmic way to obtain a minimal projective resolution of M Λ . Moreover, if Λ is graded by the natural grading induced from the length grading on R, then the resolution constructed for a graded Λ-module is also graded. We shall use the following well-known properties of the path algebra R = KQ: (a) for every x in R, the R-module xR is projective, and, (b) for each R-submodule
if Y is finitely generated, then we can write Y = t j=1 y j R for some finite set {y 1 , . . . , y t } in i x i R, [G] ). We now introduce the notation that will be needed in defining the resolution (P, δ) of M , and, throughout this paper.
Choose a family {f
Without loss of generality we choose the family to consist of vertices in R (repetitions allowed). We have
and, we then choose a set {f 
i . An element of R is uniform if it is a linear combination of paths in R, all starting at one vertex, and, all ending at one vertex. We also note that, for each n > 0, we have a representation of f 
, and let δ n : P n → P n−1 be the homomorphism induced by the inclusion f Note that the boundary maps δ n are, in fact, determined by multiplication by the matrix (h n−1,n ), which gives a formula for the coordinates.
We can now state our first result.
We infer from the uniqueness of the representations as elements of direct sums that for each i and l, the element k h
x k is in the ideal I for all i. On the other hand,
R. Therefore, we can rewrite it as
where γ j is an element in R and u is an element of f n k I. We claim that we have δ n+1 ((γ j ) j ) = (x k ) k , where γ j denotes the image in Λ of the element γ j in R. To prove this we have
This proves that Ker δ n ⊆ Im δ n+1 and the proof is complete.
We show next that the resolution constructed above is a finitely generated resolution if we assume in addition that Λ is noetherian and I is finitely generated as a right ideal in R. Theorem 1.3. Assume that Λ is noetherian and that I is finitely generated as a right ideal of R = KQ. Let M Λ be finitely generated. Then the resolution (P, δ) of M Λ is finitely generated.
Proof. First observe that we may choose f
To prove the theorem, it is enough to show that, for each n > 0, the direct sums i f n * i R are finite. We prove this first for n = 1. We have the exact sequence of R-modules,
and, since both ends are finitely generated, then so is the middle term. But Ω 
t R, and the diagram
and, from the left vertical exact sequence, an easy induction argument shows that Ω
) is finitely generated. Thus the sum t f n * t R is finite. The proof of the theorem is now complete.
Remark 1.4. If I is an admissible ideal in R, then I is finitely generated as a right ideal in R and Λ = R/I is a finite dimensional K-algebra, hence noetherian. Therefore, as a corollary of the above the resolution is finitely generated for any finitely generated Λ-module M Λ when I is an admissible ideal.
The path algebra R = KQ has a natural grading R = i (KQ) i where, for each i, (KQ) i denotes the K-vector space spanned by the paths of Q of length i. Each (KQ) i is endowed with an obvious (KQ) 0 -(KQ) 0 -bimodule structure, and,
2 is a two-sided ideal generated by homogeneous elements, then Λ = KQ/I has an induced grading. In this case we say that Λ is length graded. By a graded Λ-module M , we will always mean a graded Λ-module M = i∈Z M i such that, M i = (0) for sufficiently small i, and, each M i is a finite dimensional K-vector space. In particular, Λ is a graded Λ-module. Given a graded module, it has a projective cover in the category of graded modules and degree zero maps, and, its kernel is again a graded module in our sense. Note also, that as a graded algebra, Λ is generated in degrees 0 and 1. Since I is a homogeneous ideal of R, it follows that I is also a homogeneous right ideal of R. Thus f 0 R is also a graded submodule of f 0 R. Therefore, we have that 
The result follows by taking quotients modulo I.
Minimality
In this section we give an example showing that the projective resolution constructed in the previous section need not to be minimal when I is an admissible ideal. However, when I is an admissible ideal, we prove that the elements {f n } can be chosen such that the resolution is minimal. We also compare this resolution with the Bongartz-Butler-Gruenberg resolution in [Bo] .
We start with an example showing that the resolution constructed in Definition 1.1 need not be minimal.
Example 2.1. Let R be the path algebra of the following quiver:
and let I be the ideal of R generated by ab − cd, bf and de. Let Λ = R/I, and let S 1 be the simple Λ-module corresponding to the vertex v 1 . The ideal I is a 7-dimensional vector space with a basis given by the elements ab − cd, abe − cde, abf − cdf , abf , cde, bf and de. We construct now a projective resolution of S 1 over Λ using the resolution described in Definition 1.1. We can take f 
But abf and cde are in f 1 I = aI cI. So f 2 = ab − cd and we have f 2 R = (ab − cd)R. Now we compute f 3 * . We have that f 3 * R = (ab − cd)R ∩ (aI cI), and it easy to check that f 3 * R = (0), so that we obtain the following projective Λ-resolution of S 1 , which turns out to be minimal:
We remark that we could have decomposed v 1 I also in the following way: v 1 I = cdf R (ab − cd)R cdeR and cdeR is contained in aI cI, but cdf and (ab − cd) are not in aI cI. So we can write f 2 1 = cdf and f 2 2 = ab − cd. We continue and get f 3 * R = (cdf R (ab − cd)R) ∩ (aI cI) = abf R. Finally, we get the following Λ-projective resolution of S 1 , which is clearly not minimal:
The next result shows, as in the above example, that we can always choose the elements {f n } in such a way that we obtain a minimal projective resolution of a finitely generated Λ-module when I is an admissible ideal.
Assume now that I is an admissible ideal, hence Λ is finite dimensional. Choose {f
We have the following.
Theorem 2.2. In the resolution
where the elements f n i can be chosen to be in f n−1 I.
Proof. For each n ≥ 2 we have the decomposition
Step 1: We show first that we can adjust the decomposition (1) to obtain a decomposition of the type
where each f n j is in f n−1 I + f n * J, and, no proper K-linear combinations of a subset of {f
To prove this claim, start with the de-
x thus becoming one of the f n 's. The element x may be assumed to be right uniform. We continue this process and the claim is proved.
Step 2: By the first step, we may assume that we have a decomposition of the type
where each of the f n 's is in f n−1 I + f n * J. We show now that we can further adjust this decomposition in such a way that each f
, so we can write a = ya − q and b = yb + q for some a in R, b in J and some q in f n * =y f n * R. We get y = y(a + b) and, since y is right uniform with terminus w, we have
. We multiply a = ya − q in f n−1 I by z on the right and we obtain y(w − b
To show this we first observe that f n * R = (y − qz)R + ( f n * =y f n * R). It is obvious that the sum is direct.
In this way it is clear that we can adjust our decomposition, and that we may assume that each of the f n i is in fact in f n−1 I. The case where n = 1 is similar.
We now give the analogous result for the graded (not necessarily noetherian) case. 
where the elements f n can be chosen to be homogeneous elements in f n I.
Proof. By Proposition 1.5 we begin with a graded resolution of M . For each n ≥ 2, we have a decomposition
with the f n * 's homogeneous.
Step 1: We show first that we may adjust the decomposition (3), to obtain a decomposition of the type
where each f n is a homogeneous element in f n−1 R + f n * J, and, no proper K-linear combination of a subset of {f n } is in f n−1 I + f n * J. For each degree, there are only a finite number of f n * 's in that degree, since each homogeneous component of M and Λ is finite dimensional. Fixing a degree, we obtain
and we proceed, degree by degree, as in the proof of step 1 of Theorem 2.2.
Step 2: By the first step, we may assume that we have a collection of decompositions of the type
, where all f n * , f n i and f n j are homogeneous in the same degree, and, where each of the f n j 's is in f n−1 I + f n * J. We show now that we can adjust these decompositions in such a way that, each f n j is in fact in f n−1 I. Let y = f n j be such that y is not in f n−1 I, and of degree k. We can write y = a + b where a is in f n−1 I, b is in f n * J, and both are homogeneous of degree k. Since f n−1 I is contained in f n * R, we can write a = ya − q for some q in f n * =y f n * R, homogeneous of degree s. Note that a must be a homogeneous element of R 0 = (KQ) 0 . By right uniformity ya = y. Thus y − q is in f n−1 I and we also have
This completes the proof.
We can now show that the adjusted resolution is minimal. Proof. It is enough to show that for each n, the entries h n−1,n are in J, where
We prove this for each n, the case n = 1 being obvious. Assume that for some n > 1 we have a representative f n j written as f
where not all h i are in J. Using the fact that the f n−1 's are right uniform elements of R, we get an expression
where α i is in K and r i is in J for i = 1, . . . , t (not all necessarily nonzero).
is a contradiction to the choice of the elements {f n−1 }.
A projective resolution of Λ/ r and the groups D Ext n Λ (Λ/ r, Λ/ r) are given in [Bo] , where D = Hom K ( , K) is the usual duality. We now give some information on the elements f n 's, which enables us to give a connection between the BongartzButler-Gruenberg resolution in [Bo] and our resolution. 
Proof. (a) It is clear that not all the r i 's can be in I. Write, say,
where r 1 , . . . ,r k are not in I, but r k+1 , . . . ,r s are all in I.
is. So we can replace f n 1 with x 1 . Continue this process. The fact that the coefficients are in J follows from the minimality of the projective resolution.
(b) We have that
, where h n,n+1 is in J, since the resolution is minimal. Therefore, f n+1 is in f n J. Moreover,
where the last sum is in f n−1 I, since we have a resolution over Λ = R/I. It follows immediately from this that f n+1 is in (
The last claim in (b) follows immediately from this.
(c) and (d) The second claim of (c) follows in a similar fashion to (b). Since the projective resolution of M is minimal and Λ/ r is semisimple, it follows immediately that
Furthermore, the minimality of the resolution, and the above imply that f
It is shown in [Bo] that
We see that the formulas for D Ext n Λ (Λ/ r, Λ/ r) and for D Ext n Λ (M, Λ/ r) in Proposition 2.5 are very similar, when M is any finitely generated Λ-module.
Ext-algebras

Let Λ = R/I where R = KQ and I ⊆ J
2 is an admissible ideal of R, or a length homogeneous ideal. Let Λ 0 = R/J. Note that Λ 0 is a semisimple Λ-module. We recall that the Ext-algebra of Λ is the graded K-algebra E(Λ) = . In this section we show how to use the minimal projective resolutions introduced in section 2, to effectively describe the E(Λ) action on E(M ) (and thus, if M = Λ 0 , the multiplicative structure of E(Λ) itself), in an algorithmic way, by working at the level of the path algebra KQ.
We start by recalling the following interpretation of the Yoneda product, which will be used in this section. First, we observe that if M is a finitely generated Λ-module, in the admissible case, or M is graded in the length homogeneous case, we may consider a minimal Λ-resolution of M :
This resolution is minimal in the sense that, for each n > 0, we have Im δ n ⊆ P n−1 r where r is the Jacobson radical of Λ in the case where I is admissible, and r is the graded radical of Λ in the graded case which need not be finite dimensional. Since Ext n Λ (M, Λ 0 ) is the cohomology of the complex
and, since Λ 0 is semisimple, the boundary maps of this complex are all zero. It follows that, for each n ≥ 0, we have Ext 
where the top row is part of a minimal projective resolution of M , the bottom sequence is part of a minimal projective resolution of Λ 0 , and the vertical maps l 0 , l 1 , . . . , l m are successive liftings (not necessarily unique) off . Then we have the following description of the E(Λ) action on E(M ):
It is well known that this action is well defined. We also remark that, since P Recall also that for each n ≥ 2 we have
where each f n is in f n−1 I. We have similar statements and notation involving the g's, and, note that there are no g 0 's and g 1 's appearing. We have the following lemma which is valid over an arbitrary ring S.
Lemma 3.1. Let A, B, C and D be S-modules satisfying B ⊆ C and (A+C)∩D = (0). Then we have
Proof. We first observe that we have the inclusion ( (0) and B ⊆ C so this sum is direct. The lemma follows now immediately since B ⊆ C implies the well-known equality
The following rather technical proposition is crucial to our description.
Proposition 3.2. (a) For each
Note that for simplicity we are using the following notation: the matrix (h n,n+1 ) actually denotes the matrix (h is in J, so we can factor out the initial arrows, (note that the family {g 1 } is the set of arrows of Q!), and we are done. (b) We proceed in 2 steps.
Step 1: We show first that the sum is direct. Recall that, for each p > 0 we have (
But this sum is a submodule of g k−1 R. Therefore its intersection with g k−1 R is zero. This proves that the sum ( g r R)
is also direct, so it follows by induction that our sum is direct.
Step 2: We have the following:
By induction, the product of the first r − 2 matrices has entries in ( g r−2 R) ( 2≤i≤r−2 g i R), and it is clear that the product of the last two matrices has entries in I, hence the entire product has entries in ( g r−2 I) ( 2≤i≤r−2 g i R). But, by looking at the product of the first r − 1 matrices, we see that the entire product has entries also in ( g r−1 R) ( 2≤i≤r−1 g i R). Hence, the entries of the product lie in the intersection
We now claim that we have the following inclusion:
, the claim will indeed imply that the entries of our product of matrices are in the required sum. To prove this claim, let A = g r−1 R, B = g r−1 R, C = g r−2 I, and D = 2≤i≤r−2 g i R. With this notation we must prove that we have an inclusion:
This is precisely the statement of Lemma 3.1 once one shows that B ⊆ C and that ( 
Proof. We shall use a Sweedler-type notation in order to avoid multiple indices. Note that by Proposition 3.2 we have that the entries of the product of r consecutive (h n+i,n+i+1 )-matrices have the form X = g r l r,n,n+r + 2≤i≤r g i s i,n,n+r . We have the following:
where each a r−1,r is in the ideal I. On the other hand, by expressing the matrix product as
we see that each entry of this product is an entry of the product
Therefore, it has the form
There exists some t such that r 
We want to show that b 2m+1 a n−1 represents some nonzero element in Ext 2m+2 Λ
(S, S).
The element b 2m+1 a n−1 is clearly in f 2m+1 R. Since b 2m is in f 2m R and z 2m+1 is in f 2m I, we have that b 2m+1 a n−1 = b 2m a n + z 2m+1 a n−1 is in f 2m I.
where β 2m+1 t is in I for all t. For each t, we have that
The right hand side is in JI + IJ for all t. For some t, the element r 2m t is not in J. Using that I is an admissible ideal and similar arguments as before, we conclude that a n is in JI + IJ. This is a contradiction, and therefore b 2m+1 a n−1 is not in f 2m+1 I and Ext 2m+2 Λ (S, Λ/ r) = (0). By the above, b 2m+1 a n−1 has a representation of the form
Expanding in terms of the elements f 2m , we get
i a n is in JI + IJ for all i. Since there exists r 2m i0 which is not in J, we show as before that a n is in JI + IJ. This is a contradiction, and consequently, not all r and b 2m+2 = b 2m+1 a n−1 − z 2m+2 . We can now move on to the following step. Assume now that we have shown that
, where not all r
We want to show that b 2m a represents some nonzero element in Ext
i a is in I for all i, and, as before, this would give the contradiction that a is in I. Thus b 2m a is not in f 2m I and Ext 2m+1 Λ (S, Λ/ r) = (0). By the above, the element b 2m a has a representation of the form
Expanding in terms of the elements f 2m , we get 
Examples
Let Q be a finite quiver and let I = ρ 1 , . . . , ρ n be an admissible ideal of KQ, where {ρ 1 , . . . , ρ n } is a minimal set of generators of the two-sided ideal I. Assume that for each i = 1, . . . , n, the element ρ i is a linear combination of paths in Q with coefficients +1 or −1. Let Λ = KQ/I be the corresponding finite dimensional algebra. We know that if Λ is a monomial algebra, then the global dimension of Λ (more generally, the projective dimension of each simple Λ-module) is independent of the characteristic of K (see [GHZ] ). If Λ is the incidence algebra of a partially ordered set, the global dimension of Λ, although always finite, can vary with the characteristic of K, unless gldim Λ ≤ 2 in which case it is again characteristic independent (see [C, IZ] ). In this section, we give examples which show that the global dimension can fluctuate rather wildly according to the characteristic of the field. The proofs of these examples can be easily done using the minimal projective resolution constructed in the second section. We start, however, by showing that, if the global dimension is two in one characteristic, then it cannot be infinite in another. More specifically, we prove the following. We will prove the theorem by induction on the number of vertices of Q, the case where we have only one vertex being obvious. We need a few preliminary results.
Lemma 5.2. Let Λ be an artin algebra and let S Λ be a simple Λ-module such that id Λ S ≤ 1. Let e be the primitive idempotent corresponding to S. Then,
Proof. Since id Λ S Λ ≤ 1, we have pd Λ op DS ≤ 1, where D is the usual duality, and we can use [Z] to infer (i). Assume now that gldim Λ = ∞. Then there is a
Λ M -the second syzygy of M . By [J] , since idS ≤ 1, we have that, if
is a minimal projective resolution of N , then no P i has a summand isomorphic to eΛ. Thus, Hom Λ ((1−e)Λ, P) is a minimal projective resolution of the (1−e)Λ(1−e)-module Hom Λ ((1 − e)Λ, N) . Hence, gldim(1 − e)Λ(1 − e) = ∞.
The next result is well-known. 
Definition 5.4. Let Q be a finite quiver and let I be an admissible ideal of KQ. Let ρ 1 , . . . , ρ n be a minimal set of generators of I and assume that ρ i v = 0 for each i. It is clear that there are no loops at the vertex v since, otherwise, we would have that Ext 2 KQ/I (S v , S v ) = (0), contradicting the fact that the injective dimension of S v is less or equal to 1. We construct a new quiver Q * as follows: the vertices of Q * are all the vertices of Q different from v. The arrows of Q * are obtained from the arrows of Q in the following way: each arrow of Q whose origin and terminus are both different from v, is also an arrow of Q * , and, for each path ab in Q:
The following examples illustrate how global dimension can be affected by the characteristic of the ground field.
Example 5.7. Let Q be the following quiver:
where n ≥ 2, and,
. . , n . Let Λ = KQ/I and let S 1 be the simple Λ-module corresponding to the vertex 1.
We claim the following:
Proof. It is easy to see that f 0 = v 1 and f 1 = a. We can write
i R and we can easily see that
where α 1 , . . . , α n , β, γ are in the field K. By identifying corresponding coefficients, we see that for each i = 1, . . . , n, α i = β, n i=1 α i = γ, and also that γ = 0. This implies that nβ = 0, and
, and hence pd S 1 = 2. If char K | n, then we can take β = 1; we also see that
It is easy to show that f 3 R ∩ f 2 I = (0). The remaining statements are obvious.
Example 5.8. A small adjustment of the previous example yields the following. Let Q be the quiver given by
and let I = ab + ac + ad, be + df, ce + df, de + df, eg, ga . Let Λ = KQ/I and let S i be the simple Λ-module corresponding to the vertex i of Q. It is easy to see that Λ is finite dimensional. An easy calculation shows that Λ has finite global dimension if and only if the characteristic of K = 3. In characteristic different from 3 we have that pd Λ S 1 = 2, pd Λ S 2 = 5, pd Λ S 3 = 4 and pd Λ S 4 = 3. In characteristic equal to 3 all simple Λ-modules have infinite projective dimension. In fact, we have the following initial segments of the minimal projective resolutions of the simple Λ-modules. 
Appendix
The authors would like to thank M. C. R. Butler and the referee for kindly pointing out that we can also approach the construction of the projective resolutions more conceptually. One gains a notational simplicity but loses an explicit algorithmic method of constructing the resolution. We briefly sketch this approach and add some comments on how to reobtain our explicit constructions from it.
We keep the following notations from the paper. Let R = KQ denote a path algebra, let I be an ideal in R, and Λ = R/I. We let J be the ideal of R generated by arrows of Q and let R 0 denote the K-span of the vertices of Q. Then R 0 is a semisimple K-algebra and R = R 0 ⊕ J as R 0 -modules. A right projective Rmodule is isomorphic to U ⊗ R0 R where U is a right R 0 -module. See [BK, G] . Let M be a right R/I-module, and let F 0 be a semisimple R 0 -module such that there is a surjection F 0 ⊗ R0 R → M . Let K 1 = Ker(F 0 ⊗ R0 R → M ). Then K 1 = F 1 ⊗ R0 R for some right R 0 -module F 1 . We note that F 1 can be chosen to be an R 0 -complement of K 1 J in K 1 which generates K 1 . It should be remarked that one can always find an R 0 -complement to K 1 J in K 1 . Because of the special structure of projective R-modules, F 1 can be chosen to generate K 1 . An algorithmic method for constructing F 1 can be given by constructing a minimal right uniform Gröbner basis for K 1 in F 0 ⊗ R0 R. This Gröbner basis is an R 0 -generating set for F 1 (see [G] ). Fix F 1 with the desired properties. Then we get the beginning of a projective R/I-resolution of M .
Next, proceed inductively as follows. Let
be an R 0 -complement to K n+1 J in K n which generates K n+1 . The same remarks made above about the existence and construction of F 1 apply to the existence and construction of F * n+1 . Choose F * n+1 with the desired properties. Thus K n+1 = F * n+1 ⊗ R0 R. Decompose F * n+1 as an R 0 -module, F * n+1 = F n+1 ⊕F n+1 , with F n+1 ⊆ F n ⊗ R0 I. We get an R/I-projective resolution of M as follows.
This method yields the construction of the paper by taking the f n i 's to be an "R 0 -basis" of F n ; namely, since F n is a direct some of simple R 0 -modules, the f n i choose one from each summand. As remarked above, the F n 's and the f n i 's in particular, can be explicitly constructed using right Gröbner basis techniques.
In the construction in Section 1, we find the f * n+1 's and form F n+1 by taking all f * n+1 's in F n ⊗ R0 I. One does not need to remove all such f * n+1 's; that is, F n+1 can be chosen to be any summand of F * n+1 with the property that F n+1 ⊆ F n ⊗ R0 I. Of course, if one is attempting to construct a minimal projective resolution, F n+1 must be taken as large as possible. On the other hand, always taking F n = 0 yields the following well known generalization of the Gruenberg resolution mentioned in the introduction. Let P 0 = F 0 ⊗ R0 R and P 1 = Ker(P 0 → M ) (over R). Then, the above construction yields the long exact sequence
coming from the filtration
This immediately yields the following formulae. 
