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I. INTRODUCTION 
We shall consider the solution of nonlinear equations of the type 
H(w) = 0, H, WERP, (1.1) 
where Rp is the real p-dimensional space and p is large-say greater than 100. 
The solution of such equations requires a large amount of computer storage 
to store the Jacobian H’(w). 
In this paper, we give three methods, which do not require the storage for the 
whole Jacobian. Convergence conditions and numerical results are also given 
for each method. 
We will make use of the following symbols: 
R” real m-dimensional space 
L(R”) the linear space of linear operators from Rm to Rm 
11 /I an arbitrary norm on Rnh 
// . j/a the 2-norm on R* 
I/ A Ij an arbitrary norm of matrix A 
/j A (Ia the 2-norm of A 
S(y”, 2) the open ball {y E Rm / j/ y - y” /I < 2} 
s( y”, t) the closed ball {y E Rm 1 /I y - yo /( < t} 
* This research was supported in part by the National Institute of Arthritis, Metabolism 
and Digestive Diseases, NIH Bethesda, Maryland, Grant No. RMOl AM 17593. A pre- 
liminary version of this paper was presented at the Symposium on Sparse Matrix Com- 
putations, Argonne National Laboratory, September 9-11, 1975. 
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g: D C R”I -+ Rm a mapping with domain D in R” and range in R’” 
fz partial derivative of a functionf with respect to the variable X. 
g’ the derivative of g 
e, the jth column of the identity matrix of order m. 
11. MAIN RESULTS 
Let us assume that the elements of H and w in (1.1) are permuted so that the 
resulting system can be written as 
fc? Y> = 0, 
& Y) = 0, 
(2.1) 
where f, x E RR, g, y E R”“, m + n = p, n > m, and it is relatively easier to 
compute x for values of y near a common root (x*, y*) of (2.1) by using 
f(~, y) = 0 instead of g(x, y) = 0. F or example, this will be the case if, near 
(x*, y*), g, and g, are nearly full (have very few zero elements) but fz is in one 
of the following forms: band, block diagonal, lower triangular, or block lower 
triangular [l]. 
Let us consider the function g(T(y), y), where T(y) is defined in Theorem 2 
below. The Newton-Kantorovic conditions for this function g and a certain 
point y” are: 
(i) g: D CR” + R” is Frechet-differentiable on a convex set Do CD. 
(ii) il g’(Q), y) - g’(T(z), x)ll < y /I y - x I/ for ally, 2 E Do . 
(iii) y” E Do, (/[g’(T(yO), y”)]--r /I < ,f3 and 01 = j3r? < a, where 7 > 
lik’(W”>, Y?-1 kV(yO), YV. 
(iv) S(Y’, t> C Do, where t = (13y)-l [l - (1 - 2a)lj2]. 
We will make use of the following theorems: 
THEOREM 1 [2, p. 4211. If the Newton-Kantorovic conditions are satisfied 
by g and y”, then the iterates given by the simplijed Newton method 
Y k+l - -yy'i - k’(T(YO), Y”F .dT(YAh YLh h = 0, l,..., (2.2) 
are well dejned, remain in s( y”, t), and converge to a solution y * of g( T( y), y) = 0 
which is unique in S(y”, 2) n Do , where 2 = (by)-’ [I + (1 - 2a)r/2]. fl 
THEOREM 2 (The Implicit Function Theorem [2, p. 1281). Assume that 
f: B C R* x Rm + R” is continuous on an open neighborhood B. C b of a point 
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(x*, y*) for which f (x*, y*) = 0. Assume that fz exists in a neighborhood of 
(x*, y*) and is continuous and nonsingular at (x*, y*). Then there exist open 
neighborhoods S, C Rn and S, C Ii* of x* and y*, respectively, such that, for any 
y  E s, , the equation f (x, y) = 0 has a unique solution x = T(y) E s, and the 
mapping T: S, + An is continuous. 1 
THEOREM 3. If D, C S, thenfor each yk in (2.2) there exists a unique T(yh’) C S, 
such that f( T(y’“), yk) = 0. 
Proof. From Theorem 1, for k = 0, I,..., we have 
y” E s(y”, t) C Do C $ 
and, in view of Theorem 2, it follows that for each y” there exists a unique 
T(y”) in S, such that f (T(y”), y”) = 0. 1 
The value of T(y”), k = 0, l,..., for the iterative scheme (2.2) is obtained as 
follows. We know that T(y”) is a root off (x, y”) = 0, and therefore, we start 
with the initial approximation x k” = T(y”-l) and use the simplified Newton 
method: 
xk”l,+l = XkP - [fz(x”O, yk)]-lf(X”“, y”), p = 0, 1 l... . (2.3) 
We assume that for k = 0, xW = T(y-I) = x0 is given. 
The convergence of (2.3) is a consequence of the following theorem. 
THEOREM 4. Letf (x, y”) and T(y+‘) satisfy the Newton-Kantorovic conditions 
with Liok as the relevant convex set. Let Do” C 8, and Do C J?, , then for each yk 
the iterates (2.3) are well defined and converge to a unique solution x~* = T(yk) of 
f(x, yk) = 0 in S, . 
Proof. From Theorem 1 it follows that the iterates (2.3) converge to a 
unique solution, say T( y”), in a subset of Do”. But Dok C S, therefore T(yk) C ,!?, . 
In view of Theorem 3, this T(y”‘) corresponds uniquely to the given yk. 1 
If, in (2.3), fz is replaced by a consistent discrete approximation [2, p. 3581, 
then the convergence is still assured by the Discrete Newton Theorem [2, p. 3601. 
The evaluation of g’ in (2.2) can be done in two ways. 
METHOD 1. If y E S, and x = T(y), then we have f(x, y) = 0. Let us 
assume that f ,  exists in a small neighborhood of the point (T(yO), y”), where 
y” E S, , then [2, p. 1281 
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or 
T’ = dxjdy = -fz-‘f, , at the point (T( y’), y’). 
In a small neighborhood of (T( y”), y”) we also have 
(2.4) 
g’ = &ldy = .GWdy) + g, , 
and using (2.4) we get 
g’ = g, - &Lf2fi/ * (2.5) 
It should be noted that all the partial derivatives in (2.5) should be evaluated 
at (T(Y~), ~“1. 
The convergence of (2.2) ,with g’ as in (2.9, is assured even when fi: , f, , 
g, , and g, in (2.5) are replaced by their consistent discrete approximations 
[2, p. 3601. 
METHOD 2. A consistent discrete approximation for g’( T( yo), yo) is 
gfei iu dW” + he.4 Y” + h4 - g(T(y”)j YO) 
h , 
j = 1, 2 ,..., m. (2.6) 
In the above formula, T(y” + hei) is the root of f (x, y” + hej) = 0. To 
compute it we start with the initial approximation xj” = T(yO) and use the 
simplified Newton method 
Xi,P+l = xel _ [ fz(xjo, y” + hei)]-’ f (xjp, y” + he?), p = 0, l,... . (2.7) 
Evidently the hypotheses of Theorem 4 must be satisfied for the function 
f (x, y” + he,) and the point T( y”) for (2.7) to converge. Since (2.6), for small h, 
is a consistent discrete approximation, the convergence of (2.2), withg’ computed 
according to (2.6), is guaranteed by the Discrete Newton Theorem [2, p. 3601. 
The repeated solution of all the equations at the same time in (2.3) or (2.7) is 
not necessary iffz is a lower (block) triangular matrix. For example, iff(x, y”) -0 
can be written as 
fdx1 > Y”> = 07 (2.8) 
fib1 , x2 3 Y”) = 0, (2.9) 
f&x1 9 x2 !  x3 7 YO) = 0, (2.10) 
. . . . . . . . . 
then fn will be a lower triangular matrix, and we can use the simplified Newton 
method on (2.8) to get xl(yo) such that 
flMY”h YO) = 0, 
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then use this value of x,(yO) in (2.9) to calculate xz(yo) such that 
f&l(YO)~ X4Y0h Y”) = 03 
and so on. 
In many practical applications, x1 , x2 ,... and fi , fa ,... have small dimensions 
and therefore the solution of (2.8), (2.9), and (2.10) entails the solution of a 
small system at each stage. For example, in our mathematical models of the 
concentrating mechanism of the kidney [3, 41, x1, x2 ,... and fi , fa ,... have 
dimensions either two or three in nearly all cases. 
The third method differs from the first two in that we use a quasi-Newton 
method [5] to solve g(T(y), y) = 0 for y. 
METHOD 3. This method is best described in the following algorithmic form. 
Given (~0, y”). 
(1) Use (2.3) with K = 0 and xoo = x0 to compute T(yO). 
(2) For j = 1, 2,.., m, compute g, using the formula 
(2.11) 
(3) Set Ho = g,‘. 
(4) For K = 0, 1, 2,... do the following steps until /I g(T(y”), yIz)/la < some 
chosen tolerance Q-: 
(i) y”+l = yk - Hkgg”, where g” = g(T(y”), y”). 
(ii) Compute T(yL+l) from T(y”) and yk+l using (2.3). 
(iii) agk = gk+l - gk and syk = yk+l - yk. 
(iv) H”+l = Hk + (Syk - HkSgk) SgkT/SgkTSgk. 
(5) (T(y”+l), yk) is the required root of (2.1). 
A set of conditions on g: D C Rm - Rm under which the above method 
converges are: 
(i) There exists a y* in the interior of D such that g(T(y*), y*) = 0. 
(ii) g is continuously differentiable on a ball So = S(y*, ro) C D, r. > 0. 
(iii) g’(T(y*), y*) is nonsingular and belongs to L(R”). 
(iv> II dPW, r> - g’(W*), Y*N2 G P II Y - Y * II2 for all Y E So . 
(v) f(~, yk) and T(yk-l) satisfy the Newton-Kantorovic conditions with 
Dok as the relevant convex set. Furthermore, Do” C s, and So C S, . 
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THEOREM 5. Under the above mentioned conditions Method 3 is locally 
convergent at y*. Moreover, we have 
II yk-+l - y* II2 d 9 II Y“ - Y* II2 ) k =-- 0, I ,...) 
with q E (0, $1, that is, the convergence is at least Q-linear. 
Proof. Conditions (i)-(iv) are required for the quasi-Newton method to 
converge when g is a function of y [6]. Since in Steps 1 and 4(ii) of Method 3, 
T(y”+l) is computed from the functionf(x, y”+l) and the initial approximation 
T(y”) by making use of (2.3), therefore, as in Theorem 4, we need condition (v) 
for (2.3) to converge to T(yk+l). 
III. COMPUTATIONAL RESULTS 
The three methods described in the previous section were programmed in 
double precision for IBM 360/165 and used to solve a reasonably complex 
model of the kidney which leads to a large number of nonlinear equations. 
The results were compared with the simplified Newton method where the full 
Jacobian inverse, without any sparse matrix techniques, was used (Method-F). 
The results are summarized in Table I where the solution times are for a problem 
with m = 20 and p = 120. 
TABLE I 
Storage 
No. of iterations 
for convergence 
II g II2 -=I 1C6 
Time (in seconds) 
To compute Per iteration Total 
g’ 
Method 1 mP 5 5.48 3.54 23.18 
Method 2 m2 5 70.61 3.29 87.06 
Method 3 m2 10 not needed 9.23 92.30 
Method-F Pe 5 43.12 2.53 55.77 
It is evident from the table that Methods 1 and 2 (or 3) require, respectively, 
l/6 and l/36 of the storage that is needed by Method-F when p = 120 and 
m = 20. In terms of the overall cost (storage and run time), Method 1 is the 
best one. If saving the storage is the primary consideration then Method 2 
should be used. Method 3 does not measure up to Method 2 and furthermore 
its convergence rate became considerably slow after /) gk /I2 < 10~~. 
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