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EXIT TIME MOMENTS AND EIGENVALUE
ESTIMATES
EMILY B. DRYDEN, JEFFREY J. LANGFORD AND PATRICK MCDONALD
Abstract. We give upper bounds on the principal Dirichlet eigen-
value associated to a smoothly bounded domain in a complete
Riemannian manifold; the bounds involve L1-norms of exit time
moments of Brownian motion. Our results generalize a classical in-
equality of Po´lya. We also prove lower bounds for Dirichlet eigen-
values using invariants that arise during the examination of the
relationship between the heat content and exit time moments.
1. Introduction
Literature devoted to the relationship between the geometry of a
Riemannian manifold and the spectrum of the associated Laplace op-
erator can be traced to Lord Rayleigh’s conjecture for the principal
eigenvalue associated to the Dirichlet Laplacian for planar domains.
Subsequent estimates for the principal Dirichlet eigenvalue in terms of
geometric data associated to a given domain fill many journal pages.
The purpose of this paper is to develop a new family of such estimates
that involve the relationship between the Dirichlet spectrum and the
exit time moments of Brownian motion.
We take as our point of departure the recent work of M. van den
Berg et al. [2], [1] which involves the relationship between the principal
Dirichlet eigenvalue and torsional rigidity, an invariant that first arose
in the nineteenth century study of elastica and that can be defined
in terms of a solution of a Poisson problem. More precisely, if Ω is a
bounded open domain in a complete Riemannian manifold, then the
torsional rigidity associated to Ω is
T1(Ω) =
∫
Ω
u1(x)dx,
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where u1 solves the Poisson problem
∆u1 = −1 in Ω,(1)
u1 = 0 on ∂Ω.(2)
For domains in Euclidean space, van den Berg, Buttazzo and Velichkov
[2] begin with Po´lya’s inequality
(3) λ1(Ω)T1(Ω) ≤ |Ω|,
where λ1 denotes the principal Dirichlet eigenvalue and |Ω| denotes
volume. They then study the domain functional
(4) F (Ω) =
λ1(Ω)T1(Ω)
|Ω|
and note that the obvious upper bound is not sharp. This work is
continued in [1] where the authors improve the classical Po´lya bound
with the estimate
(5) F (Ω) ≤ 1− νnT1(Ω)|Ω|
−1− 2
n ,
where the constant νn depends only on dimension.
Our work begins by noting that torsional rigidity can be expressed
in terms of the exit time of Brownian motion. More precisely, suppose
Xt is Brownian motion on a complete Riemannian manifold M and Ω
is an open domain in M. Denote the first exit time of Xt from Ω by τ :
τ = inf{t ≥ 0 : Xt /∈ Ω}.
The torsional rigidity of Ω can then be expressed as
T1(Ω) =
∫
Ω
E
x[τ ]dx,
where Ex denotes expectation with respect to the probability measure
charging paths beginning at x and dx denotes the metric density. Our
main result involves extending the inequality (3) to higher moments
and a more general context:
Theorem 1.1. Let M be a complete Riemannian manifold and let
Ω ⊂ M be a bounded open domain. Let τ be the first exit time of
Brownian motion from Ω and let Tk(Ω) be the L
1-norm of the kth
moment of τ :
(6) Tk(Ω) =
∫
Ω
E
x[τk]dx,
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where the integration is with respect to the measure induced by the Rie-
mannian structure. Then for every k,
(7) λ1(Ω) ≤
(k!)2
(2k − 1)!
T2k−1(Ω)
T 2k (Ω)
|Ω|.
We call the sequence defined by (6) the L1-moment spectrum as-
sociated to the domain Ω. It is known that the L1-moment spectrum
determines the heat content asymptotics and, generically, the Dirichlet
spectrum [11]. Recent work suggests the moment sequence determines
a number of geometric invariants of the associated domain and is of
value in establishing comparison results (cf. [4], [6], [5], [10]).
The techniques required to obtain inequality (7) are easily modified
to obtain a variety of other inequalities. For example, we prove:
Theorem 1.2. LetM and Ω be as in Theorem 1.1 and suppose {Tk(Ω)}
is the L1-moment spectrum associated to Ω. Then
(8) λ1(Ω) ≤ 2k
T2k−1(Ω)
T2k(Ω)
.
For the special case of geodesic balls in warped product spaces, Hur-
tado et al. [5] use (8) to prove a number of comparison results (for
related results, see [11], [10]). In addition, they establish that the
asymptotics of the ratio given by the right hand side of inequality (8)
determine the first Dirichlet eigenvalue. There is an interpretation of
this in terms of shape optimization and Po´lya’s inequality in warped
product spaces: the functional
F (Ω) = lim
k→∞
λ1(Ω)
T2k(Ω)
2kT2k−1(Ω)
is optimized when Ω is a geodesic ball.
In addition to upper bounds for the principal Dirichlet eigenvalue, we
study lower bounds for Dirichlet eigenvalues using invariants that arise
during the examination of the relationship between the heat content
and the moment spectrum. More precisely, the L2-norms of orthogonal
projection of the constant function 1 on Dirichlet eigenspaces are closely
related to the volume of the underlying domain, and there are natural
lower bounds for eigenvalues in terms of these norms and the moment
spectrum. For example, we prove:
Theorem 1.3. Let M and Ω be as in Theorem 1.1. Suppose that λ
is a Dirichlet eigenvalue associated to the domain Ω and let Eλ be the
eigenspace corresponding to λ. Suppose that a2λ is the square of the L
2-
norm of the orthogonal projection of the constant function 1 on the
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eigenspace Eλ. Then
(9)
(
k!a2λ
Tk(Ω)
) 1
k
≤ λ.
Theorem 1.3 (see also Corollary 3.2) strongly suggests that the invari-
ants a2λ play an important role in the geometric analysis of Riemannian
spaces. A review of the literature suggests that there is previous work,
such as the Payne-Rayner inequality [12] and its subsequent refine-
ments, to support this view (see [3] for a survey).
In addition to estimating eigenvalues using the L1-norms of exit time
moments, we investigate the relationship between eigenvalues and the
L1-norms of the variance of exit time (and the variance of higher powers
of exit time). Using the L1-norm of variance we establish upper and
lower bounds for Dirichlet eigenvalues (see Corollary 3.1 and Corollary
3.2).
The remainder of the paper is structured as follows. In the next
section we establish required notation and background information. In
Section 3 we complete the proofs of Theorems 1.1-1.3, as well as related
corollaries. In the final section of the paper we discuss extensions of
our results to operators which are of divergence form.
2. Background and notation
As in the Introduction, let M be a complete Riemannian manifold
and suppose Xt is Brownian motion on M with infinitesimal generator
∆. Let Px denote the probability measure charging Brownian paths
beginning at x and let Ex denote expectation with respect to Px. For
Ω ⊂M a bounded open domain, let τ = τΩ be the first exit time of Xt
from Ω :
τ = inf{t ≥ 0 : Xt /∈ Ω}.
There is a well-known connection between path properties of Brownian
motion and solutions of the heat equation. In particular, if
(10) u(x, t) = Px(τ > t)
then u(x, t) satisfies
∂u
∂t
= ∆u in Ω× (0,∞),(11)
u(x, 0) = 1 in Ω,(12)
lim
x→σ
u(x, t) = 0 for all (σ, t) ∈ ∂Ω× (0,∞).(13)
The moments of the exit time are given by integration against the
appropriate probability distribution, which is given by the solution of
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(11)-(13). More precisely, since u(x, t) = Ex[1τk>tk ], we have
(14) Ex[τk] = k
∫ ∞
0
tk−1u(x, t)dt.
If we integrate over the domain and use Fubini, we obtain
(15) Tk(Ω) = k
∫ ∞
0
tk−1H(t)dt,
where Tk(Ω) is the k
th element of the moment spectrum and H(t) is
the heat content of the domain:
(16) H(t) =
∫
Ω
u(x, t)dx.
Expressing the heat content in terms of spectral data provides a re-
lationship between Dirichlet spectrum and the L1-moments of the exit
time of Brownian motion. More precisely, given the Dirichlet spectrum
associated to Ω, fix an orthonormal basis of corresponding eigenfunc-
tions. Then the heat content associated to Ω can be written as
(17) H(t) =
∑
λ∈spec∗(Ω)
a2λe
−λt,
where spec∗(Ω) is the set of Dirichlet eigenvalues (omitting multiplicity)
and a2λ is the square of the L
2-norm of the orthogonal projection of
the constant function 1 on the eigenspace corresponding to eigenvalue
λ. Summing over those λ for which the corresponding eigenspace is
not orthogonal to constant functions, we see that the constants a2λ
are invariants of the isometry group which are closely related to the
volume. In fact, using the asymptotic behavior of the heat content for
small time, we have
(18) |Ω| ∼t→0+
∑
λ∈spec∗(Ω)
a2λ
and the a2λ partition the volume of the domain Ω among the eigenspaces.
Equation (15) should be interpreted as connecting the L1-moment
spectrum to the Mellin transform of the heat content. As noted in [11],
the Mellin transform of the heat content takes the form of a Dirichlet
series
(19) ζΩ(s) =
∑
λ∈spec∗(Ω)
a2λ
(
1
λ
)s
and the L1-moment spectrum is related to the Dirichlet spectrum via
the equality
(20) Γ(k + 1)ζΩ(k) = Tk(Ω),
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where Γ(k) is the gamma function. There is a great deal of information
contained in the relationship (20). For example, (20) implies that the
asymptotics of the moment spectrum determine the principal Dirichlet
eigenvalue (cf. [11]):
(21) λ1 = sup
{
η : lim sup
n→∞
(
ηn
Tn(Ω)
Γ(n + 1)
)
<∞
}
.
Because (21) indicates that the tail of the L1-moment spectrum deter-
mines λ1, it also determines a
2
λ1
:
(22) a2λ1 = lim sup
n→∞
{
λn1
Tn(Ω)
Γ(n+ 1)
}
.
As a final bit of background information, we note that the moment
spectrum can be written in terms of a hierarchy of Poisson problems,
a fact that will be very useful in obtaining relationships among the
moment spectrum, the Dirichlet spectrum and the geometry of the
domain. In more detail, suppose u1 is defined as the solution of the
Poisson problem given in (1)-(2). Define uk inductively as the solution
of the Poisson problem
∆uk = −kuk−1 in Ω,(23)
uk = 0 on ∂Ω.(24)
Then uk(x) = E
x[τk] (cf. [9], [7] for details).
3. Proofs
We begin this section with a combined proof of Theorems 1.1 and
1.2:
Proof. Recall that the first Dirichlet eigenvalue minimizes the Rayleigh
quotient:
λ1(Ω) = inf
φ∈H1
0
(Ω)
∫
Ω
|∇φ|2dx∫
Ω
φ2dx
.
We take φ = uk as a test function and note∫
Ω
|∇uk|
2dx = −
∫
Ω
uk∆ukdx
= k
∫
Ω
ukuk−1dx
= −
k
k + 1
∫
Ω
∆uk+1uk−1dx.
Iterating this procedure and using the self-adjointness of ∆, we obtain
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(25) λ1(Ω) ≤
(k!)2
(2k − 1)!
∫
Ω
u2k−1dx∫
Ω
u2kdx
.
By Ho¨lder’s inequality,
(26)
(∫
Ω
ukdx
)2
≤ |Ω|
∫
Ω
u2kdx.
Using (26) in (25) completes the proof of Theorem 1.1.
To prove Theorem 1.2, we return to the denominator in (25), but
instead of using Ho¨lder’s inequality we integrate by parts. We begin
by noting ∫
Ω
ukukdx = −
1
k + 1
∫
Ω
∆uk+1ukdx
=
k
k + 1
∫
Ω
uk+1uk−1dx.
Iterating, we obtain
(27)
∫
Ω
u2kdx =
(k!)2
(2k)!
∫
Ω
u2kdx.
Substituting (27) in (25) completes the proof of Theorem 1.2. 
The ratio of integrals appearing on the right hand side of inequality
(25) has an interesting interpretation in terms of Brownian motion. To
make this clear, we compute the variance of the random variable τk :
Var[τk] = Ex[(τk − Ex[τk])2]
= Ex[τ 2k − u2k]
= u2k(x)− u
2
k(x).(28)
Integrating the variance over the domain produces an L1-norm of the
variance of τk, which we denote by Vark(Ω) :
(29) Vark(Ω) =
∫
Ω
(u2k − u
2
k)dx.
Using (27) we have ∫
Ω
u2kdx =
(2k)!
(k!)2
∫
Ω
u2kdx.
We use this to rewrite the L1-norm of the variance of τk in terms of∫
Ω
u2kdx :
(30)
∫
Ω
u2kdx =
(k!)2
(2k)!− (k!)2
Vark(Ω).
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Substituting (30) in (25) we conclude:
Corollary 3.1. Let Ω be as in Theorem 1.1. For k a positive integer,
let Vark(Ω) be the L
1-norm of the variance of τk :
Vark(Ω) =
∫
Ω
(u2k − u
2
k)dx.
Then
(31) λ1(Ω) ≤
(2k)!− (k!)2
(2k − 1)!
T2k−1(Ω)
Vark(Ω)
.
Next, we can establish the lower bounds of Theorem 1.3:
Proof. To obtain lower bounds we use a variational formula for Tk(Ω)
(see the appendix for details):
Tk(Ω) =


k! sup
φ∈Fk
(
∫
Ω
φdx)
2
∫
Ω
(∆
k
2 φ)2dx
if k is even,
k! sup
φ∈Fk
(
∫
Ω
φdx)
2
∫
Ω
|∇∆J
k
2
K
φ|2dx
if k is odd.
Here J·K denotes the greatest integer function and Fk denotes the class
of functions
Fk = {φ ∈ C
∞(Ω) :
∫
Ω
φdx 6= 0, ∆jφ = 0 on ∂Ω for 0 ≤ j ≤ k − 1}.
Let φ be the L2-normalized first Dirichlet eigenfunction which is posi-
tive. Taking φ as a test function in the variational quotient for Tk(Ω),
we obtain in both cases:
(32) λk1Tk(Ω) ≥ k!a
2
λ1
,
where
a2λ1 =
(∫
Ω
φdx
)2
is the square of the L2-norm of the projection of the constant function
1 on the eigenspace corresponding to the principal Dirichlet eigenvalue.
This proves Theorem 1.3 for the principal Dirichlet eigenvalue.
Because the principal Dirichlet eigenvalue is simple and the corre-
sponding eigenfunction has a sign, the square of the L2-norm of or-
thogonal projection of the function 1 coincides with the square of the
L1-norm of the L2-normalized eigenfunction. For higher eigenvalues
this will not be the case, but there is a closely related estimate. More
precisely, suppose λ is any Dirichlet eigenvalue with corresponding
eigenspace Eλ of dimension n. Fix an orthonormal basis {φi}
n
i=1 of Eλ.
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Let ci =
∫
Ω
φidx and let φ =
∑n
i=1 ciφi be orthogonal projection of the
constant function 1 on the eigenspace Eλ. Then using orthogonality,
(33)
∫
Ω
φdx =
∫
Ω
φ2dx.
As above, we write the square of the L2-norm of φ as a2λ. Then, assum-
ing Eλ is not orthogonal to constants, the variational quotient gives
(34) λkTk(Ω) ≥ k!a
2
λ.
Since inequality (34) clearly holds if Eλ is orthogonal to constants,
Theorem 1.3 follows. 
As was the case with upper bounds, there are lower bounds of Dirich-
let eigenvalues involving the L1-norm of the variance. In fact, suppose
λ is as above and φ is the orthogonal projection of the constant function
1 on the eigenspace Eλ corresponding to λ. Arguing inductively,
a2λ =
∫
Ω
φdx
= −
∫
Ω
φ∆u1dx
= λ
∫
Ω
φu1dx
=
λk
k!
∫
Ω
φukdx.(35)
Applying Ho¨lder, we obtain
(36)
∫
Ω
φukdx ≤
(∫
Ω
φ2dx
) 1
2
(∫
Ω
u2kdx
) 1
2
.
Combining (36), (35) and (30) we have
a2λ ≤
λk
k!
aλ
(
(k!)2
(2k)!− (k!)2
Vark(Ω)
) 1
2
.
This proves:
Corollary 3.2. Let Ω be as in Theorem 1.1 and suppose λ is a Dirich-
let eigenvalue with associated eigenspace not orthogonal to constants.
Then
(37)
(
a2λ
(2k)!− (k!)2
Vark(Ω)
) 1
2k
≤ λ(Ω),
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where a2λ is the square of the L
2-norm of the orthogonal projection of the
constant function 1 on the eigenspace corresponding to λ and Vark(Ω)
is as in Corollary 3.1.
4. Divergence form operators
Let M be a complete Riemannian manifold and denote by ∇ the
gradient operator. A second-order partial differential operator L acting
on smooth functions on M is said to be of divergence form if there is
a symmetric endomorphism of the tangent bundle, A, such that the
action of L is given by
Lf = div(A∇f),
where div is the divergence operator acting on vector fields. We will
assume throughout this section that L is of divergence form and uni-
formly elliptic (in particular, the spectrum of A is bounded below by
a positive constant).
Let Ω ⊂ M be a smoothly bounded domain with compact closure,
and X be a smooth vector field on Ω. Then the Divergence Theorem
holds: ∫
Ω
div(X)dx =
∫
∂Ω
〈X, n〉dS,
where dx is the metric density, the pairing is given by the metric and
dS is the induced measure on the boundary. In particular, if we choose
f to vanish on the boundary of Ω, we have∫
Ω
L(f 2)dx = 0
from which we obtain
(38)
∫
Ω
|∇f |2Adx =
∫
Ω
fLfdx,
where the norm |∇f |2A is defined via pairing with the metric:
|∇f |2A = −〈A∇f,∇f〉.
It follows that the operator L acting on smooth functions that vanish at
the boundary of a smoothly bounded domain with compact closure is
formally self-adjoint (that is, we can integrate by parts). In particular,
the standard functional analytic tools are available, and we conclude
that, as in the case of the Dirichlet Laplacian, the spectrum of L will
be positive, discrete and accessible via Rayleigh quotients.
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If L is as above, we can associate to L a hierarchy of Poisson problems
in analogy to (1)-(2) and (23)-(24): Suppose u1 solves
Lu1 = −1 in Ω,(39)
u1 = 0 on ∂Ω,(40)
and having defined uk−1, define uk by
Luk = −kuk−1 in Ω,(41)
uk = 0 on ∂Ω.(42)
The relationships established in Theorem 1.1 and Theorem 1.2 de-
pend only upon integration by parts, Ho¨lder’s inequality, the functional
analytic tools sketched above, and the definition of the Poisson hierar-
chy. Thus, the proofs of these theorems carry over, mutatis mutandi, to
establish the analogous theorems for divergence form operators. More
precisely, we have:
Theorem 4.1. Suppose M is a complete Riemannian manifold and
Ω ⊂ M is a smoothly bounded domain with compact closure. Suppose
L is a uniformly elliptic divergence form operator and let
Tk,L(Ω) =
∫
Ω
ukdx,
where dx is the metric density and uk is defined by (39)-(42). Let λ1,L
be the principal Dirichlet eigenvalue for L. Then
(43) λ1,L(Ω) ≤
(k!)2
(2k − 1)!
T2k−1,L(Ω)
T 2k,L(Ω)
|Ω|.
In addition,
(44) λ1,L(Ω) ≤ 2k
T2k−1,L(Ω)
T2k,L(Ω)
.
A careful review of the proofs of Theorem 1.3 and the corollaries
of section 3 indicates that what is formally required is no more than
machinery discussed above. On the other hand, in order to give the
references to “exit time” meaning, some work must be done. In partic-
ular, we must establish a relationship between the Poisson hierarchy,
the heat operator associated to L and a description of the solution of
the heat operator using path properties of some process. When L is the
Laplace operator, the connection between the heat operator and the
Poisson hierarchy hinges on the fact that the Laplace operator is the
infinitesimal generator of the Brownian process. In the present circum-
stances, there is analogous structure: there is a diffusion process whose
infinitesimal generator is L and for which the exit time moments from
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the domain Ω are given by the solution of the appropriate member of
the Poisson hierarchy. The details are discussed in [9] and references
therein. This being the case, the proofs of the results presented above
carry over, mutatis mutandi, to the case of divergence form operators
and the objects described can be discussed probabilistically. While the
squared norms of projections on eigenspaces will play the same alge-
braic and analytic role, there will, in general, be no relation to the
underlying geometry of the domain Ω.
Appendix
Here we establish the variational characterization for Tk(Ω) used
in the proof of Theorem 1.3. A similar characterization in the more
general case of an elliptic operator of divergence form may be found in
[8]. In what follows, we denote
Fk = {φ ∈ C
∞(Ω) :
∫
Ω
φdx 6= 0, ∆jφ = 0 on ∂Ω for 0 ≤ j ≤ k − 1}.
We begin with a preliminary lemma:
Lemma A1. Let Ω be as in Theorem 1.1 and uk be as in (23) and
(24). If f ∈ Fk, then
(45)
∫
Ω
fdx =
(−1)k
k!
∫
Ω
(∆kf)ukdx.
If f ∈ Fk+1, then
(46)
∫
Ω
fdx =
(−1)k
(k + 1)!
∫
Ω
∇(∆kf) · ∇uk+1dx.
Proof. To establish (45), we directly compute
∫
Ω
fdx = −
∫
Ω
f∆u1dx
= −
∫
Ω
(∆f)u1dx
=
1
2
∫
Ω
(∆f)(∆u2)dx
=
1
2
∫
Ω
(∆2f)u2dx (if ∆f = 0 on ∂Ω).
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Iterating this argument establishes (45). To prove (46), we use (45):∫
Ω
fdx =
(−1)k+1
(k + 1)!
∫
Ω
uk+1∆(∆
kf)dx
=
(−1)k
(k + 1)!
∫
Ω
∇(∆kf) · ∇uk+1dx,
where the last equality follows from a Green’s identity and the fact
that ∆kf = 0 on ∂Ω. 
We may now establish the desired variational characterization.
Theorem A2. Let Ω be as in Theorem 1.1. Then
Tk(Ω) =


k! sup
φ∈Fk
(
∫
Ω
φdx)
2
∫
Ω
(∆
k
2 φ)2dx
if k is even,
k! sup
φ∈Fk
(
∫
Ω
φdx)
2
∫
Ω
|∇∆J
k
2
K
φ|2dx
if k is odd,
where J·K denotes the greatest integer function.
Proof. For the even case, let G = {∆nf : f ∈ F2n} ⊆ Fn and define
Q : G → R via
Q(∆nf) =
(
1
n!
)2 (∫
Ω
un(∆
nf)dx
)2
∫
Ω
(∆nf)2dx
=
(
1
n!
)2
〈un,∆
nf〉2
‖∆nf‖22
,
where 〈·, ·〉 denotes the standard inner product on L2(Ω) and ‖ · ‖2
denotes L2-norm. We observe that Q is largest when ∆nf is a scalar
multiple of un. It follows that Q is maximized when f = u2n. Thus,
sup
f∈F2n
Q(∆nf) =
(
1
n!
)2 (∫
Ω
un∆
nu2ndx
)2
∫
Ω
(∆nu2n)
2 dx
=
n!
(−1)n(2n)!
(∫
Ω
u2ndx
)2
∫
Ω
un∆nu2ndx
=
1
(2n)!
T2n(Ω),
where the second and third equalities invoke (45). Using (45) again,
we see that
Q(∆nf) =
(∫
Ω
fdx
)2
∫
Ω
(∆nf)2dx
,
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For the odd case, set G = {∇(∆nf) : f ∈ F2n+1} and define Q : G →
R via
Q(∇(∆nf)) =
(
1
(n+ 1)!
)2 (∫
Ω
∇un+1 · ∇(∆
nf)dx
)2
∫
Ω
(∇(∆nf))2 dx
.
As before, Q is maximized when ∇(∆nf) is a scalar multiple of ∇un+1.
Taking f = u2n+1 and invoking (46), the remainder of the proof pro-
ceeds in a manner parallel to the even case. 
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