With simultaneous multi-user transmissions, spatial division multiple access (SDMA) provides substantial throughput gain over the single user transmission. However, its implementation in WLANs with contention-based IEEE 802.11 MAC remains challenging. Problems such as coordinating and synchronizing the multiple users need to be solved in a distributed way. In this paper, we propose a distributed MAC protocol for WLANs with SDMA support. A dual-mode CTS responding mechanism is designed to accomplish the channel estimation and user synchronization required for SDMA. We analytically study the throughput performance of the proposed MAC, and dynamic parameter adjustment is designed to enhance the protocol efficiency. In addition, the proposed MAC protocol does not rely on specific physical layer realizations, and can work on legacy IEEE 802.11 equipment with slight software updates. Simulation results show that the proposed MAC outperforms IEEE 802.11 significantly, and that the dynamic parameter adjustment can effectively track the load variation in the network. key words: MIMO, WLAN, medium access control (MAC), spatial division multiple access (SDMA), IEEE 802.11n 
Introduction
Extensive research on WLANs has been focusing on improving throughput and protocol efficiency. The IEEE 802.11n draft [1] takes multiple input multiple output (MIMO) technology as the physical layer, thus can greatly increase the transmission rate by using spatial diversity or multiplexing. However, the system throughput of WLANs is limited due to transmission collisions and inter-frame time spaces (e.g., guard time for channel reservation), which can not be alleviated by merely increasing the data rate [4] . On the other hand, because of the processing capability and space limitation of user terminals, the number of antennas on a user terminal is generally less than that on an access point (AP). It is well known that MIMO capacity scales with the minimum number of employed antennas at the transmitter and receiver, thus single user MIMO transmission can only utilize these additional degrees of freedom (DoFs) to enhance diversity, which is not efficient. Therefore, in order to reduce protocol overhead and fully exploit the DoF in the multi-antenna WLANs, it is beneficial to allow simultaneous multi-user receptions and transmissions. As a result, multi-user beamforming on the downlink [9] - [11] and spatial division multiple access (SDMA) on the uplink [5] - [8] for WLANs have been proposed recently to boost the system throughput.
To realize multi-user reception and transmission in WLANs, two issues have to be solved: channel state information (CSI) acquisition at the AP side (for precoding or multi-user detection) and time/frequency synchronization among the users and AP. For the first issue, users and AP can make use of RTS/CTS exchanges to estimate and feedback CSI. As for the synchronization issue, in case of downlink multi-user beamforming, the AP naturally initiate the transmission in a centralized way [10] , and users can act exactly the same as IEEE 802.11 to receive the packets. However, accomplishing time/frequency synchronization for uplink SDMA is much more challenging, because users access the channel in a distributed and asynchronous manner. Moreover, coordinating the transmissions from multiple users might require more signalling beyond that needed for for CSI estimation. Therefore, in this paper we focus on uplink SDMA MAC design to fulfill the CSI estimation and user synchronization with small signalling overhead. Since the IEEE 802.11 standard provides the mandatory contention based channel access function DCF (distributed coordination function), the SDMA MAC protocol should also be distributed to ensure high compatibility and flexibility for low cost update of legacy WLAN equipments. Its distributed nature means that its usage can be extended to more general network infrastructures, e.g., ad hoc scenario.
The main contributions of this paper are as follows. First, we propose a distributed uplink SDMA MAC protocol with dual-mode CTS responding mechanism. The dualmode CTS controls the variable-length random access period that accomplishes channel estimation and user synchronization. Second, based on the analytical study of the proposed scheme, an algorithm is designed to adapt the system parameters (expected number of simultaneous user transmissions and timeout value) to the channel condition and the network load, which reduces signalling overhead and greatly enhances the protocol efficiency. Third, the proposed MAC scheme does not rely on sophisticated physical layer solutions, e.g., smart multi-beam antenna, and it can be implemented in simple omni-directional multiple-antenna WLANs. While providing significant network throughput gain, the protocol can be easily realized in standard IEEE 802.11 MAC with slight software modifications. Finally, under the protocol framework, various user schedulCopyright c 2010 The Institute of Electronics, Information and Communication Engineers ing schemes can be implemented, and it gives chances to realize user scheduling in contention based MAC.
The rest of the paper is organized as follows. The related work is briefly reviewed in Sect. 2. Section 3 describes the proposed SDMA MAC protocol. In Sect. 4 , we theoretically analyze the throughput performance of the protocol, based on which the system parameter adaptation scheme is described. Simulation results are provided in Sect. 5. Finally, Sect. 6 concludes the paper.
Related Work
Recently, MAC protocol design for SDMA support in WLANs has attracted substantial research efforts. In Ref. [5] , an SDMA solution is proposed based on HIPERLAN-II [3] , of which the super-frame is divided into parts to allow random access and data transmission. In the random access period, channel estimation and frequency synchronization can be accomplished by user access requests. Because the super-frame is divided into fixed-length parts, the efficiency is rather limited. Being one of the pioneering works in this field, it is an omni-directional multiple-antenna solution. Some recently proposed approaches rely on smart antenna systems, most of which utilize multi-beam directional antenna [6] , [7] , [9] . However, besides the high cost and implemental complexity, multi-beam antenna systems may not work well with unevenly distributed user stations, and collecting the location information of user stations leads to additional protocol overhead. Considering economic and practical issues on the user stations, it is more appropriate to use omni-directional multi-antenna in WLANs especially for the uplink.
On the other hand, in order to allow channel estimation and user synchronization, the above MAC layer protocols are all super-frame based with fixed length partitions, which is not flexible and not compatible with the widely adopted DCF mode of IEEE 802.11, thus contention based distributed MAC protocol is preferred. In [10] , [11] , distributed MAC protocols are proposed for the downlink multi-user beamforming transmission. However, the uplink in their designs is still legacy single user IEEE 802.11. While most of the existing MAC protocols do not consider the channel conditions, the one proposed in [8] is CSI based, and can be used to enhance performance for single-antenna WLANs with CDMA or OFDMA as the physical layer. For SDMA, channel characterization is more complex, thus MAC protocols similar to the one in [8] cannot be directly utilized.
Proposed MAC Protocol

System Description and Framework
We consider the uplink access of a single cell with one AP. Each user station has a single antenna for low cost, while the AP has an array of A antennas. The antennas of the stations and the AP are omni-directional † . No more than A users can simultaneously transmit to the AP. The AP uses the minimum mean squared error (MMSE) detector to separate the signals of the users, according to the channel knowledge obtained by RTS/CTS exchanges. The proposed MAC protocol is based on standard IEEE 802.11 MAC protocol [2] with DCF mode. As shown in Fig. 1 , the whole transmission procedure is divided into two periods: random access period, and data transmission period. The data transmission period includes parallel uplink data transmissions and a broadcast ACK. Generally speaking, the data transmission time is decided by the data frame length. For simplicity, we set it to a constant value. The random access period allows several RTS/CTS exchanges, with which the users contend for the channel. By RTS/CTS exchanges, users and the AP also accomplish channel estimation and time/frequency synchronization.
In the proposed protocol, the AP holds the following two parameters: (1) M random : Maximum expected number of random access requests during the random access period. (If all of them are accepted by the AP, then M random equals to the number of simultaneous transmissions in the data transmission period.) (2) T timeout : Maximum possible length of random access period.
In the random access period, if within T timeout there has already been M random RTS/CTS exchanges, the random access period immediately ends, after which the data transmission period starts (see Fig. 1(a) ). Otherwise, if the load is low or the number of users is less than M random , timeout will occur (see Fig. 1(b) ). In this case, before the data transmission starts, the AP will wait for the whole T timeout . Therefore, in the proposed protocol, the length of the random access period varies, depending on the two parameters and the traffic load. As one of the main features of the proposed scheme, the variable length of the random access period is different from the fixed-partition approaches with super-frames † . Hence, our scheme is more efficient and flexible.
Details of the Proposed Protocol
In this section, the detailed work flow of the proposed MAC protocol is presented. The AP delivers dual-mode CTSs (refer to Fig. 1 ). The first one is denoted as PCTS (Pending CTS). It acts like an acknowledge to the RTS that AP has just received, but data transmission will not follow after the PCTS. The second one is denoted as FCTS (Final CTS). It announces the start of data transmission. The network allocation vector (NAV) of FCTS is set to be SIFS + H data + T data + SIFS + ACK, where T data represents the payload time and H data represents the header (physical and MAC) of the data frame. The sizes of PCTS and FCTS are the same.
First, any user who wants to send data behaves as conventional IEEE 802.11 DCF to send an RTS(including carrier sensing, waiting for DIFS idle time, and choosing a random back-off time, etc.). However, the detail of the RTS should be slightly modified, the NAV is set equal to SIFS + CTS in order to protect the RTC/CTS exchange and avoid silence of other users who want to compete for the channel after the current RTS/CTS exchange.
Upon receiving the RTS, the AP gets the CSI of the user station. Then the AP should decide which kind of CTS to reply. If the number of received RTSs is less than M random and T timeout is not over, the PCTS is replied. With PCTS received, user can get the training sequence used for the data transmission, and apply frequency/time synchronization with the AP, but the user has to wait, and further RTS/CTS exchanges may occur.
If the AP has already collected M random RTSs (shown in Fig. 1(a) ) or T timeout is over from the time when the first PCTS is sent (shown in Fig. 1(b) , notice the start point of T timeout ), the FCTS will be sent. To avoid possible collision with the legacy devices from neighbor areas, the AP will execute carrier sense before transmitting FCTS. Prior to sending the FCTS, the AP makes certain decisions according to the CSI collected:
• The set of users (those who has sent RTS in the random access period) that can transmit during the upcoming transmission period. • What transmit rate to use for each user.
The user selection (i.e., scheduling) algorithm may vary according to the performance metric to achieve, which is open to specific system designs. Actually, the proposed protocol provides an interface for realizing cross-layer access control. For example, throughput maximization or fairness consideration can be taken into account in the user selection algorithm. FCTS contains the information that indicates which users to transmit and the transmit rate for each selected user. When a user receives FCTS, it will perform data transmission immediately after one SIFS. Since all users can hear the CTS, the users, who transmit RTS and receive PCTS beforehand, can also start to transmit at the same time. For those users that have not sent RTS, from the remaining T timeout value included in the PCTS, they behave accordingly to protect the FCTS sent by the AP in case of timeout. Finally, after the data transmission, the AP broadcasts the ACK immediately after one SIFS following the data transmission.
The modified CTS frame structure is depicted in Fig. 2 . The 3-byte SDMA control field is added into the CTS frame. The first 4 bits are used to distinguish PCTS and FCTS. The Index field in PCTS is for indicating the user who just transmitted RTS. The Rate-i field in FCTS is used by AP to send scheduling and rate adaptation decisions. Specifically, the user adopts the index i replied by PCTS to check its corresponding Rate-i, which equals zero when the user is not scheduled, otherwise indicates the rate (index of an item in the rate adaptation table, see Table 1 ) for user to transmit. Also, the NAV (in the duration field) of PCTS is set to zero, and the remaining T timeout is included. It should be noted that the position of the SDMA control field in the CTS can be adjusted according to the software realizations. In addition, the ACK should include a group acknowledgement, thus we have additional one byte field in the ACK frame. The ith bits of this byte is used as an acknowledgement to the transmission of user with index i.
Practical Issues
Compatibility: In our protocol, the modifications to the legacy 802.11 MAC are on the software scale. For the users, they only need to distinguish the two kinds of CTS, and then decide to transmit or to wait. The duty of the AP is more complex. The frame structure of the CTS from AP is modified. Nevertheless, the modification to the AP is worthwhile with respect to the performance gain. Since the IEEE 802.11n is still in the standardization process, the CTS structure may include more optional fields to allow various featured applications. Notice that when M random = 1, the proposed MAC is equivalent to IEEE 802.11, except for the additional bits in the FCTS frame and ACK frame. Precisely speaking, this will cause performance degradation compared to IEEE 802.11. However, the impact of theses additional bits is negligible as shown in the simulation results in Sect. 5.
As for the coexistence with legacy devices, if a legacy device in neighbor area starts to transmit a packet in random access period, the users and the AP in the proposed SDMA system will keep silent because they can sense the transmission. Two cases are considered: 1) The legacy device terminates the transmission before T timeout is over, after which the users and the AP continue to exchange RTS/CTS; 2) The legacy device terminates the transmission after T timeout , then the AP cannot transmit FCTS on time, which leads to a failure of the current random access round. In both cases, either the equivalent T timeout is shorten so that possibly less than M random RTS/CTS exchanges are finished before T timeout is over, or the whole random access period fails. All these will cause degradation to the SDMA protocol. If the legacy devices in neighbor areas are very active, the degradation can be severe. This actually can be considered as interference from neighbor areas. Nevertheless, currently the proposed protocol can adapt to the existence of interfering legacy devices as follows. If the legacy devices in neighbor areas are very active, timeout will frequently occur, which can be recorded by the AP. Then according to the dynamic parameter adjustment algorithm (refer to Sect. 4.2 for the details), M random will be decreased. In the extreme case, M random will be decreased to 1. By doing so, the proposed protocol trades the SDMA gain for interference resistance. In addition, by utilizing multiple antennas at the AP to cancel the interference from neighbor areas, together with advanced carrier sense threshold adaptation [17] , the RTS/CTS exchanges in the random access period can actually remain unaffected. This is left for future work. Synchronization and Frequency Offsets: Since the physical layer of IEEE 802.11n is MIMO-OFDM [1] , the sensitivity to timing error and carrier frequency offsets (CFO) of OFDM should be considered. For time synchronization, as long as the clock impairment between users and the AP is within the cyclic prefix (CP) of the ODFM symbol, the degradation due to timing error is negligible. Basically, timing and phase calibration can be accomplished through RTS/CTS exchanges in the random access period. As for the CFO, after the multi-user detection process on the AP, the CFO impacts of different users have slight interaction as shown in Ref. [16] . Therefore, the problem is similar to CFO compensation in single user OFDM systems, i.e., IEEE 802.11a WLANs [18] . Also, the corresponding CFO estimation and compensation are executed through RTS/CTS exchanges. Imperfect CSI: There are two aspects of imperfect CSI: channel estimation error and outdated CSI due to time varying channel. During RTS/CTS exchanges, multiple receive antennas are used to enhance diversity, which improves the channel estimation quality. In the data transmission period, since we consider uplink, with pre-allocated training symbols, the performance is close to that of single user MIMO multiplexing transmission, which has been widely studied and adopted in IEEE 802.11n WLANs. Since the indoor wireless channel is stable enough over fairly long time (about 100 ms [12] , much longer than the duration of data frames), the problem of outdated CSI has little impact in our case.
Throughput Analysis and Parameter Adjustment
In this section, we first analyze the saturated throughput performance of the proposed protocol, and the optimal number of maximal parallel transmissions M opt regarding channel quality is derived. For unsaturated traffic, we propose a dynamic parameter adjustment to enhance system efficiency.
Saturated Throughput Analysis
In this sub-section, M is short for parameter M random . When M (M ≤ A, A is the number of antennas on the AP) users among the n users in the cell are transmitting simultaneously (selected by the AP), the received A × 1 signal vector at the AP side is given by
where x = {x i } M×1 represents the transmit signal vector from the M simultaneous users, and the transmit signal is normalized so that E(x *
where h i, j is the channel coefficient from user j to the ith antenna of the AP and is assumed to be an i.i.d. zero mean complex Gaussian random variable with unitary variance. n is the additive Gaussian noise vector with entries of unitary variance. Since the noise power and transmit signal are normalized, and the transmit power of all users is assumed to be the same, the average SNR ρ actually equals to the transmit power of each user. The AP utilizes MMSE detector to separate the signals from multiple users, thus the process matrix is
Then the post-MD SNR is [20] :
where η k represents the post-MD SNR of the kth user 
where we emphasize that the average sum-rate is a function of both M and average SNR ρ, and the last equivalence holds due to the assumption that the channel statistics of different users are identical. In order to calculate R(M, ρ), one needs the distribution of η k . However, the exact distribution of the MMSE post-MD SNR is unknown, thus ZF detector can be used as an approximation † . After ZF detector, η k is Gamma distributed with diversity order A − M + 1 [20] . Then one can use the model in [14] to calculate the average rate E(R k ) of user k. Finally the relation R(M, ρ) = M · E(R k ) is used to get R(M, ρ).
We are now ready to calculate the saturated system throughput. The scheduling decision is set so that all the M successful RTS requests during the random access period are accepted. Since it is saturated analysis, the occurrence of timeout is negligible. Therefore, the whole process can be regarded as M consecutive legacy RTS/CTS mode data transmissions, with two exceptions (refer to Fig. 1(a) ): First, the data transmission time, the ACK, and the two SIFS prior to them are divided by M; Second, for the ith equivalent legacy transmission, the number of users contending for the channel is n (i) = n − i + 1, because the users who already successfully exchanged RTS/PCTS with the AP will not contend for the channel in the remaining contention period. The average throughput is then approximated as
where S i is the average throughput for the ith equivalent transmission. To calculate S i , the p-persist model [15] is used to analyze the behavior of an arbitrary user in a time slot. Let P (i) s denote the probability that the user transmits a data frame successfully in a time slot. Let P c ) denote the probability that collision occurs in a time slot and the probability that the channel stays in idle in a time slot, respectively. Then S i is expressed as follows
where T data is the data frame duration, and σ is the duration of a time slot. T s is the average time the channel is sensed busy because of a successful transmission, and T c is the average time the channel is sensed busy during a collision. We have
where H data = PHY hdr + MAC hdr is the packet header, which includes the physical layer header and the MAC layer header. In addition, the value of P (i)
c is derived as
where τ is the probability that a user transmits in a random time slot, which is determined by solving the formula [15] 1
for p ∈ (0, 1). In the above formula, W = CW min and m = log 2 (CW max /CW min ). Eq. (8) can be solved by efficient numerical methods. It is proved in [15] that the formula has a unique solution, say p * . As a result, τ is set as
. Finally, put (7) and (6) into (5), then the average throughput is calculated with (4) .
Note that S is a function of n, ρ and M, which can be expressed as S (n, ρ, M). It is shown in the simulation results that S is not sensitive to n. Actually, CTS/RTS access mode is not sensitive to the number of users because the cost of collision T c is small. However, the dependance of S on ρ and M is more complex. On one hand, larger M leads to smaller overhead (refer to T s in (6)). On the other hand, due to the diversity-multiplexing tradeoff in MIMO systems, larger M leads to higher R(M, ρ) when SNR ρ is high, while smaller M is better when SNR ρ is low. Therefore, there exists an integer M opt ranging from 1 to A that can provide the largest throughput for a given ρ
The SNR boundaries that M opt changes are denoted as {ρ j } A j=0 , with ρ 0 = 0 and ρ A = +∞. Specifically, M is set as
where ρ j ( j = 1, . . . , A − 1) is decided by numerical search that satisfies † As long as the SNR is not too low, the approximation is acceptable.
With the above analysis, the maximal expected number of parallel transmissions is set to M opt according to the periodically collected average SNR ρ. The boundary points and the optimal choice of M are illustrated in Fig. 5 in the next section. If no scheduling scheme is specified, all the M opt transmission requests are accepted. Also, the AP can execute scheduling algorithms according to some performance metric, i.e., maximum throughput or fairness guarantee. The scheduling is similar to the transmit antenna selection problem for MIMO systems.
Dynamic Parameter Adjustment
Once M opt is determined according to the channel condition, the choices of M random and T timeout further depend on the number of users and the traffic load. Both can be represented by the number of active users defined as the users having packets to send at the same time. For example, if there are only 2 active users having packets to send, while at the AP side M random is set to 3, for every transmission procedure there will be a timeout, which leads to unnecessary protocol cost. It is obvious to see that at this time, M random should be 2. Therefore, the goal of parameter adjustment is to enhance system efficiency, and the duty of parameter adjustment is to dynamically choose appropriate value of M random and T timeout . If M random is suitable for the current system condition, timeout will rarely happen, thus the explicit value of T timeout is not important as long as it acts like a warning message to help adjust M random . We set T timeout related to M random as
where the intuition for determining T timeout is that it includes the time of M random successive RTS/CTS exchanges and assumes 4 · CW min in between them as backoff time budget, which is quite loose when M random is appropriate for the current traffic load. This means that the choice of T timeout can avoid unnecessary timeout, and be sensitive to the low traffic demand with respect to current M random . The AP records the following information of each SDMA transmission round † into a buffer: number of users accessed (those who have sent RTS), the MAC addresses of the accessed users, and whether there happens a time out Here, the function sgn(x) is defined as:
The threshold β < 1 is used to balance the sensitivity of the parameter adjustment and the ping-pong effect. Extensive simulations show that β = 0.7 is a good choice when the traffic load does not change rapidly, and we adopt this as the default value in this paper. In fact, M random is tightly related to the number of active users, which not only reflects the number of the users, but also the overall traffic load, because when the traffic load is low, there are few users with packets to send at the same time.
Simulation Results
In this section, simulation results are offered to evaluate the performance gain of the proposed SDMA MAC and the effectiveness of the parameter adjustment. We use ns-2 simulator [21] , and the simulation parameters are set as shown in Table 2 . Here, the retry limit equals 6, i.e., after 7 times of transmission error/collisions, the packet is discarded. The sizes of CTS and ACK are modified in our protocol, and we have designed so that the sizes of PCTS and FCTS are the same. The rate adaptation parameters are set as shown in Table 1 . The number of antennas on the AP is A = 4. We will present three sets of simulations. The first two are saturated load cases, but the difference between them is whether the channel variation is taken into account or not. The last one is unsaturated case to evaluate our dynamic parameter adaptation scheme. Since user scheduling is not specified (which is open to the utilization of our protocol), all the M random RTS requests are accepted for transmission. In all the figures, M is short for parameter M random .
Saturated Load without Channel Variation
In this set of simulations, the channel variation is turned off, † For each failed random access period, only timeout is recorded, while other information is not recorded. and SNR is set to 60 dB, which is so high that almost every simultaneous transmission can be accomplished with top rate: 54 Mbps. Therefore, in this case, R(M, ρ) = 54 Mbps.
Since it is a saturated scenario, adaptive parameter adjustment is not implemented, and timeout rarely happens. From Fig. 3 it is observed that the network throughput is greatly improved due to parallel simultaneous transmissions with high M. Particularly, the throughput gain over IEEE 802.11 is up to about 160% when M = 4. As mentioned in Sect. 3.3, the additional bits in CTS and ACK will cause performance degradation compared with IEEE 802.11 when M = 1, it is shown in the figure that the degradation is negligible. The throughput is not sensitive to the number of users because the cost of RTS/CTS collision is light. However, for M > 1, because more timeout will occur with the frequently happened collisions when the number of users is large, this reduces the effective M † . Due to the relatively high signaling overhead (more RTS/CTS exchanges and longer T timeout ) of high M, the performance degradation due to the reduced ef- fective M is more evident, as shown in Fig. 3 . It is also observed that our analysis results are very close to the simulations. The deviation is slightly more visible for large M random , especially when the number of users is less than 10 or very large. The reason is that for small number of users, the p-persist model [15] is not precise, and calculating the throughput for large M random requires S M random with even smaller equivalent contention users, of which the error of throughput analysis is greater. Also, when the number of user is very large, the increased number of collision leads to more frequent timeout, the analysis error shows up since we ignore the timeout effect in the analysis.
Because the physical layer data frame duration is fixed while the transmission rate is changing, the MAC layer packet duration is not a constant. Thus it is not easy to directly measure the packet delay under this scenario. We make the following assumption in order to measure the packet transmission delay: The packet length is fixed to be 1000 bytes, and each user aggregates or separates packets according to the transmit rate. For example, if the channel is so bad that it cannot allow a 1000-byte-packet completed within a single frame transmission, the user can divide the packet into parts according to the transmit rate. The delay is calculated from the time when the packet becomes head of the user's queue to the time when a positive acknowledgement is received for the last part. If the channel is good enough to allow multiple packets to be transmitted, packet aggregation takes place. The delay consists of two parts: the access delay for the user to access the channel, and the transmission delay for a specific packet, which may account for multiple transmissions because of the packet division/aggregation. Figure 4 shows the delay performance versus the number of users, it can be seen that the delay increases with the number of users. Although from Fig. 3 , it is shown that the throughput efficiency keeps approximately the same when the number of users n increases, which indi- † When timeout occurs due to collisions in the random access period, there are possibly less than M successful RTS/CTS exchanges, thus less simultaneous transmissions in the data transmission period. cates that the time wasted on spectral access (backoffs, collisions, etc.) keeps almost unchanged, the delay increases because the transmitted packets are from multiple users. In other words, approximately every user should wait n − 1 consecutive packets from other users before its next packet. This intuition gives linear increase of the access delay, and IEEE 802.11 with RTS/CTS actually achieves slower increase than linear, detailed analysis can be found in [19] . Moreover, the proposed SDMA protocol enjoys greatly reduced delay.
Saturated Load with Channel Variation
In this set of simulations, the number of users is 8. The channel statistics of different users are identical † , and the received signal is angular-spread, i.e., each element of H is i.i.d. complex Gaussian distributed with unit variance, which is exactly the same with the descriptions in Sect. 4.1. The saturated throughput with respect to the change of average SNR ρ is shown in Fig. 5 . It is observed that when average SNR is low, SDMA scheme is worse than standard IEEE 802.11, because with less simultaneous users, we can benefit more from diversity gain under low average SNR scenario and light protocol overhead. When average SNR increases, the advantage of our SDMA scheme becomes more significant, since the fading will not affect the data rate so much with high average SNR, and the increasing protocol overhead is compensated by high multiplexing gain. The results demonstrate the dependance of the throughput on M random and ρ. Also, the corresponding boundaries ρ 1 , ρ 2 and ρ 3 are shown in the figure, from which M opt can be inferred. Here we allow all the M RTS requests for transmission. It should be noted that advanced scheduling schemes can further enhance the performance of SDMA transmission, as it will adapt the user selection decision with their spatial channel structure.
The network throughput is limited by the highest data rate: 54 Mbps, because we currently do not have the SNR table for higher transmit rates in IEEE 802.11n. Neverthe- less, from Fig. 5 , it can be predicted that the throughput will be larger if higher data rate is adopted. Therefore, the proposed protocol is able to achieve network throughput larger than 100 Mbps if implemented in the IEEE 802.11n systems. Figure 6 shows the delay performance versus the average SNR. It is observed that no matter how the channel condition is, with high M random , the delay performance is always better. Moreover, delay performance is not sensitive to the channel condition. Though it sounds strange at first glance, if we note that the delay is actually the delay of successfully transmitted packets, the result is reasonable. At low SNR, the cost is the increase of packet loss, which is equal to the throughput gap between low SNR and high SNR in the saturated scenario.
Unsaturated Load with Parameter Adjustment
In this set of simulations, the dynamic parameter adjustment scheme is tested. Different from the previous simulations, the traffic is not saturated and the average packet load of each user is changing with time. We assume no channel variation in this simulation and M opt is 4. Then the dynamic parameter adjustment scheme is only related to active users, which represent those with packets to send. In the simulation, with totally 4 users, we turn on or turn off the constant bit rate (CBR) sources (with source rate as 40 Mbps and random packet arrival) of each user at different time in order to change the number of active users. Figure 7 (a) presents the variation of the number of active users. In Fig. 7(b) , the dashed line represents the throughput when parameter adjustment is not implemented and M random is set to be 3. It is obvious that parameter adjustment scheme can track the number of active users, and outperforms much better than the non-adaptive scheme. 
Conclusion
In this paper, an uplink MAC protocol for wireless LANs with SDMA capability has been proposed. The scheme is designed to be distributed in nature, and to suit all multiantenna configurations in WLANs. The proposed protocol can adapt itself to the channel condition and network load variations by the parameter adaptation scheme. Extensibility is another feature of the protocol for it provides a framework to realize user scheduling. Our work slightly changes the standard IEEE 802.11 MAC; specifically, only the RTS/CTS packet processing module should be changed. Therefore it can be easily implemented in legacy WLAN systems by upgrading the software. Both analysis and simulations demonstrate that the proposed scheme provides significant performance gain over IEEE 802.11.
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