We address the problem of adaptivity in the framework of reproducing kernel Hilbert space (RKHS) regression. More precisely, we analyze estimators arising from a linear regularization scheme g λ . In practical applications, an important task is to choose the regularization parameter λ appropriately, i.e. based only on the given data and independently on unknown structural assumptions on the regression function. An attractive approach avoiding data-splitting is the Lepskii Principle (LP), also known as the Balancing Principle is this setting. We show that a modified parameter choice based on (LP) is minimax optimal adaptive, up to log log(n). A convenient result is the fact that balancing in L 2 (ν)− norm, which is easiest, automatically gives optimal balancing in all stronger norms, interpolating between L 2 (ν) and the RKHS. An analogous result is open for other classical approaches to data dependent choices of the regularization parameter, e.g. for Hold-Out.
Introduction and Motivation
We study optimal recovery of the regression function f ρ in the framework of reproducing kernel Hilbert space (RKHS) learning. Here we are given random and noisy observations of the form Y j = f ρ (X j ) + ǫ j , j = 1, ..., n at i.i.d. data points X 1 , ..., X n , drawn according to some unknown distribution ν on some input space X , taken as a standard Borel space. More precisely, we assume that the observed data (X i , Y i ) 1≤i≤n ∈ (X × Y) n are sampled i.i.d. from an unknown probability measure ρ on X × Y, with E[Y i |X i ] = f ρ (X i ) , so that the distribution of ε i may depend on X j , while satisfying E[ε j |X j ] = 0 . For simplicity, we take the output space Y as the set of real numbers, but this could be generalized to any separable Hilbert space, see [8] .
In our setting, an estimatorf for f ρ lies in an hypothesis space H ⊂ L 2 (X , ν), which we choose to be a separable reproducing kernel Hilbert space (RKHS), having a measurable positive semi-definite kernel K : X × X −→ R, satisfying sup x∈X K(x, x) ≤ κ 2 .
More precisely, we confine ourselves to estimatorsf λ arising from the fairly large class of spectral regularization methods, see e.e. [12] , [1] , [10] , [5] . This class of methods contains the well known Tikhonov regularization, Landweber iteration or spectral cut-off.
We recall that while tuning the regularization parameter λ is essential for spectral regularization to work well, an a priori choice of the regularization parameter is in general not feasible in statistical problems since the choice necessarily depends on unknown structural properties (e.g. smoothness of the target function or behavior of the statistical dimension). This imposes the need for data-driven a-posteriori choices of the regularization parameter, which hopefully are optimal in some well defined sense. An attractive approach is (some version of) the balancing principle going back to Lepskii's seminal paper [15] in the context of Gaussian white noise, having been elaborated by Lepskii himself in a series of papers and by other authors, see e.g. [16] , [17] , [13] , [2] , [19] and references therein.
Before we present our somewhat abstract approach, we shall motivate the general idea in a specific example. Denoting by
the kernel integral operator associated to K and the sampling measure ν, we recall from [5] that the optimal regularization parameter (as well as the rate of convergence) is determined by the source condition assumption ||B −r f ρ || H ≤ R for some constants r, R > 0 as well as by an assumed power decay of the effective dimension with intrinsic dimensionality b > 1 and by the noise variance σ 2 > 0. Error estimates are usually established by deriving a bias-variance decomposition, which looks in this special case as
holding with probability at least 1 − η, for any η ∈ (0, 1), provided n is big enough. Here, the function λ → Rλ r is the leading order of an upper bound for the approximation error and
2b is the leading order of an upper bound for the sample error. We combine all parameters in a vector (γ, θ) with γ = (σ, R) ∈ Γ = R + ×R + and θ = (r, b) ∈ Θ = R + ×(1, ∞). The optimal regularization parameter λ n,(γ,θ) is chosen by balancing the two leading error terms, more precisely by choosing λ n,(γ,θ) as the unique solution of 2) leading to the resulting error estimate
(a n,(γ,θ) ) (n,γ)∈N×Γ , pointwisely for any fixed θ ∈ Θ.
However, if the parameter r in the source condition or the intrinsic dimensionality b > 1 are unknown, an a priori choice of the theoretically best value λ n,(γ,θ) as in (1.2) is impossible. Therefore, it is necessary to use some a posteriori choice of λ, independent of the parameter θ = (r, b) ∈ Θ. Our aim is to construct an estimator fλ n,γ (z) z , i.e. to find a sequence of regularization parameters (λ n,γ (z)) n , without knowledge of θ ∈ Θ, but depending on the data z, on γ ∈ Γ and on the confidence level, such that fλ n(z,η,γ) z is (minimax) optimal adaptive in the sense of Definition 3.1.
Contribution: More generally, we derive adaptivity in the case where the approximation error is upper bounded by some increasing unknown function A(·) and where
is an upper bound for the sample error. Crucial for our approach is a two-sided estimate of the effective dimension in terms of its empirical approximation. This in particular allows to control the spectral structure of the covariance operator through the given input data. In summary, our approach achieves:
1. A fully data-driven estimator for the whole class of spectral regularization algorithms, which does not use data splitting as e.g. Cross Validation.
2. Adaptation to unknown smoothness and unknown covariance structure.
3. One for all: Balancing in L 2 (which is easiest) automatically gives optimal balancing in the stronger H-norm (an analogous result is open for other approaches to data dependent choices of the regularization parameter).
The paper is organized as follows: In Section 2 we provide a two-sided estimate of the effective dimension by its empirical counterpart. The main results are presented in Section 3, followed by some specific examples in Section 4. A more detailed discussion is given in Section 5. The proofs are collected in the Appendix.
Empirical Effective Dimension
The main point of this subsection is a two-sided estimate on the effective dimension by its empirical approximation which is crucial for our entire approach. We recall the definition of the effective dimension and introduce its empirical approximation, the empirical effective dimension: For λ ∈ (0, 1] we set
where we introduce the shorthand notationB x := κ −2 B x and similarlyB := κ −2 B . Here N (λ) depends on the marginal ν (through B), but is considered as deterministic, while N x (λ) is considered as a random variable.
Proposition 2.1. For any η ∈ (0, 1), with probability at least 1 − η
for all n ∈ N * and λ ∈ (0, 1].
Corollary 2.2. For any η ∈ (0, 1), with probability at least 1 − η, one has
,
In particular, if δ ≤ 1, with probability at least 1 − η one has
Balancing Principle
In this section, we present the main ideas related to the Balancing Principle and make the informal presentation from the Introduction more precise. Firstly a definition:
Definition 3.1. Let Γ, Θ be sets and let, for (γ, θ) ∈ Γ×Θ, M (γ,θ) be a class of data generating distributions on X × Y. For each λ ∈ (0, 1] let (X × Y) n ∋ z −→ f λ z ∈ H be an algorithm. If there is a sequence (a n,(γ,θ) ) n∈N (γ, θ) ∈ Γ × Θ and a parameter choice (λ n,γ,τ (z)) (n,γ)∈N×Γ (not depending on θ ∈ Θ) such that
and lim
where the infimum is taken over all estimatorsf , then the sequence of estimators (fλ n,γ,η (z) z ) n∈N is called minimax optimal adaptive over Θ and the model family (M (γ,θ) ) (γ,θ)∈Γ×Θ , with respect to the family of rates (a n,(γ,θ) ) (n,γ)∈N×Γ , for the interpolation norm of parameter s ∈ [0, We remind the reader from [5] that upper estimates typically hold on a class M < (γ,θ) and lower estimates hold on a possibly different class M > (γ,θ) , the model class M (γ,θ) in the above definition being the intersection of both.
To find such an adaptive estimator, we apply a method which is known in the statistical literature as Balancing Principle. Throughout this section we need Assumption 3.2. Let M be a class of models. We consider a discrete set of possible values for the regularization parameter
for some m ∈ N. Let s ∈ [0, 1 2 ] and η ∈ (0, 1]. We assume to have the following error decomposition uniformly over the grid Λ m :
where
with probability at least 1 − η, for all data generating distributions from M. The boundsÃ(λ) andS(n, λ) are given bỹ
withÑ (λ) = max(N (λ), 1) and
where A(λ) is increasing, satisfying lim λ→0 A(λ) = 0 and for some constants C < ∞, M < ∞.
We remark that it is actually sufficient to assume (3.3) for s = 0 and s = Note that for any s ∈ [0, 1 2 ], the map λ → λ s S(n, λ) as well as λ → λ s d 1 (n, λ) are strictly decreasing in λ. Also, if n is sufficiently large and if λ is sufficiently small,Ã(λ) ≤S(n, λ).
We let λ opt (n) := sup{λ :Ã(λ) ≤S(n, λ)} .
In this definition we have replaced A(λ), S(n, λ) byÃ(λ) andS(n, λ), thus including the remainder terms d 1 (n, λ) and d 2 (n) into our definition of λ opt (n). It will emerge a-posteriori, that the definition of λ opt (n) is not affected, since the remainder terms are subleading. But a priori, this is not known. A correct proof of the crucial oracle inequality in Lemma 3.8 below is much easier with this definition of λ opt (n). It will then finally turn out that the remainder terms are really subleading.
The grid Λ m has to be designed such that the optimal value λ opt (n) is contained in [λ 0 , λ m ].
The best estimator for λ opt (n) within Λ m belongs to the set
and is given by
In particular, since we assume that J (Λ m ) = ∅ and Λ m \ J (Λ m ) = ∅, there is some l ∈ N such that λ l = λ * ≤ λ opt (n) ≤ λ l+1 . Note also that the choice of the grid Λ m has to depend on n.
Before we define the balancing principle estimate of λ opt (n), we give some intuition of its possible choice: For any λ ≤ λ opt (n), we haveÃ(λ) ≤S(n, λ). Moreover, for any
Finally, since λ → λ sS (n, λ) is decreasing, Assumption 3.2 gives for any two λ, λ ′ ∈ J (Λ m ) satisfying λ ′ ≤ λ, with probability at least 1 − η
An essential step is to find an empirical approximation of the sample error. In view of Corollary 2.2 we definẽ
with probability at least 1 − η, provided
For the analysis it will be important that the grid Λ m has a certain regularity. We summarize all requirements needed in Assumption 3.4. (on the grid)
2. (Regularity of the grid) There is some q > 1 such that the elements in the grid obey
3. Choose λ 0 = λ 0 (n) as the unique solution of nλ = N (λ). We require that n is sufficiently large, such that N (λ 0 (n)) ≥ 1 (so that the maximum in the definition ofÑ (λ) can be dropped). We further assume that nλ 0 ≥ 2.
Furthermore, a short argument shows that the optimal value λ opt (n) indeed satisfies
From the definition of λ opt (n) as a supremum, we actually have λ 0 (n) ≤ λ opt (n), for n sufficiently large.
Under the regularity assumption, we find that
(3.10)
Indeed, while the effective dimension λ → N (λ) is decreasing, the related function λ → λN (λ) is non-decreasing. Hence we find that
and since q > 1
One also easily verifies that
implying (3.10).
Remark 3.5. The typical case for Assumption 3.4 to hold is given when the parameters λ j follow a geometric progression, i.e., for some q > 1 we let λ j := λ 0 q j , j = 1, ..., m and with λ m = 1. In this case we are able to upper bounding the total number of grid points |Λ m | in terms of log(n). In fact, since λ m = 1 = λ 0 q m , simple calculations lead to
Recall that the starting point λ 0 is required to obey N (λ 0 ) = nλ 0 ≥ 2 if n is sufficiently large, implying − log(λ 0 ) ≤ − log 2 n ≤ log(n). Finally, we obtain for n sufficiently large
with C q = log(q) −1 + 1.
We shall need an additional assumption on the effective dimension:
Assumption 3.6.
1. For some γ 1 ∈ (0, 1] and for any λ sufficiently small
2. For some γ 2 ∈ (0, 1] and for any λ sufficiently small
Note that such an additional assumption restricts the class of admissible marginals and shrinks the class M in Assumption 3.2 to a subclass M ′ . Such a lower and upper bound will hold in all examples which we encounter in Section 4.
We further remark that Assumption 3.6 ensures a precise asymptotic behavior for λ 0 = n −1 N (λ 0 ) of the form
Main Results
The first result is of preparatory character.
Proposition 3.7. Let Assumption 3.2 be satisfied. Define λ * as in (3.5). Assume nλ 0 ≥ 2. Then for any
uniformly over M, with probability at least 1 − η
We shall need
We immediately arrive at our first main result of this section:
Theorem 3.9. Let Assumption 3.2 be satisfied and suppose the grid obeys Assumption 3.4. Then for any
In particular, choosing a geometric grid and assuming a lower and upper bound on the effective dimension, we obtain:
Corollary 3.10. Let Assumption 3.2, Assumption 3.4 and Assumption 3.6 be satisfied. Suppose the grid is given by a geometric sequence λ j = λ 0 q j , with q > 1, j = 1, ..., m and with λ m = 1. Then for any
, uniformly over M ′ , with probability at least 1 − η
for some C γ 1 ,γ 2 > 0 and some C s,q > 0, provided n is sufficiently large.
Note that η n → 0 as n → ∞.
One for All: L 2 -Balancing is sufficient !
This section is due to an idea suggested by P. Mathé (which itself was inspired by the work [3] ) which we have worked out in detail. We define the L 2 (ν)− balancing estimateλ 1/2 (z) according to Definition 3.3 by explicitely choosing s = 
Corollary 3.12. Let Assumption 3.2, Assumption 3.4 and Assumption 3.6 be satisfied. Suppose the grid is given by a geometric sequence λ j = λ 0 q j , with q > 1, j = 1, ..., m and with λ m = 1. Then, for n sufficiently large and for any
Remark 3.13. Still, our choice for λ 0 is only a theoretical value which remains unknown as it depends on the unknown marginal ν through the effective dimension N (λ). Implementation requires a data driven choice. Heuristically, it seems resonable to proceed as follows. Let q > 1 andλ j = q −j , j = 0, 1, ... (we are starting from the right and reverse the order). Define the stopping indexĵ 0 := min{ j ∈ N : S x (n,λ j ) ≥ 5 } and let Λ = {λĵ 0 < ... <λ 0 = 1}. Here, S x (n,λ j ) depends on the empirical effective dimension N x (λ), see (2.1), which by Corollary 2.2 is close to the unknown effective dimension N (λ). Thus we think that the above choice of λ 0 is reasonable for implementing the dependence of λ 0 on the unknown marginal. A complete mathematical analysis is in development.
Specific Examples
We proceed by illustrating some specific examples of our method as described in the previous section. In view of our Theorem 3.11 and Corollary 3.12 it suffices to only consider balancing in L 2 (ν). We always choose a geometric grid as in Remark 3.5, satisfying λ m = 1.
(1) The regular case
We consider the setting of [5] , where the eigenvalues ofB decay polynomially (with parameter b > 1), the target function f ρ satisfies a Hölder-type source condition
and the noise satisfies a Bernstein-Assumption
for any integer m ≥ 2 and for some σ > 0 and M > 0. We combine all structural parameters in a vector (γ, θ), with γ = (M, σ, R) ∈ Γ = R 3 + and θ = (r, b) ∈ Θ = (0, ∞) × (1, ∞). We are interested in adaptivity over Θ.
It has been shown in [5] , that the corresponding minimax optimal rate is given by a n = a n,γ,θ = Rλ
We shall now check validity of our Assumption 3.2. In the following, we assume that the data generating distribution belongs to the class M = M (γ,θ) , defined in [5] . Recall that we let λ 0 (n) be determined as the unique solution of N (λ) = nλ. Then, we have uniformly for all data generating distributions from the class M, with probability at least 1 − η, for any λ ∈ Λ m ,
for n sufficiently large, with
where C s does not depend on the parameters (γ, θ) ∈ Γ × Θ. Remember that the optimal choice for the regularization parameter λ n is obtained by solving
and belongs to the interval [λ 0 (n), 1]. This can be seen by the following argument: If n is sufficiently large
which is equivalent to S(n, λ 0 (n)) ≥ S(n, λ n ). Since λ → S(n, λ) is strictly decreasing we conclude λ n ≥ λ 0 (n). Here we use the bound
Recall that we also have corresponding lower bound N (λ) ≥ C α,b λ
, for some C > 0, depending on α, β and b. Recall that η n → 0 as n → ∞.
In (4.2) we have used that
n A(λ n ) ≤ a n and λ s n S(n, λ n ) ≤ C b a n give equation (4.2).
It remains to show that for n sufficiently large, the remainder λ s n d(n, λ n ) is of lower order than the rate a n . One finds that
Summarizing the above findings gives . Then, if n is sufficiently large, for any η ≥ η n = 4C q log(n) exp −Cn
with b n = log 2(s+1) (log(n)) a n .
, implying (3.1).
Observing that the results in [5] imply validity of the lower bound (3.2), this means:
In the sense of Definition 3.1 the sequence of estimators (fλ
) n∈N is adaptive over Θ (up to log-term) and the model family (M (γ,θ) ) (γ,θ)∈Γ×Θ with respect to the family of rates (a n,(γ,θ) ) (n,γ)∈N×Γ , for all interpolation norms of parameter s ∈ [0, (2) General Source Condition, polynomial decay of eigenvalues Our approach also applies to the case where the smoothness is measured in terms of a general source condition, generated by some index function, that is,
where A : (0, 1] −→ R + is a continuous non-decreasing function, satisfying lim t→0 A(t) = 0. We keep the noise condition (4.1) and we choose the parameter γ = (M, σ) ∈ Γ = R 2 + , θ = (A, b) ∈ Θ = F × (1, ∞), where F denotes either the class of operator monotone functions or the class of functions decomposing into an operator monotone part and an operator Lipschitz part. For more details, we refer the interested reader to [1] , [18] .
We introduce the class of data-generating distributions
where P < (b, β) and P > (b, α) are exactly defined as in [5] . Then M = M (γ,θ) is defined as the intersection.
From [21] and [18] (in particular Proposition 4.3) one then gets that Assumption 3.2 is satisfied: Uniformly for all data generating distributions from the class M, with probability at least 1 − η,
Assuming N (λ) ≤ C β,b λ −1/b , which as above is implied by polynomial asymptotics of the eigenvalues of the covariance operatorB specified by the exponent b, the sequence of estimators (f λ n,A,b z ) n (defined via some spectral regularization having prescribed qualification) using the parameter choice
is then minimax optimal, in both H−norm (s = 0) and L 2 (ν)−norm (s = 1/2) (see [21] , [18] ), with rate a n := a n,A,b := λ 
which is equivalent to S(n, λ 0 (n)) ≥ S(n, λ n ). Since λ → S(n, λ) is strictly decreasing, we conclude that λ n ≥ λ 0 (n).
Recall that we also have corresponding lower bound
We again adaptively choose the regularization parameterλ 1/2 (z) according to Definition 3.3 by L 2 (ν)− balancing (i.e. by choosing s = 2 ], if n is sufficiently large, with probability at least 1 − η (uniformly over M)
, for some C > 0, depending on α, β and b.
One readily verifies also in this case that the remainder term d(n, λ n ) is indeed subleading:
and moreover
From Theorem 3.12 in [21] one then obtains the lower bound (3.2).
Thus, we have proved: . Choose the regularization parameter λ 1/2 (z) = λ n,γ,η (z) according to Definition 3.3 by L 2 (ν)− balancing. Then, if n is sufficiently large, for any η ≥ η n = 4C q log(n) exp −Cn
This means that in the sense of Definition 3.1 the sequence of estimators (fλ
) n∈N is adaptive over Θ (up to log-term) and the model family (M (γ,θ) ) (γ,θ)∈Γ×Θ with respect to the family of rates (a n,γ,θ ) (n,γ)∈N×Γ from (4.4), for all interpolation norms of parameter s ∈ [0, 
(3) Beyond the regular case
Recall the class of models considered in [4] 
and denote by M = M (γ,θ) the intersection.
We shall verify validity of our Assumption 3.2. In the following, we assume that the data generating distribution belongs to the class M. Then, we have uniformly for all data generating distributions from the class M, with probability at least 1 − η, for any λ ∈ Λ m ,
As usual, we shall investigate adaptivity on the parameter space Θ.
We upper bound the effective dimension by applying results from [4] , using the counting function F(λ) defined in equation (2.1). We obtain
for any λ sufficiently small. We now follow the discussion in Example (1) above, with A(λ), S(n, λ), d 1 (n), d 2 (n, λ) remaining unchanged. We shall only use the new upper bound on S(n, λ) defined by
.
This gives, equating Rλ r = S + (n, λ), for n sufficiently large
Also in this case, λ n can shown to fall in the interval [λ 0 (n), 1]. Indeed, if n is sufficiently large
which is equivalent to S(n, λ 0 (n)) ≥ S(n, λ n ). Since λ → S(n, λ) is strictly decreasing, we have λ 0 (n) ≤ λ n , provided n is big enough.
More refined bounds for the effective dimension follow from [4] . We have
and Assumption 3.6 is satisfied.
We adaptively choose the regularization parameterλ 1/2 (z) according to 2 ], if n is sufficiently large, with probability at least 1 − η (uniformly over M)
In (4.8) we have used that a n = λ r+s n and min
As above, one readily checks that that the subleading term d(n, λ n ) is really subleading:
Summarizing, we have proved 
Moreover, in the sense of Definition 3.1 the sequence of estimators (fλ
is adaptive over Θ (up to log-term) and the model family (M (γ,θ) ) (γ,θ)∈Γ×Θ with respect to the family of rates (a n,γ,θ ) (n,γ)∈N×Γ , for all interpolation norms of parameter s ∈ [0, 
Discussion
1. We have shown that it suffices to prove adaptivity only in L 2 (ν)−norm, which is the weakest of all our interpolating norms indexed by s ∈ [0, 1/2]. Similar results of this type (an estimate in a weak norm suffices to establish the estimate in a stronger norm) have been obtained e.g. in [3] and also in the recent paper of Lepskii, see [14] , in a much more general context.
2.
We shall briefly discuss where and how the presentation of the balancing principle in our work improves the results in the existing literature on the subject. The first paper on the balancing principle for kernel methods, [9] , did not yet introduce fast rates, i.e. rates depending on the intrinsic dimensionality b. Within this framework the results give -in the wording of the authors -an optimal adaptive choice of the regularization parameter for the class of spectral regularization methods. In the sense of our Definition 3.1 the obtained estimators are optimal adaptive on the parameter space Θ = R + with respect to minimax optimal rates, which depend on r but not on b (or more general, not on the effective dimension N (λ)). Technically, the authors of [9] define their optimal adaptive estimator as the minimum of 2 estimators, corresponding to 2 different norms, namely, setting
and definingλ s (z) := max J + z (Λ m ), their final estimator is given bŷ
We encourage the reader to directly compare this definition with our definition in (3.9). Using the minimum of two estimators in this way can be traced back to the use of an additive error estimate of the form
holding for any f ∈ H, s ∈ [0, 1/2] and η ∈ (0, 1), with probability at least 1 − η. Here we have slightly generalized the original estimate in [9] to all values of s ∈ [0, 1/2].
In the setting of [9] , where only slow rates are considered, the variance S(n, λ) is fully known. However, when considering fast rates (polynomial decay of eigenvalues), S(n, λ) additionally depends on the unknown parameter b > 1 and we have to replace the variance by its empirical approximation S x (n, λ). This can effectively achieved by our Corollary 2.2, where we provide a two sided bound
Our bound (in a slightly weaker form) is also used in [18] for bounding the variance by its empirical approximation.
In the preprint [18] the authors independently present the balancing principle for fast rates. More precisely, in the case of Hölder-type source conditions, it covers the range Θ hs of parameters (r, b) of high smoothness where b > 1 and r ≥ 1/2(1 − 1/b), which excludes the region of low smoothness. In addition, their results include more general types of source conditions. This work started independently from our work on the balancing principle. A crucial technical difference is that [18] is still based on using (5.2) in an essential way. However, the discussion proceeds essentially along the traditional lines of [9] , using the above mentioned additive error estimates. This makes the region of low smoothness, i.e. r < 1/2(1 − 1/b), much less accessible and leads to an estimator obtained by balancing only on the restricted parameter space Θ hs (with respect to minimax optimal rates of convergence, which, however, are known on the larger parameter space Θ = R + × (0, ∞)). As before, the final estimator is taken to be a minimum of 2 estimators corresponding to different norms.
Our modified definition of the estimator defined by balancing, avoiding the additive error estimate in equation (5.2) , allows in the case of Hölder type source conditions to obtain an optimal adaptive estimator (up to log log(n) term) on the parameter space Θ = R + × (1, ∞). The final estimator is constructed somewhat more directly. It is not taken as a minimum of 2 separately constructed estimators. Furthermore, our discussion in Example (2) shows how the more general results of [18] on source conditions different from Hölder -type can naturally be recovered in our approach.
3. Finally we want to emphasize that this notion of optimal adaptivity is not quite the original approach of Lepskii. The paper [2] contains an approach to the optimal adaptivity problem in the white noise framework which is closer to the original Lepskii approach and thus somewhat stronger than the weak approach described above, where the optimal adaptive estimator depends on the confidence level. It seems to be a wide open question how to adapt this original approach to the framework of kernel methods, i.e. constructing an estimator which is optimal adaptive in Lepskii-sense (independent of the confidence level η) and satisfies
with R n being the risk
and a n,(γ,θ) being a minimax optimal rate.
Here we always want to take Θ as the maximal parameter space on which one has minimax optimal rates. For slow rates, i.e. Θ = {r > 0}, the supremum over Θ in equation (5.3) exists. For fast rates, the boundary of the open set {b > 1} poses problems at b = 1, since one looses the trace class condition on the covariance operator B (in which case minimax optimality as in this thesis is not even proved). We remark that, trying to only use the effective dimension and parametrizing it by
(thus redefining somewhat the meaning of b) possibly changes the nature of the boundary at b = 1 and might give existence of the sup. We leave this question for future research. Furthermore we remark that a rigorous proof of non-existence of the sup for our (spectral) meaning of b requires a suitable lower bound exploding as b ↓ 1, similar to the example in [15] .
A similar type of difficulty (related to the non-existence of the sup) has already been systematically investigated in [15] and [17] . In such a case Lepskii has introduced the weaker notion of the adaptive minimax order of exactness and he also discusses additional log terms. Such estimators (which are not optimally adaptive) are called simply adaptive. This is related to the situation which we encounter in this section. It is known that e.g. for point estimators, additional log terms are indispensable. Our situation, however, is different and one could expect to prove optimal adaptivity in future research. 
A Proofs of Section 2

If
Consider the algebraic equality
Hence,
We want to estimate the first term in (A.2) by applying the Bernstein inequality, Proposition C.1. Setting ξ(x) = Tr (B + λ) −1B x , x ∈ X , gives
and thus 1 n
Recall thatB x is positive and Tr B x = κ −2 ||S x || 2 HS ≤ 1. Using 3. leads to
with A =S x (B +λ) −1/2 and by 1. , since AA * is non-negative. Furthermore, using
As a result, with probability at least 1 −
Writing H = (B x + λ) −1B x , we estimate the second term in (A.2) using 2. and 4. and obtain
From Proposition 5.2. in [5] , we have with probability at least 1 − η 2 ,
Finally, recalling that ||H|| ≤ 1 we get from 5. The rest of the proof follows by observing that 1 ≤ B ∨ 1, 1 ≤ A ∨ 1 and
B Proofs of Section 3
Lemma B.1. For any s ∈ [0, 1 2 ] and η ∈ (0, 1], with probability at least 1 − η we have λ * ≤λ s (z), provided 2 log(4|Λ m |η −1 ) ≤ √ nλ 0 and nλ 0 ≥ 2.
Case 1: λ ≥ qλ * Since λ →Ã(λ) is increasing and by (3.10) λ s (Ã(λ) +S(n, λ)) ≥ λ sÃ (λ) ≥ (qλ * ) sÃ (qλ * )
≥ (qλ * ) sS (n, qλ * ) ≥ q s−1 λ s * S (n, λ * ) .
Case 2: λ ≤ qλ * Again, since λ → λ sS (n, λ) is decreasing and by (3.10) we have λ s (Ã(λ) +S(n, λ)) ≥ λ sS (n, λ) ≥ (qλ * ) sS (n, qλ * ) ≥ q s−1 λ s * S (n, λ * ) .
The result follows. Proof of Corollary 3.10. The proof follows from Theorem 3.9, by applying (3.11) and by using the lower bound from Assumption 3.6. More precisely, the condition η ≥ η n := min 1 ,
is implied by the sufficient condition η ≥ η n := min 1, 4C q log(n) exp − √ C 1 2 λ 0 (n)
, which itself is implied by η ≥ η n := C q log(n) exp −C γ 1 ,γ 2 n γ 1 2(1+γ 2 )
, by using (3.12), provided n is sufficiently large and with C γ 1 ,γ 2 =
Moreover, using 1 ≤ log(16η −1 ) for any η ∈ (0, 1], we obtain
≤ q 1−s C ′ s log(C q log(n)) + log(16η −1 )
2(s+1)
≤ q 1−s C ′ s (log(C q log(n)) + 1) 2(s+1) log 2(s+1) (16η −1 ) .
Moreover, if n is sufficiently large, we have log(C q log(n)) ≤ log(C q ) + log(n) ≤ (1 + log(C q )) log(n) and thus q 1−s D s (m, η) ≤ C s,q log 2(s+1) (log(n)) log 2(s+1) (16η −1 ) =:D s,q (n, η) , with C s,q = q 1−s C ′ s (1 + log(C q )) 2(s+1) .
Lemma B.2. Assume nλ 0 ≥ 2. With probability at least 1 − η ||fλ If the sample z 1 , ..., z n is drawn i.i.d. from Z according to P, then, for any 0 < η < 1, with probability greater than 1 − η
In particular, (C.1) holds if
Proof. See [6, 7] , from the original result of [20] (Corollary 1) .
