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 1．はじめに
 情報量規準によるモデル評価という手段で，多次元データの成分間の因果関係を追求する方
法を紹介する．データが独立なサンプルとして得られる場合の典型的な例としてCATDAPモ
デルを利用する場合，時系列データが得られる場合の典型的な例として自己回帰モデルを利用
する場合の2つのケースを扱う．
 2．CATDAPモデルを使って
 多次元独立データに基づく因果解析の例を示そう．まず因果関係を持つデータを作ってみよ
う．図1上部にフローチャートを示したプログラムで（ム，ム）という2次元のデータを生成す
れば因果関係で結ばれたデータができるはずである．図の箱のなかの，たとえば，∫2：｛1（0．2），
2（0．8）｝はムが0．2の確率で“1”という値をとり，O．8の確率で“2”という値をとることを表
す．この図の仕掛で，ムの値に依存してムの出方が変わる．このような場合に，ムの条件付確
率はB（ム1ム）で与えられるといい，図1下部に描いたようなムから∫・に向かう矢印で表現す
ることにしよう．
 ムがムとムに依存してきまるようなデータは，たとえば，図2の上部に示したフローチャー
トで記述されるプログラムで作られる．視覚的表現としては図2下部のパターン，条件付確率
の式表現としてはB（刎ム，石）を使うことにする．B（川ム，ム）の具体的な値は表の形にまとめ
ることが出来る．図2のプログラムで作られるデータの条件付確率は表ユで与えられる．
 このプログラムを使って何組かのデータを発生して（ム，ム，ム）の組合せが生起した回数を
m（ム，ム，ム）で表すことにする．m（ム，ム，ム）の表を「分割表」という．表2に図2のプログラム
で作った200組のデータの分割表を示す．
 例題1．表2のデータの解析分割表，表2，が与えられたときに変数の間の因果関係に関
してどれだけのこと．が推論できるか考えてみよう．
 ムの分布に関する4つのモデル乃（ム），乃（∫。1ム），B（ム1ム），R（ム1ム，ム）を表2のデータにあて
はめ，そのモデルのAICを計算してみる．たとえば，艮（ム1ム）を当てはめて推定される条件付
確率は表3のようになり，AICは
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図1．「石が原因で石が結果」の例．
図2．「ムと石が石の原因」の例．
表1．条件付確率．
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表2．分割表：m（∫、，ム，ム）．
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で計算される．このAICは，“モデルB（ム1ム）の本来のAIC”一“モデルB（ム）の本来のAIC”
で定義した．この章の〃C（ム1…）はすべて同じように“モデル月・（ム1…）の本来のAIC”一“モ
デル月・（ム）の本来のAIC”のかたちに「正規化」したものである．表2の数値を入れて
                  〃C（ム1ム）＝1．01
を得る．同様にモデルB（川ム，ム）を当てはめて得られる条件付確率の推定値は表4で，その
表3． モデル：鳥（ム1石）．
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表4． モデル：B（ム1ム，ム）．
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∫3 B（11∫3）易（21ム） ∫3
O．556
0．485
0．444
0．515
∫1 片（11石，∫1）馬（21∫。，∫1）
O．896        0．104
0．235       0．765
0．163       0．837
0．788       0．212
ときのAICは
                 A∫C（ムIム，ム）＝一85．93
で与えられる．
 ムの分布に関する4つのモデルとそのAICを見やすいかたちにまとめたのが図3であり，ム
の分布に関する結果をまとめたのが図4である．同じ様な図をムに関しても描くことができ
る．
 さて，これらの条件付確率モデルのAICが計算できると，ベクトル値確率変数（ム，ム，ム）の
同時確率に様々な構造をいれたモデルのAICを計算することができる．
 たとえば，モデル
               P（石）×P（ム1ム）XP（ム1ム，ム）
のAICは，
             λ∫C（石）十λ∫C（ム1石）十λ∫C（ム1ム，ム）
              ＝O．0＋2．00＋（一85．93）＝一83．93
で計算される．図5に代表的ないくつかの構造とそのAICを示した．中段が上記のモデルであ
る．このような計算をすべての組合せについて行なってAICの比較をすることができる．表2
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図3．表2のデータの解析．
0・1・・…
AlC＝0．00
図4．表2のデータの解析（続き）．
○／①
＼○ AlC＝ 2．98
図5、表2のデータの解析（続き）．
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のデータの場合，モデル
                P（ム）×P（ム）XP（ム1ム，ム）
のAICが最小になる．運よく，因果関係の真の構造が発見できたことになる．
 方法の限界．次に，図6上段に描いた構造で作ったデータを解析した例を示す．図の申，下
段と図7に代表的なモデルとそのAICを示す．図7下段の構造は式で表すとP（ム1ム）×P（ム1ム）
xP（ム1ム）と掌り，同時分布として意味のある形にならず，λ∫C（ム1ム）十〃C（ム1ム）十〃C（ム1ム）
の計算は無意味である．この「モデル」のAICは無限大とする．一般にここで採用している図
示法で矢印をたどってもとに戻る構造を含んでいるモデルは無意味なのである．
 さて，図6と7を見るかぎり，今回も正しい因果関係が見いだされたように見えるが，残念
ながら，図8に示す3つの異なる構造が全く同じAICを与えることが，原理的に明らかである．
 この例が示すように一般にAICの値によるモデル比較だけから因果関係に関して決定的な
ことをいうのは難しい．しかし，なにも分からないわけではなく，いくつかの有り得るパター
ンに絞り込むことが可能なことも明らかである．他の情報，たとえばデータの観測時刻など，の
知識を合わせることによって可能なパターンの範囲を狭められるはずである．
 例題2．実データ解析の例 日本経済新聞社が行なった調査の解析をしてみよう．消費行動
に関する2回のアンケート調査によるデータの解析である．調査結果から，表5に示す3つの
変数を解析の対象としてCATDAPモデルを当てはめ，表6の結果を得た．表6の結果を組合
せて，図9に示すようなAICが得られた．
 この結果は3変数∫。，ム，ムの間の∫。→ム→ムなる因果関係を支持するが，図8の場合と同様に
逆の因果関係を表現するモデルム←ム←ムとモデルム←ム→ムもまったく同じ評価を与えられ
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表5．日本経済新聞社が行なった調査．
変数          内容
∫1        服を買った／買わない
∫2 服を買う事を計画している／買うつもり／予定なし
∫3        買いたいものの数
カテゴリー数
2
3．
5
回じ人達への2回の調査による．∫1は∫2と∫3の半年後の調査．
表6．CATDAPによる解析結果．
○／①＿。
＼モデル  パラメータ数 λ∫0
p旦（・1∫・）   3
p1（・1∫3）   5
pl（・1∫・，J・）  15
片（・1∫1）   4
片（・1∫。）   10
局（・1∫・，∫・）  20
片（・1∫1）   8
片（・1∫2）   12
片（・1∫。，∫。）  24
一50．97
－30．12
－38．89
一50．97
－350．57
－350．10
一30．12
－350．57
－330．02
AlC≡一380．22
○／○、＿
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図9．日本経済新聞杜が行なった調査のデータの解析．
る．質問の内容と調査時期を考慮して，ム←ム→ムなる由果関係を認めるのが妥当と考えられる．
 3．自己回帰モデルを使って
 解析の対象が時系列データである場合には，時間の前後関係が大きな情報を持っているため
に因果性に関してはるかにはっきりしたものいいが出来る．
 たとえば，図10に示したセメント・ロータリー・キルンの7カ所の測定点（表7）における
記録（図11）を解析した例を見せよう．
 このとき，キルンはオペレーターの制御のもとにあり，第1変数から第3変数までが被制御
変数，つまり被制御システムであるキルンの状態を表す変数，残りの4変数がオペレーターに
よる制御入力の記録である．
 ここでも様々な因果性を表現するモデルのAICの比較で推論を進めることになるが，基礎と
なるモデルとして多次元ARモデル
けぐ∵ll）（ll∴llll）（1）
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図10．セメント・ロータリー・キルン．
表7．セメント・ロータリー・キルンの測定．
変数番号   略称       内容
 1   W舳age  キルン駆動所要動力
 2   Press11re   クーラ下室圧力
 3   Temperatllre  窯尻ガス温度
 4     R    キルン回転速度
 5    Fue1    燃料供給率
 6     CR   クーラグレート速度
 7   Dam1）er   窯尻ダンパ開度
を用いる．このモデルをベクトルの成分ごとに分割すると
              Mj 々          5（3．1）      伽＝ΣΣα力洲（圭一m〕十Σろ吻   （ノ＝1，2，．．．，后）
              m，1ゴ＝1         ｛＝1
となる．ノごとに次数Mが異なる値をとれるように拡張してある．ノごとに最小AIC法を行
なって仏を決め，后個のAICの和を全体のAICとして計算して
                  ノ1∫（：＝15078．4
を得た．モデル（3．1）に
                α〃＝O  （m＝1，2，．．．）
なる制約を加えることによって第ゴ変数から第ノ変数への直接の影響がないことを表現するモ
デルになる．ゴ≠ノなるすべての組合せに対してこのモデルのAICを計算してまとめたのが表8
である．この表を見て，AICが15080．0より小さい場合をブランク，それより大きく15090．0よ
り小さい場合を○，それ以上の場合を◎としたのが表9である．
 このデータを最初に解析して，歴史的な統計的制御の成功を報告した赤池・中川が，“Pが上
がってくると，wが下がりはじめるのです．これを放置しておくとたいへんなことになります
から，クーラ回転数（C、）を上げて懸命にPの上昇を打ち消すようにするのです．”というオ
ペレーターの言葉を記録している（赤池・中川（1972），p．105）が，WとPが相互に強く結ば
れていること，Pに最も強く働きかける変数がC、であることを示している表9に示された因
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表8．因果切断モデルのAIC．
Wa批ageP1・essuTeempRotationFue1 Coo1erDamper
X 15205．215146．2 15089．815078．715088．515086．1
15362．3 X 15101．7 15074．515072．915103．915074．7
15096．716084．2 X 15079．O15127．4 15083．615198．7
15079．415086．615110．1 X 15072．315075．615084．1
15147．15085．815198．9 15085．6X 15075．1 15083．2
15077．15076．615091．1 15094．O15147．1 X 15078．0
15203．815371．715165．1 15190．515389．O15146．O X
表9．セメント・ロータリー・キルンにおける因果関係．
WattagePressureT mpRotationFue1Coo1erDamper
X ◎ ◎ ○ ○ ○
◎ X ◎ ◎
◎ ◎ X ◎ ○ ◎
○ ◎ X ○
◎ ○ ◎ ○ × ○
◎ ◎ ◎ X
◎ ◎ ◎ ◎ ◎ ◎ X
果解析の結果とこのオペレーターの言葉はよい対応を示している．
 因果関係の役割．線形システムの各コンポーネントの間の因果関係の有無は上記のような
形で推測できる．このようなシステムに関してはさらに，その因果関係がシステム全体の振舞
いのなかでどういう役割を果たしているのか調べる方法がある．
 多次元ARモデル
                 M               κ士＝Σλ（m）κ古一m＋Lε壬
                 m＝1
が推定できると，周波数応答関数
・（・）十岩1λ（・）・一舳丁1 （Oく！≦0．5）
と，クロスバワースペクトル，
            P（！）＝B（！）朋＊（！） （Oく！くO．5）
がただちに計算できる．ここで“＊’’は共約転置を意味し，∫は単位行列，
                  Σ＝L∬
である．
 このモデルから推定される最初の3変数のパワースペクトルのグラフを図12に示す．2段目
にこのパワースペクトルにおける制御入力からのノイズ寄与率を示す．特に直流成分に近い低
周波成分において制御入力が出している雑音の影響が大きいことが明らかである．
 3段目に，制御入力の雑音がなくなった場合を想定して計算されるスペクトルを示す．1段目
のスペクトルに比べて背が低くなることが分かる．これは，制御系が出しているノイズを抑え
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る事が出来れば，システム全体の揺らぎを小さく出来るであろうということを示唆している．で
は，ひょっとするとオペレーターによる「制御」は，有害無益と考えるべきなのだろうか？ こ
の点をチェックするには，制御入力から被制御システムヘの信号の経路を切断してみれば良い．
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切断すると因果解析でAICの値が大きくなる，つまり情報量規準の観点から「有意に」0では
ない，ARの係数を0で置き換えることによってモデル上で信号経路を切断してみるのである．
 このモデルにもとづくスペクトルの推定値を4段目に示す．3段目に比べてスペクトルの背
が高くなった．直流成分のごく近傍以外の周波数領域では，1段目のスペクトルより値が大きく
なっている．
 人間のオペレーターは中周波数域において有効な制御を行なっているが，非常に低い周波数
領域に抄ける揺らぎを持ち込んでいるらしい．いうなれば，近視眼的なシステム制御がオペレー
ターによってなされていたらしいことがデータから読みとれたことになる．納得できる結果で
はないだろうかP
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