Abstract: In addition to being sensitive to humidity, humidity sensors with moisture sensitive elements are also sensitive to ambient temperature. The fusion of temperature and humidity data is an effective way to improve the accuracy of humidity sensors. In view of the problem of insufficient adaptive ability and poor universality in the current compensation algorithm, a piecewise processing of measured error at different temperatures by using multiple linear regression is proposed in this paper. The least squares method and back propagation (BP) neural network improved by a genetic simulated annealing algorithm (GSA-BP) were used to compensate the measured humidity data of different temperature ranges. The efficiency of the GSA-BP algorithm was tested, and the compensation function model was established. The compensation accuracy was also compared with the accuracies obtained by other methods. The experimental results show that the adaptive segmentation compensation method can significantly improve the measured error of the humidity sensor over a wide temperature range.
Introduction
Automatic weather stations monitor changes in the climate environment in real time. The meteorological sensors are susceptible to ambient influences and their measurement errors exist objectively [1] . Usually, the humidity sensor used in automatic weather stations is a voltage output type polymer film humidity sensitive capacitance sensor, which senses the humidity through the humidity sensitive capacitor and then converts it into a voltage amount by the conversion circuit [2] . The humidity sensitive capacitor is mainly composed of an upper electrode, a humidity sensitive material, a lower electrode and a glass substrate. The humidity sensitive material is a high-molecular-weight polymer with a dielectric constant that changes with the relative humidity of the external environment. In addition to being sensitive to ambient humidity, humidity sensitive materials are also sensitive to temperature. The temperature coefficient is not a constant but a variable. Nonlinear compensation for measured data of the sensor is often required [3, 4] .
The humidity sensor manufacturer and meteorological calibrator will compensate for the influence of temperature on the measurement results, but the compensation effect is not ideal under low temperature (−20 • C) or high temperature (+50 • C) conditions, and the compensation algorithm is not universal over a wide temperature range. It is important to study an efficient and adaptive compensation method for improving the calibration efficiency.
In recent years, many scholars have compensated sensors using both hardware and software and have achieved some notable results. References 5 and 6 proposed using a conditioning chip and concentric wheatstone bridge circuit to compensate [5, 6] , but this hardware compensation circuit is
Principle of Compensation
Through a large number of experimental tests, the measured error of the humidity sensor has been shown to be linear near room temperature and nonlinear at high and low temperatures. Some sensors are also nonlinear near room temperature. In the experiment, the humidity sensor was put into the temperature and humidity test chamber, which can adjust the temperature and humidity simultaneously. The standard humidity value was calculated from the measured values of the precise dew point instrument, temperature sensor and pressure gauge. The temperature at which the water vapor in the air becomes dewdrops is called the dew point temperature. The dew point temperature is a means of expressing air humidity. The standard humidity value can be calculated by the experimentally measured dew point value, temperature value and pressure value. In this experiment, the data acquisition range of the data collector was 0.1 uV-100 V, the sensitivity was 100 nV, and the error was ±0.002%. The temperature was measured by a second-class standard PT100 temperature sensor with an allowable error value of ±0.15 • C. During the experiment, all equipment and instruments were verified with high measurement accuracy and could obtain accurate, scientific and reasonable data. The measured value of the humidity sensor was read by the high precision data acquisition unit. The temperature and humidity test chamber was adjusted, and the points near the preset value were observed and recorded. The experimental principle is shown in Figure 1 . acquisition unit. The temperature and humidity test chamber was adjusted, and the points near the preset value were observed and recorded. The experimental principle is shown in Figure 1 . The humidity-sensitive capacitive sensor was placed in the temperature and humidity regulating chamber. The humidity was set to 10% RH, and the temperature was changed. After the temperature was stabilized, the measured value of the humidity sensor was read. The humidity was set to 30% RH, 50% RH, 70% RH and 90% RH, and the above steps were repeated. The measuring error curve of the humidity sensor at different temperatures was obtained as shown in Figure 2 . From the error curve of Figure 2 , it can be seen that the error of the humidity sensor obviously increases in low and high temperature regions and has nonlinear characteristics. The original measurement value of the sensor was compensated according to different ambient temperatures, such that the compensated value was close to the standard value. Setting the ambient temperature exists. So the introduced influence parameter T and the measured value I H were used as data to be compensated, and the regression analysis was performed by the binary linear regression function. The regression effect and the value of the segmentation point 1 T 、 2 T were determined based on the value of the coefficient of determination 2 R . The least squares method and GSA-BP neural network were used to compensate the different temperature intervals. The function of segmentation compensation is similar to Equation (2). The humidity-sensitive capacitive sensor was placed in the temperature and humidity regulating chamber. The humidity was set to 10% RH, and the temperature was changed. After the temperature was stabilized, the measured value of the humidity sensor was read. The humidity was set to 30% RH, 50% RH, 70% RH and 90% RH, and the above steps were repeated. The measuring error curve of the humidity sensor at different temperatures was obtained as shown in Figure 2 . The humidity-sensitive capacitive sensor was placed in the temperature and humidity regulating chamber. The humidity was set to 10% RH, and the temperature was changed. After the temperature was stabilized, the measured value of the humidity sensor was read. The humidity was set to 30% RH, 50% RH, 70% RH and 90% RH, and the above steps were repeated. The measuring error curve of the humidity sensor at different temperatures was obtained as shown in Figure 2 . From the error curve of Figure 2 , it can be seen that the error of the humidity sensor obviously increases in low and high temperature regions and has nonlinear characteristics. The original measurement value of the sensor was compensated according to different ambient temperatures, such that the compensated value was close to the standard value. Setting the ambient temperature T , the relationship between the original measured value of the humidity sensor I H and the compensated humidity value C H is Equation (1).
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exists. So the introduced influence parameter T and the measured value I H were used as data to be compensated, and the regression analysis was performed by the binary linear regression function.
The regression effect and the value of the segmentation point 1 T 、 2 T were determined based on the value of the coefficient of determination 2 R . The least squares method and GSA-BP neural network were used to compensate the different temperature intervals. The function of segmentation compensation is similar to Equation (2). From the error curve of Figure 2 , it can be seen that the error of the humidity sensor obviously increases in low and high temperature regions and has nonlinear characteristics. The original measurement value of the sensor was compensated according to different ambient temperatures, such that the compensated value was close to the standard value. Setting the ambient temperature T, the relationship between the original measured value of the humidity sensor H I and the compensated humidity value H C is Equation (1) .
H C and T are both single-valued functions of H I , then the inverse function H I = f −1 (H C , T) exists. So the introduced influence parameter T and the measured value H I were used as data to be compensated, and the regression analysis was performed by the binary linear regression function. The regression effect and the value of the segmentation point T 1 , T 2 were determined based on the value of the coefficient of determination R 2 . The least squares method and GSA-BP neural network were used to compensate the different temperature intervals. The function of segmentation compensation is similar to Equation (2) .
is the compensation function of the temperature range with good linear regression effect. A simple and efficient least squares method was used for line fitting. f 1 (H I , T) and f 3 (H I , T) are compensated functions at low temperature and high temperature, respectively, and the GSA-BP neural network was used. The influence of temperature T was effectively reduced, and the measured data were approximated to the stand value of humidity. The overall idea of optimal compensation is shown in Figure 3 . ( , ), [ , ] ( , ) ( , ), [ , ] ( , ),
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Among these values, 0 I f H T are compensated functions at low temperature and high temperature, respectively, and the GSA-BP neural network was used. The influence of temperature T was effectively reduced, and the measured data were approximated to the stand value of humidity. The overall idea of optimal compensation is shown in Figure 3 . 
Adaptive Segmentation Based on Multiple Linear Regression
For the humidity measurement errors at different temperatures, the key to improve the accuracy of compensation is to judge whether the segmentation compensation is necessary and find the best segmentation point. The linear regression method mainly determines how to obtain the best fitting line through the sample. The process is a mathematical optimization method, and it searches for the best function of data by minimizing the square of error [14] . In the regression analysis, two or more independent variables were included, and these independent variables can be approximated by a straight line. As seen from Figure 2 , in the temperature experiment of the humidity sensor, there is a certain linear relationship between the measured error of humidity sensor and the temperature value in some intervals. The multivariate linear regression method can be used to analyze and compensate errors in linear intervals [15] . The regression model between the expected ideal humidity value, the measured value and the temperature was established. The coefficient of determination was calculated and whether it needed segmentation compensation according to its value was determined.
A multiple linear regression model for temperature compensation was established, such as Equation (3).
where Oi H is the expected humidity value of the regression,
Ii
H is the measured value of the humidity sensor, i T is the value of the ambient temperature, i represents the i-th group data, 1, 2, 3, , i n =  , there are n sets of data, and 0 β , 1 β , 2 β are the regression coefficients. The actual regression model can be expressed as Equation (4). 
Adaptive Segmentation Based on Multiple Linear Regression
where H Oi is the expected humidity value of the regression, H Ii is the measured value of the humidity sensor, T i is the value of the ambient temperature, i represents the i-th group data, i = 1, 2, 3, · · · , n, there are n sets of data, and β 0 , β 1 , β 2 are the regression coefficients. The actual regression model can be expressed as Equation (4).Ĥ
whereβ 0 ,β 1 andβ 2 are the estimated values of β 0 , β 1 and β 2 , respectively.Ĥ Oi is the estimated value of H Oi , and the residual of them is ε i . It can be known from the least squares method thatβ 0 ,β 1 andβ 2 should minimize the sum of squares of the residuals ε i . According to the extremum principle of multivariate function, when Q gets the minimum value, the partial derivatives of Q toβ 0 ,β 1 andβ 2 are all equal to zero. Then there is Equation (6) .
Then Equation (7) is derived.
Its matrix form is
In Equation (8), two of the matrices can be written as
Then, Equations (9) and (10) can be rewritten as Substitute Equation (12) and Equation (13) into Equation (8)
Thus, the regression coefficients are obtained by Equation (15)
By taking the regression coefficients into the multiple linear regression model, a compensation function can be obtained. To verify the rationality of the model, the coefficient of determination R 2 is used to estimate the fit of the model to the measured data. In multiple regression analysis, the coefficient of determination is the square of the path coefficient, that is
In Equation (16), H Oi is the average expected humidity value of H Oi . The total dispersion square sum SST reflects the discrete state of all expected humidity values H Oi . The regression square sum SSR reflects the difference after regression. The sum of squared residuals is SSE = i ε i 2 , so SST = SSR + SSE. Then, Equation (16) can be rewritten to Equation (17)
The coefficient of determination R 2 represents the interpretation degree of the estimated valuê H Oi to the ideal value H Oi . The larger the R 2 , the closer the regression curve is to the ideal humidity value [16] .
Therefore, the regression coefficientsβ 0 ,β 1 ,β 2 and coefficient of determination R 2 are calculated by using the actual measured humidity value H I , temperature value T i and the expected ideal humidity value H Oi .The coefficient of determination R 2 is used to judge whether to segment and to determine the segmentation point. The specific implementation steps are as follows.
1.
The error curve of humidity sensor is linear at room temperature. So the initial temperature value T x is determined to be about 25 • C. The measured error of humidity sensor at the ambient temperature 25 • C is −6%-−1% when the humidity is 10%-90% RH.
2.
Read the previous temperature value T x−1 and the next temperature value T x+1 and their respective humidity values.
3.
Each time a set of temperature and corresponding humidity data are read, a regression is performed to obtain a coefficient of determination R 2 . 4.
If R 2 ≥ 0.911, return to step 2, if R 2 < 0.911, get the segmentation points T 1 and T 2 . 5.
When the temperature interval of the linear interval is greater than 5 • C, that is, T 1 − T 2 > 5, the segmentation compensation will be performed according to Figure 3 . If T 1 − T 2 ≤ 5, the whole process will be compensated by GSA-BP. An adaptive segmentation flowchart based on multiple linear regression is shown in Figure 4 .
T T − ≤ , the whole process will be compensated by GSA-BP. An adaptive segmentation flowchart based on multiple linear regression is shown in Figure 4 .
Pick initial temperature T x =25℃
Read sample [T The multiple linear regression method is used to analyze the humidity measurement errors at different temperatures. For the intervals with better linearity, the multiple regression model established by Equation (4) is used to compensate the errors.
Nonlinear Compensation Model
The nonlinear interval adopts the BP neural network with strong nonlinear mapping ability to compensate. The input of the BP neural network is temperature T and the measured value I H , and the output is the compensated humidity value C H . The humidity sensor temperature compensation model was established, and the BP neural network was trained by multiple sets of data. To improve the local minimum of the BP neural network, a genetic simulated annealing algorithm was used. The genetic simulated annealing algorithm is an optimization algorithm that combines a genetic algorithm and a simulated annealing algorithm. The local search ability of the genetic algorithm is limited, but the ability to grasp the overall search process is strong. The simulated annealing algorithm has strong local search ability and can prevent the search process from falling into the local optimal solution. However, little is known regarding the state of the entire search space. It is inconvenient to make the search process enter the optimal search area, which makes the simulated annealing algorithm less efficient. However, if the genetic algorithm is combined with the simulated annealing algorithm, a global search algorithm with excellent performance can be developed [17, 18] . 
The nonlinear interval adopts the BP neural network with strong nonlinear mapping ability to compensate. The input of the BP neural network is temperature T and the measured value H I , and the output is the compensated humidity value H C . The humidity sensor temperature compensation model was established, and the BP neural network was trained by multiple sets of data. To improve the local minimum of the BP neural network, a genetic simulated annealing algorithm was used.
The genetic simulated annealing algorithm is an optimization algorithm that combines a genetic algorithm and a simulated annealing algorithm. The local search ability of the genetic algorithm is limited, but the ability to grasp the overall search process is strong. The simulated annealing algorithm has strong local search ability and can prevent the search process from falling into the local optimal solution. However, little is known regarding the state of the entire search space. It is inconvenient to make the search process enter the optimal search area, which makes the simulated annealing algorithm less efficient. However, if the genetic algorithm is combined with the simulated annealing algorithm, a global search algorithm with excellent performance can be developed [17, 18] .
The BP neural network based on the genetic simulated annealing algorithm (GSA-BP) is mainly divided into the determination of BP network structure and the selection of weight and threshold. The specific compensation steps are the following:
Determine the topology structure of the BP neural network. The BP neural network is set to a three-layer network structure. The original measured value of temperature T and humidity sensor H I are the network inputs, and the number of input nodes n 1 is 2. The number of hidden layer nodes n 2 is set to 7 according to the compensation effect. The output of the network is the humidity value H C after compensation, and the number of output nodes n 3 is 1. The number of optimized parameters of the genetic simulated annealing algorithm is determined as follows: (n 1 + 1)n 2 + (n 2 + 1)n 3 = 29.
2.
Initialize the genetic simulated annealing algorithm. The population size with weights and thresholds M is 60; the maximum number of iterations MAXGEN is 2000; the crossover probability P c is 0.6; the mutation probability P m is 0.1; the initial temperature T 0 is 100; the end temperature T e is 0.99; the temperature cooling coefficient ∂ is 0.99.
3.
Initialize the weights and thresholds of the BP neural network and calculate fitness. The initial population of the genetic simulated annealing algorithm is generated by combining the initial weights and thresholds of the BP neural network initialization with the original measured values H I and temperature T. Each individual in the genetic simulated annealing algorithm represents all the weights and threshold of a network, and the algorithm then calculates the fitness of each individual through a fitness function. The fitness function of this paper adopts the fitness stretching method, and the fitness of the i-th individual after improvement is calculated by Equation (18) .
Among these values, f i is the i-th individual fitness before improvement,
. T 0 and T are the initial temperature and the current temperature in the simulated annealing algorithm respectively, T = T 0 (0.99 gen−1 ). gen is the current genetic evolution algebra, and M is the population size. H Oi and H Ci are the standard humidity values expected and the humidity values actually obtained by the network of the i-th individual.
4.
The genetic simulated annealing algorithm finds individuals with optimal fitness based on a series of operations such as selection, crossover, mutation and annealing. Compare the current fitness and historical best fitness of each individual in the population. If the current value is better, the current value is the best value of the history, and save the individual as the best value of history, otherwise the best value will not change.
5.
The genetic simulated annealing algorithm obtains the optimal individual as the initial weight and threshold of the BP neural network. The optimized BP neural network is used to train the humidity data at different temperatures. Figure 5 shows the process of the compensation method of the humidity sensor. After inputting the original measured values of the humidity sensors and ambient temperature, the GSA optimizes the weights and thresholds of the BP neural network. Finally, the compensated humidity value is obtained. 
Experimental Results and Analysis

Performance Analysis of Optimized Compensation Algorithm GSA-BP
The variables of the segmentation compensation function are the actual measured value of the humidity sensor and the ambient temperature value. GSA is a random search algorithm. The number of iterations is uncertain. The representative training process was compared with the BP neural network, which is not optimized. 
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Performance Analysis of Optimized Compensation Algorithm GSA-BP
The variables of the segmentation compensation function are the actual measured value of the humidity sensor and the ambient temperature value. GSA is a random search algorithm. The number of iterations is uncertain. The representative training process was compared with the BP neural network, which is not optimized.
It can be seen from Figure 6 that when the GSA-BP neural network evolves to 70 generations, its adaptation value reaches a minimum, the optimal weight and threshold of the BP neural network are found, and the number of termination iterations is 77. In Figure 7 , the number of iterations of the BP neural network is 229. It can be seen that under the same conditions, the number of iterations of the BP neural network optimized by GSA is small, and the training speed is fast, which indicates that the BP neural network optimizes the operation efficiency significantly. 
Experimental Results and Analysis
Performance Analysis of Optimized Compensation Algorithm GSA-BP
The variables of the segmentation compensation function are the actual measured value of the humidity sensor and the ambient temperature value. GSA is a random search algorithm. The number of iterations is uncertain. The representative training process was compared with the BP neural network, which is not optimized. It can be seen from Figure 6 that when the GSA-BP neural network evolves to 70 generations, its adaptation value reaches a minimum, the optimal weight and threshold of the BP neural network are found, and the number of termination iterations is 77. In Figure 7 , the number of iterations of the BP neural network is 229. It can be seen that under the same conditions, the number of iterations of the BP neural network optimized by GSA is small, and the training speed is fast, which indicates that the BP neural network optimizes the operation efficiency significantly. Figure 8 is the humidity compensation effect curve of the GSA-BP neural network. It can be seen from the figure that the errors between the predicted output and the expected output are very small, and the BP neural network optimized by GSA has a good compensation effect. 
Segmentation Optimization Compensation Model
Through the above theoretical analysis and verification of experimental data, the influence of temperature on the humidity sensor can be seen. One hundred and fifty sets of data obtained by repeating experiments on the same humidity sensor were used as training samples, and 15 sets of data were used as network test samples. The process of establishing a humidity compensation model is as follows:
1. Read the measured data set and interpolate it. The temperature points set in the experiment have some discreteness. So the continuous function is added on the basis of the discrete data and that the continuous curve passes all the given discrete data points. The interpolated data will be compensated for later. It can be seen from Figure 6 that when the GSA-BP neural network evolves to 70 generations, its adaptation value reaches a minimum, the optimal weight and threshold of the BP neural network are found, and the number of termination iterations is 77. In Figure 7 , the number of iterations of the BP neural network is 229. It can be seen that under the same conditions, the number of iterations of the BP neural network optimized by GSA is small, and the training speed is fast, which indicates that the BP neural network optimizes the operation efficiency significantly. Figure 8 is the humidity compensation effect curve of the GSA-BP neural network. It can be seen from the figure that the errors between the predicted output and the expected output are very small, and the BP neural network optimized by GSA has a good compensation effect. 
1. Read the measured data set and interpolate it. The temperature points set in the experiment have some discreteness. So the continuous function is added on the basis of the discrete data and that the continuous curve passes all the given discrete data points. The interpolated data will be compensated for later. 
1.
Read the measured data set and interpolate it. The temperature points set in the experiment have some discreteness. So the continuous function is added on the basis of the discrete data and that the continuous curve passes all the given discrete data points. The interpolated data will be compensated for later.
2.
Read two groups of temperature and corresponding humidity in sequence from the temperature of 25 • C, use the binary linear regression function to regress the data after interpolation, and determine the regression effect according to the value of the criterion R 2 . When R 2 ≤ 0.911, the regression is stopped. The value of R 2 is 0.8468 when the experimental data stops returning. The temperature value at this time is the temperature segmentation points T 1 , T 2 , which are 22.36 and 29.98, respectively. 3.
Determine whether the interval of the temperature segmentation point is greater than 5. The experimental data satisfy this condition; therefore, segmentation compensation is made. The least squares method is used for linear fitting of the temperature range [22.36, 29.98] . Taking the straight line fitting effect of 30% RH as an example, the fitted straight line is: ε = −0.2695T + 4.4723, where ε is the compensation value, and T is the temperature value. When the value of measured humidity is 30% RH, input the value of temperature and obtain the corresponding humidity compensation value, then add the measured value to obtain the compensated value.
4.
Use GSA to optimize the weight and threshold of the BP neural network, train the neural network, and compensate the data in the nonlinear interval.
5.
The compensation function model is shown in Figure 9 . The compensation effect diagram is shown in Figure 10 . It can be seen from Figure 10 that the compensated humidity value has a good linear relationship with the standard humidity such that the measured value is closer to the true value.
2. Read two groups of temperature and corresponding humidity in sequence from the temperature of 25 °C, use the binary linear regression function to regress the data after interpolation, and determine the regression effect according to the value of the criterion
, the regression is stopped. , where ε is the compensation value, and T is the temperature value. When the value of measured humidity is 30% RH, input the value of temperature and obtain the corresponding humidity compensation value, then add the measured value to obtain the compensated value. 4. Use GSA to optimize the weight and threshold of the BP neural network, train the neural network, and compensate the data in the nonlinear interval.
5. The compensation function model is shown in Figure 9 . The compensation effect diagram is shown in Figure 10 . It can be seen from Figure 10 that the compensated humidity value has a good linear relationship with the standard humidity such that the measured value is closer to the true value. The original measurement data of the same humidity sensor were compensated by using reference 11, reference 13 and the method proposed in this paper. Reference 11 used a genetic algorithm (GA) improved BP neural network without segmentation compensation, where GA is a population-based optimization algorithm [19] . Reference 13 used a least squares and BP neural network to compensate. In this paper, the BP neural network improved by adaptive selection and combined with genetic simulated annealing was used for compensation. To avoid the randomness of the algorithm, the same group of data was run many times, and the compensation effect was the same; therefore, the average value of the same group of data after multiple runs was taken. The three methods compensate the data as shown in Table 1 , and the corresponding error curve is shown in Figure 11 . The original measurement data of the same humidity sensor were compensated by using reference 11, reference 13 and the method proposed in this paper. Reference 11 used a genetic algorithm (GA) improved BP neural network without segmentation compensation, where GA is a population-based optimization algorithm [19] . Reference 13 used a least squares and BP neural network to compensate. In this paper, the BP neural network improved by adaptive selection and combined with genetic simulated annealing was used for compensation. To avoid the randomness of the algorithm, the same group of data was run many times, and the compensation effect was the same; therefore, the average value of the same group of data after multiple runs was taken. The three methods compensate the data as shown in Table 1 , and the corresponding error curve is shown in Figure 11 . It can be seen from Table 1 and Figure 11: 1. The overall trend of the compensation effects of the three methods is the same. The compensation error used in reference 11 is large, and the error at the segmentation node significantly increased. The compensation effect of the method in this paper is relatively stable. In particular, the curve between 0 and 40 • C tends to be gentle and close to zero.
2.
The adaptive segmentation compensation method combines the simplicity and efficiency of the least squares method with the high precision of the GSA-BP neural network. The measurement error of humidity significantly improved over the entire temperature range. In the vicinity of the segmentation point (22.36 • C, 29.98 • C) obtained by the adaptive calculation, the compensation effect is particularly significant. Figure 11 . Error curve after compensation by three methods.
It can be seen from Table 1 and Figure 11 : 1. The overall trend of the compensation effects of the three methods is the same. The compensation error used in reference 11 is large, and the error at the segmentation node significantly increased. The compensation effect of the method in this paper is relatively stable. In particular, the curve between 0 and 40 °C tends to be gentle and close to zero. 2. The adaptive segmentation compensation method combines the simplicity and efficiency of the least squares method with the high precision of the GSA-BP neural network. The measurement error of humidity significantly improved over the entire temperature range. In the vicinity of the segmentation point (22.36 °C, 29.98 °C) obtained by the adaptive calculation, the compensation effect is particularly significant.
Conclusions
We use this method to compensate for humidity sensors of different temperature ranges and different individual temperatures. According to the error curve under different ambient temperatures, multiple linear regression analysis was used to determine the segmentation points, and different algorithms were used to compensate. The results show that the method has strong universality and is effective for different temperature ranges and individual measurements.
In addition, the introduction of independent component analysis method into the reconstruction of measured error might further improve the compensation effect [20] . It should be added that the initial temperature is 25 °C when determining the segmentation point in this method. This temperature is employed because the humidity error of the sensor used in this experiment is relatively linear at approximately 25 °C after multiple measurements. If other sensors are used, the initial values will be determined according to the humidity curves of those different sensors. However, the initial values will be not very strict, and the nearby values can be adaptively processed as initial values. 
In addition, the introduction of independent component analysis method into the reconstruction of measured error might further improve the compensation effect [20] . It should be added that the initial temperature is 25 • C when determining the segmentation point in this method. This temperature is employed because the humidity error of the sensor used in this experiment is relatively linear at approximately 25 • C after multiple measurements. If other sensors are used, the initial values will be determined according to the humidity curves of those different sensors. However, the initial values will be not very strict, and the nearby values can be adaptively processed as initial values.
