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El análisis de imágenes hiperespectrales en observación remota de la Tie-
rra constituye una línea de investigación muy activa, con numerosas contri-
buciones en la literatura científica reciente. Debido a la resolución espacial
disponible en los sensores de observación remota de la Tierra y a la forma
en que se presentan los materiales en la naturaleza, la mayor parte de los
píxeles registrados por el sensor constituyen una mezcla de diferentes sus-
tancias puras a nivel subpíxel. Para solucionar este problema, una de las
técnicas más ampliamente utilizadas es el desmezclado espectral, que com-
prende dos etapas: 1) extracción de firmas espectrales puras (endmembers),
y 2) estimación de la abundancia de dichos endmembers a nivel subpíxel.
Ambas etapas son muy costosas desde el punto de vista computacional, lo
cual supone un importante inconveniente en aplicaciones que requieren una
respuesta en tiempo real, tales como monitorización y seguimiento de incen-
dios, prevención y seguimiento de desastres naturales, vertidos químicos y
otros tipos de contaminación ambiental, etc.
En este trabajo de Tesis Doctoral, se ha diseñado, implementado y vali-
dado la cadena completa de desmezclado espectral para el procesamiento a
bordo de imágenes hiperespectrales de la superficie terrestre mediante hard-
ware reconfigurable. El diseño propuesto en este trabajo ha sido desarro-
llado en plataformas reconfigurables tipo Field Programmable Gate Array
(FPGA) utilizando el lenguaje VHDL para su especificación. La implemen-
tación propuesta proporciona resultados muy prometedores, tanto desde el
punto de vista de su precisión a la hora de identificar endmembers y calcu-
lar su abundancia, como desde el punto de vista del rendimiento obtenido,
proporcionando factores de aceleración (speedups) que nos permiten dar una
xiii
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respuesta en tiempo real. Estos resultados suponen un incremento muy nota-
ble del rendimiento computacional del algoritmo con respecto a su ejecución
serie en un PC de última generación.
Palabras clave: Imagen Hiperespectral, Hardware Reconfigurable, Ex-
tracción de Endmembers, Pixel Purity Index (PPI), N-finder (N–FINDR),
Desmezclado Espectral, Image Space Reconstruction Algorithm (ISRA).
Abstract
Remotely sensed hyperspectral imaging is a very active area of research,
with numerous contributions in recent scientific literature. Due to the avai-
lable spatial resolution of the sensors in remote sensing of the Earth and
how the materials appear in nature, most of the pixels collected by hypers-
pectral imaging instruments are in fact a mixture of different underlying
substances. To solve this problem, one of the most widely used approaches
for analyzing hyperspectral images is spectral unmixing, which comprises
two stages: 1) extraction of pure spectral signatures (endmembers), and 2)
estimation of endmember fractional abundances at sub–pixel level. Both sta-
ges are computationally complex, which is a serious drawback in applications
which require a response in near real–time, such as forest fire monitoring and
tracking, disaster management and prevention, oil spill detection, etc.
In this Thesis work, the complete chain of spectral unmixing has been de-
signed, implemented and validated to process onboard hyperspectral images
of the earth’s surface using reconfigurable hardware. The design proposed in
this work has been developed in reconfigurable platforms like Field Program-
mable Gate Arrays (FPGAs) using the VHDL language for its specification.
Our proposed implentation exhibits very promising results in terms of end-
member extraction and fractial abundances accuracy and performance, with
speedups that allow us to respond in near real–time. This results represents
a tremendous increase of performance with regards to the serial version of
the same algorithm, implemented in a latest-generation desktop PC.
Keywords: Hyperspectral Image, Reconfigurable Hardware, Endmem-
ber Extraction, Pixel Purity Index (PPI), N-finder (N–FINDR), Spectral
xv
xvi Abstract
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Si supiese qué es lo que estoy haciendo,
no lo llamaría investigación, ¿verdad?
Albert Einstein.
Los avances en la tecnología de los sensores están revolucionando la forma
en que los datos obtenidos en observación remota de la Tierra son recogidos,
gestionados y analizados. La incorporación de sensores de última generación
en plataformas aéreas y en satélites está produciendo un flujo casi continuo
de datos de alta dimensionalidad. Como consecuencia de este enorme aumen-
to en la cantidad de información recopilada han surgido nuevos desafíos en
el procesamiento de estos datos. En particular, muchas aplicaciones actua-
les y futuras de observación remota en campos como Ciencias de la Tierra,
Ciencia Espacial y próximamente en Exploración Espacial, requieren capa-
cidades de procesamiento en tiempo real. Algunos ejemplos son los estudios
medioambientales, las aplicaciones militares, el seguimiento y la vigilancia
de peligros tales como incendios forestales, vertidos tóxicos y otros tipos
de contaminación química y biológica. Uno de los ejemplos más relevantes
de datos de alta dimensionalidad en observación remota de la Tierra son
las imágenes hiperespectrales, en el que un espectrómetro de imagen recoge
cientos o incluso miles de mediciones (en varios canales de longitud de onda)
para la misma área de la superficie de la Tierra. Las escenas proporcionadas
por estos sensores se denominan a menudo “cubos de datos”, para denotar la
1
2 Capítulo 1. Motivaciones y objetivos
extremadamente alta dimensionalidad de los datos.
La imaginería hiperespectral se refiere a la medición, análisis e interpreta-
ción de los espectros obtenidos de un determinado lugar (u objeto específico)
a corta, media o larga distancia por un sensor aerotransportado o en satélite.
El concepto de imagen hiperespectral se originó en el Jet Propulsion Labo-
ratory de la NASA1 (National Aeronautics and Space Administration) en
California, que desarrolla instrumentación como el Airborne Imaging Spec-
trometer (AIS), llamado después AVIRIS por Airborne Visible Infra-Red
Imaging Spectrometer. Actualmente este sistema permite cubrir un ancho de
banda desde 0.4 a 2.5 µm con más de doscientos canales espectrales, con una
resolución espectral nominal de 10 nm. Como resultado, cada píxel (conside-
rado como un vector) recogido por un sensor hiperespectral puede ser visto
como una firma espectral o “huella digital” de los materiales subyacentes en
el píxel.
Recientemente se han desarrollado varias herramientas de análisis para el
procesamiento de datos hiperespectrales, que abarcan temas como reducción
de la dimensionalidad, clasificación, compresión de datos o análisis de mezclas
espectrales. El supuesto básico que rige a las técnicas de clasificación es que
cada píxel contiene el espectro de un único material. Sin embargo, si la
resolución espacial del sensor no es lo suficientemente grande para separar
los distintos materiales, estos pueden ocupar conjuntamente un solo píxel y
el resultado de la medición del espectro será un píxel mezcla, es decir, una
composición de espectros puros individuales.
Para hacer frente a este problema, las técnicas de análisis de mezcla es-
pectral primeramente identifican una colección de componentes con firmas
espectralmente puras, llamados endmembers en la terminología del análisis
hiperespectral y a continuación expresan el espectro de cada píxel mezcla
como una combinación lineal de endmembers ponderados por fracciones de
abundancia que indican la proporción de cada endmember en el píxel. El pro-
blema de desmezclado se formula en términos de un sistema determinado de
ecuaciones que, partiendo del conjunto correcto de endmembers, permite la
determinación de las fracciones de abundancia aparentes de cada endmember
a través de un proceso de inversión numérica.
1http://www.jpl.nasa.gov
3La ejecución de este tipo de algoritmos es lenta. Para atender las nece-
sidades de cómputo establecidas por muchas aplicaciones de tiempo crítico,
recientemente se ha investigado la incorporación de la computación de alto
rendimiento en los modelos de misiones de observación remota de la Tierra.
Hasta la fecha, las técnicas tradicionales en la literatura para abordar este
problema han optado por soluciones basadas en el uso de clusters y siste-
mas multiprocesador. La computación cluster, a pesar de su adaptabilidad al
problema del tratamiento de datos hiperespectrales (especialmente, cuando
dichos datos se encuentran almacenados en un repositorio de datos en tie-
rra), presenta problemas en cuanto al procesamiento de los datos en tiempo
real dado el alto coste y elevados requerimientos en cuanto a espacio, peso
y consumo (denominado payload en misiones de observación remota de la
Tierra). Por otra parte, la instalación de un cluster suele llevar asociada la
disponibilidad de un número elevado de ordenadores interconectados entre
sí para que compartan el procesamiento de datos a través de sus procesado-
res, lo cual hace incrementar la velocidad de ejecución y procesamiento de
las aplicaciones; sin embargo, cada nodo (u ordenador) lleva ligado un pre-
cio y una serie de requerimientos en cuanto a espacio y consumo que alejan
esta aproximación de las características requeridas en cuanto a payload en
misiones reales de observación remota de la Tierra.
La flexibilidad también es un parámetro importante a tratar en aplica-
ciones aeroespaciales, ya que el espacio disponible es muy limitado. En este
sentido, Las unidades de procesamiento gráfico domésticas (GPUs) ofrecen
una solución de bajo peso que cumple con los requisitos de payload de las
misiones, aunque el consumo de energía se considera elevado para este tipo
de aplicaciones, motivo principal por el que no están certificadas para operar
en el espacio.
La reconfiguración, el tamaño compacto y la elevada potencia de cálculo
de las Field Programmable Gate Arrays (FPGAs), las hacen particularmente
atractivas para su explotación en aplicaciones de observación remota de la
Tierra que requieran una respuesta en tiempo real. Además, existen FPGAs
endurecidas para radiación certificadas para operar en condiciones espaciales.
Las FPGAs híbridas desarrolladas recientemente, combinan una mayor área
reconfigurable junto con microprocesadores y recursos de memoria empotra-
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dos. Estos sistemas hardware/software estrechamente acoplados combinan la
flexibilidad de los microprocesadores tradicionales con la potencia de cálculo
de un hardware específico, dando lugar a nuevas arquitecturas para misiones
de observación remota de la Tierra.
1.1. Aportaciones de esta tesis
La propuesta de Tesis Doctoral que se plantea en esta memoria se cen-
tra en el procesamiento a bordo de imágenes hiperespectrales de la superfi-
cie terrestre mediante hardware reconfigurable. Trata de resolver dos de los
problemas más importantes planteados en este contexto, como son la alta
dimensionalidad de los datos y el problema de la mezcla espectral. Tradicio-
nalmente, las técnicas adoptadas para abordar estos problemas han optado
por soluciones basadas en el uso de clusters y sistemas multiprocesador, sin
embargo, el gran volumen que ocupan junto con el elevado peso y consumo,
hacen que esta solución sea inviable para un sistema de procesamiento a
bordo. Para solucionar estos problemas relativos a coste, consumo y peso, y
ofrecer además mejoras sustanciales en cuanto al tiempo de procesamiento,
en la presente memoria de Tesis Doctoral se propone una alternativa basada
en un nuevo modelo de tratamiento de imágenes hiperespectrales mediante
la utilización de FPGAs. Conviene destacar que, con una sola FPGA, pue-
den llegar a obtenerse mejoras notables a la hora de procesar cálculos de
tipo científico, como es el caso de los algoritmos de tratamiento de imáge-
nes hiperespectrales, a un coste razonable y ocupando además un espacio
mínimo.
En este trabajo de investigación se han estudiado, diseñado, implemen-
tado y validado dos de los algoritmos más utilizados para la extracción de
endmembers (Pixel Purity Index –PPI– y N–FINDR) y uno para la esti-
mación de abundancias (Image Space Reconstruction Algorithm –ISRA–).
Además, se aprovecha la reconfigurabilidad de las FPGAs para desarrollar
una cadena completa de desmezclado espectral.
La consecución del objetivo general anteriormente mencionado se lleva a
cabo en la presente memoria abordando una serie de objetivos específicos,
los cuales se enumeran a continuación:
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Adquirir conocimientos previos sobre análisis hiperespectral (imagen
hiperespectral, formatos de los datos, representación de datos, pre-
sentación de resultados, etc.), necesarios para poder llevar a cabo el
estudio de los distintos algoritmos.
Estudiar en profundidad las principales características de las técnicas
objeto del análisis y sus parámetros de entrada. Este estudio compren-
de la adquisición de los conocimientos necesarios sobre todas las técni-
cas evaluadas, así como de otras técnicas de clasificación comúnmente
utilizadas en el ámbito del análisis hiperespectral.
Con respecto al algoritmo PPI:
• Establecer un estudio sobre el funcionamiento del algoritmo PPI
para establecer las distintas estrategias de paralelización y utilizar
la más adecuada para su diseño.
• Implementar el algoritmo para su ejecución en FPGA optimizan-
do el tiempo de ejecución, comparándolo con una versión software
equivalente con la versión original semisupervisada (disponible en
software comercial) y con una implementación en FPGA recien-
temente desarrollada.
• Ejecutar el algoritmo sobre una serie de datos reales provenientes
de sensores hiperespectrales que permitan conocer la precisión
de los endmembers extraídos en la ejecución del algoritmo y el
rendimiento obtenido.
• Realizar un estudio comparativo sobre los resultados obtenidos.
Con respecto al algoritmo N–FINDR:
• Establecer un estudio sobre el funcionamiento del algoritmo N–
FINDR para encontrar el diseño más adecuado para su implemen-
tación.
• Implementar el algoritmo para su ejecución en FPGA optimizan-
do el tiempo de ejecución, comparándolo con una versión software
equivalente.
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• Ejecutar el algoritmo sobre una serie de datos reales provenientes
de sensores hiperespectrales que permitan conocer la precisión
que se ha logrado en la ejecución del algoritmo y el rendimiento
obtenido.
• Interpretar los resultados experimentales realizados.
Con respecto al ISRA:
• Establecer un estudio sobre el funcionamiento del ISRA para ex-
traer el grado de paralelismo inherente que presenta y utilizarlo
para su implementación.
• Implementar el algoritmo para su ejecución en FPGA optimizan-
do el tiempo de ejecución, comparándolo con una versión software
equivalente.
• Ejecutar el algoritmo sobre una serie de datos reales provenientes
de sensores hiperespectrales que permitan conocer la precisión
que se ha logrado en la ejecución del algoritmo y el rendimiento
obtenido.
• Evaluar la implementación propuesta a partir de los experimentos
realizados.
Realizar una comparativa entre los algoritmos PPI y N–FINDR pro-
puestos para determinar cual de los dos es más conveniente utilizar en
la cadena completa de desmezclado espectral.
Utilizar la reconfigurabilidad de las FPGAs para implementar la cadena
completa de desmezclado espectral.
Obtener conclusiones a partir del estudio cuantitativo y comparativo
realizado, y plantear posibles trabajos futuros.
1.2. Organización de esta tesis
Teniendo presentes los anteriores objetivos concretos, se procede a des-
cribir la organización del resto de esta memoria, estructurada en una serie
de capítulos cuyos contenidos se describen a continuación:
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Análisis hiperespectral: En este capítulo se describen los conceptos
fundamentales relacionados con las imágenes hiperespectrales, los sen-
sores de adquisición de este tipo de imágenes, el análisis de imágenes
hiperespectrales mediante el desmezclado espectral y el procesamiento
de este tipo de datos, enfatizando la necesidad de la computación de
altas prestaciones en este campo.
Hardware reconfigurable: A lo largo de este capítulo se presenta
la evolución sufrida desde los primeros dispositivos FPGAs hasta las
plataformas híbridas que integran además, entre otros elementos, mi-
croprocesadores de propósito general y Application Specific Integrated
Circuits (ASICs) en el mismo chip. También se ha incluido una sec-
ción donde se presentan los distintos modos de configuración de los
dispositivos reconfigurables, siendo estas distintas modalidades uno de
los factores más característicos de los mismos. Finalmente, se expo-
ne el papel del hardware reconfigurable en sistemas empotrados y en
misiones de observación remota de la Tierra.
Algoritmo Pixel Purity Index (PPI): En este capítulo se ofrece
un estudio del algoritmo PPI para la extracción de endmembers, las
distintas estrategias de paralelización con el fin de establecer el diseño
adecuado, los detalles sobre la implementación en FPGA y finalmente,
los resultados experimentales junto con algunas conclusiones.
Algoritmo N–finder (N–FINDR): En este trabajo de investigación
se ha desarrollado la primera implementación en FPGA del algoritmo
N–FINDR para la extracción de endmembers, que ilustra las venta-
jas y desventajas de la tecnología reconfigurable en el contexto de las
misiones aéreas y espaciales de observación remota de la Tierra. Tras
un minucioso estudio del algoritmo y de las propiedades de los deter-
minantes, se presenta un diseño para la implementación en FPGA del
algoritmo. Finalmente, se describe de forma detalla la implementación
propuesta junto con los resultados experimentales.
Image Space Reconstruction Algorithm (ISRA): En este capí-
tulo se proporciona una descripción detallada del Image Space Recons-
truction Algorithm (ISRA), que sigue un modelo lineal de mezcla para
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la estimación de las fracciones de abundancia no negativas en píxeles
mezcla, su implementación en FPGA y la validación de la arquitectura
hardware paralela propuesta mediante los resultados experimentales
obtenidos.
Cadena completa de desmezclado espectral: En este capítulo se
presenta un diseño para la implementación en FPGA de la cadena com-
pleta de desmezclado espectral. Tras una sección en la que se realiza
una comparativa entre los algoritmos PPI y N–FINDR propuestos pa-
ra determinar cuál de los dos es más conveniente utilizar, se muestra
la implementación en FPGA de la cadena de desmezclado espectral,
utilizando la reconfigurabilidad de estos dispositivos, y los resultados
experimentales.
Conclusiones y trabajo futuro: Este capítulo está dedicado a resu-
mir los principales logros alcanzados en la presente memoria y a mos-
trar las conclusiones derivadas. Además, el capítulo sugiere un conjunto
de líneas de trabajo que pueden ser abordadas en futuros trabajos.
Publicaciones generadas: En este capítulo se presentan las publi-
caciones mediante las que se ha divulgado el trabajo de investigación
realizado.
Bibliografía: El trabajo incluye una exhaustiva revisión bibliográfica
que permitirá al lector profundizar en mayor detalle en los diferentes
aspectos teóricos y relativos a la implementación de los algoritmos
descritos en la presente memoria.
Capítulo 2
Análisis hiperespectral
Una imagen vale más que mil palabras.
Pero ocupa mucha más memoria.
Anónimo
Durante gran parte de la década pasada, el análisis de imágenes hiper-
espectrales ha sido un área activa en investigación y desarrollo, pero dichas
imágenes han estado disponibles sólo para los investigadores. Con la reciente
aparición de sistemas comerciales aerotransportados de adquisición de este
tipo de imágenes y el inminente lanzamiento de satélites, el análisis de las
mismas pasará a convertirse en la herramienta principal para la observación
remota de la Tierra. El análisis de imágenes hiperespectrales encuentra mu-
chas aplicaciones en manejo de recursos, agricultura, exploración minera y
monitoreo ambiental, pero su uso efectivo requiere un entendimiento de la
naturaleza, las limitaciones de los datos y de las distintas estrategias para
procesarlas e interpretarlas. Este capítulo intenta proveer una introducción
a los conceptos fundamentales en el campo del análisis hiperespectral.
2.1. Concepto de imagen hiperespectral
El asentamiento de la tecnología hiperespectral en aplicaciones de obser-
vación remota de la superficie terrestre ha dado como resultado el desarro-
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Figura 2.1: Concepto de imagen hiperespectral.
llo de instrumentos de medida de muy elevada resolución en los dominios
espacial y espectral, sin olvidarnos del dominio temporal. Los sensores hi-
perespectrales adquieren imágenes digitales en una gran cantidad de canales
espectrales muy cercanos entre sí, obteniendo, para cada porción de la escena
o píxel, una firma espectral o “huella dactilar” característica de cada material
[Lan02].
El resultado de la toma de datos por parte de un sensor hiperespectral
sobre una determinada escena puede ser representado en forma de cubo de
datos, con dos dimensiones para representar la ubicación espacial de un píxel
(generalmente denominadas líneas y muestras), y una tercera dimensión que
representa la singularidad espectral de cada píxel en diferentes longitudes de
onda [Cha03]. La Figura 2.1 muestra la estructura de una imagen hiperes-
pectral donde el eje X es el indicador de las líneas, el eje Y es el indicador de
las muestras y el eje Z es el número de banda, es decir, la longitud de onda
de esa banda (canal).
La capacidad de observación de los sensores hiperespectrales permite la
obtención de una firma espectral detallada para cada píxel de la imagen,
dada por los valores de reflectancia adquiridos por el sensor en diferentes
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Figura 2.2: Adquisición de una imagen hiperespectral por el sensor AVIRIS.
longitudes de onda, lo cual permite una caracterización muy precisa de la
superficie de nuestro planeta [JL98]. Como ejemplo ilustrativo, la Figura
2.2 muestra el procedimiento de análisis hiperespectral mediante un senci-
llo diagrama, en el que se ha considerado como ejemplo el sensor AVIRIS
(Airborne Visible Infra-Red Imaging Spectrometer), desarrollado por el Jet
Propulsion Laboratory de la NASA, el cual cubre el rango de longitudes de
onda entre 0.4 y 2.5 µm utilizando 224 canales y una resolución espectral de
aproximadamente 10 nm [GES+98].
Como puede apreciarse en la Figura 2.2, es el elevado número de bandas
de este sensor lo que permite la obtención de una firma espectral detalla-
da del píxel. Conviene destacar que, en este tipo de imágenes, es habitual
la existencia de mezclas a nivel de subpíxel, por lo que a grandes rasgos
podemos encontrar dos tipos de píxeles en estas imágenes: píxeles puros y
píxeles mezcla [PC06]. Se puede definir un píxel mezcla como aquel en el
que cohabitan diferentes materiales. Estos tipos de píxeles son los que cons-
tituyen la mayor parte de la imagen hiperespectral, en parte, debido a que
este fenómeno es independiente de la escala considerada ya que tiene lugar
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Figura 2.3: Tipos de píxeles en imágenes hiperespectrales.
incluso a niveles microscópicos [PMPP02]. La Figura 2.3 muestra un ejemplo
del proceso de adquisición de píxeles puros (a nivel macroscópico) y píxeles
mezcla en imágenes hiperespectrales.
El desarrollo tecnológico introducido por la incorporación de sensores
hiperespectrales en plataformas de observación remota de la superficie te-
rrestre de última generación ha sido particularmente notable durante los
últimos años. En este sentido, conviene destacar que dos de las principa-
les plataformas de tipo satélite que se encuentran en funcionamiento en la
actualidad: Earth Observing-1 de NASA1 y ENVISAT de la Agencia Es-
pacial Europea2, llevan incorporados sensores de este tipo, permitiendo así
la posibilidad de obtener imágenes hiperespectrales de la práctica totalidad
del planeta de manera casi continua. A pesar de la gran evolución en los
instrumentos de observación remota de la superficie terrestre, la evolución
en las técnicas de análisis de los datos proporcionados por dichos sensores
no ha sido tan notoria. En particular, el desarrollo de técnicas de análisis
hiperespectral avanzadas, capaces de aprovechar totalmente la gran canti-
1http://eo1.gsfc.nasa.gov
2http://envisat.esa.int
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dad de información espacial y espectral presente en imágenes hiperespec-
trales, constituye un objetivo de gran interés para la comunidad científica
[Lan03, JRMRD+05, PMPP02].
2.2. Espectrometría de imágenes
Las imágenes hiperespectrales son producidas por instrumentos llamados
espectrómetros de imágenes. El desarrollo de estos sensores complejos ha
supuesto la convergencia de dos tecnologías relacionadas pero distintas: la
espectroscopia y la observación remota de la Tierra y de la superficie de los
planetas.
La espectroscopia es el estudio de la luz que es emitida o reflejada por
los materiales y su variación de energía con la longitud de onda [Cla99]. Al
ser aplicada al campo óptico de la observación remota de la Tierra, la es-
pectroscopia se basa en el espectro de la luz solar que se refleja difusamente
(dispersada) por los materiales terrestres. Los instrumentos llamados espec-
trómetros (o espectrorradiómetros) son utilizados para realizar mediciones
de campo o de laboratorio de la luz reflejada desde un material testigo. Un
elemento de dispersión óptica tal como una rejilla o prisma en el espectró-
metro separa esta luz dentro de muchas longitudes de onda adyacentes y
estrechas, y la energía en cada banda es medida por un detector diferente
(ver Figura 2.4). Al usar cientos o miles de detectores, los espectrómetros
pueden realizar mediciones espectrales de bandas tan próximas como 0.01
µm sobre un rango amplio de longitudes de onda, típicamente al menos de
0.4 a 2.4 µm (rangos de longitudes de onda del visible al infrarrojo medio).
Los dispositivos de imágenes remotas están diseñados para concentrar
y medir la luz reflejada desde varias áreas adyacentes de la superficie te-
rrestre. En muchos dispositivos de imágenes digitales, se realizan mediciones
secuenciales de pequeñas áreas siguiendo un patrón geométrico a medida que
la plataforma del sensor se mueve y se requiere un procesamiento posterior
para juntarlas en una sola imagen. Hasta hace poco, los dispositivos de imá-
genes estaban restringidos a uno o unos pocos relativamente escasos anchos
de banda de longitud de onda por las limitaciones de diseño del detector y
los requerimientos de almacenamiento de datos, transmisión y procesamien-
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Figura 2.4: Diagrama esquemático de los elementos básicos de espectrometría
de imágenes.
to. Este tipo de sensores son conocidos como sensores multiespectrales y sus
imágenes tan solo contienen unas pocas decenas de bandas. Los avances re-
cientes en estas áreas han permitido el diseño de dispositivos de imágenes que
tienen rangos espectrales y resoluciones comparables con los espectrómetros
de campo.
En espectroscopia de luz reflejada la propiedad fundamental que quere-
mos obtener es la reflectancia espectral : el porcentaje de la energía reflejada
sobre la energía incidente como una función de la longitud de onda. La re-
flectancia varía con la longitud de onda para la mayoría de los materiales
ya que la energía en ciertas longitudes de onda es dispersada o absorbida
en diferentes grados. Estas variaciones de reflectancia son evidentes cuan-
do comparamos las curvas de reflectancia espectral (gráficos de reflectancia
frente longitud de onda) para diferentes materiales, como en la Figura 2.5.
Las desviaciones pronunciadas hacia abajo de las curvas espectrales marcan
los rangos de longitud de onda en los cuales los materiales selectivamente ab-
sorben la energía incidente. Estas características son comúnmente llamadas
bandas de absorción. La forma general de una curva espectral y la posición e
intensidad de las bandas de absorción en muchos casos pueden ser utilizados
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Figura 2.5: Curvas de reflectancia espectral para diferentes materiales.
para identificar y discriminar materiales diferentes. Por ejemplo, la vegeta-
ción tiene reflectancias más altas en el rango del infrarrojo cercano y más
baja reflectancia en la luz roja que los suelos.
La Figura 2.5 muestra las curvas representativas de reflectancia espectral
para varios materiales terrestres comunes desde los rangos de luz visible has-
ta el espectro infrarrojo reflejado [BDIE99]. Además, se muestran las bandas
espectrales usadas por varios sensores remotos de satélites multiespectra-
les (SPOT XS y Landasat TM) para compararlas. La reflectancia es una
cantidad sin unidades con valores en el rango de 0 a 1.0, o también puede
expresarse como un porcentaje, como en este gráfico. Cuando se realizan las
medidas espectrales de un material de test en el campo o en el laboratorio,
se requieren también los valores de la energía incidente para calcular la re-
flectancia del material. Estos valores son medidos directamente o derivados
desde medidas de luz reflejada (bajo las mismas condiciones de iluminación
que el material de test) para un material de referencia estándar con una
reflectancia espectral conocida.
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2.3. Radiancia y reflectancia
De las discursiones de las páginas anteriores, debería quedar claro que la
reflectancia espectral es una propiedad de las características del terreno que
podría medirse precisa y exactamente utilizando un sensor hiperespectral de
avión o satélite. Sin embargo, la reflectancia espectral de los materiales de
superficie es sólo uno de los factores que afectan a los valores medidos. Ade-
más de la reflectancia de la superficie, la radiancia espectral (cantidad de
luz emitida en todo el espectro de frecuencias) medida por un sensor remoto
depende del espectro de entrada de energía solar, las interacciones de esta
energía durante sus travesías hacia abajo y arriba a través de la atmósfera
[GB97], la geometría de iluminación de las áreas individuales sobre el terreno
y las características del sistema del sensor. Estos factores adicionales no só-
lo afectan nuestra habilidad de recuperar valores de reflectancia espectral
exactos para los rasgos de la superficie, sino que también introducen varia-
bilidades adicionales dentro de la escena que obstaculizan las comparaciones
individuales entre píxeles de la imagen. A continuación, se discuten en mayor
detalle estos factores.
La Figura 2.6 muestra una curva típica de irradiancia solar desde el límite
de la atmósfera terrestre. La energía solar entrante varía ampliamente con la
longitud de onda, con un máximo en el rango de la luz visible. El espectro de
la energía solar entrante a la hora en que la imagen fue adquirida debe ser
conocida, asumida, o derivada indirectamente desde otras mediciones para
convertir los valores de imagen de radiancia a valores de reflectancia.
La cantidad de energía reflejada por un área sobre la superficie depende
de la cantidad de energía solar que ilumine el área, que a su vez depende del
ángulo de incidencia: el ángulo entre la trayectoria de la energía entrante y
una recta perpendicular a la superficie terrestre (ver Figura 2.7). Específica-
mente, la energía recibida en cada longitud de onda Eg varía con el coseno
del ángulo de incidencia θ: Eg = Eo · cos θ, donde Eo es la cantidad de
energía entrante. La energía recibida por cualquier área de superficie por lo
tanto varía a medida que la altura del sol cambia con la hora del día y la
estación del año. Si el terreno no es plano, la energía recibida también varía
instantáneamente a lo largo de la escena por las diferencias en pendiente y
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Figura 2.6: Irradiancia solar desde el límite de la atmósfera terrestre frente
a longitud de onda.
dirección.
La cantidad de iluminación recibida por un área también puede verse
reducida por sombras. Las sombras moldeadas por los rasgos topográficos
o nubes pueden afectar a áreas que incluyan muchos píxeles contiguos en
la imagen. Los árboles, las hileras de cultivos, afloramientos rocosos u otros
objetos pequeños también pueden moldear las sombras que se confinan en
un píxel individual. Ambos tipos de sombras tienen el efecto de bajar la
cantidad de brillo a lo largo de todas las longitudes de onda de los píxeles
afectados.
Incluso una atmósfera relativamente clara interactúa con la energía so-
lar entrante y reflejada. Para ciertas longitudes de onda, estas interacciones
reducen la cantidad de energía entrante que alcanzan el terreno y además
reducen la cantidad de energía reflejada que alcanza un sensor de avión o de
satélite. La transmitancia de la atmósfera se reduce por la absorción de cier-
tos gases y por la dispersión de moléculas de gas y partículas. Estos efectos
combinados producen la curva de transmitancia ilustrada en la Figura 2.8.
Los rasgos de absorción pronunciada cerca de 1.4 y 1.9 µm causada por el va-
por de agua y el dióxido de carbono, reducen la energía incidente y reflejada
casi completamente, esta información útil tan pequeña puede ser obtenida
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Figura 2.7: Las diferencias de iluminación pueden llegar desde diferentes
ángulos de incidencia θ tanto para A y B, o desde el sombreado C.
desde bandas de imagen en estas regiones. En esta curva no se muestra el
efecto de la luz dispersada hacia arriba por la atmósfera. Esta luz dispersada
es añadida a la radiancia medida por el sensor en las longitudes de onda del
visible y del infrarrojo cercano, y se denomina path radiance (radiancia de
trayectoria). Los efectos atmosféricos también pueden diferir entre áreas en
una escena individual si las condiciones atmosféricas varían espacialmente o
si hay diferencias significativas de elevación terrestre que varían la longitud
de la trayectoria de la radiación a través de la atmósfera.
Un sensor convierte la radiancia detectada en cada canal de longitud de
onda a una señal eléctrica que es escalada y cuantificada dentro de valores
enteros discretos que representan los valores de radiancia “codificados”. Las
variaciones entre detectores de una serie, como también los cambios tempo-
rales en los detectores, pueden requerir mediciones crudas para ser escaladas
y producir valores comparables.
Para comparar directamente la espectrometría de la imagen hiperespec-
tral con la referencia de espectrometría de reflectancia, los valores codificados
de radiancia en la imagen deben ser convertidos a reflectancia. Una conver-
sión global debe considerar la fuente solar espectral, los efectos de lumino-
sidad debidos al ángulo solar y la topografía, la transmisión atmosférica, y
la ganancia del sensor. En términos matemáticos, la reflectancia espectral
del terreno es multiplicada (sobre la base de longitud de onda por longitud
de onda) por estos efectos para producir el espectro de radiancia medido.
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Figura 2.8: Efectos atmosféricos.
Otros dos factores contribuyen de una manera aditiva a la espectrometría de
la radiancia: el offset del sensor (ruido de instrumentos internos) y la tra-
yectoria de radiancia debida a la dispersión atmosférica. Algunas estrategias
sólo usan información sacada desde la imagen, mientras que otras requieren
varios grados de conocimiento de las propiedades de reflectancia de superficie
y las condiciones atmosféricas en la fecha en que la imagen fue adquirida.
2.4. Bibliotecas espectrales
Varias bibliotecas de reflectancia espectral de materiales naturales o he-
chos por el hombre están disponibles para el uso público. Estas bibliotecas
proveen una fuente de referencia espectral que puede ayudar a la interpreta-
ción de imágenes hiperespectrales.
Biblioteca espectral USGS. El laboratorio de espectrometría del
United States Geological Survey3 en Denver, Colorado, ha compilado
una biblioteca de cerca de 500 reflectancias espectrales de minerales y
3http://www.usgs.gov
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unas pocas plantas sobre las longitudes de onda en el rango de 0.2 a 3.0
µm. Esta biblioteca es accesible online en http://speclab.cr.usgs.gov
/spectral.lib04/spectral-lib04.html. Se puede realizar la búsqueda de
una espectrometría individual online o descargar la biblioteca comple-
ta.
Biblioteca espectral ASTER. Esta biblioteca se ha hecho accesible
por la NASA como parte del programa instrumental Advanced Spa-
ceborne Termal Emision and Reflectance Radiometer4 (ASTER). Esta
biblioteca incluye compilaciones espectrales del Jet Propulsion Labora-
tory de la NASA, Johns Hopkins University y United States Geological
Survey. La biblioteca espectral ASTER actualmente contiene cerca de
2000 espectrometrías, incluyendo minerales, rocas, suelos, materiales
hechos por el hombre, agua, y nieve. La mayoría de las coberturas es-
pectrales comprenden las longitudes de onda entre 0.4 y 14 µm. La bi-
blioteca se encuentra disponible en la web http://speclib.jpl.nasa.gov.
Se puede realizar la búsqueda de una espectrometría por categoría, ver
un gráfico espectral para cualquier espectro recuperado, y descargar
los datos individuales de la espectrometría como archivo de texto.
2.5. Sensores hiperespectrales
Los inicios de la teledección u observación remota de la Tierra se re-
montan a los primeros sistemas de adquisición de fotografías aéreas de la
superficie terrestre a través de cámaras montadas en globos y zepelines, ha-
ce más de 150 años. Aunque con posteridad a la Segunda Guerra Mundial
la fotografía aérea experimentó un notorio avance tecnológico, no fue sino
hasta inicios de la década de los 70 –el gobierno de los EE. UU. desclasificó
los sensores multiespectrales y lanzó los primeros satélites con propósitos
comerciales– cuando la observación remota de la Tierra dio un paso sus-
tancial a una nueva era de aplicaciones. Durante las décadas siguientes, el
rastreo y monitoreo continuo de los recursos naturales de la superficie terres-
tre fue posible mediante el lanzamiento sucesivo de las misiones satelitales
4http://asterweb.jpl.nasa.gov
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Landsat5, NOAA6 (National Oceanic and Atmospheric Administration) y
SPOT7 (Système Pour l′Observation de la Terre), entre otras, cuyos sensores
a bordo mejoraron progresivamente sus características técnicas, conduciendo
a nuevos procedimientos de procesamiento digital de imágenes y ampliando
ostensiblemente el campo de acción de la observación remota de la Tierra.
A inicios de la década de los 90, los avances en la espectrometría dieron
origen a la tecnología de sensores hiperespectrales, cuyas imágenes demos-
traron en un lapso de pocos años una vasta potencialidad de aplicaciones,
así como numerosas ventajas sobre aquellas adquiridas por sensores multies-
pectrales convencionales.
Mientras un sensor multiespectral es capaz de dividir el espectro elec-
tromagnético en unas pocas bandas o porciones espectrales (baja resolución
espectral), los sensores hiperespectrales son capaces de registrar cientos de
bandas contiguas a través de diversas dimensiones del espectro electromagné-
tico (alta resolución espectral), lo que permite contar con una curva detallada
del comportamiento espectral de una gran cantidad de coberturas o elemen-
tos de la superficie terrestre, posibilitando su identificación y discriminación
con gran precisión.
En la actualidad existen misiones comerciales, tanto aéreas como satelita-
les, destinadas a adquirir imágenes hiperespectrales de la superficie terrestre,
siendo el Jet Propulsion Laboratory de la NASA y el Servicio Geológico de
EE. UU., las principales entidades que llevan a cabo estas iniciativas. Sin
embargo, la adquisición de imágenes de un área geográfica en particular de-
be ser requerida con antelación por parte del interesado, con el propósito de
que las líneas de vuelo o las rutas orbitales de las misiones sean debidamen-
te programadas. Así, el proceso de adquisición de imágenes queda sujeto a
fechas y horas específicas, en las que se arriesga a que durante el momento
de paso de la plataforma por el área de interés, las condiciones atmosféricas
y de iluminación no sean las más apropiadas para la captura de datos. Por
otra parte, estos sensores cuentan con resoluciones espaciales de entre 20 a
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Tabla 2.1: Listado de algunas misiones espaciales de observación remota de
la Tierra presentes y futuras, que incluyen sensores hiperespectrales.
EO-1
Hyperion∗ Prisma† EnMAP‡ HyspIRI§
País de origen USA Italia Alemania USA
Resolución espacial 30 m 5-30 m 30 m 60 m
Tiempo de ciclo 16 días 3/7 días 4 días 18 días
Rango espectral 0.4-2.5 µm 0.4-2.5 µm 0.42-2.45 µm 0.38-2.5 µm
Resolución espectral 10 nm 10 nm 6.5-10 nm 10 nm
Ancho de barrido 7.7 km 30 km 30 km 120 km
Covertura terrestre Parcial Completa Completa Completa
Lanzamiento 2000 2010 2012 2018
Tiempo de vida 10 años ≈ 6 años ≈ 6 años ≈ 6 años
∗http://eo1.gsfc.nasa.gov †http://www.asi.it/en/flash_en/observing/prisma
‡http://www.enmap.org §http://hyspiri.jpl.nasa.gov
Para solventar estas limitaciones, en la actualidad muchas organizaciones
y empresas han optado por desarrollar sus propios sistemas de observación
remota hiperespectral de la Tierra, comprando un sensor hiperespectral a
algunas de las numerosas empresas privadas que existen en el mercado de la
electroóptica (Autovision8, Itres9, Geophysical and Environmental Research
Corporation) y montándolo en una plataforma aérea, con el fin de otorgarle
autonomía y flexibilidad espacial y temporal al proceso de adquisición de
imágenes, además de posibilitar aplicaciones de alta precisión a escala lo-
cal, pues estos instrumentos constan de una alta resolución espacial (<1 m).
Algunas de las organizaciones que han desarrollado este tipo de sistemas
son: Norwegian Crop Research Institute, para aplicaciones de agricultura de
precisión; Canada Centre for Remote Sensing10, para la valoración de impac-
tos ambientales, e INCO Mine Limited, para la prospección de yacimientos
minerales.
La Tabla 2.1 resume las misiones espaciales de observación remota de la
superficie terrestre con sensores hiperespectrales que ya están en funciona-
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tabla, la proliferación de instrumentos basados en satélites para la observa-
ción remota hiperespectral de la Tierra es muy notoria, con una resolución
espectral muy alta en todos los casos. A continuación describimos brevemen-
te los sensores de los cuales vamos a tomar imágenes hiperespectrales para
la validación de los distintos algoritmos desarrollados.
2.5.1. Sensor AVIRIS
AVIRIS es un sensor hiperespectral aerotransportado con capacidades
analíticas en las zonas visible e infrarroja del espectro [GK99, BKG95, GP00].
Este sensor está en funcionamiento desde 1987. Fue el primer sistema de ad-
quisición de imágenes capaz de obtener información en una gran cantidad
de bandas espectrales estrechas y casi contiguas. AVIRIS es un instrumento
pioreno en el mundo de la teledetección que permitió obtener información
espectral en 224 canales espectrales contiguos, cubriendo un rango de lon-
gitudes de onda entre 0.4 y 2.5 µm, siendo el ancho entre las bandas muy
pequeño, aproximadamente 0.01 µm. En 1989, AVIRIS se convirtió en un
instrumento aerotransportado. Desde ese momento, se realizan varias cam-
pañas de vuelo cada año para tomar datos mediante AVIRIS. El sensor ha
realizado tomas de datos en Estados Unidos, Canadá y Europa, utilizando
para ello dos plataformas:
Un avión ER-2 perteneciente al Jet Propulsion Laboratory de la NASA.
El ER-2 puede volar a un máximo de 20 km sobre el nivel del mar, a
una velocidad máxima de aproximadamente 730 km/h.
Un avión denominado Twin Otter desarrollado por la compañía cana-
diense Havilland Canada, capaz de volar a un máximo de 4 km sobre
el nivel del mar, a velocidades de 130 km/h.
Algunas de las características más relevantes en cuanto al diseño interno
del sensor AVIRIS son las siguientes:
El sensor utiliza un explorador de barrido que permite obtener un total
de 614 píxeles por cada oscilación.
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Figura 2.9: Evolución de la relación señal-ruido en el sensor AVIRIS de NA-
SA.
La cobertura de la parte visible del espectro es realizada por un espec-
trómetro EFOS-A, compuesto por un array de 32 detectores lineales.
La cobertura en el infrarrojo es realizada por los espectrómetros EFOS-
B, EFOS-C y EFOS-D, compuestos todos ellos por arrays de 64 detec-
tores lineales.
La señal medida por cada detector se amplifica y se codifica utilizando
12 bits. Esta señal se almacena en una memoria intermedia donde es
sometida a una etapa de preprocesado.
El sensor dispone de un sistema de calibración a bordo, que utiliza una
lámpara halógena de cuarzo que proporciona la radiación de referencia
necesaria para comprobar el estado de los diferentes espectrómetros.
El sensor ha ido mejorando sus prestaciones en cuanto a la relación
señal-ruido o signal-to-noise ratio (SNR), como se muestra en la Figura
2.9, que describe la evolución de la relación SNR del sensor a lo largo
de los últimos años.
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2.5.2. Sensor EO-1 Hyperion
El sensor Hyperion es uno de los tres principales instrumentos del satélite
Earth Observing 1 (EO-1) que fue lanzado satisfactoriamente el 21 de no-
viembre de 2000 dentro del programa New Millennium de la NASA. El sensor
Hyperion proporciona imágenes hiperespectrales de alta resolución con 220
bandas espectrales (0.4 a 2.5 µm) con una resolución espacial de 30 metros.
Las imágenes que proporciona este instrumento abarcan una franja de 7.5
km (cada franja o línea de datos, contiene 256 píxeles) y proporciona infor-
mación detallada de asignación del espectro en todos los 220 canales con una
alta precisión radiométrica. Los componentes principales del instrumento son
los siguientes:
Sistema de óptica basado en el diseño de la misión KOMPSAT COE11.
El telescopio se compone de dos espectrómetros de imagen de rejilla
separados para mejorar la relación señal-ruido.
Un array de plano focal que proporciona detectores separados para la
onda corta para infrarrojos y el visible/infrarrojo cercano basados en
el hardware de repuesto del programa LEWIS HSI.
Un criorefrigerador idéntico al fabricado para la misión LEWIS HSI
para la refrigeración del plano focal de onda corta para infrarrojos.
2.6. Principales retos del tratamiento de imágenes
hiperespectrales
Ya sabemos que el potencial de estas imágenes es la gran cantidad de
información que contienen, lo que permite distinguir materiales y objetos de
manera más detallada. Pero esta gran ventaja se convierte también en un
inconveniente cuando no se dispone de suficiente capacidad computacional
para tratar y almacenar estas cientos de bandas. Nos enfrentamos entonces
a los problemas de la alta dimensionalidad de los datos. Esta alta dimensio-
nalidad podemos apreciarla si nos hacemos una idea del tamaño total de una
11http://ilrs.gsfc.nasa.gov/satellite_missions/list_of_satellites/kom5_general.html
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Figura 2.10: Ventajas potenciales del empleo de hardware reconfigurable en
el procesado de datos de observación remota de la Tierra.
imagen de este tipo, multiplicando el tamaño del píxel en bits, por el tamaño
de una imagen o banda individual, por el número de bandas totales. Otro de
los retos a los que nos enfrentamos es la clasificación de los datos hiperes-
pectrales debido a la mezcla espectral. Este fenómeno es muy habitual en el
mundo real, independientemente de cuál sea la escala espacial considerada
[Che99]. Sobre esta parte, es importante destacar que cualquier cadena de
procesamiento de datos en cualquier ámbito científico tiene que ser flexible y
adecuarse no sólo a su aplicación sobre distintos escenarios, sino también a
los distintos tipos de resolución que proporcionan diversas variaciones espec-
trales y espaciales de los instrumentos. A continuación, se desarrollan estos
retos en mayor detalle.
2.6.1. Alta dimensionalidad de los datos
Los sensores hiperespectrales modernos poseen una moderada resolución
espacial y una alta resolución espectral que cubre varios cientos de bandas.
Esta información no sólo debe analizarse, modificarse y almacenarse en los
ordenadores de los usuarios de este tipo de datos, sino que está marcada
por el hecho de que esa información debe ser enviada desde el satélite hasta
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las estaciones en tierra. Se estima que los satélites del proyecto EOS (Earth
Observing System) de la NASA, generarán más de un terabyte de datos al
día. La economía de la transmisión y almacenamiento del gran volumen de
datos resultante, recogidos por estos sensores, significa que la compresión
de la imagen se convertirá en una característica esencial de los sistemas que
incorporen sensores hiperespectrales. Por tanto, serán necesarias técnicas efi-
cientes de compresión para la codificación de imágenes de observación remota
de la Tierra, especialmente para aquellas que se transmiten directamente al
suelo y se distribuyen a los usuarios.
Para tratar de solventar este problema, existen diferentes alternativas.
Algunas de carácter radical implican la toma de información espectral bajo
demanda. Es decir, el usuario establece qué bandas le aportan información
y, en consecuencia, el satélite al pasar por la zona, únicamente tomará esas
bandas. Con ello, se evita el cuello de botella de tener que bajar todas las
bandas. Consecuencia de ello, cada país, más o menos, demandará las bandas
que más interés le reporten. Por ejemplo, a España le interesarán las que
guarden relación con la vegetación o desertificación, mientras que los países
nórdicos quizás estén más interesados por el estudio de hielos o evolución de
glaciares.
Esta es una primera alternativa, pero existen otras muchas. Una de ellas
pasa por la compresión de la información a bordo del satélite (ver Figura
2.10). Es decir, en el lapso de tiempo en que la escena es recogida y es
enviada a tierra, puede pasar un periodo de varias horas. En ese tiempo es
posible comprimir la información de cara a que su envío consuma menos
tiempo, o que en el mismo tiempo se envíe mayor cantidad de información.
Ello, sin menosprecio de que en el propio envío se incluyan las compresiones
y verificaciones inherentes del traspaso de información digital.
Las técnicas de compresión de imágenes se pueden clasificar en dos gran-
des categorías: compresión con o sin pérdida. La compresión sin pérdidas
se basa en algoritmos que comprimen la información de cara a que su volu-
men de almacenamiento sea más pequeño, pero que a la hora de utilizarla,
debemos descomprimirla, de forma que el resultado sea exactamente el mis-
mo que el original antes de comprimir. Por otro lado, en la compresión con
pérdida se descarta información pero a cambio se consiguen unas tasas de
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compresión más altas.
Llevada la compresión con pérdida a las imágenes hiperespectrales de
observación remota de la Tierra, es claro que nos favorece tener un menor
tamaño, pero debemos asegurarnos que en el proceso de compresión no se
suprima cierta información importante que nos ayudaría a distinguir unos
materiales de otros.
2.6.2. Mezcla espectral
El análisis de mezclas espectral (también conocido como desmezclado es-
pectral) ha sido una atractiva meta explorada desde los primeros días de la
imaginería hiperespectral [GVSR85] hasta nuestros días [PBB+09, SUP+09].
Sin importar la resolución espacial, los espectros captados en ambientes na-
turales son inevitablemente una mezcla de los distintos materiales que se
encuentran dentro de la extensión espacial visualizada por el sensor hiper-
espectral [ASJ86]. Por ejemplo, es probable que el píxel captado sobre el
área de vegetación en la Figura 2.3 en realidad comprenda una mezcla de
vegetación y suelo. En este caso, el espectro medido se puede descompo-
ner en una combinación de firmas espectrales puras de suelo y vegetación,
ponderada por los coeficientes zonales que indican la proporción de cada
firma macroscópica pura en el píxel mezcla [KM02]. La disponibilidad de
sensores de imágenes hiperespectrales con un número de bandas espectrales
que supera el número de componentes de la mezcla espectral [GES+98], ha
permitido formular el problema de desmezclado espectral en términos de un
sistema sobredeterminado de ecuaciones en el que, dado un conjunto de fir-
mas espectrales puras (denominadas endmembers) permite la determinación
de las fracciones de abundancia aparentes de cada endmember a través de
un proceso de inversión numérica [BBY07].
Una técnica estándar para el análisis espectral de mezclas es el desmez-
clado espectral lineal [HC00, PMPP04], que supone que los espectros cap-
tados en el espectrómetro se pueden expresar en forma de una combinación
lineal de endmembers ponderados por su abundancia correspondiente. Ca-
be señalar que el modelo lineal de mezcla asume una cantidad mínima de
reflejos secundarios y/o múltiples efectos de dispersión en el procedimiento
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(a) Dispersión simple (b) Dispersión múltiple
Figura 2.11: Modelo lineal frente modelo no lineal: dispersión simple frente
dispersión múltiple.
de recopilación de datos, y por lo tanto el espectro medido se puede expre-
sar como una combinación lineal de las firmas espectrales de los materiales
presentes en el píxel mezcla (ver Figura 2.11(a)). Aunque el modelo lineal
tiene ventajas prácticas como la facilidad de implementación y flexibilidad
en diferentes aplicaciones [Cha03], el desmezclado espectral no lineal puede
caracterizar mejor el espectro mezcla resultante para determinadas distribu-
ciones de endmembers, tales como aquellas en las que los componentes de
endmembers se distribuyen al azar a lo largo del campo de visión del sensor
[GAC01, PPPM09]. En esos casos, los espectros mezcla recogidos por el ins-
trumento de imagen se describen mejor bajo el supuesto de que parte de la
radiación de origen se dispersa múltiplemente antes de ser capturados en el
sensor (ver Figura 2.11(b)).
En este trabajo, se utiliza el modelo lineal dado que es el más ampliamen-
te utilizado en la literatura relacionada con el análisis de mezclas mediante
endmembers. A pesar de que el modelo no lineal puede resultar más preciso
en determinadas circunstancias, su correcta aplicación requiere información
a priori acerca de la geometría y las propiedades físicas de los objetos ob-
servados, lo cual lo hace difícilmente abordable en situaciones en las que no
existe dicha información. Además, el modelo no lineal es difícilmente genera-
lizable a diferentes áreas de aplicación (por ejemplo, las propiedades físicas y
la geometría de los minerales son completamente diferentes de las propieda-
des físicas y la geometría de las cubiertas vegetales, e incluso cada cubierta
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vegetal podría requerir un modelo específico).
2.6.2.1. Desmezclado espectral lineal: formulación del problema
Supongamos que una escena hiperespectral de observación remota de la
Tierra con n bandas se denota por I, en la que un píxel de coordenadas
espaciales discretas (i,j) de la escena es representado por un vector X(i,j)
= [x1(i, j), x2(i, j), ..., xn(i, j)] ∈ <n, donde < denota el conjunto de los
números reales en los que se incluye la respuesta espectral del píxel xk(i, j)
en los canales del sensor k = 1, ..., n. Bajo el supuesto de un modelo lineal
de mezcla, cada vector de píxel en la escena original puede ser modelado




Φz(i, j) ·Ez + n(i, j), (2.1)
donde Ez denota la respuesta espectral del endmember z, Φz(i,j) es un
valor escalar que designa la fracción de abundancia del endmember z en el
píxel X(i,j), p es el número total de endmembers y n(i,j) es un vector de
ruido. Generalmente al modelo descrito en 2.1 se le imponen dos limitaciones
físicas, la restricción de abundancia no negativa, es decir, Φz(i, j) ≥ 0, y
la restricción de suma de abundancias unitaria, es decir,
∑p
z=1 Φz(i, j) =
1 [HC00]. La solución del problema de mezcla espectral lineal totalmente
restringido descrito en 2.1 se basa en dos requisitos principales:
1. Una estimación correcta del número de endmembers, p, que se encuen-
tran en la escena hiperespectral de entrada I, y
2. La correcta determinación de un conjunto E = {Ez}pz=1 de endmem-
bers y para cada píxel X(i,j), sus correspondientes fracciones de abun-
dancias Φ(i, j) = {Φz(i, j)}pz=1.
Con el fin de solventar el primer requisito, una técnica exitosa en la
literatura ha sido la dimensionalidad virtual (DV) [DC04]. El concepto DV
formula la cuestión de si una firma distinta está presente o no en cada una
de las bandas espectrales como un problema de prueba de hipótesis binaria,
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donde se genera un detector de Neyman-Pearson llamado a servir de toma
de decisiones basada en una preestablecida probabilidad de falsa alarma, PF .
A la luz de esta interpretación, la cuestión de determinar un valor apropiado
para p es simplificado y reducido a la fijación de un valor específico de PF .
Como se muestra en los experimentos, una elección empírica adecuada es
PF = 10
−3 o PF = 10−4, donde el método utilizado en este trabajo para
estimar la DV es el desarrollado por Harsanyi, Farrand y Chang [DC04] (en
lo sucesivo como método de HFC), modificado posteriormente mediante la
inclusión de un proceso de blanqueamiento de ruido previo para eliminar la
correlación estadística de segundo orden. El propósito es que las fuentes de
señal puedan ser decorreladas del ruido para lograr una mejor detección de
la señal. El método resultante se conoce como ruido blanqueado HFC.
El segundo requisito para la aplicación exitosa del modelo lineal de mez-
cla (disponibilidad de extracción endmember y técnicas de estimación de
la abundancia) se abordará en los capítulos siguientes. En los Capítulos 4
y 5 se muestra la implementación de dos de los algoritmos más populares
utilizados en la extracción de endmembers y en el Capítulo 6 se presenta
la implementación de un algoritmo para la estimación de abundancias. Por
último, en el Capítulo 7 se realiza una comparativa entre los anteriores al-
goritmos de extracción de endmembers, para posteriormente implementar la
cadena completa de desmezclado espectral.
2.6.3. Cadena estándar de desmezclado espectral
Dado un conjunto de vectores espectrales mezcla, el análisis de mezclas
espectrales (o desmezclado espectral) tiene como objetivo estimar el número
de materiales de referencia (también llamados endmembers), sus firmas es-
pectrales y sus fracciones de abundancia. La Figura 2.12 muestra la sucesión
de etapas de procesamiento involucradas generalmente en la cadena comple-
ta de desmezclado espectral: corrección atmosférica, reducción dimensional,
extracción de endmembers y estimación de abundancias. En ocasiones, la
extracción de endmembers y el proceso de estimación de abundancias se rea-
lizan de forma simultánea. A continuación, se ofrece una breve descripción
de cada uno de los pasos:
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Figura 2.12: Cadena de procesamiento estándar para el análisis de datos
hiperespectrales.
1. Corrección atmosférica. La atmósfera atenúa y dispersa la luz. Su
presencia afecta, por lo tanto, a la radiancia recogida en el sensor. La
corrección atmosférica compensa estos efectos mediante la conversión
de radiancia a reflectancia, que es una propiedad intrínseca de los ma-
teriales. Destacamos, sin embargo, que el desmezclado lineal se podría
realizar directamente con los datos en unidades de radiancia siempre y
cuanto la atmósfera afectase por igual a todos los píxeles de la escena.
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2. Reducción dimensional. Frecuentemente los píxeles de una imagen
hiperespectral se ubican en un subespacio muy pequeño en compara-
ción con el número de bandas disponibles. La identificación de este
subespacio permite una correcta reducción de la dimensionalidad, que
se traduce en una mejora en el rendimiento, en la complejidad de los
algoritmos y en el almacenamiento de datos. Por otra parte, en el ca-
so de la mezcla lineal, la dimensión del subespacio es igual al número
de endmembers, una cuestión crucial en el desmezclado espectral. Sin
embargo, dependiendo del algoritmo de análisis hiperespectral que se
utilice, este paso no es siempre necesario.
3. Extracción de endmembers. El paso de extracción de endmembers
consiste en identificar las firmas espectrales puras en la escena. Básica-
mente, existen dos aproximaciones: la geométrica, que explota el hecho
de que los píxeles mezcla están contenidos en un simplex o un cono
positivo, y la estadística, que modelan las fracciones de abundancia
como variables aleatorias y formulan la determinación de los endmem-
bers como un problema de inferencia estadística. Mientras tanto, está
surgiendo una nueva aproximación: la regresión simple. En esta apro-
ximación, el desmezclado espectral se formula como un problema de
regresión lineal simple, de manera similar a la de la compresión de
detección.
4. Estimación de abundancias. Teniendo en cuenta los píxeles espec-
trales observados y los endmembers identificados, la etapa de estima-
ción de abundancias consiste en la solución de un problema de minimi-
zación de distancia con restricciones (las fracciones de abundancia esti-
madas se someten a menudo a las restricciones de no negatividad y de
suma unitaria) que minimiza la diferencia entre los píxeles espectrales
observados y los píxeles reconstruidos mediante combinaciones linea-
les de las firmas espectrales extraídas. Sin embargo, existen enfoques
de desmezclado hiperespectral en los que los procesos de extracción





No te establezcas en una forma, adáptala
y construye la tuya propia, y déjala
crecer, sé como el agua. Vacía tu mente,
se amorfo, moldeable, como el agua. Si
pones agua en una taza se convierte en
la taza. Si pones agua en una botella se
convierte en la botella. Si la pones en
una tetera se convierte en la tetera. El
agua puede fluir o puede chocar. Sé agua
amigo mío.
Bruce Lee
Los métodos tradicionales para realizar computación son dos. El primero
de ellos consiste en el procesamiento hardware utilizando circuitos interco-
nexionados de forma fija, bien mediante la integración en un circuito de apli-
cación específica (Application Specific Integrated Circuit –ASIC–) o bien co-
nectando componentes individuales en una placa [CH02]. El segundo método,
denominado procesamiento software, se basa en el uso de microprocesadores
que ejecutan un conjunto de instrucciones para realizar la computación.
El primer sistema se caracteriza por su rapidez y eficiencia para la apli-
cación concreta para la que ha sido diseñado, pero el circuito no puede ser
alterado después de la fabricación, lo que le resta flexibilidad. Usando un
microprocesador se incrementa la flexibilidad del sistema para poder cam-
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Figura 3.1: Relación flexibilidad–rendimiento de los distintos dispositivos de
computación.
biar la funcionalidad empleando otro software, pero se reduce la eficiencia
debido a las secuencias necesarias de lectura, decodificación y ejecución de
instrucciones.
Los dispositivos reconfigurables vienen a cubrir el espacio existente entre
estos dos métodos, de forma que se disponga de la eficiencia del procesamien-
to hardware y de un alto grado de flexibilidad [Tul97]. La adaptabilidad de
las arquitecturas reconfigurables permite explotar el paralelismo existente en
muchas aplicaciones de forma que se realice computación específica. En la Fi-
gura 3.1 se muestra cómo los sistemas configurables, basados en dispositivos
reconfigurables, se sitúan en una zona intermedia en la relación flexibilidad–
rendimiento. No son tan flexibles como un procesador de propósito general
ni tan específicos, ni tan eficaces, como un ASIC. Sin embargo se benefician
de las características positivas de ambos.
Las diferencias más importantes entre la lógica reconfigurable y el pro-
cesamiento convencional se pueden resumir en los siguientes aspectos según
K. Bondalapati y V. K. Prasanna [BP02]:
Computación espacial: El procesamiento de los datos se realiza dis-
37
tribuyendo las computaciones de forma espacial, en contraste con el
procesamiento secuencial.
Ruta de datos (datapath) configurable: Empleando un mecanismo
de configuración es posible cambiar la funcionalidad de las unidades de
computación y de la red de interconexión.
Control distribuido: Las unidades de computación procesan datos
de forma local en vez de estar gobernados por una única instrucción.
Recursos distribuidos: Los elementos requeridos para la compu-
tación se encuentran distribuidos por todo el dispositivo, en contraste
con una única localización.
Otras características importantes de estos sistemas destacadas por A.
DeHon [DeH96] y R. Tessier [TB01] son la capacidad de adaptación, la po-
sibilidad de configuración en tiempo de ejecución y la especialización. Bene-
ficiándose de estas características específicas se han desarrollado sistemas
reconfigurables eficientes para aplicaciones como la programación genéti-
ca [SMP99a], detección de patrones de texto [SMP99b, SP01], criptografía
[HW97, LWL00, LAB+04], compresión de datos [HSM00] o procesamiento
de imágenes [BDH+97, GCL02] entre otras.
En este capítulo se realizará un repaso de varias arquitecturas reconfigu-
rables que han dado soporte al desarrollo de la disciplina de la Computación
Reconfigurable. A lo largo del mismo se presenta la evolución sufrida desde
los primeros dispositivos Field Programmable Gate Arrays (FPGAs) hasta
las plataformas híbridas que además integran, entre otros elementos, micro-
procesadores de propósito general y ASICs en el mismo chip. De esta forma
la distribución de la computación puede ser repartida entre los distintos com-
ponentes del sistema. También se ha incluido una sección donde se presentan
los distintos modos de configuración de los dispositivos reconfigurables, sien-
do estas distintas modalidades uno de los factores más característicos de
los mismos. Finalmente, se expone el papel del hardware reconfigurable en
sistemas empotrados y en misiones de observación remota de la Tierra.
38 Capítulo 3. Hardware reconfigurable
3.1. Tecnología Reconfigurable
Las FPGAs consisten en una matriz de bloques lógicos (Logic Blocks
–LBs–) y una red de interconexión. La funcionalidad de los LBs y las cone-
xiones de la red de interconexión pueden modificarse mediante la descarga
de los bits de configuración en el hardware [BP02]. La configuración del
dispositivo se realiza empleando dispositivos anti–fuse [AGG+90] o bits de
memoria SRAM que controlan la configuración de los transistores [HCJ+90].
El primer modo de configuración tiene menor capacidad de reprogramación
mientras que la configuración mediante elementos de memoria SRAM es más
versátil admitiendo incluso reconfiguración dinámica y/o parcial.
La Figura 3.2 muestra la estructura interna simplificada de una FPGA.
A modo ilustrativo se ha elegido para la representación una distribución de
tipo isla empleada en varias familias de Xilinx. Existen otras arquitecturas
de interconexión como la basada en filas [Act97], sea–of–gates [Act01], je-
rárquica o estructuras en una única dimensión como las empleadas en Garp
[HW97], Chimaera [HFHK04] o NAPA [RLG+98].
Los LBs interconectados mediante esa red contienen típicamente uno o
varios circuitos combinacionales programables Look-Up Table (LUT), uno o
varios biestables, lógica adicional y las celdas de memoria SRAM requeridas
para la configuración de todos los elementos. Las tareas de entrada/salida se
realizan en la periferia del dispositivo, bien mediante LBs o disponiendo de
bloques específicos denominados Input–Output–Blocks (IOBs). Actualmente
se integran habitualmente otros elementos como son los bloques de memoria
RAM dedicada [Xil00], multiplicadores e incluso microprocesadores [Xil09].
Una de las clasificaciones más habituales del hardware reconfigurable se
realiza atendiendo a su granularidad. La granularidad de la lógica reconfigu-
rable se define como el tamaño de la menor unidad funcional que es tratada
por las herramientas de emplazamiento y rutado [BP02]. Las FPGAs (de
grano fino) disponen de elementos funcionales de pequeño tamaño, lo que las
dota de una mayor flexibilidad. Sin embargo, sufren retardos elevados cuando
se componen circuitos complejos. De forma típica son unidades funcionales
de 2 a 6 entradas y una única salida, lo que permite definir una función lógica
diferente para cada bit del sistema. El hardware reconfigurable con unidades
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Figura 3.2: Modelo genérico de una FPGA.
funcionales grandes se denomina de grano grueso, existiendo arquitecturas
como la Chameleon [Sys00] con elementos aritméticos de 32 bits o la Mor-
phosys compuesta por un componente reconfigurable, un procesador RISC
y una interfaz de memoria con un gran ancho de banda.
Con la integración de múltiples elementos arquitecturales (entendidos co-
mo procesadores, memoria e interfaces para periféricos) en FPGAs que dis-
ponen de una sección de lógica programable por el usuario surge el concepto
de Arquitecturas Híbridas [BP02].
El avance tecnológico que ha permitido la integración de sistemas en
un único dispositivo ha ido acompañado de diversa terminología, todavía
no normalizada, para designar a estos sistemas. A continuación se detallan
algunos de estos términos:
System–on–Chip (SoC): Circuito integrado formado por diversos
módulos VLSI con distinta funcionalidad que interconectados entre sí
ofrecen toda o casi toda la funcionalidad específica para una aplicación.
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System–on–Programable–Chip (SoPC): Se aplica este término
específicamente cuando el dispositivo utilizado para realizar el sistema
en un chip es reconfigurable. En los SoPC no se utiliza la capacidad de
reconfiguración dinámica que puedan disponer estos integrados, sino
únicamente las facilidades que ofrecen estos dispositivos en la fase de
desarrollo y posteriores actualizaciones del sistema.
Configurable-System-On-Programable-Chip (CSoPC): Con es-
te término se definen los sistemas SoPC en los que se hace uso de
la capacidad de reconfiguración de los mismos para aplicaciones de
Computación Reconfigurable. Pueden incluirse bajo la denominación
CSoPC tanto los sistemas que admiten diferente configuración estática
según ciertas condicionantes, como los que utilizan la reconfiguración
parcial dinámica para modificar en tiempo de ejecución una sección
hardware.
Multiprocessor–Configurable–System–On–Programable–Chip
(MCSoPC): Se aplica esta definición a los sistemas CSoPC que inclu-
yen varios procesadores que ejecutan software, funcionando de forma
simultánea.
Dentro de las distintas arquitecturas dinámicamente reconfigurables ac-
tuales, las FPGAs dominan ampliamente el mercado. La razón principal es
que se basan en una tecnología madura con muchos años de desarrollo y
sustentada por un amplio conjunto de herramientas de diseño.
3.2. Tipos de configuración
De forma general un dispositivo reconfigurable se configura cargando en
el mismo una secuencia de bits denominada bitstream. El modo de carga
varía según la interfaz que éste disponga. Las interfaces de configuración son
de tipo serie o paralelo. El tiempo de configuración es directamente propor-
cional al tamaño del bitstream. Las FPGAs tienen, en general, tiempos de
configuración mayores que los dispositivos de grano grueso debido al mayor
tamaño de sus bitstreams. Esto es debido a que tienen muchos elementos
para ser configurados.
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(a) Modelo estático (b) Modelo dinámico (c) Modelo parcial
y dinámico
Figura 3.3: Modelos de reconfiguración.
Tradicionalmente, las FPGAs se han utilizado para realizar una determi-
nada función en un único contexto, realizándose una configuración de todo el
dispositivo. En el caso de que se desee reconfigurar en tiempo de ejecución,
la reconfiguración de todo el dispositivo es un proceso lento y limitado. La
lógica que se va a reconfigurar debe parar la computación y continuar tras
la nueva configuración. La penalización impuesta por el tiempo de reconfi-
guración es importante [LCH00, RCGM07, RCG+08], haciendo en muchas
aplicaciones inviable la reconfiguración. A continuación se presentan breve-
mente los modelos de reconfiguración más representativos:
Reconfiguración estática: Implica parar el sistema y reiniciarlo con
una nueva configuración. Su utilidad se centra en los procesos de di-
seño (depuración) y en la actualización de sistemas. Cada aplicación
dispone de una configuración que se carga una vez tras el encendido. La
mayoría de los sistemas realizados en la actualidad con lógica reconfi-
gurable disponen de este tipo de reconfiguración, también denominada
reconfiguración en tiempo de compilación (en el proceso de diseño). La
Figura 3.3(a) sintetiza este modo de operación en el que tras la confi-
guración comienza la ejecución de la lógica configurada sin posibilidad
de una nueva carga.
Reconfiguración dinámica: Con el objetivo de obtener un equilibrio
entre velocidad de ejecución y área de silicio surge el modo de confi-
guración dinámico mediante el cual se modifica la lógica configurable
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(incluyendo el rutado) en tiempo de ejecución. La reconfiguración di-
námica se basa en el concepto de Hardware Virtual [And99] de forma
similar a la memoria virtual. Utilizando la capacidad de reprograma-
ción del dispositivo se cambian las configuraciones según se requieren
distintas computaciones, reduciendo de esta manera el área de circuito
necesaria.
La Figura 3.3(b) representa el modelo de reconfiguración dinámico. De
la computación realizada por la lógica configurada (ejecución) se ob-
tiene información que sirve para determinar la nueva configuración. En
el caso de que el sistema lo permita, se podría realizar la nueva confi-
guración mientras se mantiene la ejecución. En la práctica, la solución
más habitual es la de mantener deshabilitada la sección que se va a
reconfigurar mientras continúa la ejecución en la otra sección del dis-
positivo. Este modo de reconfiguración parcial dinámico se representa
en la Figura 3.3(c).
La reconfiguración dinámica tiene diversas variantes según el modo en el
que ésta se aplique. Las tres más representativas son:
Reconfiguración con contexto único: Corresponde con el modo
de configuración de las FPGAs que únicamente soportan un acceso
secuencial a la memoria de configuración. En el caso de realizar una
reconfiguración dinámica con estos dispositivos se sufren unas pena-
lizaciones temporales importantes debido a que cada intercambio de
funcionalidad requiere una reprogramación completa de los mismos. El
modelo de este modo se ha representado en la Figura 3.4(a). La con-
figuración entrante sustituye completamente a la que estaba aplicada
sobre la lógica configurable.
Reconfiguración multi-contexto: Los dispositivos que soportan es-
te tipo de reconfiguración tienen varios bits de memoria de configura-
ción para cada bit de los elementos configurables [TCJW97, DeH96].
En la Figura 3.4(b) se representa un modelo de estos dispositivos don-
de los bits de memoria pueden considerarse como múltiples planos de
información de configuración. Cada plano debe configurarse totalmen-
te, de igual forma que los de contexto único. Sin embargo, el cambio
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(a) Modelo contexto único
(b) Modelo multicontexto
(c) Modelo parcialmente reconfigurable
Figura 3.4: Modelos de configuración dinámica.
entre contextos se realiza de forma muy rápida, admitiéndose además
la carga de una nueva configuración en un plano no activo mientras
otro lo está. Destacar que las FPGAs con este tipo de reconfiguración
son teóricas, dado que se requiriría relicar un gran número de bits de
configuración, sin embargo, existen dispositivos de grano grueso que
utilizan este esquema de reconfiguración.
Reconfiguración parcial: Uno de los avances tecnológicos más im-
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portantes en el área de la reconfiguración consiste en la capacidad de
algunos dispositivos para admitir la modificación de parte de la configu-
ración mientras el resto del hardware sigue realizando la computación
de forma ininterrumpida.
La Figura 3.4(c) muestra este modelo de reconfiguración. En este caso
el plano de configuración funciona como una memoria RAM. De este
modo se pueden emplear las direcciones para especificar una determi-
nada localización que se desea reconfigurar. La reconfiguración parcial
dinámica también permite que se carguen configuraciones diferentes en
áreas no usadas del dispositivo con el fin de reducir la latencia en el
cambio de contexto, tal y como se propone en el trabajo [CRGM10].
Existen varias plataformas reconfigurables que soportan la reconfigura-
ción parcial como Chimaera [HFHK04], PipeRench [CPSS00], NAPA
[RLG+98], Xilinx Virtex [Xil03] y Altera Stratix V [Alt10]. Una va-
riante de la reconfiguración parcial realizada con el fin de reducir la
penalización por el tiempo necesario para la carga de los bitstreams
parciales es la reconfiguración pipeline. Este sistema está orientado a
computaciones de estilo datapath [Sch97a], donde se emplean más eta-
pas pipeline que las que caben simultáneamente en el hardware. El caso
mejor sería la situación en la que la ejecución de cada etapa comenzase
tras el instante de ser reconfigurada. En este caso la reconfiguración
de cada etapa se realizaría justo antes de comenzar a recibir el flujo de
datos [CLC+02].
Para aliviar la problemática de la penalización en tiempo impuesta por
el proceso de reconfiguración, se han investigado diversas tácticas. La pre-
carga de configuraciones [Hau98, RCGM07] es una de ellas. El objetivo en
este caso es cargar la configuración en el dispositivo con anticipación a que
ésta se requiera. El carácter especulativo de esta técnica fija la complejidad
de la misma en determinar con suficiente antelación cuál va a ser la siguien-
te configuración requerida. También la compresión de la configuración se
ha estudiado como una de las alternativas para la reducción del tiempo de
configuración [HLS98].
Otra alternativa abordada con el mismo fin es la del uso de caché de
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configuraciones en el dispositivo [CLC+02, PRMC07]. Al retener configura-
ciones en el integrado, se reduce la cantidad de información de configuración
transferida. Al igual que en las cachés de los procesadores de propósito ge-
neral, se aplican los conceptos de localidad temporal y espacial con el fin
de decidir qué configuraciones se mantienen y cuáles se eliminan cuando se
produce la reconfiguración. Decisiones incorrectas pueden producir el efecto
contrario al deseado, aumentando la penalización temporal producida por la
reconfiguración.
Finalmente en [CRGM10], se demuestra como una gestión eficiente de
la reconfiguración parcial puede ocultar la mayor parte de la latencia de
este proceso, incluso cuando se trabaja con aplicaciones muy dinámicas que
necesitan reconfiguraciones frecuentes.
3.3. Diseño con FPGAs mediante lenguajes de des-
cripción hardware
El proceso automático de diseño con diferentes tecnologías hardware es
conocido como síntesis de alto nivel y dentro de este contexto, se enmarca
el diseño con FPGAs. Un algoritmo o tarea debe ser descrito en un lenguaje
de alto nivel que esté directamente relacionado con elementos hardware para
su fácil traducción a un circuito. En los últimos 20 años se ha popularizado
y extendido el uso de los llamados lenguajes de descripción hardware (HDL,
Hardware Description Language), entre los cuales destacan Verilog [Ver08]
y VHDL [VHD06].
El primer paso para sintetizar una tarea a hardware es describir el al-
goritmo en alguno de los HDLs disponibles. El siguiente paso es determinar
qué tipo de bloques hardware son necesarios y cómo están conectados entre
sí y después, el tercer paso, consiste en asignar bloques básicos configurables
concretos de la FPGA (CLBs) y rutado de señales entre ellos. En el cuarto
paso del proceso se obtiene el mapa de bits de configuración necesario para
que los LBs utilizados en el diseño del circuito realicen cada uno la funcio-
nalidad necesaria. Por último, es necesario escribir dicho mapa de bits en
la memoria de configuración del dispositivo. La Figura 3.5 refleja el proceso
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Figura 3.5: Etapas de diseño con FPGAs.
explicado.
El VHDL (Very High Speed Integrate Circuit Hardware Description Lan-
guage), es un lenguaje de descripción y modelado diseñado para describir la
funcionalidad y la organización de sistemas hardware digitales, placas de
circuitos y componentes.
La finalidad del modelado es la simulación. La sintaxis amplia y flexible
del lenguaje VHDL permite tanto el modelado estructural como el modelado
funcional de circuitos. En el primer caso, se describe el circuito indicando los
componentes y las conexiones que lo componen (lo cual requiere un cono-
cimiento detallado del circuito). En el segundo caso, se describe el circuito
indicando lo que hace y cómo funciona, es decir, describiendo su comporta-
miento (sin necesidad de conocer su estructura interna).
Esta segunda metodología de modelado resulta muy interesante desde el
punto de vista del diseño de sistemas digitales. Más aún teniendo en cuenta
que hoy en día otra de las aplicaciones del lenguaje VHDL, con una gran
demanda de uso, es la síntesis automática de circuitos. En el proceso de sín-
tesis, se parte de una especificación de entrada con un determinado nivel
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de abstracción, y se desciende verticalmente por los niveles de la jerarquía
de diseño hasta llegar a una implementación más detallada, menos abstrac-
ta. Puesto que el VHDL fue inicialmente concebido para el modelado de
sistemas digitales, su utilización en síntesis no es inmediata. Sin embargo,
la sofisticación de las actuales herramientas de síntesis es tal que permiten
implementar diseños especificados en un alto nivel de abstracción.
Así pues, VHDL permite diseñar, modelar y comprobar un sistema desde
un alto nivel de abstracción hasta el nivel de definición estructural de puertas
lógicas. Al estar basado en un estándar (IEEE Std. 1076-1987) reduce los
errores de comunicación y los problemas de compatibilidad. Finalmente, dada
su modularidad, permite dividir o descomponer un diseño hardware y su
descripción VHDL en unidades más pequeñas.
Los componentes de un proyecto VHDL son los siguientes:
Entity: Es el más básico de los bloques de construcción en un diseño.
Una entidad VHDL especifica el nombre de la entidad, sus puertos, e
información relacionada con ella. Todos los diseños son creados usando
una o varias entidades. La entidad describe la interfaz en el modelo
VHDL.
Architecture: La arquitectura describe la funcionalidad esencial de la
entidad y contiene los estados que modelan el funcionamiento de ésta.
Una entidad puede tener varias arquitecturas.
Configuration: Permite unir la instancia de un componente a la pa-
reja entidad–arquitectura. Describe el comportamiento a utilizar para
cada entidad.
Package: Es una colección de los tipos de datos y subprogramas usados
comúnmente en un diseño. Las librerías forman parte de los packages.
3.4. Ventajas e inconvenientes de las FPGAs
A pesar de que no carecen de inconvenientes, las características de estos
dispositivos los han convertido en la actualidad en una solución equilibrada
para las demandas actuales de los sistemas de computación.
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3.4.1. Ventajas
A continuación pasamos a enumerar la lista de los beneficios de utilizar
FPGAs para computación de propósito general.
Aumento de la velocidad de procesamiento: ya que con las FPGAs
podemos obtener mejores tiempos de ejecución gracias a dos factores:
1. Procesamiento hardware: la velocidad de ejecución de un cir-
cuito hardware específicamente diseñado para realizar una tarea
es habitualmente mayor que la de un código software de alto nivel
ejecutado en un procesador de propósito general. Esto se debe a
que el circuito hardware sólo realiza las operaciones necesarias e
incluye una ruta de datos a medida, mientras que un procesador
convencional debe realizar los cálculos a partir de su repertorio de
instrucciones, utilizando una ruta de datos que no esta optimizada
para la tarea en cuestión.
2. Explotación de paralelismo: la posibilidad de descomponer
una aplicación en tareas o subtareas y de explotar el paralelismo
es una realidad en las FPGAs, ya que diferentes tareas pueden
ser ejecutadas simultáneamente en el dispositivo si se dispone de
suficientes elementos básicos para configurar los circuitos simul-
táneamente. La multitarea hardware también es factible en los
dispositivos actuales, gracias a las técnicas de diseño modular.
Reducción de consumo: ya que se pueden aplicar técnicas que evitan
el consumo de energía innecesario, combinadas con otros factores:
1. Avances en la tecnología: el consumo de las FPGAs ha ido
disminuyendo desde su aparición en el mercado, alcanzando unos
niveles muy aceptables en el presente. Asimismo existen ya pro-
puestas de novedosas tecnologías que podrían fabricarse en un fu-
turo cercano y que según los resultados presentados por [BTAS07]
consumen hasta 25 veces menos que un circuito reconfigurable fa-
bricado con tecnología CMOS. Actualmente, Xilinx y Altera fa-
brican FPGAs utilizando una tecnología de 28 nm.
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2. Eficiencia de diseño: debido a la gestión multitarea, solamente
aquellas partes de una aplicación que se necesiten en cada mo-
mento estarán siendo ejecutadas en el dispositivo, y por tanto se
reduce el consumo al mínimo necesario para la ejecución de una
aplicación en cada momento. Además, al tratarse de diseños he-
chos a medida, sólo se realizan los cálculos necesarios (desaparece,
por ejemplo, la necesidad de buscar y decodificar instrucciones),
y con unidades dimensionadas para el tamaño del problema.
Flexibilidad: la posibilidad de reconfigurar los elementos básicos, por
partes o en su totalidad, dota a los diseños realizados sobre FPGAs de
la flexibilidad necesaria para adaptarse a bajo coste a un mercado que
cambia con rapidez.
Coste: el aumento en la popularidad de las FPGAs y los avances en la
tecnología de fabricación han permitido que los precios de estos disposi-
tivos para grandes tiradas bajen también a una velocidad que empieza
a ser competitiva con respecto a otros dispositivos tradicionales.
A todas estas ventajas podemos sumarle la aparición de herramientas y
entornos de desarrollo cada vez más completos y documentados para trabajar
con estos dispositivos.
3.4.2. Inconvenientes
Aunque los puntos a favor de utilizar FPGAs son muchos y están sólida-
mente probados por la literatura, existen sin embargo dos aspectos impor-
tantes a tener en cuenta a la hora de su utilización:
Rutado de señales: El rutado obtenido a partir de una compila-
ción automática no es el óptimo y suele ser necesaria una revisión por
parte del diseñador y la realización de algunos retoques manuales. No
obstante, los fabricantes de FPGAs conocen esta dificultad y están
trabajando para ofrecer al mercado arquitecturas de FPGAs donde se
mejoren las posibilidades de conexión entre celdas lógicas. Algunos au-
tores han propuesto ya diseños en 3D [DWM+05], que ofrecen grandes
posibilidades en este aspecto.
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Tiempo de reconfiguración: una de las críticas más usuales al uso de
FPGAs dinámicamente reconfigurables para ejecución multitarea hard-
ware es el elevado tiempo de reconfiguración del dispositivo o partes de
él. Este tiempo está en la actualidad en el orden de los milisegundos y
es proporcional al área de dispositivo reconfigurada (tamaño del mapa
de bits de configuración). Puesto que representa el cuello de botella
real de los sistemas multitarea hardware, encontramos pruebas de los
numerosos esfuerzos dirigidos a mejorar este aspecto, que pasamos a
comentar:
• Investigación de nuevas tecnologías: tal es el caso de [WK07],
que han implementado una matriz de puertas dinámicamente re-
configurable con tecnología óptica y tiempos de reconfiguración
del orden de los nanosegundos.
• Propuestas de nuevas arquitecturas para FPGAs: las pro-
puestas de arquitecturas multicontexto, que permiten cargar una
nueva configuración en el chip mientras todavía se está ejecutando
una tarea en él, permitirían mejorar la velocidad de reconfigura-
ción, directamente ligada a la lectura del mapa de bits de memoria
y su escritura en la FPGA. En trabajos como [MM06] se ha in-
vestigado en esta línea.
• Desarrollo de técnicas de reconfiguración: especialmente di-
señadas para minimizar el tiempo de reconfiguración. En [LH00]
se presentan técnicas de compresión del mapa de bits de configura-
ción y en [LCH00] se ha propuesto utilizar caches para guardarlos
y con ello acelerar el proceso de escritura del mapa de bits en la
FPGA, así como en [RMC05, CRGM10], donde se han desarrolla-
do técnicas de pre-búsqueda de mapas de configuraciones basadas
en una correcta planificación de los módulos a reconfigurar.
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3.5. Hardware reconfigurable en sistemas empotra-
dos
El hardware reconfigurable proporciona un medio flexible para implemen-
tar circuitos. Este tipo de recursos hardware son configurables (y en general
reconfigurables) después de la fabricación, lo que proporciona una base sim-
ple de diseño hardware para implementar una enorme variedad de circuitos
[GRM+10, GOR09, OGR10].
Los sistemas empotrados tienen a menudo mayores exigencias de ren-
dimiento y consumo de energía, lo que lleva a los diseñadores a incorpo-
rar hardware de propósito específico en sus diseños. Las implementaciones
hardware dedicadas evitan la penalización de la ejecución de una instruc-
ción (búsqueda/decodificación/ejecución) software tradicional, y utilizan los
recursos espaciales para aumentar el paralelismo. En muchas aplicaciones
empotradas, tales como multimedia, codificación, comunicación inalámbrica
y otros, encontramos cálculos altamente paralelos que se adaptan bien a una
implementación en hardware y representan una fracción significativa de la
computación total que requiere el sistema [LSL+99, KGV04].
Lamentablemente, la implementación de circuitos integrados específicos
para un aplicación (ASIC) no es viable o deseable para todos los circuitos.
Un problema clave es que los costes de ingeniería de los ASICs se han in-
crementado drásticamente. Un conjunto de máscaras para un ASIC con una
tecnología de 90 nm costaba aproximadamente un millón de dólares en 2003
[PKP+03]. Anteriormente, el uso de FPGAs como sustitutos de los ASIC
sólo era rentable en aplicaciones de baja tirada. Las FPGAs tienen altos cos-
tes por unidad, que son esencialmente una amortización de los costes de la
ingeniería de la FPGA sobre todos los usuarios de estos chips. Sin embargo,
como el coste de ingeniería en ASIC aumenta y las FPGAs se venden en ma-
yor volumen, el coste por unidad de los ASICs empieza a superar el coste por
unidad de las FPGAs para aplicaciones de mayor demanda, desplazando el
equilibrio hacia el lado de las FPGAs [Act05]. Sobre todo teniendo en cuenta
la flexibilidad del hardware reconfigurable para dar cabida a nuevos circuitos
para la corrección de errores, actualizaciones en el protocolo implementado
o nuevos avances, la cara tecnología del diseño fijo en ASIC se vuelve menos
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atractiva.
Además, los dispositivos tradicionalmente clasificados como sistemas em-
potrados, como las PDAs (Personal Digital Assistants) y teléfonos móviles,
son cada vez más polivalentes. Estos sistemas pueden implementar un con-
junto muy diverso de aplicaciones que requieren las ventajas de rendimiento
y consumo de una implementación hardware, tales como las comunicacio-
nes inalámbricas, criptografía y audio/vídeo digital. Incluir un acelerador
hardware fijo a medida para cada tipo de aplicación posible es en general
imposible, sobre todo si una o más de las aplicaciones se desconocen en
tiempo de diseño. El hardware reconfigurable puede actuar como un acelera-
dor hardware “general”, implementando una gran variedad de computaciones
dentro de las aplicaciones o implementándolas en su totalidad. Las secciones
con cálculo intensivo se pueden ubicar en el hardware según sean necesarias,
y posteriormente pueden reemplazarse para dejar sitio para otros cálculos.
La Figura 3.6 ilustra un caso donde, después de completarse los cálculos A
y B, pueden ser sustituidos por el cálculo de D, potencialmente mientras el
cómputo deC aún se está ejecutando. En efecto, la reconfiguración en tiempo
de ejecución permite al hardware reconfigurable actuar como un acelerador
hardware virtual, con capacidades y habilidades más allá de su estructura
física. Los principales fabricantes de FPGAs están desarrollando platafor-
mas similares a la de la figura con uno o varios procesadores integrados en
el mismo chip que la FPGA.
El funcionamiento a baja potencia es fundamental en muchos sistemas
empotrados para alargar la vida de la batería, reducir los costes de operación
e incluso mejorar la fiabilidad [Moy01]. Los cálculos realizados en hardware
reconfigurable a menudo disipan menos energía que un software equivalente
ejecutado en un procesador empotrado, ya que normalmente se pueden im-
plementar con frecuencias de reloj más bajas y evitar la sobrecarga asociada
a las instrucciones individuales búsqueda, decodificación, emisión y escritura
[ASI+98, MMF98, TB01, LTC03, RSH05]. Sin embargo, tienen una mayor
disipación de potencia que las soluciones ASIC fijas [TB01, KR06], princi-
palmente debido al exceso de interconexiones que se incluyen en las FPGAs.
La flexibilidad del hardware reconfigurable también se puede utilizar pa-
ra aumentar la tolerancia a fallos de los diseños. Este tipo de dispositivos
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(a) Implementación (b) Ejecución de las (c) Ejecución de la
hardware de secciones tareas A, B y C. tarea D tras la
intensivas de cálculo. finalización de A y B
Figura 3.6: Codiseño hardware–software en FPGA.
puede ser reconfigurado para evitar fallos hardware [Lap05], como resultado
de la fabricación o del medio ambiente. La lógica reconfigurable extra en un
diseño se puede utilizar como sustituta en el caso de que se produzca un fallo
en un recurso no reconfigurable [ST04]. La nueva configuración, puede ser
incluso actualizada de forma remota [Lap05, Bra01] para evitar incomodar a
los consumidores o permitir actualizar un dispositivo que no puede ser física-
mente accesible (sistemas desplegados en el espacio, en el fondo del océano,
o en otros lugares remotos o peligrosos). La tolerancia a fallos del hardwa-
re reconfigurable, incluso se puede extender a fallos de diseño, permitiendo
corrección de errores o mejoras para nuevos estándares lo que aumentará la
vida útil del dispositivo.
La reconfiguración hardware en tiempo de ejecución permite que se ace-
leren en hardware un mayor número de cálculos que de cualquier otra ma-
nera, pero introduce una penalización de reconfiguración ya que se deben
cargar los nuevos valores en la SRAM de configuración en cada reconfigu-
ración. Para chips de FPGA, este proceso puede tardar del orden de mi-
lisegundos [GVPR04], posiblemente eclipsando los beneficios de la compu-
tación hardware. Técnicas tales como la precarga [LH02] o la planificación
[CGRM08] pueden reducir la penalización de reconfiguración mediante la
predicción de las configuraciones necesarias y la carga por adelantado, así
como la retención de configuraciones (en un dispositivo parcialmente re-
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configurable) que puedan ser necesarias en el futuro próximo [CRGM10].
Si el funcionamiento del sistema está bien definido y es conocido de ante-
mano, la partición temporal y la programación estática pueden ser suficientes
[MKB+99, PB99]. Para otros sistemas, el método más sencillo es cargar con-
figuraciones a medida que se necesitan, eliminando una o más configuraciones
del hardware reconfigurable si es necesario para liberar recursos suficientes
[Arn05, LCH00, Bre96, RDVC05].
En la siguiente sección, se expondrán en detalle las ventajas de utilizar
hardware reconfigurable en misiones de observación remota de la Tierra.
3.6. Hardware reconfigurable en misiones de obser-
vación remota
El coste para bajas tiradas, el rendimento y la flexibilidad hacen que
el hardware reconfigurable sea especialmente útil en aplicaciones espaciales,
donde se han utilizado para varias misiones, incluidas las Mars Pathfinder y
Mars Surveyor [RSBK01, KAT+03]. Estos dispositivos pueden ser reconfigu-
rados para añadir funcionalidad, actualizando así los objetivos de la misión,
o corregir errores de diseño sin necesidad de una misión espacial para su re-
paración. Las naves espaciales requieren dispositivos especiales resistentes a
la radiación que no se fabrican en el mismo volumen (debido al mayor coste
y menor demanda) que los microchips estándar, lo que lleva a los diseñadores
a incorporar la funcionalidad de muchos componentes discretos diferentes en
una o unas pocas FPGAs endurecidas para radiación.
Futuras misiones de observación remota de la Tierra, como las mostradas
en la Tabla 2.1, requerirán importantes avances tecnológicos para lograr al-
tas tasas de procesamiento de datos. Por ejemplo, recientes estudios internos
del Jet Propulsion Laboratory de la NASA, estiman que se puede esperar un
volumen de 1 a 5 terabytes de datos en bruto (sin comprimir) al día de los ins-
trumentos de imagen futuros como HyspIRI. Como resultado, será necesaria
la implementación eficiente de algoritmos de procesamiento a bordo con el fin
de disminuir drásticamente el volumen de datos a transmitir entre los satéli-
tes y las estaciones terrestres existentes. La tendencia en el diseño de módulos
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hardware para las misiones de observación remota de la Tierra ha sido el uso
de dispositivos hardware con reducidas dimensiones y coste, pero flexibles
y con gran potencia de cálculo [ND99, FBC+03]. El procesamiento a bordo
permite una buena reutilización de los costosos recursos hardware. Además,
permite la toma de decisiones autónomas a bordo que pueden reducir po-
tencialmente el retardo entre la captura de imágenes, el análisis y la acción
correspondiente. La implementación de algoritmos de procesamiento a bordo
para llevar a cabo la reducción de datos puede disminuir drásticamente las
tasas de transmisión de datos. Sin embargo, muchos sistemas disponibles se
caracterizan por su alto consumo de energía, coste, y el requisito de tarjetas
de interfaz adicionales. Una alternativa interesante es incluir las reciente-
mente desarrolladas FPGAs híbridas, como la Xilinx Virtex-6 y Virtex-7.
Estas FPGAs no sólo incluyen un mayor área hardware para implementar
aceleradores específicos, además incluyen procesadores y recursos de memo-
ria empotrados. Esta opción ofrece una versatilidad en el funcionamiento de
diversas aplicaciones software en procesadores empotrados, aprovechando los
recursos de hardware reconfigurable, todos ellos dentro del mismo circuito
integrado. Estos sistemas hardware/software estrechamente acoplados com-
binan la flexibilidad de los microprocesadores tradicionales con la potencia
y el rendimiento de las implementaciones hardware a medida, dando lugar
a nuevas arquitecturas para misiones de observación remota de la Tierra.
Existen al menos tres compañías que han desarrollado sistemas con micro-
procesadores de 8 y 32 bits junto con una parte del circuito integrado que
contiene lógica reconfigurable [Tri98, Alt05, Xil09]. La ventaja de esta confi-
guración es que el retardo en la comunicación entre el procesador empotrado
y la lógica reconfigurable asociada se reduce gracias a la aparición de buses
internos. También tiene la ventaja de que el consumo de energía y el cableado
externo de entrada/salida se reducen significativamente.
Cabe señalar que los sistemas de observación remota de la Tierra actuales
utilizan ampliamente microprocesadores empotrados y periféricos hardware
dedicados. Existe mucha flexibilidad en este tipo de sistemas, pero esta fle-
xibilidad está limitada a la parte software del diseño mientras que la parte
hardware permanece inalterable desde el momento de su fabricación. Desafor-
tunadamente, la naturaleza de los microprocesadores empotrados es secuen-
cial y emplean mucho tiempo simplemente moviendo datos de un sitio a otro
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y no realizando cálculos útiles. El hardware reconfigurable permite alcanzar
el grado de flexibilidad necesaria para evitar este cuello de botella. Median-
te el empleo de hardware reconfigurable es posible aplicar la mayor parte
de la flexibilidad que se limitaba formalmente sólo al desarrollo software, a
recursos hardware altamente paralelos. La idea es que las FPGAs pueden
ser reconfiguradas en vuelo. Esta aproximación se denomina particionado
temporal [TMS+03, RSMM06] o reconfiguración en tiempo real [RCG+08].
Básicamente, la FPGA (o una región de la FPGA) ejecuta una serie de ta-
reas unas detrás de otras mediante reconfiguración entre tareas [CGRM10].
El proceso de reconfiguración actualiza la funcionalidad implementada en
la FPGA, y una nueva tarea puede ser ejecutada. Esta aproximación mul-
tiplexada en el tiempo permite la reducción de los componentes hardware
a bordo ya que, un simple módulo reconfigurable puede reemplazar muchos
periféricos hardware llevando a cabo distintas funcionalidades durante las
diferentes fases de la misión.
Tal y como se ha explicado anteriormente, la flexibilidad ofrecida por el
hardware reconfigurable puede ser utilizada también para modificar la fun-
cionalidad del instrumento del satélite durante el vuelo, o para recuperarse
automáticamente de un mal funcionamiento. Por otra parte, el ciclo de di-
seño hardware en FPGAs es mucho más corto que en circuitos integrados,
principalmente porque el diseño se puede probar en la plataforma de destino
desde los primeros pasos del proceso de diseño, evitando así un complejo
proceso de fabricación de chips. Otro resultado importante de la compu-
tación reconfigurable es la posibilidad de conseguir procesamiento en tiempo
real. Esto se debe a que puede proporcionar un mecanismo para la ejecución
determinista. Muchos de los módulos hardware asociados con modernos mi-
crocontroladores empotrados (tales como los asociados con el procesamiento
de interrupciones y operaciones de cache de memoria) tienen una naturaleza
altamente indeterminista. Este comportamiento indeterminista compromete
la garantía de que todas las restricciones temporales sean siempre satisfechas.
La incorporación de hardware reconfigurable da al diseñador de sistemas de
observación remota de la Tierra flexibilidad adicional que podría utilizarse
para asignar muchas aplicaciones de tiempo crítico a un hardware propio,
haciendo que estas funciones sean más independientes de las operaciones
indeterministas.
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Tabla 3.1: Listado de algunas FPGAs de Xilinx certificadas para misiones
espaciales [Xil].
FPGA Slices Logic CLB Block PowerPC
Cells Flip–Flops RAM (Kb)
XQR5VFX130 20.480 130.000 81.920 10.728 –
XQR4VLX200 89.088 200.448 178.176 6.048 –
XQR4VFX60 25.280 56.880 50.560 4.176 2
XQR4VFX140 63.168 142.128 126.336 9.936 2
XQR2V3000 14.336 32.256 28.672 1.728 –
Por otra parte, los instrumentos basados en satélites, tan sólo pueden
incluir circuitos integrados que hayan sido certificados para funcionar en el
espacio. Esto se debe a que los sistemas utilizados en el espacio deben fun-
cionar en un entorno en el que los efectos de radiación tienen un impacto
adverso sobre el funcionamiento del circuito integrado [Tho]. La radiación
ionizante puede causar errores en las celdas estáticas que se utilizan para
almacenar los datos de configuración. Esto afectará a la funcionalidad del
circuito y podría provocar un fallo del sistema. Por ello, se requieren FPGAs
especiales que proporcionan circuitos de detección de errores y de corrección.
Recientemente, han aparecido FPGAs de alta velocidad con una densidad
de millones de puertas para apoyar las necesidades de alto rendimiento para
aplicaciones de observación remota de la Tierra. De hecho, las FPGAs endu-
recidas a radiación están siendo muy demandadas para aplicaciones militares
y espaciales. Por ejemplo, empresas como Actel Corporation1 o Xilinx2 han
fabricado FPGAs tolerantes a la radiación durante varios años, destinadas a
sistemas de alta fiabilidad en vuelo espacial. Las FPGAs de Actel han estado
a bordo en más de 100 lanzamientos y las FPGAs de Xilinx se han utilizado
en más de 50 misiones [Tho]. En este trabajo de Tesis Doctoral, se utili-
za una FPGA Xilinx Virtex-II Pro XC2VP30 y una FPGA Xilinx Virtex-4
XC4VFX60 como arquitecturas de referencia, porque son similares a otras
FPGAs de Xilinx que han sido certificadas para aplicaciones espaciales (ver
Tabla 3.1). Están basadas en las mismas arquitecturas por lo que portar





Algoritmo Pixel Purity Index
(PPI)
Si bien buscas, encontrarás.
Platón
Tal y como se vió en el Capítulo 2 dedicado al análisis hiperespectral,
el análisis de mezclas espectral ha sido una atractiva meta explorada desde
los primeros días de la imaginería hiperespectral hasta nuestros días, debido
principalmente a que los espectros captados en ambientes naturales son inevi-
tablemente una mezcla de los distintos materiales que se encuentran dentro
de la extensión espacial visualizada por el sensor hiperespectral. Una técnica
estándar para el análisis espectral de mezclas es el desmezclado espectral,
que comprende dos etapas: 1) extracción de endmembers, y 2) estimación de
la abundancia de dichos endmembers a nivel subpíxel. La correcta búsqueda
del conjunto de endmembers determinará el error cometido en la estimación
de abundancias, por lo que resulta imprencindible seleccionar el conjunto de
endmembers más adecuado.
El algoritmo pixel purity index (PPI) [Boa93] se emplea ampliamente en
el análisis de imágenes hiperespectrales para la extracción de endmembers
debido a su disponibilidad en el software comercial Environment for Vi-
59
60 Capítulo 4. Algoritmo Pixel Purity Index (PPI)
sualizing Images (ENVI) de ITT Visual Information Solutions (ITTVIS)1,
desarrollado originalmente por Analytical Imaging and Geophysics (AIGs)2.
El algoritmo busca un conjunto de vértices de una envolvente convexa en
el conjunto de datos dado, suponiendo que son firmas puras presentes en
los datos. Debido a los derechos de propiedad y a los limitados resultados
publicados, los detalles de su implementación nunca se han dado a conocer.
Por lo tanto, la mayoría de las personas que utilizan el algoritmo PPI para la
extracción de endmembers o bien recurren al software ENVI o implementan
sus propias versiones del algoritmo basadas en la información disponible en
la literatura. El procedimiento general del algoritmo PPI se puede resumir
de la siguiente manera [PC06].
1. En primer lugar, se calcula el índice de pureza para cada píxel f del
cubo de datos hiperespectral de entrada F mediante la generación de
K vectores aleatorios N -dimensionales, llamados skewers.
2. Entonces, se proyecta cada uno de los píxeles f de la imagen hiperespec-
tral de entrada sobre el conjunto de skewers {skewerj}Kj=1 generados
anteriormente, y se identifican los píxeles extremos en la dirección de-
finida por cada skewer (ver Figura 4.1). Después de calcular un gran
número de proyecciones sobre distintos skewers aleatorios, los píxeles
que han sido seleccionados como extremos en varias ocasiones duran-
te el proceso se identifican y se colocan en una lista de candidatos a
endmembers.
3. Los espectros de los potenciales endmembers se cargan en una herra-
mienta interactiva (como el visualizador N -dimensional disponible en
ENVI) y se rotan hasta que visualmente se identifican el número desea-
do de endmembers como píxeles extremos de la nube de datos.
El algoritmo PPI presenta varias limitaciones [CP06]. La primera y más
importante, es que el algoritmo es muy sensible al parámetro K, que denota
el número de skewers. Dado que los skewers se generan de manera aleatoria,
generalmente se requiere un gran número de proyecciones sobre skewers, a
1http://www.ittvis.com
2Research Systems, ENVI User’s Guide. Boulder, CO: Research Systems, Inc., 2001
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Figura 4.1: Ejemplo básico que ilustra el funcionamiento del algoritmo de
extracción de endmembers PPI en un espacio de 2 dimensiones.
fin de llegar a obtener un conjunto de endmembers satisfactorio en términos
de pureza de las firmas. Los investigadores recomiendan utilizar el mayor nú-
mero de skewers aleatorios posible con el fin de obtener resultados óptimos
[Boa93]. Como consecuencia, el algoritmo PPI sólo puede garantizar producir
resultados óptimos asintóticamente y su complejidad computacional es muy
alta, por lo que se requiere una implementación eficiente. Otra carencia del
algoritmo PPI es la necesidad de una herramienta interactiva para llevar a
cabo la selección final de endmembers. Una alternativa es mantener los píxe-
les que han sido seleccionados por encima de un umbral predefinido y luego
eliminar automáticamente endmembers con espectros redundantes [CP06].
Esto último, se aborda generalmente como una etapa de posprocesamiento
externo al algoritmo.
En este capítulo, se presenta un diseño para la implementación en FPGA
del algoritmo PPI. Se han escogido las FPGAs Virtex–II Pro XC2VP30
y Virtex–4 XC4VFX60 de Xilinx como arquitecturas representativas para
demostrar el rendimiento de la implementación propuesta ya que, existen
FPGAs endurecidas para radiación con las mismas arquitecturas y áreas si-
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milares que han sido certificadas para aplicaciones de observación remota
de la Tierra por varias agencias internacionales [Xil]. El diseño en forma de
array sistólico incluye un DMA e implementa una técnica de prebúsqueda
para reducir las penalizaciones debidas a las comunicaciones de entrada/sa-
lida (E/S). Además, se ha incluido un módulo hardware para la generación
de números aleatorios. La implementación propuesta ha sido validada uti-
lizando imágenes hiperespectrales reales captadas por el Airborne Visible
Infra–Red Imaging Spectrometer (AVIRIS) de la NASA sobre la región mi-
nera de Cuprite en Nevada y sobre la reserva biológica de Jasper Ridge en
California, y la captada por el satélite EO–1 Hyperion a lo largo del mis-
mo distrito minero de Cuprite, al igual que la citada escena AVIRIS. Los
resultados experimentales revelan que el sistema hardware propuesto es fá-
cilmente escalable y es capaz de proporcionar resultados precisos con un
tamaño compacto alcanzando un gran rendimiento, lo que convierte al siste-
ma reconfigurable propuesto en atractivo para el procesamiento a bordo de
imágenes hiperespectrales.
4.1. Descripción del algoritmo
Dado que los detalles de la secuencia de pasos específicos para imple-
mentar el algoritmo PPI del software ENVI son desconocidos, el algoritmo
PPI descrito a continuación se basa en los limitados resultados publicados
y en nuestra propia interpretación [CP06]. Sin embargo, excepto un paso
final supervisado (incluido en ENVI) que es reemplazado por el paso 4, la
aproximación propuesta y el algoritmo PPI de ENVI 4.0 producen resultados
muy similares. Las entradas del algoritmo son un cubo de datos hiperespec-
tral F con N dimensiones; el número de skewers aleatorios que deben ser
generados durante el proceso, K ; y un valor umbral de corte, tv, utilizado
para seleccionar como endmembers finales sólo aquellos píxeles que han sido
seleccionados como píxeles extremos al menos tv veces durante el proceso
PPI.
El algoritmo consta de los siguientes pasos:
1. Generación de skewers. Produce un conjunto de K vectores unitarios
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generados aleatoriamente {skewerj}Kj=1.
2. Cálculo de proyecciones. Para cada skewerj , j = {1, · · · ,K}, todos los
píxeles fi del conjunto original de datos F se proyectan en el skewerj
mediante dot–products (productos escalares) de |fi · skewerj | para en-
contrar los píxeles de la muestra que son extremos (máximo y mínimo),
formando así un conjunto de extremos para el skewerj que represen-
tamos por Sextremos(skewerj). A pesar del hecho, de que diferentes
skewers generen un conjunto distinto de extremos, es muy probable
que algunos píxeles de la muestra aparezcan en más de un conjunto de
extremos. Para tener en cuenta esto, se define la función IS(x), para




1 si x ∈ S
0 si x /∈ S
}
(4.1)
3. Cálculo de la puntuación PPI. Utilizando la función siguiente, se cal-
cula la puntuación PPI asociada a cada píxel fi (número de veces que





4. Selección de endmembers. Encontrar los píxeles que tengan una pun-
tuación NPPI(fi) que esté por encima de tv y etiquetarlos como end-
members.
La parte del algoritmo PPI que más tiempo consume es el paso 2 (cálculo
de proyecciones). Por ejemplo, ejecutar este paso en una imagen hiperespec-
tral con 614 x 512 píxeles (el número estándar de píxeles producido por el
instrumento AVIRIS de la NASA en un sólo frame), cada uno con 224 ban-
das espectrales, y utilizando K = 400 skewers requiere el cálculo de más de
2 x 1011 operaciones de multiplicación/acumulación (MAC), lo que supone,
unas pocas horas de cálculo ininterrumpido en un procesador a 500 MHz
con 256 MBytes de SDRAM [LFDW99, LTS+02]. En [VPVRP05], se mues-
tra otro ejemplo en el que el algoritmo PPI disponible en la versión ENVI
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4.0 requirió más de 50 minutos de cálculos para proyectar todos los píxeles
de la imagen hiperespectral, del tamaño mencionado, en 104 skewers en un
PC con un procesador AMD Ahtlon 2.6 GHz y una RAM de 512 MB.
Afortunadamente, el algoritmo PPI es muy adecuado para ser paraleli-
zado. El cálculo de las proyecciones de los píxeles en los skewers son inde-
pendientes y pueden ser ejecutados simultáneamente, dando lugar a diversas
formas de paralelización. En [LTS+00], se proponen dos arquitecturas pa-
ralelas para la implementación del algoritmo PPI. Ambas se basan en un
procesador vectorial 2-D firmemente conectado a una memoria de unos po-
cos bancos. Mediante la implementación del algoritmo en FPGA en la placa
Wildforce (4 Xilinx XC4036EX más 4 bancos de memoria de 512 KBytes)
se obtiene un speedup de 80 con respecto a la implementación del algoritmo
en el lenguaje C y ejecutado en un único procesador a 450 MHz. Sin embar-
go, este diseño está adaptado a la placa Wildforce y no puede reutilizarse
para otra placa sin realizar grandes modificaciones. En [CP06], se presenta
un método iterativo PPI rápido (FPPI). La implementación en Matlab del
algoritmo FPPI fue más de 24 veces más rápida que el algoritmo PPI del
software comercial ENVI 4.0 en el mismo entorno computacional, mientras
que la implementación basada en FPGA mostró un aumento significativo en
el rendimiento con respecto a las dos versiones software consideradas debido
a la implementación hardware de bajo nivel. Si bien se ha demostrado la
eficacia de una implementación hardware en una placa reconfigurable, estas
soluciones no son escalables.
La implementación en FPGA que se presenta en la siguiente sección tiene
por objetivo superar estos inconvenientes. En primer lugar, la arquitectura
especificada se puede adaptar fácilmente a diferentes plataformas. En segun-
do lugar, la arquitectura propuesta es escalable en función de la cantidad de
recursos disponibles, ya que los recursos necesarios crecen proporcionalmente
con el número de skewers y el ciclo de reloj permanece constante.
4.2. Implementación en FPGA
Esta sección se organiza en los siguientes dos apartados. En el primero
de ellos, el apartado 4.2.1, se ofrece un estudio de las distintas estrategias de
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paralelización posibles para el algoritmo PPI y se establece así, el diseño a
seguir. El segundo, el apartado 4.2.2, describe la implementación basada en
el criterio de diseño del apartado anterior, explicando el funcionamiento de
cada módulo hardware diseñado.
4.2.1. Estrategias de paralelización para el algoritmo PPI
En el paso que más tiempo consume del algoritmo PPI (cálculo de pro-
yecciones), se calculan un gran número de dot–products y todos ellos pueden
calcularse simultáneamente, dando lugar a diversas formas de paralelización.
Si consideramos la unidad dot–product (dp) mostrada en la Figura 4.2(a)
como base para la ejecución en paralelo, entonces podemos paralelizar por
píxeles (ver Figura 4.2(b)), por skewers (ver Figura 4.2(c)), o por skewers
y píxeles (ver Figura 4.2(d)). Si paralelizamos la ejecución por píxeles, se
requiere hardware adicional para comparar todos los máximos y mínimos
entre ellos. A medida que aumentamos el número de cálculos en paralelo, se
requiere mayor área para calcular los máximos/mínimos y el camino crítico
aumenta (menor frecuencia). Otra posible forma de paralelización es calcular
K dot–products simultáneamente para el mismo píxel, donde K es el núme-
ro de skewers (ver Figura 4.2(c)). Si aumentamos el número de skewers, el
área requerida crecerá proporcionalmente con el número de unidades dot–
product y el ciclo de reloj se mantendrá constante. Por último, la estrategia
de paralelización de la Figura 4.2(d) es una solución mixta que no propor-
ciona ninguna ventaja adicional con respecto a la paralelización por skewers
y tiene los mismos problemas que la paralelización por píxeles.
Teniendo en cuenta lo expuesto anteriormente, en este trabajo se ha se-
leccionado la estrategia de paralelización por skewers. A parte de las ventajas
mencionadas con respecto a otras posibles estrategias, otra de las razones pa-
ra esta elección es que esta estrategia se adecua bien a cómo llegan los datos
de la imagen al sistema. Nuestro objetivo es hacer un procesamiento a bordo
de las imágenes hiperespectrales y hay que tener en cuenta que los sensores
hiperespectrales capturan los datos de la imagen píxel a píxel. Por lo tanto,
la paralelización basada en skewers es la que mejor se ajusta al mecanismo
de entrada de datos donde cada píxel puede ser procesado inmediatamente
después de haber sido recogido por el sensor. En concreto, nuestro sistema
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Figura 4.2: Estrategias de paralelización para el algoritmo PPI. (a) Unidad
dot–product (dp). (b) Paralelización por píxeles. (c) Paralelización por ske-
wers. (d) Paralelización por skewers y píxeles.
hardware es capaz de calcular K dot–products simultáneamente con el mis-
mo píxel fi, donde K es el número de skewers. En tal sistema, el paso de
cálculo de proyecciones del algoritmo PPI (el que más tiempo consume en el
proceso PPI) puede ser simplemente escrito como se describe en el Algoritmo
1.
El bucle par en el Algoritmo 1 expresa que primero se realizan K dot–
products en paralelo, posteriormente se realizan K operaciones para calcular
el mínimo (Min) y el máximo (Max) también en paralelo. Ahora bien, si
suponemos que no podemos llevar a cabo el cálculo de K dot–products de
manera simultánea pero sí una fracción K/P , entonces K/P debería ser el
número disponible de unidades de procesamiento en la plataforma paralela,
por lo que el cálculo de proyecciones debe ser dividido en P iteraciones, cada
una calculando F x K/P dot–products, como indica el Algoritmo 2. Desde
el punto de vista de la arquitectura, cada procesador recibe sucesivamente
los F píxeles, calcula K/P dot–products, y mantiene en memoria el mínimo
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Algoritmo 1 Implementación paralela del paso cálculo de proyecciones
for (f = 0; f < F ; f++) { //F denota el número de píxeles
par (k = 0; k < K; k++) { //K denota el número de skewers
dp[k]=dot_product(pixels[f ],skewers[k]);
if (dp[k] < Min[k]) { Min[k]=dp[k]; Reg_Min[k]=f ; }
if (dp[k] > Max[k]) { Max[k]=dp[k]; Reg_Max[k]=f ; }
}end par
}end for
Algoritmo 2 Implementación paralela del paso cálculo de proyecciones (re-
escrito para ser dividido en P iteraciones)
for (p = 0; p < P ; p++) { //P es el número de iteraciones del algoritmo
x = p× (K/P ); //K denota el número de skewers
for (f = 0; f < F ; f++) { //F denota el número de píxeles
par(k = 0; k < K/P ; k++) {
dp[x+ k]=dot_product(pixels[f ],skewers[x+ k]);
if (dp[x+ k] < Min[x+ k]) {
Min[x+ k]=dp[x+ k]; Reg_Min[x+ k]=f ; }
if (dp[x+ k] > Max[x+ k]) {




y el máximo dot–product. Con este esquema, cada procesador mantiene un
skewer diferente que debe ser recibido antes de cada iteración.
Para concluir esta sección, se vuelve a hacer hincapié en las ventajas de
la estrategia de paralelización considerada frente a las otras alternativas po-
sibles. Para este propósito, las Figuras 4.3 y 4.4 comparan las tres estrategias
de la Figura 4.2: paralelización por píxeles, paralelización por skewers y pa-
ralelización por skewers y píxeles. Las diferentes estrategias de paralelización
para el algoritmo PPI se han descrito mediante el lenguaje VHDL utilizando
el entorno Xilinx ISE para implementarlas y de esta manera, obtener la can-
tidad de recursos necesarios (ver Figura 4.3) y el ciclo de reloj (ver Figura
4.4) en cada una de las tres estrategias de paralelización consideradas para
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Figura 4.3: Área necesaria (en slices) por unidades dot–products en las dife-
rentes estrategias de paralelización.
el mismo número de unidades dot–product. Como se muestra en las Figuras
4.3 y 4.4, la paralelización por skewers ofrece ventajas significativas con res-
pecto al resto de estrategias consideradas: requiere menos slices de la FPGA,
llegando a consumir un 25% y un 15% menos de recursos en el caso de 200
unidades dot–product en paralelo con respecto a la paralelización por píxe-
les y a la paralelización por skewers y píxeles. Por otra parte, la frecuencia
de reloj es mayor y esta diferencia se incrementa a medida que aumenta el
número de unidades dot–product, al ser más estable que en los otros casos.
4.2.2. Implementación hardware
La Figura 4.5 muestra la arquitectura hardware utilizada para la imple-
mentación del algoritmo PPI, junto con las comunicaciones de E/S. Para la
entrada de datos se emplea una memoria DDR2 SDRAM y un DMA (contro-
lado por el PowerPC) con una FIFO de escritura para almacenar los datos
de los píxeles. Para el envío de datos empleamos un transmisor RS232. Fi-
nalmente se incluyen un array sistólico, un módulo de generación aleatoria y
una memoria (para almacenar el número de apariciones de cada píxel como
extremo) para implementar la versión propuesta del algoritmo PPI.
El diseño propuesto tiene por objetivo mejorar el escalado y proporcionar
una implementación eficaz en dispositivos FPGA a través de la utilización
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Figura 4.4: Frecuencia (en MHz) por unidades dot–products en las diferentes
estrategias de paralelización.
de un array sistólico. Una de las principales ventajas de las implementa-
ciones basadas en un array sistólico, es que proporcionan un procedimiento
sistemático para el diseño del sistema que permite la derivación de una es-
tructura bien definida basada en elementos de procesamiento y un patrón de
interconexión que puede ser fácilmente adaptado a configuraciones hardware
reales.
La Figura 4.6 describe la arquitectura de los procesadores dot–product
empleados en el diseño del array sistólico. Básicamente, un ciclo sistólico
consiste en calcular el dot–product entre un píxel y un skewer y almacenar
el índice del píxel si el resultado es mayor o menor que un valor Max/Min
calculado previamente. Recordemos que un píxel es un vector de N valores
espectrales, exactamente igual que un skewer. Para calcular el dot–product




i × skewer(k)j .
Por lo tanto, el cálculo completo de un dot–product requiere N multiplica-
ciones y N - 1 sumas, donde N es el número de bandas espectrales. Como
se ha demostrado en trabajos anteriores [LTS+02], los valores de los skewers
pueden limitarse a un conjunto muy pequeño de números enteros cuando
N es grande, como es el caso de las imágenes hiperespectrales. Un conjunto
particular e interesante es {1,−1} ya que evita la multiplicación. Por tanto,
el dot–product se reduciría a una acumulación de valores positivos y nega-
tivos. Con los supuestos anteriores en mente, cada procesador dot–product
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Figura 4.5: Arquitectura hardware para la implementation del sistema PPI
completo.
sólo necesita acumular los valores positivos o negativos del píxel según los
valores del skewer de entrada. Estas unidades están, por tanto, compuestas
solamente por una única unidad de suma/resta y un registro de acumulación.
La unidad Min/Max recibe el resultado del dot–product y lo compara con los
valores previos de mínimo y máximo. Si el resultado es un nuevo mínimo o
máximo, serán almacenados para futuras comparaciones junto con su índice
dentro de la imagen correspondiente. Por simplicidad, la parte relacionada
con el manejo de índices se ha omitido en la Figura 4.6.
Teniendo en cuenta que la latencia de una suma o una resta es justamente
un ciclo de reloj, entonces el cálculo de un dot–product requiere N + 1
ciclos de reloj. En cada ciclo, el procesador recibe secuencialmente el dato
de cada una de las bandas de un píxel y acumula el resultado, sumando o
restando, dependiendo del valor del componente del skewer. El ciclo adicional
es necesario para la comparación del mínimo y el máximo y el resultado
producido por el píxel. Se han evaluado diferentes alternativas para eliminar
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Figura 4.6: Arquitectura hardware de un procesador dot–product.
Figura 4.7: Arquitectura hardware del módulo de generación aleatoria.
ese ciclo de reloj adicional, pero finalmente se ha decidido mantenerlo. Una
opción, era actualizar los índices del máximo y el mínimo en paralelo con el
cálculo del siguiente dot–product, pero esto requiere un mecanismo hardware
más complejo (al menos dos registros más) y hace que esta solución sea peor
globalmente ya que, se pueden sintetizar menos procesadores sistólicos en la
FPGA. También, se puede actualizar el píxel durante el último ciclo de reloj
de cada ciclo sistólico, pero esto haría que se incrementase el camino crítico
y por tanto la frecuencia de reloj. Por lo tanto, cuando N es un número
grande (como en el caso de las imágenes hiperespectrales), se obtiene un
mayor tiempo de cómputo.
Una de las principales características del sistema propuesto es la incorpo-
ración de un módulo de generación aleatoria hardware que reduce significati-
vamente las comunicaciones de E/S que, en implementaciones anteriores del
algoritmo PPI, fueron el principal cuello de botella [VPVRP05, LFDW99,
72 Capítulo 4. Algoritmo Pixel Purity Index (PPI)
Figura 4.8: Segmentación de la arquitectura para el algoritmo PPI.
LTS+02]. En este trabajo, se ha implementado un módulo generador alea-
torio similar al presentado en [Gor06]. Este módulo proporciona secuencias
pseudoaleatorias y uniformemente distribuidas utilizando registros y puertas
XOR. La Figura 4.7 muestra la estructura del módulo de generación aleatoria
que implementa la función Xn+1 = Xn ⊕ (Xn−1 << 1). Tiene dos registros
para almacenar las nuevas semillas. Estas semillas son inicializadas por el
sistema cada vez que el algoritmo PPI computa la imagen. Al comienzo de
cada ciclo sistólico, estas dos semillas también se almacenan en los otros dos
registros. Este generador reduce el número de recursos necesarios, ya que no
es necesario almacenar los N bits de K skewers, tan sólo los K bits de las dos
semillas. Se requiere una cantidad asequible de espacio (288 slices para 100
skewers) y es capaz de generar el siguiente componente de cada skewer en
un solo ciclo de reloj, funcionando a una alta frecuencia de reloj (664 MHz).
Para contabilizar el número de veces que cada uno de los píxeles ha
sido seleccionado como extremo se utiliza la memoria de apariciones, que
se inicializará a cero en el bitstream de configuración. Una vez que se ha
calculado el mínimo y el máximo para cada uno de los skewers, se actualizará
el número de apariciones mediante la lectura de la memoria de apariciones
en la posición que ocupa ese mínimo o máximo y la posterior escritura de
su anterior número de apariciones incrementado en uno. Una vez concluido
este proceso, el transmisor leerá el número de apariciones total de cada uno
de los píxeles y si supera el valor umbral tv será enviado como endmember
a través del puerto RS232.
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La arquitectura propuesta se puede ver como el pipeline que se muestra
en la Figura 4.8. Podemos distinguir dos etapas que se comunican utilizando
una estructura first-in first-out (FIFO): La primera etapa proporciona los
datos necesarios (semillas y datos de la imagen) al sistema y la segunda
etapa calcula las proyecciones y envía los endmembers a través de un puerto
RS232. Por lo tanto, las dos etapas están trabajando en paralelo.
Para concluir esta sección, se ofrece una descripción paso a paso de cómo
la arquitectura propuesta realiza la extracción de un conjunto de endmem-
bers a partir de una imagen hiperespectral:
1. En primer lugar, para inicializar el módulo de generación aleatoria,
el PowerPC genera dos semillas de K bits (donde K es el número de
skewers) y las escribe en la FIFO de escritura.
2. Posteriormente, la unidad de control lee estas semillas y las envía al
módulo de generación aleatoria, donde se almacenan. Desde ahora, el
módulo de generación aleatoria puede proporcionar al array sistólico
un bit por cada skewer en cada ciclo de reloj como se ha descrito en
este apartado.
3. Después de que el PowerPC ha escrito las dos semillas, envía una orden
al DMA para comenzar a copiar un trozo de la imagen de la memoria
DDR2 SDRAM a la FIFO de escritura. Como se mencionó anterior-
mente, el principal cuello de botella en este tipo de sistema es con
frecuencia la entrada de datos que se aborda en la implementación
propuesta con la incorporación de un DMA que elimina la mayor parte
de las penalizaciones de E/S. Por otra parte, el PowerPC monitorea
la FIFO de entrada y envía una nueva orden al DMA cada vez que se
detecta que la FIFO de escritura está medio vacía. Esta vez, el DMA
traerá un trozo de la imagen que ocupa la mitad de la capacidad total
de la FIFO de escritura.
4. Cuando los datos del primer píxel se han escrito en la FIFO de escri-
tura, el array sistólico y el módulo de generación aleatoria comienzan
a trabajar. Cada ciclo de reloj, un nuevo píxel es leído por la unidad
de control y es enviado al array sistólico. Al mismo tiempo, el compo-
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nente k-ésimo de cada skewer también se envía al array sistólico desde
el módulo de generación aleatoria.
5. Durante N ciclos de reloj, los datos de un píxel se acumulan de manera
positiva o negativa dependiendo del valor del componente del skewer.
En el ciclo de reloj siguiente, la unidad Min/Max actualiza el valor y
el índice del máximo y del mínimo y el módulo de generación aleatoria
restaura las dos semillas, concluyendo el ciclo sistólico. Con el fin de
procesar la imagen hiperespectral, necesitamos tantos ciclos sistólicos
como píxeles hay en la imagen.
6. Cuando toda la imagen es procesada, se actualiza el número de apa-
riciones como extremo de todos los mínimos y máximos encontrados,
mediante lecturas y escrituras en la memoria de apariciones.
7. Estos pasos se repiten varias veces en función del número de skewers
que se puedan paralelizar y del número total de skewers que queramos
evaluar.
8. Por último, el transmisor lee de la memoria de apariciones el número
de veces que cada píxel ha sido extremo y si supera un umbral preesta-




La arquitectura hardware descrita en la sección 4.2 ha sido implementa-
da utilizando el lenguaje VHDL para la especificación del array sistólico y
del módulo de generación aleatoria. Además, se han empleado los entornos
Xilinx ISE y Embedded Developed Kit (EDK)3 para especificar el sistema
completo. Este sistema ha sido implementado en las placas XUPV2P (ver Fi-
gura 4.9) y ML410 (ver Figura 4.10), placas reconfigurables de bajo coste con
3http://www.xilinx.com/ise/embedded/edk pstudio.html
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Figura 4.9: Placa XUPV2P con un solo componente FPGA Virtex-II Pro
XC2VP30 de Xilinx.
una sola FPGA (Virtex-II Pro XC2VP30 y Virtex-4 XC4VFX60 respectiva-
mente), una ranura DDR2 SDRAM que admite hasta 2 GBytes, un puerto
RS232 y algunos componentes adicionales que no se han utilizado en la im-
plementación propuesta. Utilizamos las FPGAs Virtex-II Pro XC2VP30 y
Virtex-4 XC4VFX60 de Xilinx, porque se basan en las mismas arquitecturas
que otras FPGAs endurecidas para radiación [Xil] que han sido certificadas
por diversos organismos internacionales para operar en condiciones espacia-
les. En concreto, la FPGA Virtex-4 XC4VFX60 es muy parecida a la FPGA
Virtex-4QV XQR4VFX60 certificada para el espacio, por lo que el diseño
propuesto se puede implementar en ella de manera inmediata.
4.3.2. Conjunto de imágenes hiperespectrales
Cuatro conjuntos diferentes de datos hiperespectrales se han utilizado en
los experimentos realizados:
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Figura 4.10: Placa ML410 con un solo componente FPGA Virtex-4
XC4VFX60 de Xilinx.
El primer conjunto de datos corresponde a la conocida escena AVI-
RIS Cuprite (ver Figura 4.11(a)), recogida en el verano de 1997 y
disponible online en unidades de reflectancia después de ser corregida
atmosféricamente4. La porción utilizada en los experimentos corres-
ponde a un subconjunto de 350 × 350 píxeles del sector, etiquetados
como f970619t01p02_r02_sc03.a.rfl en los datos online, que cuenta con
224 bandas espectrales en el rango de 400 a 2500 nanómetros y un ta-
maño total de alrededor de 50 megabytes. Las bandas 1-3, 105-115 y
150-170 han sido eliminadas antes del análisis debido a la absorción
por agua y la baja relación señal-ruido o signal-to-noise ratio (SNR)
de estas bandas. La zona es bien conocida mineralógicamente, y tiene
varios minerales expuestos de interés, incluyendo alunita, buddingto-
nita, calcita, caolinita y moscovita. Las firmas de referencia de suelo
de los minerales mencionados (ver Figura 4.11(b)), disponibles en la
biblioteca U.S. Geological Survey library (USGS)5, se utilizarán para
4http://aviris.jpl.nasa.gov
5http://speclab.cr.usgs.gov/spectral-lib.html
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evaluar la pureza de la firma de los endmembers en este trabajo.
El segundo conjunto de datos corresponde al sensor EO-1 Hyperion
disponible en unidades de radiancia (es decir, no está corregida atmos-
féricamente). Los datos fueron recopilados a lo largo del mismo distrito
minero de Cuprite, al igual que la citada escena AVIRIS, en el verano
de 2001. En este caso, se utilizó toda la resolución de la línea de vuelo
del sensor EO-1 Hyperion de dimensiones mucho más grandes, es decir,
6479× 256 píxeles y 242 bandas espectrales de las cuales las que pre-
sentan absorción por agua y las bandas con baja SNR, también fueron
eliminadas antes del análisis. Puesto que la escena no está corregi-
da atmosféricamente, no es posible establecer comparaciones entre los
endmembers de la imagen y las firmas espectrales de la librería USGS,
sin embargo, se utilizará esta escena para ilustrar el rendimiento del
procesamiento con un conjunto de datos mucho más grande (con un
tamaño total de alrededor de 800 megabytes).
Los datos del tercer y cuarto conjunto corresponden a dos grupos de
datos AVIRIS de la reserva biológica de Jasper Ridge en California.
Los datos están disponibles en unidades de radiancia (sin corregir) y
reflectancia (corregida atmosféricamente). Cada uno de los conjuntos
de datos, adquiridos en abril de 1998, constan de 512 × 614 píxeles y
224 bandas espectrales (para un tamaño total de alrededor de 140 me-
gabytes cada una). Las bandas de absorción por agua y con baja SNR
se eliminaron antes del análisis. En un estudio previo de los materiales
de superficie en este área, se derivaron los endmembers de esta imagen
basándose en un extenso conocimiento del terreno [GU01]. La Figura
4.12 muestra las firmas espectrales en unidades de radiancia y reflec-
tancia asociadas a los principales materiales constituyentes de la escena
Jasper Ridge. Estas firmas, que corresponden a materiales, tales como
tierra, bosque siempre verde, hierba seca, vegetación chaparral y lago,
se obtuvieron de la escena de la imagen utilizando un método híbrido
que combina inspección visual e información previa sobre la escena.
La ubicación de estos materiales también se identifica en la Figura.
4.12. El conocimiento del terreno se utilizó para identificar vegetación
homogénea, sombra y las zonas del suelo de la escena. Dentro de esas
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(a) (b)
Figura 4.11: (a) Composición de falso color de la escena hiperespectral AVI-
RIS sobre la región minera de Cuprite en Nevada. (b) Firmas espectrales de
los minerales en la librería U.S. Geological Survey utilizadas para la valida-
ción.
áreas, los píxeles representativos fueron seleccionados como espectros
verdaderos del terreno, comparándolos con una biblioteca espectral con
datos de campo, que se utiliza para representar los componentes del
paisaje en la escena Jasper Ridge. En este proceso, nos aseguramos de
que los espectros de la librería se corresponden con la fenología en el
momento que se capturó la imagen, y que había un pequeño error de
calibración entre los espectros de campo y los espectros de la imagen.
4.3.3. Evaluación de los endmembers
En este apartado se evalúa la exactitud de los endmembers extraídos por
la implementación PPI propuesta utilizando diferentes escenas hiperespec-
trales. Una cuestión importante en la extracción de endmembers es si los
datos hiperespectrales han sido corregidos atmosféricamente o no. Para ello,
se han utilizado en los experimentos realizados tanto datos corregidos atmos-
féricamente como sin corregir, con el fin de evaluar el impacto de este proceso
en los resultados finales de extracción de endmembers. Cabe señalar que, si
el proceso de extracción de endmembers se va a realizar a bordo del instru-
mento de imagen, sería necesario decidir si es necesario incluir un módulo de
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Figura 4.12: Imágenes hiperespectrales AVIRIS recogidas sobre la reserva
biológica de Jasper Ridge en unidades de radiancia (izquierda) y reflectancia
(derecha), junto con las firmas espectrales y la localización espacial de los
endmembers representativos en los dos escenarios considerados.
corrección atmosférica antes de extraer los endmembers. Esto puede tener
un impacto importante en la cadena de procesamiento completo. Nuestros
resultados experimentales revelan que el algoritmo PPI puede extraer end-
members espectrales de alta calidad en ambos conjuntos de datos, corregidos
atmosféricamente y sin corregir.
Antes de describir los resultados obtenidos, se describe primero la métri-
ca utilizada para la comparación cuantitativa en los experimentos realizados.
Con el fin de reducir el impacto de las fuentes de interferencia atmosférica
en la evaluación realizada, se utiliza el ángulo espectral (AE) entre el end-
member más similar detectado por la implementación propuesta y la firma
espectral de referencia disponible en cada escena. El AE entre un píxelX(i, j)
seleccionado por el algoritmo PPI y una firma espectral de referencia Si dis-
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ponible a priori, puede calcularse simplemente como:
AE [X(i, j),Sk] = cos−1
X(i, j) · Sk
‖X(i, j)‖ · ‖Sk‖ , (4.3)
es decir, el AE mide el ángulo formado por dos vectores n-dimensionales.
Como resultado, valores bajos de AE significan una alta similitud espectral
entre los vectores comparados. Esta medida de similitud espectral es indepen-
diente de la multiplicación de X(i, j) y Si por constantes y, en consecuencia,
es independiente ante escalas multiplicativas desconocidas que puedan surgir
debido a las diferencias en la iluminación y al ángulo de incidencia [FP01].
Esto nos puede ayudar a compensar las diferentes condiciones de adquisición
para un píxel en la imagen original y para una firma espectral recogida sobre
el terreno (como es el caso de las firmas de referencia de la librería USGS
utilizadas para la imagen AVIRIS Cuprite).
Debido a la falta de firmas espectrales de referencia de los datos de EO–
1 Hyperion, se han llevado a cabo los experimentos sobre la precisión de
los endmembers extraídos con las escenas AVIRIS Cuprite y AVIRIS Jasper
Ridge con el fin de evaluar la similitud espectral entre los endmembers obte-
nidos por el algoritmo PPI y las firmas de referencia disponibles para estas
escenas, que comprenden un conjunto de firmas de la biblioteca espectral
USGS en el caso de AVIRIS Cuprite (disponibles en unidades de reflectan-
cia) y un conjunto de píxeles de la imagen etiquetados como espectralmente
puros en el caso de AVIRIS Jasper Ridge (disponible tanto en unidades de
radiancia como reflectancia).
Las Tablas 4.1, 4.2 y 4.3 muestran los valores de AE de los endmembers
detectados por la implementación original de ENVI (utilizando la herramien-
ta de visualización supervisada N -dimensional para obtener el conjunto final
de endmembers), la interpretación del algoritmo descrita en la sección 4.1
(implementada en lenguaje C) y la implementación basada en FPGA, frente
a las firmas espectrales de referencia disponibles para las escenas AVIRIS
Cuprite y AVIRIS Jasper Ridge tanto en unidades de radiancia como de
reflectancia, respectivamente. En todos los casos, se utilizaron K = 104 ske-
wers. Cabe señalar que las tablas sólo muestran la menor puntuación de AE
de todos los endmembers extraídos con respecto a su firma de referencia en
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Tabla 4.1: Ángulo espectral entre los endmembers extraídos en la escena
AVIRIS Cuprite por las diferentes implementaciones de PPI y las firmas de
referencia seleccionadas de la librería USGS.
Mineral en software implementación implementación
USGS ENVI PPI en C PPI en FPGA
Alunita 0.084 0.084 0.084
Buddingtonita 0.071 0.068 0.068
Calcita 0.089 0.089 0.089
Kaolinita 0.136 0.132 0.132
Moscovita 0.092 0.081 0.081
Tabla 4.2: Ángulo espectral entre los endmembers extraídos en la escena
AVIRIS Jasper Ridge (en unidades de radiancia) por las diferentes imple-
mentaciones de PPI y las firmas espectrales puras disponibles.
Mineral en software implementación implementación
USGS ENVI PPI en C PPI en FPGA
Suelo 0.065 0.062 0.062
Bosque 0.60 0.058 0.058
Hierba 0.043 0.040 0.040
Chaparral 0.042 0.040 0.040
Lago 0.031 0.028 0.028
Tabla 4.3: Ángulo espectral entre los endmembers extraídos en la escena
AVIRIS Jasper Ridge (en unidades de reflectancia) por las diferentes imple-
mentaciones de PPI y las firmas espectrales puras disponibles.
Mineral en software implementación implementación
USGS ENVI PPI en C PPI en FPGA
Suelo 0.030 0.027 0.027
Bosque 0.026 0.022 0.022
Hierba 0.024 0.021 0.021
Chaparral 0.031 0.019 0.019
Lago 0.019 0.017 0.017
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cada caso. Los resultados se muestran en radianes (el rango de valores para
el AE es de [0, pi/2] radianes).
Como se muestra en las Tablas 4.1, 4.2 y 4.3, las dos implementaciones
consideradas no producen exactamente los mismos resultados que los ob-
tenidos por el algoritmo original PPI implementado en Research Systems
ENVI 4.0. Esto se debe a que la implementación PPI de ENVI tiene un
procedimiento de supervisión manual para seleccionar el conjunto final de
endmembers, por lo tanto, es dependiente del usuario. En los experimentos
realizados con la herramienta de visualización N -dimensional disponible en
ENVI, se han efectuado un gran número de rotaciones interactivas con el
fin de seleccionar los mejores endmembers posibles. En todos los casos, tan-
to la interpretación propuesta en 4.1 como la implementación en FPGA de
la sección 4.2 producen resultados muy similares a los encontrados por el
algoritmo PPI de ENVI, pero de una manera completamente automática.
Tienen particular relevancia los resultados mostrados en las Tablas 4.2 y
4.3, que indican que el algoritmo PPI puede obtener con éxito los endmem-
bers espectrales de datos en unidades de radiancia y reflectancia. Esto abre la
pregunta de si el proceso de extracción de endmembers debe llevarse a cabo
antes o después de la corrección atmosférica. Dado que el proceso de correc-
ción atmosférica también se puede aplicar una vez que se han identificado
las posiciones de los píxeles endmembers, nuestra tesis es que el proceso de
extracción de endmembers se puede realizar al mismo tiempo que los datos
se recogen en el sensor, sin la necesidad de tener un módulo de corrección
atmosférica anterior, que también debería ser implementado en hardware.
Este tema será objeto de investigación en nuestro trabajo futuro.
4.3.4. Evaluación del rendimiento
Las Tablas 4.4 y 4.5 muestran los recursos empleados en la implementa-
ción hardware propuesta del algoritmo PPI para diferente número de skewers
para la FPGA Virtex-II Pro XC2VP30 de la placa XUPV2P (desde K = 20
a K = 100) y para la FPGA Virtex-4 XC4VFX60 de la placa ML410 (des-
de K = 120 a K = 200). Estas FPGAs tienen un total de 13696 y 25280
slices, respectivamente, y disponen de algunos recursos heterogéneos, como
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dos PowerPCs y Block RAMs. En la implementación propuesta nos valemos
de estos recursos para optimizar el diseño. Un PowerPC monitoriza las co-
municaciones y las Block RAMs se emplean para implementar las FIFOs,
por lo que la gran mayoría de los slices se utilizan para la implementación
del algoritmo PPI. Como muestran la Tablas 4.4 y 4.5, nuestro diseño puede
escalarse hasta 100 y 186 skewers en cada caso (por lo tanto, se necesitan P
= 100 y P = 54 iteraciones para procesar K = 104 skewers). Un comporta-
miento interesante del array sistólico propuesto es que se puede escalar sin
que aumente el retardo del camino crítico (la frecuencia de reloj permanece
constante). En comparación con la implementación del algoritmo FPPI en
FPGA presentada en [VPVRP05], nuestro array sistólico utiliza la mitad de
slices para el mismo número de dot–products y su frecuencia de reloj es 10
veces mayor. Cabe señalar que, en la implementación actual, la imagen hi-
perespectral completa se almacena en una memoria externa DDR2 SDRAM
DIMM. Sin embargo, con un controlador adecuado, pueden ser compatibles
otras opciones, como el uso de memoria flash para almacenar los datos hi-
perespectrales.
Frecuentemente la E/S es el cuello de botella en los sistemas paralelos.
Por lo tanto, se ha puesto un especial cuidado en este aspecto. En diseños
previos [CP06, VPVRP05], el módulo de generación aleatoria se ubicaba en
un procesador externo, por lo que se requerían muchas comunicaciones. Una
de las mejoras del sistema propuesto es el desarrollo de un módulo hardwa-
re de generación aleatoria basado en el diseño propuesto en [Gor06]. Esta
aproximación reduce significativamente las comunicaciones de E/S. Por otra
parte, se ha incluido un DMA y se ha aplicado una técnica de prebúsqueda
con el fin de ocultar la latencia de las comunicaciones. Básicamente, mien-
tras que el array sistólico está procesando un conjunto de datos, el DMA
está buscando los datos siguientes, y almacenándolos en la FIFO de escri-
tura. Teniendo en cuenta la optimización propuesta relativa a la utilización
de los recursos disponibles, es importante encontrar un equilibrio entre el
número de operaciones de DMA y la capacidad de la FIFO de destino. En
otras palabras, es necesario tener la suficiente información en la FIFO de es-
critura para que nunca deba pararse el array sistólico. Además, cuanto mayor
sea la capacidad de la FIFO de escritura, se requerirá un menor número de
operaciones de DMA. Se han evaluado diferentes tamaños para la FIFO de
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Tabla 4.6: Comparación de las distintas implementaciones del algoritmo PPI
para la escena AVIRIS Cuprite.
Algoritmo Tiempo de cálculo
(segundos)
Implementación PPI en C 3068
Implementación en FPGA
en [VPVRP05] 62
Implementación en FPGA propuesta
(Virtex-II Pro XC2VP30) 31.23
Implementación en FPGA propuesta
(Virtex-4 XC4VFX60) 16.86
escritura y se ha identificado que para 1024 posiciones o más, no se producen
penalizaciones debidas a la entrada de datos. Para demostrar las ventajas
de utilizar un DMA, se ha desarrollado otra versión en la que los datos de
la imagen son leídos de memoria y escritos en la FIFO de escritura por el
PowerPC en lugar del DMA. En esta versión, el tiempo de procesamiento se
incrementó en más de un orden de magnitud por lo que podemos concluir
que los recursos utilizados para el DMA están bien empleados.
Se ha realizado una comparación del diseño propuesto en FPGA con la
implementación presentada en [VPVRP05] para la misma porción de la es-
cena AVIRIS Cuprite. Como se comentó anteriormente, la implementación
propuesta puede manejar hasta 100 y 186 skewers en paralelo en cada una
de las FPGA mencionadas. La Tabla 4.6 muestra el tiempo de cálculo para
tres implementaciones diferentes: nuestra interpretación del algoritmo PPI
de la sección 4.1 implementado en el lenguaje C, la implementación en FPGA
presentada en [VPVRP05], y la implementación basada en FPGA propuesta
en la sección 4.2 de este trabajo. La implementación PPI en software fue
ejecutada en un procesador AMD Athlon 2,6 GHz con 512 MB de RAM.
La implementación en FPGA de [VPVRP05] se llevó a cabo en una Xilinx
Virtex-II XC2V6000-6 con 33792 slices disponibles. Por último, la imple-
mentación propuesta en FPGA se llevó a cabo en una Xilinx Virtex-II Pro
XC2VP30 y en una Xilinx Virtex-4 XC4VFX60 con 13696 y 25280 slices dis-
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Tabla 4.7: Tiempo de ejecución del algoritmo PPI propuesto para las escenas
EO-1 Hyperion Cuprite y AVIRIS Jasper Ridge.
EO-1 Hyperion AVIRIS
Cuprite Jasper Ridge
Algoritmo Tiempo de cálculo Tiempo de cálculo
(segundos) (segundos)
Implementación PPI en C 41540 7873
Implementación en FPGA
(Virtex-II Pro XC2VP30) 422.84 80.14
Implementación en FPGA
(Virtex-4 XC4VFX60) 228.28 43.26
ponibles respectivamente. Los resultados demuestran que este algoritmo es
muy adecuado para su implementación en FPGA dado que consigue speedups
de entre 50 y 175. También es interesante resaltar que la implementación que
proponemos obtiene un speedup de 3.5 con respecto a [VPVRP05] a pesar
de utilizar una FPGA más pequeña.
Por último, la Tabla 4.7 da información de los tiempos de procesamiento
de la implementación en FPGA considerada y la versión software equiva-
lente desarrollada en lenguaje C y ejecutada en un PC con un procesador
AMD Athlon 2.6 GHz y 512 Mb de RAM, para las escenas Hyperion EO-1
Cuprite y AVIRS Jasper Ridge. Ya que los tiempos de procesamiento de
los datos AVIRIS Jasper Ridge en unidades de radiancia y reflectancia son
exactamente iguales, solo se muestra uno de ellos en la tabla.
Para concluir esta sección, la Figura 4.13 muestra el tiempo de ejecu-
ción a medida que aumentamos el número de unidades dp en paralelo para
calcular un número fijo de proyecciones (104) en la escena AVIRIS Cuprite.
Debemos tener en cuenta que este comportamiento depende del número de
veces que tenemos que procesar la imagen completa y por lo tanto no siempre
se calculan 104 proyecciones. Por ejemplo, si tenemos 90 unidades dp en pa-
ralelo, necesitamos al menos 112 iteraciones del algoritmo para calcular 104
proyecciones o más, por lo que en realidad se calcularían 112 × 90 = 10080
proyecciones.
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Figura 4.13: Tiempo de ejecución en segundos según el número de unidades
dp en paralelo para calcular 104 proyecciones en la escena AVIRIS Cuprite.
4.4. Conclusiones
El procesado a bordo de imágenes hiperespectrales de la superficie te-
rrestre ha sido un objetivo muy perseguido en teledetección. El número de
aplicaciones que requieren una respuesta en tiempo real ha crecido expo-
nencialmente en los últimos años. El diseño actual de sensores puede verse
enormemente beneficiado con la incorporación de módulos especializados pa-
ra el procesamiento, como las FPGAs, que pueden ser fácilmente empotradas
en el sensor debido a su tamaño compacto. En este trabajo, se ha descrito
una implementación en FPGA del algoritmo pixel purity index (PPI), una
de las aproximaciones más conocidas para el análisis de datos hiperespec-
trales en teledetección. Los resultados experimentales, llevados a cabo en
las FPGAs Xilinx Virtex-II Pro XC2V2P30 y Virtex-4 XC4VFX60 demues-
tran que la implementación hardware propuesta hace un uso apropiado de
los recursos disponibles en la arquitectura considerada. Además, la versión
hardware propuesta del algoritmo PPI supera de manera significativa (en
términos de tiempo de cálculo) la versión original semisupervisada, disponi-
ble en software comercial, una aproximación completamente automática del
algoritmo, y una implementación en FPGA recientemente desarrollada en
una Xilinx Virtex-II XC2V6000-6. Otra característica interesante de la im-
plementación propuesta es que es fácilmente escalable para FPGAs mayores.
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Por ejemplo, si dispusiéramos de una FPGA Virtex-4 XQR4VLX200 (89088
slices) certificada para el espacio, podríamos tener 3.5 veces más unidades
dot–product en paralelo simplemente sintetizando un array sistólico y un
generador aleatorio para el nuevo número de unidades en paralelo. De esta
manera, por ejemplo, el tiempo de cómputo estaría un poco por debajo de





Una búsqueda comienza siempre con la
suerte del principiante y termina con la
prueba del conquistador.
Paulo Coelho
En la última década, se han desarrollado varios algoritmos para la extrac-
ción automática o semiautomática de endmembers espectrales [PMPP04].
Los algoritmos más conocidos son el algoritmo PPI (que se acaba de descri-
bir en el capítulo anterior) y el algoritmo N–FINDR (que se desarrollará a lo
largo del presente capítulo). El algoritmo N–FINDR desarrollado por Winter
[Win03], es una de las técnicas más exitosas aplicadas para determinar de
forma automática endmembers en datos de imágenes hiperespectrales. Este
algoritmo utiliza una técnica basada en identificar los endmembers como los
vértices del simplex de mayor volumen que puede formarse en la nube de
puntos dada por todos los píxeles de la imagen hiperespectral (ver Figura
5.1(a)). Para ello, busca un conjunto de píxeles que formen el mayor volumen
posible dentro de los datos mediante el “inflado” de un simplex. El proce-
dimiento comienza con una selección aleatoria inicial de píxeles (ver Figura
5.1(b)). Posteriormente, se evalúan cada uno de los píxeles de la imagen con
el fin de perfeccionar la estimación de endmembers, buscando el conjunto de
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(a) Nube de píxeles (b) Incialización aleatoria
de la imagen N–FINDR (p = 4)
(c) Reemplazo de (d) Volumen final estimado
un endmember en N-FINDR por N–FINDR
Figura 5.1: Interpretación gráfica del algoritmo N–FINDR en un espacio
tridimensional.
píxeles que maximice el volumen del simplex definido por los endmembers
seleccionados. Se calcula el volumen correspondiente para cada píxel en cada
una de las posiciones de los endmembers reemplazando dicho endmember y
buscando el volumen resultante. Si el reemplazo resulta en un incremento
del volumen, el píxel reemplaza al endmember (ver Figura 5.1(c)). Este pro-
cedimiento se repite hasta que no haya más reemplazos de endmembers (ver
Figura 5.1(d)).
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La definición matemática del volumen de un simplex, formado por un
conjunto de endmembers candidatos, es proporcional al determinante del
conjunto mencionado con una fila de unos. El determinante está definido
solamente en el caso donde el número de características es p − 1, siendo
p el número deseado de endmembers [Cha07]. Dado que en las imágenes
hiperespectrales es muy común que el número de bandas espectrales sea mu-
cho mayor que el número de endmembers, es decir n >> p, es necesaria
una transformación que reduzca la dimensionalidad de los datos de entrada.
Mientras que la fase de determinación de endmembers de N–FINDR en la
versión comercial distribuida por la compañía Pacific Spectral Technology1
ha sido optimizada para el procesamiento de alta velocidad, el rendimiento
computacional del algoritmo depende de la exactitud de la primera selec-
ción aleatoria de endmembers y, sobre todo, de las dimensiones de la escena
hiperespectral y del número de endmembers a buscar.
En este capítulo, se presenta un diseño para la implementación en FPGA
del algoritmo N–FINDR. Se ha escogido la FPGA Virtex–4 XC4VFX60 de
Xilinx como arquitectura representativa para demostrar el rendimiento de
la implementación propuesta. Dicha implementación ha sido validada uti-
lizando imágenes hiperespectrales reales captadas por el Airborne Visible
Infra–Red Imaging Spectrometer (AVIRIS) de la NASA sobre la región mi-
nera de Cuprite en Nevada y sobre la reserva biológica de Jasper Ridge en
California, y la captada por el satélite EO–1 Hyperion a lo largo del mismo
distrito minero de Cuprite, al igual que la citada escena AVIRIS. Los resul-
tados experimentales revelan que el sistema hardware propuesto es fácilmen-
te escalable y es capaz de proporcionar resultados precisos con un tamaño
compacto alcanzando un gran rendimiento, lo que hace que este sistema sea
atractivo para el procesamiento a bordo de imágenes hiperespectrales.
5.1. Descripción del algoritmo
A continuación, se ofrece una descripción detallada paso a paso del al-
goritmo original N–FINDR desarrollado por Winter [Win03]. Cabe destacar
que el algoritmo descrito a continuación representa nuestro propio esfuerzo
1http://www.pacificspectral.com
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para determinar los pasos empleados por N–FINDR utilizando las referencias
disponibles en la literatura [Win03, Win04]. Sin embargo, también es digno
de mención que el algoritmo N–FINDR nunca ha sido revelado plenamente.
Como resultado, esta descripción se ha desarrollado en base a los limitados
resultados publicados disponibles y nuestra propia interpretación. Sin em-
bargo, el algoritmo descrito a continuación ha sido verificado mediante el
software comercial N–FINDR, proporcionado por los autores, donde hemos
comprobado experimentalmente que el software produce esencialmente los
mismos resultados que nuestro código, siempre y cuando los endmembers
iniciales se generen aleatoriamente. El algoritmo original N–FINDR puede
resumirse en los siguientes pasos:
1. Reducción. Aplicar una transformación de reducción dimensional, co-
mo la Fracción de Mínimo Ruido (FMR) [GBSC88] o el Análisis de
Componentes Principales (ACP) [Sch97b], para reducir la dimensiona-
lidad de los datos de n a p− 1, donde p es un parámetro de entrada al
algoritmo (número de endmembers a extraer).
2. Inicialización. Sea {E(0)1 ,E(0)2 , · · · ,E(0)p } un conjunto de endmembers
extraídos aleatoriamente de la entrada de datos.
3. Cálculo del volumen. En la iteración k ≥ 0, calcular el volumen definido
por el conjunto actual de endmembers de la siguiente manera:
V (E(k)1 ,E
(k)
2 , · · · ,E(k)p ) =
∣∣∣∣∣det
[
1 1 · · · 1
E(k)1 E
(k)
2 · · · E(k)p
]∣∣∣∣∣
(p− 1)! (5.1)
4. Reemplazo. Para cada píxel X(i, j) en la entrada de datos, se recalcula
el volumen evaluando el píxel en todas las p posiciones de los end-
members, es decir, primero se calcula V (X(i, j),E(k)2 , · · · ,E(k)p ), des-
pués V (E(k)1 ,X(i, j), · · · ,E(k)p ), y así hasta V (E(k)1 ,E(k)2 , · · · ,X(i, j)).
Si ninguno de los p volúmenes recalculados es mayor que V (E(k)1 ,E
(k)
2 ,
· · · ,E(k)p ), entonces no se reemplaza ningún endmember. En caso con-
trario, se mantiene la combinación con el máximo volumen. Supon-
gamos que el endmember ausente en la combinación resultante con el
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máximo volumen se denota por E(k+1)j . En este caso, se produce un nue-





para todo i 6= j. El paso de reemplazo se repite de forma iterativa, uti-
lizando tantas iteraciones como sean necesarias hasta que no haya más
sustituciones de endmembers.
Hasta donde alcanza nuestro conocimiento, a pesar de la importancia del
algoritmo N–FINDR en la comunidad de desmezclado hiperespectral, no hay
implementaciones disponibles en hardware reconfigurable de este algoritmo
en la literatura. En una sección próxima se proporciona una implementación
hardware de este algoritmo que muestra la utilidad de este tipo de tecnología.
5.2. Reducción dimensional
El hecho de utilizar técnicas de preprocesado de imágenes hiperespectra-
les orientadas a la reducción de la dimensionalidad de los datos de entrada
viene propiciado, entre otros motivos, por el conocido como fenómeno de
Hughes [Hug68], que se describe a continuación. En un problema de clasi-
ficación típico, el objetivo es asignar una etiqueta de clase a los datos de
entrada. El error mínimo esperado que se puede alcanzar al realizar la cla-
sificación es lo que se conoce como el error de Bayes [Fuk90]. El error de
Bayes es una función que decrece con la dimensionalidad de los datos. Una
nueva característica añade información sobre el ejemplo y entonces, se espe-
raría que la clasificación fuese tan buena como cuando esta información no
se había introducido. Sin embargo, en la práctica esto no es así, cuando se
añade una nueva característica a los datos el error de Bayes disminuye, pero
al mismo tiempo las desviaciones del error de la clasificación aumentan. Este
incremento se debe al hecho de que se necesitan calcular más parámetros
partiendo del mismo número de ejemplos. Si el incremento de las desvia-
ciones en la clasificación del error es mayor que el decremento del error de
Bayes, entonces el uso de la característica adicional degrada la regla de de-
cisión. Y este fenómeno es lo que se conoce como el efecto Hughes [Hug68].
Además, cuando la dimensionalidad de los datos y la complejidad de la regla
de decisión aumentan, el efecto Hughes puede llegar a ser más grave [Lan02].
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En resumen, el rendimiento de un clasificador supervisado decrece con
la dimensionalidad de los datos a menos que el número de muestras sea in-
finito [Hug68]. La reducción dimensional que se plantea es una etapa previa
utilizada con objeto de reducir la carga computacional de pasos sucesivos me-
diante la eliminación de ruido e información redundante en la imagen. Estos
métodos realizan una disminución del número de bandas, cuyo objetivo es
obtener una representación mínima de la imagen que contenga la información
indispensable para realizar el análisis sobre un subconjunto reducido de la
imagen original [KZKP00]. Por otra parte, las técnicas de reducción dimen-
sional suelen traer como consecuencia una mejora de la relación SNR en los
datos a través de la eliminación de ruido [CDSA99], lo cual hace atractiva su
utilización de forma previa al paso de clasificación. El inconveniente que pre-
senta esta alternativa es la dificultad para interpretar los datos espectrales
tras la etapa de reducción.
Es importante distinguir las técnicas de reducción dimensional de las
técnicas de compresión de imágenes hiperespectrales [QHWM00]. Contraria-
mente al objetivo de los métodos de compresión, el proceso de simplificación
dimensional no permite, por regla general, reconstruir la imagen original. Al
contrario, el objetivo de la reducción dimensional es obtener una represen-
tación mínima de la imagen que contenga la información indispensable para
realizar el análisis sobre un subconjunto reducido de la imagen original. De
este modo, los algoritmos de reducción dimensional suelen estar diseñados
de forma que minimizan los errores cometidos al trabajar con dicho subcon-
junto, despreocupándose de la posibilidad de recuperar la imagen original
[PC07].
5.2.1. Análisis de componentes principales
El Análisis de Componentes Principales (ACP) utiliza una transforma-
ción lineal para maximizar la varianza de los datos. Los componentes princi-
pales se utilizan para producir nuevas bandas no correlativas, para eliminar
los componentes de ruido y para reducir la dimensionalidad de los datos
[Ste86].
El ACP es una transformación del espacio vectorial, normalmente utili-
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Figura 5.2: Ilustración gráfica de la transformación ACP.
zado como paso previo para reducir la alta dimensionalidad de los datos a
una menor dimensionalidad para su posterior análisis.
El ACP construye una transformación lineal que busca un nuevo siste-
ma de coordenadas para el conjunto original de datos en el cual la mayor
varianza del conjunto de datos sea capturada en el primer eje (llamado el
Primer Componente Principal), la segunda mayor varianza sea el segundo
eje, y así sucesivamente, (ver Figura 5.2). Para obtener esta transformación
lineal debe construirse primero la matriz de covarianzas o matriz de coefi-
cientes de correlación. Debido a la simetría de esta matriz existe una base
completa de vectores propios de la misma. La transformación que lleva de las
antiguas coordenadas a las coordenadas de la nueva base es precisamente la
transformación lineal necesaria para reducir la dimensionalidad de los datos.
Además las coordenadas en la nueva base dan la composición en factores
subyacentes de los datos iniciales.
El ACP es el análisis de valores multivaluados basados en autovectores
más simple. Se usa para reducir la dimensionalidad de los datos retenien-
do aquellas características del conjunto de datos que contribuyen más a su
varianza, y manteniendo los componentes principales de orden más bajo e
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ignorando los más altos. Ya que los componentes de orden bajo contienen
los datos “más importantes”. Sin embargo, dependiendo de la aplicación este
podría no ser siempre el caso.
Supongamos que existe una muestra con n individuos para cada uno de
los cuales se han medido m variables. El ACP permite encontrar un número
de factores subyacentes p < m que explican aproximadamente el valor de las
m variables para cada individuo. El hecho de que existan estos p factores
subyacentes puede interpretarse como una reducción de la dimensionalidad
de los datos: donde antes necesitábamos m valores para caracterizar a cada
individuo ahora nos bastan p valores. Cada uno de los p encontrados se llama
Componente Principal, de ahí el nombre del método.
En este trabajo, el paso previo de reducción dimensional se ha llevado
a cabo mediante el ACP del software ENVI 4.0 generando así, las imágenes
reducidas dimensionalmente que serán la entrada del algoritmo N-FINDR.
5.3. Implementación en FPGA
Esta sección se organiza de la siguiente manera. En el apartado 5.3.1 se
ofrece un resumen de las propiedades de los determinantes que se utilizarán
para el diseño de la versión hardware propuesta del algoritmo N–FINDR
para FPGA. El apartado 5.3.2 describe dicha implementación, explicando el
funcionamiento de cada módulo hardware diseñado. Por último, el apartado
5.3.3 describe uno de estos módulos (el módulo hardware N–FINDR) en
términos del lenguaje de descripción hardware.
5.3.1. Uso de las propiedades de los determinantes
La parte que más tiempo consume del algoritmo N–FINDR es el paso
de cálculo del volumen. Los limitados recursos disponibles en una FPGA pe-
queña o mediana para calcular determinantes de gran orden (multiplicadores
empotrados, look-up tables y slices), complican el desarrollo de una imple-
mentación hardware eficiente del algoritmo. El cálculo de un determinante
es una sucesión de sumas y restas de los productos de los elementos de la
diagonal principal para todas las permutaciones de las columnas de la ma-
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triz. Para hallar un determinante de orden p mayor que 3 no es aconsejable
recurrir al desarrollo de este como suma de n! términos, cada uno de los
cuales es un producto de n elementos. Esta vía es, salvo en casos triviales,
excesivamente larga y requiere un gran número de operaciones. Los desarro-
llos de un determinante (desarrollo por elementos de una fila o columna),
tampoco suelen proporcionar métodos numéricos que resuelvan el problema
de modo eficaz. Lo aconsejable para calcular determinantes es hacer uso de
las propiedades fundamentales de los determinantes, y aplicarlas con método
y acertadamente para ir transformando el determinante en otros que sean
cada vez más fáciles de calcular, hasta llegar a uno que se halle trivialmente
(por ejemplo, el determinante de una matriz triangular). Nótese que, según
se acaba de indicar, el método que aquí se propone, para hallar el determi-
nante de A, recurre a realizar adecuadas operaciones elementales en las filas
y en las columnas de la matriz A. En este trabajo, se utiliza el método de
triangulación de matrices que nos permite calcular determinantes de orden
suficiente para extraer los endmembers necesarios en la mayor parte de las
imágenes hiperespectrales utilizando una FPGA pequeña.
A continuación, se ofrece una descripción del método de triangulación de
matrices adoptado en este trabajo (ver Algoritmo 3 para más detalles). Para
hallar el determinante de una matriz cuadrada A, de tamaño p× p, hágase
lo que sigue:
1. Si el primer elemento de la matriz a11 6= 0, no hay aquí, en (1), nada
que hacer y se pasará directamente al paso (2). Si a11 = 0 y al1 6= 0
para algún l, permútense las filas 1a y l-ésima, con lo que el determi-
nante cambia de signo y tiene el elemento de lugar (1, 1) distinto de
cero. Si todas las al1 son nulas, el problema ya está resuelto pues el
determinante de A es cero, y no hay nada más que hacer.
2. Se puede ya suponer que queremos hallar el determinante de orden
p (denotado por ∆p) de la matriz A, cuyo elemento a11 es no nulo.
Para simplificar la notación, a los elementos de la primera columna
de A los llamaremos [α1, α2, · · · , αp]T , siendo α1 6= 0. Restémosle a la
fila l-ésima lo que resulta de multiplicar la primera fila por αl/α1 y
hagamos esto para l = 2, 3, · · · , p; con ello, no se ha alterado el valor
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Algoritmo 3 Método de triangulación de matrices aplicado a la matriz
cuadrada A de tamaño p. En esta descripción algorítmica, por simplicidad
y siguiendo la notación estándar del texto, se asume que A[i][j] ≡ aij .
for (i = 0; i < p; i++) { //p denota el tamaño de la matriz cuadrada A
//Paso 1
if (A[i][i] == 0) {
for (j = i+ 1; j < p; j++) {
if (A[j][j] != 0) {







if (A[i][i] == 0) return 0;
//Paso 2
for (j = i+ 1; j < p; j++) {
A[j] = A[j] - A[i]*(A[j][i]/A[i][i]);
} end for
} end for
del determinante, que sigue valiendo ∆p, y los elementos de la primera
columna pasan a ser [α1, 0, · · · , 0]T . El determinante ∆p se puede, pues,
poner en la forma ∆p = α1∆p−1 donde ∆p−1 es el determinante, de
orden p−1, que resulta de suprimir la primera fila y la primera columna
de ∆p.
3. Con el determinante ∆p−1 se repite el proceso anterior y, así, se le
reduce a un determinante ∆p−2, de orden p − 2. Reiterando este pro-
ceso, se llega a un determinante de 3er o de 2o orden, que se calcula
trivialmente.
En el diseño propuesto se itera hasta obtener una matriz triangular, y
posteriormente se multiplican los elementos de la diagonal principal. Por
otro lado, se utiliza la propiedad de que el determinante de A es igual al
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Figura 5.3: Arquitectura hardware para implementar el sistema N–FINDR
completo.
determinante de AT y se tiene en cuenta que el cambio de signo del deter-
minante cuando intercambiamos dos filas no afecta a nuestro cálculo porque
se está buscando el valor absoluto. Con estas elecciones de diseño en mente,
en el apartado siguiente se verá que el diseño FPGA propuesto es capaz de
extraer hasta p = 21 endmembers utilizando una FPGA pequeña como la
Virtex-4 XC4VFX60 de Xilinx. Si el número necesario de endmembers es
menor que esta cifra, se pueden ejecutar en paralelo en la FPGA el cálculo
de los determinantes, reduciendo así el tiempo de ejecución.
5.3.2. Implementación hardware
La Figura 5.3 muestra la arquitectura hardware utilizada para imple-
mentar el algoritmo N–FINDR, junto con las comunicaciones de E/S. Nue-
vamente, para la entrada de datos se utiliza una memoria DDR2 SDRAM
y un DMA (controlado por el PowerPC) con una FIFO para almacenar los
datos de los píxeles. El módulo N–FINDR se emplea para implementar la
versión propuesta del algoritmo N–FINDR. Finalmente, se utiliza un trans-
misor para enviar los endmembers a través del puerto RS232. La estructura
general del hardware empleado para implementar el algoritmo N–FINDR
102 Capítulo 5. Algoritmo N-finder (N–FINDR)
Figura 5.4: Arquitectura hardware para implementar el algoritmo N–FINDR.
puede ser visto como una arquitectura segmentada. Se pueden distinguir dos
etapas que se comunican utilizando una estructura first-in first-out (FIFO):
La primera etapa trae de memoria los píxeles de la imagen a la FIFO mien-
tras la segunda etapa lleva a cabo el proceso de extracción de endmembers
con los píxeles almacenados anteriormente y finalmente envía los endmem-
bers a través del puerto RS232. Por lo tanto, las dos etapas están trabajando
en paralelo.
Por otro lado, la Figura 5.4 muestra la arquitectura hardware utilizada
para implementar el algoritmo N–FINDR. Se utilizan registros para almace-
nar los datos de los píxeles seleccionados como endmembers hasta el momen-
to, sus posiciones en la imagen y su volumen, los valores del píxel actual, su
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Figura 5.5: Arquitectura hardware para implementar el valor absoluto de un
determinante(módulo abs(det) de la Figura 5.4).
posición, el mayor volumen y la posición del endmember donde se obtiene, y
finalmente el módulo para calcular el valor absoluto del determinante. Para
ser capaz de proporcionar un nuevo píxel (una fila de la matriz) en cada ciclo
de reloj, se emplean registros para almacenar el conjunto actual de endmem-
bers y un circuito combinacional consistente en multiplexores, donde todos
estos módulos están manejados por la unidad de control. Por simplicidad,
el hardware necesario para realizar el paso de reemplazo no se muestra en
la Figura 5.4. Para implementar este paso se utiliza un comparador entre
los registros de volúmenes y, si con el píxel actual el volumen es mayor, el
reemplazo es llevado a cabo por la unidad de control.
La Figura 5.5 describe la arquitectura del módulo utilizado para calcular
el valor absoluto del determinante utilizando el método de triangulación de
matrices. Se pueden distinguir claramente tres unidades: La cola circular,
con una pequeña unidad de control, es la responsable de proporcionar las
diferentes filas a la ruta de datos durante el proceso de triangulación de la
matriz e intercambiar las nuevas filas provenientes de la ruta de datos con
el fin de tener el elemento aii 6= 0 (paso 1 del algoritmo). La ruta de datos
recibe las últimas m filas de la matriz (p× p), almacena la primera y lleva a
cabo la reducción a cero de los elementos de lugarm−p+1 en el resto de filas
mediante la sustracción de la fila almacenada multiplicada por el resultado de
la división entre los elementosm−p+1 de la fila actual y de la fila almacenada
(paso 2 del algoritmo). Finalmente, el multiplicador calcula la multiplicación
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de los elementos de la diagonal principal de la matriz triangular y obtiene
el valor absoluto. A continuación, se describe el comportamiento de estos
módulos en mayor detalle.
Primero, para j = 2, · · · , p hacemos un múltiplo aj1/a11 de la primera
fila y se la restamos a la fila j-esima, para hacer aj1 = 0. De esta manera,
se han eliminado todos los elementos de A por debajo del “pivote” a11 en la
primera columna. Ahora, para j = 3, · · · , p hacemos un múltiplo aj2/a22 de
la segunda fila y se la restamos a la fila j-ésima. Cuando se ha terminado
esta operación, todos los elementos por debajo de la diagonal principal en la
segunda columna son cero, y estamos listos para procesar la tercera columna.
Aplicando este procedimiento a las columnas i = 1, · · · , p−1 (no hay elemen-
tos que eliminar por debajo de la diagonal principal en la columna p-ésima)
se completa el proceso de triangulación de la matriz y A se ha reducido a
la forma de una matriz triangular superior. Es importante señalar, que al
reducir a cero los elementos por debajo de la diagonal principal columna a
columna a partir de la primera columna, estos elementos permanecerán va-
liendo cero ya que, mientras estemos restando un múltiplo aji/aii de la fila i
a la fila j (j > i), para reducir aji, sólo estamos restando múltiplos de cero
a cero en las columnas 1 a i− 1.
La Figura 5.6 muestra la arquitectura de la ruta de datos utilizada en
el diseño propuesto para implementar el paso 2 del proceso de triangulación
de matrices. Básicamente, la ruta de datos almacena la primera fila de cada
iteración en un registro y sucesivamente (para cada una de las filas restantes)
calcula aji/aii, multiplica el resultado por la fila almacenada y finalmente
se la resta a la fila correspondiente. Además, almacena los elementos de la
diagonal principal de la matriz triangular superior y avisa cuando se han
obtenido todos los elementos.
Para que el diseño anterior funcione se debe garantizar que los valores
de los pivotes sean distintos de cero. Evidentemente, si uno de los pivotes
aii de la diagonal es cero, no se puede utilizar aii para reducir a cero los
elementos por debajo suya; no se puede cambiar aji mediante la resta de
ningún múltiplo de aii = 0 a éste. Se debe intercambiar la fila i con otra
fila l por debajo suya (la permutación con una fila por encima destruiría
alguno de los ceros introducidos anteriormente), que contenga un elemento
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Figura 5.6: Arquitectura hardware para implementar el paso (2) del método
de triangulación de matrices.
ali no nulo en la columna i-ésima. Ahora el nuevo pivote aii no es nulo y
puede continuar el proceso de triangulación de matrices. Si ali = 0 para
l = i, · · · , p, entonces no será satisfactorio intercambiar la fila i con ninguna
de las filas por debajo de ésta ya que todos los potenciales pivotes son cero
y por lo tanto el determinante de A también será cero.
Para llevar a cabo el intercambio de filas se emplea una cola circular
modificada. Además de utilizar un puntero para indicar el lugar del primer
elemento (cabecera), se utiliza un segundo puntero para indicar la ubicación
de la primera fila (con pivote distinto de cero) para la siguiente iteración
(primero no nulo) y otro para indicar dónde se coloca la última fila por
detrás del indicador anterior (cola). Una vez que las filas de la matriz son
almacenadas, se envían sucesivamente a la ruta de datos. De esta manera,
recibimos en orden las nuevas filas que se almacenarán en la posición indicada
por el puntero primero no nulo o por el puntero cola, dependiendo de si
previamente se ha detectado una fila con un pivote distinto de cero para
la siguiente iteración. La correcta actualización de los punteros es llevaba
a cabo por una pequeña unidad de control. En el caso de que el potencial
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Figura 5.7: Arquitectura hardware para implementar el paso (1) del proceso
de triangulación de matrices.
pivote para la siguiente iteración sea cero en todas las filas, la señal cero se
activa indicando que el valor del determinante es cero.
A continuación, se ofrece un ejemplo de cómo se realiza la operación
mencionada. Después de almacenar las cinco filas de la matriz (ver Figura





pero, en ambos casos, el elemento pivote para la siguiente iteración es cero,
por lo que se han almacenado en la posición indicada por el puntero cola (ver
Figura 5.7(b)). Después de enviar las otras filas, se obtiene la nueva fila r,4
cuyo pivote es distinto de cero y por ello ha sido almacenada en la posición
indicada por el puntero primero no nulo. Por último, obtenemos la nueva
fila r,5 que, con independencia del valor del pivote, se ha almacenado en la
posición indicada por el puntero cola (ver Figura 5.7(c)). De esta manera,
las filas están listas para la siguiente iteración.
Cuando la matriz se reduce a una forma triangular superior, el multi-
plicador calcula el producto de los elementos de la diagonal principal. Hoy
en día, la gran mayoría de las FPGAs contienen multiplicadores hardware
empotrados. Esto permite que la multiplicación pueda hacerse dentro de la
FPGA sin el uso de un gran número de look-up tables y también con un
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consumo bajo de potencia. Nuestro multiplicador es capaz de multiplicar n
datos de entrada en log2(n) ciclos de reloj utilizando n multiplicadores.
Para concluir esta sección, se ofrece una descripción paso a paso de cómo
la arquitectura propuesta realiza la extracción de un conjunto de p endmem-
bers a partir de una imagen hiperespectral:
En primer lugar, el PowerPC selecciona aleatoriamente un conjunto
inicial de p endmembers y envía una orden al DMA para escribirlos en
la FIFO.
Posteriormente, la unidad de control lee estos endmembers y los envía
a los registros donde se almacenan. Entonces, se calcula el volumen
del conjunto inicial de endmembers y el resultado se almacena en un
registro.
Después de que el PowerPC ha escrito el conjunto inicial de endmem-
bers, envía una orden al DMA para comenzar a copiar un trozo de la
imagen de la memoria DDR2 SDRAM a la FIFO. Como se mencionó
anteriormente, el principal cuello de botella en este tipo de sistema es
con frecuencia la entrada de datos que se aborda en nuestra aplicación
con la incorporación de un DMA que elimina la mayor parte de las
penalizaciones de E/S. Por otra parte, el PowerPC monitorea la FIFO
de entrada y envía una nueva orden al DMA cada vez que se detecta
que la FIFO de escritura está medio vacía. Esta vez, el DMA traerá
un trozo de la imagen que ocupa la mitad de la capacidad total de la
FIFO.
Cuando los datos del primer píxel se han escrito en la FIFO, el módulo
N–FINDR comienza a trabajar. Los datos del píxel son almacenados
y en cada ciclo de reloj una nueva fila es enviada por la unidad de
control al módulo encargado de calcular el valor absoluto del deter-
minante. Cuando se calcula el volumen, se compara con el volumen
almacenado y, si el primero es mayor, los registros de volumen y la po-
sición se actualizan. Luego, se recalcula el volumen testeando el píxel
en la siguiente posición de los endmembers de la misma manera. Este
volumen se calcula para todas las p posiciones de los endmembers. Por
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último, si el nuevo cálculo del mayor volumen con el píxel actual es ma-
yor que el volumen anterior, la unidad de control actualiza el conjunto
de endmembers, el volumen y los registros de posición. Este paso se
repite varias veces en función del número total de píxeles de la imagen
hiperespectral.
Por último, el transmisor extrae los endmembers de los registros y los
envía a través de un puerto RS232.
5.3.3. Módulo hardware N–FINDR
En este apartado, se ofrecen algunos detalles acerca del módulo hard-
ware N–FINDR propuesto. Este módulo es el componente más importante
del sistema y se tuvo especial cuidado en su definición utilizando VHDL
como lenguaje de descripción hardware. Se siguió un estilo de descripción
estructural que describe el módulo superior como un conjunto de instancias
de diferentes componentes hardware (registros, ALU, multiplexores, ...) que
coincide exactamente con la arquitectura representada en la Figura 5.4. Al-
gunos de estos módulos son en realidad muy complejos en sí mismos y se
vuelve a usar una descripción estructural para su definición. La única ex-
cepción es la unidad de control que se ha descrito como una máquina de
estados.
Dado que los requisitos de cada imagen pueden ser muy diferentes (por
ejemplo, el número óptimo de endmembers varía de una imagen a otra) es
necesario un diseño flexible que se adapte a estos requisitos. Por esta razón
se ha diseñado un módulo completamente personalizable utilizando varios
parámetros “genéricos” que nos permiten crear una instancia del diseño de
acuerdo a las características de la imagen hiperespectral considerada. Esta
creación de instancias se hace sin la necesidad de hacer ningún cambio en
el código. Con el fin de personalizar el diseño propuesto sólo tenemos que
establecer el valor apropiado para cada parámetro “genérico”. Estos paráme-
tros son el número de endmembers a extraer, el número de píxeles en los
datos hiperespectrales, el número de bits que representan la reflectancia en
una banda y el número de bits de la posición que ocupa el píxel dentro de
la imagen. Por ejemplo, para realizar la adaptación del diseño para un nú-
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mero diferente de endmembers, es tan simple como ajustar el valor genérico
correspondiente y sintetizar el módulo. De ahí que el diseño propuesto se
pueda utilizar para cualquier número de endmembers siempre y cuando se
disponga de suficientes recursos.
La Figura 5.8 describe el módulo hardware N–FINDR en VHDL siguien-
do estas ideas. Para simplificar, sólo se han incluido las instancias de los
componentes principales, y hemos eliminado la definición de los componen-
tes y las señales, y algunos detalles de interconexión.
Como se puede observar en la Figura 5.8, todos los módulos utilizan uno
o varios parámetros genéricos. Por lo tanto se pueden personalizar según las
necesidades de las imágenes consideradas. Por otra parte, algunas de las ins-
tancias se encuentran dentro de una estructura “for generate” (justo después
del primer begin) que se utiliza para crear instancias de un número variable
de elementos de un determinado componente. En nuestro caso se utiliza para
adaptar la ruta de datos al número de endmembers seleccionados, incluyendo
registros suficientes para almacenar la información de cada endmember.
5.4. Resultados experimentales
5.4.1. Plataforma reconfigurable
La arquitectura hardware descrita en la sección 5.3.2 ha sido implemen-
tada utilizando VHDL para la especificación del módulo N–FINDR. Además,
se han empleado los entornos Xilinx ISE y Embedded Developed Kit (EDK)
para especificar el sistema completo. Este sistema ha sido implementado en
la placa ML410 (ver Figura 4.10), una placa reconfigurable de bajo coste
con una sola FPGA Virtex-4 XC4VFX60, una ranura DDR2 SDRAM que
admite hasta 2 GBytes, un puerto RS232 y algunos componentes adicionales
que no se han utilizado en la implementación propuesta.
5.4.2. Conjunto de imágenes hiperespectrales
Nuevamente, se vuelve a utilizar el mismo conjunto de imágenes hiperes-
pectrales empleados en la evaluación del algoritmo PPI y descrito en detalle
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Figura 5.8: Módulo N–FINDR descrito en términos del lenguaje de descrip-
ción hardware VHDL.
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en la sección 4.3.2. Las imágenes hiperespectrales por lo tanto, corresponden
con la conocida escena AVIRIS Cuprite (en unidades de reflectancia) sobre
la región minera de Cuprite en Nevada, la escena AVIRIS Jasper Ridge (tan-
to en unidades de radiancia como de reflectancia) sobre la reserva biológica
de Jasper Ridge en California y la escena EO–1 Hyperion (en unidades de
radiancia) a lo largo del mismo distrito minero de Cuprite, al igual que la
citada escena AVIRIS.
5.4.3. Evaluación de los endmembers
Antes de analizar el rendimiento de la implementación propuesta, se lleva-
ron a cabo los experimentos para comprobar la precisión de los endmembers
extraídos para apreciar la similitud espectral entre las firmas de referencia
para cada una de las escenas y los correspondientes endmembers extraídos
por la implementación del algoritmo N-FINDR. En primer lugar, hacemos
hincapié en que la versión hardware propuesta obtiene exactamente los mis-
mos resultados que una implementación software propia, que se ha validado
con la aplicación comercial de N–FINDR con el fin de garantizar que las tres
versiones ofrecen exactamente los mismos resultados en los escenarios consi-
derados. Nuevamente, se han utilizado en los experimentos realizados tanto
datos corregidos atmosféricamente como sin corregir, con el fin de evaluar
el impacto de este proceso en los resultados finales de extracción de end-
members. Si nos dirigimos al análisis a bordo y en tiempo real de imágenes
hiperespectrales es importante decidir si es necesario incluir un módulo de
corrección atmosférica antes de extraer los endmembers ya que, puede tener
un impacto importante en la cadena completa de procesamiento.
Para llevar a cabo la comparación cuantitativa en los experimentos rea-
lizados se vuelve a utilizar el ángulo espectral (AE) entre el endmember más
similar detectado por la implementación propuesta y la firma espectral de
referencia disponible en cada escena. Recordemos que el AE entre un píxel
X(i, j) seleccionado por el algoritmo N–FINDR y una firma espectral de
referencia Si disponible a priori, puede calcularse simplemente como:
AE [X(i, j),Sk] = cos−1
X(i, j) · Sk
‖X(i, j)‖ · ‖Sk‖ , (5.2)
112 Capítulo 5. Algoritmo N-finder (N–FINDR)
es decir, el AE mide el ángulo formado por dos vectores n-dimensionales.
Como resultado, valores bajos de AE significan una alta similitud espectral
entre los vectores comparados. Esta medida de similitud espectral permite
reducir el impacto de las fuentes de interferencia atmosférica en la evaluación
realizada. Esto nos puede ayudar a compensar las diferentes condiciones de
adquisición para un píxel en la imagen original y para una firma espectral
recogida sobre el terreno (como es el caso de las firmas de referencia del
USGS utilizadas para la imagen AVIRIS Cuprite).
Nuevamente, debido a la falta de firmas espectrales de referencia de los
datos de EO–1 Hyperion, se han llevado a cabo los experimentos sobre la pre-
cisión de los endmembers extraídos con las escenas AVIRIS Cuprite y AVIRIS
Jasper Ridge con el fin de evaluar la similitud espectral entre los endmem-
bers obtenidos por la implementación N–FINDR propuesta y las firmas de
referencia disponibles para estas escenas, que comprenden un conjunto de
firmas de la biblioteca espectral USGS en el caso de AVIRIS Cuprite (dis-
ponibles en unidades de reflectancia) y un conjunto de píxeles de la imagen
etiquetados como espectralmente puros en el caso de AVIRIS Jasper Rid-
ge (disponible tanto en unidades de radiancia como reflectancia). El único
parámetro de entrada para el algoritmo N–FINDR es el número de endmem-
bers a extraer. En los experimentos realizados, este número se establece en
p = 16 para la escena AVIRIS Cuprite y p = 19 para las escenas AVIRIS
Jasper Ridge, después de estimar la dimensionalidad de los datos mediante
el concepto dimensionalidad virtual [DC04].
Las Tablas 5.1 y 5.2 muestran los valores de AE entre los endmembers
detectados por la implementación propuesta basada en FPGA y las firmas
espectrales de referencia disponibles para las escenas AVIRIS Cuprite y AVI-
RIS Jasper Ridge, respectivamente. Con el fin de mostrar los resultados de
una manera más efectiva, las tablas sólo muestran la menor puntuación de
AE de todos los endmembers extraídos con respecto a su firma de referencia
en cada caso. Los resultados se muestran en forma de radianes y grados (el
rango de valores para el AE es de [0, 90] grados). Estos resultados son con-
sistentes con los publicados anteriormente en la literatura (por ejemplo, en
[PMPP04]). En [PMPP04] podemos encontrar una comparación de los end-
members extraídos por el algoritmo N–FINDR con respecto a los obtenidos
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Tabla 5.1: Similaridad espectral angular entre los endmembers extraídos por








Tabla 5.2: Similaridad espectral angular entre los endmembers extraídos por
N–FINDR en las escenas AVIRIS Jasper Ridge (en unidades de radiancia y
reflectancia) y las firmas espectrales puras disponibles en ambas escenas.
Datos en radiancia
Suelo Bosque Hierba Chaparral Lago
Radianes 0.077 0.065 0.044 0.050 0.032
Grados 4.411 3.724 2.521 2.864 1.833
Datos en reflectancia
Suelo Bosque Hierba Chaparral Lago
Radianes 0.028 0.025 0.022 0.020 0.019
Grados 1.604 1.432 1.260 1.145 1.088
por otros algoritmos populares de extracción de endmembers. Tienen par-
ticular relevancia los resultados mostrados en la Tabla 5.1, que indican que
el algoritmo N–FINDR puede obtener con éxito los endmembers espectrales
de datos en unidades de radiancia y reflectancia. Esto apoya nuestra tesis de
que el proceso de extracción endmember se puede realizar al mismo tiempo
que los datos se recogen en el sensor, sin la necesidad de tener un módulo de
corrección atmosférica anterior, que también debería ser implementado en
hardware. Este tema será objeto de investigación en nuestro trabajo futuro.
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5.4.4. Evaluación del rendimiento
En este apartado se lleva a cabo una evaluación experimental del rendi-
miento computacional de la implementación en FPGA propuesta. A título
ilustrativo, la Tabla 5.3 muestra los recursos utilizados para la implemen-
tación hardware del diseño propuesto para el algoritmo N–FINDR para di-
ferentes valores de p (número de endmembers a extraer), llevada a cabo en
la FPGA Virtex-4 XC4VFX60 de la placa ML410. Esta FPGA tiene un to-
tal de 25280 slices, 50560 slice flip flops y 50560 LUTs de cuatro entradas
disponibles. Además esta FPGA incluye algunos recursos heterogéneos, ta-
les como dos PowerPCs, 128 DSP48Es y Block RAMs distribuidas. En la
implementación propuesta se han aprovechado estos recursos para optimizar
el diseño. Un PowerPC supervisa las comunicaciones y las Block RAMs se
utilizan para implementar la FIFO, por lo que la gran mayoría de los slices
se utilizan para la implementación del algoritmo N–FINDR junto con los
multiplicadores DSP48Es.
Como muestra la Tabla 5.3, el porcentaje de utilización hardware au-
menta cuando se incrementa el número de endmembers a identificar. Para el
máximo valor utilizado en los experimentos (p = 21) el porcentaje total de
utilización hardware es del 97,40 % alcanzando casi la total ocupación. Sin
embargo, para otros valores de p probados en los experimentos, por ejemplo,
p = 19, aún queda espacio en la FPGA para algoritmos adicionales. A su vez,
los valores de p superiores a los utilizados en los experimentos, son bastante
improbables como se demuestra en los experimentos realizados con diferentes
escenas y a los resultados anteriores publicados en la literatura de extracción
de endmembers (además, el número de endmembers es generalmente mucho
menor que el número de bandas espectrales). Por lo tanto, creemos que la
implementación hardware propuesta será capaz de hacer frente a muchos
escenarios diferentes de análisis. En cualquier caso, este valor puede aumen-
tarse considerablemente en las placas de FPGA más actuales, pero en los
experimentos realizados se ha decidido informar sólo de los resultados con
esta placa porque es muy similar a otra certificada para el espacio.
Otro aspecto importante de la implementación hardware propuesta son
las comunicaciones, que a menudo son el principal cuello de botella de los
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sistemas paralelos. Por lo tanto, al igual que en el diseño del algoritmo PPI, se
ha prestado especial atención a este problema. Para reducir las penalizaciones
de E/S, se ha incluido un DMA y se ha aplicado una técnica de precarga con
el fin de ocultar la latencia de las comunicaciones. Básicamente, mientras
que el módulo N–FINDR está procesando un conjunto de datos, el DMA
irá a buscar la siguiente serie, y la almacenará en la FIFO. Para demostrar
las ventajas de utilizar un DMA, se ha desarrollado otra versión en la que
los datos de la imagen se leen de memoria y son escritos en la FIFO por el
PowerPC en lugar del DMA. En esta versión, el tiempo de procesamiento se
incrementó en más de un orden de magnitud por lo que podemos concluir
que los recursos utilizados para el DMA (véase la Tabla 5.3) están bien
empleados.
Por último, la Tabla 5.4 da información de los tiempos de procesamiento
medios de la implementación en FPGA considerada y una versión software
equivalente desarrollada en lenguaje C y ejecutada en un PC con un procesa-
dor AMD Athlon 2.6 GHz y 512 Mb de RAM, en el conjunto hiperespectral
de datos considerados. Ya que los tiempos de procesamiento de los datos
AVIRIS Jasper Ridge en unidades de radiancia y reflectancia son exacta-
mente iguales, solo se muestra uno de ellos en la tabla. En todos los casos,
se reporta el valor de p (número de endmembers a extraer), que dependerá
de la escena, del tamaño total de la imagen en megabytes, y el speedup de la
implementación hardware con respecto a la versión software desarrollada.
Para concluir esta sección, destacamos que el informe de tiempos de pro-
cesamiento en FPGA está todavía lejos de alcanzar la velocidad de adquisi-
ción de imágenes de un sensor hiperespectral y poder así procesar los píxeles
a medida que lleguen al sistema. Por ejemplo, el tiempo de exploración de la
línea de escaneo en AVIRIS, un instrumento de barrido, es bastante rápido
(8.3 ms para recoger 512 píxeles completos). Esto introduce la necesidad de
procesar un conjunto de datos hiperespectrales con 614 × 512 píxeles (por
ejemplo, las escenas AVIRIS Jasper Ridge) en 4.98 segundos para alcanzar el
pleno rendimiento en tiempo real. En los experimentos realizados, los tiem-
pos de procesamiento logrados en la placa FPGA considerada para el mismo
volumen de datos son del orden de diez veces esa cifra. Aunque la inclusión de
placas de FPGA más recientes podría mejorar significativamente el informe
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Tabla 5.4: Tiempos de procesamiento medios para la implementación hard-
ware y para la versión software equivalente de N–FINDR para las imágenes
hiperespectrales consideradas.
AVIRIS EO-1 AVIRIS
Cuprite Hyperion Jasper Ridge
Número de
endmembers (p) 16 21 19
Tamaño total
(Megabytes) 50 800 140
Tiempo de la versión
software (segundos) 502.06 9110.24 1851.34
Tiempo de la versión
hardware (segundos) 13.46 239.11 49.35
Speedup 37.29 38.10 37.50
de tiempos de procesamiento, como trabajo futuro, también nos centraremos
en la mejora de la implementación propuesta para lograr un mejor aprove-
chamiento de los recursos hardware y reducir los tiempos de procesamiento,
que en cualquier caso, se consideran aceptables en muchas aplicaciones de
observación remota de la Tierra.
5.5. Conclusiones
Uno de los retos más importantes que debe abordarse en el análisis de
imágenes hiperespectrales es la complejidad computacional de los algoritmos
derivada de la cada vez mayor resolución espacial, espectral y temporal de las
nuevas misiones de observación remota hiperespectral de la Tierra, muchas
de ellas basadas en plataformas espaciales. Con los recientes avances en hard-
ware reconfigurable, especialmente en las FPGAs, los algoritmos de análisis
de imágenes hiperespectrales se pueden ahora implementar en FPGAs de
alto rendimiento para acelerar sus tiempos de respuesta. Una técnica impor-
tante para el análisis de datos hiperespectrales es el desmezclado espectral,
en el cual la extracción endmembers es una tarea fundamental. En este tra-
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bajo, se ha desarrollado la primera implementación en FPGA del algoritmo
N–FINDR para la extracción de endmembers, que ilustra las ventajas y des-
ventajas de la tecnología reconfigurable en el contexto de las misiones aéreas
y espaciales de observación remota de la Tierra. Los resultados experimen-
tales, realizados en una FPGA Virtex-4 XC4VFX60 demuestran que la im-
plementación hardware propuesta puede superar de manera significativa (en
términos de tiempo de cálculo) una versión de software equivalente y también
es capaz de proporcionar resultados precisos con un tamaño compacto, que
hacen del sistema reconfigurable propuesto atractivo para el procesamiento




Dime con quién andas,
y te diré quién eres.
Refrán popular
Las técnicas de análisis hiperespectral desarrolladas en la literatura pre-
suponen que la medición obtenida por el sensor en un determinado píxel
viene dada por la contribución de diferentes materiales que residen a nivel
subpíxel. El fenómeno de la mezcla puede venir ocasionado por una insu-
ficiente resolución espacial del sensor, pero lo cierto es que este fenómeno
ocurre de forma natural en el mundo real, incluso a niveles microscópicos,
por lo que resulta imprescindible el diseño de técnicas capaces de modelarlo
de manera adecuada. No obstante, las técnicas basadas en este modelo son
altamente costosas desde el punto de vista computacional.
En este sentido, el modelo lineal de mezcla [HC00] expresa los píxeles
mezcla como una combinación lineal de las firmas asociadas a los componen-
tes espectralmente puros (llamados endmembers) en la imagen [PMPP04].
Este modelo ofrece resultados satisfactorios cuando los componentes que re-
siden a nivel subpíxel aparecen espacialmente separados, situación en la que
los fenómenos de absorción y reflexión de la radiación electromagnética inci-
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Figura 6.1: Interpretación gráfica del modelo lineal de mezcla.
dente pueden caracterizarse siguiendo un patrón estrictamente lineal. En la
actualidad, el modelo lineal de mezcla es el más utilizado en análisis hiper-
espectral, debido a su sencillez y generalidad.
El modelo lineal de mezcla puede interpretarse de forma gráfica en un
espacio bidimensional utilizando un diagrama de dispersión entre dos bandas
poco correlacionadas de la imagen, tal y como se muestra en la Figura 6.1.
En la misma, puede apreciarse que todos los puntos de la imagen quedan
englobados dentro del triángulo formado por los tres puntos más extremos
(elementos espectralmente más puros). Los vectores asociados a dichos pun-
tos constituyen un nuevo sistema de coordenadas con origen en el centroide
de la nube de puntos, de forma que cualquier punto de la imagen puede
expresarse como combinación lineal de los puntos más extremos, siendo es-
tos puntos los mejores candidatos para ser seleccionados como endmembers
[BC96].
Es importante destacar que otra aproximación en la literatura al proble-
ma de la mezcla se basa en suponer que los endmembers interactúan según
un modelo no lineal. Borel y Gerstl [BG94] demostraron que los efectos no
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lineales que se producen en este caso se deben, fundamentalmente, a efec-
tos de dispersión múltiple en la luz reflejada por los diferentes materiales
[GHS02]. El modelo no lineal apareció ilustrado gráficamente mediante un
ejemplo en la Figura 2.11(b). A pesar de que el modelo no lineal puede
resultar más preciso en determinadas circunstancias, su correcta aplicación
requiere información a priori acerca de la geometría y las propiedades físicas
de los objetos observados, lo cual lo hace difícilmente abordable en situa-
ciones en las que no existe dicha información. Además, el modelo no lineal
es difícilmente generalizable a diferentes áreas de aplicación (por ejemplo,
las propiedades físicas y la geometría de los minerales son completamente
diferentes de las propiedades físicas y la geometría de las cubiertas vegetales,
e incluso cada cubierta vegetal podría requerir un modelo específico). Por es-
tos motivos, el modelo lineal es el más ampliamente utilizado en la literatura
relacionada con el análisis de mezclas mediante endmembers.
En este capítulo, se proporciona una descripción detallada del Image Spa-
ce Reconstruction Algorithm (ISRA), que sigue un modelo lineal de mezcla
para la estimación de las fracciones de abundancia no negativas en píxeles
mezcla, su implementación en FPGA y la validación de la arquitectura hard-
ware paralela propuesta mediante los resultados experimentales obtenidos.
6.1. Descripción del algoritmo
Los sensores de imágenes hiperespectrales poseen una alta resolución es-
pectral (del orden de cientos de bandas) pero una resolución espacial relativa-
mente moderada. Los píxeles mezcla son una consecuencia de esta moderada
resolución espacial de los sensores de imágenes hiperespectrales y por lo tan-
to, la firma espectral medida es una mezcla de las firmas de los objetos que
caen dentro del campo de visión del sensor [VRJ00]. Además, los píxeles
mezcla pueden ser el resultado de la combinación de diferentes materiales en
una mezcla homogénea [KM02]. El desmezclado espectral es el procedimiento
de descomponer el espectro medido de los píxeles mezcla en un conjunto de
espectros puros, endmembers, y el conjunto correspondiente de fracciones de
abundancia, abundancias [VRJ00, KM02]. Cuando no se tiene ningún cono-
cimiento sobre los endmembers y las abundancias, el proceso de desmezclado
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espectral se denomina problema de desmezclado completo. Cuando se conoce
información a priori sobre los endmembers, el proceso se denomina problema
de estimación de abundancias. En la literatura, se pueden encontrar diferen-
tes aproximaciones para solucionar el problema de la mezcla espectral en los





ai · xi + w = A · x+ w (6.1)
donde A ∈ <m×n+ es la matriz de endmembers y ai es la firma espectral del i-
ésimo endmember; x ∈ <n+ es el vector de abundancias; b ∈ <m es el espectro
medido del píxel;w es un vector de ruido; n es el número de endmembers ym
es el número de bandas espectrales del sensor [VRJ00, KM02, Boa94]. Ten-
gamos en cuenta que los valores correspondientes a las variables A y b son
obligatoriamente positivos para poder tener significado físico y, además, el
vector de abundancias necesita satisfacer x ≥ 0 y∑ni=1 xi ≤ 1 o∑ni=1 xi = 1.
El modelo lineal de mezcla asume que la luz incidente interactúa en la super-
ficie con un solo endmember (no hay dispersión múltiple entre endmembers),
la superficie total es una combinación lineal de las abundancias de los end-
members como se mostró en la Figura 2.11(a) [VRJ00, KM02]. La Figura 6.2
muestra la mezcla resultante de los endmembers de la Figura 6.1 utilizando el
modelo lineal de mezcla. En la literatura, la mayoría de los algoritmos desa-
rrollados para el problema de desmezclado no estiman los endmembers y las
abundancias simultáneamente. Primero estiman los endmembers siguiendo
algunos de los métodos ya comentados [PMPP02] y posteriormente estiman
las abundancias. El problema de estimación de abundancias puede ser visto
como un problema de minimización de distancia dado por:
xˆ = arg minx D(Ax,b)
con x ≥ 0 y ∑ni=1 xi = 1 (6.2)
donde D(Ax,b) es la función de “distancia”, A es la matriz de endmembers,
b es el píxel en observación, x es el vector de abundancias y arg minx f
devuelve la x que hace minimiza la función f. Los diferentes algoritmos que
podemos encontrar en la literatura no consideran ninguna o sólo algunas de
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Figura 6.2: Composición de un píxel mezcla.
estas restricciones. Por otro lado, el uso de diferentes funciones de distancia
da lugar a estimaciones diferentes. La distancia más común utilizada en la
literatura es la de mínimos cuadrados (MC):
MC(Ax, b) = ‖Ax− b‖2 = 2
√√√√ n∑
i=1
((Ax)i − bi)2 (6.3)
Image Space Reconstruction Algorithm (ISRA) es uno de los métodos
iterativos más conocidos utilizados para estimar la proporción de cada end-
member (A) presente en el píxel (b) de una imagen hiperespectral. El pro-
blema de estimación de abundancias se aborda desde la perspectiva de un
problema de minimización de distancia, utilizando la función de MC (ver
Ecuación (6.3)), donde la diferencia entre el píxel o el espectro medido y
estimado debe ser la más pequeña. ISRA es un ejemplo de algoritmo con
restricciones solamente positivas. Esto significa que sólo se considera la res-
tricción de fracciones de abundancias no negativas x ≥ 0. Este algoritmo
garantiza valores positivos en el resultado de las abundancias y la conver-
gencia asintótica del algoritmo [VRRPL03].
ISRA se utiliza en muchas aplicaciones, tales como la reconstrucción de
la imagen en tomografía de emisión [DWM86] y el desmezclado espectral en
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imágenes hiperespectrales [VRRPL03]. ISRA es un método de clasificación
supervisada. Esto significa que la información sobre los endmembers es co-
nocida de antemano. Una vez que se ha extraído el conjunto de endmembers
A [PMPP04], las fracciones de abundancia xˆ correspondientes a un píxel
determinado b pueden estimarse (utilizando mínimos cuadrados) mediante
la siguiente expresión que no impone restricciones [Cha03]:
xˆMC = (AT A)−1 AT b (6.4)
Las principales ventajas de esta aproximación son la sencillez de su imple-
mentación y su rápida ejecución. Su principal desventaja es que se producen
valores negativos en las abundancias obtenidas, lo que no tiene un signifi-
cado físico [KM02]. Ademas, los resultados estimados tampoco cumplen con
la restricción de suma unitaria
∑n
i=1 xi = 1. Imponiendo la restricción de
abundancias no negativas resulta en el siguiente problema de optimización:
min xˆ ∈∆
{
(b− xˆ ·A)T (b− xˆ ·A)} ,
sujeto a : ∆ = {xˆ | xˆi ≥ 0 para todo 1 ≤ i ≤ n} (6.5)
Como se indica en [CH00], se puede utilizar un algoritmo iterativo para
resolver el problema de mínimos cuadrados con la restricción de no negati-
vidad descrito en la Ecuación (6.5). La solución, es la Ecuación (6.6) que













El número de bandas y el número de endmembers se representan por
m y n, respectivamente. La matriz A ∈ <m×n+ es la matriz de endmembers
(m × n), donde aij es un elemento de A y ai es el vector de la respuesta
espectral de un endmember en todas las bandas i. El término b ∈ <m+ denota
el píxel que se está tratando y xˆ es el vector de abundancias.
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Algoritmo 4 Pseudocódigo del ISRA
// Para cada uno de los píxeles
for (t = 0; t < P ; t++) {
// Calcular abundancias utilizando ISRA para un píxel
for (k = 0; k <= NUM_ITER; k++) {
// Para todos los endmembers
for (j = 0; j < N ; j++) {
// Para todas las bandas
for (i = 0; i < M ; i++) {
numerador = numerador + A[i][j]*B[i][t]; //Aij*Bi
// Calcular el dot-product: traspuesta(Ai)*X
for (s = 0; s < N ; s++) {
dot += A[i][s]*X[s][t];
}end for
denominador += dot * A[i][j]; // Aij*traspuesta(Ai)*X
dot = 0;
}end for







El Algoritmo 4 muestra el pseudocódigo para el ISRA. En este pseudo-
código las variables P y NUM_ITER representan el número de píxeles de
la imagen y el número de iteraciones por píxel en el análisis, respectivamen-
te. La ecuación ISRA se separa en el cálculo del numerador y el cálculo del
denominador. Cuando estos se obtienen, se dividen y se multiplican por la
abundancia anterior X.
El cálculo de las fracciones de abundancia para cada uno de los píxeles
es independiente, por lo que se pueden calcular de manera simultánea. Con
el fin de conseguir la mayor paralelización posible, el Algoritmo 4 es rees-
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Algoritmo 5 Pseudocódigo reordenado del ISRA en paralelo
// Para cada uno de los píxeles
par (t = 0; t < P ; t++) {
// Calcular abundancias utilizando ISRA para un píxel
for (k = 0; k <= NUM_ITER; k++) {
// Para todos los endmembers
for (j = 0; j < N ; j++) {
// Para todas las bandas
for (i = 0; i < M ; i++) {
numerador = numerador + A[i][j]*B[i][t]; //Aij*Bi
}end for
numerador = numerador * X[j][t];
// Para todas las bandas
for (i = 0; i < M ; i++) {
// Calcular el dot-product: traspuesta(Ai)*X
for (s = 0; s < N ; s++) {
dot += A[i][s]*X[s][t];
}end for
denominador += dot * A[i][j]; // Aij*traspuesta(Ai)*X
dot = 0;
}end for







crito pensando, en esta ocasión, en una implementación hardware en la que
se produzca una mayor reutilización hardware y por lo tanto, cada unidad
de procesamiento consuma los menos recursos posibles. El resultado es el
Algoritmo 5. En esta ocasión, para obtener el numerador, se calcula el dot-
product entre el píxel y el endmember, y el resultado se multiplica por la
fracción de abundancia anterior. Posteriormente, el denominador utiliza la
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estructura anterior para ir calculando las sumas parciales que se irán acumu-
lando hasta obtener el resultado. Finalmente, se divide el numerador entre
el denominador.
6.2. Implementación en FPGA
La Figura 6.3 muestra la arquitectura hardware utilizada para imple-
mentar el ISRA, junto con las comunicaciones de E/S. Al igual que en los
anteriores diseños, para la entrada de datos se utiliza una memoria DDR2
SDRAM y un DMA (controlado por el PowerPC) con una FIFO de escritura
para almacenar los datos de los píxeles. El módulo ISRA se emplea para im-
plementar la versión propuesta del ISRA. Finalmente, se utiliza una FIFO
de lectura junto con un transmisor para enviar las fracciones de abundancia
a través del puerto RS232. La estructura general del hardware empleado pa-
ra implementar el ISRA puede ser visto como una arquitectura segmentada.
Se pueden distinguir tres etapas que se comunican utilizando una estructura
first-in first-out (FIFO): La primera etapa proporciona los datos necesarios al
sistema (endmembers y datos de la imagen), la segunda etapa lleva a cabo el
proceso de cálculo de fracciones de abundancia para cada uno de los píxeles
y finalmente en la tercera etapa se envían dichas fracciones de abundancia a
través del puerto RS232. Por lo tanto, todas las etapas están trabajando en
paralelo.
Por otro lado, la Figura 6.4 muestra la arquitectura hardware utilizada
para implementar el ISRA. Se utilizan tres memorias diferentes para alma-
cenar, respectivamente, los endmembers, el píxel actual y las fracciones de
abundancia para el píxel actual. Finalmente, la unidad básica ISRA represen-
ta la ruta de datos utilizada para realizar los cálculos. La unidad de control
es la encargada de llevar a cabo la correcta ejecución del ISRA: realiza las
lecturas de las posiciones de memoria adecuadas en cada una de las memo-
rias y realiza las actualizaciones de las fracciones de abundancia escribiendo
en la memoria correspondiente. Además, se utiliza un circuito combinacional
consistente en multiplexores para seleccionar la entrada de datos adecuada.
Finalmente, realiza la escritura de las fracciones de abundancia estimadas en
la FIFO de lectura.
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Figura 6.3: Arquitectura hardware para implementar el sistema ISRA com-
pleto.
La Figura 6.5 describe la arquitectura de la ruta de datos utilizada para
implementar la unidad básica ISRA siguiendo los criterios de diseño discu-
tidos en el apartado anterior. La unidad dot-product se utiliza tanto para el
cálculo del numerador como del denominador, permitiendo así una reutili-
zación de recursos hardware de forma óptima. Para llevar a cabo la actua-
lización de una fracción de abundancia, se procede de la siguiente manera:
durante m ciclos (siendo m el número de bandas), se computa el cálculo
del dot-product entre el píxel actual y el endmember correspondiente a la
fracción de abundancia que se está actualizando, gracias a la lectura de estos
datos por parte de la unidad de control. En el ciclo de reloj siguiente, el re-
sultado del dot-product se multiplica por la fracción de abundancia anterior
y el resultado se almacena en el registro num, concluyendo así, el cálculo
del numerador. Para calcular el denominador, el proceso anterior se repite n
veces (siendo n el número de endmembers) con la entrada de datos adecuada,
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Figura 6.4: Arquitectura hardware para implementar el ISRA.
mientras los resultados parciales se van acumulando utilizando un sumador y
el registro den. El cálculo del denominador requiere por lo tanto n× (m+1)
ciclos de reloj. El proceso finaliza con la división entre el numerador y el
denominador en 5 ciclos de reloj.
Dado que las fracciones de abundancia se pueden calcular de manera
simultánea para distintos píxeles, la etapa segunda (la que lleva a cabo el
ISRA) se puede paralelizar de la forma ilustrada en la Figura 6.6. Como se
puede observar, el módulo ISRA se replica p veces y se añaden dos árbitros,
uno para las lecturas de la FIFO de escritura y el envío de datos a la unidad
o unidades correspondientes y otro para las escrituras de las fracciones de
abundancia en la FIFO de lectura. El número de veces que podemos replicar
la unidad ISRA vendrá determinado por la cantidad de recursos hardware
disponibles y establecerá el speedup de la aplicación con respecto a la imple-
mentación sin paralelizar. Se podría pensar que introducir un árbitro, para
un gran número de módulos, condicionaría el camino crítico del sistema. Sin
embargo, dado que sobre todos los píxeles se realizan el mismo número de
iteraciones, el comportamiento de los árbitros es muy predecible ya que, tan-
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Figura 6.5: Arquitectura hardware para implementar la unidad básica ISRA.
to el envío de datos desde la FIFO de escritura como la escritura en la FIFO
de lectura, se hará en orden. Por lo tanto, para su implementación basta con
un contador que vaya atendiendo las peticiones en orden.
Con el fin de reducir la cantidad de recursos hardware necesarios para
implementar el módulo ISRA, se realizó un estudio sobre el consumo de re-
cursos hardware de la unidad básica ISRA. La Tabla 6.1 muestra el resultado
de dicho estudio. Como se puede observar, el divisor por sí mismo consume
un tercio de los recursos de la unidad básica y sin embargo, es el componente
que se utiliza la menor parte del tiempo. Por lo tanto, es muy buen candi-
dato para la mejora de consumo de recursos. La solución propuesta es tener
un único divisor compartido por todos los módulos ISRA e ir atendiendo
las peticiones de cada una de las unidades ISRA con ayuda de un árbitro.
Dado que el número de ciclos de reloj que transcurre entre dos divisiones
para un mismo módulo ISRA, c = 5 + (m + 1) + n × (m + 1), es elevado
comparado con los ciclos de reloj de lectura de los píxeles m (es el tiempo
que marca la separación entre las divisiones para dos módulos consecutivos),
si el número de módulos ISRA en paralelo p cumple: p < m.c.m.(c,m)/m,
estamos en condiciones de afirmar que el árbitro no es necesario puesto que
no se producirán colisiones. Si alcanza o supera dicha cantidad, el uso de
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Figura 6.6: Arquitectura hardware para la paralelización del ISRA.
Figura 6.7: Diagrama de tiempos con los módulos ISRA en paralelo.
un árbitro es imprescindible. La Figura 6.7 muestra un diagrama de tiempos
con los módulos ISRA en paralelo que ilustra esta colisión.
Para concluir esta sección, se ofrece una descripción paso a paso de cómo
la arquitectura propuesta realiza la estimación de las fracciones de abundan-
cia a partir de n endmembers para cada uno de los píxeles de una imagen
hiperespectral:
En primer lugar, el PowerPC envía una orden al DMA para escribir
los n endmembers en la FIFO de escritura.
Posteriormente, el árbitro de lectura lee estos endmembers y los envía
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Tabla 6.1: Resumen de los recursos utilizados para la implementación en
FPGA de la unidad básica ISRA en la FPGA Virtex-4 XC4VFX60.
Componente Número de Número de Número de
slice flip flops 4 input LUTs slices
Unidad dp 132 891 492
Registro num o den 32 0 0
Multiplicador 33 167 88
Sumador 0 538 301
Divisor 219 775 441
Unidad básica ISRA
(con divisor) 458 2427 1367
Unidad básica ISRA
(sin divisor) 239 1652 929
a todos los módulos ISRA donde se almacenan en cada memoria de
endmembers.
Después de que el DMA ha escrito el conjunto de endmembers, el
PowerPC envía una orden al DMA para comenzar a copiar un trozo
de la imagen de la memoria DDR2 SDRAM a la FIFO de escritura.
Como se mencionó anteriormente, el principal cuello de botella en este
tipo de sistema es con frecuencia la entrada de datos que se aborda
en nuestra aplicación con la incorporación de un DMA que elimina la
mayor parte de las penalizaciones de E/S. Por otra parte, el PowerPC
monitorea la FIFO de escritura y envía una nueva orden al DMA cada
vez que se detecta que la FIFO de escritura está medio vacía. Esta
vez, el DMA traerá un trozo de la imagen que ocupa la mitad de la
capacidad total de la FIFO.
Cuando los datos del primer píxel se han escrito en la FIFO de escri-
tura, el árbitro de lectura los envía al primer módulo ISRA y comienza
a trabajar. Mientras se van almacenando los datos del píxel, se inicia-
lizan los valores de las fracciones de abundancia al valor 1 / número
de endmembers, con la idea de que es una buena estimación de partida
suponer que todos los endmembers contribuyen al píxel mezcla de la
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misma manera. Una vez que el píxel se ha almacenado, se calculan sus
fracciones de abundancia utilizando ISRA según se ha explicado ante-
riormente y finalmente se escriben dichas abundancias en la FIFO de
lectura a través del árbitro de escrituras.
Por último, el transmisor extrae las fracciones de abundancia de la
FIFO de lectura y las envía a través de un puerto RS232.
A medida que se van escribiendo los datos del siguiente píxel en la
FIFO de escritura, el árbitro de lectura los envía al módulo ISRA
que corresponda cuando este termine la ejecución de un píxel anterior.
De esta manera se consigue que los distintos módulos ISRA trabajen
en paralelo. Cabe señalar que, salvo inicialmente, no se producirán
conflictos en el envío de datos a los distintos módulos ISRA y que
jamás se producirá un conflicto en la escritura de las fracciones de




La arquitectura hardware descrita en la sección 6.2 ha sido implementada
utilizando VHDL para la especificación del módulo ISRA paralelo. Además,
se han empleado los entornos Xilinx ISE y Embedded Developed Kit (EDK)
para especificar el sistema completo. Este sistema ha sido implementado en
la placa ML410 (ver Figura 4.10), una placa reconfigurable de bajo coste
con una sola FPGA Virtex-4 XC4VFX60, una ranura DDR2 SDRAM que
admite hasta 2 GBytes, un puerto RS232 y algunos componentes adicionales
que no se han utilizado en la implementación propuesta.
6.3.2. Conjunto de imágenes hiperespectrales
Nuevamente, se vuelven a utilizar algunas de las imágenes hiperespec-
trales empleados en la evaluación de los algoritmos PPI y N-FINDR y que
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fueron descritas en detalle en la sección 4.3.2. Las imágenes hiperespectrales
corresponden con la conocida escena AVIRIS Cuprite (en unidades de re-
flectancia) sobre la región minera de Cuprite en Nevada y la escena AVIRIS
Jasper Ridge (tanto en unidades de radiancia como de reflectancia) sobre la
reserva biológica de Jasper Ridge en California.
6.3.3. Evaluación de las fracciones de abundancia
Antes de analizar las propiedades paralelas de la implementación en
FPGA propuesta, se llevaron a cabo los experimentos para comprobar la
precisión de las fracciones de abundancia estimadas y estudiar así la conver-
gencia del algoritmo. Por lo tanto, en este apartado se evalúa la exactitud
de los píxeles estimados por la implementación ISRA propuesta utilizando
diferentes escenas hiperespectrales. En primer lugar, hacemos hincapié en
que la versión hardware propuesta obtiene exactamente los mismos resulta-
dos que una implementación software propia. Ambas implementaciones se
han validado tras testearlas con un amplio conjunto de datos sintéticos de
resultados conocidos, con el fin de garantizar que las dos versiones ofrecen
exactamente los mismos resultados en los escenarios considerados.
En este caso, vamos a considerar el problema de estimación de abundan-
cias asumiendo que los endmembers son conocidos (en el siguiente capítulo
se aborda el problema de desmezclado completo). Estos endmembers com-
prenden un conjunto de firmas de la biblioteca espectral USGS en el caso
de la escena AVIRIS Cuprite (disponibles en unidades de reflectancia) y un
conjunto de píxeles de la imagen etiquetados como espectralmente puros en
el caso de la escena AVIRIS Jasper Ridge (disponible tanto en unidades de
radiancia como reflectancia). A partir de dichos endmembers se van a esti-
mar sus fracciones de abundancia para cada uno de los píxeles de la imagen
hiperespectral.
Antes de mostrar los resultados obtenidos, se describe primero la métri-
ca utilizada para la comparación cuantitativa en los experimentos realizados.
Dado que ISRA utiliza la función de distancia de mínimos cuadrados en el
problema de minimización de distancia, la métrica utilizada para evaluar la
calidad de la reconstrucción es la raíz del error cuadrático medio (RECM) en-
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tre la escena hiperespectral original y la reconstruida, que se pude definir de
la siguiente manera. Asumamos que I(O) es la escena hiperespectral original
e I(R) es una versión reconstruida de I(O), obtenida utilizando la Ecuación
(6.1) con un conjunto de endmembers y sus correspondientes fracciones de
abundancia estimadas. Asumamos también que el píxel de coordenadas es-
paciales (i, j) en la escena hiperespectral original viene dado porX(O)(i, j) =[
x
(O)
1 (i, j), x
(O)
2 (i, j), · · · , x(O)n (i, j)
]
, mientras que el píxel correspondiente a
las mismas coordenadas espaciales en la escena hiperespectral reconstruida




1 (i, j), x
(R)
2 (i, j), · · · , x(R)n (i, j)
]
. Con esta
notación en mente, la RECM entre la escena hiperespectral original y re-
















k (i, j)− x(R)k (i, j)
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donde s denota el número de muestras, l el número de líneas y k el núme-
ro de bandas. Como resultado, valores bajos de RECM significan una alta
proximidad entre las imágenes comparadas.
Se han llevado a cabo los experimentos sobre la precisión de las fracciones
de abundancia estimadas con las escenas AVIRIS Cuprite y AVIRIS Jasper
Ridge con el fin de evaluar la similitud entre la escena hiperespectral original
y la reconstruida por la implementación ISRA propuesta. El único parámetro
de entrada para el ISRA (sin olvidarnos del conjunto de endmembers y la
propia escena hiperespectral) es el número de iteraciones por píxel en el
análisis. En los experimentos realizados, este número se hace variar entre 10
y 600 para ilustrar la convergencia del algoritmo (más allá de 600 iteraciones
no se producen variaciones en los resultados).
Las Figuras 6.8, 6.9 y 6.10 muestran la RECM por píxel (y la media) en-
tre la escena hiperespectral original y la reconstruida para distinto número
de iteraciones en las escenas AVIRIS Cuprite y AVIRIS Jasper Ridge, esta
última tanto en unidades de reflectancia como de radiancia. Colores más cá-
lidos indican mayor error. A la vista de los resultados, podemos concluir que
100 iteraciones es un número suficiente y que más allá de 200 iteraciones la
RECM decrece muy lentamente, por lo que la mejora en la similitud entre
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10 iteraciones (6.46) 50 iteraciones (5.45) 100 iteraciones (5.36)
150 iteraciones (5.35) 200 iteraciones (5.34) 250 iteraciones (5.33)
300 iteraciones (5.32) 600 iteraciones (5.29)
Figura 6.8: Mapa de errores RECM (en porcentaje) para distinto número
de iteraciones después de la reconstrucción de la escena AVIRIS Cuprite
utilizando las firmas de referencia de la librería USGS.
la imagen original y la reconstruida es muy pequeña. Cabe destacar, que el
error cometido en la reconstrucción de la escena AVIRIS Cuprite es mayor
que para las escenas AVIRIS Jasper Ridge. Esto se debe a que en el pri-
mer caso se utilizan como endmembers firmas extraídas de la librería USGS
mientras que en el segundo caso, se emplean firmas espectrales puras de la
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10 iteraciones (2.36) 50 iteraciones (1.74) 100 iteraciones (1.63)
150 iteraciones (1.58) 200 iteraciones (1.55) 250 iteraciones (1.53)
300 iteraciones (1.51) 600 iteraciones (1.48)
Figura 6.9: Mapa de errores RECM (en porcentaje) para distinto número de
iteraciones después de la reconstrucción de la escena AVIRIS Jasper Ridge
en unidades de reflectancia utilizando las firmas espectrales de terreno de
referencia.
propia imagen hiperespectral. Finalmente, si el desmezclado espectral se va a
utilizar para realizar una compresión con pérdidas a bordo, comparando las
imágenes reconstruidas para la escena AVIRIS Jasper Ridge en unidades de
reflectancia y radiancia, parece claro que es mejor realizar la compresión con
los datos en unidades de radiancia, antes de realizar el proceso de corrección
atmosférica. De esta forma, se obtendrá una tasa de compresión en torno al
77.6% al pasar de tener 224 bandas con 16 bits de resolución a 5 fracciones
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10 iteraciones (1.65) 50 iteraciones (0.97) 100 iteraciones (0.85)
150 iteraciones (0.80) 200 iteraciones (0.77) 250 iteraciones (0.74)
300 iteraciones (0.73) 600 iteraciones (0.68)
Figura 6.10: Mapa de errores RECM (en porcentaje) para distinto número
de iteraciones después de la reconstrucción de la escena AVIRIS Jasper Rid-
ge en unidades de radiancia utilizando las firmas espectrales de terreno de
referencia.
de abundancia con 32 bits de resolución (224:10). Esta tasa se verá dismi-
nuida al añadir los metadatos propios de la técnica de compresión, en este
caso, las 224 bandas de los 5 endmembers.
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6.3.4. Evaluación del rendimiento
En este apartado se lleva a cabo una evaluación experimental del rendi-
miento computacional de la implementación en FPGA propuesta. A título
ilustrativo, la Tabla 6.2 muestra los recursos utilizados para la implemen-
tación hardware del diseño propuesto para el ISRA para diferentes valores
de p (número de módulos ISRA en paralelo), llevada a cabo en la FPGA
Virtex-4 XC4VFX60 de la placa ML410. Esta FPGA tiene un total de 25280
slices, 50560 slice flip flops y 50560 LUTs de cuatro entradas disponibles.
Además esta FPGA incluye algunos recursos heterogéneos, tales como dos
PowerPCs, 128 DSP48Es y Block RAMs distribuidas. En la implementación
propuesta se han aprovechado estos recursos para optimizar el diseño. Un
PowerPC supervisa las comunicaciones y las Block RAMs se utilizan para
implementar las FIFOs, por lo que la gran mayoría de los slices se utilizan
para la implementación del ISRA junto con los multiplicadores DSP48Es.
Como muestra la Tabla 6.2, nuestro diseño puede escalarse hasta 16 mó-
dulos ISRA en paralelo. Un comportamiento interesante del módulo ISRA
paralelo propuesto es que se puede escalar sin que apenas aumente el re-
tardo del camino crítico (la frecuencia de reloj permanece prácticamente
constante). Para el máximo valor utilizado en los experimentos (p = 16) el
porcentaje total de utilización hardware es del 90,08 % alcanzando casi la
total ocupación. Sin embargo, para otros valores de p, por ejemplo, p = 10,
tan sólo se utilizan la mitad de los recursos disponibles, quedando aún es-
pacio en la FPGA para algoritmos adicionales. En cualquier caso, este valor
puede aumentarse considerablemente en las últimas placas de FPGA, pero
en los experimentos realizados se ha decidido informar sólo de los resultados
con esta placa porque es muy similar a otra certificada para el espacio.
Otro aspecto importante de la implementación hardware propuesta son
las comunicaciones, que a menudo son el principal cuello de botella de los
sistemas paralelos. Por lo tanto, al igual que en el diseño de los algoritmos
PPI y N-FINDR, se ha prestado especial atención a este problema. Para
reducir las penalizaciones de E/S, se ha incluido un DMA y se ha aplicado
una técnica de precarga con el fin de ocultar la latencia de las comunicaciones.
Básicamente, mientras que los módulos ISRA están procesando un conjunto
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Tabla 6.3: Tiempos de procesamiento en minutos para la implementación
hardware y para la versión software equivalente de ISRA para las imágenes
hiperespectrales consideradas según el número de iteraciones.
Número de AVIRIS Cuprite AVIRIS Jasper Ridge
iteraciones HW SW HW SW
10 0.15 1.61 0.41 5.043
50 0.79 8.05 2.05 25.34
100 1.59 16.11 4.10 50.45
150 2.39 24.17 6.15 75.89
200 3.19 32.22 8.20 101.05
250 3.99 40.28 10.25 126.66
300 4.79 48.34 12.30 151.59
600 9.59 96.68 24.61 302.80
de datos, el DMA irá a buscar la siguiente serie, y la almacenará en la
FIFO de escritura. Para demostrar las ventajas de utilizar un DMA, hemos
desarrollado otra versión en la que los datos de la imagen se leen de memoria
y son escritos en la FIFO de escritura por el PowerPC en lugar del DMA. En
esta versión, el tiempo de procesamiento se incrementó en más de un orden
de magnitud por lo que podemos concluir que los recursos utilizados para el
DMA están bien empleados.
Por último, la Tabla 6.3 da información de los tiempos de procesamiento
de la implementación en FPGA considerada y una versión software equiva-
lente desarrollada en lenguaje C y ejecutada en un PC con un procesador
AMD Athlon 2.6 GHz y 512 Mb de RAM, en el conjunto hiperespectral de
datos considerados. Ya que los tiempos de procesamiento de los datos AVI-
RIS Jasper Ridge en unidades de radiancia y reflectancia son exactamente
iguales, sólo se muestra uno de ellos en la tabla. En todos los casos, el nú-
mero de módulos ISRA utilizados en paralelo para la versión en FPGA es
de p = 16.
En los experimentos realizados, los tiempos de procesamiento logrados en
la placa FPGA considerada muestran un speedup por encima de 10 al proce-
sar la escena AVIRIS Cuprite y un speedup por encima de 12 cuando se trata
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de la escena AVIRIS Jasper Ridge. Aunque la inclusión de placas de FPGA
más recientes podría mejorar de forma considerable el informe de tiempos de
procesamiento, como trabajo futuro también nos centraremos en la mejora
de la implementación propuesta para lograr un mejor aprovechamiento de
los recursos hardware y reducir los tiempos de procesamiento.
6.4. Conclusiones
Uno de los grandes retos en el análisis de imágenes hiperespectrales en ob-
servación remota de la tierra es la complejidad computacional como resultado
de la necesidad de procesar enormes volúmenes de datos. Con los recientes
avances en hardware reconfigurable, muchos de los algoritmos de procesa-
miento de imágenes hiperespectrales se pueden acelerar mediante FPGAs de
alto rendimiento. Una técnica importante para el análisis de datos hiperes-
pectrales es el desmezclado espectral, en el cual la estimación de abundancias
es una tarea fundamental. En este capítulo, se ha descrito una implementa-
ción en FPGA del Image Space Reconstruction Algorithm (ISRA), una de
las aproximaciones más conocidas para la estimación de fracciones de abun-
dancia en el análisis de datos hiperespectrales en observación remota de la
tierra. Este trabajo demuestra una vez más la viabilidad de la utilización de
FPGAs en el análisis de imágenes hiperespectrales especialmente con algorit-
mos de cálculo iterativo o intensivo. Los resultados experimentales, realiza-
dos en una FPGA Virtex-4 XC4VFX60 demuestran que la implementación
hardware propuesta puede superar de manera significativa (en términos de
tiempo de cálculo) una versión software equivalente y también es capaz de
proporcionar resultados precisos con un tamaño compacto, que hacen del
sistema reconfigurable propuesto atractivo para el procesamiento a bordo de
datos hiperespectrales. Otra característica interesante de la implementación
propuesta es que es fácilmente escalable para FPGAs mayores. Por ejem-
plo, si dispusiéramos de una FPGA Virtex-4 XQR4VLX200 (89088 slices)
certificada para el espacio, podríamos tener 3.5 veces más unidades ISRA
en paralelo simplemente sintetizando la etapa 2 de la arquitectura hardware
para el nuevo número de unidades en paralelo. De esta manera, se podría




Una cadena es tan fuerte
como el más débil de sus eslabones.
Anónimo
Los instrumentos hiperespectrales captan la energía electromagnética que
se encuentra dentro de su campo de visión terrestre en cientos de canales es-
pectrales con una alta resolución. Muy a menudo, sin embargo, debido a la
moderada resolución espacial del sensor o a la presencia de mezclas íntimas
(mezcla de los materiales a una escala muy pequeña) en la escena, los vec-
tores espectrales (recopilación de las señales adquiridas en diferentes bandas
espectrales para un píxel determinado) adquiridos por los sensores hiperes-
pectrales son en realidad mezclas de las firmas espectrales de los materiales
presentes en la escena.
En este capítulo, se presenta un diseño para la implementación en FPGA
de la cadena completa de desmezclado espectral. Tras una sección en la que
se realiza una comparativa entre los algoritmos PPI y N-FINDR propuestos
para determinar cual de los dos es más conveniente utilizar, se muestra la
implementación en FPGA de la cadena de desmezclado espectral, utilizando
la reconfigurabilidad de estos dispositivos, y los resultados experimentales
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llevados a cabo en la FPGA Virtex–4 XCVFX60 de Xilinx empleando las
imágenes hiperespectrales reales captadas por el Airborne Visible Infra–Red
Spectrometer (AVIRIS) de la NASA sobre la región minera de Cuprite en
Nevada y sobre la reserva biólogica de Jasper Ridge en California.
7.1. Comparativa entre los algoritmos PPI y N-
FINDR
En esta sección se va a realizar una comparación entre las implementa-
ciones propuestas en los Capítulos 4 y 5 de los algoritmos PPI y N-FINDR,
respectivamente, para la extracción de endmembers. El proceso de reducción
dimensional resulta imprescindible para la posterior aplicación del algoritmo
N-FINDR, sin embargo, como se ha demostrado en el Capítulo 4, este paso
previo no es necesario para la ejecución del algoritmo PPI. La reducción di-
mensional nos permite reducir la complejidad computacional del problema y
atenuar el efecto del ruido, pero se debe tener en cuenta que la información
descartada puede contener las pequeñas diferencias que nos hagan distinguir
unos materiales de otros.
Con el fin de realizar una comparativa lo más justa posible, vamos a
partir de las imágenes reducidas dimensionalmente, mediante el Análisis de
Componentes Principales (ACP) del software ENVI 4.0, del Capítulo 5 para
realizar la extracción de endmembers sobre las mismas con el algoritmo PPI
propuesto en el Capítulo 4. Las Tablas 7.1 y 7.2 muestran el ángulo espectral
(AE) para los endmembers más similares extraídos por el algoritmo PPI
y por el algoritmo N-FINDR en la escena AVIRIS Cuprite reducida a 15
superbandas y en la escena AVIRIS Jasper Ridge reducida a 18 superbandas
tanto en unidades de reflectancia como de radiancia. A su vez, la Tabla 7.3
muestra el tiempo de cómputo del algoritmo PPI y del algoritmo N-FINDR
para las distintas escenas hiperespectrales consideradas una vez han sido
reducidas dimensionalmente y tras la evaluación de 104 skewers. Ya que los
tiempos de procesamiento de los datos AVIRIS Jasper Ridge en unidades de
radiancia y reflectancia son exactamente iguales, solo se muestra uno de ellos
en la tabla.
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Tabla 7.1: Ángulo espectral entre los endmembers extraídos por PPI y N-
FINDR en la escena AVIRIS Cuprite reducida a 15 superbandas y las firmas
disponibles en la librería espectral USGS.
PPI N-FINDR
Radianes Grados Radianes Grados
Alunita 0.084 4.812 0.084 4.812
Buddingtonita 0.073 4.182 0.089 5.099
Calcita 0.092 5.271 0.105 6.016
Kaolinita 0.136 7.792 0.138 7.906
Moscovita 0.092 5.271 0.108 6.187
Primeramente se va a realizar la comparación cuantitativa entre los end-
members extraídos por las implementaciones propuestas de los algoritmos
PPI y N-FINDR. Observando las Tablas 7.1 y 7.2 nos damos cuenta de que,
a pesar que los valores de AE en ambos algoritmos demuestran una alta co-
rrespondencia espectral con las firmas espectrales de referencia disponibles
en cada escena, en el caso del algoritmo PPI se obtienen valores más pe-
queños que con el algoritmo N-FINDR, lo que significa una mayor similitud
espectral.
Con respecto a los tiempos de respuesta de ambos algoritmos cuando se
procesan las imágenes reducidas dimensionalmente, observando la Tabla 7.3,
queda claro que el algoritmo PPI es más rápido que el algoritmo N-FINDR
con un speedup ligeramente superior a 12.
A pesar de que ambos algoritmos obtienen un conjunto de endmembers
similares a las firmas de referencia, se debe considerar que los endmembers
extraídos por el algoritmo PPI tienen mayor similitud espectral con respecto
a dichas firmas, pero sobre todo, que realiza la extracción de endmembers más
rápidamente. Además, el algoritmo N-FINDR tiene una serie de limitaciones:
Una de ellas es la determinación del número de endmembers necesarios a
generar por el algoritmo N-FINDR. Otra es su complejidad computacional
como resultado de una búsqueda exhaustiva. Una tercera es el requisito de
reducción dimensional de la escena, un proceso que suele ser muy complejo y
que por tanto, incrementa notablemente el tiempo de cómputo. Una cuarta
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Tabla 7.2: Ángulo espectral entre los endmembers extraídos por PPI y N-
FINDR en las escenas AVIRIS Jasper Ridge reducida a 18 superbandas (en
unidades de radiancia y reflectancia) y las firmas espectrales puras disponi-
bles en ambas escenas.
Datos en radiancia
Suelo Bosque Hierba Chaparral Lago
PPI
Radianes 0.065 0.061 0.045 0.042 0.032
Grados 3.724 3.495 2.578 2.406 1.833
N-FINDR
Radianes 0.077 0.065 0.044 0.050 0.032
Grados 4.411 3.724 2.521 2.864 1.833
Datos en reflectancia
Suelo Bosque Hierba Chaparral Lago
PPI
Radianes 0.030 0.026 0.024 0.031 0.019
Grados 1.718 1.489 1.375 1.776 1.088
N-FINDR
Radianes 0.028 0.025 0.022 0.020 0.019
Grados 1.604 1.432 1.260 1.145 1.088
y probablemente la cuestión más crítica es el uso de endmembers iniciales
aleatorios que dan lugar a la selección de un conjunto de endmembers finales
que pueden ser inconsistentes y que los resultados no son reproducibles. Por
todas estas razones, nos decantamos por la utilización del algoritmo PPI
a la hora de implementar una cadena de desmezclado en FPGA, ya que,
el problema de la determinación del número de endmembers a extraer se
reduce a la determinación de un valor umbral y no es necesaria la reducción
dimensional de la escena (no se pierde nada de información). Además, para
FPGAs mayores el algoritmo PPI resulta más fácilmente paralelizable ya que
la unidad básica de procesamiento consume menos recursos hardware.
Como trabajo futuro, debemos estudiar la conveniencia o no de realizar el
paso previo de reducción dimensional, además del de corrección atmosférica,
a la hora de extraer endmembers mediante el algoritmo PPI. Tres son los
posibles escenarios con los que podemos encontrarnos: realizar la extracción
de endmembers una vez que la imagen ha sido corregida atmosféricamente
y reducida dimensionalmente (tratamiento habitual), realizar la reducción
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Tabla 7.3: Tiempos de procesamiento para el algoritmo PPI y N-FINDR con
las escenas consideradas reducidas dimensionalmente.
AVIRIS EO-1 AVIRIS
Cuprite Hyperion Jasper Ridge
Número de
endmembers (p) 16 21 19
Tamaño total
(Megabytes) 50 800 140
Tiempo de la implementación
PPI (segundos) 1.35 18.87 3.48
Tiempo de la implementación
N-FINDR (segundos) 13.46 239.11 49.35
Speedup 12.48 12.10 12.44
dimensional sobre los datos sin corregir atmosféricamente y posteriormente
extraer los endmembers, o realizar la extracción de endmembers directamen-
te sobre los datos en bruto según son recogidos por el sensor. Basándonos
en los experimentos realizados intuimos que la similitud espectral de los
endmembers en todos los casos será muy parecida, por lo que deberemos
centrarnos más en estudiar los distintos tiempos de cómputo. Tenemos que
elegir el algoritmo de reducción dimensional más conveniente si resulta más
adecuado que tratar los datos en bruto. Se ahonda en esta cuestión en el
siguiente capítulo.
7.2. Implementación en FPGA
Por las razones anteriormente expuestas, se ha elegido utilizar la imple-
mentación propuesta del algoritmo PPI para realizar la etapa de extracción
de endmembers en la cadena completa de desmezclado espectral. Por lo tan-
to, en este trabajo no se ha incluido el paso previo de reducción dimensional
mostrado en la Figura 2.12, que se destina principalmente a reducir el tiem-
po de procesamiento, pero en el que en ocasiones se descarta información
relevante en el dominio espectral. Por ello, la cadena de procesamiento a
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Figura 7.1: Cadena de desmezclado hiperespectral sin reducción dimensional.
implementar se ilustra en la Figura 7.1.
Nos vamos a valer de la reconfigurabilidad de las FPGAs para llevar a
cabo el desmezclado espectral. La idea, ilustrada en la Figura 7.2, es para-
lelizar al máximo el algoritmo de extracción de endmembers ocupando toda
la capacidad de la FPGA y aplicar reconfiguración dinámica para ocupar de
nuevo toda la capacidad para el algoritmo de estimación de abundancias pa-
ralelizado. En nuestro caso particular, tanto el algoritmo PPI como el ISRA
son fácilmente escalables y dado que sus unidades básicas de procesamiento
consumen pocos recursos se aprovecha casi la totalidad de la FPGA. Uno de
los principales inconvenientes ya comentados de las FPGAs es la penaliza-
ción impuesta por el tiempo de reconfiguración, que hace que sea inviable en
muchas aplicaciones. Esta penalización es del orden de milisegundos por lo
que, en el contexto del análisis de imágenes hiperespectrales, supone una pe-
nalización muy poco significativa en comparación con el tiempo de ejecución
de los algoritmos.
7.2. Implementación en FPGA 149
Figura 7.2: Cadena de desmezclado hiperespectral sin reducción dimensional.
Hasta el momento, el algoritmo PPI propuesto selecciona como endmem-
bers aquellos píxeles de la imagen que aparecen como extremos por encima
de un umbral predefinido. Sin embargo, algunos de estos endmembers son
muy similares espectralmente por lo que se pueden considerar redundantes y
ser eliminados. En el Capítulo 4, se comentó que este proceso se aborda ge-
neralmente como una etapa de posprocesamiento externo al algoritmo PPI,
pero dado que se va a implementar una cadena completa de desmezclado
espectral, es hora de abordar este proceso. Para la eliminación automática
de endmembers con espectros redundantes se calcula el AE entre todos los
pares y aquellos que tengan un valor de AE por debajo de un valor umbral
predefinido serán considerados redundantes y uno de ellos será eliminado.
Este proceso se ha implementado en el lenguaje C y ejecutado en el Po-
werPC empotrado en la FPGA, con unos tiempos de ejecución de 2.52 a
3.55 segundos para el tratamiento de 16 a 19 endmembers. Dado que la
ejecución del ISRA supone la mayor fracción del tiempo de ejecución con
aproximadamente 2 minutos, estos 3.55 segundos no suponen una fracción
significativa del tiempo total de ejecución. Como trabajo futuro, se abordará
la implementación del paso de eliminación de endmembers redundantes en
FPGA aprovechándonos de nuevo de la reconfigurabilidad de las FPGAs,
pero primeramente nuestros esfuerzos se centraran en la mejora del ISRA
puesto que es el algoritmo que mayor fracción de tiempo está en ejecución.
Para que el proceso de eliminación de endmembers redundantes pueda
llevarse a cabo en el PowerPC es necesario modificar la salida de datos del
algoritmo PPI propuesto resultando en la arquitectura que se muestra en la
Figura 7.3. En lugar de enviar los endmembers a través del puerto RS232,
se van a llevar al PowerPC a través de la FIFO de lectura. Posteriormente
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Figura 7.3: Modificación realizada en la implementación del algoritmo PPI
para la eliminación de endmembers redundantes.
el PowerPC realiza el proceso de eliminación de endmembers redundantes y
los endmembers finales son almacenados en la memoria DDR2 SDRAM para
que posteriormente sean leídos por el ISRA.
Para concluir esta sección, se ofrece una descripción a grandes rasgos de
cómo se realiza el proceso de desmezclado espectral propuesto:
Primeramente, se lleva a cabo el proceso de extracción de endmembers
mediante el algoritmo PPI tal y cómo se explicó en la sección 4.2.2 del
Capítulo 4.
Posteriormente, teniendo en cuenta la modificación de la salida de datos
para el algoritmo PPI que se acaba de comentar, el PowerPC realiza
el proceso de eliminación de endmembers redundantes y escribe los
endmembers finales en la memoria DDR2 SDRAM.
Después de que el PowerPC ha escrito el conjunto final de endmem-
bers, envía una orden al System ACE (System Advanced Configuration
Environment) para que cargue la configuración correspondiente del IS-
RA.
Finalmente, el ISRA realiza la estimación de abundancias tal y cómo
se explicó en la sección 6.2 del Capítulo 6.
7.3. Resultados experimentales
Este sistema ha sido implementado en la placa ML410 (ver Figura 4.10),
una placa reconfigurable de bajo coste con una sola FPGA Xilinx Virtex–
4 XC4VFX60, una ranura DDR2 SDRAM que admite hasta 2 GBytes, un
7.3. Resultados experimentales 151
puerto RS232 y algunos componentes adicionales que no se han utilizado
en la implementación propuesta. Nuevamente, se vuelve a utilizar el mismo
conjunto de imágenes hiperespectrales empleados en la estimación de abun-
dancias mediante ISRA del capítulo anterior. Las imágenes hiperespectrales
por lo tanto, corresponden con la conocida escena AVIRIS Cuprite (en unida-
des de reflectancia) sobre la región minera de Cuprite en Nevada y la escena
AVIRIS Jasper Ridge (tanto en unidades de radiancia como de reflectancia)
sobre la reserva biológica de Jasper Ridge en California. En esta ocasión se
van a utilizar los endmembers extraídos por el algoritmo PPI para la esti-
mación de abundancias en lugar de las firmas de referencia disponibles para
cada escena.
La Figura 7.4 muestra la RECM por píxel (y la media) entre la escena
hiperespectral original y la reconstruida para distinto número de iteracio-
nes en la escena AVIRIS Cuprite. Si la comparamos con la Figura 6.8 cabe
destacar, que el error cometido en la reconstrucción de la escena AVIRIS
Cuprite es menor en la Figura 7.4. Esto se debe a que en el primer caso
se utilizan como endmembers firmas extraídas de la librería USGS mientras
que en el segundo caso, se emplean las firmas espectrales de los endmembers
de la propia imagen hiperespectral.
Las Figuras 7.5 y 7.6 muestra la RECM por píxel (y la media) en la
escena AVIRIS Jasper Ridge en unidades de reflectancia y de radiancia,
respectivamente. Si las comparamos con las Figuras 6.9 y 6.10 vemos que en
esta ocasión el error cometido a la hora de reconstruir las imágenes originales
es mayor en ambos casos. Esto es debido a la diferencia existente en los
endmembers seleccionados por el algoritmo PPI y aquellos que se utilizaron
como firmas espectrales puras del terreno.
El último experimento realizado trata de mostrar la influencia del pro-
ceso de corrección atmosférica a la hora de extraer los endmembers. Para
ello, de la escena AVIRIS Jasper Ridge en unidades de radiancia se extraje-
ron los endmembers mediante el algoritmo PPI propuesto y posteriormente
se utilizaron estos endmembers (sus posiciones) para reconstruir la escena
AVIRIS Jasper Ridge en unidades de reflectancia. La Figura 7.7 muestra
el resultado de la forma habitual. Comparando las Figuras 7.5 y 7.7 vemos
que se producen resultados muy similares por lo que paralelizar el proceso
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10 iteraciones (5.83) 50 iteraciones (4.50) 100 iteraciones (3.77)
150 iteraciones (3.54) 200 iteraciones (3.45) 250 iteraciones (3.42)
300 iteraciones (3.40) 600 iteraciones (3.37)
Figura 7.4: Mapa de errores RECM (en porcentaje) para distinto número de
iteraciones después de la reconstrucción de la escena AVIRIS Cuprite con los
endmembers extraídos por el algoritmo PPI.
de corrección atmosférica y el de extracción de endmembers puede aportar
grandes beneficios en un sistema orientado al tratamiento en tiempo real.
Finalmente, la Tabla 7.4 da la información desglosada de los tiempos
de procesamiento de la implementación en FPGA propuesta en el conjunto
hiperespectral de datos considerados, tras la evaluación de 104 skewers y 100
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10 iteraciones (2.43) 50 iteraciones (1.76) 100 iteraciones (1.65)
150 iteraciones (1.61) 200 iteraciones (1.58) 250 iteraciones (1.56)
300 iteraciones (1.55) 600 iteraciones (1.48)
Figura 7.5: Mapa de errores RECM (en porcentaje) para distinto número de
iteraciones después de la reconstrucción de la escena AVIRIS Jasper Ridge
en unidades de reflectancia con los endmembers extraídos por el algoritmo
PPI.
iteraciones.
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10 iteraciones (1.77) 50 iteraciones (1.10) 100 iteraciones (0.98)
150 iteraciones (0.93) 200 iteraciones (0.90) 250 iteraciones (0.88)
300 iteraciones (0.87) 600 iteraciones (0.84)
Figura 7.6: Mapa de errores RECM (en porcentaje) para distinto número de
iteraciones después de la reconstrucción de la escena AVIRIS Jasper Ridge
en unidades de radiancia con los endmembers extraídos por el algoritmo PPI.
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10 iteraciones (2.5) 50 iteraciones (1.83) 100 iteraciones (1.72)
150 iteraciones (1.68) 200 iteraciones (1.65) 250 iteraciones (1.64)
300 iteraciones (1.63) 600 iteraciones (1.61)
Figura 7.7: Mapa de errores RECM (en porcentaje) para distinto número de
iteraciones después de la reconstrucción de la escena AVIRIS Jasper Ridge
en unidades de reflectancia con los endmembers extraídos por el algoritmo
PPI en la escena en unidades de radiancia.
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Tabla 7.4: Tiempos de procesamiento para la implementación hardware de




Extracción de endmembers 16.86 seg 43.26 seg
Eliminación de redundantes 2.52 seg 3.55 seg
Reconfiguración total 694 ms 694 ms
Estimación de abundancias 1.59 min 4.10 min
Total 1.92 min 4.89 min
Capítulo 8
Conclusiones y trabajo futuro
Son los problemas sin resolver, no los




La evolución de la observación remota de la Tierra ha sido testigo de
la obtención de mediciones con una amplitud espectral y espacial cada vez
mayor. Este incremento, ha estado motivado por un deseo de extraer cada
vez más información sobre las propiedades de los materiales residentes en los
píxeles de una escena tanto en aplicaciones civiles como militares. Si bien la
detección multiespectral ha logrado en gran medida la clasificación de píxeles
completos, el análisis de los materiales que forman un píxel se ve limitado por
un número relativamente bajo de mediciones espectrales. El conocimiento de
que los píxeles de interés suelen ser una combinación de numerosos materia-
les diferentes ha introducido la necesidad de descomponer cuantitativamente
estas mezclas. Mediante la recopilación de datos en cientos de bandas es-
pectrales, los sensores hiperespectrales propocionan la información necesaria
para realizar el análisis de mezclas espectrales.
En las imágenes hiperespectrales, los píxeles mezcla son una combinación
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de varios materiales diferentes, y existen por alguna de estas dos razones. En
primer lugar, si la resolución espacial del sensor no es lo suficientemente alta,
distintos materiales puedan ocupar conjuntamente un solo píxel y entonces el
resultado de la medición espectral será una composición de los espectros de
estos materiales individuales. Este caso se produce cuando las plataformas
de observación remota de la Tierra vuelan a gran altitud o realizan la vigi-
lancia de un área amplia, donde la resolución espacial normalmente es baja.
En segundo lugar, los píxeles mezcla aparecen cuando se combinan distin-
tos materiales en una mezcla homogénea. Esta circunstancia puede ocurrir
independientemente de la resolución espacial del sensor.
El desmezclado espectral es el procedimiento mediante el cual se descom-
pone el espectro medido de un píxel mezcla en una colección de espectros
constituyentes, o endmembers, y un conjunto de fracciones correspondientes,
o abundancias, que indican la proporción de cada endmember presente en el
píxel. Los endmembers normalmente se corresponden con objetos macroscó-
picos conocidos en la escena, como agua, suelo, metal, vegetación, etc. En
términos generales, el desmezclado es un caso especial del problema de in-
versión generalizado en el que los parámetros estimados describen un objeto
mediante la observación de una señal que ha interactuado con el objeto antes
de llegar al sensor. En el caso de imágenes hiperespectrales en régimen de
reflexión, e ignorando los efectos atmosféricos, la señal incidente es la radia-
ción electromagnética procedente del sol, que es medida por el sensor después
de que la radiación se refleje hacia arriba por los materiales naturales y los
fabricados por el hombre en la superficie de la Tierra.
Los modelos analíticos para la mezcla de diferentes materiales propor-
cionan la base del desarrollo de técnicas para recuperar las estimaciones de
los espectros de los materiales constituyentes y sus proporciones en píxeles
mezcla. La premisa básica del modelo de mezcla es que dentro de una es-
cena determinada, la superficie está compuesta por un pequeño número de
materiales diferentes que tienen propiedades espectrales relativamente cons-
tantes. Estas sustancias distintas (por ejemplo, el agua, el pasto o los tipos
de minerales) se denominan endmembers, y las fracciones en las que apa-
recen en un píxel mezcla se llaman fracciones de abundancia. Si la mayor
parte de la variabilidad espectral dentro de una escena es una consecuencia
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de que los endmembers aparezcan en proporciones variables, lógicamente se
deduce que una combinación de sus propiedades espectrales puede modelar
la variabilidad espectral observada por el sistema de teledetección.
Habitualmente, la superficie reflectante es considerada como una mezcla
en forma de franjas, y cada uno de los paquetes de radiación incidente inter-
actúa sólo con un componente (es decir, no hay dispersión múltiple entre los
componentes). Si se considera que la superficie total se divide proporcional-
mente de acuerdo a la fracción de abundancia de cada endmember, entonces
la radiación reflejada transmitirá las características de los materiales asocia-
dos en las mismas proporciones. En este sentido, existe una relación lineal
entre las fracciones de abundancia de los materiales que comprenden el área
que está siendo fotografiado y el espectro de la radiación reflejada.
Por lo tanto, este modelo se conoce con el nombre de modelo lineal de
mezcla. Generalmente, en el modelo lineal de mezcla se imponen dos restric-
ciones sobre las fracciones de abundancia. Para que tengan un significado
físico, la condición de no negatividad impone que todas las fracciones de
abundancia sean positivas. En segundo lugar, como forma de dar idea de
toda la composición de un píxel mezcla, se impone la restricción de suma
unitaria.
La alta dimensionalidad de los datos hiperespectrales provoca que la
ejecución de este tipo de algoritmos sea lenta. Hasta la fecha, las técnicas
tradicionales para abordar este problema han optado por soluciones basadas
en el uso de clusters y sistemas multiprocesador para realizar computación
de alta prestaciones. Sin embargo, ambas soluciones suponen un payload ex-
cesivo para el procesamiento a bordo en plataformas de observación remota
de la Tierra. La reconfiguración, el tamaño compacto y la elevada potencia
de cálculo de las Field Programmable Gate Arrays (FPGAs), las hacen par-
ticularmente atractivas para su explotación en aplicaciones de observación
remota de la Tierra que requieran respuesta en tiempo real.
Uno de los retos más importantes que debe abordarse en el análisis de
imágenes hiperespectrales es la complejidad computacional de los algorit-
mos derivada de la cada vez mayor resolución espacial, espectral y temporal
de las nuevas misiones hiperespectrales de observación remota de la Tierra,
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muchas de ellas basadas en plataformas espaciales. El procesado a bordo
de imágenes hiperespectrales ha sido un objetivo muy perseguido en telede-
tección. Con el trabajo desarrollado en esta tesis se pretenden demostar las
ventajas del procesamiento a bordo de imágenes hiperespectrales median-
te hardware reconfigurable. Para demostrar esta utilidad se han estudiado,
diseñado, implementado y validado dos algoritmos para la extracción de end-
members (pixel purity index –PPI– y N–FINDR) y uno para la estimación
de abundancias (Image Space Reconstruction Algorithm –ISRA–), con el fin
de proporcionar una cadena completa de desmezclado espectral en FPGA
que haga frente a los dos principales retos de las imágenes hiperespectrales:
la alta dimensionalidad de los datos y el problema de la mezcla espectral.
Hasta el momento, las implementaciones disponibles en la literatura del
algoritmo PPI en FPGA habían demostrado la eficacia de una implementa-
ción hardware en una placa reconfigurable, pero estas soluciones resultaban
muy dependientes de la placa utilizada y no eran escalables. La implemen-
tación en FPGA propuesta tiene por objetivo superar estos inconvenientes.
En primer lugar, la arquitectura especificada se puede adaptar fácilmente a
diferentes plataformas. En segundo lugar, la arquitectura propuesta es esca-
lable en función de la cantidad de recursos disponibles, ya que los recursos
necesarios crecen proporcionalmente con el número de skewers y el ciclo de
reloj permanece constante. Además, se proporciona un estudio detallado so-
bre las distintas estrategias de paralelización posibles con el fin de establecer
las bases del diseño más adecuado para el algoritmo PPI en FPGA. Los
resultados experimentales, llevados a cabo en las FPGAs Xilinx Virtex–II
Pro XC2V2P30 y Virtex–4 XC4VFX60 (plataformas con las mismas arqui-
tecturas y áreas similares a FPGAs resistentes a la radiación que han sido
certificadas por organismos internacionales de teledetección y que son uti-
lizadas habitualmente en plataformas de observación remota de la Tierra)
demuestran que la implementación hardware propuesta hace un uso apropia-
do de los recursos disponibles en la arquitectura considerada y es capaz de
proporcionar endmembers precisos. Además, la versión hardware propuesta
del algoritmo PPI supera de manera significativa (en términos de tiempo
de cálculo) una versión software equivalente desarrollada en lenguaje C, la
versión original semisupervisada (disponible en software comercial) y una im-
plementación en FPGA recientemente desarrollada en una Xilinx Virtex–II
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XC2V6000–6.
En este trabajo de investigación, se ha desarrollado la primera implemen-
tación en FPGA del algoritmo N–FINDR para la extracción de endmembers,
que ilustra las ventajas y desventajas de la tecnología reconfigurable en el
contexto de las misiones aéreas y espaciales de observación remota de la
Tierra. Tras un minucioso estudio del algoritmo y de las propiedades de los
determinantes, se establece el método de triangulación de matrices como
adecuado para el cálculo del volumen del simplex formado por los endmem-
bers seleccionados. Los resultados experimentales, realizados de nuevo en la
FPGA Xilinx Virtex–4 XC4VFX60 demuestran que la implementación hard-
ware propuesta obtiene un alto rendimiento con un speedup de 37 comparado
con una versión software equivalente y también es capaz de proporcionar re-
sultados precisos.
Una vez que se han identificados los endmembers de la escena, es el turno
de determinar sus proporciones en cada uno de los píxeles. En este trabajo de
tesis, se ha descrito una implementación en FPGA del Image Space Recons-
truction Algorithm (ISRA), uno de los algoritmo iterativos más conocidos
para la estimación de fracciones de abundancia en el análisis de datos hi-
perespectrales en observación remota de la Tierra. Este algoritmo sigue un
modelo lineal de mezcla para la estimación de las fracciones de abundancia
y puede ser visto como un problema de minimización de distancia de míni-
mos cuadrados con la restricción de abundancias no negativas. Este trabajo
demuestra una vez más la viabilidad de la utilización de FPGAs en el aná-
lisis de imágenes hiperespectrales especialmente con algoritmos de cálculo
iterativo o intensivo. En los experimentos realizados, se ha variado el núme-
ro de iteraciones para estudiar la convergencia del algoritmo, estableciendo
100 como el número adecuado de iteraciones. Además de la precisión en los
resultados y del rendimiento obtenido, otra característica interesante de la
implementación propuesta es que es fácilmente escalable para FPGAs ma-
yores.
Una de las técnicas más importante para el análisis de datos hiperes-
pectrales es el desmezclado espectral. En este trabajo nos valemos de la
reconfigurabilidad de las FPGAs para llevar a cabo la implementación de la
cadena completa de desmezclado espectral en FPGA. Se ha realizado una
162 Capítulo 8. Conclusiones y trabajo futuro
comparativa entre los algoritmos PPI y N–FINDR para mostrar las ven-
tajas e inconvenientes de ambos y así, establecer cual de los dos es más
adecuado para la realización de la etapa de extracción de endmembers. Los
resultados experimentales, demuestran que la penalización impuesta por la
reconfiguración (principal problema en los sistemas multitarea reconfigura-
bles) supone una penalización muy poco significativa en comparación con el
tiempo de ejecución de los algoritmos en el contexto del análisis de imágenes
hiperespectrales. Además, ofrece un incremento del rendimiento significati-
vo comparado con una versión software equivalente y también es capaz de
proporcionar resultados precisos con un tamaño compacto, que hacen del
sistema reconfigurable propuesto atractivo para el procesamiento a bordo de
datos hiperespectrales.
8.2. Trabajo futuro
A pesar de que los tiempos de procesamiento todavía están lejos del ren-
dimiento de un sensor hiperespectral, los nuevos avances, tanto en el diseño
de algoritmos como en la disponibilidad de mejor hardware, nos llevan a creer
que el objetivo del procesamiento a bordo de imágenes hiperespectrales en
el espacio, a medida que se capturan, se llevará a cabo en un futuro pró-
ximo. Por ejemplo, si dispusiéramos de una FPGA Virtex–4 XQR4VLX200
(89088 slices), certificada para el espacio, podríamos disponer de 3.5 ve-
ces más recursos hardware que en la FPGA Virtex–4 XC4VFX60 utilizada
en este trabajo, y gracias a la escalabilidad de las implementaciones de los
algoritmos desarrollados, se podría alcanzar un speedup de 3.5 sin realizar
modificaciones en el diseño. En el caso de una plataforma aerotransportada,
se podría utilizar una FPGA Virtex–6 XQ6VLX550T (550000 logics cells)
que dispone de casi 10 veces más celdas lógicas que la FPGA utilizada.
Con respecto a los avances en el diseño de algoritmos, a continuación se
recogen varios aspectos en los que se pueden mejorar los algoritmos propues-
tos junto con las consideraciones sobre la cadena óptima de desmezclado.
Con respecto al algoritmo PPI, en el estudio de las distintas estrategias
de paralelización se contemplan dos dimensiones: la paralelización por píxeles
y la paralelización por skewers. Una vez demostradas las ventajas de utilizar
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la paralelización por skewers, queremos estudiar una tercera dimensión: la
paralelización por bandas. Esto significa que se realizará la multiplicación (en
nuestra implementación la suma o la resta) de más de un componente del
píxel con los correspondientes del skewer en un sólo ciclo de reloj. Deberemos
estudiar si compensa el incremento en la complejidad (en cuanto a consumo
de recursos) de la unidad básica, lo que provocará que tengamos un menor
número de unidades en paralelo, y el descenso en la frecuencia de reloj, con
respecto a calcular el dot–product en un menor número de ciclos de reloj.
Otro aspecto muy importante a considerar es que la entrada de datos no
se convierta en el cuello de botella del sistema degradando el rendimiento.
Por otra parte, también nos centraremos en la mejora de la implementación
propuesta para lograr un mejor aprovechamiento de los recursos hardware y
reducir los tiempos de procesamiento, que en cualquier caso, se consideran
aceptables en muchas aplicaciones de observación remota de la Tierra.
A pesar de que no suponga una fracción muy significativa del tiempo
total de ejecución de la cadena de desmezclado espectral, se abordará la im-
plementación del paso de eliminación de endmembers redundantes en FPGA
aprovechándonos de su reconfigurabilidad.
Por otra parte, se debe investigar sobre la conveniencia o no de realizar el
paso previo de reducción dimensional a la hora de ejecutar el algoritmo PPI
y qué tipo de reducción es la más adecuada. Se pueden encontrar diversos
trabajos en la literatura que abordan la cuestión de la reducción dimensional
en FPGA. Algunos de estos trabajo se basan en el Análisis de Componentes
Principales [ZCS08, DMJ+08, DQ04, NMC06] entre los que destaca la Tesis
Doctoral realizada por Ignacio Bravo [Bra07] en la Universidad de Alcalá. El
trabajo de investigación citado destaca principalmente porque permite esca-
lar el problema a un mayor número de variables (las bandas espectrales en
nuestro caso) y es independiente, en lo que a arquitectura hardware se refiere,
del número de individuos (píxeles en nuestro caso) de la muestra. El resto de
implementaciones presentan limitaciones en cuanto al número de variables
(se utilizan estructuras fijas para calcular un número determinado de auto-
valores y autovectores) y/o en cuanto al número de individuos (tamaño de la
escena). Otra de las técnicas empleadas para la reducción dimensional de los
datos hiperespectrales es el Análisis de Componentes Independientes (ACI),
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del que existen diversas implementaciones en FPGA [NHS01, DQ04, DQ06].
ACI es una técnica que extrae las fuentes de señal independientes buscando
una transformación lineal o no lineal que minimice la dependencia estadística
entre componentes. ICA se ha utilizado en variedad de aplicaciones de pro-
cesado de señal incluida la reducción dimensional en el análisis de imágenes
hiperespectrales.
Con respecto al algoritmo N-FINDR, uno de los primeros aspectos que
debemos solventar es la necesidad de determinar el número de endmembers
a generar. Como trabajo futuro, estamos investigando las implementaciones
en FPGA de técnicas para estimar el número de endmembers en la esce-
na, como el concepto de dimensionalidad virtual [DC04]. También estamos
investigando otros aspectos, como la posibilidad de almacenar diferentes im-
plementaciones del algoritmo N–FINDR optimizadas para diferente número
de endmembers (con el fin de seleccionar adaptativamente el más adecua-
do según la escena), además de realizar un análisis sobre el impacto de los
endmembers iniciales aleatorios sobre el algoritmo N–FINDR (en el futuro
podrían aplicarse estrategias más inteligentes para la inicialización). Como
trabajo futuro también se tiene en mente realizar una comparativa entre
nuestra implementación hardware del método de triangulación de matrices
con otras técnicas disponibles en la literatura que utilizan el mismo mé-
todo en hardware mediante la descomposición en valores singulares (SVD)
[BDL03, AAB03], con el fin de mejorar el rendimiento.
Con respecto al ISRA, nos plateamos modificar el algoritmo para que el
número de iteraciones por píxel en el análisis no sea siempre un valor preesta-
blecido e igual para todos los píxeles que componen la imagen hiperespectral.
Para ello, debemos tener en cuenta tanto la convergencia del algoritmo como
lo próximos que están el píxel medido y estimado. Un pseudocódigo general
para ISRA, teniendo en cuenta los aspectos que se acaban de mencionar,
podría ser el que se muestra a continuación:
1. Inicializar xˆ0,  y ρ
2. while(error ≥ ) and (stop ≥ ρ) do
a) estimar xˆ utilizando la Ecuación 6.6




∥∥∥xˆk+1 − xˆk∥∥∥ / ∥∥∥xˆk∥∥∥
3. return xˆ
El pseudocódigo asume que xˆ es un vector con valores no negativos, al
igual que la matriz de endmembers A. El algoritmo finalizará su ejecución
cuando el error cometido sea menor que  o cuando la abundancia estima-
da actual sea muy similar a la abundancia estimada anterior, es decir, xˆk+1
sea muy similar a xˆk), determinado por ρ. La convergencia de este algorit-
mo ha sido comprobada en [VRRPL03] y en otros trabajos, además, si el
sistema Ax = b tiene solución (sistema consistente) el algoritmo conver-
ge a la solución pero en general cuando hay ruido presente en el sistema
Ax 6= b (sistema inconsistente) el algoritmo converge a la mínima distancia
MC(Ax,b).
También se pretende estudiar las formas en que se puede acelerar la con-
vergencia del algoritmo. El ratio de convergencia de ISRA es lento como
muestra las Figuras 6.8, 6.9 y 6.10. Se pueden utilizar diferentes métodos
para acelerar el ratio de convergencia del algoritmo. En el trabajo de Meidu-
nas [DWM86], se utiliza el Block Iterative Method para acelerar el ratio de
convergencia del algoritmo Expectation Maximization Maximum Likelihood
(EMML). Esa misma idea de relajación se podría utilizar para acelerar la
convergencia del ISRA, dando lugar al algoritmo iterativo ISRA acelerado
cuya base es:
xˆk+1j = (1− w) xˆkj + w xˆISRA (8.1)
Donde xˆISRA es la estimación básica ISRA y w es el parámetro de rela-
jación.
Finalmente, pretendemos aprovecharnos de la correspondencia espectral
entre píxeles espacialmente próximos, partiendo como estimación inicial de
las fracciones de abundancia estimadas anteriormente para un píxel vecino.
Se debe tener en cuenta que para el ISRA si alguna de las fracciones de
abundancia alcanza el valor cero, permanecerá con el valor cero.
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Dado que el proceso de corrección atmosférica también se puede aplicar
una vez que se han identificado las posiciones de los píxeles endmembers,
nuestra tesis es que el proceso de extracción de endmembers se puede realizar
según los datos se recogen en el sensor, sin la necesidad de tener un módulo
de corrección atmosférica anterior, que también debería ser implementado en
hardware con el fin de cumplir plenamente con los requisitos de tiempo real.
A pesar de que los resultados experimentales realizados así lo demuestran,
no consideramos que sean concluyentes y por lo tanto, este tema continuará
siendo objeto de investigación en nuestro trabajo futuro.
Por último, también estamos evaluando otras plataformas hardware para
la explotación a bordo de datos hiperespectrales, tales como unidades de
procesamiento gráfico (GPU). Cabe señalar que las GPUs representan una
alternativa interesante para la implementación en tiempo real, pero este tipo
de hardware todavía no está certificado para operar en el espacio debido
principalmente a su alto consumo de energía en comparación con las FPGAs.
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