Abstract-A nonlinear inversion scheme for the electromagnetic microwave imaging of domains with sparse content is proposed. Scattering equations are constructed using a contrast-source (CS) formulation. The proposed method uses an inexact Newton (IN) scheme to tackle the nonlinearity of these equations. At every IN iteration, a system of equations, which involves the Frechet derivative (FD) matrix of the CS operator, is solved for the IN step. A sparsity constraint is enforced on the solution via thresholded Landweber iterations, and the convergence is significantly increased using a preconditioner that levels the FD matrix's singular values associated with contrast and equivalent currents. To increase the accuracy, the weight of the regularization's penalty term is reduced during the IN iterations consistently with the scheme's quadratic convergence. At the end of each IN iteration, an additional thresholding, which removes small "ripples" that are produced by the IN step, is applied to maintain the solution's sparsity. Numerical results demonstrate the applicability of the proposed method in recovering sparse and discontinuous dielectric profiles with high contrast values.
I. INTRODUCTION
T HE formulation and implementation of methods for solving inverse electromagnetic (EM) scattering problems have been an active research topic in the last three decades due to their applications in various fields including nondestructive evaluation, radar and remote sensing, crack detection, throughwall imaging, and hydrocarbon reservoir exploration. In almost all of these applications, the nonlinearity and ill posedness of the inverse EM scattering problem must be tackled [1] .
Inversion methods can be classified depending on how they tackle the nonlinearity. When scattered fields are weak, firstorder Born and Rytov methods [2] can be used accurately. However, as the contrast in the investigation domain increases, more rigorous methods have to be used. The accuracy of the reconstruction increases as one moves from extended and secondorder Born approximations and the iterative Born method [3] to "fully" nonlinear distorted Born [4] , Levenberg-Marquardt [5] , and inexact Newton (IN) [6] schemes. The ill posedness of the inverse problem is circumvented via regularization schemes, which minimize a cost function weighted between a penalty term and the L 2 -norm of the mismatch between the model's scattered fields and measurements. The most common scheme, i.e., the Tikhonov regularization, uses the L 2 -norm of the solution as the penalty term. It is well known that this promotes smoothness in the solution. Recently, sparsity-promoting regularization schemes, which use the L 0 /L 1 -norm penalty terms, have gained popularity in signal processing communities for linear image recovery due to their efficiency and accuracy in recovering sparse and discontinuous solutions [7] , [8] . Their use in inverse EM scattering problems have been only limited to linearized inversion methods [9] , which are only applicable on investigation domains populated with low-contrast scatterers.
To this end, in this letter, a nonlinear inversion method for the EM imaging of sparse domains is proposed. The scattering equations are constructed using a contrast-source (CS) formulation [10] since it allows both contrast and (equivalent) source samples to be sparse at the same time (as opposed to a contrast-field formulation where field samples are not immediately sparse). The nonlinearity is tackled using the IN algorithm [6] . At every IN iteration, the proposed INCS calls for the solution of a system of equations, which involves the Frechet derivative (FD) matrix of the discretized CS operator, for the IN step. The sparsity regularization is enforced on this solution via thresholded Landweber (LW) iterations. However, a naive application of this scheme results in slow convergence since the FD matrix's singular values that are associated with CS components typically vary by a few orders of magnitude. To this end, a preconditioning procedure is applied to the FD matrix during LW iterations. This avoids the "loss of information" by leveling the singular values associated with the FD matrix's CS components. Preconditioning significantly increases the convergence rate. Additionally, to increase the accuracy, the weight of the regularization's penalty term is reduced during the IN iterations consistently with the scheme's quadratic convergence. At the end of each IN, an additional thresholding, which removes small "ripples" that are produced by the modifications in the IN step, is applied. This helps maintain the solution's sparsity and significantly increases the effectiveness of the regularization.
The numerical results presented in this letter demonstrate the superiority of the proposed sparsity-regularized INCS method in recovering sparse and discontinuous dielectric profiles with high contrast values. (r) . Let E i (r) represent the total electric field. 
II. FORMULATION

A. CS Formulation
Equations (1) and (2) represent the well-known CS formulation [10] . Assume that E s i (r) measured at r ∈ S r are known and
which is constructed by cascading (1) and (2) for all sources.
B. IN Formulation
Equation (3) describes a nonlinear relation in unknown variable z(r). This suggests that it can be solved using a Newtontype method with quadratic convergence [6] . Indeed, the IN method has been used together with the CS formulation in solving the EM inverse scattering problem [6] . The IN iteratively finds the zeros of (3). The iteration k of this algorithm reads
Here, subscript (k) indicates that the variables it is attached to belong to
and applied to Δz (k) , and
and L r i (τ ) with respect to J i and τ , respectively, and operate on ΔJ i and Δτ , respectively. From (1) and (2), one can obtain the expressions of these operators as
is expressed in the form of a sparse matrix with nonzero entries as follows:
C. Discretization
To discretize (4) 
where
, and p n (r) is the pulse basis function on cell n with support S n and is nonzero only for r ∈ S n with unit amplitude. Inserting (6) into (4) 
, and the nonzero entries ofL(z (k) ) and
, and operator D[.] generates a diagonal matrix with entries equal to the entries of the vector at its argument.
D. IN Iterations With Sparsity Constraint Regularization
Matrix system (7) is ill posed, and a meaningful solution can be only obtained using a regularization scheme [1] . If Δz (k) (orz (k) ) is sparse (i.e., many entries of Δz (k) are zeros), the regularization can be achieved through the solution of the following optimization problem:
Here, l ∈ {0, 1} is the norm of the penalty term, and γ (k) is its weight. For l = 0, the norm operation counts the number of nonzero elements in vectorx, providing information about its sparseness. However, the L 0 -norm penalty term makes minimization problem (8) nonconvex [7] . Consequently, it may contain more than a single infimum as a solution. This issue can be overcome by replacing the L 0 -norm (l = 0) with the L 1 -norm (l = 1). The resulting minimization problem is the best convex approximation to the L 0 -norm nonconvex minimization problem [7] . In this letter, minimization problem (8) is solved using truncated and thresholded LW iterations [7] . Consequently, the following sparsity-regularized INCS algorithm is proposed:
Several comments about the aforementioned algorithm are in order. First, superscript (j) indicates that the variables it is attached to belong to LW iteration j. Second, LW step β (k) should satisfy 0 < β (k) < 2/σ 2 1(k) for convergence. Here, σ 1(k) is the largest singular value ofF (k) . It is very accurately approximated using a few power iterations applied toF (k) . Third, the LW iterations are "truncated" at j = N reg it . Fourth, for l = 0, the thresholding function used at Step 2, i.e., T γ (k) 0 (·), is called a hard-thresholding function, and in the complex domain, it is defined as [8] 
For l = 1, T
(·) is termed soft-thresholding functions, and in the complex domain, it is defined as [8] 
Fifth, at Step 4, thresholding level γ (k) is reduced by multiplying it with parameter δ, 0 < δ < 
. . , N t , are thresholded at different levels, depending on their averages. Finally, the aforementioned algorithm can be used when l = 2 (the L 2 -norm penalty term in (8), i.e., the smooth regularization) after replacing the thresholding at Step 2 with the identity operator and removing Step 3.
E. Preconditioning
The naive application of the aforementioned algorithm results in very slow convergence. This is due to the fact that z (k) and Δz (k) contain samples of the contrast and the equivalent current sources, which have values that are orders of magnitude different from each other. The effect of this scaling mismatch is also observed inF and its Hermitian conjugatē 
i , where σ v is the vth singular value ofF , and β is the LW step, which satisfies 0 < β < 2/σ v ≈ 1 will be obtained for small values of i for v = 1, . . . , N d . However, it will take much more iterations for the same condition to be satisfied
. This discussion shows that leveling the singular values ofF should decrease the number of LW iterations.
In this letter, a preconditioning scheme is proposed to alleviate the effect of the scaling mismatch and increase the convergence rate of the LW iterations. First, right diagonal preconditionerM is computed using {M } v, v = 1/ {F * F } v, v . Then, left diagonal preconditionerP is computed using preconditioned matrixFM and its Hermitian conjugateMF * :
Finally,M andP are used to preconditionF andF * as F S =PFM and F S * =MF * P , respectively.
Then, Steps 2 and 3 of the INCS algorithm are updated as
, where σ 1(k) is the largest singular value ofF S (k) , and
t . It should be also added here that the LW iterations can be accelerated using recently developed iterative shrinkage thresholding algorithms [8] . In this letter, a two-step iterative shrinkage thresholding algorithm is used since it increases the convergence rate of the LW iterations with no additional computational cost.
III. NUMERICAL RESULTS
In this section, the accuracy and efficiency of the proposed method are demonstrated via examples where field samples E The relative norm errors in the contrast and the scattered field samples recovered at INCS iteration k are computed using err
A. Two Dielectric Pulses
The investigation domain of size 1.3343λ 0 × 1.3343λ 0 contains two cylindrical pulses with a radius of 0.1λ 0 and a dielectric permittivity of 3. The distance between the centers of the pulses is represented with d s . The transmitter-receiver configuration is described in [12] . The investigation domain is discretized using are generated from actual measurements provided in file "twodielTM_8f" [12] . N reg it = 40 for both the SP-INCS and Fig. 1(a) and (b) , respectively. This figure shows that the image recovered by the SP-INCS is sharper and more accurate.
In the second set of experiments, the conductivity of the pulses increased to 0.1 S/m, andĒ r i are synthetically generated with 20 dB noise, whereas d s is varied between 0.3λ 0 and 0.6λ 0 . All other parameters are kept the same. Table I 
B. Circular Ring
The relative permittivity profile of the domain and the receiver-transmitter configuration are shown in Fig. 3 . The 
IV. CONCLUSION
An INCS algorithm regularized with truncated and thresholded LW iterations is proposed for the microwave imagining of domains with sparse content. The accuracy and efficiency of the proposed scheme are increased using three methods. First, the LW iterations are preconditioned by leveling the singular values of the FD matrix. Second, an additional hard thresholding is applied at the end of each INCS iteration to remove the small ripples produced by the IN step. Finally, the weight of the L 0 /L 1 -norm penalty term is reduced during the INCS iterations consistently with the quadratic convergence of the iterations.
Numerical results, which demonstrate the accuracy and efficiency of the proposed method in recovering sparse and discontinuous dielectric profiles with high contrast values, are presented.
