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CHAPTER 1
INTRODUCTION
1.1  Introduction
Adaptive signal processing has grown at a rapid rate since its introduction in the form of the 
Least Mean Squares algorithm by Widrow and H off in 1959 [ 1 ], [2]. Adaptive filtering solutions 
have been applied to a large number of signal processing problems, primarily in the field of 
communications [3]-[5]. More than thirty years of intense research on adaptive structures and 
algorithms has produced a wealth of literature and textbooks on this topic [6]-[12]. Adaptive 
digital filters are designed for applications in which some parameters of the problem are not known 
a priori, or they may be changing. Under such circumstances, it is impossible to design a filter 
which is optimal, and degradations in performance result. Adaptive filters change their filter 
parameters iteratively in order to strive towards some predefined optimality condition. The ultimate 
goal of adaptive signal processing is to achieve the best filter performance, usually defined as rate 
of convergence, with the least amount of computational cost
Two-dimensional adaptive filtering has been an active area of research recently [13]-[19]. 
The extension o f adaptive filtering techniques to two-dimensional applications such as adaptive 
differential pulse code modulation, wide band noise suppression, interference cancellation, image 
restoration and filter design requires adaptive filtering structures and algorithms with reduced 
computational complexity and fast convergence [6] ,[20]. These issues are o f vital concern because 
of the large throughput rate required for real time image and video signal processing [17],[21]- 
[26]. Two-dimensional adaptive filters are recommended because of their ability to take into 
account the inherent non stationary statistical properties of images, as well as the two-dimensional 
statistical correlation present. The classical Wiener filter is not suitable in this environment because
its low-pass characteristics result in blurred edges. Many applications require a linear prediction 
formulation and are ideal for adaptive filters.
Until recently, these solutions have been focused on finite impulse response (FIR) filter 
structures such as the direct form structure and the McClellan transformation structure (MCT) [14]- 
[16],[27]-[31], coupled with traditional steepest descent or least squares adaptive algorithms. The 
usefulness o f 2-D FIR adaptive filters in some of the applications mentioned above has been clearly 
demonstrated [17],[18],[32]. With the added anticipation of problems requiring filters with 
inverse modeling capability, two-dimensional infinite impulse response (DR) filters are proposed 
as a means of achieving a reduced adaptive parameter set and structural flexibility [33].
One-dimensional (1-D) IIR adaptive filtering has been studied extensively. HR filters offer 
better performance than FIR filters because of their ability to effectively model a particular filter 
response with fewer parameters [34]-[38]. Different IIR filter structures have different 
performance properties (word length effects, stability, computational complexity) and can be 
utilized accordingly. Several different 1-D IIR adaptive algorithms have been developed. Those 
include the Steams' recursive gradient algorithm [1], the simple hyperstable adaptive recursive 
filter (SHARF) algorithm [1], the least mean squares equation error (LMSEE) algorithm [35], and 
the Fan algorithm [39].
Unfortunately, 1-D adaptive recursive filters have several o f significant drawbacks. First, 
it is known that HR adaptive filters have a nonquadratic mean-square error performance surface 
which may have local minima, causing the adaptive algorithm to be "stuck” at a suboptimal 
solution. The 1-D error surface analysis available at this time is from Steams [40], Söderström 
[41],[42], and Nayeri et al. [43],[44]. Two-dimensional error surface analysis will be conducted 
using the same fundamental approach, but it will in fact be complicated by the fact that 2-D 
polynomials can not be factored as in the 1-D case [26]. Second, it is possible for the adaptive 
process to drive the poles o f the IIR filter outside the unit circle, causing instability [35]. This 
usually requires some form o f stability monitoring, which is also difficult for 2-D IIR filters. 
Infinite impulse response adaptive filtering is generally characterized by slow convergence, which
2
will receive much deserved attention for the proposed 2-D filters. The classical steepest descent 
algorithm can be modified into a Gauss-Newton algorithm by including second-order input 
statistics [1]. Fast algorithms are proposed which exploit the block-Toeplitz structure of the 2-D  
autocorrelation matrix [45].
1 .2  Applications of Two-Dimensional Adaptive Filtering
As indicated above, two-dimensional adaptive filtering has as many potential applications 
as one-dimensional adaptive filtering. Figure 1.1 shows the system configuration for 2-D adaptive 
differential pulse code modulation. Telephony standards such as CCITT utilize 1-D ADPCM for 
speech compression over communications links. The CCITT standard ADPCM system uses a 
four-bit quantizer to achieve a data rate o f 32 kbps giving a two-to-one compression ratio. The 
predictor in this case is an adaptive filter which can account for the input signal's unknown and 
slowly changing statistics. As a matter o f fact, the CCITT ADPCM system uses a pole-zero 
adaptive filter [46]. Since the error signal, obtained by subtracting the predicted signal from the 
input signal, is expected to have a much smaller variance than the original signal, it can be coded 
with fewer bits. Note that the transmitter contains an embedded replica o f the receiver, allowing 
the predictor in the receiver to exactly duplicate the convergence history o f the filter in the 
transmitter. In Figure 1.1 the input signal is an image, and the error signal can be coded and 
transmitted on-line. For eight-bit gray level images, experimental results have shown that the 
reconstructed image using a two-bit error word length and a fixed quantizer, Q, is visually 
indistinguishable from the original image.
Two-dimensional adaptive noise cancellation is shown in Figure 1.2. Just as in the 1-D 
case, an additive noise signal, N(nlrn2), corrupts some desired signal, s(nhn2). The objective is 
to obtain an estimate o f the noise signal and subtract it from the degraded signal to recover an 
estimate o f the original signal, s(nltn2). This technique requires that the adaptive filter "train" on 
another noise signal which is correlated in some way to the original noise source. The correlation
3
2-D ADPCM
2-D
coded
error
u (n  ,n  )
1 2
b) ADPCM Decoder
Standard telephony adpcm: Four-bit quantizer for 32 kbps
Gray level images (8-bit) : Two-bit quantizer gives good visual results using 2-D FIR-LMS 
Figure 1.1 Two-dimensional ADPCM a) encoder and b) decoder with quantizer Q.
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Figure 1.2 Adaptive noise cancellation.
filters between the noise source and the adaptive filter input and measured output signal, y(ni,n2), 
are shown as A* and B*y respectively.
Shapiro [17] used a 2-D McClellan transformation filter to adaptively cancel luminance- 
chrominance crosstalk in frequency domain multiplexed video signals. The video chrominance 
signal when modulated on the color subcarrier overlaps some of the high frequency luminance 
information, so that when the composite video signal is decoded degradations are apparent. The 
problem then is one o f noise cancellation similar to that in Figure 1.2. Shapiro designed his 
enhancement system so that the adaptation was done at the transmitter with filter coefficients being 
transmitted through a sidechannel in a portion o f the vacant video spectrum. The final 
configuration was equivalent to an adaptive spectrum allocation system.
Figure 1.3 shows an example o f wide band noise suppression of 2-D signals. In order to 
produce an estimate o f the desired signal, a narrow band signal degraded with wide band noise is
5
processed consecutively through a decorrelator delay, and then an adaptive predictor.
Based on the same principle as an adaptive line enhancer, the 2-D adaptive filter is unable to predict 
the noise component of the composite signal so that the output closely approximates the original 
"clean" image. This technique works very well when low-order, rapidly converging, 2-D adaptive 
filters are used. The optimal Wiener filter obviously changes constantly as the image statistics 
change, so that filtering with a fixed low-pass filter will blur sharp edges, resulting in unacceptable 
visual quality. Many imaging systems, such as low-light vision equipment, scanning electron 
microscopes, and others, produce images corrupted with wide band noise that are well-suited to 
this type of enhancement technique.
s(nt.
Figure 1.3 Wide band noise suppression.
Another application in which 2-D adaptive filters are useful is image restoration. When 
some signal is degraded with an unknown system response, the original signal can be recovered 
with blind equalization. For example, an image may have been blurred with some low-pass point- 
spread function that can be modeled as an FIR or DR filter. Adaptive filters can then be configured 
so that they reproduce the undistorted signal.
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In Chapter 2 we explore structures and algorithms for 2-D FIR adaptive filtering. We 
begin in Section 2.1 with the basic 2-D direct form FIR filter with the LMS algorithm. The Wiener 
solution for this case is shown to be a direct extension o f the 1-D case. More sophisticated 
methods are examined in Sections 2.2 and 2.3, where the quasi-Newton algorithm is discussed. 
By incorporating second-order statistics in the steepest descent algorithm, we eliminate the 
influence o f input signal statistics on the rate o f convergence. We expect this to significantly 
improve the performance o f the 2-D gradient algorithm for applications of interest. A fast 
implementation based on the block Levinson algorithm reduces the computational requirements 
from 0|7V6] for brute force inversion to OI7V3]. This is in comparison to the OJ7V2] requirements 
of the simple 2-D LMS algorithm. The problem of estimating 2-D autocorrelation lag estimates is 
given much attention. The performance of the 2-D fast quasi-Newton algorithm relies on the 
quality of the autocorrelation matrix estimate. In Section 2.4, we present experimental evidence 
showing the performance improvements.
In Section 2.5, we review the basic principles o f the 2-D transform domain adaptive filter. 
We also give experimental results showing the obvious superiority o f the 2-D fast quasi-Newton 
algorithm over the 2-D transform domain filter. The discrete Fourier transform is chosen for the 
comparison. In Section 2.6, we present the least squares and recursive least squares solutions for 
the same 2-D direct form FIR structure. Finally, in Section 2.7, we review the McClellan 
transformation structure and present some analysis to demystify its remarkable performance.
In Chapter 3 the 2-D IIR structure is covered. The gradient-based adaptive algorithm is 
derived, and it is shown how, with suitable assumptions, a fast quasi-Newton algorithm can be 
used as in the FIR case. Experimental results for the 2-D IIR LMS filter and the fast quasi-Newton 
filter are shown in Sections 3.3 and 3.4. In Section 3.5, uniqueness characteristics o f the 2-D IIR 
mean-squared error minimization are examined. Several simple examples are graphically 
presented.
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Chapter 4 covers applications emphasizing the IIR structure. This is limited to two- 
dimensional ADPCM and noise cancellation . Finally, conclusions and ideas for further research 
are discussed at the end of the dissertation.
Standard notation throughout this work is summarized as follows. Two-dimensional 
spatial signals are always indexed with (ni,«2). and the corresponding frequency domain variables 
with (ziyZ2) or (G)i,a)2)* Scalar quantities are denoted by lower case italic characters, such as u, y, 
and Bold, italicized, lower case characters are vectors, i.e., ii=[wo ... Matrices are 
represented by bold, italicized capital letters, such as R . An superscript indicates either a 
complex conjugate quantity or an optimal solution. The context in which it is used will be clear.
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CHAPTER 2
TWO-DIMENSIONAL FIR ADAPTIVE FILTERING
2 .1  The Direct Form Structure with the LMS Algorithm
One-dimensional FIR adaptive filters are widely used because of their simplicity. With a 
steepest-descent adaptive algorithm such as LMS they offer guaranteed stability and quadratic 
mean-squared error surfaces [47]-[54]. Structural flexibility is adequate, and in most common 
circumstances, the computational requirements are low enough so that very long filters can be used 
if necessary. Some communications applications require filters with hundreds or even thousands 
of coefficients. For the same reasons, 2-D FIR adaptive filters have been proposed and studied 
[13]-[17]. Using a simple direct form 2-D FIR structure, many of the familiar adaptive algorithms, 
such as LMS and RLS, can be extended to 2-D adaptive signal processing. All o f the advantages 
and limitations o f 1-D FIR LMS filters extend directly to the 2-D case, and the mathematical 
analysis o f FIR adaptive filters is well-understood. Also, many of the techniques to be utilized in 
the development o f 2-D HR adaptive filtering are common to 2-D FIR adaptive filtering. For 
example, later we w ill design acceleration algorithms based on the Gauss-Newton algorithm that 
incorporate an autocorrelation matrix estimate into the coefficient update recursion. By utilizing 
estimates o f the input signal's second-order statistics, we can reduce the effects o f the input 
coloring on the adaptive process. This is especially important for 2-D filtering since images 
contain such dramatic edges. The DR case will necessarily be approximated so that FIR techniques 
become embedded in the solution method.
The 2-D FIR filter output is the convolution sum of a simple 2-D tapped delay line and the
input
9
(2.1)
N N
y(nhn2) = ]T u(nx-m\,n2-m2)hk(m\,m2)
mi=0 m'2=0
= hk u(ni,n2) (2.2)
where hk, the coefficient vector, and «(n i,n2)» the information vector, are (N + !)2x l column- 
ordered vectors at time-mapped index point k (defined by a suitable indexing method) defined 
conveniently as
u(ni,n2) =
u(n\,n2)
u{n\,n2-N)
u(m-N,n2)
-u(n\-N,n2-N )-
(2.3)
**(o,on
hk(mltm2)
hk( W )
hkikO)
-h k(NJV)-
(2.4)
The filter structure above has lower left quarter-plane causality, with the impulse response 
hk(m \,m 2) having a square (N + i)x (N + l)  region o f support. The filter response may be 
constrained to be linear phase, although here that is not necessarily the case. Equation (2.2) is 
mathematically equivalent to a length (N+1) one-dimensional convolution. The filter coefficients 
are to be adapted such that an error criterion based on the difference between some desired signal 
d(ni,n2) and the output yin^n^) is minimized in a system identification configuration. The most 
common error measure is the mean square error, E[[d(ni,n2)-y(ni,n2)]2}= E [e2(ni,n2) }.
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Assuming a system identification configuration, the optimal Wiener solution can be obtained by 
setting the gradient of the MSE equal to zero
2{RuJi*{mXlm2)  - p) = 0 (2.5)
giving the Wiener-Hopf solution in terms of the cross-correlation vector and the autocorrelation 
matrix as
= Rm~l p
From above (2.6), the input autocorrelation matrix Ruu is defined as
Ruu = E {u(nltn2) uT(nhn2)} =
R q R .i 
-r n
(2 .6)
(2.7)
with each block element being a Toeplitz matrix so that Rm is Toeplitz-block Toeplitz for stationary 
inputs (Toeplitz-block Toeplitz, or doubly block Toeplitz simply refers to a matrix with both 
Toeplitz-by-block and block Toeplitz structure combined) [55]
~ru(m, 0)
i ru(m, 0)
ru{m,-N)~ 
ru(m,0) _
(2. 8)
The autocorrelation lags are defined as
ru( l M  = E ( } (2.9)
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Furthermore, if the input array is separable in addition to being stationary, then (2.8) is symmetric, 
but that is usually not the case. The cross-correlation vector, p, is similarly defined as the 
expectation of the product of the desired signal and the information vector
P = E{ d(nlyn^)u(nun^ } (2.10)
A 2-D LMS coefficient update may be obtained in a straightforward manner using the steepest 
descent algorithm (2.11) with Widrow’s LMS gradient approximation (2.12) [13]
hk+i -  hk ' (2.11)
where
§ = E {e2(nhn^)} *  e2^ ,/^ ) (2. 12)
so that
= hk{mlym2) + 2pLe{nl ,n2)u{nr mlin2-m2) (2.13)
This can be written collectively as
hk + i= hk + 2 pe(nlfn2)u(nlfn2) (2.14)
using the column-ordered vector representation of hk and u(nl ,n2). Again, k is some function of 
(n^n^ specifying the indexing scheme. The behavior o f the 2-D LMS algorithm (2.14) is well- 
understood. The performance analysis o f (2.14) is identical to that o f the 1-D LMS algorithm 
using the appropriate 2-D statistical quantities. Just as in the 1-D case, when the input process is 
colored so that the 2-D autocorrelation matrix (2.7) has disparate eigenvalues, the rate of
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convergence is severely reduced. The error surface remains quadratic in this case, but it becomes 
elliptical, rotated, translated and stretched out so that the steepest descent search direction is no 
longer a direct path to the optimal solution given in (2.6). The time constant for each mode in the 
adaptive process is inversely proportional to each corresponding eigenvalue of the autocorrelation 
matrix. But now, the adaptive parameter set has (N + l)2 coefficients, which hampers the rate of 
convergence, since we know that increasing the number of parameters reduces the rate of 
convergence [1]. A lso, throughout this work it is assumed that all adaptive filters are used with 
local mean estimators to eliminate the effects o f nonzero mean signal values on the adaptive 
process.
2 .2  The Quasi-Newton Algorithm
To compensate for the performance penalty of using the LMS algorithm in the presence of 
colored input signals, we w ill modify the algorithm from a steepest descent search to an 
approximated Newton algorithm [l],[47],[56]-[58]. The primary objection to the quasi-Newton 
algorithm in adaptive filtering has always been the high cost in terms o f computational complexity. 
The simple LMS algorithm requires only O[N] complexity for 1-D FIR adaptive filters and OJTV2] 
for 2-D FIR adaptive filters. Quasi-Newton algorithms require inversion of the autocorrelation 
matrix, or, equivalently, the (N + l)2x(N +l)2 system solution of Ruux  = b, Solving the system by 
brute force with Gaussian elimination requires 0 [N 3] for 1-D problems and OJ7V6] for 2-D 
problems. This order of complexity is outrageous when considering real-time signal processing 
applications. Later, we will show fast implementation methods that reduce the required complexity 
to a more reasonable level. The quasi-Newton algorithm provides convergence acceleration with 
better numerical properties and better tracking performance than the recursive least squares method. 
The MSE performance function for 2-D FIR adaptive filters is quadratic and is given as
§ = E + hT(mlym2)Ruuh(mltm2) ~ 2pTh(mv m2) (2.15)
13
0Since (2.15) is quadratic with R uu positive definite, Newton's method can achieve one step 
convergence to the optimal solution (2.6) as
(2.16)
= hk(mltm^) - / ^ ^ 1(2/?lili/tk(m1^ i2) - 2 P) (2.17)
= hk{mlym2) - 2/z I hk(mltm2) + IjJLR^p (2.18)
= (1-2ii)hk(mxjm )  + 2 ph*(mltm2) (2.19)
with //=  1/2
*fa-i(mi»m2) (2.20)
However, (2.16) can not be implemented in exact form in practice for several reasons. First of all, 
the gradient vector, V(£), is not generally known and must be estimated. The same is true with the 
autocorrelation matrix. However, it is possible to estimate both of these quantities on-line and 
include them in an iterative quasi-Newton (QN) algorithm as follows
1 A iA
hk+l(mxjn 2)= hk(m i,m2) "k (2.21)
The LMS gradient vector approximation can be combined with the QN algorithm so that (2.21) 
becomes
A  i
hk+i(mltm2)= hk(mv m2) + fie{nl ,n1)Rua u(nv n2) (2.22)
Widrow and Steams [1] analyzed the performance improvement o f the QN algorithm over 
that for the LMS algorithm for the 1-D case. Assuming that the autocorrelation matrix has (N +l)2
14
eigenvalues Xq < Xx ... £  ^(n+i)2-i» then the learning-curve time constants for the LMS and QN 
algorithms are
LMS msern
1
4
n = 0 ,..., (N + l)2- l (2.23)
QN mse
1
4/^avg
(2.24)
When the input process is white, Aavg = Xn for n = 0 ,...» (N + l)2- l . For colored input signals, 
the longest time constant in the LMS learning curve is always larger than the QN time constant, 
since < Aavg. Therefore, the performance limit of the quasi-Newton algorithm using the LMS 
gradient vector approximation with a stationary input is simply that o f the convergence 
performance of the standard LMS filter in the presence of white noise. The gradient-based 
adaptive algorithms are sometimes normalized by including a power estimate in the denominator of 
the update relation. This becomes very important when using the quasi-Newton algorithm with 
nonstationary inputs.
2 .3  Fast Quasi-Newton Implementation
Consider first the problem of estimating the input autocorrelation matrix (2.7). The quasi- 
Newton algorithm uses the inverse o f R uu, but R uu can not be easily estimated since little is 
known about the properties o f the inverse autocorrelation matrix. However, we do know much 
about the properties of the autocorrelation matrix, so it makes sense to construct an estimate o f R^  
and use that in a fast inversion routine. For example, we know that for stationary input signals, 
Ruu is Toeplitz-block Toeplitz and Hermitian symmetric. Therefore, the estimation problem then 
becomes an estimation of each o f the 2(N+l)2-N autocorrelation lag coefficients. The Toeplitz- 
block Toeplitz structure can then be forcibly imposed on the matrix. We know also that Ruu is 
positive semidefinite, as it must be to insure invertibility. In fact, Ruu is almost always positive
15
definite except for cases when the input is not persistently exciting. The positive semidefinite 
condition can be stated as
(N+n 2-i (Ar+n2-i
;> 0 (2.25)
5=0 i=0
Equation (2.25) follows from the linearity property of expected values
E{IvoUo + vi«i + ... + V<pl2} = £  £  v,[R v, (2.26)
5=0 f=^ )
where ui is the Ith element o f u(nltn2) and p = (N + l)2- l . Therefore, if  the autocorrelation lag 
estimates represent a valid 2-D autocorrelation sequence, then the sequence, as well as the matrix, 
are positive semidefinite by definition. A simple way to guarantee the positive definite property is
A
to then add SI to Ruu, where S is a small positive constant.
Because of the symmetric Toeplitz-block Toeplitz structure of Rm, there are actually only 
2(N +l)2-N distinct lag estimates which must be computed. We need to derive an efficient, 
recursive algorithm to compute each consecutive element from new data and its value at the 
preceding index points. Recognizing that adaptive filters are often used in nonstationary 
environments, an exponentially weighted recursion is ideal since that would allow the algorithm to 
"forget" old data when estimating R uu. A suitable starting point is to consider a biased 
autocorrelation lag coefficient estimator such as
a 1 nx n2
X  X  n(rnr kltm2-k2)u*(mhm2) (2.27)
/nj=£j m2-k2
The unbiased counterpart to (2.27) has the divisor nxn2 replaced by {nl-k{)(n2-k2). Generally, 
(2.27) is preferred over the unbiased version because it usually provides a positive semidefinite
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autocorrelation estimate over a block o f data [59]. The unbiased estimator is more likely to 
produce an invalid autocorrelation sequence because of the triangular-shaped normalizing factor. 
Including an exponential weighting factor, 0< a< l, (2.27) becomes
rn, n.(k  1.*2) = * (n „ n 2) y  £  a (n,•m1+B2'm2)M(m, .¿j,m 2-^2)u*(m,
* *  i. »^1=^1 m2= 2^
nl"1 n2
= K{nlyn2) a  ^  ^  a  "1' ‘mi+n2'm2)M(mr /:1,m2-^2)M*('” i»"I2)
ml=^l m2~k2
«1 «2“* . , .
+ ¿T(/ll,/l2) 21 X  a<rtl"mi+n2" m2
ml“^l m2=k2 
nv l n2-l
- K(nv n2) a 2 21 21 «  ”r  ‘mi+"2’ _,n2 M(m1-/:1^7i2_^ 2)M*(m i»m2)
«1=*1 m2ssk2
+ JSr(ltltll2) M(/lr^l»w2"^2)M*(,ll»,I2)
- « 2 ? »1-1»2
(Jr Jr \  K (n \ iT l2) 
K(nr l,n2-l)
K(nun2) 
K(nun 2- 1 )
+ ^ (n 1,n2M *r*i»*2-*2)M*('Ii»'I2)
The normalization factor can be chosen as follows
f «1 «2
E{ i^in2(*i’*2)} = EjAP(/i1,n2) X  X  a ^ 'mi+n2-m2)M(mi^i,m2^ 2)M*(mi,m2)
l ^1-^1 m2~k2
nl n2 .
= ^(«i»«2) X  X  a (ni'mi+n2'm2:>E{M(mr ^i,m2^ 2)ii*(mi»m2)}
«1“*1 m2=^ 2
(2.28)
(2.29)
(2.30)
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K("l."2) '•n1»2(M 2 ) £  2  a<"‘'mi+n2'm2)
m\-ki itvi-k'i
(/* r * l+1 .  1 a w2'*2+1 .  i
^ (n i.«2 ) '■»,»,(*1^ 2)------ ------------------ — -------1 2 a-1 a-1
(2.31)
so that arbitrarily initiating the indexing point {mijiuj) at (1,1) we have
K ( n u n 2 ) =
(1-<X)2
(l-o ^ X l-o '* 2)
(2.32)
Equations (2.30) and (2.32) combine to give a reasonable autocorrelation lag estimate recursion 
formula for 2-D data.
However, if  we modify the estimate so that the index block length in the summation in 
(2.29) is fixed, we must exponentially weight the data before computing our lag estimate in order 
for it to remain biased. Equation (2.29) can equivalently be considered to be averaged data, with 
the appropriate spatial lags, scaled by (a ni"mi) 1/2(a n2"m2)1/2. If we modify the scale factor to 
become (a"1 ’m 1 1) 1 /2(a"2_m2+*2) 1 ^ 2 } then each lag estimate w ill be biased by the factor 
(a*1)1/W 2)1/2 , so that as the spatial lag increases update terms become increasingly biased. The 
value of a  is usually chosen to be near to 1, but this choice depends on the statistical properties of 
the input process. For large values of n} and n2, the denominator o f (2.32) approaches 1. In one­
dimensional applications, the exponential terms are usually negligible and can be assumed to be 
one. But, in 2-D signal processing the ratio o f these terms can not easily be ignored since they do 
affect the integrity o f the estimate. Therefore, we now have a suitable, low-complexity estimate 
that can be included in (2.22).
r"l"2( M 2) = «  V l » 2(M 2 ) + «S,.2-l(M2)
( l - q " * ' 1)  
(1 -a"2)
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(2.33)
*  ( l-c ^ X l-a '* 2)
- a 2 'V i» 2-i(M 2 )
a-«)2 ..
(l-cc”r l)(l-a”2-1)
2 ( l - c ^ X l- a * 2)
u(nr kl7n2-k2)u*(nltn2)
In order to use the acceleration algorithm shown in (2.22), a fast algorithm to solve the 
Toeplitz-block Toeplitz system of equations, Ruux=u(nl ,n2), must be utilized. Solving for x by 
brute force at each iteration is simply too expensive to be considered for a sequential adaptive 
algorithm.
The block Levinson algorithm, however, is suitable for use in a 2-D sequential adaptive 
update recursion with reduced computational complexity [20],[45],[55]. The block Levinson 
algorithm algebraically solves a block Toeplitz system of equations with O[N5] complexity. The 
proposed implementation requires a block formulation with the autocorrelation matrix assumed to 
be constant over a block of data. Many 2-D signals and images are nonstationary in general, but 
they often have large regions which may be assumed to be stationary. An image can be 
preprocessed with one of the many image segmentation algorithms available to identify blocks that 
are approximately stationary and, hence, have a constant autocorrelation matrix.
Marshall demonstrated the utility of the Levinson algorithm in implementing a fast 1-D 
block quasi-Newton algorithm [58]. The Levinson algorithm solves a positive definite Toeplitz 
system o f equations in OfN2] complexity, which does not offer any computational improvement 
for the quasi-Newton algorithm over the recursive least squares algorithm. However, Marshall 
noticed that if the input signal is assumed to be stationary over finite length blocks as above, then it 
is possible to compute successive solutions of Rx=b with only O[N] computations per iteration 
within each block following the initial Levinson solution. This relies on the fact that the input 
vector, by has the sliding property. That is, successive input vectors are shifted versions of each 
other with the current input sample shifted into the leading element o f b. The procedure, outlined 
above, of computing consecutive solutions o f Rx=b is exactly analogous to determining optimum
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Wiener filters for consecutive time lags [45]. Block algorithms often offer computational and 
performance advantages, and they have been developed by several different authors [60]-[66].
If the 1-D block quasi-Newton algorithm processes blocks of length N  or greater, then the 
overall complexity is OKN^NiN-l^/N] -  O[N]. This corresponds to a length 2N block of input 
samples for a length N filter computing N  output samples. It seems to be reasonable to assume 
that length 2N blocks o f data are stationary in many instances, and experimentation has confirmed 
that the extent o f degradation resulting from this assumption is minimal.
Similarly, the block Levinson algorithm can be used to solve for the product of the inverse 
autocorrelation matrix and the gradient vector in a 2-D block quasi-Newton adaptive algorithm. 
Algebraic manipulation o f the block Levinson algorithm yields an efficient method of computing 
successive solutions o f the Toeplitz-block Toeplitz system Ruux=u(nl ,n2), just as was the case for
A _ j
1-D Toeplitz systems. This gives us a fast way to compute the next solution, xk+1-R uu u{nx>n2), 
from X j^R ^uin^hn^). The input vector u{nx^  is now a column (or row) ordered (iVxl)2x l 
vector constructed by concatenating columns (or rows) o f the 2-D input signal over the NxN 
region o f support o f the adaptive filter mask. The autocorrelation matrix, R , is now 
(N +l)2x(N +l)2, and consecutive input vectors are vector-shifted versions o f one another. That is, 
length N  element vectors are shifted through u(n1,n2) as the adaptive filter indexes through the 
input image, i.e.,
" M(/ll-l,rt2)
u (n i-ltn2)
M(/ii-l,/i2-A0
u (n r 2 ,n £ (2.34)
*-£/(* \-N,n2-N)-*
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u{n\,n2)
u(nun2)
u(nl9n2-N)
u(nr l 9n2) (2.35)
*-w(/i i-Nw N )-1
Now, the block Levinson algorithm requires matrix multiplications whereas the Levinson 
algorithm required scalar multiplications. This accounts for the fact that the initial block Levinson 
solution requires 0 [N 5] complexity, and the successive spatial lag solutions require Q[N3]. 
Therefore, a block algorithm implemented within a block of iV2 pixels o f the 2-D output mask 
requires (OI7V5] + N20[N 3]}/N2 = O[N3] complexity. At this time, we require run length blocks 
of data to be length N2 since there appears to be no computationally efficient means of indexing 
between rows (for a horizontally indexed rectangular grid). Specifically, this means that we must 
assume the stationary block of data is o f size (A2+Ar)xAr. The block Levinson algorithm is listed 
in Table 2.1 without proof [45]. The recursion algorithm for each of the next N  consecutive 
solutions is given in Table 2.2. The matrix /  is a block matrix whose elements on the antidiagonal 
are identity matrices, and the remaining matrices are zero. The "step-up" recursion in Table 2.2, 
with the input generically labeled b
(2.36)
is generated simply as the last block Levinson recursion in Table 2.1. To show the "step-down" 
recursion, we make use o f the persymmetry property of block Toeplitz matrices, RmTJ=JRmy and 
show the relationship of two succeeding systems.
(2.37)
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Table 2.1 The block Levinson algorithm for solving Toeplitz-block Toeplitz systems of
equations»
solve: V p =  W  1
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Table 2.2 The block Levinson algorithm for efficiently solving the next Toeplitz-block Toeplitz 
system of equations, given parameters from the original Levinson solution.
R  x ^  =K PX p
*1+1 l+p- l l
%  J
RpJ*P = \!biXp-1]
. /+ iNow, from RpAx . «  &/+lf/+p.i we obtain
/+ i
R p i J x p -i = J b l+l l+p- 1
so that the solutions o f (2.39) and (2.40) are clearly related through Levinson's algorithm as
Jx l+Y
J x ‘p -
f p -1 *  '
> 1
(2.38)
(2.39)
(2.40)
(2.41)
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A two-dimensional filter indexed vertically or horizontally can be described mathematically 
as a multichannel filter for the duration of the scan line. Usually multichannel filters have a spatial 
index and a time index, but there is no reason to distinguish between the two for the purpose of 
analysis. We just consider the fact that both problems have two dependent variables. Therefore, 
both of these algorithms are valid for multichannel filter formulations. In fact, the block Levinson 
algorithm with optimum time-lag filters was specifically designed for multichannel filters. They 
can be applied to both FIR filters and DR filters as long as the autocorrelation matrix is Toeplitz- 
block Toeplitz and the input vectors have the "sliding" property. Somewhat o f a concern is the 
Of/'/3] complexity required. While not a drawback for HR adaptive filters with small parameter 
sets, FIR filters can have relatively large regions o f support and O[N3] complexity can become 
burdensome, although it appears that most image processing applications require relatively short 
filters. By contrast, the 2-D LMS algorithm has O[A2] complexity, and the 2-D RLS algorithm 
has 0[N4] (for an NxN filter). This clearly shows the tradeoff between algorithm performance and 
computational complexity. In light of the numerical problems associated with the RLS algorithm, 
the 2-D block quasi-Newton method should prove to be a viable and efficient solution.
Nonstationary inputs must be considered since most real signals are nonstationary. The 
spatial dependence o f the input signal's statistics is lim itless, but it may be advantageous to 
consider some simple possibilities. For example, we can consider the case in which the statistics 
change abruptly only at horizontal and vertical edges. Assuming that we are using horizontal 
indexing, it seems straightforward to examine the case in which a vertical boundary exists which 
separates regions of an image with different statistical characteristics. The algorithm can be 
designed to index all the way to the right-most edge of the image, in which case, the values of the 
lag coefficients exponentially approach the new values determined by the statistics o f that block. 
The rate at which they converge to the correct values depends on the forgetting factor built into the 
lag coefficient update recursion. Until that point is reached, the FQN algorithm will be using an 
eroneous autocorrelation estimate, which will hamper performance. A second approach, hinted at 
in the design of the lag recursion, is to design the indexing scheme to process short rows
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consecutively at the boundary o f a vertical edge, i.e., process rectangular blocks while indexing the 
blocks vertically. That does not resolve the dilemma since we must eventually index over to the 
next column o f blocks at which time the filter w ill overlap pixels with differing statistical 
properties. If we then consider processing blocks of pixels as above with horizontal indexing a 
vertical edge causes the filter to overlap nonstationary data, and the processing for that row will be 
suboptimal. These issues are the source of the limitations of the 2-D FQN algorithm.
The preconditioned conjugate gradient (PCG) method offers an attractive alternative method 
for solving a Toeplitz-block Toeplitz system of equations of the form Tx=b [67]. The conjugate 
gradient algorithm is an iterative solution method derived by minimizing the quadratic functional 
0 .5 (xT x-^ x) using a different search direction [67]-[72]. In general, the conjugate gradient 
method will converge faster to a unique solution if the eigenvalues o f the matrix T are clustered 
around 1. Preconditioning is commonly used to improve the clustering property and accelerate 
convergence. Just as in any steepest descent algorithm, the properties of the error surface govern 
the rate o f convergence o f the PCG. The preconditioned conjugate gradient algorithm is listed 
without proof [67] in Table 2.3. P  is the circulant-block circulant preconditioner. For an A^xN2 
system, the computational burden of the PCG algorithm is incurred while solving Pzk.\=rkA and 
computing the matrix vector product Tpk. All o f the vector-vector and vector-scalar products 
contribute OfN2] per iteration towards computational complexity. Since T is Toeplitz-block 
Toeplitz, Tpk can also be computed with 2-D FFTs in 0[A/2log2Arj multiplications per iteration. 
This follows since 2-D convolution can be expressed as the product of a Toeplitz-block Toeplitz 
input matrix and a column-ordered vector. It follows that Pzk.\-rkA can also be solved using the 
2-D FFT in O ^ l o g ^  .
Until recently the block PCG algorithm was not considered adequate for use in a sequential 
adaptive algorithm because convergence of the PCG algorithm itself was 0[iV] for most 
preconditioners. The overall 0[Ar3log2Ar] complexity would limit the usefulness in real-time 
applications. Several excellent preconditioners have been proposed in order to improve BPCG 
performance. Ku and Kuo [67] proposed a circulant-block circulant preconditioner of the form
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Table 2.3 The preconditioned conjugate gradient algorithm.
for arbitrary xq rQ-pQ=b~TxQ
A=o
for k - 1, 2, ...
P *k- 1 =  rk-l
Pk =  (¿k-l’rk-lV(Zk-2’rk-2)
Pk = Zk-i +  1 
« *  =  (Zk-brk-l)H-PbTPk) 
xk ~ x k- 1 +  
rk = rk-l-<*kTpk
rp o P i •••
Jp = ... P N_ 2
- P i a o
_
where pn. 0<n<N-l, are NxN circulant matrices with elements defined as
J C o + c l  n - 0
l C n + C N.n l£ n < N
(2.42)
(2.43)
[C„]y= [T^J (2.44)
(2.45)
10 h  **• tN-l 
*N-l ••• l0 .
' C tN=i . ..  t x " 
_rl J^V-1  ^ .
(2.46)
The block PCG with this preconditioner can be shown to converge in a fixed number of iterations 
for large N. Therefore, the overall computational complexity is 0[iV2log2AG. This is a remarkable 
result which allows the quasi-Newton algorithm to approach the efficiency of the OI7V2] LMS.
2 .4  Experimental Results for the 2-D Fast Quasi-Newton Algorithm
From the last section, we recognize that if the input to an adaptive filter is colored, then the 
eigenvalues of the autocorrelation matrix are disparate. Only in the white noise case are they all 
equal. We also know that all the eigenvalues are real and positive valued for symmetric, positive 
definite autocorrelation matrices. The resulting spread o f the eigenvalues causes the LMS 
algorithm to converge very slowly. Most practical applications require the filter to operate in the 
presence of highly correlated signals, which severely limits the performance of the LMS algorithm. 
With the quasi-Newton family of algorithms, we can compensate for the degradations caused by 
colored input signals on the adaptive process.
The eigenvalues are bounded by the minimum and maximum values o f the input power 
spectrum. As the order of the 2-D adaptive filter increases, and quickly approach these
limits. Once again, the 2-D autocorrelation matrix is (iV+1)2 by (N+l)2 for an (N+1) by (N +l) 
filter, so the condition number, k  = Amax/Amin, can become very large very fast even for 
moderately sized 2-D filters. For some o f the experiments that follow, we chose the 5 by 5, 
separable, FIR low-pass coloring filter whose 2-D frequency response is shown in Figure 2.1a).
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Autocorrelation Nbtrix Eigenvalues
b)
Figure 2.1 a) Frequency response of the separable, 5x5, FIR, low-pass coloring filter, and b) a 
plot of the eigenvalues o f the corresponding 9x9 and 49x49 autocorrelation matrices with condition
numbers 445 and 37512.
It has a normalized cutoff frequency of 0.1 and was designed using a standard 1-D FIR filter 
design package. Shown in Figure 2.1b) are plots o f the eigenvalues of (9 by 9) and (49 by 49) 
autocorrelation matrices constructed using this particular process. Each of these matrices 
corresponds to adaptive filters with regions o f support of (3 by 3) and (7 by 7), respectively. The 
condition numbers for each of these cases are *9=445 and *49=37,512, clearly demonstrating the 
rapid ill-conditioning evident with 2-D filters.
All computer experiments were performed using 2-D system identification with an artificial 
noise floor of -100 dB added to the desired signal. Furthermore, double precision arithmetic is 
used unless specifically noted. The first set o f experiments demonstrates the performance of the 2- 
D LMS filter with white and colored noise, and then compares the rate of convergence of the 2-D 
fast quasi-Newton algorithm with the same colored input. The fast quasi-Newton algorithm uses 
the biased autocorrelation lag estimate and the block Levinson algorithm, both from Section 2.3, 
with the input process being stationary. Figure 2.2 shows the second-order LMS filter converging 
to -100 dB in 300 iterations for the case with white input and to -60 dB in 7000 iterations for the 
colored noise case. In Figure 2.3 the fast quasi-Newton algorithm with colored noise converges to 
-100 dB in about 400 iterations. This is a fantastic improvement at the cost o f using a OI7V3] 
algorithm instead of the OJ7V2] LMS algorithm. Similar results can be seen in the two groups of 
plots in Figures 2.4, 2.5, 2.6 and Figures 2.7, 2.8, 2.9 for fourth-order and sixth-order FIR 
adaptive filters. In each case, the fast quasi-Newton algorithm succeeds in improving convergence 
performance in the presence of colored noise to nearly that of the LMS algorithm with white noise. 
This is clearly the anticipated result from earlier discussions. The LMS error gradient 
approximation and the autocorrelation estimate now limit the performance o f the quasi-Newton 
algorithm. Again, similar results are shown in Figures 2.10, 2.11, 2.12, and 2.13.
Figure 2.14 shows convergence plots emphasizing the nonstationary behavior o f the filter 
studied in Figures 2.2 and 2.3. Here the autocorrelation matrix estimate is initialized to the identity 
matrix, then the filter is suddenly submersed in the same low-pass colored noise field discussed 
above. For these two examples, we used horizontal scan lines 30 pixels long before retracing to
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the next row. These plots show the initial rate o f convergence with a=0.9 and 0 =0 .9 9 . The filter 
converges at a slightly slower rate now that the lag estimation algorithm is also in the process of 
converging. However, the lag coefficients are quickly identified, and the filter quickly approaches 
its optimum rate o f convergence. Notice also that when the forgetting factor is reduced the 
algorithm’s performance seems to improve. The filter converges faster with o=0.9 than with 
a=0.99. This indicates that the new filter has good nonstationary convergence properties, but 
more extensive work may be needed under many different circumstances.
In each experiment using the fast quasi-Newton algorithm, the run length block size is at 
least (N+1)2 iterations. Therefore, the autocorrelation matrix at the end of each block is used to 
process the next consecutive block of data. However, the lag estimates are continually updated at 
each index point Also, the exponential weighting factor was nominally chosen to be 0.97 for each 
case except as explicitly stated above for the nonstationary experiments.
2-D FIR LMS
Figure 2.2 Convergence plot for a 2-D, 3x3, FIR, LMS adaptive filter in system identification 
with white input (below) and colored input (above).
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2-D FIR CN
Figure 2.3 Convergence plot for a 2-D, 3x3, FIR, fast Quasi-Newton adaptive filter in system
identification with colored noise.
2D FIR IMS with white n o ise
Figure 2.4 Convergence plot for a 2-D, 5x5, FIR, LMS adaptive filter in system identification
with white input noise.
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2D FIR Li6 w ith co lored  n o ise
Figure 2.5
ITERATIONS
Convergence plot for a 2--D, 5x5, FIR, IM S adaptive filter in system identification
with colored input noise.
2-D FIR QN with co lored  noise
Figure 2.6 Convergence plot for a 2-D, 5x5, FIR, FQN adaptive filter in system identification
with colored input noise.
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2~D 7x7 Lie with w hite noise
Figure 2.7 Convergence plot for a 2-D, 7x7, FIR, LMS adaptive filter in system identification
with white input noise.
2-D 7x7 IMS with colored noise
Figure 2.8 Convergence plot for a 2-D, 7x7, FIR, LMS adaptive filter in system identification
with colored input noise.
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2-D 7x7 CH with co lo red  noise
Figure 2.9 Convergence plot for a 2-D, 7x7, FIR, FQN adaptive filter in system identification
with colored input noise.
separable 5x5 coloring filter
Figure 2.10 Frequency response of the separable, 5x5, FIR, high pass coloring filter.
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2-D LM3 with white n o ise
Figure 2.11 Convergence plot for a 2-D, 7x7, FIR, LMS adaptive filter in system identification
with white input noise.
2-D IMS with HP co lo red  noise
Figure 2.12 Convergence plot for a 2-D, 7x7, FIR, LMS adaptive filter in system identification
with high pass colored input noise.
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2-D FQN with HP co lo red  noise
Figure 2.13 Convergence plot for a 2-D, 7x7, FIR, FQN adaptive filter in system identification
with high-pass colored input noise.
Figure 2.14 Nonstationary convergence plots for the same 2-D, 3x3, FIR, FQN adaptive filter 
from Figure 2.3 with the same low-pass colored input signal.
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u(0,0)
y(nl,n2)
Figure 2.15 Two-dimensional transform domain adaptive filter structure.
Researchers have found that many fixed transforms do provide good orthogonalization for a wide 
class o f input signals. Those include the Discrete Fourier Transform (DFT or FFT), the Discrete 
Cosine Transform (DCT), and the Walsh Hadamard Transform (WHT). For example, the DFT 
provides only approximate channel decorrelation since it is well-known that a sliding DFT 
implements a parallel bank o f overlapping band-pass filters with center frequencies evenly 
distributed over the interval [0,2;r]. Furthermore, the DFT (or FFT) is hampered by the fact that it
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requires complex arithmetic. It is still a very effective method of orthogonalization which we 
compare here to the 2DFQN algorithm.
The convergence plots in Figure 2.16 show the comparison between the 2DFQN, the 
2DTDAF and the simple 2DLMS with the same fourth-order low-pass coloring filter from Section 
2.4. The adaptive filter is second order, and the 2DFQN algorithm, as expected, outperforms the 
2DTDAF. The 2DFQN algorithm is effectively attempting to estimate the KLT on-line so that, 
while not able to perfectly orthogonalize the training signal, it does offer improved convergence 
over that o f the fixed transform algorithm. Similar results appear in Figure 2.17 with the same 
coloring filter and a fourth-order adaptive filter.
2EFOJ vs 2DTOAF vs LMS
Figure 2.16 Convergence plot for a 2-D, 3x3, FIR, FQN adaptive filter in system identification 
with low-pass colored input Corresponding convergence plots are shown for the 2DTDAF-DFT
and the 2DLMS.
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2DFQN vs 2DTDBF vs U1S
itérât ion
Figure 2.17 Convergence plot for a 2-D, 5x5, FIR, FQN adaptive filter in s y s t^  Mentificanon 
with low-pass colored input Corresponding convergence plots are shown for the 2D IDA r-D r
and the 2DLMS.
2 .6  The 2-D Recursive Least Squares Algorithm
For completeness we present the least squares (LS) and recursive least squares (RLS) 
solution methods for 2-D FIR adaptive filtering. These results also serve as a benchmark for 
comparison to other structures and algorithms which we consider. The least squares algorithm is a 
prerequisite for the development o f the RLS algorithm, and both are unique in that they exactly 
solve the system of equations which result from minimizing the sum of squared errors over a 
region of data [78]. The extension to 2-D HR filtering is straightforward with the standard system 
parameters as previously defined:
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u(ni,ri2) = input =
*u(n\-N,n2-N)-
r « 0 ,0)
h(ni,n2) = 2-D filter =
L/i(A W J
y(»i,«2) = 2-D filter output 
d(«i,n2) = desired output
J s s  = cost function = I d(fli,/i2 )  ~ y ( n \ > n 2 )  i2 
9?
(2.49)
(2.50)
(2.51)
The region 9? over which the minimization occurs can be defined as any arbitrarily shaped block of 
2-D data. Since all signals are real and y(ni»rt2)=KT('1i»'I2) « ' l 1,n2)>the cost function can be 
expressed as
Jss =  £  [¿f(n1,/i2)2-2d(ni,/Z2)M T(r ti^ 2 )A ( /i1,n 2 )+ * T(n i ,n 2 ) « ( n iJ/i2)wT(n i,/i2 )* (n i,w 2)3
9f
Optimizing with respect to the filter coefficients, we have
(2.52)
dJx
<)h(nSn ) = X  [*2d(ni,/i2)«(/ii,n2)+2«(/ii,/i2)»T(»i»'*2)*('»i*W2)] 
h 2 9t
(2.53)
Now define
P = X  d(n\,n2)u(nhn2)
9?
= deterministic cross correlation vector (2.54)
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(2.55)R  = ^  u(n\,nq)u1(ni,n2) = deterministic auto correlation matrix
Then 0=-p+Rh or p=Rh, giving the least squares filter as h - R lp .
The matrix inversion lemma, (A+BCD)~^=A'^-A^B{DA'^B+C^y^DA^, can be used to 
solve this equation recursively resulting in a 2-D RLS algorithm. Now let A-Rk> B -y y C= 1, 
D=uT; then using the least squares solution, hk+\=Rk+rlPk+l, with Pk+i=Pk+d(n\,n2)u(n\,n2) 
andtfk+i=l?k+w(ni,/i2)ttT(rti,/i2), we obtain the 2DRLS algorithm just as in the ID case
hk = Rk'lPk
Zk = RkAUk
q = ukr Zk
hk+i = hk + [d(n\,n2)-yk\Zki+q
(2.56a)
(2.56b)
(2.56c)
(2.56d)
The region %  the indexing scheme, and the windowing method define the mapping between the 
image index and the vector index above. Since the familiar LS and RLS solutions are directly 
applicable to this problem all o f the well-known properties also hold true for 2-D filters. The 
number of parameters is (N+1)2 instead of N+1, so we expect the 2-D RLS algorithm to require 
(N+1)2 iterations to converge. In addition, the computational complexity is OfA/4], as compared to 
0 [N 2] for the 2-D LMS algorithm. We also expect the 2DRLS algorithm to have numerical 
difficulties and poor tracking performance. From the equations above we see that the 2DRLS is a 
member o f the general quasi-Newton class o f algorithms. Fast RLS algorithms do exist and have 
been extended to 2-D adaptive filtering. For example, a 2-D geometrical fast transversal filter was 
developed in [32] as a direct extension of the work done by Alexander [79] for 1-D filters. In 
Figure 2.18 we present an example of a 2-D RLS adaptive filter in the familiar system identification 
configuration. This example shows a 3x3 FIR adaptive filter identifying a matched-order fixed
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filter with a pseudo-white input signal. The RLS algorithm converges in about nine iterations, 
which is what we expect since the filter has nine coefficients.
Figure 2.18 Convergence plot for a second-order 2-D FIR RLS adaptive filter.
2 .7  The McClellan Transformation Structure
A 2-D adaptive filter structure based on the McClellan transformation (MCT) design 
technique for 2-D FIR filters has been proposed as a means of improving the performance and 
computational requirements o f 2-D adaptive signal processing [14]-[17]. It was shown that the 
MCT structure can be constrained with a priori information about the contour shapes o f the 
frequency response so that the resulting adaptive algorithm is computationally efficient and rapidly 
converging. The MCT design technique uses a 1-D prototype filter along with a transformation
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function to define the characteristics of the 2-D FIR frequency response. The frequency response
of a 1-D zero phase FIR filter is
N
H(CO) = ^  h(n)exp{-]COn) 
n=-N
N
= h{ 0) + X  h(n)[cxp(-jcon) + exp(jim )] 
n=l 
N
= X  ci(n)cos((on)
n=0
where
r /i(n ) 0
fl(rt) [26 (h) 1< n < iV
(2.57)
(2.58)
(2.59)
(2.60)
The function cos(tm) may be expressed as the n* Chebyshev polynomial in the variable cos(ft)) so 
that (2.59) becomes
N
H(a>) = X  a(«)T„[cos(a))] (2.61)
n=0
The 1-D prototype filter is mapped to a 2-D filter with a 2-D transformation function
N
H(w) = X  (2-62)
n=0
The transformation function itself must have a 2-D real-valued, zero phase response bounded 
between -1 and 1. The overall transfer function w ill have the same contour shapes as the 
transformation function, F. For the case of a (2P +l)x(2P +l) transformation function and a size 
2N+1 prototype filter, the MCT filter will have a (2NP+1) by (2NP+1) region o f support. The 
most common choice for the transformation function is
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F i^ o ^ )  = A + Bcosico^ + C c o s^ ) + D cosC m ^cos^) (2.63)
The filter design problem is now modular with the contour parameters (AJi,CJD) controlling the 
contour shapes, and the prototype coefficients, fl(n), controlling the magnitude of the 2~D 
frequency response at each particular contour. Figure 2.19 shows contour plots for circular and
fan-shaped contours.
The transformation parameters for a filter with a frequency response with circular-shaped 
contours are ( A, 5 , C, D )=(-0.5, 0.5, 0.5, 0.5), and for fan-shaped frequency contours we have 
( A, B, C, D )=(0, 0.5, -0.5, 0). We can design an elliptical MCT filter with transformation
parameters ( A, B, C, D )=( 0, 0.05, 0.722, 0.228).
An efficient implementation of the MCT structure based on the Chebyshev recurrence 
formula exists, so that the computational complexity is (5N+1) multiplications per output sample. 
That relation is
Tn[x ]= 2 x T n.1[x ]-T n.2[x] (2.64)
so that the structure in Figure 2.20 results [14].
Now if the contour shape requirements are known a priori, then the transformation 
parameter set, (A, B, C,Z>), can be chosen and fixed so that the adaptive parameter set consists 
exclusively of the tap weights, a(n). The resulting constrained structure represents a reduced 
parameterization model o f the desired 2-D response, and the simple gradient-based adaptive 
algorithm is efficient, rapidly converging, and numerically robust. Applying the LMS algorithm to 
the MCT adaptive filter gives
ak+1(n) = ak(n) + 2 /ie (n 1,/i2) sn(nx,n2) (2*65)
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Figure 2.19 a) Circular and b) fan-shaped frequency domain contours.
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Figure 2.20 The McClellan transformation structure.
where 5„(/i1,n2) is the signal after the /Ith stage. Since there are now only N+ 1 parameters, 
complexity of the adaptive algorithm is 0[N]* Convergence results show that the MCT filter 
adapts much faster that the 2-D direct form LMS filter. The observed rate o f convergence lies 
between those o f a size N + 1 1-D LMS filter and a (2ZV +l)x(2iV +l) 2-D LMS filter. 
Mathematically, the MCT LMS filter is equivalent to a length N+ 1 1-D adaptive filter with a 
colored input signal. At this point, the adaptive process may be accelerated using an orthogonal 
transform or a recursive least squares algorithm. Using the 1-D FFT just before the tap weights, 
a(n), along with power normalization increases the rate of convergence substantially.
Finally, the tangential filter can be adapted by including the contour parameters (A>B,CJD) 
in the adaptive parameter set. This enables the structure to model a wider class of filter responses 
with different contour shapes. The additional flexibility comes at the expense of a more complex
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coefficient update since the MCT filter error is a nonlinear function o f each transformation 
parameter. Experimental results indicate best convergence can be obtained using a two-stage 
approach [15]. First, the MCT adaptive filter is allowed to identify the contours with a relatively 
large convergence factor for the transformation parameter set and a small convergence factor for the 
tap weights. Then the process is reversed so that the transformation parameters adapt slowly once 
they are nearly identified, and the tap weights are allowed to adapt quickly with a larger 
convergence factor.
A convergence analysis for the McClellan transformation structure is straightforward. 
From Equation (2.62), we obtain
N
y  (BM2) = X  a(n)FT-i {X(<B1,û>2)r n[F(û)1,® 2) ] } (2.66)
n=0
where FT_1 is the inverse discrete time Fourier transform. By defining the intermediate stage 
signal sn(n\,ri2)=x(n i ,«2) * * w l >n2) > Equation (2.66) becomes
N
y  (ni,rt2) = Z  a(n)sn(n iji2) (2*67)
rt=0
Now we define the tap weight vector as a=[<2o, — » and the intermediate signal vector as 
s=[so(n\,ri2) , . . . ,  SN(n\,n2)]r . The mean-squared error analysis now gives
MSE = E{£p(nun2)} -2psTa +aTRs(i (2.68)
with
ps = E{d(n\,ri2)s} = intermediate cross-correlation vector 
Rs = E{ ssT } = intermediate autocorrelation matrix.
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The Wiener solution is easily found to be a* = Rs Ps » with the minimum mean-squared error 
equal to E ^ C n i ,*2) }-/>/«*. It also can be shown easily that the LMS algorithm is unbiased with 
the expected value of the tap weight vector being the Wiener solution. Analysis o f the LMS 
algorithm for this case = + 2 M ^(^1*^ 2) ^ (^ l»^ )} is similar to that of the standard
1-D LMS case. After translating and rotating the tap weight coordinate vector and taking expected 
values, the LMS algorithm for the McClellan transformation filter gives a familiar difference
equation
E{cj+1}=[I-2ALd]E{Cj} (2.69)
where Cj is the new tap weight vector and A  is the diagonalized intermediate autocorrelation matrix. 
The solution of (2.69) is
E{cj} = [I-2/M]J E {c0}, (2-7°)
which converges to zero if lA*max > p  > 0. Now we have an adaptive system with (N+1) modes, 
and the eigenvalues o f R s govern convergence exactly as in the 1-D case. From Widrow and 
Steams [1], we know that the rate of convergence depends on the number of adaptive modes as 
well as the relative values of the eigenvalues. We can therefore conclude that the MCT structure 
converges at a rate si m i l a r  to that of a 1-D FIR adaptive filter of length N  with a colored input 
process. An example appears in Figure 2.21 with a convergence plot for a sixth-order MCT filter 
with circular contours. The learning curve for a direct form, FIR, LMS filter accompanies this 
example for comparison. The input signal for both filters is white.
Least squares and recursive least squares algorithms can be formulated after writing the 
MCT output as y s{n\,ri2). We then can use this expression in a standard least squares
minimization which gives an optimal tap weight vector, a*, in terms o f the deterministic
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autocorrelation matrix, R s, and the deterministic cross-correlation vector, p s, just as in Section 
2.6. We simply use the intermediate signal s(/ii,«2) pkice o f the column-ordered input signal 
u(n\,ri2), and the algorithm can be applied as given in Equation (2.56). Now we have a 2 D 
adaptive filter which we expect to converge in about N  iterations with OiN2) complexity for a 
linear phase filter with a (2N +l)x(2N +l) region o f support. This algorithm will display the same 
numerical sensitivity problems, which are known to exist for all RLS algorithms.
In summary, the MCT adaptive filter provides rapid convergence, low filter complexity, 
low adaptive algorithm complexity, and good sensitivity. Drawbacks which must be considered 
include reduced structural flexibility and increased storage requirements. For example, the 
Chebyshev implementation requires about N-i+l rows of storage for each Ith stage. Also, some a 
priori statistical knowledge may be required before the filter can be used. The structure does offer 
promise for real-time video processing. The high video sampling rate (14 MHz) demands 
computational efficiency, and the MCT filter offers 2-D processing capability with 1-D 
computational costs. High speed, parallel processing DSP products are starting to appear on the 
market which enable some o f the techniques discussed in this chapter to be realizable in typical 
real-time applications.
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Figure 2.21 Learning curves for sixth-order MCT and direct form LMS filters with white input
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&CHAPTER 3
TWO-DIMENSIONAL HR STRUCTURES AND
ALGORITHMS
3 .1  The Output Error Formulation
Infinite impulse response filters are useful in 1-D as w ell as 2-D signal processing 
applications because they offer reduced computational complexity with the reduced parameter set, 
yet increased modeling flexibility because of the recursive nature of the structure. For these 
reasons there has been much interest in 1-D IIR adaptive filtering in the research community, 
although HR adaptive filters have yet to find widespread acceptance in industrial applications. 
Well-known difficulties such as slow convergence and the possible existence of multimodal error 
surfaces plague recursive adaptive filters, but many adaptive filtering applications are well-suited 
for HR structures so that interest in this topic remains high. Later in this chapter (Sections.6) we 
present an investigation into the properties of the MSE surface of 2-D HR adaptive filters. Some 
results are available for low-order filters in spite o f the mathematical difficulties o f the problem. 
Furthermore, 2-D data rates and computational requirements are extremely large so that the allure 
of HR filters warrants investigation into the feasibility of using 2-D adaptive HR filters. Typical 
video data rates restrict any digital processing so that only very small filters and rather crude 
algorithms may be used. In other instances, an inverse filter response may be required, which can 
only be approximated with an FIR filter.
Two-dimensional recursive adaptive filtering is similar in principle to iterative 2-D HR filter 
design techniques [23]. Although the mean-squared error expression is nonlinear in the filter 
parameters, we can approach the problem using familiar adaptive processing techniques. As in 
FIR adaptive filtering, the simplest approach is to begin with a gradient-search algorithm seeking to 
minimize an error cost function. More elaborate algorithms can compensate for the effects o f input
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signal coloring on the rate o f filter convergence. The steepest descent method can then be 
accentuated by including the Hessian matrix in the update relation. The Newton-Raphson method, 
for example, exploits first- and second-order statistics in order to traverse a more direct path to the 
optimal solution giving improved performance for cases in which the error surface can be 
approximated to be quadratic. We will concentrate on autoregressive moving-average models in 
the 2-D adaptive parameter estimation problem, first developing a simple gradient algorithm then 
adding more sophistication.
There are two fundamental formulations of HR adaptive filtering, commonly referred to as 
the equation error formulation (EEF) and the output error formulation (OEF). Equation error 
adaptive filters are similar to FIR filters in that they are characterized by a nonrecursive difference 
equation. They are two-input, single-output filters using the system input and the desired response 
as inputs. Since the structure is nonrecursive, the development o f a gradient adaptive algorithm is 
straightforward. Unfortunately, they minimize an equation error and not an output error, generally 
resulting in a biased solution. However, EEF filters do have quadratic mean-squared error 
surfaces, which eliminates the concern of suboptimal local stationary points. The primary focus of 
this work is to investigate the development of 2-D recursive adaptive filtering with the output error 
formulation.
The output error filter is characterized by a recursive difference equation, which 
complicates the form of adaptive algorithms since, again, the error is now a nonlinear function of 
the coefficients. The objective of any adaptive algorithm is to minimize some performance criteria 
based on the prediction error. The most common cost function is the mean-squared error (MSE), 
g=E[e2], where e is the prediction error. As in the last chapter, we will approximate the MSE by
the error squared in order to obtain a practical gradient estimate. The development o f a 2-D HR 
gradient-based adaptive algorithm begins by considering a direct-form structure in a 2-D system 
identification configuration as in Figure 3.1 where the unknown filter's observable response to the 
input signal w(ni,/i2) is
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v(ni,ri2)
'A*
u(ni,ri2)
2 - ►  e(ni,ri2)
Figure 3.1 2-D system identification.
d(ni,n2) =51 X
mi=0 »*2=0 
mi~0 m2~0
(mi, m2)*(0,0) (3.1 .a)
Taking the Z-transform of both sides of (3. La) gives the filter transfer function in terms of the 
fixed filter's coefficients
H*(zuz2) B*(zuz2)
A*(ZuZ2)
(3.1b)
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For simplicity as well as stability concerns, we will consider only square first-quadrant quarter- 
plane filters with all o f the singularities of the denominator coefficient array assumed to lie in the 
open unit bidisc defined as (U2^ {(zi,z2): Izil < 1, lz2l < 1}). We also assume that H*(zuz2) is 
devoid o f nonessential singularities o f the second kind on the unit bidisc. The signal v(n\,n2) is an 
additive uncorrelated noise source. Likewise, the adaptive filter's recursive difference equation is
Considering the adaptive filter's coefficients fixed and unknown, we can also define a transfer 
function as
Later, it w ill be necessary to include a(0,0) in the adaptive parameter set. Doing so will introduce a 
distributed mean-squared error solution. The error signal, e(n\,n2), is the difference between the 
desired response and the actual adaptive filter response. Using delay operator notation for the 
filters' coefficient arrays, i.e.,
Nb Nb
y(n\,/i2) *  £  u{n \-m i tn2-m2)b{m i >m2)
«1=0 m2=0
+ £  ]T y(n i-m i,/i2-m2)a(m i,m 2) 
mi=0 m2=0
(m i, m2)*(0, 0)
(3.Lc)
(3. Id)
Na Na
A iq v K q i1) = 1 -T  X  a ii^ q ^ q r i
i=0 j=0
(3.2.a)
V JM  0,0)
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Na Jfa
B(qvKqiA) = £  %  b(iJ)qi-iq2-J (3 .2 .b )
i=0
Equations (3.1.a) and (3. he) can be rewritten as
d(ni,n2) ~ u(nun2) + v(/ii,«2) 
A (<?i »<?2 *)
(3.3.a)
(3.3.b)
Furthermore, for notational convenience we shall arrange filter coefficients and signal arrays into 
column-ordered vectors. Define the information vector, <t>0{n\,n2),  as
y(ni-N^n2-N^)
u(ni,n2)
(3.4.a)
and the coefficient vector, 0*(/ii,/i2), as
r  04) n
ak(NaJNa)
bk( 0,0)
(3.4.b)
where k represents a time-mapped index point within the 2-D raster, indicating the time dependence 
of 6. Notice that these vectors are constructed by concatenating columns of the 2-D coefficient
arrays ct{n\,n2) and b(ti\,n2)- The adaptive filter output can be expressed as
y(ni,ri2) = $oKnun2) »^ 2) (3-5)
The mean squared error surface for 2-D HR adaptive filters is not quadratic, but we can 
utilize a locally quadratic approximation to develop an acceleration algorithm. Traditional steepest 
descent algorithms are known to give slow convergence when used with HR filters. We can use 
the quasi-Newton line search algorithm in this case by first assuming that we can approximate the 
cost function by a truncated Taylor series as follows
&e) = & ek) + v$(e*) (0 -  ek> + \  (8  -  )Tm ) (0 -  ) ( 3 . 6 )
where F( 0k) is the Hessian matrix. This function is minimized by Newton's algorithm
ek+i = ok-F (e k y 'v i ; ( e j (3.7)
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Now the Hessian matrix is the autocorrelation matrix R° If has continuous second partial 
derivatives near the optimal solution, then R is positive definite, and the method is well-defined 
with second-order convergence in that vicinity. To apply the quasi-Newton algorithm to our 
problem, we only have to include a convergence factor and recognize that we must use estimates of 
the autocorrelation matrix and the gradient vector. Now we can write the 2-D DR quasi-Newton as 
follows
= (3'8)
where jn is the convergence factor, R f l is the inverse information vector autocorrelation matrix 
estimate, and ^£(0*) is the cost function gradient vector estimate. We have included the scaling 
factor in anticipation of using the LMS error approximation later. Equation (3.8) represents a sub- 
optimal quasi-Newton algorithm because the autocorrelation matrix estimate and the gradient vector 
estimate are used. Ideally, the update relation (3.8) would incorporate the true autocorrelation 
matrix R<p in order to compensate for the eigenvalue disparity introduced by a colored input signal,
i.e .,
* *  = E{tf>o 0ot}  = [>j * y « v _ l* yy  RyuLBJ’t 1 L* uy ^uu.
(3.9)
Inclusion of (3.9), or an estimate of R ^  reduces the effect o f input statistics on the rate of 
convergence of the line search algorithm. The autocorrelation matrix must be positive semidefinite 
to ensure invertibility, and any subsequent method of estimating autocorrelation lags must take this 
into consideration.
Clearly the autocorrelation matrix R# is time varying since (f)Q is time varying. If we 
assume that the input signal is stationary, then Ruu in (3.9) is symmetric. Furthermore, R uu is 
Toeplitz-block Toeplitz. An acceleration technique with low complexity requires the information 
vector autocorrelation matrix block components to be block Toeplitz. This special structure can be
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exploited using either the block Levinson algorithm or the block preconditioned conjugate gradient 
algorithm to give a computationally efficient method for calculating the matrix-vector product 
required in the quasi-Newton recursion. The 2-D IIR adaptive filter must be subtly modified so 
that the adaptive parameter set includes the leading denominator coefficient, a(0,0). Before 
including this coefficient in the coefficient vector, the 2-D autocorrelation matrix is dimension 
[(Na+1)2-1 +(Nj,+1 )2]x[(N„+1 )2- 1+(Nj>+1 )2] and is not quite block Toeplitz. If the convergence
factor is very small so that the filter coefficients change very slowly, then Ryu and R uy can
also be assumed to be Toeplitz-block Toeplitz.
In order to serve as a preconditioner in an acceleration algorithm, R$ will be estimated by
ignoring the cross-correlation matrices. Without utilizing this assumption, algebraic manipulations 
exploiting a special matrix structure can not offer any computational savings. This will not 
introduce any bias into the solution, although performance w ill suffer. Toeplitz-block Toeplitz 
structure w ill be imposed on Ryy by assuming that, as above, the filter is slowly varying and 
<z(0,0) is included as an adaptive parameter. And finally, an appropriately biased autocorrelation 
lag estimate will be utilized to construct estimates of and Rm. The resulting information vector
autocorrelation matrix estimate becomes
Accordingly, the system V  = f y ©  decouples into two Toeplitz-block Toeplitz systems enabling 
the use of several different fast numerical solution methods. Among the several important 
advantages o f this method are faster convergence, numerical robustness, and better tracking 
performance. The incurred increase in computational complexity is modest and easily justified for 
low-order IIR filters. Further modifications remain necessary when designing a practical 
algorithm. The acceleration algorithm can be expressed more generally as
ek+1 = ek -iiM kv!;(ek) (3-n )
59
where MkVÇ(6£ is a search direction which is a) in the direction of steepest descent if Mk I, or 
b) directly towards the optimal solution if M k~Rk l . For any general point in the 2-D HR 
coefficient space, the direction vector M*V£(0*) may not cause the value of {(0*) to decrease as /i 
increases from zero. This could result with a nonpositive definite Mk. Also, estimation noise at
flat regions o f the surface can cause erratic convergence behavior We can, however, use 
M¡=[£¡¿+11 ¡J'1 to obtain good global and local convergence properties. The factor ek can be 
spatially varying as indicated by the subscript, allowing it to take large values on relatively "flat" 
regions o f the error surface. Then ek can be adjusted towards zero as the coefficient vector
approaches a region in which the quadratic approximation is more reasonable.
3 .2  Derivation of Simplified Error Gradient Components
For simplicity, we will begin by crudely estimating the autocorrelation matrix as the identity 
matrix /. While providing no compensation for the statistical properties of the input, it serves as a 
basis for comparison. The 2-D HR gradient components can be obtained just as in the 1-D HR 
case. The adaptive algorithm should minimize the mean-squared error cost function. In order to 
descend the MSE performance surface, we resort to the ubiquitous LMS approximation
£ = E 0 2(/ti,/i2)] " ^{nx.ni) (3.12)
which allows for a simple and computationally efficient, albeit noisy, gradient estimate.
* V e{e2(/ii,rt2)} = einuni) V 0(y(/ii,«2))
= -2 e{n\,ni) V (3.13)
As the development proceeds, the expression for the gradient components becomes
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8y(wi,/i2)
/l=0 Z2!=0
0,0) (3.14)
where k indicates coefficients at the image spatial index («1,^2)° The presence of the summation 
terms in (3.14) is required since past output samples are related to present filter parameters through 
the adaptive algorithm. Since the derivatives on the right-hand side of (3.14) are with respect to ak 
and bh the expression is not recursively computable. Utilizing a small /1 approximation so that we 
may assume the coefficients are slowly varying, it is possible to approximate (3.14)
where the (k-l) subscript indicates the coefficients at the (nr /1,/i2-/2) spatial iteration point. 
Equation (3.15) may then be rewritten using delay operator notation
(3.15)
Mni,n2,q\-l ,q2A)
y(nr m hn2-m2)
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(3.16)
^b(ml ^ n2)(nl »^ 2)
dyjnunt)
dbk(mum2)
1_______
M  «1.^2,
w(n1-m1,w2-m2)
Therefore, the gradient components in (3.16) are generated using (N6+ l)2+(Na+ l )2-l identical all-* 
pole filters in parallel, with each input being simply delayed versions of the adaptive filter input and 
output The implementation of (3.16) imposes significant computational and storage requirements 
on the algorithm. If we then assume that A(n1-m1,/i2-m2»#f1»<?2"1) ~ ^ (wi»,I2»^r1»^ 2’1)» (3*16) 
becomes
^  a{m 1 jn2)(n1*w2)
yjnv m^nT m2)
“ A(nr mx,n2-m2, q i lyq2 l)
= ^a(0,0)(rtr ml»n2“m2)
V b(mljn2)(nl ’n2)
u{nr my,n2-m2)
~ A(n1-m1,»2-'«2t^r1.i2"1)
= VMO,o)('ir'7Ii»'I2-m2) ■(3.17)
Equation (3.17) gives the gradient estimate of the output with respect to each filter coefficient using 
much less complexity than would be required without the assumption. The validity of the 
approximations involved in deriving (3.17) depends on the application and the geometry of the 
raster indexing. Obviously long horizontal scanning with retrace may invalidate the assumption 
that Ain\,n2yq lAiq2 l) - A { n l-mlynT m2jq i l ,q2 l). Although may sti11 closely
approximate A(n1-m1,n2^ i ' 1^ 2'1)» corresponding to the horizontal nx direction, an alternative 
approach would be to use a diagonal indexing scheme, which may optimize performance under 
these assumptions by minimizing the absolute delay between all index points within any given filter 
mask.
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Equation (3.17) provides an efficient means of calculating gradient vector estimates, which 
is now O[Na2] instead of 0 [N fl4]. The gradient components in (3.16) differ only in that the 
appropriate input signals are delayed versions of each other. The simplified version in (3.17) 
results since filtering with a slowly time-varying filter will produce outputs which are 
approximately shifted versions o f each other. The savings in storage requirements and 
computational complexity are significant, especially for the 2-D filters under consideration. This 
approximation should not severely degrade performance. If wide horizontal scan lines do 
ultimately interfere with convergence, it is possible to step backwards in the development of the 
gradient terms and assume spatial invariance only in the major scanning direction.
3 .3  Summary of Two-Dimensional HR Adaptive Filtering 
A lgorithm s
With A(n1,n2^ f 1^ 2’1) = 1 and R<P = 1116 quasi-Newton algorithm reduces to the LMS
algorithm for 2-D FIR filters. The 2-D IIR quasi-Newton algorithm in its entirety is
2-D IIRQN: 6k+l = 6k + p .R f l V e{y(nun2)} e(nun2) (3.18a)
The LMS follows directly as described above.
2-D IIRLMS: 6k+1 = 9k + n  V e{y(ni,n2)) e(nun2) (3.18b)
with the gradient components specified in the previous section. Again, for horizontal scanning the 
vector indices are as follows
k -  {n\,ri2) k+l = (/i1+ l,/i2) (3.19)
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except during retrace. The structure required to compute the gradient components is shown in 
Figure 3.2.
u(ni ,112) ► y(ni,n2)
♦i
Figure 3.2 HR gradient components.
3 .4  Two-Dimensional HR LMS Experiments
Computer experiments with system identification show the very unique behavior of 2-D 
HR adaptive filters. We will first discuss experiments using the LMS algorithm in (3.18) with R<p
-  / ,  meaning the autocorrelation matrix is crudely estimated to be the identity matrix. In Section 
3.4 we will include an estimate of R$ so that we can observe the possible improvements in rate of
convergence. With the configuration shown in Figure 3.1, our computer experiments use an input 
process which is zero-mean, unit-variance white noise. The next section will address cases in 
which the input signal is colored. The convergence plots which follow show the absolute value of 
the system error in decibels vs. the iteration number, where the time-mapped iteration is dependent 
upon the geometry of the indexing scheme. In Figure 3.3, we show four of the possible indexing 
methods available. The type of indexing scheme used is obviously limited due to computability 
issues. For example, currently we are restricting the region of support of the HR denominator 
polynomial to be in the lower-left quarter plane referenced to the current index point
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Figure 3.3 Indexing schemes - a) rectangular indexing with short scan lines, b) rectangular 
indexing with image-length scan lines, c) diagonal indexing, and d) block diagonal indexing.
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Therefore, to compute an output sample at the current spatial index, we need previously computed 
outputs at points to the left of and beneath the current index, including on the current row and 
column. So, combinations of rectangular and diagonal indexing are certainly applicable, as shown 
below.
First, the PxQ image can be segmented into vertical strips of width L. Each segment can be 
processed consecutively, using rectangular indexing. In Figure 3.3b) the image is scanned using a 
common horizontal raster running the width of the image. Diagonal indexing is shown in Figure 
3.3c), and this may have certain advantages for the work being presented. Finally, a combination 
of these can be obtained by segmenting the image into square blocks and processing them on a 
diagonal pattern. Each block can then be processed using rectangular or diagonal indexing as 
required.
We discuss different indexing patterns because 2-D IIR adaptive filtering depends on the 
indexing scheme used to process the data. There are a couple of reasons for this phenomenon. 
First, 2-D HR adaptive filters are nonlinear and shift variant. Second, the approximations utilized 
in deriving the gradient estimates in the last section have varying degrees of validity for different 
indexing schemes. Obviously, in order for the slowly varying coefficient assumption to be valid, 
we want the scan lines to be as short as possible so that the data within the denominator filter mask 
would have been computed with coefficients close in value to those which are current. Stated 
another way, we want the "age” of the coefficients used to compute those samples to be small. 
Now, using diagonal indexing, the scan lines begin with a length of one and increase by one after 
indexing to the next consecutive diagonal line. Using the scheme shown in Figure 3.3a), the lines 
are always of length L, and since L is smaller than the image width, we expect better performance 
within a given image segment. However, when processing the next segment, "old" data are 
present along the boundary of the two so that performance is affected.
Figures 3.4, 3.5, and 3.6 show time-mapped convergence plots for the same second-order 
adaptive filter in system identification. The input is a 100x100 white noise array, and the adaptive 
filter is matched order, meaning the unknown filter and the adaptive filter are both of the same
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Figure 3.4 Convergence plot for a 2-D, second-order, (AR) HR LMS adaptive filter using
rectangular indexing with /=20.
2-D HR with rectangular indexing
Figure 3.5 Convergence plot for a 2-D, second-order, (AR) HR LMS adaptive filter using
rectangular indexing with /=100.
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Figure 3.6 Convergence plot for a 2 D, second-order, (AR) HR LMS adaptive filter using
diagonal indexing.
order. The numerator in this case is a constant, so we will refer to the structure as autoregressive 
(AR). Autoregressive-moving average (ARMA) will refer to filters with Na and Nb greater than 
zero. Figure 3.4 shows the convergence plot using the rectangular indexing scheme in Figure 
3.3a) with a scan line width L=20. Therefore, the image is segmented into five 20x100 strips. 
Clearly, at iteration number 2001 some reinitialization occurs as we index from the first segment to 
the second. However, within each segment convergence is rapid, and at the beginning of the third 
segment, this reinitialization is barely evident around the -100 dB noise floor. Figure 3.5 shows 
the convergence results using the indexing pattern in Figure 3.3b), which is a simple raster scan. 
The filter converges as the index point approaches the edge of the image within each scan line, only 
to be partially reinitialized upon retrace. Clearly, convergence is directionally dependent and must 
occur in both directions. Figures 3.6 and 3.7 show the convergence plot using diagonal indexing 
as in Figure 3.3c). Figure 3.7 is an expanded view o f the first 400 iterations of Figure 3.6. 
Evident from these two plots is the fact that convergence is very rapid at the beginning with very 
short scan lines. As the scan lines grow from a length of one to a maximum of 100, convergence 
gradually slows, giving the learning curve a concave shape. Not shown here because of the
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Figure 3.7 Convergence plot from Figure 3.6 expanded to show the reduction in the rate of 
convergence for ¿agonal indexing as the scan lines get increasingly longer.
circumstances, if the filter were not converged after reaching the main diagonal of the image, the 
rate o f convergence would begin increasing once past the main diagonal since the scan lines 
subsequently decrease after that. Usually in real applications we are dealing with nonstationary 
data or slowly varying systems so that overall performance, and not just absolute rate of 
convergence, is a concern.
Figures 3.8, 3.9, and 3.10 show the convergence plots from Figures 3.4, 3.5, and 3.6, 
consecutively, in mesh form so as to better illustrate the relationship between index geometry and 
rate of convergence. In each case, the origin is labeled (0,0), and the x-direction is parallel to the 
page going from right to left
Figures 3.11, 3.12, and 3.13 show time-mapped convergence plots for a third-order AR 
filter under the same circumstances. These three experiments show the reduction in rate of 
convergence as the filter order increases. Some of the characteristics associated with the different 
indexing methods are more pronounced here with the slower convergence. The saw-tooth shape is 
very clear from the learning curve as partial reinitialization occurs. A first-order ARMA filter is 
used to generate the learning curve in Figure 3.14. Note that including a nontrivial numerator
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polynomial also adversely affects convergence. It takes this structure about 1500 iterations to 
reach the noise floor. Also note that now we concentrate on absolute rate of convergence, so the 
results are presented using the indexing scheme in Figure 3.3a). However, after the filter has 
converged, we discontinue adaptation and do not process the next segment. A second-order 
ARMA filter produced the learning curve in Figure 3.15. Performance rapidly deteriorates as the 
order of the ARMA structure is increased. This structure requires 16000 iterations to reach the 
-100 dB noise floor. It appears that the performance problems observed for the higher-order IXR 
filters are due to a combination of increased complexity and nonlinearity inherent to adding HR 
coefficients and also to the effect of ARMA coloring of the information vector autocorrelation 
matrix. Even if the input process is white, the adaptive filter colors the data so that Ryyi Ruy, and 
R are not diagonal. This spreads the eigenvalues, thus reducing the rate of convergence.
Finally, Figures 3.16 and 3.17 show several learning curves for a first-order AR filter 
structure given as
( i w p i f e s ? )  <3'20>
Since the structure is separable, we can place the singularities P\ and p 2 at our discretion. In 
Figure 3.16 we show the learning curves for the cases of p 1=p2=Q. 1, 0.3, and 0.5 on the same 
plot. With 2=0.1 the filter reaches the noise.floor in about 200 iterations. As the poles are 
moved out to 0.5, the rate of learning slows so that it takes about 1200 iterations to converge. 
From Figure 3.17, with the poles at 0.7 and 0.8, the rate of convergence is severely hampered so 
that, for the first case, it takes 8000 iterations to reach -80 dB.
Throughout this LMS experimentation, it appears that 2-D HR error surface 
characteristics may be very similar to those of 1-D HR adaptive filters with respect to conditions for 
the existence of unique or multiple minima.
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2D HR 100x100 Rect Indexing l=20
1 0 0  1 0 0
\
Figure 3.8 Convergence plot in mesh form for the 2-D, second-order, (AR) HR adaptive filter 
using rectangular indexing with /=20 from Figure 3.4.
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2D HR 100x100 Reet 1=100
Figure 3.9 Convergence plot in mesh form for the 2-D, second-order, (AR) IIR adaptive filter 
using rectangular indexing with /—100 from Figure 3.5.
2D HR 100x100 Diagonal Indexing
Figure 3.10 Convergence plot in mesh form for the 2-D, second-order, (AR) IIR adaptive filter
using diagonal indexing from Figure 3.6.
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Rectangular Indexing
Figure 3.11 Convergence plot for a 2-D, third-order, (AR) IIR LMS adaptive filter using
rectangular indexing with /=20.
Rectangular Indexing
Figure 3.12 Convergence plot for a 2-D, third-order, (AR) IIR LMS adaptive filter using
rectangular indexing with /=100.
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Diagonal Irriexing
Figure 3.13 Convergence plot for a 2-D, third-order, (AR) HR LMS adaptive filter using diagonal
indexing.
2-0  i i r  F ir s t  Order
Figure 3.14 Convergence plot for a 2-D, first-order, (ARMA) HR LMS adaptive filter using
rectangular indexing with /=20.
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2-D HR Seccnd Order
Figure 3.15 Convergence plot for a 2-D, second-order, (ARMA) HR LMS adaptive filter using
rectangular indexing with /=20.
Figure 3.16 Convergence plot for a 2-D, first-order, separable (AR) HR LMS adaptive filter with
poles at 0.1 (lower), 0.3 (middle), and 0.5 (upper).
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2-D IIR First-Order
ITEHATICNS
Figure 3.17 Convergence plot for the same 2D HR LMS adaptive filter above with poles at 0.7
(lower) and 0.8 (upper).
3 .5  Two-Dimensional HR Quasi-Newton Experiments
The system identification experiments that follow utilize the 2-D FIR fast quasi-Newton 
algorithm from Chapter 2 with the 2-D HR structure. Using the autocorrelation matrix estimate in 
(3.10), the HR gradient solution vector is equivalent to two separate FIR systems, allowing 
efficient computation of the required gradient vector component. Also, the same autocorrelation 
lag estimate from Chapter 2 is used. The initial conditions must be set so that the coefficient vector 
is reasonably close to the region of the mean-squared error surface which can be approximated to 
be quadratic. This is a well-known limitation of the quasi-Newton algorithm regardless of the 
application under consideration.
For simplicity we begin with some autoregressive models, i.e., the numerator polynomial 
is a constant. In Figure 3.18, a second-order (AR) adaptive filter identifies a second-order low- 
pass model. For comparison the experiment was also executed using the LMS algorithm with both 
a white and a low-pass colored input signal. With white noise the LMS filter converged in about
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300 iterations. Convergence of the LMS filter is then shown to be much slower with a colored 
input. Finally, the fast quasi-Newton filter is shown to dramatically accelerate convergence in the 
presence of colored noise. It reached the noise floor in approximately the same number of 
iterations as the white noise LMS filter. It should also be mentioned here that the filter being 
identified has relatively mild coloring characteristics of its own. It was shown in the last section 
how the location of the unknown filter's singularities affects the rate of convergence of IIR filters.
In Figure 3.19 we show the convergence plots for the separable, first-order, all-pole model 
filter from the last section using both the LMS filter and the FQN filter. The poles are located at 
0.7 in both the z\ and planes, and the input is white noise. The lower curve corresponds to the 
FQN filter, and it reaches the noise floor in less than 2000 iterations. The upper curve is the LMS 
filter under the same conditions. Clearly, the FQN filter outperforms the LMS filter even in the 
presence of white noise. The FQN algorithm is now compensating for the coloring effects of the 
filter itself upon the rate of convergence. The 2-D IIR autocorrelation matrix has disparate 
eigenvalues even if the input is white, since three of the four block elements of R (Ryy, R uy, and 
Ryu) are constructed with filtered versions of the input. Next we continue with the same separable 
all-pole filter, but we move the poles closer towards the distinguished boundary of the unit bidisc 
(T2^  {(zi,Z2): l i^l = 1* IZ2I = 1 ))• With each pole at 0.8, the learning curves in Figure 3.20 show 
convergence slowing under the same circumstances. The FQN adaptive filter required 8000 
iterations to converge to -100 dB, whereas the LMS filter now struggles to get down to -20 dB and 
continues to converge very slowly.
Autoregressive moving-average filters with both the numerator and denominator 
polynomials being second degree are used in Figure 3.21. Both curves use the same matched 
order filter with a white input. The lower curve shows the FQN filter converging in about 3000 
iterations, and the upper curve shows the LMS filter at about -50 dB and continuing to converge 
slowly. In this case, since the input is white the FNQ filter uses the LMS algorithm to update the 
numerator coefficients while simultaneously using the FQN algorithm for the denominator 
coefficient
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2-0 IIR QN vs. IMS
Figure 3.18 Convergence plot for a 2-D, second-order, (AR) IIR adaptive filter showing 
acceleration with the quasi-Newton algorithm in a colored signal environment
Figure 3.19 Convergence plot for a 2-D, first-order, separable (AR) HR adaptive filter with poles 
at 0.7, comparing the fast quasi-Newton algorithm (lower) to the LMS algorithm (upper).
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Figure 3.20 Convergence plot for a 2-D, first-order, separable (AR) HR adaptive filter with poles 
at 0.8, comparing the fast quasi-Newton algorithm (lower) to the LMS algorithm (upper).
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Figure 3.21 Convergence plot for a 2-D, second-order, (ARMA) HR adaptive filter, comparing 
the fast quasi-Newton algorithm (lower) to the LMS algorithm (upper). The filter is second order
in both the numerator and denominator.
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3.6 Uniqueness Characteristics of the 2-D HR MSE Minimization
Optimization problems involving recursive filters are complicated by the fact that the error 
measure is a nonlinear function of the coefficient vector. It is well-known that FIR filters produce 
a quadratic mean-squared error surface with a unique minimum solution. Gradient-based 
algorithms will descend the FIR error surface towards the global minimum as long as the input is 
persistently exciting. However, a gradient-based HR algorithm is not guaranteed to reach a unique 
solution because o f the possible existence of multiple minima. With the existence of local minima 
the filter can get stuck at a suboptimal solution. For 1-D HR filters the existence and multiplicity of 
local minimum points are highly dependent on the structure of the HR filter and the characteristics 
of the input [43]-[44].
In 1981, Stearns [40] conjectured that sufficient order IIR adaptive filters in system 
identification with white input produced unimodal error surfaces with the global mean-squared 
error equal to zero. Fan and Nayeri [44] presented proofs and some counterexamples in which 
they proved its validity for first- and second-order 1-D IIR adaptive filters. However, while 
second-order all-pole filters can be shown to be unimodal for matched order filters, 
overparameterization in this case can result in a multimodal error surface. They showed that the 
conjecture breaks down for higher-order filters unless a special relationship exists (Söderström and 
Stoica [41]) between the order of the adaptive filter's numerator and the order of the unknown 
filter's denominator. Specifically, if the number of free parameters in the adaptive filter's 
numerator is at least as great as the number of poles in the unknown filter, then Steams’ conjecture 
holds. This result can be modified and extended to the colored noise case, but it requires exact 
knowledge of the parameters of the autoregressive moving-average input process. This is a 
sufficient, but not necessary, condition to guarantee the unimodality of the 1-D error surface for 
system identification only. Nayeri [43] also showed that the existence of degenerated solutions for 
all-pole adaptive filters implies multimodality of the 1-D HR error surface.
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The usefulness o f 2-D IIR adaptive filters similarly requires an investigation into the 
stationary point properties of the 2-D IIR error surface. Experimental evidence seems to indicate 
that 2-D IIR filters have error surface uniqueness properties very similar to those of 1-D IIR 
adaptive filters. No suboptimai solutions have been encountered with sufficient (first- and second- 
) order filters in system identification driven with white noise. Higher-order filters converge so
r
slowly that uniqueness properties are difficult to ascertain experimentally, but their usefulness is 
severely limited anyway.
The analysis of the 2-D mean-squared error surface begins by considering the filter 
coefficients fixed but unknown, and then expanding the expression for the MSE from Equation 
(3.12)
+ E[v2(*i .*2)] (3.21)E[e2(n1,/i2)] = E
(B% B \  . k , l 2
(<7i .<72 ) «0*1 >n2) >
which is, of course, a function of the coefficient vector. The stationary points of the 2-D MSE 
functional are found as the solution of the following equations obtained by equating the gradient of 
(3.21) to zero.
( B \ q }- \q 7; 1) S j£ l
M q  i
(nun2) u(nv r ltn2-r2) =  0
B \ q { l , q j l) B ( q { \ q 2 l) \  
W l) A (q { lyq2 x)J l * 2 A2( q { l ,q2 l)
0 < rlfr2 < Nb
u(ni~r i,n2-r2) =  0
0 < r ltr2 < N a
(rhr )^ *  (0,0) (3.22)
We are interested only in stable solutions. These equations are trivially satisfied with AB*-A*B=Q. 
The system of Equations (3.22) can collectively be rewritten
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u(nx,n2)
A2
u(nun2-l)  
A2
S (S 4 )  E<
u(ni-l,n2)
A2
u(nr l,n2-l)
A2
u(nun2) u(n^-N h,n2-N h)-]
. A A* **’ AA* J
r  5 (0 ,0 ) -j
> = 0
u(nr Nr,nTNr) 
. A 2
where
j
(3.23)
Nr = Na + N b (3.24)
(V* = maxi//«, + (Vfc* jVa* + ty,) (3.25)
G(zx,z2) = AB' -A*B (3.26)
rs*i
S(BA)  = -- (3.27)LsJ
This can be modified to accommodate the general case in which the polynomials A(qx ,q2 ) and 
B (q { \q 2A)are not relatively coprime (i.e., A ( q { \q 7A)= Ä(qx'1 ,q2 l)L (q { i ,q2~l), 
= B (q {x,q2A)L (q \ l ,q2 l) with Ä(qx~l ,q2~l) and B(qx'1 ,q2 l) coprime). The matrix S(BA)  is 
a block Sylvester matrix o f dimension {(IVa+l^ilVfc+l)2-! }x{(!Va+lVi,+l)2) and is defined as
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-o £(0 ,0) ... 0 0 £(1,0) — 0 0 0A o ••
0 0 /—so*oSa 0 0 £(1,0) • * • 0 0 0
s b = 0 0 0 0 £(0,0) £(0,1) ... 0 £(1,0) MU) . . . 0 ..
0 0 0 0 0 £(0,0) £(0,1) o £(1,0) £(U)
rl 0(0,1) . . .  0 0(1,0) 0(1,1) ••• 0 0 0 0 . . .
0 1 0(0,1) ••• 0 0(1,0) 0(1,1) • * 0 0 0
Sa = 0 0 0 0 1 0(0,1) ... 0 M1,0) MU) . . . 0 . . .
0 0 0 0 0 1 a(0,l) . . . o 0(1,0) 0(1,1) •.
(3.28)
Both Sylvester and block Sylvester matrices can be shown to have full rank if the corresponding 
numerator and denominator polynomials are coprime. Although both of these special cases must 
be addressed, the problem can be simplified if S (£A ) can be factored out of the equation. In the 
1-D case, the Sylvester matrix is square, but that is the case with 2-D filters only if Nb=0 (all pole 
filters). Otherwise, the matrix is underdetermined with a nontrivial null space. Let A0 and B 0  
represent a stationary point of the 2-D MSE surface. Again, if the adaptive filter is an AR model, 
that is, N b = Q , then S ( B 01A 0) is square and nonsingular, and after factoring out the Sylvester
matrix, (3.23) is equivalent to
1_________ G ( z u z 2 )
A02(z f1,Z2"l)A 0(z1,z2)A*(z1,z2)
dztdz2
ZiZ2
0 Z r hr2 <N r (3.29)
The line integrals above are evaluated on the distinguished boundary of the unit bidisc 
T2={(zi,z2):lzil=lz2l= l). The residue method can be used to evaluate the integral, but difficulties 
arise because the singularities of two-dimensional functions are algebraic functions. In the one-
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dimensional case, Equation (3.22) can be written in the form SVg=0, or since the Sylvester matrix 
S is square and nonsingular, Vg=0. Now V is an MxN vanderMonde matrix constructed using 
the (distinct) poles of the one-dimensional analogue of (3.29) after evaluating the line integral. If 
the number of equations M is greater than or equal to the number of poles inside the unit circle of 
the 1-D version of (3.29), then the null space of V is empty. Therefore, £=0, which is equivalent 
to requiring that the integrand is analytic inside the unit circle. However, since the number of 
zeros inside the unit circle cannot match the number of poles inside the unit circle, the only 
remaining possibility is that G(z)=0, which is the uniqueness condition for 1-D HR filters; i.e., 
A*(q‘l)B(q’1)=B*(q“1)A(q’1). Therefore, the condition for uniqueness requiring that the number 
of equations is greater than or equal to the number of poles inside the unit circle results in the 
familiar Söderström condition for uniqueness (if number of adaptive filter numerator coefficients is 
greater than or equal to the number of poles of the unknown filter, then a sufficient order system 
identification configuration has a unique minimum mean-squared error solution). The discussion 
above is abbreviated in that other conditions must be satisfied, such as the degenerated case and the 
case in which the denominator of the 1-D version of (3.29) has nondistinct poles. However, the 
result is the same for the general case.
There are four general categories under which these equations can be analyzed to determine 
unimodality conditions: 1) sufficient order adaptive filters with white noise, 2) sufficient order 
filters with colored noise, 3) insufficient order filters with white noise, and 4) insufficient order 
filters with colored noise. We next consider a specific example used previously in this chapter.
Example 1: Consider a system identification configuration with a zero-mean, unit-
variance, white input signal. The fixed filter is separable with a first-order denominator and a 
constant numerator, and is given as
H * { Z \ , Z 2)
D(zuz2) _ _______ d0
C(zuz2) (l-pizi-1)(l-p2z2-1) (3.30)
The fixed filter is to be identified by a general first-order adaptive filter of the form
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(331)£7/ x ,  B ( z x,z 2) _ _____________bo
 ^ u 2) A{z\,Z2) ~ \ + a z \ l+bz2'l+cz\-lz x l
with the denominator parameter set {a,b,c} restricted to ensure stability [80] as
II +d 
\b+c\ >1
ll-d
\b -d
>1 or,
11+frl
la+ci >1
11-61
I Ord >1 (332)
Experimental results from previous sections indicate that these conditions may result in a unimodal 
error surface, since no local minima were encountered with several different values of p\ and p2- 
This is, in fact, the case.
proof: For this case Equation (3.23) can be written
S(BA ) E
u(nl9 n2) 
A2
u(nr l,n2)
A2
u(nun2-l)
A2
u(nr l,n2-l)
A2
r u(nun2) w(/ir l,rt2-l)l
[■«(0,0)1
«(1,0)
L AC AC J «(0,1)
ig( U ) j
(333)
where
S(BA)  =
[ 0  bo  0  0  “I
0 0 è o 0
0  0  0  bo
A  a b  c .
is nonsingular if b Q *  0. The case when b Q -  0 (degenerate) must be examined as a special case. 
To analyze the degenerate case, we must return to (3.22) and evaluate that equation. We begin
86
with the first case, S(B, A) being nonsingular. Since S(B, A) has only the trivial null space, 
(3.33) can be rewritten as (recalling that the input is white)
I
A(zuz2)D(zuz2y C ( z uz2)B(zuZ2) rlz r2 dzidz2 
A ^ z ^ j ^ A i z ^ C i z ^ )  1 Z% z iz2
= 0
0 £  r {S2 £  1 (3.34)
since (3.33) is a cross-correlation.
- L ] 2 X X D(zl ,z2)--------  , ,  r2 d z ^  _
2ffjJ c{ c2 A2(2^l,Z2l)C(Zl,Z2) zlz2
M - l 2 L L M ---------Zirl z / 2 d ^  = 0
i.2?rjj c{ CJ A2(Zl 1 (3.35)
First evaluating the line integrals in the left-hand term of (3.35) with C{z\,Z2)=( 1 -p i z f 1) (1 -/?2Z2'1) 
and IP1UP2I < 1, we have
dnz{ lz{'1 &Z1&Z2
[ 2 ^ ]  c f  c |  / t 2( z 1-1,Z2-1) ( l - p i Z r 1) ( l - p 2Z2-1)
_ r j _ ] 2  X X _______
L2zrjJ cf  cf  A W 1
¿qW 2
Cl C2
■ t a
d „z/ir ^ozi 1 r 1 1  r £2. f  az2 
of <*rPi> L2zrjJ A2(z f ‘ ,z2-I)(z2-P2)
)(^l-Pl)(22“P2) 
dz';
dz1dz2
dzi
d~zirW 2
[ 2 J  c f  A2(z1'1,p2'1)(z1-Pi)
j o g / W 2
dzi
A ^ i p f W 1)
for 0 < r j, r2 £ 1 (3.36)
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(3.37)LHS = dp
A2( P i l>P2l)
■ 1 ' 
Pi 
Pi
LP1P 2-I
The evaluation of the right-hand term of Equation (3.35) is much more difficult, since the adaptive 
filter is not constrained to be separable. We must take this possibility into consideration and 
evaluate (3.35) for both a) the nonseparable and b) separable solution cases. First consider the 
evaluation of the right-hand side of (3.35) for case a) with a nonseparable solution.
J - ] 2 L L -__ _z/ i z/ 2 dzl
241  c{ C2 A}(z{ X ,22A)A(zx,Z2) 1 • Z1Z2
(3.38)
Even with simple 2-D polynomials, this line integral can be very tedious and difficult to evaluate. 
Algebraic manipulations allow us to first consider polynomials of z\ with the coefficients 
themselves being functions of z2, and then allow evaluation of two one-dimensional line integrals 
[80]. Consider
A(zi,Z2) = 1+ a z \ x + bz2'1 + cz1'1z2-1 
z\z2A{z\,Z2) -  z\z2 + az2 + b z \ + c  
= zi[z2+b] + [az2+c] 
let/o = az2+c and/i = z2+b so that
ziz2A(zi,z2) — f\z \  + / 0 (3.39)
and, similarly,
¿(zi*1^ * 1) = 1+ az\ + bz2 + cz\z2 
-  8& \  +  81
where go -  +fl+cz2 and gi = 1 +bz2 (3.40)
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Since A(z\yZ2)  is required to be stable, the singularity z\=-foJf\ lies within the z\ unit circle for all 
Iz2l=l, and it is the only singularity enclosed by the contour. We can then evaluate the residue in
(3.38) with respect to that single pole. First, (3.38) is written as
1 12 r f bQzlriz2r2dzldz2 
,2;rjJ cj q2 A2{ z { l yz2'l )(f\z\ + /o )
i - g o f o + g i f i ) 2  6 2 2
(3.41)
At this point we require a short digression to examine the characteristics of the denominator 
polynomial (-gt/o+gi/i)2. To proceed with the evaluation of the Z2 line integral, we must be able 
to identify zeros o f the denominator which lie inside or outside of the Z2 unit circle. Fortunately, 
for first-order polynomials we can show that -gtfo+gifi has one zero inside the unit circle and one 
outside. The following facts are required:
0  *1*2=1.
ii) -go/o+gi/i has only real roots, and
iii) p >  0
where t\ and t2 are the roots o f the denominator polynomial (-go/o+gi/i). and fi=(b2+ l-a2-c2)„ 
Furthermore, define oc=b-ac. Expanding (-gtfo+gifi) we obtain
-gofo+gifi = (-a-cz2)(az2+c)+(l+bz2)(z2+b)
= [-¿ic+^]z22+[Z?2+ 1 -a2-c2]z2+[-ac+b]
= az22 + pz2 + a
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= (Z2-il)(r2-i2) (3.42)
where tu h  =
-p±~\j pP-Aa1 
2 a
(3.43)
Clearly, t\t2 =1, so that t\ = 1/^ 2 and i) is tree. However, we must show that one pole is inside the 
unit circle and not on it  Facts ii) and iii) are required first.
P2 - 4a2 = (fi-2a)(fi*-2(x) -  [&+l-a2-c2+2ac-2b][b2+l-a2-c2-2ac+lb]
= [(¿>-1)2 - (a2-2ac+c2)] [(6+1 )2 - (a+c)2]
= [(6-1)2 - (a-c)2][(6+1)2 - (a+c)2] > 0 (3.44)
with the last inequality guaranteed as a result of the stability conditions given in (332); therefore, 
both roots fi and (2 are real (ii). To prove that ¡3 > 0, rewrite the stability conditions
ll+al
16+cl >1
11-d
16-d >1 or,
11+61.  11-61
la+d I a-d (3.45)
From the first condition with lai < 1
1-a2 > 162-c2!
if 6 > c
1-a2 > tP-c2
¡3 = [62+ l-a 2-c2] > 2(62-c2) > 0
if 6 < c
1-a2 > c2-62
l-a2-c2+b2 = P> 0
Therefore, p >  0. Now, we must show
w -
-p+^j pP-4a2 
2 a
<1
I-/3+V ^ - 4 a 2 I < 2  led
1/3-V /P -4a2 I < 2  led 
2 V  /P-4a2 ( V  p -A o t-p )  < 0 (3.46)
which gives
V  j82-4a2 < p (3.47)
for all P > 0. With this observation, the result has been proven that lrxl < 1; therefore, one pole lies 
within the unit circle and one lies outside the unit circle.
Continuing the evaluation of (3.41)
(az22+Pz2+a)2 L27EjJ CJ
V o V 2/ " 1 dZ2
(az22+pz2+a)2
= (Z22f t ) 2f i  1','2)D + D fe ^ /o '2/ ! 1''2) ^ ^ ]  with z2 = fl (3.48)
Combining these results into a matrix equation, we have
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(3.49)
r f i  i 1 1
22/1 2i 2+b P2 
fo a p i 
^ 2/0 2az2+cpiP2-
° [ (Z2-f2)2
' K
Xzi-h)2.
0
-A 2( p { \ p 2A) -
r/i  1 i i r/i 1 1 r / i 1 1 1
i lf \  2z2+b P2 0 /1 P2-Z2 ___V 0 /1 d
fo a p \ /o a Pi
“7
/o a Pi
L22/0 2az2*c p\P2-i 0 /o PlP2-Z2PlJ 0 fo dpiJ
(3.50)
where d=p2-Z2, noting also that for a nonseparable denominator polynomial (at&c) we have one of 
the following three possibilities: i) /o=0, /i^O , i i ) /o * 0 ,/ i= 0 ,  and iii) /o * 0 , / i* 0 .  We must 
evaluate the rank of this matrix for each of these three cases, and also consider d=Q or d*0. Also 
assume P\,P2 *  0.
i) / q=0»/i^0. For a- 0 and d=0
r/i 1 i-
0 / 1 0  
0 0  pi
.0 0 0 .
Clearly rank V *  3. If d*Q,
V ->
r/i 1 1 1
0 / 1  d 
0 0  p i
-0  0 ¿pi-
rank V = 3 also. If a*0 and d-0
r/i 1 i ]
0 / 1  0
0 a pi
LO 0  o J
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rank V = 3 also. If <2*0 and <¿*0,
V -»
r/i 1 11
0 / i  d 
0 a Pi 
.0  0 dpi-
rank V - 3  also.
ii) /o*0, f \  =0. For a—0 and <¿=0,
V ->
r0 1 l i  
0 0 0 
fo 0 /? i 
L o /o  oJ
rank V = 3. If a=0 and d*0,
rO l  l -i rO 1 O i
0 0  d 0 0 d
fo  0 p i —> fo 0 0
LO fo dpi J Lo o o J
rank V = 3. If a*0  and ¿¿=0,
rO 1 In  
0 0 0 
/o  a pi
Lo/o oJ
rank V = 3. If <2*0 and d*0,
V ->
rO 1 1 i  
0 0 d
fo a pi 
LO f 0 dp J
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rank V = 3.
iii) /o ? K ),/i? 0 . For a=Q and d=Q,
r/i 1 i i A  o  1 1 r / i  o 1 “1
0 / i  o o / i  0 o / i 0
fo 0 p i —> fo  O pi —» o  o  P 1 -/0 //1
L o / o  oJ Lo o oJ LO 0 0 J
now the matrix is either rank 3, or rank 2, with no solution in the dimension-one null space. For 
a- 0  and d*0,
r/i 1 1 ] A l 1 1
O / i  d 0/1 d
fo 0 pi —> fo 0 PiLo /o  dpx\ L O  0 d (p i-M i)l
If Pi-fdfi *  0, rank = 3. With p\-fdf\ = 0
r/i 1 1 1 rO 1 l - p A f c r °  1 ° i
O / i  d O / i  d 0/1 d
/o  O p i —> fo  0 pi —» fo 0 p  1
Lo 0 oJ Lo 0 0 J LO 0 OJ
which has rank 3. For a*0  and d=0,
r/i 1 in r/i °  1 1 r/i 0 1 1
V -> 0/1 0/o  a P i
0/1 0
/o  O p i
0/1 0
0 0 P 1-/0//1
Lo/o oJ Lo 0 oJ LO 0 0 J
which has no solution. And finally, with a*Q and
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v - *
r/i i i i r/i 1 1 1
0 / i  d 0/i d
fo a p i fo a PiLo fo dpiJ LO 0 d(p\-fq/j i)J
As above, if P 1-/0//1 *  0 rank = 3. If Pvfo/fi = 0, then
f/i 1 11 r/i i 1 1 r/i i l i
0 / i  d 0 / i d 0 / i d
/o  a Pi —> 0 a-fo/fi Pi-fo/fi —¥ 0 0-/o//iOLo o oJ Lo 0 0 J Lo 0 OJ
which has rank 3 since a^fo/fi for a nonseparable polynomial. We have now shown that no 
nonseparable solutions exist
Now we evaluate (3.35) for case b), the separable solution. The right-hand term of (3.35) 
is repeated
1 12 f r iS lh lA  - r;_  r? d Z jd z2
.2^ jJ A 2(z1"1,z2"1M ( z1,z2) Zl 22 Z1Z2 (3.51)
With A(zl5z2) = (l-jc iZ i^ X l-j^ ’1) this becomes
1 12 r r BjzuZo)____________ ri r2 dzjdz^
.2*gJ Cl C2 a 2( z\ 1>z2 X) ( 1’x \Z\1){1-X2Z2‘1)  1 22 zl z2
(3.52)
from which it can easily be shown that (3.35) is equivalent to
1 1 i -^ O 1
pi
*2 P2 do
Lx1x2pip 2J LA2(p1~1,p2*1)J
(3.53)
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The only solution to this equation is x\=p\ and X2-P2, with b0=do. We have to only examine the 
degenerate case to conclude uniqueness. With B(qr 1,^"1)^ »  Equation (3.22) becomes
-------1
lC ( q { x,q { x) 2 A (q {x,q2'x)
u(nl-r1,n2-r2) =  0
0 < r hr2 < N b (3.54)
Since Nb=0, we have one equation. This can be rewritten as
1 12 f f D(Z\>Z7) dZ]dz2 n
2 i q \ c{ £  A U \ - xJ 2 x)C( . z x,22) z,z2
M  j> I 77—i--- K72---- 7------7 = 0L2«jJ c{ J2 A(zi-I,z2-I)(zr pi)(z2-P2) 1 2
Evaluating (3.56) gives
A (p r l 4nml) °
(3.55)
(3.56)
(3.57)
which is impossible since we require d0*Q. Therefore, no degenerate solution exists, which 
proves unimodality for the example under consideration. Even for this relatively simple case the 
solution is very complex.
Several unimodal conditions are readily available for one-dimensional IIR adaptive filters. 
However, because of the difficulties associated with evaluating two-dimensional line integrals, 
applying similar solution methods to the problem at hand is futile. It is possible to analyze some 
very simple special cases as we have shown. When the MSE surface has degenerate solutions, it 
is possible to present some general results without evaluating the line integrals introduced earlier.
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The following theorem gives a sufficient but not necessary condition for the existence of multiple 
stationary points.
Theorem: For a 2-D HR adaptive filter, the existence of a stable degenerate (B(qiA,q2A)=0) 
stationary point on the MSE surface implies multimodality if Na > Nb = 0.
Proof. We first show that stationary points are saddle points. This result is valid regardless of the 
size of the numerator. The proof follows the work on 1-D filters in [42] and [43]. The 2-D MSE 
with an arbitrary numerator polynomial b(nlbnf) is
W(a,b) = i  E[e2(H„«2)] = jE [| ^  - j W  W )  u(nu n2) j2] + E M « ^ )  ] (3.58)
W(ajt) = \  Fq - Fi(a)T* + |  bTF2(a)b (3.59)
where
Fo = “ 0 *1,*2) + E[v2(ni,n2) ] (3.60)
allowing for an additive noise source v(ni,n2). Also, the length (Nb+l)2 vector F\(a) and the 
(Nb+l)2x(Nb+i)2 autocorrelation matrix F2(a) are defined as follows
(3.61)
Fl(a)iNb+jjiNb+l = -1) ? r V  „ [M -1 -K W(«l,/*2)M<h A i  )
(3.62)
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with
h = [¿>(0,0) ¿>(0,1) ... b(QJfb)... b(NbtNb)V
By simply examining the behavior of this function around and near a stable degenerate stationary 
point, the theorem can be proven. Let (ao,0) be such a point Then
W(ao,0)=  \ f 0 (3.63)
and a point (Oo,<52>) arbitrarily close to the stationary point gives a larger value of the loss function 
for any 5b.
W(aa,Sb) -  \ F a + \S b ' lF1(a0)Sb > \ F 0 = W(ao,0) (3.64)
since F\{a0) = 0 for degenerate solutions (¿>(ao)=0 implies F i(« o)=0), and F 2(aQ) is positive 
definite. Recognizing that if we consider the point (a0+8a,b(a0+5a)) with £(tfo+&)=Jr2(tfo+&i)'1 
F\(aQ+Sa) satisfying the minimization of W(a,b) with respect to b, then
W(aa+Sa,b(a0+Sa)) = \ F 0- F l(ao+ S afb  + \  bTF2(a0+Sa)b
= - Fi(a0+5a)tF1(a0+6ayiFl(a0+Sa) + ^b^F2(a0+Sa)b
= j F o -  j  F\(aa+8a)JF2{a0+dd)AF\(a0+Sa) < \ f () (3.65)
Therefore, since the loss function W{a0y5b) increases from the stationary point for 5b not 
satisfying 5b-F  2(doYlF \(aQ), i.e., not satisfying the minimization with respect to b, while 
simultaneously decreasing for any W(ao+5ayb(a0+Sa)) along the path of b(aQ+5a) as shown 
above, we conclude that stable degenerate stationary points of the 2D HR MSB surface are saddle
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points. Furthermore, if the numerator polynomial is of order 0, i.e., B(qiA,q2A)=b(0,0), then the 
reduced coefficient space is partitioned at the degenerate point (ao,&(0,0)=0) with each partition 
(¿io+&,^(flo+&0) and (a0-ÔaM<*o+&*)) containing a local minimum. This observation completes 
the proof of the theorem.
Experimental evidence supports the following modified 2-D extension o f Steams' 
conjecture:
Conjecture: First- and second- (sufficient) order two-dimensional HR adaptive filters 
with white noise have a unimodal MSE surface, with the possible exception o f the over­
parameterized case with iVb*=0 and Na*=2.
For the case of a 2-D HR adaptive filter with a first-order denominator, we can graphically 
examine error surface characteristics [81],[82]. The general expression for the mean squared error 
of a 2-D adaptive filter in system identification is
$ = < u o ,o ) + r - M 2 f  f
LZTTJJ Cl C2 12
f  j> 2H ‘(z 1-Kz2-1)0uu(z1,z1)H(z 1,z2) (3.66)
Ci C2 12
Example 2: Consider the unimodal configuration of example 1. Since the adaptive filter 
has only three denominator coefficients, we can plot constant-MSE contours in the three- 
dimensional parameter space. Regardless o f the order of the numerator, we can reduce the 
dimensionality o f the problem to three by first optimizing with respect to the numerator 
coefficients. In Figures 3.22a) and 3.22b) we show the stability region for the first-order 
denominator polynomial and the separable coefficient subspace. In Figures 3.23 and 3.24 we 
show the reduced, normalized error contours for example 1 (/?i=p2=0.1) with the MSE=0.1 and 
MSE=0.9, respectively. The contours are converging around the unique stationary point (a,bfc) = 
(-0 .1, -0.1, 0.01).
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2D HR STABILITY REGION
Figure 3.22 a) Stability region of the first-order 2-DIIR filter, 
b) Separable stability region of the first-order 2-D HR filter.
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ERROR SURFACE: MSE=0.1
Figure 3.23 Reduced, normalized error contour for the 2-D HR adaptive filter from example 1
with MSE=0.1 (example 2).
101
ERROR SURFACE: MSE=0.9
Q
a b
Figure 3.24 Reduced, normalized error contour for the 2-D UR adaptive filter in example 1 with
MSE=0.9 (example 2).
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Example 3: Next we consider the same adaptive filter as in example 1, but we construct a 
separable model using the 1-D prototype from Nayeri et al.[43], example 1, so that the adaptive 
filter is of insufficient order to identify the model filter. In this case the 1-D prototype has a first- 
order numerator and a second-order denominator, which was shown by Nayeri et al. to produce a 
multimodal 1-D error surface (reproduced in Figure 3.25). Our 2-D configuration also produced a 
multimodal error surface for this example, which is shown in Figures 3.26 and 3.27 for 
MSE=0.98 and MSE=.95, respectively. The existence of separate, distinct surfaces in the three- 
dimensional coefficient space at any particular contour level proves that a local minimum is present. 
This was expected, since it also can be shown that the 2-D structural configuration for this example 
does have a degenerate stationary solution, which by the theorem guarantees multiple minima. The 
next example demonstrates that the theorem is a sufficient but not necessary condition for the 
existence of multiple minima.
Example 4: Consider again the adaptive filter from example 1. Now it is used again as an 
insufficient order model to identify the following fixed (separable) filter with a white input signal
H ' ( z u z2) (1-Q.85zr1)(l-Q.85z2'1)
(l-0 .9 9 zr1)(l-0 .99z2-1)
The error surface for the corresponding 1-D prototype is shown in Figure 3.28. No stable, 
degenerate solution exists for either the 1-D or 2-D case. However, the error contour plotted in 
Figure 3.29 for MSE=0.77 shows a local minima. Therefore the condition given in the theorem is 
not a necessary condition.
Example 5: Again using the same adaptive filter structure from above, we configure the 
following nonseparable fixed filter in system identification
tf*(zi,z2) = l-0.4zri-0.4z2-1
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Figure 3.25 Normalized error contours for the 1-D IIR prototype adaptive filter (example 3).
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ERROR SURFACE: MSE=0.98
o
Figure 3.26 Reduced, normalized error contour for the insufficient, first-order 2-D HR adaptive
filter with MSE=0.98 (example 3).
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ERROR SURFACE: MSE=0.95
Figure 3.27 Reduced, normalized error contour for the insufficient, first-order 2 -D HR adaptive
filter with MSE=0.95 (example 3).
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ERROR SURFACE
Figure 3.28 Normalized error contours for the 1-D HR prototype adaptive filter (example 4).
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ERROR SURFACE: MSE=0.77
a b
Figure 3.29 Reduced, normalized error contour for the insufficient, first-order 2-D UR adaptive
filter with MSE=0.77 (example 4).
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Neither the adaptive filter nor the fixed filter are separable, and the adaptive filter is of sufficient 
order to model the fixed structure. Figure 3.30 shows error surface contours for MSE=0.95, 0.9, 
0.5 and 0.1. The plots do not show any local minima since no separate distinct surfaces are 
evident It can be shown that this structural configuration has no degenerate, stable solution.
Example 6: We present here one additional example using the same first-order adaptive 
filter as above. The fixed filter is nonseparable.
H (zi,Z2) = l+0.2zr1+0.2z21+0.5zr1Z2-1
The adaptive filter is again of sufficient order to model the fixed filter, and the error contours are 
plotted in Figure 3.31 for MSE=0.98, 0.9, 0.5 and 0.1. As in the previous example, the error 
surface here is unimodal, and this case clearly has no degenerate solutions.
Example 7: Now consider the following nonseparable adaptive filter
H(zuz2) X+dz\-1+ez2~l+ f z r l Z2' 1\+ aziA+bz2'l+ c z \ lZ2A
which identifies the matched order fixed filter
rF*., N l+ Q .S zri+ O .S z^ + O .lzr^ -1 
H (ZllZ2) = ï+0.2zr1+0.2r2'1+0-5zî'1Z2'1
fhe error contours are plotted in Figure 3.32 for MSE=0.1 and 0.2. No local minima are evident 
in this case, either.
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ERROR CONTOUR: MSE=0.95 ERROR CONTOUR: MSE=0.9
c) d)
Figure 3.30 Reduced, normalized error contours for the sufficient, first-order 2-DIIR adaptive 
filter with a) MSE=0.95, b) 0.9, c) 0.5, and d) 0.1 (example 5).
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Figure 331 Reduced, normalized error contours for the sufficient, first-order 2-D HR adaptive 
filter with MSE=0.98, 0.9,0.5, and 0.1 (example 6).
I l l
ERROR SURFACE: MSE=0.1 ERROR SURFACE: MSE=0.2
Figure 3.32 Reduced, normalized error contours for the sufficient, first-order 2-D DR adaptive
filter with a) MSE= 0.1, and b) 0.2 (example 7).
CHAPTER 4
IMAGE PROCESSING APPLICATIONS
4 .1  Two-Dim ensional ADPCM
As mentioned earlier, two-dimensional adaptive filtering has as many potential applications 
as one-dimensional adaptive filtering. Image data compression is important because o f the 
extremely large raw data rates o f digital images and video. This is important for transmission as 
well as storage. Among the methods of compression are predictive coding, transform coding, and 
subband coding. Adaptive differential pulse code modulation is an example of predictive coding. 
Transform coding is a block algorithm in which the image is partitioned into blocks, say of size 
8x8, and the block is then transformed using any one of a number of transforms [22]. The discrete 
cosine transform and the discrete Fourier transform are the most common transforms used in this 
case. Most transforms have the property that much of the signal energy is contained in a relatively 
few number of the transform coefficients. By assuming a particular zonal mask and choosing an 
appropriate bit allocation scheme, the image can be coded with fewer bits per pixel. With a fixed 
mask, perhaps a quarter-plane or triangularly shaped eighth-plane mask, only the nonzero 
components have to be coded and transmitted. This method has the disadvantage that the 
reconstructed image has a noticeable blocking effect because each block is processed inde­
pendently. Therefore, the boundaries of the transform blocks are noticeable. This is usually 
alleviated with low-pass filtering.
Subband coding is an image compression technique in which different frequency bands of 
the original signal are isolated with band-pass filters followed by decimation and coding. For the 
simple 1-D example of two distinct bands, such as low pass and high pass, the signals are 
decimated by two and coded. When subband filtering images, we can decimate by two in each 
direction producing four subband signal components, each with 25% as many pixels as the
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reference image. From information theory we define the rate distortion function (RDF) for a 
Gaussian random variable of variance <J2 and distortion D=E{e2} with respect to some reference
as [21]
i?D -
If the signal under consideration has significant coloring, then the rate distortion function of the 
sum of the two distinct subband signals is less than that of the original signal. This happens 
because we replace the arithmetic mean with the geometric mean, which requires fewer bits to 
code. An estimate of the original signal is then reconstructed at the receiver using interpolation and 
synthesis filters as shown in Figure 4.1. The combined system here utilizes both subband filtering 
and ADPCM. Standard subband coders utilize differential pulse code modulation with a fixed 
predictor, which is known to be an inferior method of coding compared to ADPCM. The spectral 
components of the image decimated by 4 are shown in Figure 4.2, and a separable implementation 
of the subband filtering is shown in Figure 4.3. The bit rate (bpp) can be reduced significandy by 
exploiting some kind of adaptive bit allocation scheme. Since most images have most of their 
energy contained within small regions of the two-dimensional frequency domain, different bands 
can be coded with fewer bits. This usually requires a higher rate of decimation in order to isolate 
"busy" and "quiet" bands. With many bands requiring no coding, the average bit rate can often be 
reduced below 1.0 bpp with good visual results. Good performance requires careful design of the 
analysis and synthesis filters. Parallel and pipelined computing techniques can be exploited, along 
with separable filtering, the FFT, and frame buffering, to operate the combined subband/ADPCM 
system in real time. After decimating by a factor of M, the complexity per processor drops by a 
factor o f M with M processors available.
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Two-Dimensional Subband/ADPCM 
Image Compression
Figure 4.1 Subband coding with 2-D ADPCM.
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Figure 4.2 Spectral components resulting from decimation by 4.
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Figure 4.3 Separable implementation of the analysis filter bank for decimation by 4.
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Figure LI in Chapter 1 showed the detailed system configuration for 2-D adaptive 
differential pulse code modulation. Most signal compression techniques exploit the correlation 
between consecutive samples so that only the difference or error has to be transmitted at each time 
instance. Since the error signal, obtained by subtracting the predicted signal from the input signal, 
is expected to have a much smaller variance than the original signal, it can be coded with fewer 
bits. Telephony standards such as CCITT utilize 1-D ADPCM for speech compression over 
communication links. Experimental results have shown that the reconstructed image using a two- 
bit error word length and a fixed quantizer is very nearly visually indistinguishable from the 
original eight-bit gray level image. We present some experiments illustrating these conclusions 
here.
Figure 4.4 shows the eight-bit gray level reference image of '’Lena1' which is to be com­
pressed and then reconstructed using 2-D ADPCM. Two different adaptive algorithms will be 
used to adjust the coefficients o f the recursive prediction filter. First, the IIR gradients are 
approximated ignoring the recursive nature of the structure to give an FIR LMS update relation. 
Next, the complete HR gradients are included giving the familiar DR coefficient update relation as 
in Chapter 3. Both cases utilize a first-order denominator and a fixed four-level quantizer. Both 
methods also use a standard horizontal raster scan. Figure 4.5 shows the reconstructed image 
using the simplified IIR algorithm giving MSE=31.0. Figure 4.6 shows the reconstruction using 
the complete IIR update with MSE=26.87. Both cases use the threshold levels (-16, 0, 16) with 
quantization levels (-30, -6, 6 30), and the convergence factors are experimentally optimized. 
Upon close examination, errors are noticeable when comparing the reference and reconstructed 
images, such as slight blurring o f sharp edges. Additional performance improvements may be 
realized by using a predictor with a higher-order numerator along with an adaptive quantizer. 
Similar results have been obtained with different images. There appears to be little difference 
between the two algorithms for ADPCM.
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Figure 4.4 Reference image #1: eight-bit gray level image of "Lena”.
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Figure 4.5 Reconstructed image of "Lena" using 2-D AD PCM with the simplified first-order IIR
adaptive filter and a two-bit quantizer.
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Figure 4.6 Reconstructed image of "Lena" using 2-D ADPCM with the complete first-older IIR
adaptive filter and a two-bit quantizer.
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4 .2  Two-Dimensional Interference Cancellation
Twodimensional adaptive noise cancellation is shown in Figure 1.2. Just as in the 1-D 
case, an additive noise signal, N(niyn2), corrupts some desired signal, sin^n^). The objective is 
to obtain an estimate of the noise signal and subtract it from the degraded signal in order to recover 
an estimate of the original signal, sin^n?). This technique requires that the adaptive filter process 
another noise signal which is correlated in some way to the original noise source. The correlation 
filters between the noise source and the adaptive filter input and the measured output signal, 
y(n 1,712)» aune shown as A* and 5*, respectively. If the adaptive filter is o f sufficient-order to 
match the correlation filters, then it is possible to exactly cancel the noise from the observed output 
signal.
The NTSC standard video signal currently used in the United States is an interlaced raster 
scan with each frame consisting of 525 lines, 480 of which are active. The remaining 45 lines are 
blanked out for vertical fly back. Since the field frequency is 60 Hz and the frame frequency is 30 
Hz, the interlace ratio is 2:1. Other important video signal parameters include the 15.73 kHz 
horizontal frequency, the 4:3 aspect ratio, and the 4.2 MHz video bandwidth. Typically the RGB 
color components are transformed into luminance (Y) and chrominance ( / ,  Q) components. These 
are used to form a composite video signal with the two chrominance components quadrature 
amplitude modulated on a suppressed color subcarrier,/sc=455/une/2=3.57954 MHz. The /  and Q 
signals are band limited to approximately 1.3 MHz and 0.6 MHz, respectively. Because the 
luminance and chrominance signals are frequency multiplexed with overlapping bands, crosstalk 
occurs when decoding the signal. This causes high frequency luminance to be decoded as 
chrominance, and high frequency in-phase chrominance components to be decoded as luminance. 
Cross-chrominance causes fringes o f color around fine detail and sharp diagonal edges. The 
cross-luminance errors appear on the decoded video screen as a moving dot pattern at sharp color 
transitions. It is common to assume that Y, /, and Q are mutually uncorrelated.
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Shapiro [17] used a 2-D McClellan transformation filter to adaptively cancel luminance- 
chrominance crosstalk in frequency domain multiplexed video signals. The video chrominance 
signal when modulated on the color subcarrier overlaps some of the high frequency luminance 
information, so that when the composite video signal is decoded degradations are apparent. The 
problem then is one of noise cancellation similar to that in Figure 1.2. Shapiro designed his 
enhancement system so that the adaptation was done at the transmitter with filter coefficients being 
transmitted through a side-channel in a portion of the vacant video band width. The final 
configuration was equivalent to an adaptive spectrum allocation system.
Computer simulations show the ability of 2-D HR adaptive filters to cancel colored noise 
when a correlated noise signal is available. A white Gaussian noise signal, w(/ii,n2), is FIR 
filtered with d(n \,n 2) and added to an image, u(n\,n2)y so the image is degraded as 
rf(n\yni)=u(n\yn2)+d{n\in2)**w(n\yn2). Assuming we have access to a correlated signal, such as 
v(rti,/z2)=c(/zi,/i2)**w(rti,/i2), a matched-order HR adaptive filter is capable of exactly canceling 
the noise on u'(ni,n2) to recover u(nun2). For the examples that follow, the fixed filters are 
defined as C C z^ M l-K U z r iX l-K U z r 1) “ d D(^i^2)=0.3(l+zriz2*1)+0.2(z1-i+z2-1), and the 
white noise signal has variance 20, E{w2(n1,n2)}= o2=20, and zero mean. Since the correlation 
filters are both first-order, the adaptive filter is chosen to be first-order in both the numerator and 
denominator. Figure 4.7 shows the image of "Lena" with the colored noised added, and Figure
4.8 shows the image after processing it with the adaptive filter. Note that a diagonal indexing 
scheme is employed starting at the upper left-hand comer of the image, and the convergence factors 
310 Aium=Aien=0.00000005. The convergence history of the adaptive filter is very clearly visible 
as the filter is indexed on the diagonal raster pattern. As the processing approaches the main 
diagonal (lower left to upper right), the variance of the additive noise decreases until it is no longer 
noticeable. Similar results have been obtained for the other indexing methods examined in 
Chapter 3.
This example has been presented as an analogy to the chrominance-luminance cross-talk 
problem discussed earlier. Our simple noise cancellation experiments are conceptually similar to
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the crosstalk problem, and we contend that the 2-D adaptive filtering techniques presented in this 
dissertation can be applied with success either in a receiver-based system or a transmitter-based 
spectrum allocation system. A detailed examination with real composite video signals and a 
detailed system design is beyond the scope of this work and is suggested as further research 
material.
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Figure 4.7 Image of "Lena” degraded with colored noise.
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