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BACKGROUND INFORMATION
The increase in atmospheric carbon dioxide (CO,) concentrations (as well as in other radiatively active trace gases) because of human activity has produced serious concern regarding the heat balance of the global atmosphere (Moore and Braswell 1994) .
play a major role in global carbon cycle processes. Carbon in the Oceans is because of complex circulation patterns and biogeochemical cycles, neither (DOE) , is being made on WOCE cruises (through 1998) to measure the global, spatial, and temporal distributions of TCO, and other carbon-related parameters. The CO, survey goals include estimation of the meridional transport of inorganic carbon in a manner analogous to the oceanic heat transport (Bryden and Hall 1980; Brewer et al. 1989 ; Roemmich and Wunsch 1985) , evaluation of the exchange of CO, between the atmosphere and the ocean. and preparation of a database suitable for carboncycle modeling and the subsequent assessment opthropogenic CO, increase in the oceans. The CO, survey is taking advantage of the sampling opportunities provided by the WOCE cruises during this period. The final data set is expected to cover -23,000 stations.
This document describes the first effort by chemical oceanographers from Brookhaven National Laboratory (BNL) to make high-quality CO, measurements during a 42-day expedition 
DESCRIPTION OF THE EXPEDITION
R N Meteor, Technical Details and History
The RN Meteor is owned by the Federal Republic of Germany through the Ministry of Research and Technology (BMFI'), which financed its construction. It is operated by the German Research Foundation (DFG) , which provides about 70% of its operating funds (the BMFI' supplies the remainder). DFG also plans the scientific cruises and appoints the chief scientists. The Operations Control Office of the University of Hamburg is responsible for management, logistics, execution and supervision of ship operations. TZhese functions are exercised by direct cooperation with expedition coordinators and the managing owners, the Reedereigemeinschaft Forschungsschiffahrt GmbH, located in Bremen, Germany. The latter is responsible for hiring, Table 1 on page 13) over several days, it was found that the measurement system was operating properly and that the new CRM batch supplied especially for the cruise was at fault. This was confirmed by subsequent testing. To compare these data with data from the earlier U.S. South Grasshoff et al. (1983) . Duplicates were taken periodically to estimate the accuracy and precision of the entire sampling procedure, which was determined to be f 1 pmoVkg. The concentrations of nitrate, nitrite, phosphate, and silicate dissolved in seawater were determined on a continuous flow analyzer: the AIpkem Corporation RFA 300, which was used in conjunction with a data acquisition system supplied by Oregon State University. The analyses were completed within 24 h after sampling. The TCO, was determined using an automated coulometric system (SOMMA) (Johnson et al. 1985; Johnson et al. 1987; Johnson and Wallace 1992) . Some 753 individual samples, along with 145 duplicates from 29 stations (Fig. 2) . were collected in 300-mL precombusted (450'C for 24 h) bottles and immediately poisoned with HgC1, according to the DOE Handbook of Methods (DOE 1994) . Before analysis, samples were kept in darkness until thermally equilibrated to the pipette temperature. CRM supplied by Andrew G. Dickson, of SI0 (DOE 1994), were also analyzed. CRMs are filtered sterile salt solutions or seawater spiked with Na$O,, analyzed for TC02 concentration by vacuum-extractiodmanometry in the laboratory of Charles D. Keeling at SIO.
For analysis, seawater introduced from an automated "To Deliver" pipette into a stripping chamber was acidified, and the resultant CO,, after drying, was coulometrjcally titrated on a model 501 I UIC coulometer. In the coulometer cell the hydroxyethylcarbamic acid, formed from the reaction of CO, and ethanolamine, was titrated coulometrically ( .
were P is the instantaneous barometric pressure, T is the loop temperature, and B O is the first virial coefficient for pure C02. The ratio of the calculated mas to that determined coulometrically was the gas calibration factor (C FAC used to correct the subsequent titrations for small departures from 100% theoretical e vo ume of the loops was determined gravimetrically with deionized water by the method of Wilke et al. (1993) .
The "to deliver" volume (TDV) of the SOMMA sample pipette was determined gravimetrically with milli-Q deionized water degassed with helium. The thermostatted sample pipette was filled with water at the same temperature and then discharged into preweighed 50-mL semm bottles that were reweighed on a model R300S (Sartorius, Gottingen, Gemmy) balance. The apparent weight The precruise calibrated TDV of the pipette was 28.7113 2 0.003 mL (n = 8) at 20°C. During the cryise, 52 preweighed serum bottles were filled from the pipette. They were sealed and returned to the laboratory for reweighing. The mean volume from these bottles was 28.7172 f 0.0096 at 20'C. The mean difference between the precruise and postcruise results was 0.00 9 mL w 'ch is less than the standard deviation of the 52 postcmise weighings; accordingly,z&&I' CO,
ise volume of 28.7113 mL. with two RS232 serial, a 24-line digital input/output, and the coulometer, barometer, solid state control relays, and temperature sensors, respectively. The temperature sensors (model LM34CH, National Semiconductor, Santa Clara, California) with a voltage output of 10 mV/"F were calibrated against thermistors certified to 0.01"C (PN CSP60BT103M, Thermometncs, Mison, New Jersey) with a certified mercury thermometer as a secondary standard. These sensors monitored the pipette, gas sample loop, and the coulometer cell temperatures. The barometer, model 216B-101 Digiquartz Transducer (Paroscientific, Inc., Redmond, Washington) was factory-calibrated for pressures between 11.5 and 16.0#. The SOMMA software was written in GWBASIC Version I 3.20 (Microsoft Cop., Redmond, Washington) , and the instrument was driven from an options menu appearing on the personal computer monitor.
Titrations were done with the coulometer in the counts mode: the total charge passed during a titration was displayed as the total number of counts accumulated by the coulometer's voltage- ' L9 was calculated as I r n n~I / M TCO, = ~CALFAC)(lOOO/"DV, x p ) ) x 1.00017 , where CALFAC is the gas calibration factor, TDV, is the "to deliver" volume of the pipette in milliliters corrected for the thermal expansion of glass, p is the density of sea water in kilograms unstable and uncertifiable, data from this batch cannot be used to evaluate the performance of the TC02 measurement system. Replicate samples from ten Niskin bottles at four stations were also collected for later shorebased reference analyses of KO, by vacuum extraction and manometry by Charles D. Keeling or expedited shipping procedures been worked out. Therefore, some of the differences in the seven completed comparisons listed in Table 2 probably resulted from unfamiliarity with the new RODAVISS glass bottle stoppers: some breakage was caused by overtightening; some loss of CO,, by undertightening of the stoppers. Nor were the storage conditions optimal for the data quality of the surviving samples: they were kept in a non-air-conditioned cargo hold for the remainder of RN Meteor Cruise 15/3 and then transported to Brazil before they could be shipped to SIO. Briefly, the technique used was based on the static headspace methane method of Johnson et al. (1990). Samples were collected in 60-mL serum bottles rinsed and filled to overflowing at the Niskin bottle. These samples were transported to a box that was purged with a flow of 350 ppm CO, in argon. A headspace of -5-mL was introduced using a disposable pipette-tip attached to a special tool (Johnson et al. 1990 ). The headspace was purged briefly with the argon-COz mixture, and a septum was placed over the serum bottle neck and crimped tightly with an aluminum cap. Headspace overpressure from crimping was relieved by piercing the septum with a needle for 3 to 4 seconds. The samples were equilibrated for 4 to 6 hours in the dark in a shaking water bath at 20'C. The experiments performed at sea indicated that there was no significant difference in the measured pC0, of replicate samples equilibrated for periods from 2 to 9 hours. Following equilibration, the septum was pierced with twp needles. The longer needle was inserted to the bottom of the serum bottle to dispense a brine solution, while the shorter one penetrated just below the septum into the headspace. Approximately 4 mL of brine solution was injected into the bottle through the longer needle displacing the headspace through the shorter one to purge and fill a small (400 $) gas sample Iwp attached to the gas chromatograph. After filling, the loop was allowed to come to atmospheric pressure, temperature and pressure were recorded, and the contents were injected onto a 6 ft x 118 in. stainless steel chromatographic column packed with Porapak N. A methanizer column containing a nickel catalyst (Varian Inc.) mounted in the injector block of the gas chromatograph at 325'C on the terminal end of the column was used to quantitatively convert CO, to CH, for detection by flame ionization. Carrier gas flow rate was 30 mUmh of ultra high purity nitrogen; the methanizer was supplied with hydrogen from a hydrogen generator at 30 mIfmin. The flame ionization detector was supplied with compressed air and hydrogen at 300 and 30 d m i n , respectively.
The variety of septa used were found to leak during equilibration, after they had been pierced with needles. To calculate the partial pressure of CO, after equilibration, it is usually necessary to measure or calculate the pressure of equilibration because of the phase redistribution of gases dissolved in seawater. Subsequent testing with a wide variety of septa and improved technique showed that the pressure of equilibration can be calculated or measured accurately when the septa do not leak. However, septa used during F W Meteor Cruise 1513 consistently leaked, so that the pressure of equilibration was the same as the ambient atmospheric pressure.
To calculate the pC0, of the equilibrated samples, the area of the CO, peak was converted to a mole fraction of CO, within the headspace from temperature and pressure measurements, and a calibration curve was obtained from injections of gas-phase CO, standards at nominal levels of 250,350,750. and 1500 ppmv. Subsequently, these standards ~e~e . $~~P~~@ standards maintained at the Lamont-Doherty Earth Observato I-$. e mo e measured atmospheric pressure was converted to the partial pressure of CO, after equilibration. From the measured (unequilibrated) sample TCO,(SOMMA), the original CO, content of the introduced headspace, and the CO, content after equilibration, the mass of C transferred from the liquid to the gas phase, or vice versa, was calculated and used to-we& the sample TCO, I C d d , & & after equilibration. From TCO, and the measured pCO,, the TALK was calculated. TALK was assumed to be conservative, and from the TALK-TCO, pair the pC0, of the water sample at 20°C prior to equilibration was calculated by using the thermodynamic constants of Roy et al. (1993),buk(14?4) at a standard temperature of 2 0 ' q A C~U equi I o tembratures Precision varied throughout the cruise, depending primarily on the status of the catalyst, that had to be reconditioned periodically. Precision on multiple (>3) replicates varied from 0.4 to -6% and averaged 2%. Accuracy was judged in three ways. First, throughout the cruise the mole fraction of CO, in air was measured; air was collected in syringes at the bow of the ship during steaming between stations. The mean pC0, of the air, expressed as a dry air mole fraction, was 353.6 (* 9.74); this compares well with contemporary measurements of 353.5 and 352.9 made by the National Oceanic and Atmospheric Administration-Climate Monitoring and Diagnostics C J C U I @ and published proce$;~s#e$Ef3&lJ2>~
9
Laboratory air sampling network in February and March 1991 on air samples collected at Ascension Island (7' 55' S and 14' 25' W) (Conway et d. 1994 ). This agreement suggested that although instrument imprecision was high, the overall accuracy of the measurements was consistent with a completely independent set of measurements. Second, assessment of accuracy arose from samples overdetermined for the carbonate system. In this case, the (Fig. 4) . For this depth range, the RN Meteor 15/3 mean value of 60, at 20'C was 801 (i10) compared with a SAVE value of 786 ( i l l ) . In the upper waters, systematic differences were noted between the two profiles; however, these can be seen in the TC0,data as well. 
2.
was optimized for measuring low I BAJ Two unexpected problems were encountered: a partial chromatographic interference for CFC-113 due to extremely high levels of CH31 in tropical near-surface waters and a second, more serious problem, arising from a buildup of water on the column, which'caused large negative peaks and an inke$erin baseline shift in the vicinity of the CFC-113 peak. Both of these obtained. 
DATA CHECKS AND PROCESSING PERFORMED BY CDIAC
An important part of the NDP process at the Carbon Dioxide I n f o m i o n Analysis Center (CDIAC) involves the quality assurance (QA) of data before distribution. Data received at CDIAC are rarely in a condition that would permit immediate distribution, regardless of the source. To guarantee data of the highest possible quality, CDIAC conducts extensive QA reviews that involve examining the data for completeness, reasonableness, and accuracy. Although they have common objectives, these reviews are tailored to each data set, often requiring extensive programming efforts. In short, the QA process is a critical component in the value-added concept of supplying accurate, usable data for researchers.
The following summarizes the data-processing and QA checks performed by CDIAC on the data obtained during the RN Meteor Expedition 15/3 in the South Atlantic Ocean.
1. Carbon-related data and preliminary hydrographic measurements were provided to CDIAC by K. M. Johnson To check for obvious outliers, all data were plotted by use of a PL0TNEST.C program written by Stewart C. Sutherland (LDEO). The program plots a series of nested profiles, using the station number as an offset; the first station is defined at the beginning, and subsequent stations are offset by a fixed interval (Figs. 5 and 6 ). Several outliers were identified and removed after consultation with the principal investigators.
3.
To identify "noisy'* data and possible systematic, methodologicd errors, property-property plots for all parameters were generated (Fig. 7) , carefully examined, and compared with plots from previous expeditions in the South Atlantic Ocean.
4. All variables were checked for values exceeding physical limits, such as sampling depth values that are greater than the given bottom depths.
.
Dates, times, and coordinates were checked for bogus values (e.g., values of MONTH < 1 or > 12; DAY < 1 or > 31; YEAR < or > 1991; TIME < oo00 or > 24oO; LAT < -25.000 or > 17.000; and LONG < -4O.ooO or > 12.000).
6. Station locations (latitudes and longitudes) and sampling times were examined for consistency with maps and with cruise information supplied by K. M. Johnson and D. W. R. Wallace, BNL.
7.
The designation for missing values, given as -9.0 in the original files, was changed to -999.9. 
HOW TO OBTAIN THE DATA AND DOCUMENTATION
This database is available on request in machine-readable form, without charge, from CDIAC. CDIAC will also distribute subsets of the database as needed. It can be acquired on 9-track magnetic tape; 8-mm tape; ISO-mB, quarter-inch tape cartridge; IBM-formatted floppy diskettes; or from CDIAC's anonymous File Transfer Protocol (FTP) area via Internet (see FIT address below). Requests should include any specific media instructions (e.g., 1600 or 6250 BPI, labeled or nonlabeled, ASCII or EBCDIC characters, and variable-or fixed-length records; 3.5-or 5.25-inch floppy diskettes, high or low density; and 8200 or 8500 format, 8-mm tape) required by the user to access the data. Magnetic tape requests not accompanied by specific instructions will be filled on 9-track, 6W The data files can also be acquired from CDIAC's anonymous FI'P account via Internet:
FTP to cdiac.esd.ornl.gov (1 28.21 9.24.36), Enter "ftP.l or "anonymous" as the user ID, * Enter your electronic mail address as the password (e.g.,"alex@.esd.ornl.gov")',
Change to the directory '/pub/ndp05 1 *' , and Acquire the fdes using the FTP 'get" or 'mget" command.
'Please enter your COW address. This address is used by CDIAC to inform data recipients of data revisions and updates. -s .500
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