In this paper, we are concerned with the global existence and stability of a steady transonic conic shock wave for the symmetrically perturbed supersonic flow past an infinitely long conic body. The flow is assumed to be polytropic, isentropic and described by a steady potential equation. Theoretically, as indicated in [R. Courant, K.O. Friedrichs, Supersonic Flow and Shock Waves, Interscience Publishers, Inc., New York, 1948], it follows from the Rankine-Hugoniot conditions and the entropy condition that there will appear a weak shock or a strong shock attached at the vertex of the sharp cone in terms of the different pressure states at infinity behind the shock surface, which correspond to the supersonic shock and the transonic shock respectively. In the references [Shuxing Chen, Zhouping Xin, Huicheng Yin, Global shock wave for the supersonic flow past a perturbed cone, Comm. Math. Phys. 228 (2002) (2006) 101-132], the authors have established the global existence and stability of a supersonic shock for the perturbed hypersonic incoming flow past a sharp cone when the pressure at infinity is appropriately smaller than that of the incoming flow. At present, for the supersonic symmetric incoming flow, we will study the global transonic shock problem when the pressure at infinity is appropriately large.
Introduction and main results
In this paper we are concerned with the global existence and stability of a transonic shock wave solution for the symmetrically perturbed steady supersonic gas past an infinitely long conic body with a suitable vertex angle. As indicated in [9] , when the vertex angle of the cone is less than a critical value θ * , which is determined by the parameters of the incoming flow, it follows from the Rankine-Hugoniot conditions and the entropy condition that there will appear a weak shock or a strong shock attached at the vertex of the cone in terms of the different pressure states at infinity behind the shock surface, which correspond to the supersonic shock and the transonic shock respectively. With respect to the weak shock, under some different assumptions, the authors in [8, 11, 12, 21] and [23] have established the global existence and stability of a supersonic shock for the perturbed hyperbolic incoming flow past the sharp cone when the pressure at infinity is appropriately smaller than that of the incoming flow. In this paper, if the symmetric supersonic incoming flow is of a small perturbation of the constant state (0, 0, q 0 ; ρ 0 ), and the flow hits the cone x 2 1 + x 2 2 = b 0 x 3 along the x 3 -direction, we will study the global conic transonic shock problem.
The steady and isentropic compressible Euler system is described as ⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ where ρ > 0 denotes the density, u = (u 1 , u 2 , u 3 ) the velocity, P = Aρ γ (1 < γ < 3) the pressure with A > 0 a fixed constant, c(ρ) = √ P (ρ) the sound speed. In our paper, we will use the potential equation to describe the motion of the gas (this model is also recommended in [15, 16, 22] and so on). Let Φ(x) be the potential of velocity u = (u 1 , u 2 , u 3 ), i.e. u i = ∂ i Φ, then it follows from the Bernoulli's law that
here h(ρ) = c 2 (ρ) γ −1 is the specific enthalpy, ∇ = (∂ 1 , ∂ 2 , ∂ 3 ), C 0 = 1 2 q 2 0 + h(ρ 0 ) is the Bernoulli's constant which is determined by the uniform supersonic incoming flow at negative infinity with the velocity (0, 0, q 0 ) and the density ρ 0 > 0.
By use of (1.2) and the implicit function theorem, the density function ρ(x) can be expressed as follows Due to the geometric property of the cone surface x 2 1 + x 2 2 = b 0 x 3 and the symmetric property of the perturbed coming flow which will be discussed later on, it is convenient to introduce the following cylindrical coordinates (x 3 , r) to study our problem r = x 2 1 + x 2 2 , x 3 = x 3 . Suppose that the flow fields before and behind the possible shock front r = χ(x 3 ) with χ(0) = 0 are denoted by ϕ − (x 3 , r) and ϕ + (x 3 , r), respectively. In this case, the system (1.6) can be split into two equations, that is, ϕ ± (x 3 , r) satisfy the following equations in the corresponding domains 3 ) and x 3 > 0, (1.8) with c ± = c(H (∇Φ ± )).
It is easy to verify that (1.7) is strictly hyperbolic with respect to x 3 for ∂ 3 ϕ − > c − and (1.8) is strictly elliptic for |∇ x 3 ,r ϕ + | < c + .
On the cone surface, ϕ + satisfies (1.10)
Moreover, the potential ϕ + (x 3 , r) is continuous across the shock, namely,
On the shock, it follows from the physical entropy condition that ρ − x 3 , χ(x 3 ) < ρ + x 3 , χ(x 3 ) . (1.12) In addition, the velocity field behind the shock admits a determined state: Remark 1.1. As described in the book [9] of R. Courant and K.O. Friedrichs, if there is a uniform supersonic flow (0, 0, q 0 ) with constant density ρ 0 > 0 which comes from minus infinity, and the flow hits the circular cone x 2 1 + x 2 2 = b 0 x 3 along the axis x 3 -direction, there will appear a transonic conic shock x 2 1 + x 2 2 = s 0 x 3 (s 0 > b 0 ) attached at the tip of the cone when b 0 is less than a critical value b * (b * is determined by the parameters of the incoming flow), otherwise, the shock is detached. However, when q 0 is appropriately large, by Remark 2.2 in Section 2, we know that there will appear an attached transonic conic shock r = s 0 x 3 for any fixed b 0 > 0. This fact implies that the critical value b * corresponding to transonic shock can be large for the polytropic gas and supersonic incoming flow.
We note that there have been many studies on the transonic problems such as in [1] [2] [3] [4] [5] [6] 15, 16, [22] [23] [24] [25] [26] [27] [28] [29] and the references therein. In these papers, the related domains are polygons, consequently, it follows from the barrier function method and the Morrey integral estimate techniques introduced in [18] [19] [20] for the second order elliptic equations in the irregular domain that one can obtain at least C 1,α (0 < α < 1) regularities of the shock curves (or surfaces) and the subsonic solution. However, compared with the references above, our transonic shock problem has some different characters. The first one is that the shock surface is conic and has the stronger singularity. The second one is that the related domain is bounded by two infinite cones, that is, the domain boundary includes the twofold conic point, moreover, the resulted nonlinear boundary conditions are nearly of Neumann type on two conic surfaces. Due to the strong singularity of the boundaries and Neumann type boundary conditions, it is difficult for us to directly use the method in [18] [19] [20] to study the problem (1.7)-(1.14) as in the previous references. This difficulty is also pointed out in [20] . To overcome this difficulty, our ingredient is that we use the separation variable method together with a priori estimate to treat the regularity and existence of solution to the nonlinear problem in a unbounded conic domain.
Next we comment on the proof of Theorem 1.1. In order to prove Theorem 1.1, firstly, as in [6] and [24, 25] , we introduce a rotational transformation of coordinates (x 3 , r) and a partial hodograph transformation which maps the unknown domainΩ + = {(x 3 , r): b 0 x 3 r χ(x 3 ), x 3 0} onto a fixed domainQ + = {(z 1 , z 2 ): z 1 0, z 2 0}. Subsequently, the quasilinear equation (1.8) becomes a new second order nonlinear elliptic equation on the unknown function u(z). Correspondingly, the boundary conditions (1.9)-(1.11) are also changed into the new nonlinear boundary conditions on u(z). Then we can focus on the derived nonlinear equation on u(z) in the domain Q + . To solve it, we will linearize the nonlinear problem on u by use of the largeness of q 0 and the asymptotic properties on the background solution, here the so-called background solution is referred as one to the problem (1.8)-(1.12) when the uniform supersonic steady flow (0, 0, q 0 ; ρ 0 ) hits the cone r = b 0 x 3 along x 3 -direction. By the linearization, we essentially obtain the Laplacian equation v = f in R 3 with two Neumann boundary conditions on two different conic surfaces and a vanishing condition of the first order derivatives Dv at infinity. To study the solvability and regularity of v, by use of Sturm-Liouville theorem, we will use the separation variable method to obtain the concrete expression of v. It follows from the detailed estimates on the related eigenvalues and eigenfunctions that we can get the existence and C 1,δ 0 (0 < δ 0 < 1) regularity of v up to the boundaries (including the twofold conic point). Based on these crucial estimates, by use of the suitable iteration scheme and the largeness of q 0 , we can complete the proof of Theorem 1.1 and obtain the asymptotic behavior of (∇ x 3 ,r ϕ + (x 3 , r), χ (x 3 )) at infinity.
Our paper is organized as follows. In Section 2, for large q 0 , we will show that there exists an attached transonic shock r = s 0 x 3 for any fixed b 0 > 0, subsequently some basic estimates on the background self-similar solution are derived so that we can use them to analyze the coefficients on the resulted nonlinear second order elliptic equation and its boundary conditions in subsequent sections. In Section 3, we will give a more precise descriptions on Theorem 1.1 in the weighted Hölder space. In Section 4, by use of a rotational transformation of coordinates (x 3 , r) and a partial hodograph transformation, we reformulate the problem (1.7)-(1.14) into the one in a fixed domain. In Section 5, for the linearized equation and boundary conditions on the unbounded conic surfaces, we will establish its solvability, regularity and the related weighted estimates. Based on the estimates in Section 5, Theorem 1.1 can be shown in Section 6. Some useful but direct computations will be given in Appendix A.
In what follows, we will use the following conventions: 
Self-similar transonic shock solution and its properties
As in the case of supersonic shock, which is illustrated in the book [9] of R. Courant and K.O. Friedrichs, the following transonic conic shock phenomena for the supersonic flow past a sharp cone can be also shown (one can see Lemma 2.1 below): Suppose that there is a uniform supersonic flow (0, 0, q 0 ) with constant density ρ 0 > 0 which comes from minus infinity, and the flow hits the circular cone in the axis direction. The conic surface is described by r = b 0 x 3 , then there exists a critical value b * such that there will appear a transonic conic shock r = s 0 x 3 (s 0 > b 0 ) attached at the tip for b 0 < b * . Moreover the solution of (1.1) is self-similar, that is, under the cylindrical coordinates (x 3 , r), the solution of (1.1) between the shock front and the conic surface has such a form:
r and u 3 = u 3 (s) with s = r x 3 . In this case, the system (1.1) can be reduced to a nonlinear ordinary differential system as follows
, On the shock front r = s 0 x 3 , it follows from the Rankine-Hugoniot conditions and physical entropy condition that
Additionally, the flow field satisfies
Following the ideas in Sections 154-156 of [9] , for the reader's convenience, now we give a detailed proof of the existence of a transonic conic shock to Eq. (2.1). Proof. In (x 3 , r) coordinate system, (2.1) is actually equivalent to
r , by use of the dependence of u 3 , U and c on σ , it follows from (2.5) that
(2.6) (2.6) is a pair of differential equations of first order for two functions U and u 3 of σ . As illustrated in Section 155 of [9] , it is particularly amenable to treat U as a function of u 3 .
From the first equation of (2.6), we find that
and
In this case, (2.6) can be reduced to a second order equation as follows
Assume that the parameter equation of the shock polar is
The shock polar actually describes the relation of u 3 and U on the (u 3 , U)-plane in terms of (2.2), which satisfies the algebraic equation
Its picture can be drawn as shown in Fig. 1 .
Next, we discuss the existence of solution to Eq. (2.9), which starts from any point M(u 3 (t 0 ), U (t 0 )) of the shock polar in the subsonic part. In our considerations, U > 0, u 3 > 0 and σ > 0 are only permitted.
In light of the second equality in (2.2), we denote by the corresponding value of σ as σ 0 (t 0 ) = Now we consider the following initial value problem
10)
. From the theory of ODE and U 0 > 0, (2.10) is locally solvable.
Next, we assert that (2.10) is actually solved in the first quadrant when σ 0 σ 2 ) in the right-hand side of (2.9) is larger than 0. This derives that U (u 3 ) > 0 holds true. By (2.8), one has u 3 (σ ) < 0 and U (σ ) > 0, this means that the solution curve of (2.10) extends from southeast to northwest and U (u 3 ) decreases along the solution curve (but |U (u 3 )| increases) (one can see Fig. 2 for convenience). Since σ ∈ [σ 0 , , it follows from the extension theorem of solution to the ODE that (2.10) is always solvable in the subsonic domain of the first quadrant. On the other hand, it follows from (2.1) and a direct computation (or Lemma 2. Next, for fixed t 0 , we associate Eq. (2.10) with the shock boundary condition and fixed wall boundary condition in (2.2) and (2.4), respectively. For the requirement of (2.4), we need to look for a point P in (u 3 , U)-plane such that the solution curve of (2.10) ends P and fulfills
Now we show that there really exists a point P such that (2.11) holds. When point P moves along the solution curve of (2.10) (correspondingly, σ increases), then arctan 
where the equality holds if and only if
Thus, by the continuity and monotone of arctan
− arctan U (u 3 ) with respect to u 3 , there must exist a unique P such that the arc MP corresponds to the solution of (2.9) together with two boundary values U(u 0 3 ) = U 0 and (u 3 , U)(1, U u 3 )| P = 0. Next, we show that for any sharp body, there exists a unique transonic shock such that the boundary value problem (2.9) with (2.2) and (2.4) is always solvable.
Indeed, when M(u 3 (t 0 ), U (t 0 )) moves at the shock polar in the subsonic domain, it follows from (u 3 (t 0 ), U (t 0 )) ∈ C k and the continuous dependence of solution on the initial values that (u 3 , U)| P is of C k on t 0 . This continuous curve (together with the supersonic shock part), which is composed of P , is called the apple curve which lies above the shock polar (one can see Fig. 4 or [9] ).
If
Hence, it follows from (2.11) and 0 < u 3 u 0 3 < ∞ that arctan
| P → 0 and U | P → 0. This implies, when b 0 is less than the critical value b * , the radial line U = b 0 u 3 will intersect with the apple curve in the subsonic part. Moreover, by use of (2.11) and the uniqueness theorem of solution to ODE, we know that the nonlinear mapping from P to M, which is determined by (2.10)-(2.11), is one-to-one between the apple curve and the shock polar. Namely, the background solution of a transonic shock always exists uniquely when b 0 < b * . Thus, we complete the proof of Lemma 2.1. 2
For the large q 0 , following the idea in [8] , we will give some precise estimates on the background solution so that we can use them to treat the nonlinear problem in subsequent sections. To this end, we firstly establish a conclusion under some assumption on (u 3 (s 0 ), U (s 0 )). Here, one notes that there is no restriction on the size of b 0 . 
(2.12)
Obviously, U + > 0 holds due to the physical entropy condition (2.3). By (2.12), we have
In addition, it follows from the third equation in (2.12) and the mean value theorem that
Thus, one has
By the continuity of ρ(s), U (s) and u 3 (s), (2.13) and (2.14) hold in s 0 − δ s s 0 with some small δ > 0, and then (2.1) makes sense in this interval. Due to (2.1), we know that ρ (s) < 0, U (s) < 0 and u 3 (s) > 0 are valid in s 0 − δ s s 0 . In addition, we arrive at
is a decreasing function of s. Thus, we can conclude in
One can derive from (2.15) that the denominator in (2.1) is lower bounded away from zero as long as the solution of (2.1) exists. Therefore, (2.15) holds in the whole interval [b 0 , s 0 ], and the solution of (2.1) exists uniquely following the proof procedure of Lemma 2.1, which satisfies
Moreover by a direct computation, we have
and this yields
Then we complete the proof of Lemma 2.2. 2
Next, for large q 0 , we give some useful estimates on the background solution. 
Remark 2.3. It follows from (v) of Lemma 2.3 that the assumption on u
2 holds when q 0 is large.
Proof. (i) From the third equation in (2.12), we have
, one has
Therefore, for large q 0 , one derives α = (
Furthermore, from
we have
which leads to (i) of Lemma 2.3.
(ii) and (iii) come from (2.17) and (2.18).
(iv)-(viii) come from the system (2.1) and (i)-(iii). 2
Next, we give the upper bound estimate on s 0 and the lower bound estimates on U(s) and u 3 (s).
, where C > 0 is independent of q 0 .
Proof. (i) From the second equation in (2.1), we have
.
This yields
On the other hand, one has
Thus, we get
Combining (2.20) with (2.21) yields
Substituting (2.12) into (2.22) and using Lemma 2.3 yield 
It follows from the system (2.1) that
In this case, by use of Lemma 2.3(i), we have
r ) and the system (2.23), a direct computation yields
here σ = 
In the following sections we will denote the extensions of the background solution and the corresponding potential in the domain {(x 3 , r):
respectively.
The weighted Hölder space and the more precise descriptions of Theorem 1.1
In this section, we first introduce some notations and weighted Hölder norms used in this paper. Such weighted norms are motivated by Chapter 6 of [14] and also applied in [5, 6] .
and the related function space is defined as
When k = l, we simply denote by
We now give an existence result of solution to (1.7) and (1.14) in the domain which is larger than that of left-hand side of the shock. 
Proof. We note that Eq. (1.7) is quasi-linear strictly hyperbolic with respect to the x 3 -direction for the supersonic flow ∂ 3 ϕ − > c − , furthermore, the initial condition (1.14) is of a small perturbation with compact support. Thus, in terms of the finite propagation property of the wave equation and the Picard iteration (or one can see [17] ), we know that Lemma 3.1 holds. 2
By use of the weighted Hölder space introduced in the above, Theorem 1.1 can be stated more precisely as follows: , which has been explained in Remark 2.5.
The reformulation on the problem (1.8)-(1.13)
To prove Theorem 3.1, we intend to introduce a partial hodograph transformation to transform (1.8)-(1.13) into a fixed boundary value problem. For the computational convenience, first we take a rotational transformation such that the conic boundary r = b 0 x 3 is changed into y 2 = 0, namely, we set
where
Then it follows from a direct computation that the problem (1.8)-(1.11) can rewritten as 
As in [6, 7] or [24] , we introduce the following partial hodograph transformation to fix the shock
In this case, the shock surface is changed into x 1 = 0.
The inverse transformation of (4.3) is denoted by 4) and its definition domain is Q = {(x 1 , x 2 ) ∈ R 2 :
In fact, the reversibility of (4.3) comes from the following fact: For the unperturbed case, it follows from Lemma 2.3 that the function φ is 
It follows from (4.3) and a direct computation that (4.2) together with (1.13) can be changed into
In addition, one should note that ϕ − in (4.7) has become a function ϕ − (u, x 2 ) which depends on the unknown function u. By the inverse property of (4.3), we can derive that |y| ∼ |x| holds true. Thus, in order to show Theorem 3.1, we only need to show the following result. 
Cε.
In next sections, we will focus on the proof of Theorem 4.1.
Solvability and a priori estimates for linearized problem of (4.7)
In order to solve the nonlinear problem (4.7), we first consider its linearized case, which corresponds to an oblique derivative boundary problem of a second order elliptic equation in an unbounded and cornered domain. In terms of the smallness of 1 q 0 and Lemmas 2.3, 2.4, the linearized problem of (4.7) can be essentially expressed as follows , and
In terms of (4.6), Lemmas 2.3 and 2.5, the coefficients of the problem (5.1) can be verified to satisfy the following uniformly elliptic condition in Q:
here the positive constants λ and Λ are independent of q 0 .
Next, we study the solvability, regularity and derive the uniform estimates to the problem (5.1). To this end, we first consider a special second order elliptic equation as follows:
where D = {(x, y): x > 0, tan θ 0 x < y < tan θ 1 x} with 0 < θ 0 < θ 1 π 2 , r = x 2 + y 2 , ∂ n denotes by the outer normal derivative.
For the requirements later on, we now cite a useful result on the estimates of eigenvalues and eigenfunctions to a second order ordinary different equation with the third boundary condition.
Lemma 5.1. Consider the problem
Then there exists an integer j 0 such that for all sufficiently large positive integer m, we have
where λ m+j > 0 represents the (m + j)th eigenvalue of the problem (5.4), c = −
is a normalized eigenfunction corresponding to the eigenvalue λ m+j .
Proof. One can see Theorem 2.4 in [13]. 2
In addition, in order to study the existence and regularity of solution to (5.3), we need to give some estimates on the eigenvalues and eigenfunctions to the following equation
here 0 < θ 0 < θ 1 π It follows from Sturm-Liouville theorem that (5.5) has countable eigenvalues λ's, which are denoted by 0 = λ 0 < λ 1 < λ 2 < · · · < λ n < · · · , here lim n→∞ λ n = +∞. Moreover, the corresponding regular eigenfunctions {Θ n (θ )} ∞ n=0 are orthogonal in the following weighted sense 
Proof. Let s = cos θ and w(s) = Θ(θ), then we have
here s 0 = cos θ 1 and
Multiplying 1 − s 2 on both sides of the above equation yields 
It follows from the integration by parts, boundary conditions and z ≡ 0 that
This derives λ 1 > 2. So we complete the proof of Lemma 5.2. 2
Next, we estimate the order of eigenvalue λ n of (5.5) with respect to n as n → ∞ and the uniform bound of Θ n (θ ). and k(ξ ) = 1 + e 2ξ 2e ξ 1 2 , then it follows from (5.9) and a direct computation that
x (π) = 0. 
here c is a suitable constant which can be determined in terms of Lemma 5.1. This implies
In addition, by use of Lemma 5.1, the regular eigenfunction x n (t) corresponding to λ n in (5.10) satisfies |x n (t)| < M, where the constant M > 0 is independent of n and θ but depends on θ 0 and θ 1 . This also implies that the regular eigenfunctions of (5.5) are uniformly bounded with respect n and θ ∈ [θ 0 , θ 1 ], namely,
So we complete the proof of Lemma 5.3. 2
Lemma 5.4. For Eq. (5.3), we assume thatḟ
, which admits the following estimate:
Proof. For the convenience, we use the following polar coordinate transformation to study the problem (5.3)
In this case, (5.3) can be rewritten as
We intend to use the method of separation variables to study the solvability and regularities of (5.11). To this end, we firstly focus on the corresponding homogeneous equation and its eigenfunction estimates.
Consider
This derives
here λ ∈ R.
Combining with boundary conditions in (5.12) yields rġ 1 θ and v(r, θ) = u(r, θ ) − w(r, θ) , then the boundary value problem (5.11) can be homogenized as follows
where f n (r) = 
Combining with the boundary conditions in (5.16) yields
It is easy to check that the general solutions to the corresponding homogeneous equation of (5.20) are C n 1 r α n + C n 2 r β n with the arbitrary constants C n 1 and C n 2 , here α n = −1+ √ 1+4λ n 2 and
for n ∈ N ∪ {0}. Next, we look for a special solution of (5.20) . Let r = e t and denote by y n (t) = R n (r), then the equation in (5.20) is transformed into y n (t) + y n (t) − λ n y n (t) = e 2t f n e t .
Its special solution is
Return to the original function and the variable r, we have
Thus, the general solution of (5.20) is
Because of the boundary conditions in (5.20), we find
Thus, the solution of (5.20) can be expressed as follows
From this, formally, the solution of (5.20) can be written as
with I = +∞ n=1 R n (r)Θ n (θ ). Now we show that the series I is absolutely convergent. From Lemma 5.2, we know λ 1 > 2 and this leads to α 1 > 1. Since 0 < δ 0 < min(α 1 − 1, 1), when r < 1, one has
From Lemma 5.3, we derive α n ∼ n and −β n ∼ n. Thus, if r 1, one knows that
For n = 0 and r < 1, we also have
This means
When r > 1, similarly, we have
and for n = 0
Combining (5.23) with (5.24)-(5.25) yields
In order to show that u(r, θ ) is the solution of (5.11), we require to prove that ∂ r I, ∂ 2 r I , ∂ θ I and
Firstly, we give a more precise estimate on f n (r). By use of (5.15) and integration by parts, we have 
Thus, combining (5.28) with (5.29) yields that ∂ r I is uniformly convergent in
It follows from a direct computation that as
. In order to analyze the uniform convergence of ∂ θ I and ∂ 2 θ I , we need to estimate the decay rate of Θ n (θ ) and Θ n (θ ) on large n.
From ( 
and analogously, verify that u(r, θ ) is a classical solution of (5.11) for (r, θ ) 
. By use of (5.26) and the proof procedure of Lemma 6.20 in [14] , we can obtain u ∈ H
, which admits the following estimate 
where C > 0 is independent of q 0 .
Proof. In order to use Lemma 5.4, now we introduce a coordinate transformation as follows:
(5.38)
One should note that |z| ∼ |x| holds true in (5.38). It follows from a direct computation that (5.1) can be changed into 
We rewritten (5.39) as
By Lemma A, we have
Additionally, by use of Lemma 5.4, one has 
43)
here 0 < δ 0 < min{
By use of Theorem 5.1, we can give the proofs on Theorems 4.1 and 1.1 in next section.
The proofs of Theorems 4.1 and 1.1
In this section, first we intend to use the contraction mapping principle to show Theorem 4.1. To this end, we define the space K = {v:
ε}. Set u =u + u 0 , hereu is defined as the solution of the following linear problem:
Denote the mapping J by J (v) = u, then we have with 
Cε, then we have
Next we treat the term I 2 . We rewrite I 2 = I 1 2 + I 2 2 + I 3 2 with
and analogously,
And noting that
this yields together with (6.4)
Similarly,
Thus we have
By the same method, one has
), in terms of Lemmas 2.3 and 2.5 we have
Therefore, it follows from (6.3) and (6.5)-(6.8) that
Analogously,
then it follows from Lemmas 3.1, 2.3 and 2.5 that
Choosing appropriately large q 0 and small ε, then Theorem 5.1 implies that there exists a unique solutionu ∈ H
This means that the mapping J is from K to itself. 2
Now we show that the mapping J defined in Lemma 6.1 is contractible.
Lemma 6.2.
Under the assumptions of Lemma 6.1, the mapping J is a contraction mapping from K to itself.
As in Lemma 6.1, a direct computation yields
By use of Theorem 5.1, we have
Choosing appropriately large q 0 and appropriately small ε 0 , then one has
This means that J is a contraction mapping. 2
Based on Lemmas 6.1 and 6.2, we now show Theorems 4.1 and 3.1.
Proof of Theorems 4.1 and 3.1. By Lemmas 6.1 and 6.2, we know that the mapping J v = u has a unique fixed point. This implies that Theorem 4.1 is proved. Hence, Theorem 3.1 is also proved. 2
Finally, we start to prove Theorem 1.1.
Proof of Theorem 1.1. We will divide the proof procedure into two steps.
Step 1 Similarly, G 1 and G 2 can be estimated. 2
