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Abstract. This paper presents a new method named AQueReBET, which automat-
ically refines a query set by an information seeker searching on the web. A revelation
of the intention of an information seeker who is running a search can bring a signif-
icant improvement to the search process and to browsing as well. It is practically
impossible to acquire such intention by the explicit indication (feedback) due to
the fact that web browsing takes place in real time. Therefore the intention must
be determined in some other way. We hypothesize that it can be approximated by
means of the implicit feedback preferably in the form of data from an eye tracker
and mouse. We propose a method which automatically refines a seeker’s search
query, and thus we can offer documents with higher relevance, decrease the number
of query reformulations and increase the seeker’s satisfaction. The query refinement
is based on an analysis of gaze data from an eye tracker and on groupization. In
the proposed method, we calculate word-level importance based on term frequency,
term uniqueness (tf-idf) and total fixation duration within the subdocument (word’s
snippet in search results).
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feedback
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1 INTRODUCTION
Nowadays, most information seekers rely on the web when searching for documents
to find the desired information. However, typical web search engines expect text
queries, which are rather imperfect ways of expressing the intention of an informa-
tion seeker. Prompting the information seeker for additional information beyond the
query itself could be seen as asking too much. Therefore, one of the current research
challenges is to derive as much useful information as possible from so called im-
plicit feedback, which can be collected unobtrusively [17] – based on an information
seeker’s interaction with the search engine. There are various kinds of implicitly pro-
vided data that information seekers generate while interacting, such as their choice
of a particular snippet to read in more detail or even a track of their gaze. In
this paper, we investigate how an information seeker’s eye gaze data acquired from
an eye-tracking device can be used for refining the seeker’s query during his/her
searching session. An eye tracker provides potentially a very comprehensive imme-
diate feedback unobtrusively, without any explicit questions that often tend to be
perceived as annoying and also without demanding the seekers to perform searching
in some specific (artificial) way. Experimental results [15] show that eye tracking is
a valuable real-time implicit source of information about what the user is searching
for and that it can be used for real-time user interface adaptation.
The initial query is often reformulated during a typical web search. Approxi-
mately one third of all formulated queries are composed by gradually reformulating
an initial query [31, 4]. The relevance of the initially received documents could be
quite low, implying the necessity of explicit query reformulation by the information
seekers themselves.
The aim of our research is to improve search outcomes by reducing the need
for explicit query reformulation and increasing relevancy of the offered documents.
We attempt to achieve this objective by acquiring and utilizing data obtained from
an eye-tracker and using it to implicitly reformulate the query. Furthermore, we
propose to complement this by so-called groupization (i.e. the data are used also
from other previous users with the same or very similar search intention) that can
provide useful additional information to interpret an information seeker’s intention.
Our approach is based on the assumption that if we recognize the web seeker’s
intention, we should be able to offer more relevant documents in response to the
initial query. Since we are not able to detect exactly the line the seeker is reading
by eye tracking, we focused on larger areas such as search result snippets (snippet
is a web-page element, which contains a short text representing one of the results
in search engine result page). We detect the snippet on which the seeker fixates
his/her gaze within a search engine’s results page (hereinafter SERP). We extracted
specific words out of these snippets, which can possibly give us a strong clue on how
to refine the initial search query to get more relevant documents to his/her search
intention.
The rest of the paper is structured as follows. In the next section, we present im-
portant related results as published in the current literature. Section 3 presents our
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proposed method for refining an information seeker’s query based on the analysis of
his/her gaze movements and enhanced also with the groupization method. Experi-
ments are presented and discussed in Section 4. The paper concludes in Section 5,
where suggestions of future work are briefly discussed.
2 RELATED WORK
Query refinement [7, 5] and groupization methods play a key role in our work. Let
us take a look at some current and related approaches in this area. Many existing
works are focused on how the information seekers work with the SERP and how
they select the relevant documents. It was already established that seekers are
not very keen to provide explicit feedback [27], e.g. in the form of some kind of
a relevance feedback mechanism or explicit query reformulation. Instead, various
forms of implicit feedback are to be preferred. One direction of research is to use
mouse-clicking data as implicit feedback to reformulate a query [13]. The gaze of
seekers who reformulate a query was studied by Eickhoff et al. [8] and Umemoto
et al. [32]. Li et al. [19] tracked the gaze to acquire relevance of retrieved images
to be used for query expansion in an image retrieval system. However, we focus
on text documents in the present research, but note that studies have emerged
recently that broaden the applicability of eye gaze analysis and enhance the analysis
itself by incorporating also e.g. pupil dilatation [21]. A seeker’s gaze as a source of
implicit feedback for information retrieval is a topic of research [6, 29]. Granka
et al. [10] explored the behaviour of users during web searches and established the
minimum fixation duration for web searches, which represents the minimum time
the seeker is looking at relevant information. It was experimentally defined as 200 to
300 milliseconds. Various methods how to estimate an information seeker’s search
intention based on eye-tracking data were explored [31]. They represent search
intention in a table created from a set of pairs – term and its weight. Weights
of terms (TermScore) were computed using various functions combining quantities
such as the number of times that a seeker looked at a term and the term frequency.
Others investigated whether word relevance to a seeker’s current intent could be
inferred from the text and his/her eye movements [20]. It has already been shown
that gaze-based feedback can be used to expand a query [5]. A particular simple
data acquired from eye tracking, i.e. attention time, was used to recommend new
online items [34].
Research led by Buscher [5, 6] is the most similar to ours, both considering the
method and the way it is evaluated. Our method differs mainly by the choice of
tf-idf (see below) as the base formula that is gradually expanded. On the other
hand, our approach was to make additional emphasis on term frequency combined
with total fixation duration on the snippet (Equation (3)).
White et al. [30] addressed methods of groupization. They were looking for
seekers with similar features to obtain more relevant links to their queries. Current
trends in devising groups are as follows:
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• similarity based on link clicks: determined by three ways:
1. match the URL clicked on,
2. match the domain of the URL clicked on, and
3. consistency between the categories of topics of the URL clicked on;
• syntactic similarity – similarity of the querying (keywords);
• semantic similarity – even if the queries are not similar based on syntactic sim-
ilarity, they can be similar in their meanings.
Another area of active research in which researchers are engaged, is obtaining
text via eye tracking. Methods for extracting text have been explored by Biedert
et al. [3]. They are working on the interesting specific problem of adjusting eye
tracking errors when reading a structured text to automatically position the cursor
at a proper place. We decided not to follow this line of research, since our aim is
different.
Eye fixation coordinates are correlated with mouse cursor positions thus facili-
tating considerations of various behavioural patterns – reading, hesitation, scrolling,
clicking [11, 26]. Therefore, it may very well be possible that some of the results
obtained by a method employing eye gaze tracking, and particularly by the proposed
method, could be achieved or at least approximated by using mouse cursor data,
which is more accessible for commercial search engines. On the other hand, one
of their conclusions claiming that the cursor approximates the gaze is misguided.
Other than that of the mouse cursor, eye tracker provides data on the actual viewed
location. In our research, we attempt to make use of this additional data to achieve
new insights in the automatic query refinement.
3 PROPOSED METHOD FOR REFINING
Our method – automatic query refining based on eye-tracking feedback (AQueRe-
BET) – primarily deals with word table creation (a similar data structure is some-
times referred to as an “intention vector” [25], which however could be misleading,
since a vector is conventionally considered to be a one-dimensional structure). The
table is created by selecting appropriate words from useful elements of pages (mostly
snippet areas, see Figure 2) scanned by the gaze during a seeker’s web search. Such
a table can facilitate refining the initial query by better (i.e., more relevant) words
and thus offer the seeker results, which better fit the seeker’s intention. Our hy-
pothesis is: Some of the information obtained by tracking a seeker’s gaze, can, after
suitable processing, be helpful in providing search results that better reflect their
intention. Unlike the methods based on mouse tracking, our method does not need
to wait until the seeker moves the mouse cursor within the open page, the seeker
clicks within the open page, the seeker opens any other page, or the seeker chooses
some additional words to pose a new query.
While devising such a method, three assumptions emerged:
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1. The longer the user’s fixation within the snippet area, the higher the probability
that it is closer to his/her intention than other snippets (the strongest criterion).
Here, we have been inspired by Maglio et al. [22] who use eye-gaze information
to help disambiguate user interests.
2. The higher the term frequency in watched snippets, the higher the probability
that the term is closer to the user’s intention. Here we have been inspired by
Umemoto et al. [31] who proposed several formulas which include term frequency
and their multiplication or division and also various weighting.
3. The more unique the terms, the better distinguishing ability can be obtained
between similar or major intentions. Here we have been inspired by [5, 6, 8] who
proposed formulas that include term frequency and inverse document frequency.
We found these criteria by experimenting with Equation (3) using data from
our preliminary experiments. A more detailed description of them can be found in
a later subsection of this paper. The overview of the method is shown in Figure 1.
3.1 AQueReBET Method
Our method is fully automated and thus requires data only from the seeker’s gaze
within the first SERP and from the seeker’s input query. To clearly interpret the
process we need to represent the data in a usable form. We decided to use a table τx
to represent text x (x could be a query, a snippet, or a web page) by a set of pairs
consisting of a word w and its importance imx(w) (we start with word importance
within the text x but in further steps we will recalculate it to a wider context):
τx = {(wi, imx(wi) | i ∈ 1, 2, . . . , n} =
[
w1 w2 . . . wn
imx(w1) imx(w2) . . . imx(wn)
]
(1)
where n = |τx| is the number of different words chosen from text x, wi is the ith word,
and imx(wi) is the importance of wi | i ∈ {1, 2, . . . , n} in text x. Initially (before
processing the data) all unique words are chosen from text x and the importance of
each word is equal to its multiplicity (term frequency) in text x: imx(wi) = tf x(wi) |
i ∈ {1, 2, . . . , n}.
The method consists of 6 steps shown in Figure 1. In Step 1, keywords from the
initial web search query are selected and the initial table τin is created:
τin =
[
w1 w2 . . . wn
1 1 . . . 1
]
. (2)
For example, if the query is “monk” (e.g. with the aim to find more information
about monks in a monastery and their ascetic lives), then
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Figure 1. Process of initial query refinement (with new snippets suggested) within AQue-
ReBET and system of its objective and subjective evaluation both search results – with
and without AQueReBET
Step 2: Web seeker’s gaze acquisition. Web search is an interactive experience,
typically implemented using dynamic web technologies (using Ajax, DOM rewrit-
ing), which is very hard to track accurately using off-the-shelf eye tracking analysis
software. To obtain a seeker’s gaze in a dynamic web environment, we employ
the data collection infrastructure [24] developed at our University User eXperience
Research Centre. Raw data from the eye tracker is processed into normalized coor-
dinates of eye position and analysed based on the underlying web page (see Step 2
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in Figure 1). The data is subsequently sent to a browser plugin and enriched with
XPath data.
Step 3: Filtering out unnecessary data from SERP to get snippets. Our data are
from SERP within the google.com domain and subdomains (an example of SERP




Figure 2. Google’s SERP for query “monk”, only first three results (snippets) shown
Since we are interested only in snippets and these pages contain also other data,
we need to find these snippets within SERP, and to record only snippet areas. From
the implementation point of view, the most important part of this process is to filter
out the data that do not carry snippets. We used HTML Document Object Model
elements (DOM elements), which enabled us to manipulate with HTML elements in
DOM. By analysing DOM elements in Google’s SERP the page is divided into several
sections that contain or do not contain keywords. In this regard it is appropriate
to filter out both too large DOM elements, which involve a number of snippets and
too small elements that do not carry any relevant information. As a result of this
filtration we obtained only the data from all the SERP snippets S1, . . . , Sm (see
Step 3 in Figure 1, these m snippets are linked to web pages P1, . . . , Pm). The
individual data records we get from the first step contain XPath information, from
which we could obtain the element and its value (the snippet text). The seeker’s
gaze data (the snippets texts) are processed in the following steps in order to obtain
additional words on the seeker’s intention (also called intent or interest), further
refining the initial seeker’s query.
Step 4: Mining the relevant words from relevant snippets and creating their
tables. After that, we filter out from all m snippets only the k relevant ones, k ≤ m
(see Step 4 in Figure 1) – relevant are those which are gaze inspected, i.e. have
at least one seeker’s fixation (in eye tracker fixation I-VT filter we set the velocity
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threshold to 30 degrees/second; this gave us the seekers’ minimum fixation time
in the interval 200–500 ms). Then we filter out all irrelevant words from all gaze-
inspected snippets S1, . . . , Sk – we remove all stop words using a modified Wordnet
dictionary and perform lemmatization of words (nouns and adjectives) to receive
a base form (lemma) of the corresponding word. This bears much of the meaning
of the word, contrary to stemming. The importance of irrelevant words is set to 0
and are left out of table representation. An example of the gaze inspected snippet S
in SERP is e.g. the second snippet: “A monk is a person who practices religious
asceticism, living either alone or with any number of other monks. A monk may be
a person who dedicate . . . ”. Then after performing the above mentioned operations,
the set of relevant snippet words is table τS. The importance of each word wi is
equal to its multiplicity (term frequency) tf S(wi) within the processed snipped S.
τS =
[
monk person religious asceticism living number monks
2 2 1 1 1 1 1
]
.
Step 5: Performing tf-idf analysis of the snippets. Having a set of snippets,
we need to find words which are specific (unique) in them. If a seeker looks at
a particular snippet, the specific word that it contains likely contributes to the
expression of the seeker’s intention. Those specific words are obtained by applying
the td-idf formula [14]. Therefore, in this step we perform tf-idf for all the relevant
snippet tables S1, . . . , Sk from the previous step (see Step 5 in Figure 1). Its result
is tf-idf value for each word in each snippet set: tfidf S(wi). This will help us to
recognize the relevance of words from gaze inspected snippets S1, . . . , Sk compared
to all snippets in SERP S1, . . . , Sm. But the importance of the words should not
be determined only by their multiplicity tf S(wi) as the main criterion and tf-idf
value tfidf S(wi) as the second criterion, but also by the relative time the seeker
spent on the snippets with their gaze tS (relative to the averaged time spent on one
snippet within SERP). Finally, the importance of each word from table τS is given
by a combination of three contributing factors: the user’s total fixation time within
the snippet area (see Figure 2), term frequency in watched snippets and the level of
term uniqueness, and calculated by Equation (3).
imS(wi) = tf S(wi) ∗ (tfidf S(wi) + tS) (3)
where
tfidf S(wi) = tf S(wi) ∗ idf S(wi) = tf S(wi) ∗ log
|{Sj ∈ SERP}|
|{Sj ∈ SERP : wj ∈ τSj}|
.
Let us suppose, in our example, the dwelling time was 1.2 seconds, averaged dwelling
time for all snippets in SERP was 1 second, thus tS = 1.2 s/1 s = 1.2. Then our
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example of table τS has changed importance values as follows:
τS =[
monk person religious asceticism living number monks
2∗(0.2+1.2) 2∗(0.22+1.2) 1∗(0.11+1.2) 1∗(0.02+1.2) 1∗(0.06+1.2) 1∗(0.03+1.2) 1∗(0.3+1.2)
]
.
And the resulting values of word importance for the snippet S are:
τS =
[
monk person religious asceticism living number monks
2.8 2.84 1.31 1.22 1.26 1.23 1.5
]
.
Our example demonstrates the calculation of word importance only for one snippet,
but the seeker can gaze on more of them: S1, . . . , Sk. Therefore, the final step is to
aggregate tables τS1 , . . . , τSk into table τagg, which contains the union of all words





If a word wi is not in table τSj then imSj(wi) = 0.
Step 6: New query definition. The next step is SERP enrichment with snippets
(and corresponding links to pages) that are not present in the original SERP and
contain more relevant pages/documents/information sources. Based on the final
table τagg (see Step 6 in Figure 1), we start a new search (as a background process).
Since table τagg can consist of many words, only the most important ones have to be
chosen (too many words in a query to a search engine are counterproductive). For
example, the new query would be set to the four most important words from table
τagg, resulting to τout:
τout =
[
person monk monks religious
2.84 2.8 1.5 1.31
]
.
Although the table τout is reduced to four pairs, it is still a refinement of the initial
query represented by table τin, since it is often shorter. We determined the number
of pairs empirically simply by using different queries and four worked out the best.
By performing a new search using this new query, we get new SERP with new
snippets with links to web pages R1, . . . , Rm.
3.2 Groupization Method
In general, a groupization is one of the several methods used to improve a person-
alized web search [16, 28] defined as “combining an individual’s data with that of
other related people to enhance the performance of personalized search”.
In our work the groupization is used in a very specific way. Its purpose is
to enhance our AQueReBET method in its last step (see Step 6 in Figure 1). It
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is performed by using various methods, but still includes the index of similarity.
Groups of seekers are formed by two techniques that are based on:
• syntactic similarities with the initial query from the table τin.
• syntactic similarities with a refined query from the table τout.
The use of groupization is particularly important due to the fact that a seeker
can search for a completely different thing than the one that was written in the initial
query. Because of this fact, refinement of a seeker’s query using only information
elicited from eye tracking data may in some cases have only a limited effect. By
also involving the groupization we attempt to remedy such situations. To involve
groupization essentially amounts to involving some data from previous experience.
In the context of our method, we use groupization to provide results that other
seekers adopted as relevant for their query before or during a search session.
We identified a need for implementation of two groupization types, where groups
are formed based on the initial queries and the refined query.
1. Initial query from table τin: After calculation of relevance (Equation (5)) for
each page Pi,
2. Refined query from table τout: After creating a new query defined by table τout
and calculation of relevance (Equation (6)) for each page Ri.
The groupization module in AQueReBET writes one or several of the most
relevant pages/documents into a database for the initial or the refined query. This
creates a group with a certain query and pages/documents that our system evaluated
as relevant for it. We insert only distinct records into the database. If some group
already exists in the database, we only update the set of relevant pages/documents.
In subsequent search sessions, we attempt to assign a querying seeker to a group
that is related to his/her initial query and acquired words by semantic similarity.
In return, he/she is provided with the most relevant documents from the group
that have been gathered in the previous sessions. If none of the existing groups is
relevant enough (i.e. the query is not similar to any group or the level of similar-
ity is too low), a new group is created. Hereafter AQueReBET with a turned on
groupization module is AQueReBET+G and with a turned off groupization module
is AQueReBET.
4 EXPERIMENTS
To perform experiments evaluating our proposed method requires a specific ap-
proach, one of the reasons being that we have not found any other similar systems
published in a way that would allow an effective comparison. Experiments that
we completed so far deal with the evaluation of our method that refines seekers’
queries. We conducted two types of evaluations: Automatic evaluation and evalua-
tion by seekers.
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4.1 Automatic Objective Evaluation (Relevance Evaluator)
Automatic evaluation of web pages addressed by snippets without in-
volving seeker’s gaze. It is quite possible that a snippet Si (result in SERP)
may not accurately reflect the content of its destination page Pi. It is appro-
priate to analyse each destination page separately. Since we already have the
initial seeker’s query (table τin), we can analyze the relevance of individual pages
addressed by a snippet from SERP in the context of this query (see Figure 1,
objective evaluations r in Results without AQueReBET). The process of evalu-
ation begins very similarly to the one with snippets. We perform tf-idf on the
content of each destination page P and get its table τP (the time and aggrega-
tion is skipped). To compute relevancy r of each page Pi (examples in Table 1)
we use the initial table τin as follows:




where τin · τPi represents a set of words, which belong to both τin and τPi and
imPi(w) is the importance of word w from tf-idf analysis on page Pi.
















http://www.huffingtonpost.com/...(very long URL) 0.06
http://www.monasteryofstjohn.org/...(very long URL) 0
http://orthodox.cn/patristics/300sayings_en.htm 0.02
http://www.cgg.org/...(very long URL) 0.17
https://books.google.sk/...(very long URL) 0.25
Table 1. Example URLs of web pages Pi and Ri with their normalised relevance (Equa-
tion (7)). Normalized relevance computation does not involve seeker’s gaze.
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The second document P2 has the highest normalised relevancy because it is the
closest to the seeker’s intention from among the original set of documents Pi.
There is another document with a quite high normalised relevance of 0.48 and
indeed, it at least partially fits the seeker’s intention, too. The remaining docu-
ments deal with entirely different things (e.g., a TV series, a computer game).
Automatic evaluation of new web pages addressed by new snippets. To measure
relevancy of m new pages/documents Ri (examples in Table 1), we perform
a new tf-idf analysis of these pages in the context of the new query from the
table τout (see Figure 1, objective evaluations r in Results from AQueReBET).
For computing the table τRi we determine the tf-idf importance of individual
words on page Ri. We use the same process as for pages Pi: We download the
content of pages R1, . . . , Rm, then calculate the tf-idf analysis of these pages to
get tables τR1 , . . . , τRm , compute τout · τRi and finally we sum up the importance
of queried words for each page Ri to get its relevance r(τout · τRi):




Normalisation. For each relevance value of page Pi (alternatively page Ri from
a new SERP) we also perform normalisation into interval [0, 1] using feature
scaling:
||r(τin · τPi)|| =
r(τin · τPi)−minj∈{1,...,m} r(τin · τPj)
maxj∈{1,...,m} r(τin · τPj)−minj∈{1,...,m} r(τin · τPj)
. (7)
Examples of calculated normalised relevance are in Table 1 for both Pi and Ri.
A page with normalised relevance equal to 1 represents the most relevant docu-
ment and a page with 0 represents the least relevant document. We introduce
normalisation under the assumption that search results are at least partially
different. In the very unlikely case that all the results in SERP have the same
relevance, the normalisation would not work. On the other hand, we need to
normalise, because we need to compare:
• First, after normalisation we can compare the relevance of different queries.
This would be otherwise difficult, since different queries may generate widely
differing relevance, e.g. in one case in range 0–1 000, in another case 0–5. To
compare them without normalisation would be misleading. Here, the fact
that the pages’ relevance values are distributed similarly for any query is
very helpful.
• Second, we need to normalise relevance to be able to compare it with seek-
ers’ evaluations (each seeker ranks both Pi and Ri pages – for more details
see the next section). This comparison ensures that we calculated relevance
correctly. Correctly calculated relevance can be used to extend the AQueRe-
BET method, e.g. by automatic SERPs browsing (the next SERPs for a set
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query) and filter out only the pages with the best relevance, order them and
offer them to a seeker.
• Third, the above-mentioned normalisation helps other researchers to com-
pare their results with ours.
4.2 Subjective Evaluation by Seekers
Eye tracker settings. The experiment was conducted in the User eXperience Re-
search Centre at the Faculty of Informatics and Information Technologies, Slovak
University of Technology in Bratislava. The Centre consists of two eye-tracking-
enabled laboratories. The data collection was performed in the laboratory for
detailed research of user experience using a Tobii TX300 eye tracker. The To-
bii TX300 is a high precision remote eye tracker with average accuracy 0.4 deg
(under ideal conditions), processing latency 1.0 to 3.3 ms, total system latency
at most 10 ms, and blink recovery time 10 to 165 ms. The eye tracker is able
to compensate for large head movements enabling unobtrusive research. Gaze
data was acquired in binocular mode at 300 Hz sampling rate. Participants took
part in the study separately. Each participant was comfortably seated at 65 cm
eye distance from the eye tracker, calibrated and verified using the live viewer.
Participants. 22 participants took part in this second evaluation. All of them
were university students, 6 females and 16 males. Each participant received
five queries with specific search intent, and subsequently evaluated (through
explicit ratings) the relevance of documents that were obtained with and without
using our method. Following that, we tested the impact of using the proposed
groupization approach on respondent’s satisfaction with documents’ relevance.
The last step of the experiments was to compare calculated documents’ relevance
produced by our system versus evaluation of the same documents’ assessed by
the respondents. We divided our participants into two equally-sized groups.
Both groups consisted of 11 participants. All of the participants queried Google
with the given intentions. Participants in the first group received results from
Google and then from AQueReBET, participants in the second group received
results from Google and then from the AQueReBET with the groupization on.
Similarly, those 22 participants were divided into 2 groups based on their IT
skills: IT-participants with higher search skills (mostly students of information
technology related study programs), and non-IT-participants with lower web
search skills. Both groups consisted of 11 participants. In the IT group 5
participants had turned on the groupization in AQueReBET and 6 off; in the
non-IT group, 6 on and 5 off.
Experiment settings. We allocated a time slot of 30–40 minutes for each of the
22 participants (seekers). The time slot includes eye tracker calibration, an ex-
planation of experiments and queries, and answering seeker’s questions. Seekers
searched answers for the queries from Table 2 during their sessions with specific
search intent with the aim to find the most relevant pages/documents for the
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particular query. Seekers were allowed to set a given search query into a search
bar of www.google.com search engine in a private window of the Google Chrome










Find more information about monks in monas-
teries and their ascetic lives.
Q2 Major Remember
(1)
What is the meaning of major in music in the





Where to buy a hockey stick?
Q4 Amnesiac
band*
Analyze (3) Retrieve information about Radiohead’s album





Analyze (3) Service records details of Australian soldiers
who fought in the Second World War.
Table 2. Queries and interests (* initial query for Q4 is intentionally wrong to find out if
AQueReBET can correct it and give the correct pages in SERP)
They first looked at the results from Google and if they were unsatisfied, they
could click on any of them and read the new page/document. They could even
amend the original query. After a few seconds, based on the data collected
from the seeker’s gaze, AQueReBET offered them its search results (suggested
additional relevant pages/documents) and they were allowed to do with it the
same as with the first one from Google. Finally, they rated both sets of re-
sults. The order of presenting the Google and the AQueReBET results cannot
be changed, since results from AQueReBET depend on results from Google,
which have to be seen first. The AQueReBET evaluations have to be done
by the same person, who saw the Google SERP first. The fixed order can, of
course, shift our results, but since both SERPs contained a mixed order of right
and wrong results, this keeps the seeker’s evaluations very closely level to the
seeker’s objectivity. In later results, we consider the seekers’ evaluations as not
shifted.
Query determination. Queries were selected based on several aspects: query am-
biguity, query complexity in context of length, cognitive complexity of intention
and its domain [2, 33], and the number of relevant documents retrieved by the
initial SERP provided by Google. Most of the participants did not have any
prior knowledge about any query subject. In a few cases, they did have some
prior knowledge but we found their prior knowledge was unrelated to the eval-
uated scenario and we asked them to ignore it to reduce the bias as much as
possible. Q4 is a special query, using which we wanted to evaluate the case with
a partly wrong initial query (“Amnesiac band” instead of “album Amnesiac” –
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see Table 2) but using the their gaze data, the system was able to correct it and
provide the relevant output.
Questionnaires (seekers’ subjective evaluations). Seekers subsequently eval-
uated through explicit ratings documents retrieved by the initial SERP (pro-
vided by Google in response to the initial query) and those retrieved by our
enhanced SERP (provided by Google in response to a query refined by AQueRe-
BET), and after that they answered a questionnaire. In this questionnaire they
filled the suggested relevance score e as a value from 0 (absolutely irrelevant)
to 10 (absolutely relevant) for each page/document (see Figure 1: subjective
evaluations – e in Results without AQueReBET and in Results from AQueRe-
BET). They also indicated an overall satisfaction rate of the suggested docu-
ments for each query. For results provided by Google in response to a query re-
fined by AQueReBET, we shall use the formulation “provided by AQueReBET.”
We wish to emphasize that the role of the Google search engine is twofold. It
was quite natural to use it as the “base” search engine upon which to build our
extension. But despite our efforts to find results of similar research that could be
used for a direct comparison, we found none and therefore have chosen Google
also as a system to compare with – of course within the limited scope of our
goals.
Data collection reliability. Eye tracking data collection can be unreliable when
used with consumer or lower precision research eye trackers, or when the exper-
imental setup is not congruent with the eye tracker’s capabilities. The size and
spacing of AOIs (areas of interest) on which the metrics are computed need to
be large enough so that the gaze points are not misattributed to a wrong AOI.
In our case, we used a very robust experimental design:
1. we used relatively large areas of interest – the whole snippets in results
page,
2. we employed simple gaze metric (total fixation duration), and also
3. we used a high precision eye tracker (Tobii TX300) that is a time proven
robust device that would be able to provide reliable measurements even on
word level, or saccadic movements which we did not analyze.
Data quality for each participant was verified by the experiment moderator.
4.3 Metrics
There are many different metrics used to measure the success or effectiveness of
information retrieval (through explicit seeker’s ratings). We choose the following as
they fit our aim (method evaluation) and they are also used by other authors, what
allows us to compare to them.
The discounted cumulative gain (DCG), was introduced by [12]. They explained
that DCG reflects the fact that “the greater the ranked position of a relevant doc-
ument, the less valuable it is for the user, because the less likely it is that the user
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will ever examine the document due to time, effort, and cumulated information from
documents already seen.” Moreover, they introduce normalised discounted cumu-
lative gain (nDCG), to be able to compare different DCG curves (e.g. those that













where ||e(Ri)|| represents a normalised satisfaction rate of a page/document Ri (ei-
ther provided by Google or by AQueReBET). Our seekers rate pages using an 11
point Likert’s scale – e(Ri) ∈ {0, 1, 2, . . . , 10}. Ratings are afterwards normalised
(divided by 10) into the interval [0, 1], where 0 means no satisfaction with the doc-
ument and relevance 1 means the maximum satisfaction with the document rele-
vance. The number k represents the number the first k results in SERP for one
set query Qj. The denominator in nDCG metrics represents the norm – the ideal













where |Q| is the number of different queries.
We also calculated mean average precision (MAP), which is similar to nDCG,
since both have a maximum equal to 1 and both decrease with each irrelevant result
in SERP. Unlike nDCG, MAP uses only binary classification (0 for irrelevant result
and 1 for relevant result) and for a set of queries is the mean of the average precision












where |Q| is the number of different queries, Prec@i(Qj) is computed as the fraction
of relevant documents within the top i results for query Qj. Since our seekers did
not use binary classification, we had to set the threshold from which the results are
relevant and the rest had to be irrelevant. During our pilot tests we noticed that
seekers used the following criteria to divide the scale in 5 parts:
• the first (values equal to 10) – exactly what was seeker looking for,
• the second (values 7, 8, 9) for relevant results,
• the middle part (values 4, 5, 6) for partly relevant results,
• the fourth (values 1, 2, 3) for irrelevant results and
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• finally the last one (values equal to 0) for totally irrelevant result.
This division is noticeable in our histograms (see Figure 3), where one of the
local maximums is usually at 7 or 8 and the other at 4 or 5. This division is similar
also to other authors (e.g. [27]). Based on other studies (including [5] we decided to
use the border value number 4, since from this value there are at least partly relevant
documents. It means if a seeker evaluated a result by e ≥ 4, we calculated with
it as with a relevant result (in binary classification precision equal to 1 = positive)
and if the evaluation e < 4, then we calculated with it as with an irrelevant result
(in binary classification precision equal to 0 = negative). Another metric used to
evaluate a query is the reformulation necessity called Rfactor. It takes into account
the number of times that a query had to be reformulated on average. It is determined






where Refor(Qi) is the number of necessary reformulations of initial query Qi until
the relevant results are achieved. If the query Qi has not been reformulated by the
seeker even once, Refor(Qi) = 0. |Q| represents the number of initial queries (in
our case, |Q| = 5).
Satisfaction with the whole result generated by the initial or a refined query
evaluated (= rated) by ith seeker is e(τint) or e(τout), respectively. It was a subjective
evaluation, where seekers used the same Likert’s scale afterwards normalised to
interval [0, 1]. This number should have been in correlation with nDCG.
4.4 Comparison of Automatic Evaluation and Evaluation by Seekers
To compare our automatic evaluation with the evaluation done by seekers, we used
standard metrics: accuracy = TP+TN
P+N
, recall = TP
TP+FN
, precision = TP
TP+FP
, and
F = 2 ∗ precision∗recall
precision+recall
, where TP or “true positive” is the number of correctly
classified relevant documents, TN or “true negative” is the number of correctly
classified irrelevant documents, P represents the number of relevant documents and
N the number of irrelevant documents, FN or “false negative” is the number of
incorrectly classified relevant documents and FP or “false positive” represents the
number of incorrectly classified irrelevant documents. In the context of a web search,
these metrics are calculated from the displayed results on SERP (mostly 8, 9 or 10
of them). To calculate these metrics, we used our calculated normalised relevance
||r|| ∈ [0, 1] and seekers’ evaluations e ∈ {0, 1, . . . , 10}. To compute these metrics
we need to convert both in binary classification. As we already explained, we set
for seekers’ evaluations the borderline number 4. For relevance ||r|| it was a bit
complicated, so we calculated the trend line between e and ||r|| from our pilot tests.
It came out that border ||r|| = 0.1 corresponds to border e = 4. It means that if
AQueReBET relevance value ||r|| < 0.1, the result is negative, if ||r|| ≥ 0.1, positive.
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Figure 3. Normalised distribution (histogram) of seekers’ ratings (how they rated results
from SERP) for query a) Q1, b) Q2, c) Q3, d) Q4, e) Q5 and f) all five queries Q1,
Q2, Q3, Q4, Q5 together. Comparison between results obtained using the Google engine
(blue columns), our AQueReBET system (red columns) and our system enhanced by
groupization – AQueReBET + G (green columns). All ratings e appear on axis x from
e = 0 – irrelevant information source, to e = 10 – exactly the information source I wanted.
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It should be noted that we do not present any correlation between ratings by
seekers and AQueReBET. When attempting to compute it, we realised that the
statistical distributions of the respective ratings are very different (cf. Table 1 and
Figure 3) and therefore it is not appropriate to calculate the correlations.
5 RESULTS OF EXPERIMENTS
In this section, we describe the results of some of our experiments. We try to compare
the achieved results with those achieved by other authors. This is not entirely
possible due to different sources of data and different outputs of the corresponding
methods. Therefore, any claim we shall make regarding superiority of any of those
approaches is of limited validity only. In particular, when results of our method are
better than results of another method, it may be due to the method itself or due to
the experiment set up and we are not able to tell which is the case.
5.1 Google as a Baseline Versus AQueReBET Evaluated by Seekers
The primary goal of the performed experiments is to falsify or endorse the hy-
pothesis that when we have the data from a seeker’s gaze, we can suggest more
relevant documents to the seeker and reduce the need for reformulation of the initial
query.
To find out, we let all the seekers rate relevance of each document (see Fig-
ure 1 subjective evaluations – e), either provided by Google, by AQueReBET or by
AQueReBET + G. At first, we compared these three response providers using the
DCG@k, nDCG@k metrics for k from 1 to 9 (Figures 4 c) and 4 d)); to show the
difference between individual queries we added also DCG@5(Qi) and nDCG@5(Qi)
(Figures 4 a) and 4 b)).
Graphs in Figures 4 a) and 4 b) show that values of measures DCG and nDCG
depend quite strongly on the type of query. Generally, however, we observe that
our answer provider AQueReBET gives better results as the baseline (Google). In
some cases, groupization is able to yield further, albeit slight improvement. Graphs
in Figures 4 c) and 4 d) show how values of DCG and nDCG change with an increas-
ing k. We note that the DCG measure in Figure 4 c) is somewhat harder to read
due to the fact that the ideal maximum value changes with k. The nDCG measure
of the baseline gives the smallest value for k = 1. This is caused by the ambigu-
ity of queries, which are too short. In case of AQueReBET, all queries have been
refined, so there is not such a steep increase of values from k = 1 to k = 2. Both
AQueReBET curves show statistically significant improvement over the baseline for
every k (p < 0.05, Wilcoxon signed-rank test). For example, for k = 5 we have
a significant improvement from 38 %±17 % (Google) to 74 %±13 % (AQueReBET)
alternatively 78 %± 14 % (AQueReBET + G) representing a rise by 36 alternatively
40 percentage points as well as 1.9 alternatively 2.1 times increase.
When comparing nDCG@5 of SERPs provided by AQueReBET and AQueRe-
BET + G for the whole dataset, groupization improved it by only approximately
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Figure 4. a) DCG@5 for individual queries, b) nDCG@5 for individual queries, c) DCG@k
for all five queries and d) nDCG@k for all five queries averages with standard deviations
when Google, AQueReBET, AQueReBET + G is used
4 percentage points. However, the difference is not a statistically significant im-
provement (Mann-Whitney Test for Two Independent Samples, with α = 0.05,
two tailed, p-value = 0.11 did not refute the hypotheses about the same means).
This means that most of the times the refined query (and consequently its SERP)
was already good enough without using groupization. In such circumstances, the
groupization cannot bring tangible improvements. We hypothesize that this value
should increase more significantly by enlarging the groupization database over
time.
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The difference in the individual averages of DCG@5 and nDCG@5 (see Fig-
ures 4 a) and 4 b)) shows that the results for individual queries are diverse and thus
should be evaluated separately, too. Their diversity is also visible in Figures 3 a),
3 b), 3 c), 3 d) and 3 e), minor differences between the number of ratings are due to
the exclusion of invalid results, e.g. lack of rates, and so on. Nevertheless, we found
that AQueReBET, by enriching the web search by data collected from seekers’ gaze,
improves the relevance of documents retrieved significantly (p < 0.05) except the
results for Q4.
Let us discuss all the queries one by one: The reason for such considerable
DCG@5 and nDCG@5 improvement for Q1 and Q2 dwells probably in their ambi-
guity. These queries have more than one interpretation and therefore Google itself
was not able to provide SERP with pages, which fit to the meaning the seeker had
in mind (see the highest first column for Google in Figures 3 a) and 3 b)). Similarly,
there is significant improvement for Q3 and Q5 because it is hard to guess from
the set keywords what the user’s exact intention is. Q5 is definitely the most com-
plex query, therefore it is interesting how the averaged nDCG@5(Q5) increased from
36 % ± 16 % to 76 % ± 13 % (for more details see Figure 3 e), Figure 4 b)). Q4 did
not pass the border value α = 0.05 probably because of the low number of pairs
in a sample and also the specific type of query – it is the one with intentionally
partly wrong input. Its averaged nDCG@5(Q4) of the initial SERP (provided by
Google) is 53 %±10 % (sample1) respectively 51 %±9 % (sample3), what seems high
for a partly incorrect query, but AQueReBET provided SERP with an even higher
60 % ± 11 % (statistically insignificant increase, p = 0.11) and 71 % ± 19 % (when
groupization involved, statistically significant increase, p < 0.05, see Figure 4 a), for
more details see Figure 3 d)).
When interpreting these results, one should keep in mind three facts:
• The Google result page for the same query may slightly vary, since the experi-
ment was performed over several days.
• When different seekers input the same initial query to Google, it may lead to
different refined queries for AQueReBET, since individual seekers’ gaze patterns
can lead to different tables (with words and their importance) for each seeker.
Because of the same reason the suggested pages and documents on the AQueRe-
BET result page vary for different seekers and even if there are some the same,
they have different relevance.
• Two different seekers rate the same SERP slightly differently (subjective evalu-
ation). This is obviously more likely in the case of a greater number of seekers.
Thus the maximal achievable nDCG (or any other metrics) for any query shall
most likely not be 100 %. We assume the maximal achievable nDCG is in the
top decile.
It would be beneficial, if not compulsory, to compare our results with some
representative works of others who have dealt with a similar problem. For our
work, it is instructive to make a comparison, e.g. with the influential work of [5]. It
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should be noted, however, that there were differences in experiments. Contrary to
ours, their users browsed whole documents (our users read snippets only). Also, the
users’ tasks were different.
Since Buscher et al. [5] evaluated the DCG metric based on values from the
set of ratings {0, 1, 2, 3} whereas we used the set {0, 0.1, 0.2, . . . , 1} it was neces-
sary to perform a normalisation. Thus we at first normalised their DCG values to
nDCG (see Figure 5 a)) to be able to compare it with our results. In Figure 5 b)
one can see that values for respective baseline cases both stay within the 20–40 %
interval. However, there is a difference with respect to k: while theirs decreases,
ours increases. We assume that tendency of the nDCG@k measure depends on the
kind and ambiguity of the given query. In the case of our baseline, queries were
mostly ambiguous. As far as the problem itself is concerned, from some abstract
view it is possible to treat both classes of problems, i.e. the one in [5] and ours as
essentially comparable. This could be claimed while noting that they actually were
solving a slightly different problem with a different data set. They also processed
data from the eye tracker in a slightly different way. Still, an elementary compar-
ison is possible. They achieved (for k = 5) a 1.37 fold improvement, we achieved
a 2.06 fold improvement. Their maximum value of nDCG@k is 40.8 % (for k = 7),
whereas ours is 79.5 % (for k = 2). This is, even respecting the 13.7 % standard
deviation, considerably better. [6] performed a very similar experiment achieving
DCG@10 = 9.15 which corresponds to nDCG@10 = 29.2 % for a read length of 150
characters. Snippets are about 150 characters long. Our result of nDCG@9 = 70 %



















































































Figure 5. a) nDCG@k for all variants (calculated from their DCG@k [5] and b) nDCG@k
comparison of [5] base line with their best results and our base line with our best results
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where rank i is the rank position of the first relevant document for the i
th query and
Q is the set of evaluated queries) attaining values 0.80 and 0.86, compared with
0.79 MRR value for Buscher et al. [5]. In our method, MRR metric for relevant
results (seeker’s evaluation value 7 or higher) is 0.87 for AQueReBET and 0.91 for
AQueReBET + G.
Umemoto et al. [31] is another related work which used nDCG to evaluate their
results. They achieved 81.6 % and our best value of nDCG@2 = 79.5± 20.3 %. The
difference is probably not statistically significant. The main difference in evaluation
is that they considered up to 15 terms, whereas we considered 4 words and their
rating scale had 3 degrees, but our had 11 degrees. On the other hand, we received
a better MAP metric (more details see below).
We also evaluate Prec@k and MAP@k metrics for k from 1 to 9 (Figures 6 c)
and 6 d)); to show the difference between individual queries we added also
Prec@5(Qi) and MAP@5(Qi) (Figures 6 a) and 6 b)). In Figures 6 a) and 6 b) one can
see that both Prec and MAP measures depend, similarly to Figure 4, on the type of
query. The effect of groupization is also similar, i.e. sometimes it may improve, but
sometimes it may worsen the results of the AQueReBET. In Figures 6 c) and 6 d),
the curve for the baseline case initially exhibits a similar steep increase for similar
reasons as before (cf. our comments to Figure 4). All in all, however, all curves in
Figure 6 look better in the sense they are closer to 100 %. This is caused by the
binary evaluation scale of these metrics. A binary evaluation tends to supress small
differences that can be observed in DCG and nDCG metrics (we used an evaluation
with 11 different values there). As a consequence, differences between results with
and without a groupization are almost invisible and look almost identical. But here,
too, one can see that both AQueReBET curves show statistically significant improve-
ment over the baseline for every k (p < 0.05). For example, for Prec@5 we have
an improvement from 50 %± 27 % (Google) to 91 %± 14 % (AQueReBET) alterna-
tively 95 %±10 % (AQueReBET+G), which represents a 1.8 alternatively 1.9 times
increase. For for MAP@5 we have an improvement from 44 % ± 28 % (Google) to
93 % ± 15 % (AQueReBET and the same for AQueReBET + G), which represents
an increase of 2.12 times. When comparing AQueReBET and AQueReBET + G,
it is obvious, the difference is statistically insignificant. The results for individual
queries (see Figures 6 a) and 6 b)) resemble the results for nDCG, which were already
discussed.
In an attempt somehow to compare our results with those of [5], we note that
their absolute MAP for baseline is 46.6 % (depending on the used variant from
29.7 % to 54.3 %) and absolute MAP of their method is 55.9 % (depending on the
used variant from 39.3 % to 66.7 %), which represents an increase of 1.20 times.
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Figure 6. a) Prec@5 for individual queries, b) MAP@5 for individual queries, c) Prec@k
for all five queries and d) MAP@k for all five queries averages with standard deviations
when Google, AQueReBET, AQueReBET + G is used
Since our and their baseline results are very close, we consider our results consid-
erably better, whether absolute improvement (our 93 % vs. their 55.9 %) or rela-
tive improvement (our 2.12 times vs. their 1.20 times increase). [6] experimented
in a very similar way achieving MAP@10 = 73.6 % for read length of 150 char-
acters. Snippets are about 150 characters long. Our result of 93 % makes us
1.26 times better. [31] achieved up to MAP = 65.2 % and our best value of
MAP@1 = 94.5± 22.9 %. However, these results have been achieved under slightly
different conditions so they can serve for a rough comparison only. The main dif-
ference in evaluation is that they considered up to 15 terms whereas we considered
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4 words and their binary mapping of user evaluations uses a different threshold than
does ours.
Rfactor Satisfaction Time [s]
avg stdev avg stdev avg stdev
AQueReBET 25.5 % 9.3 % 76.0 % 4.9 % 66.1 32.6
AQueReBET + G 21.8 % 10.8 % 80.2 % 6.3 % 47.1 13.6
Table 3. Averages and standard deviations of selected metrics for AQueReBET and
AQueReBET + G for all five queries together
In Table 3 Rfactor, Satisfaction and time metrics are shown. These are not
evaluated for Google, but we can see, that in all of them the AQueReBET + G gives
slightly better results than AQueReBET: Rfactor is 3.7 percentage points better,
overall satisfaction 4.2 percentage points better and Time 18.7 s shorter.
The AQueReBET average time of presenting the suggested documents was 66.1
(47.6 seconds for AQueReBET + G). Zhu and Mishne [35] presented that the av-
erage time for choosing a document as relevant in a web search is approximately
46.15 seconds. That is, provided that the eye tracker calibration is completed, our
solution needs only approximately 20 s respectively 1.5 seconds more to show sug-
gested documents. But this strongly depends on calibration, internet connection
and seekers’ search stereotypes.
5.2 Accuracy of Automatic Evaluation
The power of the AQueReBET system lies not only in the detection of gazed snip-
pets but also in the system’s ability to correctly anticipate the seekers’ ratings. To
evaluate the correctness of the system’s calculations we used standard relevance mea-
sures – F-measure, precision, recall and accuracy. We calculated them by comparing
the seeker’s evaluation (rating) e and our system’s calculated normalised relevance
||r|| (see Figure 1 for subjective and objective evaluations).
We should like to note that the former three metrics give higher values with
an increasing share of true positives. It is therefore to be expected that results
from Google achieve lower values than those acquired by applying our method. On
the other hand, the latter accuracy metric reflects only the volume of correctly
identified results; it increases with the increasing sum of true positives and true
negatives. Provided our automatic evaluation is correct, accuracy shall be the same
regardless of the search engine used. This is the reason why, in this part, we present
the combined results of all three methods. However, also partial results according to
the input query and the combined results for all five queries are included there. We
should also note that the achievable maximum for all four metrics can practically
never be 100 %, since seekers can differ in their subjective ratings.
Averages with standard deviations of all four relevance metrics for individual
queries using different search engines can be found in column graphs in Figure 7.
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Figure 7. a) F-measure, b) precision, c) recall and d) accuracy averages with standard
deviations for queries Q1, Q2, Q3, Q4 and Q5 when Google, AQueReBET, AQueReBET+
G is used
When comparing these measures between the individual queries (see Figures 7 a),
7 b), 7 c) and 7 d), we can see that it is not generally the case that the AQueReBET
has better averages than Google, or that with groupization it is mostly better.
The small difference made by groupization has the same reason as with nDCG –
most of the times the refined query (and consequently its SERP) was already good
enough without using groupization. When calculated, the statistical significance of
differences in averages between Google, AQueReBET and AQueReBET + G, many
of them were not significant (F-measure for Q1 and Q4, precision for Q1, Q2 and
Q4, recall for Q2, Q3, Q4 and accuracy for Q2 and Q4, same for AQueReBET and
AQueReBET + G). It was probably caused by the low number of samples (only 10
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or 11 for individual queries, which is not enough for such wide standard deviations
and such close averages).
When taking all queries together, F-measure and precision gave us a signifi-
cant difference (p < 0.05) between Google and AQueReBET either with or without
groupization. E.g. for F-measure, there was improvement from 71 %±17 % (Google)
to 84 % ± 10 % (AQueReBET) and from 78 % ± 15 % (Google) to 85 % ± 11 %
(AQueReBET + G), which is 13 respectively 7 percentage points improvement.
As expected, values for accuracy are nearly the same: 71 % ± 17 % (Google Sam-
ple1), 77 %± 16 % (Google Sample3), 75 %± 12 % (AQueReBET) and 78 %± 11 %
(AQueReBET + G) – the Wilcoxon test approved that the differences between av-
erages are not significant.
Another point of view gives us results calculated without the search engine dif-
ferentiation. Values for all search engines together, for individual queries as well as
for all of them, are in Table 4 (calculated directly from TP , TN , FP , FN counts).
The differences between individual queries showed that the queries could give us
slightly different results. When summing up all queries together, F-measure, preci-
sion, recall and accuracy are in all cases greater than 75 % (see Table 4, grey row),
what we consider to be the good quality of our automatic evaluator.
Rating TP TN FP FN F-Measure Precision Recall Accuracy
Q1 431 206 140 35 50 82.9 % 85.5 % 80.5 % 80.3 %
Q2 407 220 103 22 62 84.0 % 90.9 % 78.0 % 79.4 %
Q3 391 241 24 67 59 79.3 % 78.2 % 80.3 % 67.8 %
Q4 435 262 67 36 70 83.2 % 87.9 % 78.9 % 75.6 %
Q5 407 227 78 36 66 81.7 % 86.3 % 77.5 % 74.9 %∑
2 017 1 156 412 196 307 82.1 % 85.5 % 79.0 % 75.7 %
Table 4. Number of seekers’ ratings, number of true positive, true negative, false positive
and false negative identifications of our relevancy evaluator, calculated metrics (recall,
precision, accuracy and F-measure) for all five queries together and separately as well (not
differentiating a type of used search engine)
5.3 Comparison of IT and NonIT Seekers
In the last experiment we compared the results for IT and nonIT seekers’ groups.
Figure 8 depicts the comparison of nDCG obtained by Google, AQueReBET and
AQueReBET + G. As an interesting fact, it appears that groupization significantly
improves relevance of documents/pages mainly for the nonIT group (see Figure 8
queries Q1, Q2, Q3 and partly Q4). The results indicate that groupization is help-
ful especially for seekers who have lower web searching skills. It seems that it is
precisely the type of skills that are conveyed to those seekers by the groupization.
We also hypothesize that groupization is most effective especially in cases when in-
tentions behind queries are similar across the group. The statistical significance of
the difference between IT and nonIT groups was not evaluated since the groups had
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Figure 8. IT and nonIT comparison of nDCG metric for results provided by Google,
AQueReBET and AQueReBET + G
We are aware of the desirability of comparison with related works. Since there
are only a few works in this area and there is no common adopted methodology or
dataset, it is not possible to compare directly different approaches and their results.
We hope, that we have fulfilled the need for comparison at least partially by adopting
Google as a baseline (which is and will be available to any other researcher in the
future).
6 CONCLUSIONS
In this paper we described a new method called AQueReBET – automatic query
refinement based on eye-tracking. This method provides web seekers during their
web search (using their implicit feedback) with more relevant documents. We chose
the way of extracting possible new words from the snippets in the page of SERP,
where each word-level importance is calculated based on the term frequency, term
uniquness (tf-idf) and total fixation duration within the snippets. We evaluated
the proposed approach in a study with 22 participants. The results support our
hypothesis that the information obtained from the analysis of the seeker’s gaze can
improve the relevance of the pages/documents provided to the seeker. On average,
our solution improved nDCG@5 of web searches from 38 % to 74 % alternatively
78 %, representing a rise by 36 alternatively 40 percentage points as well as a 1.9
alternatively 2.1 times increase. We managed to reduce the query reformulation rate
to approximately 23.6 % on average. The most notable improvement was obtained
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for the most ambiguous query Q1. Considering several related works on gaze-based
feedback, improvement has also been reported by other authors [5, 8, 3, 31].
When making a quantitative comparison with [5], they achieved (for k = 5 and
similar baseline) a 1.37-fold improvement. Their maximum value of nDCG@k is
40.8 %, whereas ours is 79.5 %. This is, even respecting the 13.7 % standard devia-
tion, considerably better. They used also MAP metrics (mean average precision).
We have an improvement from MAP@5 = 44 % to 93 %, representing a rise of
49 percentage points as well as 2.12 times increase. They improved their absolute
MAP from 46.6 % to 55.9 % representing a rise of 9.3 percentage points as well as
1.20 times increase. Since our and their baseline results are very close, we consider
our results considerably better. However, it should be noted that the datasets were
not the same, and nor were the experiment setting and methodology.
Buscher et al. [6] performed a very similar experiment. We consider their
results only regarding a read length of 150 characters because our snippets are
cca 150 characters long. They achieved DCG@10 = 9.15 which corresponds to
nDCG@10 = 29.2 %. Our result is nDCG@9 = 70 % which is 2.4 times better.
They achieved MAP@10 = 73.6 %, our result of 93 % makes us 1.26 times better.
Umemoto et al. [31] also used similar metrics, in particular nDCG and MAP to
evaluate their results. They achieved nDCG = 81.6 %, our best value of nDCG@2 =
79.5 %. The difference is probably not statistically significant. They achieved
MAP = 65.2 % and we achieved 94.5 %, what is 1.45 times better. However these
results have been achieved under slightly different conditions so they can serve for
a rough comparison only. The main difference in evaluation is that they considered
up to 15 terms whereas we considered 4 words and their rating scale had 3 de-
grees whereas ours 11, and their binary mapping of user evaluations uses a different
threshold than does ours.
Eickhoff et al. [8] used MRR metric attaining values 0.80 and 0.86, compared
with 0.79 MRR value for Buscher et al. [5]. In our method, MRR metric for relevant
results (seeker’s evaluation value 7 or higher) is 0.87 for AQueReBET and 0.91 for
AQueReBET + G.
In the experiments, we also studied the effect of groupization. The groupization
improved the nDCG@5 on average by 4 percentage points, although the improve-
ment was not significant. In general, however, we see for this approach a potential
for improvement. E.g. bearing in mind the quick response of our system, our cal-
culations worked only with the first 10 Google results. If we would take more of
them, the nDCG would be even higher. One of the challenges is that it would some-
times benefit from an ability to choose proper query words based on their meaning
(semantics).
The other important result of our research, besides the above mentioned method,
is also the automatic objective evaluator, which allows us to order the results in
SERP and get such high results in nDCG, MAP and MRR. We determined its
accuracy and obtained 75 %. We consider it high, keeping in mind that seekers’
subjective evaluations differ a little bit and thus 100 % accuracy is not achiev-
able.
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Results of our comparison of IT vs nonIT groups suggest that groupization is
helpful especially for seekers that have lower web searching skills. However, this
requires further research with more participants and more queries.
It should be observed that our approach works when at least one of the results in
SERP corresponds to a user’s intention. In the opposite case, i.e., when all results
do correspond, there is no need to apply our method. We identify these to be
limitations of our work.
Future work and possible improvements lie in creating an ontology with which
we could extract appropriate words in a better way. Some use Wikipedia as a source
of semantics [9]. Using semantic links between words we would be able to remove
unrelated words from the table, resulting in more accurate suggestions. Enhancing
semantic approach by sentiment could provide possibly even better results [1].
Another direction of future work may be to add a fourth assumption (and incor-
porate it into our Equation (3)): The higher the importance of a word, the better
position it has within the snippet – e.g. the closer to a queried word, the higher the
importance.
A different possible line of research of utilization of eye tracking feedback could
be inspired by recent progress in the related research on utilization of cursor move-
ment data [18], where frequent subsequences called motifs are automatically discov-
ered to be used to improve result relevance estimation and re-ranking.
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