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Аннотация.
Пусть Ω = AN – пространство правосторонних бесконечных последовательностей символов из
алфавита A = {0, 1}, N = {1, 2, . . . },
ρ(x,y) =
∞∑
k=1
|xk − yk|2−k
– метрика на Ω и µ – вероятностная мера на Ω. Пусть ξ0, ξ1, . . . , ξn – независимые случайные точки
на Ω, распределенные по мере µ. Будем изучать оценку η(k)n (γ) величины обратной к энтропии 1/h,
которая определяется следующим образом:
η(k)n (γ) = k
(
r(k)n (γ)− r(k+1)n (γ)
)
,
где
r(k)n (γ) =
1
n+ 1
n∑
j=0
γ
(
min
i:i 6=j
(k)ρ(ξi, ξj)
)
,
min(k){X1, . . . , XN} = Xk, if X1 ≤ X2 ≤ · · · ≤ XN . Число k и функция γ(t) – вспомогательные
параметры. Основной результат работы:
Теорема. Пусть µ – мера Бернулли с вероятностями p0, p1 > 0, p0 + p1 = 1, p0 = p21, тогда
существует функция γ(t) такая, что
Eη(k)n (γ) =
1
h
.
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В работе [5] предложена непараметрическая оценка энтропии, которая зависит
от семейства метрик. В [8] эта оценка модифицирована так, что она зависит от
конкретной метрики и некоторой функции γ(t). Эта модификация более удобна для
анализа, поэтому именно она и будет рассматриваться в настоящей работе.
Основным показателем качества оценки является ее точность, которая скла-
дывается из несмещенности и дисперсии оценки. Нахождение порядка убывания
дисперсии оценки является более простой задачей. Почти оптимальный порядок
убывания дисперсии доказан в [6]. Нахождение математического ожидания оцен-
ки в общем случае является очень трудной задачей, найти решение которой, по-
видимому, невозможно. Поэтому находить ее будем для мер Бернулли. Для мер
Бернулли асимтотическая несмещенность доказана для почти всех значений пара-
метров и конкретной функции γ(t) [9]. Для бинарных мер Бернулли с параметрами
p0, p1 (p0 + p1 = 1) исключительные случаи, в которых асимптотическая сходимость
не доказана, описываются как
log p0
log p1
− рационально.
Отсутствие сходимости в исключительных случаях является принципиальной
трудностью, поскольку при простейшем выборе метрики и функции γ(t) (оценка
Грассбергера [3]) в случае p0 = p1 = 1/2 показано [7], что оценка является смещен-
ной, хотя смещение очень мало (порядка 10−6). В [5] показано, что при метрике,
заданной в (1), и функции γ(t) = − log2 t в случае p0 = p1 = 1/2 оценка будет
несмещенной.
В настоящей работе будет показано, что и для следующего исключительного
случая
log p0
log p1
= 2
для метрики, заданной в (1), можно найти такую функцию γ(t), для которой оценка
энтропии будет несмещенной.
Таким образом, предложенный в [5, 8] метод адаптивного оценивания энтропии
(предварительное нахождение вспомогательной функции) работает и в исключи-
тельных случаях.
1. Непараметрическая оценка энтропии
Обозначим через Ω = AN пространство правосторонних бесконечных последова-
тельностей символов из конечного алфавита A = {0, 1}.
Пусть даны ξ0, ξ1, . . . , ξn – независимые случайные точки в Ω, одинаково рас-
пределенные по вероятностной мере µ.
Зададим метрику ρ на Ω, положив
ρ(x,y) =
∞∑
i=1
|xi − yi|2−i. (1)
Пусть заданы:
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1. k – вспомогательный параметр, который k будем считать небольшим и фик-
сированным. Этот параметр служит для контроля применимости (оценки, по-
лученные для различных значений k, являются оценками одной и той же ве-
личины);
2. γ(t) – функция, определенная на полуинтервале (0, 1].
Оценка η(k)n (γ) величины обратной к энтропии 1/h определяется следующим об-
разом:
η(k)n (γ) = k
(
r(k)n (γ)− r(k+1)n (γ)
)
, (2)
где
r(k)n (γ) =
1
n+ 1
n∑
j=0
γ
(
min
i:i 6=j
(k)ρ(ξi, ξj)
)
, (3)
и min(k){X1, . . . , XN} = Xk, если X1 ≤ X2 ≤ · · · ≤ XN .
Подчеркнем, что логарифм в определении энтропии выбирается натуральным
(в этом случае в формуле (3) нет дополнительных множителей).
Ясно, что оценка линейно зависит от функции γ(t).
Покажем, что ранее рассмотренные оценки укладываются в приведенную схему.
Возьмем функцию
γ0(2
−k1 + 2−k2 + 2−k3 + . . . ) = k1, 0 < k1 < k2 < k3 < . . . (4)
В этом случае статистика r(1)n (γ0) совпадает со статистикой в оценке Грассберге-
ра [3]).
Отметим, что
ρ0(x,y) =
1
γ0(ρ(x,y))
– метрика, основанная на первом несовпадении.
В [6] показано,
Er(k)n (γ0) =
Hn −Hk−1
h
+O(1),
где через
Hn =
n∑
m=1
1
m
(5)
обозначаются гармонические числа.
Для дисперсии статистики r(k)n (γ0) в [6] показано, что Var r
(k)
n (γ0) = O(n−1 lnn).
В работе [5] аналогичные оценки доказаны для произвольной монотонной функ-
ции γ(t), имеющей порядок log2 t.
Смещение оценки η(k)n (γ0) изучено в [9], где доказана асимптотическая несме-
щенность, если логарифмы некоторых вероятностей рационально не соизмеримы.
Для меры Бернулли с вероятностями p0, p1, . . . , pm асимптотическая несмещенность
выполняется, если log p0, log p1, . . . , log pm рационально не соизмеримы.
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2. Построение несмещенной оценки в случае p0 = p21
Теорема 1. Пусть µ – мера Бернулли с параметрами p0 = q2, p1 = q, тогда
существует такая функция γ(t), что
Eη(k)n (γ) =
1
h
.
Доказательство. В [10] показано, что
Er(k)n (γ) = n
(
n− 1
k − 1
)∫ 1
0
χ(t)tk−1(1− t)n−k dt, (6)
где
χ(t) =
∫
Ω
γ(ν(t, ω)) dµ(ω), (7)
а r = ν(t, ω) – обратная функция к мере шара B(r, ω) радиуса r с центром в точке
ω
Для доказательства теоремы достаточно показать, что существует такая функ-
ция γ(t), что
χ(t) = − ln t
h
. (8)
Действительно, подставляя (8) в (7), (6) и применяя формулу [2, 4.253.1], получим
Er(k)n (γ) =
Hn −Hk−1
h
,
где Hn – гармонические числа (5).
Следовательно,
Eη(k)n (γ) =
1
h
.
Для нахождения решения уравнения (8) введем вспомогательные функции
χn,j(t) =
∫
Ω
γ(j2−n + 2−nν(t, ω)) dµ(ω), 0 ≤ j < 2n, n = 0, 1, 2, . . . (9)
и будем считать, что χ0,0(t) = χ(t).
Для метрики (1) и меры Бернулли с параметрами p0 = q2, p1 = q функция
r = ν(t, ω) удовлетворяет рекуррентному уравнению
ν(t, 0ω) =

1
2
ν
(
t
q2
, ω
)
, 0 ≤ t ≤ q2;
1
2
+ 1
2
ν
(
t−q2
q
, ω
)
q2 ≤ t ≤ 1;
ν(t, 1ω) =

1
2
ν
(
t
q
, ω
)
, 0 ≤ t ≤ q;
1
2
+ 1
2
ν
(
t−q
q2
, ω
)
q ≤ t ≤ 1.
(10)
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Подставляя (10) в (9), получим
χn,j(t) =

q2χn+1,2j
(
t
q2
)
+ qχn+1,2j
(
t
q
)
, 0 ≤ t ≤ q2;
q2χn+1,2j+1
(
t− q2
q
)
+ qχn+1,2j
(
t
q
)
, q2 ≤ t ≤ q;
q2χn+1,2j+1
(
t− q2
q
)
+ qχn+1,2j+1
(
t− q
q2
)
, q ≤ t ≤ 1.
(11)
Найдем функцию χn+1,2j+1(t) через χn,j(t).
Лемма 1. Пусть для некоторого a, 0 < a < 1, функция χn+1,2j+1(t) ограничена при
t > a, тогда
χn+1,2j+1(t) =
∞∑
k=0
(−1)kqk−1χn,j
(
1− qk+2(1− t)) , 0 ≤ t ≤ 1. (12)
Доказательство. Положим
χn,j(t) = χn,j(1− t),
тогда третье уравнение в (11) можно переписать как
χn,j(t) = q
2χn+1,2j+1
(
t
q
)
+ qχn+1,2j+1
(
t
q2
)
, 0 ≤ t ≤ q2.
Сделав замену переменной, перепишем это уравнение в следующем виде:
χn+1,2j+1(t) = q
−1χn,j(q
2t)− qχn+1,2j+1(qt), 0 ≤ t ≤ 1. (13)
Покажем, что ∀m ≥ 1 справедливо равенство
χn+1,2j+1(t) = (−1)mqmχn+1,2j+1(qmt) +
m−1∑
k=0
(−1)kqk−1χn,j(qk+2t), 0 ≤ t ≤ 1. (14)
Проведем индукцию по m. При m = 1 равенство (14) совпадает с (13).
Предположим, что (14) справедливо при заданном m и покажем, что оно спра-
ведливо и для m+ 1.
Подставляя (13) в первое слагаемое (14), получим
χn+1,2j+1(t) = (−1)mqm−1χn,j(qm+2t)− (−1)mqm+1χn+1,2j+1(qm+1t)
+
m−1∑
k=0
(−1)kqk−1χn,j(qk+2t) =
= (−1)m+1qm+1χn+1,2j+1(qm+1t) +
m∑
k=0
(−1)kqk−1χn,j(qk+2t).
По условию леммы функция χn+1,2j+1(t) ограничена при t < 1−a, тогда при m→∞
получаем (12).
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При известной функции χn+1,2j+1(t) нахождение функции χn+1,2j(t) легко прово-
дится по формулам (9), которые перепишем в следующем виде:
χn+1,2j(t) = q
−1χn,j(qt)− qχn+1,2j+1(t− q), q ≤ t ≤ 1;
χn+1,2j(t) = q
−1χn,j(qt)− qχn+1,2j( tq ), 0 ≤ t ≤ q.
(15)
Покажем, что функция χn+1,2j+1(t) является аналитической, функция χn+1,2j(t)
– кусочно-аналитической.
Обозначим через χ(m)n,j (t) аналитическую функцию, которая совпадает с χn,j(t) на
интервале (qm+1 < t < qm), m = 0, 1, 2, . . . . Отметим, что χ(m)n+1,2j+1(t) = χn+1,2j+1(t).
В этих обозначениях формулы (12), (15) переписываются в следующем виде:
χn+1,2j+1(t) =
∑∞
k=0(−1)kqk−1χ(0)n,j
(
1− qk+2(1− t)) , 0 ≤ t ≤ 1;
χ
(0)
n+1,2j(t) = q
−1χ(1)n,j(qt)− qχn+1,2j+1(t− q), q ≤ t ≤ 1;
χ
(m)
n+1,2j(t) = q
−1χ(m+1)n,j (qt)− qχ(m−1)n+1,2j( tq ), qm+1 ≤ t ≤ qm, m ≥ 1.
(16)
Лемма 2. Пусть функция χ0,0(t) аналитична на интервале (0, 2), тогда функция
χn+1,2j+1(t) аналитична на интервале (0, 2q−1), функция χ
(m)
n+1,2j(t) аналитична на
интервале (0, 2qm−1), j = 0, 1, . . . 2n − 1, n = 0, 1, . . . , m = 0, 1, . . .
Доказательство. Проведем индукцию по n. По условию и предположению индук-
ции функция χ(0)n,j(t) аналитична на (0, 2).
Отсюда и из первого уравнения (16) следует, что χn+1,2j+1(t) аналитична на ин-
тервале |1− t| < q−2 = 2 + q и, следовательно, на интервале (0, 2q−1).
По условию и предположению индукции функция χ(1)n,j(t) аналитична на (0, 2).
Следовательно, функция χ(1)n,j(qt) аналитична на (0, 2q−1). Функция χn+1,2j+1(t − q)
аналитична на интервале |1 + q − t| < 2 + q. Отсюда и из второго уравнения (16)
следует, что χ(0)n+1,2j(t) аналитична на интервале (0, 2q−1).
По условию и предположению индукции функция χ(m+1)n,j (t) аналитична на
(0, 2qm−1). По доказанному функция χ(m−1)n+1,2j(
t
q
) аналитична на интервале (0, 2qm−1).
Отсюда и из третьего уравнения (16) следует, что χ(m)n+1,2j(t) аналитична на интервале
(0, 2qm−1).
Непрерывную функцию f(t), которая на каждом интервале (qm+1 < t < qm),m =
0, 1, 2, . . . , является многочленом степени k, будем называть квазимногочленом
степени k.
Следствие 1. Пусть функция χn,j(t) – квазимногочлен степени k, тогда χn+1,2j+1(t)
– многочлен степени k, χn+1,2j(t) – квазимногочлен степени k.
Лемма 3. Существует функция γ(t), для которой χ(t) = 1− t, т.е.
1− t =
∫
Ω
γ(ν(t, ω)) dµ(ω).
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Более того, существуют такие константы an,
∑∞
k=1 ak = 1, что
γ(2−n + 2−nt) = anγ(t) +
n−1∑
k=1
ak, n = 1, 2, . . . (17)
Эти константы задаются через производящую функцию a(x) =
∑∞
k=1 akx
k−1 по
формуле
a(x+ x2) =
q
(1− x)(1 + q2 + q2x) . (18)
Доказательство. Индукцией по n покажем, что можно выбрать числа a1, a2, . . .
так, что
χ(t) = 1− t, qn+1 ≤ t ≤ qn.
При n = 0 из (17) имеем
χ1,1(t) = a1χ(t).
Из (18) имеем
a1 =
q
1 + q2
Поэтому третье уравнение в (11) при n = j = 1 переписывается в следующем виде:
χ(t) =
q3
1 + q2
χ
(
t− q2
q
)
+
q2
1 + q2
χ
(
t− q
q2
)
. (19)
Поскольку отображения S0(t) = q2 + qt, S1(t) = q + q2t являются сжатиями, то по
известной теореме Хатчинсона [4] это уравнение с условием нормировки χ(0) = 1
имеет единственное решение. Нетрудно проверить, что
χ(t) = 1− t
является решением уравнения (19).
Итак, из третьего уравнения (11) имеем
χ(t) = 1− t, q ≤ t ≤ 1.
Введем обозначения. Положим χ0,0(t) = 1− t, тогда из уравнений (16) находятся
функции χ(m)n,j (t). По следствию 1 имеем, что из того, что χ0,0(t) = 1− t, следует, что
функции χ(m)n,j (t) являются линейными, поэтому положим
χ
(m)
n,j (t) = B
(m)
n,j − A(m)n,j t. (20)
Подставляя в первое уравнение (16), получим
An+1,2j+1 =
q
1+q2
A
(0)
n,j,
Bn+1,2j+1 = B
(0)
n,j − 1−q+q
2
1+q2
A
(0)
n,j.
(21)
Подставляя во второе уравнение (16), получим
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A
(0)
n+1,2j = A
(1)
n,j − qAn+1,2j+1,
B
(0)
n+1,2j = q
−1B(1)n,j − qBn+1,2j+1 − q2An+1,2j+1.
(22)
Подставляя в третье уравнение (16), получим
A
(m)
n+1,2j = A
(m+1)
n,j − A(m−1)n+1,2j,
B
(m)
n+1,2j = q
−1B(m+1)n,j − qB(m−1)n+1,2j.
(23)
Найдем величины A(m)n,0 . Через
α(x, y) =
∞∑
n=0
∞∑
m=0
A
(m)
n,0 x
myn (24)
обозначим производящую функцию этих величин.
Умножая уравнения (22)– (23) на xm+1yn+1 и суммируя, получим
∞∑
n=0
∞∑
m=0
A
(m)
n+1,0x
m+1yn+1 =
= xα(x, y)− xα(x, 0) =
=
∞∑
n=0
∞∑
m=0
A
(m+1)
n+1,0 x
m+1yn+1 −
∞∑
n=0
∞∑
m=1
A
(m−1)
n+1,0 x
m+1yn+1 − q
2
1 + q2
∞∑
n=0
A
(0)
n,0x
1yn+1 =
= yα(x, y)− yα(0, y)− x2α(x, y) + x2α(x, 0)− q
2
1 + q2
xyα(0, y).
Подставляя α(x, 0) = 1
1−x , получим
(y − x− x2)α(x, y) =
(
y +
q2
1 + q2
xy
)
α(0, y)− x+ x
2
1− x . (25)
Поскольку функция α(x, y) аналитична в области |x| < 1, |y| < 1, то на кривой
y = x+ x2 правая и левая части уравнения (25) обращаются в 0. Поэтому
α(0, x+ x2) =
1 + q2
(1− x)(1 + q2 + q2x) . (26)
Следовательно, для производящей функции a(x) справедливо уравнение (18).
Найдем величины B(m)n,0 . Через
β(x, y) =
∞∑
n=0
∞∑
m=0
B
(m)
n,0 x
myn (27)
обозначим производящую функцию этих величин.
Tимофеев Е.А.
Существование несмещенной оценки энтропии для специальной меры Бернулли 529
Умножая уравнения (22)– (23) на xm+1yn+1 и суммируя, получим
∞∑
n=0
∞∑
m=0
B
(m)
n+1,0x
m+1yn+1 =
= xβ(x, y)− xβ(x, 0) =
= q−1
∞∑
n=0
∞∑
m=0
B
(m+1)
n+1,0 x
m+1yn+1 − q
∞∑
n=0
∞∑
m=1
B
(m−1)
n+1,0 x
m+1yn+1−
− q
∞∑
n=0
B
(0)
n,0x
1yn+1 +
q3
1 + q2
∞∑
n=0
A
(0)
n,0x
1yn+1 =
= q−1yβ(x, y)− q−1yβ(0, y)− qx2β(x, y) + qx2β(x, 0)− qxyβ(0, y) + q
3
1 + q2
xyα(0, y).
Подставляя β(x, 0) = 1
1−x , получим
(y − qx− q2x2)β(x, y) = (y + q2xy) β(0, y)− q4
1 + q2
xyα(0, y)− qx+ q
2x2
1− x . (28)
Поскольку функция β(x, y) аналитична в области |x| < 1, |y| < 1, то на кривой
y = qx+ q2x2 правая и левая части уравнения (28) обращаются в 0. Поэтому
(1 + q2x)β(0, qx+ q2x2) =
1
1− x +
q4x
1 + q2
α(0, qx+ q2x2). (29)
Утверждение 1. Функции α(0, y), β(0, y) удовлетворяют равенству
(1− y)β(0, y) =
(
1− 2q
2
1 + q2
y
)
α(0, y). (30)
Доказательство. Умножив равенство (29) на (1 − x) и сделав замену переменной
t = qx, получим
(1− q−1t)(1 + qt)β(0, t+ t2) = 1 + q
2t(q − t)
1 + q2
α(0, t+ t2).
Подставляя (26) и упрощая, получим
(1− t− t2)β(0, t+ t2) =
=
(
(1− t)
(
1 +
q2
1 + q2
t
)
+
q2t(q − t)
1 + q2
)
1 + q2
(1− t)(1 + q2 + q2t) =
=
(
1− 2q
2
1 + q2
t− 2q
2
1 + q2
t2
)
α(0, t+ t2).
Подставляя y = t+ t2, получим (30).
Приравнивая коэффициенты при yn в (30), получим
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Следствие 2. Справедливы равенства
B
(0)
n,0 −B(0)n−1,0 = A(0)n,0 −
2q2
1 + q2
A
(0)
n−1,0. (31)
Утверждение 2. Функции α(x, y), β(x, y) удовлетворяют равенству
(1− x)β(x, y)− (1− qx)α(qx, y) = β(0, y)− α(0, y). (32)
Доказательство. Применяя (28) и (25), получим
(y − qx− q2x2) ((1− x)β(x, y)− (1− qx)α(qx, y)− β(0, y) + α(0, y)) =
=
(
y(1− x)(1 + q2x)− y + qx+ q2x2) β(0, y)−
−
(
y(1− qx)(
(
1 +
q3
1 + q2
x
)
− y + qx+ q2x2
)
α(0, y) =
= (1− y)(qx+ q2x2)β(0, y)−
(
1− 2q
2
1 + q2
y
)
(qx+ q2x2)α(0, y).
Подставляя (30), получим (32).
Приравнивая коэффициенты при xm+1yn в (32), получим
Следствие 3. Справедливы равенства
B
(m+1)
n,0 − qm+1A(m+1)n,0 = B(m)n,0 − qm+1A(m)n,0 .
Полученное равенство означает, что
χ
(m+1)
n,0 (q
m+1) = χ
(m)
n,0 (q
m+1),
т.е. что функция χn,0(t) непрерывна при t > 0.
Отметим, что коэффициенты B(m)n,j обеспечивают непрерывность функции χn,j(t)
и при j > 0, но далее будут нужны только коэффициенты A(m)n,j при j = 0, 1, а для
коэффициентов B(m)n,j ограничимся уравнением
Bn,1 = B
(0)
n,0 − A(0)n,0, (33)
которое вытекает при подстановке (21) в равенство (31).
Отметим, что это уравнение эквивалентно тому, что χn,1(0) = χ
(0)
n,0(1).
Перейдем к доказательству леммы.
Из уравнений (21)–(23) имеем
An+1,1 =
q
1+q2
A
(0)
n,0,
A
(0)
n+1,0 = A
(1)
n,0 − qAn+1,1,
A
(m)
n+1,0 = A
(m+1)
n,0 − A(m−1)n+1,0 , m = 1, 2, . . .
(34)
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С начальным условием A(m)0,0 = 0.
Выберем числа a1, a2, . . . так, что
an = An,1, n = 1, 2, . . . . (35)
Покажем, что при выборе чисел a1, a2, . . . , an по формуле (35) для функции χ(t)
выполняется условие
χ(t) = 1− t, t ≥ qn. (36)
Обозначим через A′(m)k,0 величины, полученные из решения уравнений (34), при
заданных Ak,1 = ak, k = 1, 2, . . . , n.
Для удобства перепишем уравнения (34) в следующем виде:
A
′(0)
k,0 =
1+q2
q
Ak+1,1,
A
′(1)
k,0 = A
′(0)
k+1,0 + qAk+1,1,
A
′(m+1)
k,0 = A
′(m)
k+1,0 + A
′(m−1)
k+1,0 , m = 1, 2, . . .
(37)
Покажем, что при m = 0, 1 . . . , n− k, k = n, n− 1, . . . , 0, выполняется равенство.
A
′(m)
k,0 = A
(m)
k,0 .
При k = n это равенство выполнено по построению. Поскольку в формулах (37)
значения величин A′(m)k,0 находятся через A
′(m)
k+1,0 и Ak+1,1, то эти равенства выполня-
ются и для меньших k.
Следовательно,
A
′(m)
0,0 = A
(m)
0,0 = 1, m = 1, 2, . . . , n.
т.е. уравнение (36) выполнено.
Подставляя в (18) x = q, получим
a(1) =
∞∑
k=1
ak = 1.
Покажем, что выполнено равенство (17).
По построению
χn,1(t) = Bn,1 − An,1 + An,1χ0,0(t).
Для того, чтобы это уравнение выполнялось, достаточно взять
γ(2−n + 2−nt) = Bn,1 − An,1 + An,1γ(t), n = 1, 2, . . . .
Подставляя в уравнение (33) второе уравнение из (22) при j = 0, получим
Bn+1,1 −Bn,1 = An+1,1.
Подставляя обозначения (35), получим (17).
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Лемма 4. Существует функция γ(t), удовлетворяющая условию (17) (для неко-
торых констант ai), для которой функция
fk(t) = (1− t)k −
∫
Ω
γ(ν(t, ω)) dµ(ω)
является квазимногочленом степени k − 1.
Доказательство. Индукцией по n покажем, что можно выбрать числа a1, a2, . . . , an
так, что fk(t) является квазимногочленом степени k − 1 при t ≥ qn.
При n = 0 из (17) имеем
χ1,1(t) = a1χ(t).
Поэтому третье уравнение в (11) при n = j = 1 переписывается в следующем
виде:
χ(t) = a1q
2χ
(
t− q2
q
)
+ a1qχ
(
t− q
q2
)
. (38)
Поскольку отображения S0(t) = q2 + qt, S1(t) = q + q2t являются сжатиями, то по
известной теореме Хатчинсона [4] это уравнение с условием нормировки χ(0) = 1
имеет единственное решение.
Нетрудно проверить, что
χ(t) = (1− t)k
является решением уравнения (38), если выбрать
a1 =
q2k−1
1 + qk+1
. (39)
Итак, из третьего уравнения (11) имеем fk(t) = 0 при t ≥ q.
Введем обозначения. Положим χ0,0(t) = (1 − t)k, тогда из уравнений (16) нахо-
дятся функции χ(m)n,j (t). По следствию 1 имеем, что из того, что χ0,0(t) = (1 − t)k
следует, что функции χ(m)n,j (t) являются многочленами степени k, поэтому положим
χ
(m)
n,j (t) = A
(m)
n,j (1− t)k +B(m)n,j (t), (40)
где B(m)n,j (t) – многочлен степени k − 1.
Подставляя (40) в уравнение (16), получим
An+1,2j+1 =
q2k−1
1+qk+1
A
(0)
n,j,
A
(0)
n+1,2j = q
k−1A(1)n,j − qAn+1,2j+1,
A
(m)
n+1,2j = q
k−1A(m+1)n,j − q1−kA(m−1)n+1,2j.
(41)
С начальным условием A(m)0,0 = 0.
Выберем числа a1, a2, . . . так, что
an = An,1, n = 1, 2, . . . (42)
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Покажем, что при выборе чисел a1, a2, . . . , aN по формуле (42) для функции χ(t)
выполняется условие χ(t)− (1− t)k – квазимногочлен степени k − 1 при t ≥ qN .
Обозначим через A′(m)n,0 величины, полученные из решения уравнений (41), при
заданных An,1 = an, n = 1, 2, . . . , N .
Для удобства перепишем уравнения (41) при j = 0 в следующем виде:
A
′(0)
n,0 =
1+qk+1
q2k−1 An+1,1,
A
′(1)
n,0 = q
1−kA′(0)n+1,0 + q
2−kAn+1,1,
A
′(m+1)
n,0 = q
1−kA′(m)n+1,0 + q
2−2kA′(m−1)n+1,0 , m = 1, 2, . . .
(43)
Покажем, что при m = 0, 1 . . . , N − n, n = N,N − 1, . . . , 0, выполняется равенство
A
′(m)
n,0 = A
(m)
n,0 .
При n = N это равенство выполнено по построению. Поскольку в формулах (43)
значения величин A′(m)n,0 находятся через A
′(m)
n+1,0 и An+1,1, то эти равенства выполня-
ются и для меньших n.
Следовательно,
A
′(m)
0,0 = A
(m)
0,0 = 1, m = 1, 2, . . . , N,
т.е. χ(t)− (1− t)k – квазимногочлен степени k − 1.
Как и при доказательстве предыдущей леммы, можно найти производящую
функцию α(x, y) (26) величин A(m)n,0 .
Умножая уравнения (41) (при j = 0) на xm+1yn+1 и суммируя, получим
∞∑
n=0
∞∑
m=0
A
(m)
n+1,0x
m+1yn+1 =
= xα(x, y)− xα(x, 0) =
= qk−1y
∞∑
m=1
∞∑
n=0
A
(m)
n,0 x
myn − q1−kx2
∞∑
m=0
∞∑
n=1
A
(m)
n,0 x
myn − q
2k
1 + qk+1
xy
∞∑
n=0
A
(0)
n,0y
n =
= qk−1yα(x, y)− qk−1yα(0, y)− q1−kx2α(x, y) + q1−kx2α(x, 0)− q
2k
1 + qk+1
xyα(0, y).
Подставляя α(x, 0) = 1
1−x , получим
(qk−1y − x− q1−kx2)α(x, y) =
(
qk−1y +
q2k
1 + qk+1
xy
)
α(0, y)− x+ q
1−kx2
1− x . (44)
Поскольку функция α(x, y) аналитична в области |x| < 1, |y| < 1, то на кривой
qk−1y−x−q1−kx2 = 0 правая и левая части уравнения (44) обращаются в 0. Поэтому
α(0, q1−kx+ q2−2kx2) =
1 + qk+1
(1− x)(1 + qk+1 + qk+1x) .
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Следовательно, производящая функция a(x) задается как
a(q1−kx+ q2−2kx2) =
q2k−1
(1− x)(1 + qk+1 + qk+1x) .
Перейдем к доказательству теоремы.
Обозначим через γ1(t) функцию, которая построена в лемме 3, т.е.∫
Ω
γ1(ν(t, ω)) dµ(ω) = 1− t.
По лемме 4 существует функция γk(t), для которой∫
Ω
γk(ν(t, ω)) dµ(ω) = (1− t)k.
Следовательно, для функции
γ(t) =
1
h
∑
k=1
1
k
γk(t)
выполнено условие (8).
Подчеркнем, что для функции γ(t), найденной в теореме, оценка η(k)n (γ) является
несмещенной, а обобщение оценки Грассбергера r(k)n (γ)/ lnn – можно тоже исправить
до несмещенной оценки, исправив постоянный множитель – величину r
(k)
n (γ)
Hn−Hk−1 .
В заключение приведем эскиз графика функции γ1(t), построенной в лемме 3.
Функция γ1(t) разрывна в каждой двоично-рациональной точке, поэтому будет
приведен только эскиз графика, который получен соединением значений функции
γ1(t) в точках j2−12, j = 0, 1, . . . , 2−12. Эти значения находятся как
γ1((2j + 1)2
−n) = χn,2j+1(0) = Bn,2j+1, j = 0, 1, . . . , 2n−1 − 1.
Величины Bn,2j+1 находим из рекуррентных уравнений (21)–(23).
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Рис. 1. График функции γ1(t)
Fig. 1. The function γ1(t)
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Abstract. Let Ω = AN be a space of right-sided infinite sequences drawn from a finite alphabet
A = {0, 1}, N = {1, 2, . . . },
ρ(x,y) =
∞∑
k=1
|xk − yk|2−k
a metric on Ω = AN, and µ is a probability measure on Ω. Let ξ0, ξ1, . . . , ξn be independent identically
distributed points on Ω. We study the estimator η
(k)
n (γ) of the reciprocal of the entropy 1/h that are
defined as
η(k)n (γ) = k
(
r(k)n (γ)− r(k+1)n (γ)
)
,
where
r(k)n (γ) =
1
n+ 1
n∑
j=0
γ
(
min
i:i 6=j
(k)ρ(ξi, ξj)
)
,
min(k){X1, . . . , XN} = Xk, if X1 ≤ X2 ≤ · · · ≤ XN . The number k and the function γ(t) are auxiliary
parameters. The main result of this paper is
Theorem. Let µ be the Bernoulli measure with probabilities p0, p1 > 0, p0 + p1 = 1, p0 = p
2
1. There
exists a function γ(t) such that
Eη(k)n (γ) =
1
h
.
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