The localizations of gamma-ray bursts (GRBs) detected with the Gamma-ray Burst Monitor (GBM) onboard the Fermi satellite are known to be affected by significant systematic errors of 3-15 degrees. This is primarily due to mismatch of the employed Band function templates and the actual GRB spectrum. This problem can be avoided by simultaneously fitting for the location and the spectrum of a GRB, as demonstrated with an advanced localization code, BALROG (Burgess et al. 2018) . Here, we analyze in a systematic way a sample of 105 bright GBM-detected GRBs for which accurate reference localizations are available from the Swift observatory. We show that the remaining systematic error can be reduced to ∼1-2
INTRODUCTION
Gamma-ray bursts (GRBs) are the most energetic electromagnetic phenomenon in the Universe, releasing up to E iso ∼ 10 54 erg. They consist of bright flashes of gamma-ray photons, which can last from a fraction of second to a few thousand of seconds. The initial gamma-ray emission (so-called prompt emission) is followed by a longer lasting, low-energy emission (so-called afterglow), ranging from X-rays to radio. While dependent on the wavelength and the specific burst considered, from a practical standpoint afterglows can typically be observed only for the first day after the prompt emission, before they become too faint for most instruments. The afterglow provides a wealth of information on the GRB's local environment and host galaxy, which is of great importance to improve our understanding of the GRB progenitor. An afterglow detection requires a good gamma-ray location since most follow-up telescopes have a narrow field-of-view which makes it unfeasible to survey large regions of the sky before the afterglow fades.
Well-constrained localizations of the prompt gammaray emission are thus fundamental, not only for multiwavelength observations of GRBs, but also for multimessenger astronomy. The recent identifications of a gravitational wave (Abbott et al. 2017a,b; Goldstein et al. 2017 ) counterpart for gamma-ray sources clearly demonstrates the importance of providing reliable locations. Since the probability of successfully identifying a counterpart in other wavelengths (or messengers) is inversely proportional to the size of the error region, any improvement in localization accuracy is important.
Current Fermi-GBM locations of GRBs are known to be affected by large systematics (Connaughton et al. 2015 ). This represents a major obstacle for successful GRB afterglow identification (Singer et al. 2015 ). Yet, Fermi-GBM is the most prolific GRB detector presently operational, triggering on about 270 GRBs/yr, as well as hundreds of other transient source types like solar flares, Soft Gamma Repeaters, or Terrestrial Gammaray Flashes.
Recently, it was shown that the large systematic error in Fermi-GBM localizations of GRBs is due to the spectral template deviating from the actual GRB spectrum, and can be eliminated when simultaneously fitting for the GRB position and spectrum (Burgess et al. 2018) .
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This was exemplarily shown for a handful of GRBs, including bright as well as faint GRBs.
Here, we analyze in a systematic way a larger sample of GRBs which had been detected by both the Fermi-GBM detector and localized by the Neil Gehrels Swift observatory, thus providing accurate reference positions. After an introduction of the GBM detector ( §2), the two different localization methods ( §3) and the sample selection ( §4), §5 presents the new localization results, §6 analyzes remaining deficiencies in the new localizations and §7 suggests guidelines for best localization results using BALROG.
THE GAMMA-RAY BURST MONITOR
The Gamma-ray Burst Monitor (GBM) on board the Fermi space telescope is an array of detectors built with the specific purpose of observing gamma-ray bursts. GBM is operating since 2008 and as of now has triggered on more than 2300 GRBs (Kazmierczak 2018 ). The instrument is composed of twelve sodium iodide (NaI) and two bismuth germanate (BGO) crystals coupled to photo-multiplier tubes. The detectors are mounted on the spacecraft in a way that maximizes the overall fieldof-view, while also guaranteeing that the same event can be seen by multiple detectors.
The NaI scintillators detect photons in the energy range of 8 − 1000 keV while the BGO detectors are optimized for higher energies, between 0.2 − 40 MeV. For an in-depth description of the instrument performance and the ground calibration of the individual detectors, the reader is referred to Meegan et al. (2009) and Bissaldi et al. (2009) , respectively. Different data products are regularly generated, but this work will focus on the trigdat data in particular, which is the only one suitable for rapid localization of GRBs, since no other data product is immediately available after the detection. For trigdat data the time resolution is finer near the trigger time and coarser farther away, ranging from 64 ms up to 8.192 s. The count data are binned in eight energy channels for each detector, but only six of them are actually usable. For the lowest energy channel, the detector response is not very accurate due to photon absorption by passive materials, while in the highest channel there are overflow issues. This problem arises when the detected photon flux exceeds the maximum absorption energy of the scintillators and, with its energy only partially measured, this flux generates an artificial excess of counts in the last channel.
Each GBM detector has a response which depends both on the incidence angle and energy of the photons. As shown in Fig. 1 , the different shapes of the effective The response changes drastically with both photon energy and incidence angle. Most of the information about the source location comes from the lower energy channels, where the curves are steeper (i.e. the dependence on the incidence angle is stronger). The figure is a modified version of Fig. 12 from Bissaldi et al. (2009) .
area curves in the plot are due to the change in absorption length for the photons at different energies. In the lower energy channels, the NaI crystal is thick enough to absorb all of the radiation even at normal incidence, when the path of the photon in the crystal is the shortest. As the incidence angle of the photons, θ, grows, the projected area decreases as cos θ. In the higher energy channels however the crystal is not thick enough to completely absorb the photons due to the rapidly decreasing photoelectric cross-section. As the incidence angle grows the projected area decreases, but at the same time the photons are traveling a longer path in the crystal. These two effects roughly compensate each other and generate the flat effective area curve visible in Fig. 1 . This particular behavior of the scintillators has the important consequence that lower energy channels are the most sensitive to variations in incidence angle, which means they contribute the most to burst localization (although this is true also because they possess most of the overall count statistics). Together with the direct response just described, contributions due to atmospheric and spacecraft scattering of the source's photons are also taken into account in the total response used for event reconstruction (Kippen et al. 2007 ).
DOL VS. BALROG LOCALIZATIONS
Due to the nature of GBM's response, fully reconstructing a source is a complex task. Spectral shape and position cannot be fitted separately, as they are never independent from each other. In principle, there are three possible approaches to source reconstruction:
Case 1: assume that the source is located at some particular fixed coordinates in the sky and then fit for the spectrum. Case 2: assume that the source has a particular fixed spectrum, thus fitting only for the position. Case 3: make no assumptions and fit for both spectrum and location simultaneously.
In case 1 the source position is assumed to be known due, for example, to simultaneous detection from another mission. If this location is sufficiently precise (i.e. small uncertainties), it is possible to fix the position of the source in the model and just fit the spectrum. While this is a valid approach for spectral fitting, it is of no help when one needs to locate a source with GBM.
For case 2 the position is not known, but a particular spectral shape is assumed. This approach has been the standard method to localize bursts with BATSE and GBM for the past 28 years (Paciesas et al. 1999; Bhat et al. 2016) , with the LOCBURST algorithm for BATSE ) and its improved version for GBM, the Daughter of Location (DoL) algorithm (Connaughton et al. 2015) . DoL employs a set of three spectral templates which are generated by making use of the Band function (Band et al. 1993) , and fixing its low energy index (α), high energy index (β) and peak energy (E peak ) with the values shown in Tab. 1. The amplitude, which acts as a normalization factor, is the only parameter left free.
The localization process involves a χ 2 minimization for the background subtracted signal (Connaughton et al. 2015) . In practice, this is done by generating a grid of points on the sky, each with the correct response for the specific template spectrum chosen. The χ 2 minimization then finds the direction on the sky which most closely matches the measured rates for the detectors. It is important to understand that the shape of the spectrum (except the amplitude parameter) is fixed during the whole fitting process, only the positions are being tested. This makes this method unreliable in many cases, whenever the templates do not match the actual burst spectrum. Different templates are compared by means of their χ 2 and the one with the lowest value is chosen as the best fit model for the GRB. Since the three templates are grossly different as compared to the variation of the shape of either long-or short-duration GRBs, in general the DoL method results in the soft template being primarily providing the best fits for solar flares and Soft Gamma-ray Repeaters, the moderate template for long-duration GRBs, and the hard template for shortduration GRBs.
Due to the grid discretization, a lower limit of 1 • for the localization error is imposed (Connaughton et al. 2015). Additionally, the 68% statistical uncertainty calculated with this method is the average distance to the points in the sky grid with ∆χ 2 = 2.3, assuming a circular region for the error.
Unless there is a more precise location available from another mission, the position generated by DoL is the one provided in the catalogs (Paciesas et al. 2012; von Kienlin et al. 2014; Bhat et al. 2016) , and then used for spectral analysis of bursts. This represents a circular reasoning: a particular spectral shape is assumed and used to locate the source, but the position obtained is then used to fit the GRB spectrum, which does not generally match the one previously assumed. Whenever the GRB spectrum deviates from the best fit template, this procedure produces a systematic offset proportional to the spectral mismatch, as is evident for bright GRBs also located by Swift or IPN (Connaughton et al. 2015) .
A better approach to the analysis is to release the assumption of the source having a particular spectral shape, using the approach defined in case 3. This is done by the BALROG (BAyesian Location Reconstruction Of GRBs) code (Burgess et al. 2018) .
BALROG simultaneously fits both the location and spectrum of the source, generating dynamically the correct detector response without fixing any of the model parameters. The improved computing power now available makes such an approach feasible, while it was impossible during BATSE times: a localization for trigdat data (usually available within 10 minutes) typically takes about 10 minutes on a multicore workstation. In case the selected spectral model does not match the data of the burst sufficiently well, it is always possible to test a different one until a satisfactory result is achieved. Given the present ignorance of the proper physical model of the prompt emission spectrum in GRBs, such iteration can be done only if a better localization of a given GRB is available from a different measurement, e.g. from Swift.
Compared to DoL, BALROG also employs an improved statistical treatment of the background, modeling the counts in each time bin as signal plus background, instead of relying on the statistically incorrect procedure of background subtraction (Burgess et al. 2018) . 
ANALYZED SAMPLE AND METHODOLOGY
Compared to Burgess et al. (2018) , which introduced BALROG, two extensions are implemented here: firstly, a larger sample of bright Fermi-GBM GRBs with Swift localizations is analyzed, and secondly, a systematic analysis of procedural issues is performed. For both, the BALROG scheme is used, and the best fitting spectrum among the following is presented for the final localization: cut-off power law, Band function or a power law. The choice of using these relatively simple spectra is due to the fact that trigdat data is too coarse (6 usable energy channels) to allow for more complex spectral fitting. With the finer TTE data it is possible to fit more complex spectra, however, since these data products are not readily available, they cannot be used for prompt localization of GRBs. For each fit, all model parameters are left free. The goal is to investigate to which extent the combined fitting of position and spectrum improves the GRB localizations for a larger sample.
Only bright bursts have been selected because they have a higher signal-to-noise ratio and can thus be located more precisely. Anticipating a much better localization based on Burgess et al. (2018) , only GRBs are useful for the present study which have statistical localization errors substantially smaller than up to 15
• systematic errors reported in Connaughton et al. (2015) . Otherwise, no stringent statements on the systematics error can be made. Only Swift-localized GRBs are used in this work, since Swift localizations are much more precise compared to most of the other instruments and can be used as reference to assess BALROG's performance. Swift's uncertainties are typically of the order of a few arcminutes for Swift/BAT (Barthelmy et al. 2005 ) and a few arcseconds for Swift/XRT (Burrows et al. 2007 ). These errors are always much smaller than GBM's and can be neglected when comparing the two positions, thus allowing to reliably assess BALROG's accuracy. The aim of this study is twofold: 1) to compare the BALROG localization accuracy with that of DoL and 2) to investigate the offset relative to Swift in order to estimate the remaining systematic error. Different GBM detected GRB samples are used for these aims, as defined in the following.
The sample examined for aim 1) is a subset of what was originally analyzed in Connaughton et al. (2015) . The smaller sample size used here is motivated by the above described requirement of having small statistical errors.
A total of 69 GRBs have been analyzed (Tab. 2). Sixty of the bursts were selected by applying a combined cut in the one-second photon peak flux F peak and total fluence S, imposing the following:
where b = 6 cm −2 s −1 and a = 0.857 · 10 5 erg −1 s −1 . This particular selection has been made to allow a compromise between having a large enough sample of bright bursts while also avoiding selecting faint or low signalto-noise GRBs. Additionally, 9 GRBs below the selection threshold have been fitted together with the others.
The sample examined for aim 2) consists of all the 69 GRBs from the previous sample, plus another 36 bright GRBs measured after the study done in Connaughton et al. (2015) . For these bursts there exists a reference Swift/XRT position, but an official final GBM localization is not always public (only the onboard or ground positions are always available), so a systematic comparison between DoL and BALROG positions is not possible for these GRBs. 
BALROG results
The result of each BALROG localization is a posterior distribution describing both position and spectral parameters for the chosen model. The final values provided are given by the set of parameters which maximizes the posterior probability distribution. It is, however, possible to obtain much more information than these single point estimates: in our case, it is of particular interest to compute the position distribution for each GRB in the sample. This can be done by marginalizing (i.e. integrating) over the spectral parameter distributions of the model. The computed distribution P (φ, θ) describes the probability of the source being located at some particular coordinates (φ, θ) on the sky.
The results of BALROG localizations are given in Fig.  2 , with two panels: (i) an offset distribution (i.e. angular separation between fitted and Swift's position, left panel) and (ii) an offset distribution in terms of the sigma level (right panel). The latter value takes into account the uncertainties associated to each localization and is a measure of statistical accuracy. To understand how this value is computed, consider a source with position probability distribution P (φ, θ). The real source position is a single point in the sky (since we neglect Swift's position uncertainties) which lies on a contour C R of equal probability density for P (φ, θ). By integrating P (φ, θ) over the region inside C R , a probability value p is obtained through the following equation:
This value can be converted to the corresponding number of sigma of a standard normal curve by inverting
where we define σ as sigma level. More precisely, this curve is half of a normal distribution due to the fact that offsets are positive definite (i.e. there cannot be a negative angular separation), which implies that the sigma level will also be positive definite. For example, a reference location lying on the 68% probability contour region is 1σ away, one lying on the 95% contour is 2σ away and so on. We decided to adopt the Gaussian formalism for ease of interpretation, it would also have been possible to apply the same procedure with a different distribution. In Fig. 3 , the distribution of the localized GRBs in spacecraft coordinates is shown. The vast majority of the sources are located in the upper hemisphere, which is to be expected since the GBM detectors are all pointing upwards or horizontally (in spacecraft coordinates). This effect is present due to the fact that a large fraction of the lower hemisphere (in spacecraft coordinates) is occulted by the Earth, although not in a constant way due to the spacecraft rocking.
Comparison between DoL and BALROG locations
In order to investigate the improvement of BALROG localizations, we compare the results here achieved to the ones in Connaughton et al. (2015) . While computing uncertainties with BALROG locations is trivial once the posterior for the event has been sampled, correctly comparing them with what present in Connaughton et al. (2015) is not completely straightforward. As already mentioned, the uncertainties provided in the GBM catalogs (Bhat et al. 2016 ) are obtained by approximating the 68% probability region (statistical only) to a circle. Since there are no probability contour maps publicly available for the bursts in our sample that date before January 2014, the sigma level for DoL is computed as the offset of the achieved localization to Swift's divided by the statistical uncertainty provided.
The performance of each burst localization can be evaluated through two simples quantities. One is the offset, which quantifies how large the angular distance between fit and reference location is. The second quantity is the sigma level, which quantifies how off the fit position is by also taking into account uncertainties. Using this as a method of comparison, BALROG substantially improves the accuracy of the localizations (Fig.  4) . In particular, localizations at very large sigma level are completely removed with BALROG, while with DoL many of such outliers were still present. Bursts with very large offset (>10
• ) are also removed with BAL-ROG, while with DoL there are two of such occurrences, with angular separations of ∼16
• and ∼19
• (not shown in the plots).
In Fig. 5 , the difference in performance between DoL and BALROG is shown. A running number is assigned to each burst and the difference in terms of sigma levels for the two codes is visible. The bulk of the sample (51/69 = 74%) shows similar performance for the two algorithms, with some scattering due to statistical noise, i.e. for half of those the BALROG positions are 1-2
• larger, for the other half 1-2 • smaller than with DoL. However, a 26% fraction of the sample (18/69) is poorly localized only by DoL, whereas BALROG is able to reliably locate such bursts and never results in offsets larger than the 3σ statistical error. It is this fraction of inaccurate DoL locations which force the GBM team to convolve the statistical error with a systematic one (Connaughton et al. 2015) .
Localizations with Band function templates
It is of interest to quantify how much difference there is between using a free spectral model (i.e. not a particular model with fixed parameters) over a Band template with BALROG. To make the comparison as fair as possible, the same Band templates used by Connaughton et al. (2015) have been adopted and fitted again to all the 69 bursts of the first sample. Once again both offset and sigma level distributions are compared (Fig. 6) .
The plots clearly show that allowing a free spectral model increases both accuracy and precision compared to using template Band functions. This proves our earlier conjecture, because without the use of a free spectral model the algorithm employed cannot generate a truly dynamical response. This implies that often locations obtained through the use of (a few) fixed templates are unreliable due to the poor match between template spectrum and the actual source spectrum.
Accuracy of BALROG's error contours
It is important to verify whether BALROG's error contours are accurate or not, that is to check if the credible regions include the true position of the source as often as they should. If this happens, it means that there are no significant systematics left and that the inaccuracies in the DoL localizations are primarily not due to issues in the response (e.g. incomplete modeling of the spacecraft photon scattering, inaccurate model for atmospheric scattering etc.), but are instead only caused by a wrong methodology in the reconstruction of the source. If the error contours are accurate, the cumulative distribution function (CDF) should reach 68% at 1σ, 95% at 2σ, and so on. In Fig. 7 the expected and achieved CDFs are compared and a discrepancy between the two is visible.
In the following sections, we conduct an in-depth study of where this discrepancy may arise from.
SEARCH FOR SYSTEMATICS
BALROG already achieves a significant improvement in terms of localization quality. In the following, the effect of a number of (sometimes implicit) assumptions on the resulting error distribution is investigated to see if further improvements are possible now that any inaccuracy due to wrong fitting methodology is removed. In this section, we use sample 2 with 105 GRBs.
Earth and Sun separation
Gamma-ray emission from Earth and Sun can potentially affect the quality of the localizations due to enhancing the background.
The Earth is a bright gamma-ray source in GBM's energy window (Ajello et al. 2008 ) and could in principle decrease the precision and/or accuracy of the localizations. The Earth constantly occults a large portion of GBM's field-of-view and it is rather common to have one or more detectors with signal from the burst which are also facing the Earth. Fig. 8 shows the minimum angle between the detectors used for the fit and the Earth's limb, verifying that if the background is properly fitted (and the atmospheric response is accurate) there is no dependence of the localization accuracy and Earth albedo emission.
Similarly, the Sun does not affect the localization quality, as shown in Fig. 9 , where the minimum separation angle between the detectors used for the fit and the Sun is plotted. The position of the Sun on the sky is roughly tracked by detector n5.
Detector pairs
While the performance of the single detectors is well understood from ground calibrations (Bissaldi et al. 2009) , it is nonetheless interesting to verify if particular detector pairs, i.e. just specific combinations of two detectors, perform worse or better than others in terms of localization accuracy. For each of these detector pairs the number of times they are used for fitting is counted. From a simple geometric consideration it is clear that there are two detector groups which work together frequently, namely from n0 to n5 plus b0 (b0 side of the spacecraft) and from n6 to nb plus b1 (b1 side), see Fig.  10 . The reason for this is purely assembly geometry, as the two different subsets correspond to the opposite sides of the spacecraft where the detectors are mounted, and detectors on the same side of the spacecraft are much more likely to detect the same burst.
To see if any pair is under-performing, one can check if any particular combination is systematically less accurate and/or precise. This is done by computing the average offset achieved by each pair, as shown in the middle and right panels of Fig. 10 . As one can see, the b0 side of the spacecraft is performing worse than the other. This difference can be seen in both panels, which implies that those localizations are both less precise and less accurate. This asymmetry in the performance of GBM will be investigated further in the next subsections.
Dependence on spacecraft coordinates and detector sets
The design task of GBM on the Fermi-satellite was to observe the part of the sky which is not covered by the LAT. Since for Fermi's orbit the Earth covers nearly half the sky towards nadir, the GBM detectors are oriented such that zenith (LAT boresight) and directions below the Earth horizon are underweighted. In this subsection, the dependence of the localization quality on the spacecraft coordinates will be looked at in some more detail.
In Fig. 11 , the distribution of the GRBs of our sample with respect to the spacecraft zenith angle is shown. Localizations in the upper hemisphere of GBM are overall better, which is to be expected given that the detector array geometry is optimized to locate bursts coming from those directions. In Fig. 12 , the dependence of the localization quality on the spacecraft azimuth angle is shown, and once again it is easily noticeable that one side (b1) of spacecraft is both more accurate and precise than the other one (b0).
This difference in performance can be made even more evident by splitting the full sample in three distinct subsets, dividing the events in bursts detected only by detectors on one specific side of the spacecraft and bursts detected by both sides. There are thus three subclasses of events: b0 side (30 events), b1 side (25 events) and both sides (50 events), as shown in the two panels of Fig. 13 .
Offsets on the b0 side of the spacecraft are noticeably worse, as visible also from the histogram version in Fig. 14 . Interestingly, localizations made using detectors from both sides of the spacecraft are also worse than the ones made by either the b0 or the b1 side. This may hint to the presence of some unmodeled or inaccurate scattering response for e.g. the solar panels, which are in fact located at spacecraft azimuth angles 90
• and 270
• . In Fig. 15 , the CDFs of the three different subsets are compared and they present a significantly different behavior. In the large numbers limit, all the subsets should by construction follow a standard Gaussian distribution CDF, if there are no systematics. Particularly noticeable is the fact that locations fitted with detectors from both sides seem to be the least accurate ones.
Offset distribution
For each fitted event, the posterior distribution allows us to analyze the two-dimensional position distribution on the sky after marginalizing over the spectral parameters. From this, one can easily compute a distribution of the offset for that source from a certain position in the sky (e.g. a Swift location), which defines the probability of having a certain offset angle for a particular source. This procedure can be repeated for each single GRB in our sample. In principle, each of these offset distributions is specific only to a particular source spectrum and geometrical configuration of the spacecraft (i.e. where the source is located in spacecraft coordinates, which detectors are occulted and so on). However, each of these distributions can be considered as a sample coming from a global offset distribution, which represents the overall localization performance of the spacecraft for bright bursts (Fig. 16 ).
In the same way as before, the distribution can be split in three distinct subsamples depending on the side of the spacecraft used for the localization (b0, b1 or both of them). From Fig. 16 , one can once again see that the b0 side of the spacecraft is achieving a lower performance in terms of localization, consistent with subsections 6.2 and 6.3. Additionally, there appears to be a secondary peak or shoulder in both of the distributions, which is much more prominent for the b0 side curve. This hints at some kind of systematic effect which is always present, but to a different extent on the two sides.
Statistical noise and accuracy
Finally, it is worth to verify whether the datasets from the sample are compatible with the hypothesis of no systematic error, that is to check if statistical noise alone is enough to explain the observed behavior. In the case of no systematics, the CDFs shown in Figs. 7 and 15 are expected to follow the CDF of half a standard normal, in the limit of large numbers. The sample analyzed is, however, rather small and statistical fluctuations are not negligible when comparing the actual data to the expected distribution.
To evaluate if the discrepancy observed in the CDFs is significant or not, a method able to naturally include the statistical noise is needed. We chose to make use of simulations. Under the assumption of absence of systematics (i.e. standard normal distribution), we draw 10 5 samples of the same size as the original. The synthetic data is then binned exactly as the real one and in each bin the 68% and 95% percentile intervals are computed. These intervals, in the limit of large numbers, define probability regions and allow us to assess how extreme the actual data points are. This is done through a simple graphical check (Gelman 2003; Wilk & Gnanadesikan 1968) , as in Fig. 17 . As one can see, not all points fall inside the 95% probability region. This suggests that most likely small systematics are still present, albeit to a lesser extent than compared to DoL, which shows a much larger discrepancy (Fig. 18 ). This DoL discrepancy was described in Connaughton et al. (2015) by convolving the statistical uncertainties with a second, purely empirical, distribution for the systematic error, i.e. "The distribution of systematic uncertainties is well represented (68% confidence level) by a 3.
• 7 Gaussian with a non-Gaussian tail that contains about 10% of GBM-detected GRBs and extends to approximately 14
• ." (Connaughton et al. 2015) . The uncertainties are thus made larger and the localizations become less precise (larger error region), but more accurate (in 95% of all GRBs the 2σ contour covers the Swift position). izations, there appears to be some residual systematics, the origin of which is not yet clear. A significant fraction of the inaccurate locations seem to be happen for bursts coming from the sides of the spacecraft, where solar panels and radiators are situated (near 90/270 • in Fig. 13 ). This hints once again to the presence of an inaccurate spacecraft scattering model.
Systematics and error regions
One last, but fundamental point for the comparison of the two methods is the size of the error regions. This is important in follow-up observations of GBM localizations, if no better position is available from another instrument. If we compare the purely statistical uncertainties for the two algorithms, DoL achieves smaller errors due to the lack of a real fit of the spectral component. However, these errors lack both statistical rigor and the posterior density from the spectral model. As described in Connaughton et al. (2015) , DoL is heavily affected by systematics, whereas BALROG n0 n1 n2 n3 n4 n5 n6 n7 n8 n9 na nb b0 b1 Detector b1 b0 nb na n9 n8 n7 n6 n5 n4 n3 n2 n1 n0 is to a much lesser extent. As such, the comparison has to be made between DoL statistical+systematic uncertainty and BALROG's statistical+systematic uncertainty. Since systematics act in the same way regardless of how bright the burst is, this implies that bright GRBs are the most affected (see example in Fig. 19 ). Due to this, DoL uncertainties end up being much larger than BALROG's for bright GRBs, where the contribution from the systematics is often dominating the statistical one. Since for a given GBM detection without an external accurate (e.g. Swift or other) position it cannot be decided whether this GRB is well-localized, this convolution with a systematic error has to be applied to all GRBs, also those which are well-localized.
A large error region is also problematic when dealing with e.g. neutrino coincidence searches, where the significance of any potential signal is inversely proportional to the size of the search region.
In sect. 6.5 we have shown that there is evidence for remaining weak systematics. While strictly speaking it is not possible to properly correct for any systematics without first identifying them (and thus expanding the model for source/instrument to naturally include them), we are at the very least able to provide a rough estimate of their magnitude. For the sake of a direct and intuitive comparison with the systematics in DoL, we will adopt the simple procedure of the sum in quadrature to correct for the discrepancy in the CDFs. Based on the fact that most of the inaccurate locations seem to come from the solar panels sides of the spacecraft, we estimate two different systematic errors: one for the GRBs coming from the b0/b1 sides of the spacecraft and one for bursts coming from the solar panel sides. For the full sample, we make the more conservative choice of adopting the larger of the two systematics. Fig. 20 shows how adding a systematic error in quadrature can readjust the sigma levels to roughly follow the expected CDF. In particular, we found that the appropriate systematic errors are 1
• for the GRBs detected on the b0/b1 sides and 2
• for the ones detected on the solar panel sides. We stress that this procedure is not meant to properly correct for the remaining systematics, but it is instead only meant as a rough estimate which allows us to compare BALROG error regions to DoL's. A simple estimate of the average decrease in sky area to be searched by follow-up telescopes, if BALROG were used instead of DoL, just needs the systematic uncertainties of DoL and BALROG respectively, which need to be added to the statistical localization error in order to obtain a sky region at a certain probability level (e.g. 1, 2 or 3σ). Let us compute the number of a 2 sigma localization contour. We assume the all-sky systematic distribution from Connaughton et al. (2015) , composed of a mixture of two Fisher distributions values of 90% fraction within 3.
• 7 and a 10% fraction within 14.
• 3. Integrating the Fisher function to the 95% containment level implies a 2σ sys ∼ 16
• median systematic error (see also Figs. 8 and 11 in Connaughton et al. (2015) ). This implies that only GRBs with a statistical error larger than 16
• are not affected by the DoL systematic uncertainty anymore (to more than 10%). Taking the 2439 GRBs in the present online catalog, only 97 GRBs have a statistical error of 16
• or larger, and thus are unaffected. Thus, 96% of all GRBs will need an inflated error region being searched. In DoL's best case scenario (localization wise), when the statistical error is very small, the systematical uncertainty will dominate, inflating the 2 sigma error region by about π(2σ sys ) 2 ∼ 800 deg 2 , compared to BALROG's π(2σ sys(BAL) ) 2 ∼ 50 deg 2 .
Thus, BALROG can not only improve substantially the chances of successfully detecting any potential multiwavelength and/or observing multi-messenger counterpart, but also save a lot of effort and remove misidentification potential. All this provides a significant advantage over the DoL algorithm. On the other hand, the ∼30 expected min latency of BALROG positions (10 min until data availability at HEASARC, 10-15 min processing time, 5 min human quality check) implies a later start of the observations of the fading afterglow, negatively impacting the discovery potential. Quantifying the various effects is beyond the scope of this paper, but some basic arguments are as follows (where we use the PTF follow-up by Singer et al. (2015) as an example): First, what is the impact of a 30 min delay on the observations? Among the 35 GRBs observed by Singer et al. (2015) , only 4 were observed within the first hour after the GRB; the rest was observed between 1-23 hrs, with a mean of 7 hrs (see Tab. 7.2 in Singer (2015) ). For two of these four GRBs, an afterglow was found. In both cases, the afterglow was bright, and would have also been easily found when starting the observations 30 min later (Singer 2015) , thus there would have been no negative impact. Second, what is the impact of a smaller localization area? For the 35 GRBs observed by Singer et al. (2015) , a 6
• systematic error (computed as the weighted mean of the "core+tail" error distribution) was added in quadrature to the statistical error. This leads to an error region which was covered by typically 10 PTF pointings to only 30-60%, with a mean of 40% (see Tab. 7.2 in Singer (2015)). With the substantially smaller BALROG positions, the full error region would have been covered with even less than the 10 PTF pointings, implying that 2.5× more optical afterglows could have been discovered. On a more general note, covering the large DoL error boxes (statistical plus systematic) requires observing times which in the best cases is of the order of our 30 min latency; in normal cases even much larger. In balance, the im- Figure 19 . An example of how DoL systematic uncertainties substantially increase the size of the final error regions to achieve accuracy (GRB 170705.115). Here BALROG systematic error is ∼1
• due to the location of the burst in spacecraft coordinates (b0/b1 sides), however this is not the case for all GRBs (up to ∼2
• systematics). proved BALROG positions should allow a substantial increase in afterglow discovery rate.
LOCALIZING GBM-DETECTED GRBS WITH BALROG
For future searches for coincident detections of gravitational wave sources with LIGO/Virgo and high-energy transients, Fermi-GBM is expected to play a major role. Thus, it seems worthwhile to suggest some guidelines to localize Fermi-GBM bursts with BALROG 1 in order to
1 The BALROG code is available at https://github.com/ mpe-grb make it successful for every user. The following rules are not meant to be rigidly applied to every GRB, since from a detection standpoint there are no two identical bursts. Every event is different: not only its spectrum and lightcurve, but also the conditions in which the detection happens (detector pointings, occultation, background etc.) are never the same. For these reasons it is not possible to define strict rules to localize GRBs with BALROG. There are, however, some general guidelines which work well in the vast majority of cases. The considerations made in this section, though derived purely on the bright burst sample, are valid both for bright and faint bursts.
1. Time-intervals shorter than 8-10 s: It is good practice to avoid selecting excessively long time intervals for the source. While a wider interval will include more counts and thus improve the photon statistics, this comes at the price of a less accurate response, since only a single response is computed at the center of the selected time interval. Due to its orbit, the boresight of Fermi (and thus that of most detectors) slews over 1
• on the sky every 16 s. Thus, the wider the interval, in particular if longer than 16 s, the less accurate the overall response will be. If possible, it is better to try to select a duration with δt 8 − 10 s in order to keep the detector response 'smearing' below 0.
• 5. At this timescale, any inaccuracy in the generated response is negligible compared to the statistical uncertainties.
In addition to the above, spectral evolution may also be an issue. If spectral evolution is significant during the selected time interval, very unreliable locations will be generated, as a good match of the spectrum is an integral part of a good localization result.
To avoid running into this kind of issue, it is best to only select the single most prominent peak in the light curve. In principle it is also possible to fit multiple spectral components at the same time, but this approach is much more time consuming and may prove to be too slow for a rapid localization.
Detectors within 70-80
• : As for detector selection criteria, a good approach is to choose only the ones with angular separations to the source below 70-80
• . Depending on the conditions of detection, this is not always possible, in which case a less optimal selection needs to be made. A widely used selection criterion for localization and spectral analysis (von Kienlin et al. 2014; Gruber et al. 2014; Yu et al. 2016) is to select all detectors with angular separations <60
• , but this is found often to be too restrictive for localization purposes. Since the angular separation needs a source position to be computed beforehand, this suggestion implies an iterative approach: the initial location can either be derived using all detectors, or taken from the flight or ground automatic localizations as distributed via GCN.
3. Not more than 6-7 detectors: Generally, the precision of the localization depends strongly on the number of detectors (with signal) up to ∼6-7. Beyond this number, additional detectors do not achieve a significant improvement. They can actually sometimes generate less accurate locations. As a very approximate rule, one should try to select at least four NaI and one BGO detectors, whenever the signal is strong enough to allow for this. For very soft bursts, the BGO detectors will most likely carry no significant signal, and can be excluded.
4. Prefer one detector side: unless GRBs illuminate GBM at a satellite azimuth angle consistent with the solar panels, the selection of detectors from either b0 or b1 seems to provide more accurate localizations than including a detector on the opposite side. One can easily establish from which side of the spacecraft the burst is coming by simply comparing the counts in b0 and b1. This can be done both manually with an inspection of the lightcurves or automated with some code.
5. Use multiple spectral models: Finally, regarding spectrum selection, there is no general rule to apply until we fully understand the physical processes shaping the prompt GRB spectra. Ideally, the fits should be made with a particular physical model in mind (e.g. synchrotron, photospheric etc.), however this approach is both very time consuming and poorly applicable for the coarse trigdat data. For the purpose of localizing bursts it seems sufficient to use empirical spectra, such as a cut-off power-law or a Band function but with all parameters left free.
CONCLUSIONS
The performance of localizing Fermi-GBM-detected GRBs with the BALROG scheme (Burgess et al. 2018) has been analyzed. The sample employed, while not very large, is sufficient to show that a significant improvement of the localizations is achieved over the previous approach (Connaughton et al. 2015) , both in terms of precision (i.e. size of error region) and accuracy (i.e. offset from independent localizations with Swift).
A search for possible remaining systematics was also performed. The BALROG scheme with its simultaneous spectral and location fitting, as well as the improved statistical modeling, removed most of what was previously considered instrument systematics. The remaining systematic error using BALROG is approximately 1-2
• as compared to the 3.
• 7 core plus 14.
• 3 tail in Connaughton et al. (2015) . We find that GRBs are located more precisely when arriving on the b0/b1 side of the satellite, in which case the BALROG systematic error is even lower, only 1
• . This asymmetry (hints of which were already found in Connaughton et al. (2015) ) is not well understood, and warrants further study which may be able to shed more light onto this effect.
There are two immediate implications beyond the Fermi-GBM catalog localizations: First, the DoL localization procedure derives from that used for the BATSE instrument on the Compton Gamma-ray Observatory, so all BATSE locations of GRBs (Paciesas et al. 1999) suffer the same systematic problem as the Fermi-GBM DoL locations. Second, since gamma-ray spectra and localizations are intricately connected, the prompt gamma-ray spectra of GRBs which are derived with DoL-localizations will suffer a systematic deformation. The extent of this effect is not yet known, but it should be carefully considered when employing DoL localizations. We therefore call for caution when using the spectral parameters as published in the Fermi GBM spectral catalogs (Goldstein et al. 2012; Gruber et al. 2014; Yu et al. 2016) .
BALROG has superior performance over the previous DoL method, and thus should be used for future multiwavelength and multi-messenger studies. This will guarantee that precious observing time at other observatories and facilities is not wasted by searching wrong sky areas. 
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