Particle Filter Object Tracking Based on Harris-SIFT Feature Matching  by Qi, Zhang et al.
Procedia Engineering 29 (2012) 924 – 929
1877-7058 © 2011 Published by Elsevier Ltd.
doi:10.1016/j.proeng.2012.01.065
Available online at www.sciencedirect.com
Available online at www.sciencedirect.com
          Procedia Engineering  00 (2011) 000–000 
Procedia
Engineering
www.elsevier.com/locate/procedia
2012 International Workshop on Information and Electronics Engineering (IWIEE) 
Particle Filter Object Tracking Based on Harris-SIFT Feature 
Matching
ZHANG Qia*, RUI Ting, FANG Husheng, ZHANG Jinlin 
Engineering Institute of Engineering Corps, PLA Univ. of Sci.&Tech., Nanjing 210007, P.R. China 
Abstract 
The object often can’t be tracked accurately in the case of illumination changes and occlusions with the traditional 
algorithm. In this paper, particle filter is used to establish the object motion model and Harris-SIFT is adopted to 
establish the object model for object tracking. The location of the object in the current frame is predicted with particle 
filter. Then the SIFT characterization vector of the Harris corner extracted from the possible object region is 
constructed. The characterization vector is updated according to the match of the object model and the feature points 
in the object candidate area during the tracking process. The experimental results show that the proposed method is 
robust and can improve the speed and accuracy of the object detection and tracking significantly. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology. 
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1. Introduction 
Harris corner algorithm and SIFT corner algorithm are used widely among the corner detection 
algorithms. Harris corner algorithm is robust to the image translation, rotation and noise [1,2]. It is 
confirmed that Harris corner algorithm has a high repeatability to the luminance change and rigid 
geometric transformation. Its disadvantage is that it can’t maintain invariance of the characteristics for the 
visual system with scale change. While, SIFT corner algorithm is able to adapt the image scale change.  
In order to improve the speed of the algorithm, this paper extracts the feature points with the Harris 
operator, and then calculate the SIFT descriptor of each feature point. In the object tracking process, the 
* Corresponding author. Tel.: +86-15005187806. 
E-mail address: zhq52121@163.com. 
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
925ZHANG Qi et al. / Procedia Engineering 29 (2012) 924 – 9292 ZHAN  i et al. / Procedia Engineering 00 (2011) 000–000 
choice of candidate object is mainly to solve the question of where is the target. The tracking problem can 
be treated as a problem solving goal state with probability and statistics [3,4]. 
2. Object Motion Model 
Bayesian theory[5,6] is that the prior probability density of the state is predicted with the system model 
and corrected by the latest observational data, and then the posterior probability density is obtained.  
If the whole recursive process is in line with Markov assumption[7], then the posterior probability 
density function of system’s state can be express as (1) with a set of particles with weights . 
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The trend of target’s voluntary movement is generally obvious. Therefore, a simple first order random 
drift model is used for the object’s state transition. 
1 1t t tx Ax Bn− −= +   (4) 
where denotes the target’s state at time ,  denotes the amount of normalized noise, and and  are constant.  
3. Object Tracking 
3.1. Harris Corner Detection 
The processed image window will be moved with a small displacement in any direction by Harris 
corner detection algorithm[8,9]. Then the change amount of gray can be defined as 
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, xI  and yI separately denote the 
derivative of the pixels along x  and y . Thus, The corner response function (CRF) can be defined as 
2( ) ( )R Det M kTr M= −                                                  (6)
Set the thresholdT  and select the points that R T≥  to be the feature points. 
3.2. Generation of Harris-SIFT Feature Vector 
For any stable Harris feature point, firstly, the image is rotated according to the main direction of the 
feature point. Then 4 4×  sub-regions [10] are taken by making this feature point as the center in the scale 
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of the image. The gradient direction histograms in the eight directions of each sub-region are calculated. 
Finally, a feature vector of 128 dimension is formed, that is SIFT feature descriptors. It is shown as fig 1. 
                  
(a)                                               (b)
Fig. 1. Description of feature vectors. (a) Gradient of image; (b) Description of feature points 
The location of the current feature point is the center of fig (a), in which the direction of the arrows 
denote the direction of the gradients of pixels, the length of the arrows denote the modulus of the 
gradients of pixels, and the circle denotes the range of Gaussian weight. 
3.3. Object Match 
After the set of SIFT feature vectors is generated, assume that the object model has  feature points, 
then the feature vectors can be expressed as { ( )}iS f P= (1 )i N≤ ≤ , where ( )if P  denotes the feature 
vector descriptor of the key point iP  . Find M  candidate key points in the image frame which is to be 
matched and calculate their angles between feature descriptors and ( )if P  separately. If the minimal 
angle is smaller thanα  times of the second small angle, then 
min min'Val Valα≤ (0 1)α< ≤                                                (7)
So the key point 'P  is the point that matches to the point iP  . Then, suppose that there are K  feature 
points in the object model matched coarsely. Q  denotes the set of the key points. Determine a feature 
point iq  ( iq Q∈ (1 )i K≤ ≤  ) in the object model, then find the feature point that is with the smallest 
Euclidean distance to this point and the feature point that is with nearly smallest to this point [11]. If the 
two Euclidean distances is less than or equal to a certain threshold, then the feature point of the object 
model and the feature point which is with the smallest distance in the matching image will be handled as 
matching points.   
3.4. Model Update 
If the number of the match  is small, it is due to some deformation of object caused by the motion 
which leads to Harris corner’s change. Therefore, there is need to update the SIFT feature vector. 
If the appearance time of feature point iq  during the tracking process iqN const< , remove the feature 
descriptors of the feature point iq  ,the feature vector after removing is  is 
'new iS S s= −                                                                       (8)
Although the previous frame matches successfully, the new feature point 'iq  generated due to the 
deformation of object is removed since the model does not match successfully with the object. The 
feature descriptors of these points should be added to the target model when updating the model. Suppose 
'is is the feature descriptors of feature point 'iq . If 'i lasts S∈ and 'is S∉  , then the feature vector adds 'is .
" 'new iS S s= U                                                                       (9)
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where lastS denotes the feature vector of previous frame. 
It can be obtained from (8) and (9) that 
' "new new newS S S= U                                                                       (10)
where newS is the updated feature vector of object model. 
4. Algorithmic Flow 
This algorithm is described as follows: 
① In the initial frame 0I , determine the object area T through the artificial selection; 
② Set the initial value, initialize the particle filter, extract the Harris corner and construct the SIFT 
feature vector S ;
③ Capture the next frame, determine the object search area of the current frame by particle filter; 
④ Calculate the Harris-SIFT feature vector 'S  of the candidate region, and match it. If it meets the 
requirements determined, goes to ③ to continue to track, else, goes to ⑤;
⑤ Update the object model vector and re-match. 
'0 CC =
s
'C
Thresholdn >
'S
Fig. 2. Flow chart of the algorithm 
5. Experimental analysis 
In order to verify the effectiveness of the proposed method, the tracking accuracy and efficiency of the 
method are tested through some simulation experiments. The red sign + is the Harris corner matched in 
the test images. 
Fig 3 is the experimental results of people tracking of the mean shift method and the proposed method. 
It can be seen from fig 3 that the target of the mean shift method has been lost in the tracking process 
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because of the illumination changes. While SIFT feature is not sensitive to the illumination change. Most 
feature vectors of the feature points can still correctly match when the illumination changes. 
              
(a)       #18                                 #43                                  #73  
              
(b)      #18                                  #43                                  #73   
Fig. 3. Experimental results (a) Traditional mean shift method. (b) Proposed method 
As can be seen from Table 1, the proposed method has greatly reduced the time complexity of the 
traditional SIFT algorithm. 
Table 1. An example of a table 
CPU time (s) Frame 
traditional SIFT method mean shift method the proposed method 
the 18th frame 13.741 6.2581 5.6427 
the 43rd frame 37.569 16.326 13.316 
the 73rd frame 58.260 24.318 20.192 
Fig 4 shows the experimental results with complex backgrounds.  Fig 4 shows that mean shift method 
will lead to tracking failure .While the target can be still tracked accurately in harsh environmental 
conditions by the proposed method.  
              
(a)      #87                                # 212                             #253  
              
(b)      #87                                #212                               #253   
Fig. 4. Experimental results with complex backgrounds (a) Traditional mean shift method. (b) Proposed method 
Fig 5 shows the experimental results in shelter condition.  
            
(a)         #32                              #180                               #428   
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                                                      (b)         # 32                              #180                              #428 
Fig. 5. Experimental results in shelter condition (a)Traditional mean shift method. (b) Proposed method 
It can be seen that there is a large tracking error when the car is blocked by the mean shift method. The 
proposed method can track the object even if there are a few matching points by updating the model. 
6. Conclusion 
In this paper, particle filter is adopted to predict the possible position of the object , so as to greatly 
reduce the search area of Harris corner extraction. Harris corner is applied to generate the SIFT feature 
vector which has significantly reduced the time complexity. The effectiveness of the proposed method 
have been verified by the experimental results. 
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