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Abstract
This paper considers the problem of distributed dynamic task allocation by a set of cooper-
ative agents. The paper describes a rather specic situation. However, its methods have wide
application and, thus, it can be useful to solve general problems of computer science. One of
its main ideas is to combine optimization questions with the symmetries of initial objects. There
are dierent types of tasks that are dynamically arriving to a system. Each of the agents can
satisfy only a subset of the tasks. The main goal of the agents is to maximize the overall per-
formance of the system and to fulll the tasks as soon as possible. The agents are modeled
using a stochastic closed queueing network. The problem is divided into two subproblems: to
determine a distributed policy of optimal task distribution and to nd the optimal eort levels
of the agents subject to certain constraints. For the rst subproblem, a distributed polynomial
allocation algorithm for determining an instantaneous probabilistic optimal policy for task al-
location is presented. The policy is independent of the state of the system and thus does not
require information exchange among the agents during the performance of the tasks. For the sec-
ond subproblem, an analytical solution to nd the optimal eort levels for the agents is given.
c© 2000 Elsevier Science B.V. All rights reserved
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1. Introduction
Ecient task allocation is very important when a group of agents try to satisfy a set
of tasks. The problem of allocating particular tasks to particular agents is the problem
of assigning responsibility for a particular activity. The task allocation can be done
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statically by a designer of a system establishing a collection of specialized agents with
predened goals [6]. However, in dynamic systems, allocation of tasks in real-time
may be necessary. Task allocation can be done using a single centralized agent (e.g.,
[22, 37]), or by a collection of agents (e.g., [18, 35, 43]).
In this paper we consider the problem of distributed dynamic task allocation by a
collection of agents. However, our results are valid for the centralized model, where
only one distinguished agent (manager) knows about all of the tasks and capabilities
of the agents, while other agents do not have this knowledge. There are dierent types
of tasks that are dynamically arriving to the system, and the agents must fulll them
as soon as possible. The main problem in the assignment of the tasks is that the agents
have dierent capabilities, and therefore each of the agents can fulll only a subset of
the tasks. The main goal of the agents is to maximize the overall performance of the
system, and to fulll the tasks as soon as possible 3
We make the following assumptions:
 The tasks arrive according to independent probabilities.
 There is no ordering on the performance of the tasks, but the tasks must be fullled
as soon as possible.
 The agents may work with dierent eort levels.
 The time for fullling a task depends on the eort level and the capabilities of the
agent working on it, but not on the type of the task.
We consider several situations in such environments and provide ecient algorithms
for task distribution and for determining the agents’ eort levels, based on closed
queueing network techniques [9]. First, we consider the case in which the agents need
to decide only on their eort levels. In such situations, we assume that the tasks arrive
at dierent agents according to some known probabilities and with known intensity 0,
where the agent that receives a task is able to fulll the task, must do it by itself,
and cannot transfer the task to another agent. Each agent needs to decide on the eort
level it will take to optimize the performance of the system, given its constraints. We
derive analytical expressions for determining the agents’ eort levels that will lead to
the optimal performance of the system. This scenario happens, for example, in chain-
stores, where each store specializes in several tasks. The customer arrives at a store,
where the customer expects his problem will be solved. The question is how many
resources (i.e., eort) to allocate to each store, given the constraints of the chain, to
minimize the service time of the customers. Similar problems may occur in distributed
intelligence systems, such as distributed information servers (e.g., WEB), where each
user is served by the agent it approaches. Each information server needs to decide how
much eort to dedicate to answering the users’ requests.
In the second case that we consider, each task arrives at one of the agents randomly
with a known intensity 0, as before. However, an agent that receives a task can
decide whether to do it by itself or to send it to another agent. The agent might not
be able to perform the task by itself, or might be too busy to do so. Since the tasks
3 Our problem belongs to the Distributed Problem Solving (DPS) class of DAI research [6, 20].
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do not arrive at a central agent, and the task allocation is done distributively, each
agent does not know the overall state of the system, i.e., how many tasks are waiting
to be served by the other agents or what allocation decisions were made. Each agent
may have only preliminary information about the capabilities of the other agents. For
such situations, we propose a nondeterministic distributed polynomial allocation policy
that is independent of the state of the system, and formulas to determine the eort
levels of the agents. The algorithm implementing the policy provides near optimum
solutions to maximize the system’s performance. The ability to transfer tasks to other
agents, e.g., sending a query of a user to another site, provides more exibility for
the system, but may require a more complicated decision-making policy. Since our
policy is independent of the state of the system, the agents do not need to exchange
information about their states during the performance of tasks, and since the policy
itself is computed before starting the performance, the real-time decision to whom to
send a task is instantaneous.
In the next section we compare briey our work to related research in DAI and
queueing networks models. In Section 3 we formally dene our framework and the
problems we consider and in Section 4 we describe how we model the system of
agents and the problems using stochastic closed queueing network. In Section 5 we
present an analytical solution to nd the optimal eort levels for the agents when an
agent performs the task that arrives at it, and does not reallocate it. In Section 6 we
propose and motivate methods for task allocation and present the main algorithm for
determining an instantaneous probabilistic optimal policy for task allocation.
2. Related work
The problem of task scheduling 4 and its relationship to system performance is one of
the major research issues in distributed computer systems (see [12, 23, 45] as surveys).
The main dierence between task scheduling and our problems is that in the task
scheduling problem, the tasks are known in advance, while we assume that there is only
probabilistic information on the task arrival. In addition, our task distribution algorithm
is distributed, while in the literature on task scheduling the tasks are scheduled by a
central controller.
Since we assume that there are dierent agents in the environment and each of them
can perform only some of the tasks, our problem is more related to task scheduling
on dierent machines. In the ow shop models, a job is considered to be a collection
of operations in which a special precedence structure applies. In particular, each job
requires a specic sequence of operations to be carried out for the job to be complete.
The \shop" contains m dierent machines, and each job consists of m operations. The
ow shop is characterized by a ow of work that is unidirectional. Each task may
require dierent operation time on each machine.
4 These problems are also called task assignment or task allocation.
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For example, some of the research considers cases where the machines have dierent
speeds; however, they can perform all tasks and their speed is xed in advance. For
example, [3, 42] considers the problem of task allocation where the processors of the
system are heterogeneous; a single program module, if executed on dierent processors,
will therefore require dierent amounts of running time. However, all processors can
execute all modules. In addition it considers issues related to communication, assuming
identical communication links and that the capabilities of processors and links are
supposed to be unlimited. Some of the tasks have to communicate with each other,
thus adding another complexity to the problem. However, as in other works, the set
of tasks is known in advance. Since the problem of nding an optimal assignment
when the number of processors is greater than 3 is NP complete, there are a lot of
dierent heuristics that have been developed. Sinclair [42] presents a branch and bound
with underestimate algorithm to reduce the size of the search tree. Billionnet et al. [3]
presents an exact allocation algorithm that is also a branch- and bound algorithm, with
best rst-branch method. They may obtain near optimal assignment, but the relative
error is always less than 0.4%, and is 0% in a lot of the cases. They both evaluate
their techniques using simulations, while we provide analytical methods. As in previous
work on tasks scheduling, the scheduled tasks are known in advance.
In [5] such models are extended to consider problems of scheduling where there are
more than one scarce resource and each operation of a job requires the use of a given
fraction of the resources.
In [33] a task allocation model that allocates application tasks among processors in
distributed systems is presented. It is assumed that the distributed system satises (i)
minimum interprocessor communication cost; (ii) balanced utilization of each processor,
and (iii) all engineering application requirements. One of the possible constraints of
the system can be that not all processors can execute all tasks. The technique used
in this paper is branch and bound with constraints. Simulation was used to validate
the resultant allocations against the three goals. The result indicates that the allocation
model is applied to large practical problems.
Other research considers the problem of nding ecient schedules when there are
dead-lines associated with tasks. We assume that there are no deadlines for executing
the tasks, however, we would like to minimize the overall time for performing the tasks.
They assume that the processors are identical or can perform all tasks, while we con-
centrate on systems where each agent can perform only a subset of the possible tasks.
The related work on task allocation in distributed articial intelligence (DAI) in-
cludes mechanism such as contract net, [39, 43], negotiation [29, 38], bidding [21], co-
operative models for groups of agents for solving shared tasks [10, 25], partial global
planning [16, 18, 19], and coalition formation [40].
In the environments that we consider, the agents try to maximize the overall perfor-
mance of the system and thus our problem belongs to the distributed problem solving
class of the DAI research area. Therefore, our mechanism and results are dierent
from techniques for task allocation in multi-agent environments (e.g., [21, 29, 38]),
where each agent tries to maximize its own performance.
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The contract net is a high-level communication protocol for a distributed problem
solving system [34, 39, 43]. It enables the distribution of tasks through decentralized
negotiation processes between individual agents and a manager working on behalf of the
task force. There is no concept of optimal assignment associated with this approach, and
thus it is dicult to evaluate a particular assignment over other possible assignments.
However, other research considers problems that we do not consider, such as task
decomposing.
Several formal models of shared plans and teamwork have been developed (e.g.,
[23, 25, 44]). They deal mainly with the restrictions on the design and behavior of
members of a group that will lead to cooperative behavior. Some of these works also
discuss possibilities for action distribution. Jennings, for example, suggests that there
will be an organizer for any joint action. This organizer is responsible for selecting
an agent for each action while trying to minimize the number of group members. The
exact timing for the actions is determined based on the temporal ordering among the
actions and the other commitments of the agents, and it is reached through mutual
agreement between the agents and the organizer. There is no attempt to optimize the
performance of the system, but ordering on actions is taken into consideration.
We use a stochastic closed queueing network involving a central servicing device
or source that models the task distribution process. Queueing networks are used ex-
tensively for modeling computer systems and have proved to be a powerful tool for
performance analysis and prediction.
For example, in [1, 2, 14, 26, 48] queueing networks are adopted as mathematical
models of computer systems that may be characterized as a network of stochastic
service centers. These models are used as a tool for system design and performance
evaluation. Our main usage of queueing networks models is the development of algo-
rithms for task allocation and eort level determination.
Other works (e.g., [31, 32, 46]) have used queueing networks to evaluate the ef-
ciency of dierent state-dependent routing algorithms. For example, Winston [49],
Conolly [13], Blanc [4] and others have studied the optimality of the join-the-shortest-
queue policy. Lui et al. [31] analyzed the minimum expected delay routing algorithm,
and Lui and Towsley [32] studied the round robin routing policy. In distributed in-
telligence systems, where there is no central router, information on the length of the
queues is not available. Even information on the past routing decisions, which is used
in the round robin routing policy, is not known to the agents. Therefore, we consider
state-independent policies, where the agents distribute the tasks using nondeterministic
policies.
Chow and Walter [11] consider a problem more similar to ours. They evaluate dier-
ent policies for job routing in distributed systems. In their model, a manager distributes
identical tasks that arrive at the system in mean rate  among m heterogeneous proces-
sors that are characterized by their service rate i and all processors can perform all
tasks. One of the policies that they suggest is state independent where pi = i=
Pm
j=1 j.
They support their policy by explaining that although this proportional branching pol-
icy may not minimize the job turnaround, it does guarantee that each queue will be
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unsaturated as long as  <
Pm
j=1 j. Their policy is only one of the policies that we
suggest, and we provide a mechanism to choose which policy to use. In addition, we
allow the the agents to choose their i’s, and we also allow multiple types of tasks
that can be served by only a partial set of the agents. Chow and Walter [11] compare
their nondeterministic policy with deterministic ones which are state dependent, for the
cases that there are only 2 processors. The comparison shows that a state-dependent
deterministic strategy that maximizes the expected throughput during the next interar-
rival interval gives the best performance. However, this state-dependent deterministic
policy is not applicable in our situations.
Lee et al. [30] consider the problem of allocating a given workload among several
stations. In their framework, there is only one type of task, but at each node there can
be several servers. They try to optimize the expected number of job completions by
the system per unit time. They proposed a state-independent iterational algorithm that
is based on a xed-point method. The presence of dierent task types, in our frame-
work, implies additional constraints in the optimization problem. Hence, the extremum
is reached in another point in comparison to the single task type case. Thus, a prob-
lem of algorithm estimation arises for various relations between agents and the task
types they can carry out. Such a problem is easily solved when there is a formulae
solution.
There are two main approaches for evaluating the performance of queueing networks.
The rst one is an exact solution that can be obtained by means of ecient algorithms
[9, 7]. For example, Kingman [28] and Zhao and Grassmann [50] provided exact so-
lutions for shortest queue policy for two identical servers. However, most of these
solutions are not computable. In general, evaluation of closed queueing networks with
product form solutions is very time-consuming if the number of tasks or the number
of nodes of the network is large. Therefore, most of the research uses approximations
of the solutions, which require smaller computational eort.
For example, in order to decrease the space and computations required for solving
each queueing network model, Bryant and Agre [8] combined their techniques with
approximate solution methods.
In our paper, in the case where the distribution probabilities are given (Section 5
below), we provide a constant time analytical method to compute the intensities of the
agents. We obtain these results in the special case when the system of equations, deter-
mining the optimal solution, is symmetric. It is achieved in case of specic constraints
on intensities of agents. In [36] we found a type of constraints that provide symme-
try of the system, optimized the performance in the case of homogeneous agents and
proved the uniqueness of the obtained solution. In the current paper we describe a class
of constraints that yield symmetry and consider a more general case of heterogeneous
agents.
Another type of symmetry is considered in [15]. It is proved in this paper that the
throughput of the closed queueing network with buers with N tasks is the same as
with C − N tasks, where C is the total number of buer spaces in the network. The
symmetry property is close to the invariance property and very often usage of the
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invariance property is substituted by the symmetry property and vice versa. In [17]
invariance means that the state probabilities are invariant with respect to the form of
the service time distribution. The class of queueing models that has this invariance
property is described and dened in [17].
When the agents need to nd a policy for task distribution, but they are homoge-
neous, i.e., all agents are able to perform all the types of the tasks, we also provide
an analytical method for optimizing the performance of the system.
In the general case of heterogeneous agents, we use the model to nd the probabilities
for the policy in linear time, and provide exact approximation (not the boundaries) for
evaluation of the agents’ performance.
3. Formal denitions of the environment
We consider a system consisting of a set of agents A. The agents can perform
dierent tasks. The set of types of tasks that the agents can perform is denoted by T .
Every agent ai 2A may be able to perform only tasks of the types that are a subset
of the overall set of types of tasks in the system. We assume that there is a binary
relation A T such that for any ai 2 A, tj 2 T aitj holds i agent ai can carry
out a task of type tj. 5
For example, suppose there are three agents in the system, A = (a1; a2; a3) and two
types of tasks T = (t1; t2). The rst agent can carry out the tasks of type t1, the second
one can carry out tasks of both types t1 and t2, and the third agent can carry out
tasks only of type t2. Then  = f(a1; t1); (a2; t1); (a2; t2); (a3; t2)g: The following graph
describes the relation .
Given  and an agent ai 2A, we denote by TiT the set of types of tasks that can
be carried out by agent ai. We assume that several agents are able to perform tasks
of the same types. Thus, it may be the case that for some ai1 ; ai2 2 A, Ti1 \ Ti2 6= ;.
In the example described above, we have the set T2 = (t1; t2) and its cardinality
2 = 2.
We will use additional notation to associate types of tasks with the agents that can
perform them. A summary of our notation is given in Fig. 1. The set of agents who
can carry out tasks of type tj will be denoted by Aj. In the example, the sets of
5 In future work we plan to use a fuzzy graph instead of a deterministic graph, namely, an agent ai can
carry out a task of type tj with a measure mij , 06mij61. This measure can be interpreted, for example, as
quality.
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Notation Meaning Comments
A Set of agents jAj = m, ai 2A
T Set of types of tasks jT j = , tj 2 T
 A binary relation; associates types A T
of tasks with agents
Ti Set of types of tasks that tj 2 Ti $ aitj; jTij = i.
can be performed by ai
Aj Set of agents that can ai 2 Aj $ aitj, jAjj = kj
perform tasks of type tj
N Number of expected tasks
ptj Probability of arrival of task
of type tj
pij Probability of assigning task tj
to agent ai
pi Probability that agent ai will receive
a task
qij Probability that agent ai will transfer Not considered in this paper.
an unnished task to agent j
i Intensity of agent ai The number of tasks ai
can perform per time unit
i Usual intensity of agent ai
i Performance of ai The expected number of tasks
agent ai performs per time unit
 Performance of the system The actual expected number of tasks
the system performs per time unit
x0; :::; xm Parameters; real positive numbers connect capabilities and probabilities
Fig. 1. Notation used in the paper
agents Aj that can perform a task of a certain type and their cardinalities kj are as
follows:
A1 = (a1; a2) k1 = 2;
A2 = (a2; a3) k2 = 2:
The agents know, close to the beginning of the relevant time period, that the expected
number of tasks is N . Furthermore, the agents also know the independent probabilities
of the arrival of tasks of specic type and the intensity of their arrival. We denote by
ptj the probability that the arriving task will be of type tj 2 T and by 0 the intensity
of the arrival tasks to the system.
In the rst scenario that we consider, where an agent that receives a task must fulll
it, the agents also know the probability that a task of a specic type will arrive at a
S. Kraus, T. Plotkin / Theoretical Computer Science 242 (2000) 1{27 9
given agent. We denote by pij, 16i6m, 16j6, the probability that a task of type
tj will arrive at an agent ai.
In the second scenario, the agents need to distribute among themselves N tasks that
arrive sequentially at the system in a given time period. After a task has arrived at
one of the agents, this agent should decide which agent should perform the task, and
send it to this agent. Only then can additional tasks arrive at the system. In this paper,
we propose to use probabilistic policies for assigning tasks, i.e., the agent decides in
advance on the probability that it will allocate a task to an agent. When a task arrives
at an agent, it will choose randomly the agent that will perform the task, according to
the probability specied by its policy. We assume that the time of \ipping a coin"
according to a given probability and sending out the task is negligible compared to the
time required to perform the tasks, and that the agent will send out the task as soon
as it arrives.
Formally, a policy for task allocation is a set of probabilities, pij for any 16i6m,
16j6, where each pij species the probability that an agent allocate a task of type
tj to agent ai.
Given the known probabilities of tasks arriving at a given agent in the rst scenario
above, or a policy for task allocation in the second scenario, and the known probabilities
ptj of the arrival of tasks, one can compute the probabilities of tasks (regardless of
their type) that a specic agent should fulll. This depends on the probability ptj that
a task of type tj will arrive at the system, and on the probability pij that a task of
type tj will be allocated to agent ai (either by the distributed policy, in the second
case that we consider, or according to the known arrival probabilities to specic agent,






An additional decision that the agents need to make at the beginning of the time
period is which eort level to take during that period. We assume that each agent has
some capabilities. One of the main parameters that plays a role in the performance
of the system is the intensities of the agents, which are the number of tasks that the
agents can do per time unit. We denote by i the intensity of agent ai, which is
the number of tasks that agent ai performs per time unit if it works permanently. i
is proportional to the agent’s capabilities and its level of eorts. If npi denotes the
number of tasks that an agent can perform in the whole time period Time, working
permanently, then i = n
p
i =Time. For simplicity of the computation, we will assume
that each agent decides which intensity to take, rather than the level of eorts, which
are closely related to one another.
There are restrictions on the way the agents can choose their intensities, since the
expenses of the system increase with intensities or since there is a limit on the overall
levels of eort the agents can take. We assume that there is a natural restriction on
the intensities. For example, we can consider the case that the sum of intensities of all
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the agents in the system is constant. This constant can be interpreted as the total cost
of the system.
In order to increase the overall eciency of the system, we would like to increase
the number of tasks that the agent will do per time unit. However, i indicates only
the number of tasks per time unit agent ai will do if it has tasks to work on. When an
agent does not have tasks to carry out, it is idle, and the number of tasks it carries per
time unit is zero. We denote by pibusy the probability that an agent will be busy during
the relevant time period, i.e., the probability it will have tasks that were allocated to it.
This probability is average over the whole time period and takes into account start-up
and shut-down times of the system.
Thus, the performance i of agent ai depends not only on its intensity i, but also on
the probability that this agent is busy, i.e., i = ipibusy. We denote by ni the expected
number of tasks that will be carried out by agent ai. Since ai can perform n
p
i tasks
per time unit, if it works permanently, then ni = n
p
i pi
busy. But since i = n
p
i =Time, we
get that i = ni=Time.







ni = NTime ; Time =
N
 :
We can conclude that if we want to optimize the overall behavior of the system and
to minimize the time of performing all the tasks, we should maximize the performance
 of the system.
We will formalize this problem in the terms of queueing network theory.
4. Queueing network theory as a tool for multi-agent problem solving
We propose to optimize the performance of a set of agents that need to satisfy a set
of tasks by modeling these agents with a stochastic closed queueing network involving
a central servicing device or source.
We rst describe a general model and then show its application to the two general
situations that we would like to consider. In the model, each agent in the system is
represented as a node in the queueing network. We assume that the capacity of any
node exceeds the total number of jobs in the system. In addition, there is a distinguished
node that is called a source, which represents the task allocation process between the
other nodes of the system.
The characterization of a state of a system that consists of m agents that should
fulll N tasks can be done naturally by a vector n = (n1; : : : ; nm), where ni is the
number of tasks that are allocated (or arrive) to agent i;
Pm
i=1 ni = N . That is, agent
number i has to perform ni tasks, possibly of dierent types, and the sum of all tasks
for all agents is N . We assume that all the calculations are done with a predened
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number of tasks, N , but in general the number N can be varied, and it would then be
necessary to do a new calculation with a new N .
In this paper, we assume that no preemption (task splitting) is allowed. However,
our system can be modied to handle also preemption of tasks, where an agent may
work for some time on a task and then send it to another agent. The general system
is presented using the parameters i, and qij, which denotes the probability that agent
ai will not nish fullling a given task and will transfer it to agent j. In addition,
we use the real positive parameters x0; : : : ; xm to connect the capabilities of the agents





jxjqij; i = 1; : : : ; m: (3.1)
The equilibrium probability of state n of the network satises a product form






where G(N ) is a normalization Buzen function [9], chosen to make all the feasible
state probabilities sum to one. Taking a sum by all n for which
Pm
i=1 ni = N , we getP
P(n) = 1. Hence, G(N ) =
PQ
xnii .
Although these product form solutions are easily expressed, direct evaluation of the
state probabilities is computationally expensive due to the large number of operations
required to evaluate the normalization function G(N ). The important property of the
Buzen function is that it is symmetric over permutation of its arguments. This feature
allows us to construct an analytical solution of the problem and prove its uniqueness.
This provides the agents with a low computation procedure for allocating tasks, thereby
allowing more ecient behavior of the system.
In order to nd the most ecient allocation of the tasks, we should choose the func-
tion that describes the state of the network, and optimize this function. The performance
of the closed queueing network can serve as such a function. To express performance
via parameters of the network, we must rst nd the probability that agent i services
not less than k tasks: p(ni>k) = xki G(N − k)=G(N ). Therefore the probability that an















This is the desired function characterizing the functioning of a multiagent system, which
we want to maximize. The performance is the function of the parameters mentioned
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above (xi, i, and the probabilities). The function can be optimized under some natural
constraints by choosing the best parameters. Further, if we know the optimal intensities
of the agents and the probabilities of the tasks allocation to them, we can calculate the
performance of each agent, and this, in its turn, will dene the corresponding payment
to each agent. Agents here act according to the principle of cooperation and the main
goal is to optimize the functioning of the system as a whole.
So, our problem is to optimize the performance of the system. In this paper we
consider the special case where task preemption is not allowed. Hence, in the model
we assume that
(1) qij = 0; i 6= 0; (2) qi0 = 1:
The rst condition means that tasks are only distributed according to the distribution
policy of the system, and agents cannot subcontract tasks that were allocated to them to
another agent, i.e., no preemption of tasks. The second condition states that the agents
fulll their tasks with probability one. We still need to discuss p0i, and for simplicity
we denote them by pi which is the probability that a task will be allocated to an agent
i. Under this assumption the system (3:1) becomes much simpler:
ixi = 0x0pi:
Since the number of equations in the closed network with a source is greater than the










Since the state of the multiagent system can be characterized by the performance
 = (x1; : : : ; xm) with respect to the system parameters,  should be maximized. This
constitutes a conditional extremum problem, which can be solved by the method of
indeterminate Lagrange multipliers.
Two cases can be distinguished that model dierent situations of multiagent envi-
ronments.
1. 0; pi are known. Determine xi; i such that  is maximal.
If the intensity 0 of the arrival of tasks to the system is known and also the
probabilities of the arrival of tasks to specic agents are known, and the agents cannot
reallocate tasks to other agents, then the agents can nd intensities i with which the
agents have to work on tasks, in order to maximize the performance of the system.
These intensities are not necessarily maximal. Their values are obtained by the agents
as a solution of the optimization problem.
2. 0 is known. Determine xi; i; pi such that  is maximum.
Only the intensity of the arrival tasks to the system is given, and the agents need
to determine all the rest of the parameters in an optimal way. It is known that if the
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agents are homogeneous and each can fulll all types of tasks, the optimal allocation
of the tasks will be done with equal probabilities to all the agents, and they will work
with equal intensities [36, 46, 47]. The value of this optimal intensity can be evaluated
by the agents according to the constraints.
However, in the situations that we consider, the agents are heterogeneous, and each
of them may fulll only a partial set of the tasks. We obtained analytical solutions
under certain natural constraints on the intensities for all the cases. We also stud-
ied the important question as to whether this solution is unique, which, in fact, it
is [36].
The problem of task allocation stated in such a way can be solved analytically. In
proving the uniqueness of the solution, the properties of the Buzen function and its
derivatives were investigated [36]. This problem can be handled in various ways, and
the methods of nonlinear programming can be employed to investigate the solution
[41].
5. The optimization problem when the agents do not reallocate tasks
We rst consider the situation where the tasks arrive at the agents with known
probabilities pi; i = 1; :::; m, and each agent is able to perform the tasks that arrive at
it and does not send the tasks to other agents. We propose to the agents a method to
compute their intensities that will optimize the performance of the system. 6 For this
purpose we need to nd optimal auxiliary variables xi.
As usual, the optimization problem assumes that there are restrictions on parameters
of the system; in particular, the intensities are restricted in some natural way, since
the capabilities of the system are restricted. For example, we can suppose that the
arithmetic average of intensities is constant or, in the more general case, a function
of the probabilities pi. We can also consider the geometrical average. We start with
geometrical average, and then pass to arithmetic average. Let us write the restriction
for geometrical average b of intensities in the following form:Q
i = bm; (4.1)
where b is a constant or a function of probabilities. The type of this function is not
essential. We require only that b does not depend on i and xi. Instead of (4:1) we
use its equivalentP
ln i = m ln b = m ln b(p1; : : : ; pm):
Let us solve the problem by the Lagrange method, using this geometrical restriction.
Take a function
u = (x0; : : : ; xm) +
P
i(xii − 0pi) + (
P
ln i − m ln b(p1; : : : ; pm)):
6 In cases where the agents compute the probabilities, they use this method to compute the intensities.
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Theorem 1. The function u is optimal when all x0is coincide.
The proof of the theorem is based on the symmetry of the function  and the
following considerations. Since pi are xed, we have variables of two sorts: xi and i.
u0xi = 
0
xi + ii = 0; (4.2)









Here we meet the most important property: if we swap the variables, then the equations
of this system are swapped as well. This property demonstrates that the solution of
the system of equations is provided by coinciding xi’s. Additional investigation shows
that this solution is unique (for positive xi’s). Thus, if there is an extremum, then it is
reached only when all xi’s coincide. The nature of the problem leads to the conclusion
that this extremum should be the maximum.
It was proven in [36] that such a restriction provides optimal performance of the








where Pm(N ) is the number of partitions of N into m nonnegative integer summands,
0 is also a parameter, and x is to be found.
Summing i = (0=x)pi, we obtain
Pm











Denote the sum by a(p1; : : : ; pm): It is possible to do so, since 0 is a constant and
the optimal value of x depends only on the parameters pi. Using this notation, the




a(p1; : : : ; pm)
m
:




a(p1; : : : ; pm):
The formula for computation of i is
i = pia(p1; : : : ; pm):
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Finally, the expression for x is
x =
0
a(p1; : : : ; pm)
:













The arithmetic and geometrical averages satisfy the formula





We obtain a relation between the averages due to the proportion of the probabilities
and intensities. This proportion arises in the extremal point.
Up to now we have said nothing about a(p1; : : : ; pm) and b(p1; : : : ; pm). Let us
specify these functions. The formula (4.4) associates a(p1; : : : ; pm) with b(p1; : : : ; pm).
Neither a(p1; : : : ; pm), nor b(p1; : : : ; pm) can be a constant. Indeed, if a(p1; : : : ; pm)
is a constant, then max is independent of parameters pi, which contradicts common









and in the case of equal pi’s, we obtain minimum instead of maximum. In such
constraints  has no maximum.
We have just shown that a and b cannot be constants and, thus, they should de-
pend on pi’s. The simplest constraint is a restriction of an average. Let us take for
a(p1; : : : ; pm) a geometrical average of probabilities: 7
mP
i=1





where A is a normalizing coecient. We can nd it, passing to the extremal values in
the formula










7 We cannot take an arithmetic average of probabilities for a(p1; : : : ; pm), since it is a constant.
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Let us take for  an arithmetic average
Pm
i=1 i=m of the usual eort levels i of the
agents, which are known in advance. Then,























Then the maximal performance max of the system of agents, when the probabilities









In summary, we have solved the optimization problem under a specic class of
constraints and have found the optimal intensities i of the agents, while the parameters
pi were xed. There are classes of constraints on intensities which allow analytical
solution. We specied one such possible constraint and leave other variants for future
work. The computation of each i takes a constant time. So, each agent can easily
compute its own optimal intensity. The complexity of the computation of all the i’s
is linear: it is proportional to the number of agents m.
6. Performance optimization of task distribution among heterogeneous agents
In the previous section we considered the case where the probability of allocation
of tasks to the agents (i.e., pi) are xed. However, in the second scenario that we
consider, the allocation of tasks is done dynamically by the manager in the central-
ized model or by the agents in the distributed model, and they need to determine
the pi’s.
6.1. The global maximum
In Section 3 we described two cases, modeling dierent situations of a multiagent
environment. In the second case, the maximum of the performance of the system of
agents is reached when all probabilities pi (and, hence, all the intensities i of the
agents) coincide. Here, all the variables are free and the obtained maximum is a global
one. Denote the global optimal values of probabilities, intensities and performance by
pglob, glob and glob, respectively. Since for coinciding probabilities pi; i = 1; :::; m, all
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Unfortunately, since we assume that the agents are heterogeneous and each agent
can perform only a partial set of the goals, it is not possible, in general, to select the
pi such they are equal. However, the fact that the optimal performance is obtained
when all pis coincide, provides a way to estimate the quality of dierent methods for
determining the probabilities pi.








So, for any method that determines the probabilities for a task distribution, the quality
of the method increases as this quotient increases. In Section 6.3 we propose several
methods to compute the probabilities pi and then we use this quotient to compare
them. However, as we show, the quality of the method depends on the specic binary
relation  between the agents and the types of tasks they can carry out.
6.2. Exact analytical solutions for special relations
If the agents are heterogeneous, the relation  puts additional constraints on the
probabilities that can be chosen. In particular, a task cannot be allocated to an agent
that is not able to perform it according to . This inuences the approach to the
optimization problem: the problem should be solved in the context of the given . We
want to maximize max=glob, given a specic . Evidently, it is enough to maximizeQm
i=1 pi, where pi =
P





variables here are pij. These probabilities are restricted byP
ai2Aj
pij = 1:
This constraint means that, on the one hand, if the agent ai cannot carry out a task of
the type tj, such a task will not be allocated to it, and on the other hand, if a task of
type tj arrives to the system, it will be allocated to one of the agents that can carry











ai2Aj pij − 1):
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ptjpkj)ptj + j = 0:
We have thus obtained a system of equations to be solved with respect to pij.
When the binary relation  between agents and the types of tasks they can carry
out is simple, the optimization problem can be solved analytically, thus providing a
precise solution with low computational complexity.
Let us consider two simple examples where an exact solution can be found and then
estimate the general situation.
Example 1. In this example each agent ai can perform tasks of only one type, which
is denoted by ti. The relation  = f(a1; t1); (a2; t2); : : : ; (am; tm)g. There are no variants
for pij here, since pii = 1 and pij = 0; i 6= j. Hence, pi = pti and the optimization
problem does not arise.
Example 2. Let us consider the graph from Section 2. The probabilities pi are ex-
pressed via pij and ptj :
p1 = p11pt1 ;
p2 = p21pt1 + p22pt2 ;
p3 = p32pt2 :
The constraints of the form
P
ai2Aj pij = 1 are
p11 + p21 = 1; p22 + p32 = 1:
The Lagrange function in this case is
u = (p11pt1 )(p21pt1 + p22pt2 )(p32pt2 ) + 1(p11 + p21 − 1) + 1(p22 + p32 − 1):
Let us pass to the corresponding system of equations.
@u
@p11
= pt1 (p21pt1 + p22pt2 )p32pt2 + 1 = 0;
@u
@p21
= p11pt1p32pt2pt1 + 1 = 0;
@u
@p22
= p11pt1p32pt2pt2 + 2 = 0;
@u
@p32
= p11pt1 (p21pt1 + p22pt2 )pt2 + 2 = 0:
Let us solve this system. From (1) and (2), p21pt1 +p22pt2 = p11pt1 . Using expres-
sion of pi’s, we obtain p2 = p1. From (3) and (4), p32pt2 = p21pt1 + p22pt2 . Again
we use expression of pi’s and get p3 = p2: Hence, p1 = p2 = p3 = 13 .
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Let us now nd pij. From p11pt1 =
1
3 we obtain p11 =
1
3pt1
: Similarly, p32 = 13pt2 :







In this example we have found the optimal values of pij analytically. Moreover, it
turned out that these optimal pij provide global maximum of . But this is due to
the peculiarity of the binary relation between the agents and the types of tasks. In the
Example 1 it is not so.
We would like to emphasize that when the  becomes more complicated, the com-
plexity of the computations increases, since, usually, the systems of equations are not
linear. Although the optimal solution exists, there are no general methods to nd it
analytically. Therefore, we propose general methods to compute conditional probabil-
ities based on general observations concerning ’s. Given a specic , these methods
probably give a solution that is not optimal; however, we can estimate and compare
the dierent methods with each other and with the global maximum.
6.3. Methods for determining probabilities for task allocation
There are several approaches to how to determine the probabilities pij that the
agent ai will be allocated a task of a type tj. The methods dier in their use of the
specications of the agents, the types, and the probabilities; and their complexity is
dierent as we describe below.
6.3.1. Method 1
The agent knows that the arrived task is of type tj. It should use the computed
probabilities pij in order to decide to which agent this task should be distributed. A
set Aj, determined by the relation , is associated with tj. The most simple case is when
the tasks are sent to the agents ai 2 Aj, that can carry out tasks of the type tj, with
the same probability pij = 1=kj. In this method the tasks are distributed with the same







Suppose, now, that some agents can carry out only a small number of types of
tasks, while the others can fulll many of them. A more general method which the
manager can use to allocate a task of the type tj to the agents ai 2 Aj is to introduce
computed weights cij rather than equal weights. The probability that a task of the type






; ai 2 Aj;
0; ai 62 Aj:
8 A superscript l of plij indicates that we use method l to compute it.
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Since
P
ai2Aj pij = 1 for every j, we have
P
ai2Aj cij = kj. Therefore, the probability







Choosing coecients inuences the performance of the system of agents. Since an
agent ai can carry out i dierent types of tasks, it is natural that the agent gets a
task of type tj in inverse proportion to the number i of types of tasks it can perform.












ai2Aj 1=i, we get j = kj=













; ai 2 Aj;
0; ai 62 Aj:
(M1)
Let us apply the described method to determine the probabilities pij and the proba-
bility pi that an agent ai will get a task, in the example described in Section 2.
















































Then the probability that an agent ai gets a task is
p1 = pt1p11 + pt2p12 =
2





p3 = pt1p31 + pt2p32 =
2
3pt2 :
In a special case, when all the agents ai 2 Aj can fulll the same number of types
















S. Kraus, T. Plotkin / Theoretical Computer Science 242 (2000) 1{27 21
We expected this result, since in this situation the weights of all the agents of Aj
are the same.
6.3.2. Method 2
This method is based on the partition of the set A into groups of agents Ai . An
agent ak belongs to a group Ai if k = i. In other words, two agents are in the same
group, if they can perform the same number of types of tasks. Denote Aij = Aj \ Ai .
Then the partition of the set A induces the partition of the sets Aj. Denote the cardinality
of the group by jAij j = mij and the probability that the task of type tj is allocated to
the group Aij by p
i











Let us nd j and then pij, using the condition
P


















; ai 2 Aj;
0; ai 62 Aj:
(M2)
In the particular case, when all the agents ai 2 Aj can perform the same number of
types tasks and, thus, are in one group, Aj = A
i
j , then all m
i





We can illustrate this method by using the same simple example, but partition into
one-element sets does not show peculiarities of this approach. Thus, we introduce
another (more complicated) example.
For simplicity, we consider only the type of task t3. Let the set of agents that can
perform tasks of the type t3 consist of four agents: A3 = fa2; a3; a4; a6g: Relation  de-
scribes the case:  = f: : : ; (a2; t3); (a3; t3); (a3; t5); (a4; t3); (a4; t4); (a4; t5); (a6; t2); (a6; t3);
(a6; t4); : : :g. The sets of the types of tasks, related to the agents of the set A3, and the
cardinalities of these sets are:
T2 = ft3g; 2 = 1;
T3 = ft3; t5g; 3 = 2;
T4 = ft3; t4; t5g; 4 = 3;
T6 = ft2; t3; t4g; 6 = 3:
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According to these cardinalities the set A3 is partitioned into three groups:
A23 = fa2g; m23 = 1;
A33 = fa3g; m33 = 1;
A43 = A
6
3 = fa4; a6g; m43 = m63 = 2:
Using these data, we obtain the values of the probabilities pi3 for i = 2; 3; 4; 6:
p23 = 611 ; p33 =
3
11 ; p43 =
1
11 ; p63 =
1
11 :
The results for this graph, computed by Method 1, are as follows:
p23 = 613 ; p33 =
3
13 ; p43 =
2
13 ; p63 =
2
13 :
The two methods for computing pij that we described above do not take into account
the probabilities ptj of the arrival of tasks of type ptj to the system. The consequent
three methods essentially use these probabilities.
6.3.3. Method 3













; ai 2 Aj;
0; ai 62 Aj:
Similar to the above methods, we can nd coecients j, and obtain the following







; ai 2 Aj;
0; ai 62 Aj:
(M3)
For example, if the system consists of two agents A = fa1; a2g and there are ve
types of tasks, T = ft1; t2; t3; t4; t5g. The agent a1 can carry out the tasks of the rst
three types, while the agent a2 can perform all the types of tasks. The sets Ti and Aj
are
T1 = ft1; t2; t3g; 1 = 3;
T2 = ft1; t2; t3; t4; t5g; 2 = 5:
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A1 = A2 = A3 = fa1; a2g;
A4 = A5 = fa2g:
Method 3 is less tied to : for example, it does not reect the fact that dierent
agents can carry out a dierent number of types of tasks, but it takes into account the
probabilities of the arrival of tasks with specic types.
6.3.4. Method 4






; ai 2 Aj;
0; ai 62 Aj:







; ai 2 Aj;
0; ai 62 Aj:
(M4)
6.3.5. Method 5









; ai 2 Aj;
0; ai 62 Aj:











; ai 2 Aj;
0; ai 62 Aj:
(M5)
6.3.6. Comparison of methods
Let us compare the proposed methods, computing probabilities according to each of
them on the basis of one and the same graph.
Suppose there are three agents in the system, A = fa1; a2; a3g, m = 3. These agents
can perform tasks of four types, T = ft1; t2; t3; t4g,  = 4. Agent a1 can carry out tasks
of the types t1; t2; agent a2 can perform tasks of all the types; and a3 can perform
tasks of the types t2; t3; t4. The relation between agents and task types is described by
the graph (see Fig. 2).
The results of computations are summarized in Fig. 3. The upper part of the gure
contains some arbitrary distributions of probabilities of task types. The lower part
presents the values of optimization ratio l = max=glob, l = 1; : : : ; 5, for each of the
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Fig. 2. Graph, corresponding to the relation 
Probabilities of task types ptj
pt1 0.2 0.1 0.4 0.1 0.1 0.4 0.4
pt2 0.4 0.2 0.3 0.4 0.3 0.1 0.1
pt3 0.3 0.3 0.2 0.3 0.4 0.2 0.4
pt3 0.1 0.4 0.1 0.2 0.2 0.3 0.1
Optimization ratio l
1 0.999 0.909 0.984 0.981 0.953 0.997 0.997
2 0.999 0.909 0.984 0.981 0.953 0.997 0.997
3 0.996 0.952 0.998 0.987 0.975 0.999 0.999
4 0.987 0.964 0.972 0.991 0.985 0.982 0.982
5 0.987 0.964 0.972 0.991 0.985 0.982 0.982
Fig. 3. Test results
ve methods, with the outlined maximal value. The corresponding method determines
the optimal probabilistic policy of tasks distribution.
6.4. Algorithm for task distribution
Since, in general, none of the above methods are preferred over the others, they are
combined to form an algorithm for the agents to compute a policy for task allocation
that is near the optimal. Each agent will compute ve policies, using the above ve
methods. Then it will compute the ratio with the global maximum, and will choose
the best one. Given the policy, it will also compute its intensity.
Algorithm 1. Computing a Policy and Intensity for agent ak
Input: A, ak 2A, T ,  and ptj .
Output: A policy pij and eort level k
 For each of the methods l described in Section 6.3 do begin
1. Compute plij according to (Ml).












 Let l = maxflj16l65g.
Determine pl

ij to be your policy.








 Return k and plij .
The complexity of the algorithm depends on the number of the agents m and the
number of types of tasks . The time required to compute a policy using Method 1 is
O(m), using Method 2 or Method 5 is O(m2) and using Method 3 or Method 4 is
O(m). Thus, it is easy to see that overall complexity of the algorithm is O(m2).
7. Conclusions
In this paper we considered the problem of tasks allocation in DPS environments.
Each agent may be able to fulll only part of the tasks, and the agents would like to
satisfy the goals as soon as possible. The problem is divided into two subproblems:
to determine a distributed policy of optimal tasks distribution, and to nd the optimal
intensities of the agents, subject to certain constraints. For the rst subproblem, a
distributed polynomial algorithm for determining an instantaneous probabilistic optimal
policy for task allocation is presented. For the second subproblem, an analytical solution
for nding the optimal intensities for the agents is given.
In future work we would like to consider situations where: (i) there are task pre-
emptions, i.e., a task may be satised by more than one agent; (ii) dierent agents may
perform a task with dierent quality; (iii) there is a partial order on the performance
of tasks, and (iv) there are additional classes of constraints on the agents’ intensities.
References
[1] I.F. Akyildiz, J. Liebeherr, Application of norton’s theorem on queueing networks with nite capacities,
Proc. IEEE INFOCOM, Vol. 3, 23{27 April 1989, pp. 914{923.
[2] F. Baskett, K.M. Chandy, R. Muntz, F. Palacios, Open, closed and mixed networks of queues with
dierent classes of customers, J. ACM 22 (1975) 248{260.
[3] A. Billionnet, M.C. Costa, A. Sutter, An ecient algorithm for a task allocation problem, J. ACM 39(3)
(1992) 502{518.
[4] J.P.C. Blanc, A note on waiting times in systems with queueing in parallel, J. Appl. Probab. 24 (1987)
540{546.
[5] J. Blazewicz, J.K. Lenstra, A.H.G. Rinnoy Kan, Scheduling subject to resource constraints: classication
and complexity, Discrete Appl. Math. 5 (1983) 11{24.
[6] A.H. Bond, L. Gasser, An analysis of problems and research in DAI, in: A.H. Bond, L. Gasser (Eds.),
Readings in Distributed Articial Intelligence, Morgan Kaufmann, San Mateo, CA, 1988, pp. 3{35.
[7] S. Bruell, G. Balbo, Computational Algorithms for Closed Queueing Networks, North-Holland, New
York, 1982.
26 S. Kraus, T. Plotkin / Theoretical Computer Science 242 (2000) 1{27
[8] R.M. Bryant, J.R. Agre, A queueing network approach to the module allocation problem in distributed
systems, Performance Evaluation Rev. 10(3) (1981) 181{204.
[9] J.P. Buzen, Computational algorithms for closed queueing networks with exponential servers, Commun.
ACM 16 (1973) 527{531.
[10] S. Cammarata, D. McArthur, R. Steeb, Strategies of cooperation in distributed problem solving, Proc.
IJCAI-83, 1983, pp. 767{770.
[11] Y. Chow, W. Kohler, Models for dynamic load balancing in heterogeneous multiple processor system,
IEEE Trans. Comput. C-28(5) (1979) 354{361.
[12] E.G. Coman (Ed.), Computer and Job-Shop Scheduling Theory, Wiley, New York, 1976.
[13] B.W. Conolly, The autostrada queueing problem, J. Appl. Probab. 21 (1984) 394{403.
[14] A.E. Conway, N.D. Georganas, Queueing Networks { Exact Computational Algorithms: A Unied
Theory Based on Decomposition and Aggregation, MIT Press, Cambridge, 1989.
[15] Y. Dallery, D. Towsley, Symmetry property of the throughput in closed tandem queueing networks with
nite buers, Oper. Res. Lett. 10(9) (1991) 541{547.
[16] K. Decker, V. Lesser, A one-shot dynamic coordination algorithm for distributed sensor networks, Proc.
AAAI-93, 1993, pp. 210{216.
[17] I. Dukhovny, E. Koenigsberg, Invariance properties of queueing networks and their application to
computer/communication systems, INFOR 19(3) (1981) 185{204.
[18] E.H. Durfee, Coordination of Distributed Problem Solvers, Kluwer Academic Publishers, Boston, 1988.
[19] E.H. Durfee, V.R. Lesser, Global plans to coordinate distributed problem solvers, Proc. IJCAI-87, 1987,
pp. 875{883.
[20] E.H. Durfee, J.S. Rosenschein, Distributed problem solving and multiagent systems: Comparisons and
examples, Proc. 13th Int. DAI Workshop, Seattle, WA, 1994, pp. 94{104.
[21] E. Ephrati, J.S. Rosenschein, The clarke tax as a consensus mechanism among automated agents, Proc.
AAAI-91, California, 1991, pp. 173{178.
[22] M. George, Communication and interaction in multiagent planning, Proc. National Conf. on Articial
Intelligence, Washington, DC, 1983, pp. 125{129.
[23] R.L. Graham, E.L. Lawler, J.K. Lenstera, A.H.G. Rinnooy Kan, Optimization and approximation in
deterministics sequencing and scheduling: a survey, Ann. Discrete Math. 5 (1979) 287{326.
[24] D. Gross, C. Harris, Fundamentals of Queueing Theory, Wiley, New York, 1985.
[25] B.J. Grosz, S. Kraus, Collaborative plans for complex group activities, Articial Intell. J. 86 (1996)
269{357.
[26] F.B. Hanson, J. Mei, C. Tier, H. Xu, PDAC: a data parallel algorithm for performance analysis of
closed queueing networks, Parallel Comput. 19 (1993) 1345{1358.
[27] N.R. Jennings, Controlling cooperative problem solving in industrial multiagent systems using joint
intentions, Articial Intell. J. 75(2) (1995) 1{46.
[28] J.F.C. Kingman, Two similar queues in parallel, Ann. Math. Statist. 32 (1986) 1314{1323.
[29] S. Kraus, J. Wilkenfeld, G. Zlotkin, Multiagent negotiation under time constraints, Articial Intell. 75(2)
(1995) 297{345.
[30] H. Lee, Cheracteristics of optimal workload allocation for closed queueing networks, Performance
Evaluat. 12 (1991) 255{268.
[31] J. Lui, R. Muntz, D. Towsley, Bounding the mean response time of the minimum expected delay routing
policy: an algorithmic approach, IEEE Trans. Comput. 44 (1995) 1371{1382.
[32] Z. Liu, D. Towsley, Optimality of the round robin routing policy, J. Appl. Probab. (1998) to appear.
[33] P.R. Ma, E. Lee, M. Tsuchiya, A task allocation model for distributed computing systems, IEEE Trans.
Comput. C-31 1 (1982) 41{59.
[34] T.W. Malone, R.E. Fikes, K.R. Grant, M.T. Howard, Enterprise: a marketlike task schedule for
distributed computing environments, in: B.A. Huberman (Ed.), The Ecology of Computation, North-
Holland, Amsterdam, 1988, pp. 177{205.
[35] T.W. Malone, R.E. Fikes, M.T. Howard, Enterprise: a market-like task scheduler for distributed
computing environments, in: B.A. Huberman (Ed.), The Ecology of Computation, North-Holland,
Amsterdam, 1988, pp. 177{205.
[36] T. Plotkin, E. Peterson, Symmetry and entropy in the problem of optimization of les distribution,
Automat. Control Comput. Sci. 17(5) (1983) 5{11.
[37] J.S. Rosenschein, Synchronization of multiagent plans, in: A.H. Bond, L. Gasser (Eds.), Readings in
Distributed Articial Intelligence, Morgan Kaufmann, San Mateo, CA, 1988, pp. 187{191.
S. Kraus, T. Plotkin / Theoretical Computer Science 242 (2000) 1{27 27
[38] J.S. Rosenschein, G. Zlotkin, Rules of Encounter: Designing Conventions for Automated Negotiation
Among Computers, MIT Press, Boston, 1994.
[39] T. Sandholm, An implementation of the contract net protocol based on marginal cost calculations, Proc.
AAAI-93, 1993, pp. 256{262.
[40] O. Shehory, S. Kraus, Task allocation via coalition formation among autonomous agents, Proc. IJCAI95,
Montreal, Canada, 1995, pp. 655{661.
[41] T.M. Sigmon, K.S. Trivedy, R.A. Wagner, Optimal selection of cpu speed, device capacities, and le
assignments, Assoc. Comput. Mach. 27 (1980) 457{473.
[42] J.B. Sinclair, Ecient computation of optimal assignments for distributed tasks, J. Parallel Distributed
Comput. 4 (1987) 342{362.
[43] R.G. Smith, R. Davis, Negotiation as a metaphor for distributed problem solving, Articial Intell. 20
(1983) 63{109.
[44] E. Sonenberg, G. Tidhar, E. Werner, D. Kinny, M. Ljungberg, A. Rao, Planned team activity, Technical
Report 26, Australian Articial Intelligence Institute, Australia, 1992.
[45] V.S. Tanaev, Y.N. Sotskov, V.A. Strusevich, Scheduling Theory, Multi-Stage Systems, Kluwer
Academic Publishers, Dordrecht, Netherlands, 1994.
[46] D. Towsley, Queueing network models with state-dependent routing, J. ACM 27(2) (1980) 323{337.
[47] K. Trivedi, R. Wagner, T. Sigmon, Optimal selection of cpu speed, device capabilities and le
assignments, J. Assoc. Comput. Math. 27(3) (1980) 457{473.
[48] S. Tucci, E.A. MacNair, Implementation of mean-value analysis for open, closed and mixed queueing
networks, Comput. Performance 3 (4) (1982) 233{239.
[49] W. Winston, Optimality of the shortest line displine, J. Appl. Probab. 14 (1997) 181{189.
[50] Y. Zhao, W.K. Grassmann, Numerically stable algorithm for two server queue models, Queueing
Systems 8 (1991) 59{80.
