Abstract-This paper presents a design concept and a exemplary realization of a perception system for naturally interacting humanoid robots. Relevant non-verbal interaction capabilities are selected based on psychological research. These interaction capabilities are transferred into a multi-functional user model which is exemplary implemented for interactive game scenarios. Benefits of this perception system design in comparison to existing realizations are a modular perception concept and the possibility to transfer psychological inter-personal research directly into human-robot interaction scenarios.
I. INTRODUCTION
The interaction capabilities of current humanoid robots is still far beyond human interaction scenarios. Since interpersonal interaction is not limited to verbal interaction it is also worth considering non-verbal interaction capabilities.
Many realizations of interactive humanoid robots are designed for a specific interaction scenario. This kind of limitation is still required since inter-personal interaction is a complex task. Targeting the goal of complex and versatile human-robot interaction it is a feasible approach to transfer knowledge from inter-personal to human-robot interaction.
This transfer can be supported by the design of the robot control architecture and the perception system in particular. This paper focuses on the perception although various other aspects are considered to be of interest. The design and realization of the proposed system within this paper is based on the idea to analyze and categorize knowledge from psychological inter-personal interaction and transfer suitable and relevant aspects into a user model and a technical realization of such a perception system for interactive humanoid robots. The whole system is embedded into a emotion-based control architecture which is described in [9] .
The following sections will introduce this concept and present an exemplary realization with the focus on an interactive game play situation.
II. ROBOT PERCEPTION
The analysis of currently realized perception systems for naturally interacting robot reveals dramatic differences concerning the design concepts. Many implementations are not related to human interaction and extract information which is considered to be relevant from the robotic point of view.
The following section introduces important contributions which are based on inter-personal communication. 
A. Gandalf and Ymir
The development of naturally interacting robots is not limited to embodied agents. Artificial animated heads or even full body models are often used to overcome the limitations of the mechanical construction. The avatar Gandalf and the cognitive architecture Ymir are used to realize real-time capable interaction [16] .
Thorisson developed a real-time capable system and a control architecture based on data from the psychological and linguistic literature. He realized that existing knowledge from inter-personal communication can be transferred to humanrobot interaction [17] .
The control architecture uses a layered combination of reactive and reflective behaviors which are triggered by the dialog management system. The modular distributed system is divided into three module groups perception, action and decision. The decision modules of each layer use more or less abstract knowledge generated by the perception system to select suitable actions. The action modules are responsible to execute one action in one of the nine action categories.
The perception system as part of the whole architecture uses virtual sensors for unimodal information extraction and multimodal descriptors as fusion modules. The virtual sensors operate on a single stream of input data and are separated into the categories: Prosodic, Speech, Positional and Directional. These sensors are further subdivided into static sensors reporting the current state of a property and dynamic sensors reacting on changes of an observed stimuli. Gandalf uses 16 basic virtual sensors. Since the virtual sensors operate on a single modality a fusion system is required. Thorisson introduces ten multimodal descriptors. They again can either react on static stimuli or a dynamic change.
The presented approach of natural interaction using Ymir and Gandalf is a very promising example of modeling a perception system for humanoid robots. Major aspects are the transfer of psychological knowledge into robotic applications and the realization of real-time capable systems. The perception module with the splitting of virtual sensors and multimodal descriptors allows multiple views on the same dataset and reusable information. This approach allows the separation of the perception and decision process which is crucial for the adaption end extension of the proposed architecture.
B. Asimo
Recent developments concerning Asimo's interaction capabilities are performing interactive game situations. Okita [13] analyzes the reaction of children on different behaviors Focusing again the perception system the concept of a cognitive map has been introduced by Ng-Thow-Hing [12] . Another demonstration using a card table top game shows the principles of the architecture. The central component of the Cognitive Map Architecture is the cognitive map server which accepts perception information and provides an interface for information retrieval. In the card game scenario table, card and speech information are extracted and stored in the server. Each stored information consists of a variable set of parameters like position and orientation.
To access the stored data three mechanisms are provided: indexer, detector and decider. Indexers are use to access the stored data using a provided sorting strategy. This allows sorting by time or position. The second mechanism, the detectors, are boolean operators which limit the amount of messages. Messages are only forwarded if the detector evaluates to true. In the card game example detectors are used to suppress new objects located beside the table. Deciders finally use the information from detectors or other deciders to extract information which can be stored back to the cognitive map. The output of the deciders are used to trigger a finite state machine representing the game flow by modeling both robot and game state.
The cognitive map architecture provides an uniform and flexible way to access stored perception data. The hierarchy of indexer, detector and decider allows the usage of already existing information and the reduction of computational effort. Nevertheless it does not provide rules which perceptions are required and should be perceived. Here again the focus is the information required for the specific interactive game situation.
III. COMMUNICATION MODELS
Focusing the channels sight and hearing a new question arises: Which information is transferred and of interest for a communication process? In [6] detailed descriptions of faceto-face interaction processes are given. There seven major categories of action that can be performed or perceived are described.
• Para-language This term defines all information transmitted on top of speech signals but not directly related to the content of the spoken words. Further subdivision distinguishes perspective, organic, expressive and linguistic aspects.
• Kinesics The term kinesics describes any type of body motion including head, facials, trunk, hands and so on.
• Proxemics The perception of distance zones, spatial arrangements and sensory capabilities is a key factor of any conversation.
• Artifacts Artifacts in the environment and even the environment itself influences a communication process. Depending on the situation artifacts may even be necessary.
• Olfactory The scent of interaction partners has also an influence although it is limited to a narrow area close by the interaction partners [4] . Since human-robot communication mainly covers public areas olfactory communication is of minor interest and therefore not discussed further.
• Haptics Haptic interaction signals are related to specific situations which are for example hand shaking, beating or grabbing. These communicative actions require an embodied agent and direct feedback of the robot [1] .
Since the focus of this work is the modeling of the user and haptic interactions are seldom in public environments this topic is not noticed further. Nevertheless haptics may be of interest for extensions of this work.
• Language Although non-verbal aspects are considered important most of the conversational content is transfered via the speech [10] . Verbal interaction is mentioned due to the immense importance but it is not directly included in the model since the user modeling focuses on non-verbal aspects.
A. Aspects of Paralanguage
The analysis of speech related communication information is divided into different aspects. Traunmller [18] distinguishes
• Perspective aspects Perspective aspects of speech are concerned with spatial relationships. These include beside others place, distance, orientation and transition channel. These aspects have various impacts on the communication. Examples are attention attraction and turn-taking.
• Organic aspects Organic aspects are modifications of speech caused by the differences of the vocal tract. Each human being has an unique vocal tract with an unique modification of speech. Based on these modifications information like age, sex and pathology can be extracted. Especially information like age and sex are commonly used in communication situations.
• Expressive aspects Expressive aspects are transmitted by variations in speaking rate, pitch dynamics and voice quality. Transmitted are for example emotion, attitude and environment. Expressive aspects strongly influence the communication process.
• Linguistic aspects Linguistic aspects transmit primarily the message itself. Besides the spoken words also dialect, accent and speech style are transmitted. The influence on the communication process is immense which is mainly based on the transmitted content. The amount of information derived from paralinguistic phenomena is huge and large variations in the usage of these information and the reliability can be observed [2] . A crucial part towards a model of non-verbal communication is the selection of relevant aspects. Unfortunately an importance based ranking of paralinguistic aspects is not available due to the strong correlation with the situation and personal preferences. Nevertheless several aspects do exists which seem to be of crucial importance.
B. Situation Models
The situation model gives quite precise information about required knowledge in a communication situation. If the situation is more specific detailed models do exist. In [5] various types of conversation situations are mentioned. As example of a complex situation a specific model of play has been developed 1 . Here four continuous cycles are mentioned.
• Continuous play In a concrete play situation an observeplan-act cycle is proposed. In this cycle all participants are focused on the game with a mainly serial turn-taking scheme.
• Fun In a second independent cycle the pursuit of fun, which is a basis for many games, is mentioned. Based on the conversation, a shared situation and the engagement a situation of amusement can be created.
• Learning Additionally the authors claim a cycle of learning. Each participant has the goal to gain experience and improve the game play.
• Repeated play The forth mentioned cycle claims that game situations may be interrupted and continued at any time.
C. Communication Partner Model
Any interactive communication situation is based on the perception of the interaction partner. To provide these information as basis for any complex interaction three basic requirements have to be fulfilled:
• Timing requirements The trisection of the communication process in opening, main part and closing is realized. During the opening a conversation partner is not yet present so the detection of humans is important. The main part is strongly depending on the conversation situation with detailed information of the interaction partner. The third part describes the closing which concludes the conversation.
• Memory requirements It is obvious that previous knowledge as well as a runtime memory is required in any communication situation. In this user model two types of knowledge are used: the a priori knowledge provided by the application programmer containing information like face dimensions and speech identification data and the a posteriori knowledge which consists of data captured and stored during an interaction.
• Sensor requirements The perception system generates a broad range of information which can be subdivided into basic information units called percepts. Each percept provides a specific information which can be of interest for the robot. The percepts are grouped into the categories paralanguage, kinesics, proxemics, language and situation specific percepts. The user model assigns a set of relevant percepts to each perception task in the timing model. Only these percepts are considered to be relevant in the specific time step. All these requirements are described in the general user model depicted in figure 1 . This model consists of the three 1 see http://www.dubberly.com/concept-maps/a-model-of-play.html main stages of interaction and the relevant percepts for each category. The auditory perception system as depicted in figure  2 contains two major branches the identification and the localization which are fused in the auditory fusion step. The following sections will briefly introduce these branches.
A. Sound Source Localization
The sound source localization has to provide proxemic information about the spatial arrangement of human interaction partners. This includes the position of a sound source relative to the position of the robot or more precise the position of the microphones. The contribution of the sound source localization to the model are the paralinguistic aspects of Sound Direction and Sound Distance. Additionally information of loudness are of interest to allow priority based distinction of sound sources. Sound localization approaches as required here have widely been used in humanoid robotics with varying focus. Basic requirements for interactive robots are real time data processing and noise robustness.
B. Speaker Identification
For any inter-personal communication situation the identity of the interaction partner is of crucial importance. The introduction of all participants is often one of the first conversation steps if the identity is not previously known. The behavior of all participants heavily depends on the relationship between them. It is therefore an important competence for a naturally interacting humanoid robot to estimate the identity of an interaction partner and adapt the robot behavior according to the relationship. The speaker identification contributes to the paralinguistic aspects of Speech Activity and Speaker Identification.
The realized speaker classification is subdivided into three modules: Preprocessing, voice activity detection and voice classification. The preprocessing is responsible for basic transformations into frequency domain which is not described further here. The voice activity detection (VAD) generates a probability value for each microphone channel and frame of the audio stream. The voice activity detection is based on the work of Cohen [3] . The classification module generates the current feature vectors and compares them to the set of previously trained codewords [7] .
The extraction of speaker related information from sound sources is related to the extraction process described by Sigurdsson [15] . The extraction process is divided into five steps: Framing, frequency transform, log amplitude transform, Mel scaling and discrete cosine transform. The following section will briefly introduce this process and describe variations in the realized approach.
The discrete auditory input signal s(n) of each microphone m ∈ {0, .., M } is divided by the voice activity detection into chunks of speech. Each chunk is further subdivided into a set of frames f ∈ {0, .., F } with length L. Each input frame is 50% overlapping the previous one and transformed into frequency domain by using Hamming Windows and the Fast Fourier Transformation.
The selection of a suitable set of features influences the detection rate and the calculation time. The used set of features is a modification of the MFCC FB-24 filter bank. The frequency range between f low = 0 Hz and f high = 3.000 Hz is divided into M = 22 triangular filters. The centers C i of the triangular filters and their distances ∆f mel are calculated as
Each filter F i (f mel ) overlaps half of both neighboring filters and is defined as
The corresponding transformed Mel coefficients S mel i for each filter i and the Fourier transformed input signals S(n) are then calculated as
The final Mel Frequency Cepstral Coefficients (MFCC) are calculated using the Discrete Cosine Transform II (DCT-II) as shown in equation 1. The output of this procedure is a set of MFCC feature vectors describing a chunk of speech.
A suitable selection of contributing MFCCs is not trivial. Zhen [20] provides a relative comparison of the importance of the Mel coefficients. The coefficients C 0 and C 1 downgrade recognition results since they are correlated with the signal energy. Zhen further describes that all coefficients above C 12 only have minor contributions since they are heavily influenced by noise. Also the contribution of delta and delta-delta features can be neglected as described by Radova [14] .
Based on these information the final set of MFCC features consists solely on the coefficients C 2 till C 16 . One of these 14 dimensional vectors is extracted for each frame of a chunk. Each of them has to be compared to a reference set of vectors approximating the possible speakers. To compare two feature vector a distance measurement is required. The mean squared error (MSE) provides the distance measurement used here since it does not require a square root operation in comparison to the euclidean distance.
The following section will introduce the realized vector quantization technique based on the feature vectors and distance measurement described before.
The modeling of a speaker can now be reduced to the description of a large amount of example MFCC vectors generated during a training phase. Assuming that a set of descriptive vectors x i has been extracted. Such a set X = {x 0 , . . . , x n } exists for each possible communication partner.
The goal of the vector quantization is the selection of a suitable preferably small set of representatives M = {µ 1 , µ 2 , . . . , µ k } which optimally describe the large amount of input vectors X. This process can be seen as a lossy compression of data.
Several approaches like Gaussian Mixture Models and Neural Networks have been used for speaker representation with similar results. Another approach is the usage of the K-Means algorithm described for example by Kanungo [11] with a fixed number of representatives. The algorithm assigns the closest centroid to each input vector according to a distance measurement d(x, µ). The centroid vectors are then recalculated as mean of all assigned input vectors. The new centroid position leads to an update of the centroid assignments. This procedure is repeated until the assignment is unchanged.
The selection of an optimal number of representatives k is a complex task. Extensions to the K-Means like the X-Means algorithm do exist. The increased complexity of estimating the required number of centroids also leads to high computational complexity. During several experiments it could be seen that a large number of centroids sufficiently represents the set of input vectors.
The current implementation selects k = 128 centroid vectors as description for each speaker. The approach of independent codebook generation for each speaker did not provide sufficient results. The distances between the speakers are too low. The problem with this procedure is the omnipresent background noise which is trained into each codebook. The following section will introduce the universal background model which helps to distinguish noise from speaker.
Speaker recognition systems often use voice which is recorded in silent environments. The existence of noise is reduced by using microphones which are nearby the speaker, like head sets or telephones. In the area of mobile robotics this is in general not the fact. Speakers are spread in the environment and noise from motors and computers is omnipresent.
A crucial point in the training process of speaker codebooks is to avoid the training of noise as speaker features. A possible solution is noise reduction which is complex and hard to realize in frequently changing environments. Another approach is the introduction of a background model. The principle idea is that all speaker vectors are used to train a single codebook. This codebook should contain features which are present in all sets of feature vectors, especially the background noise. After the training of the background model each speaker codebook is trained with the additional constraint to keep away from the background model.
The Universal Background Model (UBM) is trained using the standard K-Means algorithm. The number of features used to train the model is huge since it contains all speaker vectors which leads to long training times. The training of the individual speaker models is realized using a modified KMeans algorithm. A similar approach for Background Modeling using Gaussian Mixture Models has been described by Hautamaeki [8] .
V. VISUAL PERCEPTION
From the technical point of view the visual perception system as depicted in figure 3 is a sensor input driven hierarchy of perception modules. Each module provides new information based on input images and optional additional elementary percepts. The arrangement of perception modules has been developed and re-factored several times to optimize the flow of information and reduce the computational complexity. The final module hierarchy is depicted in figure  5 which includes the relation of the camera perception module to other groups relevant for the perception system. Each module and the functionality is briefly introduced before details on relevant modules are given in the following sections.
• Face Detector The face detector uses the Haar cascade classifier introduced by [19] to find frontal faces. A list of face candidates is generated and provided as elementary percept.
• Tangram Detector The Tangram detector uses color information to extract interaction relevant artifacts. The number of relevant artifacts for communication purposes is endless and therefore a small but useful set has been selected. The detection focuses on the analysis of game play situations during an instruction puzzle game called Tangram.
• Skin Color Detector The skin color detector uses a skin color model based on a combination of Gaussian probabilities. The classifier assigns a skin probability to each image pixel using a look up table. Additionally an average skin color value is added to all face candidates provided by the face detector.
• Emotion Detector The emotion detector uses a closeup high resolution image of a frontal face to extract facial features. According to the relative location of these features an emotional state is estimated using FACS.
• Gesture Detector The gesture detector realizes the detection of emblematic gestures commonly provided in interaction situations. Therefore skin colored regions are detected and compared with a previously trained set of hand gestures.
• Head Pose Estimation The head pose estimator uses the camera with narrow field of view and estimates the head pose by matching a rigid 3D head model with a set of 2D image features.
• Video Fusion The video fusion module uses all elementary perceptions like face candidates, skin color estimation and depth image to track the head of possible interaction partners. The tracking is realized using a particle filter for each person in the environment. The output of this fusion module is a list of public percepts. The perception fusion represents the last instance of the perception system. All information extracted and fused up to this point is now forwarded to the control architecture which will be introduced in the following section.
VI. EXPERIMENTS
In group conversations with multiple interaction partners it is not possible that all participants are communicating simultaneously. Currently not communicating participants are observers of the interaction but the role of speaker, addressee and observer is changing frequently. The following experiment shows the observation of an interaction between two participants. One of them is explaining the rules of the Tangram tabletop game. The robot is observing the situation without active participation.
The goal of the experiment is to demonstrate both auditory and visual perception as well as the fusion mechanisms. Figure 5 depicts the extracted percepts during the time interval from 30 to 90 seconds. The duration of the whole experiment was about 100 seconds. In the diagram four time steps are marked with a to d and the corresponding percepts are displayed. Figure 6 depicts images of the overhead reference camera, the left body camera with overlay of the person tracking system and the left eye camera during the experiment at the marked time steps.
The output of the percept P ′ audiof usion is displayed in the second diagram of figure 5 . The voice activity detection splits the talking phases of both participants. The voice classification uses these intervals to generated an identity estimation at the marked time steps a,b and d. During the experiment the identification zero is assigned to the person on the left side (from robot view) and one is assigned to the person on the right.
The plot below the voice activity shows the root position of the localized sound source which corresponds to the positions of the two talking persons. The large variations of the y r variable depicts the alternating speech activity. The peak output energy increases only slightly during speech phases. The noise generated by the movement of the motors and the computer below the robot significantly reduces the signal to noise ratio. Nevertheless both identification as well as speaker localization is possible.
The last two plots show the output of the visual tracking system divided into the tracking of the person on the left and the one on the right hand side. A close relationship between the position of the visual and the auditory tracking system can be seen. This geometrical correlation is used to assign the estimated speaker identification to the closest tracked person.
The behavior of the robot during the experiment is solely influenced by the sound source position. The robot is steadily focusing the sound source with the left eye camera. It can be seen that the left eye is always focused on the current speaker. The visual tracking sometimes loses the interaction partner which forces the robot to rely on the auditory perception until the tracking is reinitialized.
VII. CONCLUSIONS AND FUTURE WORK
The complex interaction of humans and robots requires a model of the human interaction partner. The design as well as the realization of such a model should be based on psychological research to allow the transfer of inter-personal to human-robot communication scenarios. This paper presents psychological models of time, memory and interaction signals and combines these into a common user model. One representative aspect of the model, the speaker identification, is discussed in detail. With the focus on an interactive tabletop game the implementation and usage of the model is presented using the control architecture of the humanoid robot Roman.
The experiments showed that the proposed design is well suitable for complex interactive scenarios. Future developments will add additional information to the model and support a wider range of communication scenarios. 
