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1 Introduction
In this paper, we continue investigation of the constant astigmatism equation
zyy +
(
1
z
)
xx
+ 2 = 0, (1)
which is the Gauss equation for constant astigmatism surfaces immersed in the Euclidean space;
see [2]. These surfaces are defined by the condition σ − ρ = const, where ρ, σ are the principal
radii of curvature and the constant is nonzero. Without loss of generality, the ambient space may
be scaled so that the constant is ±1, which is assumed in what follows. The same equation (1)
describes spherical orthogonal equiareal patterns; see later in this section.
A brief history of constant astigmatism surfaces is included in [2, 23] (apparently, they had
no name until [2]). Ribaucour [24] and Bianchi [4, 6] observed that evolutes (focal surfaces) of
constant astigmatism surfaces are pseudospherical (of constant negative Gaussian curvature).
Conversely, involutes of pseudospherical surfaces corresponding to parabolic geodesic nets are of
constant astigmatism. This yields a pair of nonlocal transformations [2] between the constant
astigmatism equation (1) and the integrable sine-Gordon equation
uαβ = sinu, (2)
which is the Gauss equation for pseudospherical surfaces in terms of asymptotic Chebyshev
coordinates α, β. Hence, the constant astigmatism equation is also integrable; see [2] for its
zero curvature representation. Moreover, the famous Bianchi superposition principle for the
sine-Gordon equation can be extended in such a way that an arbitrary number of solutions
of the constant astigmatism equation can be obtained by purely algebraic manipulations and
differentiation; see [13].
The class of sine-Gordon solutions that can serve as a seed is limited, since the initial step
involves integration of the nonlinear (although linearisable) equations (23) below. The class con-
tains all multisoliton solutions, which themselves can be generated from the zero seed. Another
successfully planted seed we know of is the travelling wave used by Hoenselaers and Micciche` [15].
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In this paper, we look for another solution-generating tool that would not require solving
differential equations. We introduce two (interrelated) auto-transformations XA and YB that,
in geometric terms, correspond to taking the involute of the evolute. Each generates a three-
parametric family of solutions from a single seed, but when applied in combination, they have
an unlimited generating power in terms of the number of arbitrary parameters in the solution.
The transformations XA and YB are Ba¨cklund transformations sensu Ba¨cklund [1, 12], since
each is determined by four relations of no more than the first order (although modern usage
often sees this term as implying that independent variables are preserved, the original meaning
is as stated). We call XA and YB reciprocal transformations since, up to point transformations,
XA and YB are equivalent to X and Y satisfying
X 2 = Y2 = Id,
which is a property characteristic of reciprocal transformations [16]. For the history and overview
of reciprocal transformations and their wide applications in physics and geometry see [27, Chap-
ter 3] and [25, Section 6.4]. Reciprocal invariants, linked to invariants in Lie sphere geometry, are
available in the context of hydrodynamic-type systems [8, 9, 10]. Geometry of immersed surfaces
is rich in nonlocal transformations to the sine-Gordon equation, see, e.g., [26, § 3.3]; this exam-
ple is of particular interest in the context of our present efforts (compare [26, equation (3.27)]
to [3, Table 1, row 6b]). Nonlocal transformations between general integrable equations are
often reciprocal or decomposable into a chain where one of the factors is reciprocal; this extends
to hierarchies, see [28] and [26, § 6.4].
Transformations XA and YB only depend on the computation of path-independent line inte-
grals, which puts lower demands on the seeds. The sine-Gordon equation is bypassed and the
transformations are immediately applicable to solutions of the constant astigmatism equation
with no apriori given sine-Gordon counterpart, such as the Lipschitz solution [14, 18]. If the
seeds are given in parametric form, then so are the generated solutions.
Our work would be incomplete without explicitly constructing the transformed surface of con-
stant astigmatism. To obtain compact formulas, a small but useful digression is made. According
to [13], to every surface of constant astigmatism there corresponds an orthogonal equiareal pat-
tern on the Gaussian sphere; the same conclusion was made by Bianchi [6, § 375, equation (20)]
in the context of pseudospherical congruences. By an orthogonal equiareal pattern [13, 29, 30]
we mean a parameterization such that the metric assumes the form
z dx2 +
1
z
dy2
(which is, incidentally, of relevance to two-dimensional plasticity under the Tresca yield condi-
tion, [29]). The name reflects the fact that “uniformly spaced” coordinate lines x = a1t + a0
and y = b1s+ b0, where a1, a0, b1, b0 = const, form equiareal curvilinear rectangles.
The contents of this paper are as follows. In Section 2 we recall symmetries and conservation
laws of the constant astigmatism equation. Section 3 contains a derivation of the reciprocal
transformations. Starting with a constant astigmatism surface we construct its pseudospherical
evolute and then a family of new parallel surfaces of constant astigmatism. New solutions of the
constant astigmatism equation then result from finding curvature coordinates on these surfaces.
Section 4 summarizes the transformations obtained in the preceding section. In Section 5 we
obtain the same transformations as nonlocal symmetries of the constant astigmatism equation.
In Section 6 we show that they correspond to the Ba¨cklund transformation for the sine-Gordon
equation with the Ba¨cklund parameter λ = ±1. In Section 7 we describe the transformations
in terms of the constant astigmatism surfaces and the orthogonal equiareal patterns on the
Gaussian sphere. Finally, the last section contains several exact solutions.
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2 Point symmetries
According to [2], there are three independent continuous Lie symmetries of equation (1): the x-
translation
T xa (x, y, z) = (x+ a, y, z), a ∈ R,
the y-translation
T yb (x, y, z) = (x, y + b, z), b ∈ R,
and the scaling
Sc(x, y, z) =
(
x/c, cy, c2z
)
, c ∈ R \ {0}.
The known discrete symmetries are exhausted by the involution (or duality)
J (x, y, z) =
(
y, x,
1
z
)
,
the x-reversal Rx(x, y, z) = (−x, y, z), and the y-reversal Ry(x, y, z) = (x,−y, z). To avoid
possible misunderstanding, we stress that T x, T y, Rx, Ry should be understood as single
symbols, similarly to S, J . The superscripts x, y refer to the affected position in the triple
(x, y, z).
Obviously,
J ◦ J = Id, J ◦ T xa = T ya ◦ J , J ◦ T ya = T xa ◦ J ,
Sc ◦ T xa = T xa/c ◦ Sc, Sc ◦ T yb = T ycb ◦ Sc, Sc ◦ J = J ◦ S1/c, Rx ◦ S−1 = Ry.
Translations and reversals correspond to mere reparameterizations of the constant astigmatism
surfaces. The scaling symmetry takes a surface to a parallel surface, obtained when moving
every point of the surface a constant distance along the normal (offsetting). The involution
swaps the orientation, interchanges x and y, and makes a unit offsetting. Solutions invariant
with respect to the local Lie symmetries can be found in [14, Proposition 1]; they correspond
to the Lipschitz [18] class of constant astigmatism surfaces. Higher order symmetries have been
considered in [2] and [21]; they will not be needed in this paper.
We shall also need the six first-order conservation laws of equation (1), which are easy to
compute following, e.g., [7]. The associated six potentials χ, η, ξ, θ, α, β satisfy
χx = zy + y, χy =
zx
z2
− x,
ηx = xzy, ηy = x
zx
z2
+
1
z
− x2,
ξx = −yzy + z − y2, ξy = −y zx
z2
,
θx = xyzy − xz + 1
2
xy2, θy = xy
zx
z2
+
y
z
− 1
2
x2y (3)
and
αx =
√
(zx + zzy)2 + 4z3
4z
, αy =
√
(zx + zzy)2 + 4z3
4z2
,
βx =
√
(zx − zzy)2 + 4z3
4z
, βy = −
√
(zx − zzy)2 + 4z3
4z2
. (4)
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Equations (3), (4) are compatible by virtue of equation (1). It is not a pure coincidence that
the same symbols α, β occur in equations (2) and (4), see Section 6 below. Assuming z positive
in accordance to its geometrical meaning [2, 13], the radicands in (4) are positive as well. On
the other hand, Manganaro and Pavlov [19] considered the class of solutions such that one of
the two radicands is zero.
The involution J acts on the potentials as follows: η ↔ ξ, while χ → −χ, θ → −θ, α ↔ α,
and β ↔ −β. The action of the other symmetries is considered below.
3 A geometric construction
Let z(x, y) be a solution of the constant astigmatism equation (1). Under the choice of scale
such that σ−ρ = 1, the fundamental forms of the corresponding surface of constant astigmatism
are
I = u2 dx2 + v2 dy2, II =
u2
ρ
dx2 +
v2
σ
dy2,
where
u =
ln z − 2
2
√
z, v =
ln z
2
√
z
, ρ =
ln z − 2
2
, σ =
ln z
2
,
see [3]. Obviously,
uv = ρσ. (5)
Once σ − ρ = ±1, equation (5) means that x, y are the adapted curvature coordinates in the
sense of [13, Definition 1] (they are also normal coordinates in the sense of [11]).
The corresponding surface r(x, y) of constant astigmatism and its unit normal n(x, y) satisfy
the Gauss–Weingarten system
rxx =
(ln z)zx
2(ln z − 2)z rx −
(ln z − 2)zzy
2 ln z
ry +
1
2
(ln z − 2)zn,
rxy =
(ln z)zy
2(ln z − 2)z rx −
(ln z − 2)zx
2z ln z
ry,
ryy =
(ln z)zx
2(ln z − 2)z3 rx −
(ln z − 2)zy
2z ln z
ry +
ln z
2z
n,
nx = − 2
ln z − 2rx, ny = −
2
ln z
ry, (6)
which is compatible as a consequence of equation (1).
Let us construct the pseudospherical evolute [4] of the surface r. By definition, the evolute
has two sheets formed by the loci of the principal centres of curvature. We choose one of the
two evolutes, given by
rˆ = r+ σn, nˆ =
ry
v
=
2
√
z
ln z
ry.
The first fundamental form of this evolute is
Iˆ =
4z3 + z2x
4z2
dx2 +
zxzy
2z2
dx dy +
z2y
4z2
dy2 = z dx2 +
dz2
4z2
.
One easily sees that the Gauss curvature is −1, as expected.
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Next we construct the involute to this pseudospherical surface in order to obtain a new surface
of constant astigmatism together with a new solution of the equation (1). Following [5, § 136]
(see also [31]), we let X and Y be parabolic geodesic coordinates on the pseudospherical surface.
By definition, the first fundamental form should be
Iˆ = dX2 + e2XdY 2.
Comparing the coefficients, we obtain
X2x + e
2XY 2x = z +
z2x
4z2
, 2XxXy + 2e
2XYxYy =
zxzy
2z2
, X2y + e
2XY 2y =
z2y
4z2
.
Solving the last two equations for Yx, Yy, we have
Yx =
zxzy − 4z2XxXy
2zeX
√
z2y − 4z2X2y
, Yy =
√
z2y − 4z2X2y
2zeX
, (7)
which allows us to convert the remaining equation into
Xx =
zxXy +
√
zz2y − 4z3X2y
zy
. (8)
Substituting into (7) and performing cross-differentiation, we obtain
Xyy = −X2y +
zzxx − 2z2x − z2z2y − 2z3
z3zy
Xy +
z2y
4z2
. (9)
Now the system consisting of equations (7), (8) and (9) is compatible by virtue of equation (1).
The involute we look for is given by
r˜ = rˆ+ (a−X)rˆX = r+
(
1
2
ln z +
2z(a−X)Xy
zy
)
n+ 2(a−X)
√
z2y − 4z2X2y√
zzy(2− ln z)rx, (10)
where a is an arbitrary constant. The unit normal vector to the involute is
n˜ = rˆX =
2zXy
zy
n− 2
√
z2y − 4z2X2y√
zzy(ln z − 2) rx.
To obtain X, we have to solve the compatible system (8), (9). The other unknown Y is no more
needed.
The system (8), (9) has the obvious particular solution
X0 =
1
2 ln z + c2,
which corresponds to the constant astigmatism surface r˜ = r+ (a− c2)n. Thus, we recover the
constant astigmatism surface we started with along with all its parallel surfaces.
To find the general solution of the system (8), (9), we first observe that (9) is a Riccati
equation in Xy. Knowing one particular solution X0,y is sufficient for finding the general
solution Xy, see, e.g., [22]. Omitting the details, we present the general solution
X = ln
(x+ c1)
2z + 1√
z
+ c2 (11)
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of the system (8), (9). In order to simplify the formulas below, we remove the integration
constant c1 by reparameterization T xc1 . Then
X = ln
x2z + 1√
z
+ c2,
which, if substituted into formula (10), yields the family of involutes
r˜ = r+
(
x2z ln z
x2z + 1
+
x2z − 1
x2z + 1
(
ln
(
x2z + 1
)
+ a
))
n+ 2x
2a− 2 ln (x2z + 1)+ ln z(
x2z + 1
)
(2− ln z) rx, (12)
where c2 has been absorbed into a. The corresponding unit normal is
n˜ =
x2z − 1
x2z + 1
n+
4x(
x2z + 1
)
(2− ln z)rx. (13)
A routine computation (see below) shows that the surface r˜(x, y) has a constant astigmatism,
and so has r˜(x + c1, y), which corresponds to X given by the general solution (11). The para-
meter a corresponds to the offsetting, meaning a parallel surface.
However, one more step is required in order to find the corresponding solution of equation (1).
Namely, we have to find the adapted curvature coordinates x′, y′ for the involute. In order
that x′, y′ be curvature coordinates, ∂/∂x′ and ∂/∂y′ have to be eigenvectors of the shape
operator. The shape operator is too lengthy to be written here, but its eigenvalues (principal
curvatures) 1/ρ′, 1/σ′ are simple enough (cf. equation (15) below). Computing the eigenvectors,
and choosing an assignment between ∂/∂x′, ∂/∂y′ and the two eigenvectors, we obtain
x′y =
xzy
xzx − x2z2 + zx
′
x, y
′
y =
xzx − x2z2 + z
xz2zy
y′x. (14)
Under conditions (14), we have
I˜ = u′2 dx′2 + v′2 dy′2, I˜I =
u′2
ρ′
dx′2 +
v′2
σ′
dy′2,
where
ρ′ = ln
√
z
x2z + 1
+ a+ 1, σ′ = ln
√
z
x2z + 1
+ a,
u′ =
xzx − x2z2 + z
(x2z + 1)
√
z
ρ′
x′x
, v′ =
x
√
zzy
x2z + 1
σ′
y′x
. (15)
We immediately see that ρ′−σ′ = 1, which implies that the surface r˜ is of constant astigmatism
as required.
In order that x′, y′ be adapted in the sense of [13, Definition 1], we require u′v′ = ±ρ′σ′,
which implies
y′x = ±
xzx − x2z2 + z(
x2z + 1
)2 xzyx′x . (16)
The second equation (14) becomes
y′y = ±
(
xzx − x2z2 + z(
x2z + 1
)
z
)2
1
x′x
. (17)
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By cross-differentiation between equations (16) and (17), we obtain the second-order equation
x′xx =
x
(
x2z + 1
)
zxx − 2x3z2x − 6x2zzx + 2zx + 2x3z3 − 6xz2(
x2z + 1
)(
xzx − x2z2 + z
) x′x,
possessing the general solution
x′x = b
xzx − x2z2 + z(
x2z + 1
)2 ,
where b denotes an arbitrary function of y. Inserting into (14), (16) and (17), we obtain
x′y = b
xzy
(x2z + 1)2
, y′x = ±
1
b
xzy, y
′
y = ±
1
b
xzx − x2z2 + z
z2
.
By cross-differentiation between the two equations on y′, we receive by = 0, meaning that b is
a constant. The last four equations on x′ and y′ are compatible now; their general solution is
simply
x′ = b
xz
x2z + 1
+ c2, y
′ = ±1
b
η + c3,
where
dη = xzy dx+
(
x
zx
z2
+
1
z
− x2
)
dy
as introduced in Section 2 above. Finally,
˜III =
1
b2
(
x2z + 1
)2
z
dx′2 + b2
z(
x2z + 1
)2 dy′2.
Hence,
z′ =
1
b2
(
x2z + 1
)2
z
.
Recall that we applied the translation T xc1 after equation (11) in order to remove the parameter c1.
Reintroducing c1, which amounts to replacing x with x+ c1 in the above formulas, we obtain
x′ = b
(x+ c1)z
(x+ c1)2z + 1
+ c2, y
′ = ±1
b
(
η + c1χ− c1xy − c21y
)
+ c3,
z′ =
1
b2
((x+ c1)
2z + 1)2
z
, (18)
where χ was introduced in Section 2 above. The parameters ci can be conveniently encoded in
a matrix, see Proposition 3 below.
To sum up, we started with a constant astigmatism surface r, constructed its pseudospherical
image rˆ, then reconstructed the full preimage r˜, reflecting the freedom of choice of the parabolic
geodesic system on rˆ. Accordingly, it should not come as a surprise that the transformation
has a limited generating power, measured by the number of arbitrary constants the resulting
solution depends on. The generating power becomes unlimited only if two such transformations,
using different sheets of the evolute, are combined. This will be discussed in Section 6 below.
8 A. Hlava´cˇ and M. Marvan
4 The reciprocal transformations and their properties
Consider the formulas (18). Setting all integration constants ci to zero, b to 1, and choosing the
‘+’ sign, we obtain a transformation X (x, y, z) = (x′, y′, z′), defined by
x′ =
xz
x2z + 1
, y′ = η, z′ =
(
x2z + 1
)2
z
. (19)
Using conjugation with the involution J , we obtain another transformation Y(x, y, z) = (x∗,
y∗, z∗), where
x∗ = ξ, y∗ =
y
y2 + z
, z∗ =
z(
y2 + z
)2 . (20)
Formulas (20) follow from formulas (19) and the relation Y = J ◦ X ◦ J .
Remark 1. We remind the reader that ξ and η are potentials defined in Section 2. Therefore,
they are unique up to an integration constant, which is not to be neglected, because it represents
a parameter in the solution. Alternatively speaking, symbols X and Y can be viewed as standing
for the compositions T yb ◦ X and T xa ◦ Y, respectively, where a, b are arbitrary constants.
Proposition 1. Let z(x, y) be a solution of the constant astigmatism equation (1), ξ, η the
corresponding potentials (3). Let X (x, y, z) = (x′, y′, z′) and Y(x, y, z) = (x∗, y∗, z∗) be deter-
mined by formulas (19) and (20). Then z′(x′, y′) and z∗(x∗, y∗) are solutions of the constant
astigmatism equation (1) as well.
Proof. The statement follows from the reasoning in the preceding section. A routine, straight-
forward, but cumbersome proof consists in computing z′x′x′ + (1/z
′)y′y′ + 2 = 0. 
Let us note that the first derivatives transform according to the formulas(
z′x′
z′y′
)
= J−1X
(
z′x
z′y
)
,
(
z∗x∗
z∗y∗
)
= J−1Y
(
z∗x
z∗y
)
,
where JX and JY are the Jacobi matrices
JX =
(
x′x y′x
x′y y′y
)
=

xzx − x2z2 + z(
x2z + 1
)2 xzy
xzy(
x2z + 1
)2 xzx − x2z2 + zz2
 ,
JY =
(
x∗x y∗x
x∗y y∗y
)
=

−yzy + z − y2 − yzx(
z + y2
)2
−yzx
z2
−yzy − z + y
2(
z + y2
)2
 .
Formulas for the second derivatives are too lengthy to be printed.
Proposition 2. Under a suitable choice of integration constants, X ◦ X = Id and Y ◦ Y = Id.
Proof. It is straightforward to see that x′′ = x′z′/(x′2z′ + 1) = x and z′′ = (x′2z′ + 1)2/z′ = z.
Let us compute y′′ = η′, omitting technical details. According to (3), η′ is defined by
η′x′ = x
′z′y′ = −
(x2z + 1)2xz2zy(
xzx − x2z2 + z + xzzy
)(
xzx − x2z2 + z − xzzy
) ,
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η′y′ = x
′ z
′
x′
z′2
+
1
z′
− x′2 =
(
xzx − x2z2 + z
)
z2(
xzx − x2z2 + z + xzzy
)(
xzx − x2z2 + z − xzzy
) .
Therefore,
η′x = η
′
x′x
′
x + η
′
y′y
′
x = η
′
x′
xzx − x2z2 + z(
x2z + 1
)2 + η′y′xzy = 0,
η′y = η
′
x′x
′
y + η
′
y′y
′
y = η
′
x′
xzy(
x2z + 1
)2 + η′y′ xzx − x2z2 + zz2 = 1.
Suppressing the integration constants, we obtain y′′ = η′ = y. 
Because of this property, X and Y are called reciprocal transformations, see, e.g., [16] and [25].
Remark 2. The transformation X admits a restriction to the variables x, z and then
x′2z′ = x2z,
(
x′2 + 1/z′
)(
x2 + 1/z
)
= 1.
Therefore, X can be identified with the circle inversion in the (x, z−1/2)-subspace. Similarly,
Y admits a restriction to the variables y, z, and then
y′2/z′ = y2/z,
(
y′2 + z′
)(
y2 + z
)
= 1.
In this case, we obtain the circle inversion in the (y, z1/2)-subspace.
The following identities are obvious:
X ◦ J = J ◦ Y, X ◦ Sc = S1/c ◦ X , Y ◦ Sc = S1/c ◦ Y.
Slightly abusing the notation, we have also
X ◦ T yb = X = T yb ◦ X , Y ◦ T xa = Y = T xa ◦ Y.
There is no similar identity for X ◦ T xa and Y ◦ T yb . Instead, X , T xa generate a three-parameter
group, and so do Y, T yb .
Proposition 3. Let z(x, y) be a solution of the constant astigmatism equation (1), χ, η, ξ the
corresponding potentials (3), and
A =
(
a11 a12
a21 a22
)
a real matrix such that detA = ±1. Let XA(x, y, z) = (x′A, y′A, z′A) and YA(x, y, z) = (x∗A, y∗A, z∗A),
where
x′A =
(a11 + a12x)(a21 + a22x)z + a12a22
(a11 + a12x)2z + a212
, ±y′A = a212η + a11a12χ− a11y(a11 + a12x),
z′A =
(
(a11 + a12x)
2z + a212
)2
z
and
±x∗A = a212ξ − a11a12χ− a11x(a11 + a12y), y∗A =
(a11 + a12y)(a21 + a22y) + a12a22z
(a11 + a12y)2 + a212z
,
z∗A =
z(
(a11 + a12y)2 + a212z
)2 .
Then z′A(x
′
A, y
′
A) and z
∗
A(x
∗
A, y
∗
A) are solutions of the constant astigmatism equation (1) as well.
The corresponding surfaces (12) exhaust all constant astigmatism surfaces sharing one of the
evolutes with the seed surface r.
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Proof. The statements concerning x′A, y
′
A and z
′
A follow from formulas (18) in the preceding
section. Actually, the integration constants b, c1, c2 can be combined into a square matrix A
such that detA = ±1; namely,
a11 =
c1√|b| , a12 = 1√|b| , a21 = b− c1c2√|b| , a22 = − c2√|b| .
Formulas for x∗A, y
∗
A, z
∗
A follow from these with the help of the involution J , which interchanges
the evolutes. 
Observe that purely imaginary values aij also produce a real result. Then the ‘±’ sign in
front of y′A and x
∗
A can be circumvented by combination with the reversals Rx, Ry, because of
the easy identities
XiA = Ry ◦ XA, YiA = Rx ◦ YA.
Some useful identifications are:
symmetry T xa Sc X
matrix A
(
i 0
ai i
) (√
c 0
0 1/
√
c
) (
0 1
1 0
)
Recall that the translation T ya is due to the non-uniqueness of η, see Remark 1. Otherwise
said, T ya corresponds to the unit matrix. The proofs of the following two propositions are
straightforward, hence omitted.
Proposition 4. In the case when a12 = 0 the transformations reduce to local symmetries
XA =
{
T xa21/a11 ◦ S−a211 if detA = −1,
T xa21/a11 ◦ Ry ◦ S−a211 if detA = +1,
YA =
{
T ya21/a11 ◦ S−1/a211 if detA = −1,
T ya21/a11 ◦ Rx ◦ S−1/a211 if detA = +1.
Proposition 5. We have
XB ◦ XA = XBA, YB ◦ YA = YBA
for any two 2× 2 matrices A, B such that |detA| = |detB| = 1.
It follows that transformations XA form a three-parameter group, and similarly for the trans-
formations YA.
5 The reciprocal transformation as a nonlocal symmetry
Besides the geometrical construction presented in Section 3, there is also a more systematic
way to derive the transformations XA and YB. Consider the system formed by the constant
astigmatism equation (1) and the first four equations (3), i.e.,
zyy +
(
1
z
)
xx
+ 2 = 0,
χx = zy + y, χy =
zx
z2
− x, ηx = xzy, ηy = xzx
z2
+
1
z
− x2. (21)
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According to [7], system (21) constitutes a covering of the constant astigmatism equation. The
Lie algebra X of Lie symmetries of system (21) is routinely computable. Omitting details, we
present the basis
∂
∂χ
,
∂
∂η
, −zx ∂
∂z
− (zy + 2y) ∂
∂χ
− (xzy − χ+ xy) ∂
∂η
,
−zy ∂
∂z
−
(
zx
z2
− 2x
)
∂
∂χ
−
(
x
z2
zx +
1
z
− x2
)
∂
∂η
,
(xzx − yzy + 2z) ∂
∂z
+
(
xzy − y
z2
zx + 2yx
)
∂
∂χ
+
(
x2zy − xy
z2
zx − η + x2y − y
z
)
∂
∂η
,(
(χ− yx)zy +
(
x2 − 1
z
)
zx + 4xz
)
∂
∂z
+
((
x2 − 1
z
)
zy +
χ− yx
z2
zx − 2xχ+ 2η + 2yx2
)
∂
∂χ
+
((
x2 − 1
z
)
xzy +
χ− yx
z2
xzx −
(
x2 − 1
z
)
χ− yx
z
)
∂
∂η
of a six-dimensional Lie algebra. Adding a suitable linear combination of total derivatives, we
transform these generators into six vector fields
txX =
∂
∂x
− y ∂
∂χ
+ (χ− xy) ∂
∂η
, tyX =
∂
∂y
+ x
∂
∂χ
,
tχX =
∂
∂χ
, tηX =
∂
∂η
, sX = −x ∂
∂x
+ y
∂
∂y
+ 2z
∂
∂z
− η ∂
∂η
,
xX =
(
1
z
− x2
)
∂
∂x
+ (xy − χ) ∂
∂y
+ 4xz
∂
∂z
+
(
y
z
− xχ+ 2η
)
∂
∂χ
acting in the five-dimensional space coordinatised by x, y, z, χ, η. Their non-vanishing commu-
tators are
[txX, t
y
X] = 2t
χ
X, [t
χ
X, t
x
X] = t
η
X,
[sX, t
η
X] = t
η
X, [sX, t
x
X] = t
x
X, [sX, t
y
X] = −tyX, [sX, xX] = xX,
[xX, t
χ
X] = t
y
X, [xX, t
η
X] = −2tχX, [xX, txX] = −2sX.
Alternatively speaking, X is the Lie algebra of nonlocal symmetries [7] corresponding to cove-
ring (21) of the constant astigmatism equation.
The flows (one-parametric groups) induced by the generators of X are easy to compute. The
flow of tχX is simply T χX : χ 7→ χ+ t, where t is the parameter. Similarly, the flow of tηX is simply
T ηX : η 7→ η + t. These two flows reflect the freedom to choose the integration constants in
system (21). Neither of them alters the solution z(x, y).
Formulas for the remaining four flows occupy the columns of the table
T yX T xX SX XX
y y + t y yet y + (xy − χ)t− ηt2
x x x+ t
x
et
(xt+ 1)xz + t
(xt+ 1)2z + t2
z z z ze2t
(
(xt+ 1)2z + t2
)2
/z
χ χ+ xt χ− yt χ (xt+ 1)(ηxt
2 + 2ηt+ χ)z + (ηt2 + y)t
(xt+ 1)2z + t2
η η η + (χ− xy)t− yt2 η
et
η
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Of course, the first three columns are the x-translation T x, the y-translation T y, and the sca-
ling S, extended to the nonlocal variables χ, η. Finally, the rightmost column harbours an
extension XX of the transformation XA, where
A =
(
1 t
0 1
)
.
Another six-dimensional algebra Y results from an analogous computation using the poten-
tials χ, ξ. Alternatively, Y is conjugated to X by means of the involution J . Therefore, X ∼= Y.
We omit the explicit description of its generators. The construction of an infinite-dimensional
covering to harbour extensions of both X and Y is postponed to a forthcoming paper.
6 Relation to the sine-Gordon equation
As already mentioned in Section 3 above, every constant astigmatism surface r yields two pseu-
dospherical surfaces (evolutes) rˆ1 and rˆ2 (in Section 3, the subscript was dropped since we
considered only one of the evolutes). The two pseudospherical surfaces rˆ1, rˆ2 are said to be
complementary (Bianchi [4, p. 285]). As is well known, the evolutes rˆi admit common coordi-
nates α, β that are both asymptotic and Chebyshev, i.e.,
Iˆi = dα
2 + 2 cosφi dα dβ + dβ
2, IˆIi = 2 sinφi dα dβ.
Correspondingly, every solution z(x, y) of the constant astigmatism equation yields two comple-
mentary solutions φi(α, β) of the sine-Gordon equation. According to [2, equation (29)], α and β
are given by equations (4), while formulas [2, equation (30)] can be simplified to
cosφ1 =
z2x − z2z2y + 4z3√
(zx + zzy)2 + 4z3
√
(zx − zzy)2 + 4z3
,
sinφ1 =
4z5/2zy√
(zx + zzy)2 + 4z3
√
(zx − zzy)2 + 4z3
,
cosφ2 =
z2x − z2z2y − 4z3√
(zx + zzy)2 + 4z3
√
(zx − zzy)2 + 4z3
,
sinφ2 =
4z3/2zx√
(zx + zzy)2 + 4z3
√
(zx − zzy)2 + 4z3
. (22)
The equalities φi,αβ = sinφi are straightforward to check.
Let us remark that formulas (22) can be replaced with simple
φ1 = arctan
4z3/2zx
z2x − 4z3 − z2z2y
and φ2 = arctan
4z5/2zy
z2x + 4z
3 − z2z2y
,
but care must be taken as to which of the two values φi, φi + pi is to be chosen.
We obtain mappings Fi(x, y, z) = (α, β, φi) from the constant astigmatism equation to the
sine-Gordon equation.
Proposition 6. We have F1 ◦ XA = F1 and F2 ◦ YB = F2, i.e., the diagrams
(x, y, z)
XA //
F1 &&
(x′A, y
′
A, z
′
A)
F1ww
(α, β, φ1)
(x, y, z)
YB //
F2 &&
(x∗B, y
∗
B, z
∗
B)
F2ww
(α, β, φ2)
commute.
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Proof. By Proposition 3, the solutions (x′A, y
′
A, z
′
A) = XA(x, y, z) and (x∗B, y∗B, z∗B) = YB(x, y, z)
exhaust all constant astigmatism solutions sharing one of the evolutes with the seed (x, y, z).
The statements follow by introducing the common asymptotic-Chebyshev parameterization of
the evolutes. 
Let us discuss the reciprocal transformation in terms of the sine-Gordon solutions. It is
closely related to the Ba¨cklund relation B(λ), given by the system(
ψ − φ
2
)
β
= λ sin
ψ + φ
2
,
(
ψ + φ
2
)
α
=
1
λ
sin
ψ − φ
2
. (23)
The customary notation is ψ = B(λ)φ, even though the image ψ of a given solution φ depends
on one integration constant. Formulas (23) are invariant under the switch ψ ↔ φ, λ ↔ −λ.
Therefore, relations B(λ) and B(−λ) are inverse one to another, meaning that if ψ = B(λ)φ for
a particular choice of the integration constant, then φ = B(−λ)ψ for a particular choice of the
integration constant. It should be stressed that neither B(λ)◦B(−λ) nor B(−λ)◦B(λ) is the identity
(see Example 1).
Remark 3. Actually, the difference between B(λ) and B(−λ) is somewhat blurred. Note that
solutions of the sine-Gordon equation are determined up to adding an integer multiple of 2pi.
However, according to formulas (23), if ψ = B(λ)φ, then ψ + 2pi = B(−λ)φ and also ψ =
B(−λ)(φ+ 2pi).
Example 1. Under B(±1), the zero solution of the sine-Gordon equation is transformed to the
1-soliton solution 4 arctan e±(α+β+c1). The latter is transformed to
4 arctan
cosh(α+ β + c1)
±α∓ β + c2
under the inverse relation B(∓1). This shows that B(∓1) ◦ B(±1) is, by far, not the identity map.
The result is determined up to translations in α and β. However, by letting c2 →∞ we recover
the zero seed.
When λ = ±1, then ψ and φ correspond to complementary surfaces, see Bianchi [5, § 375].
Otherwise said, B(±1) relates the two distinct evolutes of one and the same constant astigmatism
surface. More precisely, we have the following statement.
Proposition 7. The diagrams
(x, y, z)
F1xx F2 &&
(x, y, z)
F2xx F1 &&
(α, β, φ1) B(1)
// (α, β, φ2) (α, β, φ2) B(−1)
// (α, β, φ1)
commute, up to adding an integer multiple of 2pi to φ1 or φ2, cf. Remark 3.
Proof. Let us check formulas (23), where we substitute φ1 for φ and φ2 for ψ. Using formu-
las (22), we compute
φ1,β − φ2,β
2
= − 2z
3/2√
(zx − zzy)2 + 4z3
,
φ1,α + φ2,α
2
= − 2z
3/2√
(zx + zzy)2 + 4z3
,
which gives the left-hand side. Next we compute
sin2
φ2 ± φ1
2
=
1− cos(φ1 ± φ2)
2
=
1± sinφ1 sinφ2 − cosφ1 cosφ2
2
=
4z3
(zx ∓ zzy)2 + 4z3 ,
from where we can reconstruct the right-hand side, up to a sign. A mismatch of the signs can
be rectified by adding an integer multiple of 2pi to φ2 or φ1. 
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Combining Propositions 7 and 6, we obtain a commutative diagram, see Fig. 1, infinitely
extensible to the left and to the right. It follows that, on the level of sine-Gordon solutions, al-
ternate repeating of transformations XA and YB corresponds to alternate repeating the Ba¨cklund
transformation with Ba¨cklund parameter λ = ±1.
• XA
//
F1 
•
F1
YB
//
F2 
•
F2
XA
//
F1 
•
F1
YB
//
F2 
•
F2 F1 •
B(1)
// •
B(−1)
// •
B(1)
// •
B(−1)
// •
Figure 1. Connection between reciprocal transformations for the constant astigmatism equation and
the Ba¨cklund transformation for the sine-Gordon equation.
As is well known (see [20, Corollary 3.4 and Section 4.2] for a geometric proof), the Ba¨cklund
transformation of the sine-Gordon equation, applied repeatedly, produces solutions depending
on an ever increasing number of integration constants. Consequently, transformations X and Y,
applied repeatedly, produce solutions of the constant astigmatism equation, depending on an
ever increasing number of arbitrary parameters.
7 Transformation of constant astigmatism surfaces
and orthogonal equiareal patterns
Let x, y be the coordinates the constant astigmatism equation is referred to and let z(x, y) be
its solution. Then the third fundamental form (the metric on the Gaussian sphere) of the corre-
sponding constant astigmatism surface is III = z dx2 + (1/z) dy2, i.e., we obtain an orthogonal
equiareal pattern (see the Introduction) on the Gaussian sphere.
The Gaussian image, n˜, of the transformed surface is given by formula (13). In combination
with the last line of equations (6) one obtains
n˜ =
x2z − 1
x2z + 1
n+
2x
x2z + 1
nx. (24)
It is easily checked that the first fundamental form of n˜ in terms of coordinates x′, y′ defined
by (19) is
In˜ = z
′ dx′2 +
1
z′
dy′2
and therefore generates a new orthogonal equiareal pattern on the transformed surface’s Gaus-
sian sphere.
What is the relationship between the initial and the transformed pattern? Let ψ denote the
angle between n and n˜ (not to be confused with the ψ of the preceding section). Then, according
to (13),
cosψ =
x2z − 1
x2z + 1
and, therefore,
cot
ψ
2
= x
√
z, (25)
where x
√
z is the invariant of the reciprocal transformation introduced in Remark 2. The angle ψ
can be determined by formula (25) up to an integer multiple of 2pi; then cosψ is as above and
sinψ =
2x
√
z
x2z + 1
.
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Then formula (24) can be rewritten as
n˜ = cosψ n+ sinψ
nx√
z
,
where nx/
√
z is the unit vector codirectional with nx.
The vectors tangent to the lines y′ = const and x′ = const at the point n˜(x, y) are
n˜x′ =
x2z − 1
z
nx − 2xn, n˜y′ = − z
x2z + 1
ny.
Consequently, n, nx, n˜ and n˜x′ lie in one and the same plane, while ny and n˜y′ are orthogonal
to it. The angle between n˜x′ and nx is ψ.
The transformed orthogonal equiareal pattern can be constructed in the following way: Rotate
the vector n by angle ψ in the plane spanned by n and nx. One of the new tangent vectors, n˜x′ ,
lies in the above-mentioned plane while the second one, n˜y′ , is orthogonal to it. Fig. 2 provides
a schematic picture of the construction.
n˜
n
ψ
2
ψ
2
1
x
√
z
1
x
√
z
= 1
x′
√
z′
Figure 2. The transformation of an orthogonal equiareal pattern. Intersection of the Gaussian sphere
with the plane containing n, nx, n˜, n˜x′ .
Similarly, formula (12), which describes the reciprocal transformation in terms of constant
astigmatism surfaces, can be rewritten simply as
r˜ = r+ (σ − σ′ cosψ)n− σ′ sinψ e,
where σ′ is given by formula (15) and e = −rx/u is a unit vector codirectional or contradi-
rectional (depending on the value of z) with rx. Clearly, we can rewrite r as the difference of
r + σn, which is the evolute, and (cosψ n + sinψ e)σ′, which is the evolute of the transformed
surface.
8 Examples
Example 2. Let us apply the transformations X and Y to the von Lilienthal solution
z = b2 − y2,
where b is a constant. The name comes from the fact that z corresponds to surfaces studied by
von Lilienthal [17], see [2].
Using (19), we obtain X (x, y, z) = (x′, y′, z′), where
x′ =
x
(
b2 − y2)
x2
(
b2 − y2)+ 1 ,
y′ = η =
∫
xzy dx+
(
x
zx
z2
+
1
z
− x2
)
dy =
1
b
arctanh
(y
b
)
− x2y + c1,
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z′ =
(x2
(
b2 − y2)+ 1)2
b2 − y2 , (26)
c1 being the integration constant. Here η has been expressed as a path-independent line integral
according to formula (3). Apparently, z′(x′, y′) is a substantially new solution of the equation (1).
Similarly, using (20), we obtain Y(x, y, z) = (x∗, y∗, z∗), where
x∗ = b2x+ c2, y∗ =
y
b2
, z∗ =
b2 − y2
b4
.
However, z∗ = −y∗2 + 1/b2 and, thus, we obtained just another von Lilienthal solution.
Remark 4. Examples in this section demonstrate that reciprocal transformations inevitably
produce solutions in parametric form. While inconvenient, this is not a serious obstacle. Both
iteration of the procedure and construction of the constant astigmatism surface or the orthogonal
equiareal pattern are possible. However, it is not straightforward to see whether two solutions
coincide up to a reparameterization.
Example 3. The general von Lilienthal solution z = −y2 + ky + l is related to z = b2 − y2 by
a y-translation. To obtain its X -transformation one can employ the identity X ◦ T ya = T ya ◦ X ,
while its Y-transformation is one of the von Lilienthal solutions again.
Example 4. Continuing Example 2, we apply transformation Y to the solution z′(x′, y′). Ac-
cording to (20),
x′∗ = ξ′, y′∗ =
y′
y′2 + z′
, z′∗ =
z′(
y′2 + z′
)2 .
It is a matter of algebraic manipulations to compute
y′∗ =
1
b
arctanh
(y
b
)
− x2y(
1
b
arctanh
(y
b
)
− x2y
)2
+
((
b2 − y2)x2 + 1)2
b2 − y2
,
z′∗ =
((
b2 − y2)x2 + 1)2(
b2 − y2)((1
b
arctanh
(y
b
)
− x2y
)2
+
((
b2 − y2)x2 + 1)2
b2 − y2
)2 .
Omitting details, we compute x′∗ as the path-independent line integral
x′∗ = ξ′ =
∫
−(y′z′y′ − z′ + y′2) dx′ − y′ z′x′z′2 dy′
= −
(
b2 − y2)x(
b2 − y2)x2 + 1
(
1
b
arctanh
(y
b
)
− x2y
)2
− 2xy
(
1
b
arctanh
(y
b
)
− x2y
)
− x
(
b2 + 3y2
)
x2 − 3
3
.
Thus, we have obtained one more solution in a parametric form.
Example 5. Continuing Example 2, we provide a picture of the surface of constant astigmatism
generated from the von Lilienthal seed by transformation X . The von Lilienthal surfaces are
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obtained by revolving the involutes of tractrix around the asymptote of the latter, see [2] for
pictures. We can write
r1 =
1
2b
√
b2 − y2[2− ln (b2 − y2)] cos bx, r2 = 1
2b
√
b2 − y2[2− ln (b2 − y2)] sin bx,
r3 =
1
2
(y
b
+ 1
)
ln
(
b2 − y2)− ln(b− y)− y
b
,
and
n1 =
√
b2 − y2
b
cos bx, n2 =
√
b2 − y2
b
sin bx, n3 = −y
b
. (27)
From (12) we obtain a formula for r˜. For brevity we present it with the offsetting parameter a
set to zero:
r˜1 = γ(b, x, y)
{
2b sin(bx)− [x2(b2 − y2)− 1] cos(bx)},
r˜2 = −γ(b, x, y)
{
2b cos(bx) +
[
x2
(
b2 − y2)− 1] sin(bx)},
r˜3 =
x2
(
b2 − y2)− 1
x2
(
b2 − y2)+ 1y ln [x2(b2 − y2)+ 1]
+
b+ y
2b
x2(b− y)2 + 1
x2
(
b2 − y2)+ 1y ln (b2 − y2)− ln(b− y)− yb ,
where
γ(b, x, y) =
√
b2 − y2
2b
x2
(
b2 − y2)+ 1
2 ln
[
x2
(
b2 − y2)+ 1]− ln (b2 − y2)+ 1 .
Obviously, r˜ is real only if −b < y < b. It is easy to check that r˜ develops a singularity (cuspidal
edge) if either
x2 = δ(a, b, y) or x2 = δ(a+ 1, b, y),
where
δ(a, b, y) =
−1 + ea
√
b2 − y2
b2 − y2 .
A part of the surface r˜ for x >
√
δ(a+ 1, b, y) is shown on Fig. 3 under the parameterization
by x, y. The cuspidal edge is clearly seen. To parameterize the surface by lines of curvature,
one would have to express x, y in terms of x′, y′ from formula (26).
Example 6. Continuing the previous example, we describe the transformation of the corre-
sponding orthogonal equiareal pattern. Under parameterization (27), the von Lilienthal solution
z = b2 − y2 generates the orthogonal equiareal pattern
IArch =
(
b2 − y2) dx2 + 1
b2 − y2 dy
2
known as the Archimedean projection.
The Gaussian image of the transformed surface is
n˜1 =
√
b2 − y2
b
(
x2
(
b2 − y2)− 1) cos(bx)− 2xb sin(bx)
x2
(
b2 − y2)+ 1 ,
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Figure 3. A transformed von Lilienthal surface.
n˜2 =
√
b2 − y2
b
(x2
(
b2 − y2)− 1) sin(bx) + 2xb cos(bx)
x2
(
b2 − y2)+ 1 ,
n˜3 = −y
b
x2
(
b2 − y2)− 1
x2
(
b2 − y2)+ 1 .
To express the X -transformed orthogonal equiareal pattern explicitly, one needs to invert
the transformation (x, y)↔ (x′, y′), where x′, y′ are given by formula (26). The X -transformed
orthogonal equiareal pattern n˜′(x′, y′) can be seen in the right part of Fig. 4.
Figure 4. A part of Archimedean projection (left) and a part of its X -transformed pattern (right)
connected by great circles’ arcs (red).
Example 7. A solution z(x, y) is invariant under the scaling symmetry if
xzx − yzy + 2z = 0.
Consider the scaling invariant solutions
z =
F
x2
,
x2y2
F
+ x2y2 + F = a1xy + a0
obtained in [14, proof of Proposition 1]. Recall that the corresponding surface of constant
astigmatism belongs to the Lipschitz class [18]. Since
F = −1
2
x2y2 +
1
2
a1xy +
1
2
a0 +
1
2
√
x4y4 − 2a1x3y3 +
(
a21 − 2a0 − 4
)
x2y2 + 2a0a1xy + a20
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computation of η and ξ will lead to elliptic integrals unless the discriminant
256a20
(
a21 + 4a0 + 4a1 + 4
)(
a21 + 4a0 − 4a1 + 4
)
of the polynomial under the square root is zero, i.e., unless a0 = 0 or a0 = −
(
1
2a1±1
)2
. To keep
things simple, we restrict ourself to the easiest subcase a1 = a0 = 0. Then
z =
y
(√
x2y2 − 4− xy)
2x
.
The potentials are
χ =
√
x2y2 − 4 + arctan 2√
x2y2 − 4 + c1, η =
1
2
x
(√
x2y2 − 4− xy)+ c2.
Applying the transformation X , we obtain
x′ =
1
2
xy2 +
1
2
y
√
x2y2 − 4, y′ = −1
2
x2y +
1
2
x
√
x2y2 − 4 + c2,
z′ = −1
2
x4y2 +
1
2
(
x3y − x
y
)√
x2y2 − 4 + 3
2
x2.
Is is easy to check that z′(x′, y′) satisfies x′z′x′ − y′z′y′ + 2z′ + 2c2z′y′ = 0, i.e., is invariant under
a combination of the scaling symmetry and the y-translation. As such, z′(x′, y′) is just another
Lipschitz solution.
Applying the transformation XX, see Section 5, we obtain the solution
x′ =
(tx+ 1)
(−xy +√x2y2 − 4)y + 2tx
(tx+ 1)2
(−xy +√x2y2 − 4)y + 2t2x,
y′ = −(tx+ 1)y +
(
−1
2
x2y +
1
2
x
√
x2y2 − 4 + c2
)
t2
+
(√
x2y2 − 4 + arctan 2√
x2y2 − 4 + c1
)
t,
z′ =
(tx+ 1)4
((−xy +√x2y2 − 4)y + 2t2x2)2
x3y
(−xy +√x2y2 − 4) .
This solution is not invariant under any local symmetry.
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