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Given an integer k and a k-edge-connected graph GD (V; E);we wish to find an E 0 µ E of minimum
size such that the graph (V; E 0) is k-edge-connected. This problem is NP-hard and the best performance
ratio achieved by known NC approximation algorithms is 2. For the special case where the input
integer k is fixed to be 2, it is known that a performance ratio of 1:5 C † for any † > 0 can be
achieved by an NC approximation algorithm. This paper considers the more general case where k is
polylogarithmic in the size of the input graph, and presents the first NC approximation algorithm with a
performance ratio of 1.924 for this case. We also consider the vertex analogue of this problem in which
we require k-vertex-connectivity instead of k-edge-connectivity. We present the first NC approximation
algorithm with a performance ratio of 1.931 for the special case where the input integer k is fixed to
be 3. C° 2001 Elsevier Science
1. INTRODUCTION
The Problems
Throughout this paper, we will be dealing with graphs without loops (but possibly with multiple
edges). A simple graph is a graph having no multiple edges. Let G D (V; E) be a connected graph, and
k be a positive integer. G is said to be k-edge-connected (respectively, k-vertex-connected) if G has at
least k edges (respectively, k C 1 vertices) and the deletion of any k ¡ 1 edges (respectively, vertices)
does not disconnect G. For convenience, we say that a disconnected graph is 0-edge-connected.
The minimum edge-connectivity problem (MECP): Given an integer k > 0 and a k-edge-connected
graph G D (V; E);we wish to find a minimum E 0 µ E such that the graph (V; E 0) is k-edge-connected.
k-MECP: Special case of MECP where the input integer k is fixed to be a constant number (e.g., 2).
The minimum vertex-connectivity problem (MVCP): Given an integer k > 0 and a k-vertex-
connected graph G D (V; E), we wish to find a minimum E 0 µ E such that the graph (V; E 0) is
k-vertex-connected.
k-MVCP: Special case of MVCP where the input integer k is fixed to be a constant number (e.g., 2).
Throughout this paper, n and m denote the numbers of vertices and edges in the input graph G,
respectively.
MECP, MVCP, and their special cases (k-MECP and k-MVCP for various k) have applications in
diverse areas of computer science. For example, they can be used to design communication networks
that can tolerate a required number of link or site failures. Other applications of the problems can be
found in [GMS93].
Previous Works on MECP and k-MECP
MECP and k-MECP for k ‚ 2 are all NP-hard [KV94] and MAX SNP-hard [Fer97]. Thus, it
is of interest to design approximation algorithms for them. In particular, we seek an approximation
algorithm A with a small performance ratio, which is an upper bound on the maximum ratio between
the number of edges of the k-edge-connected spanning subgraph of G output by A and the number of
edges of the minimum k-edge-connected spanning subgraph of G, where the maximum is taken over
all possible inputs (k;G). It is rather trivial to obtain a polynomial-time approximation algorithm for
1 A preliminary version of this paper appeared in the “Proceedings of the 8th International Symposium on Algorithms and
Computation, Singapore, December 1997,” Lecture Notes in Computer Science, Vol. 1350, pp. 202–211, 1997.
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MECP (and hence k-MECP) that achieves a performance ratio of 2. Khuller and Vishkin [KV94] were
the first to give a polynomial-time approximation algorithm for 2-MECP that achieves a performance
ratio smaller than 2 (namely, 1.5). Recently, Khuller and Raghavachari [KR95] succeeded in giving
the first polynomial-time approximation algorithm for MECP that achieves a constant performance
ratio smaller than 2 (namely, 1.85). For the special case of MECP where the input graph G is simple,
Cheriyan and Thurimella [CT96] gave a polynomial-time approximation algorithm which achieves
a performance ratio of 1 C 7=k if k is odd while achieves a performance ratio of 1 C 5=k if k is
even.
In the parallel setting, there have been several approximation algorithms for MECP and k-MECP
[CKT93, CL95, KM94]. An NC approximation algorithm is an approximation algorithm that runs in
time polylogarithmic in the size of the input using a polynomial number of processors. The work of
Karger and Motwani [KM94] implies an NC approximation algorithm with a performance ratio of 2 for
MECP. Choug and Lam were the first to give an NC approximation algorithm for 2-MECP that achieves
a performance ratio smaller than 2 (namely, 1:5C † for † > 0) [CL95].
We point out that the Khuller–Raghavachari algorithm [KR95] for MECP is not easy to parallelize
even if randomness is used. This algorithm needs to compute certain depth-first search forests Fd of
the input graph G D (V; E), and further scan the edges of each Fd in post-order to find certain edges
of E ¡ Fd whose addition to the Fd ’s yields a k-edge-connected spanning subgraph of G. Although
each Fd can be computed by a randomized NC algorithm, the sequential scan of the edges of each
Fd is essential in the algorithm’s performance-ratio analysis; it does not seem that the sequential scan
can be parallelized (even if randomness is used) without increasing the algorithm’s performance ratio
significantly.
The Cheriyan–Thurimella algorithm [CT96] for the simple-graph special case of MECP is not easy
to parallelize either, even if randomness is used. This algorithm relies on a known polynomial-time
algorithm for the minimal k-edge-connected spanning subgraph problem. Unfortunately, it is not known
if a (randomized) NC algorithm can solve this problem.
Our Result on MECP
Previous to our work, even for 3-MECP, there had been no NC approximation algorithm achieving a
constant performance ratio smaller than 2. In this paper, we present a parallel approximation algorithm
for MECP that achieves a performance ratio of 1.924 and runs in O(k3 log n C k log3 m) time with
kn2 C m processors on a PRIORITY PRAM. This is the first parallel algorithm for MECP that both
achieves a constant performance ratio smaller than 2 and runs in time polylogarithmic in m. An immedi-
ate corollary of this result is that the special case of MECP where the input integer k is polylogarithmic
in m has an NC approximation algorithm with a performance ratio smaller than 2.
We give an outline of our algorithm and summarize the ideas behind it. For the time being, suppose
that k is an even integer. Like Khuller and Raghavachari’s sequential algorithm for MECP [KR95],
our algorithm starts with an empty subgraph G 0 and then works in k=2 phases; in each phase, the
edge-connectivity of G 0 is increased by 2. However, our algorithm differs from that of Khuller and
Raghavachari in how to perform each phase. Each phase of our algorithm finds a maximal matching
M in G ¡ G 0, constructs a maximal spanning forest F containing M , and adds an augmentation of F
to G 0. To upper bound the size of the final G 0, we can partially use some ideas in Chong and Lam’s
algorithm for 2-MECP [CL95]. However, we need two completely new techniques for lower bounding
OPT (the size of the optimal solution), and this is the most innovative part of our algorithm. First, we
use xi , the size of the matching M found in the i th phase (1 • i • k=2), to obtain a lower bound
(k ¡ 2i C 2)n ¡ 2(k ¡ 2i C 2)xi C 2(i ¡ 1) on OPT (Lemma 3.7). Second, we prove that if the
optimal solution has to use a large set of multiple edges, then OPT is substantially larger than the trivial
lower bound dkn=2e (Lemma 3.8). It is worth mentioning that there is a subtle difference between
2-MECP and MECP beyond their definitions: In the former, we can assume that the input graph has
no multiple edges, while we cannot in the latter. This difference (partially) explains why our second
lower bounding technique is essential. In all the previous approximation algorithms for MECP and their
analysis, multiple edges in the input graph did not come into play. In contrast, we need to deal with
multiple edges with special care in our algorithm and its analysis.
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Previous Works on MVCP and k-MVCP
MVCP and k-MVCP for k ‚ 2 are also NP-hard [KV94]. Cheriyan et al. [CKT93] gave efficient
sequential and parallel approximation algorithms for MVCP achieving a performance ratio of 2. Khuller
and Vishkin [KV94] were the first to give a polynomial-time approximation algorithm for 2-MVCP
that achieves a performance ratio smaller than 2 (namely, 1.66). Subsequently, Garg et al. [GSS93] gave
approximation algorithms for 2-MVCP with a better performance ratio (namely, 1.5). Recently, Cheriyan
and Thurimella [CT96] gave a polynomial-time approximation algorithm for MVCP that achieves a
performance ratio of 1 C 1=k. The best performance ratio achieved by known NC approximation
algorithms for 2-MVCP is 1:5 C † for any † > 0 [CL96b, CT96]. We point out that the Cheriyan–
Thurimella algorithm for MVCP is not easy to parallelize, because it needs to solve the minimal
k-edge-connected spanning subgraph problem.
Our Result on 3-MVCP
Previous to our work, there had been no NC approximation algorithm for 3-MVCP achieving a
performance ratio smaller than 2. In this paper, we present the first such algorithm for 3-MVCP. Our
algorithm achieves a performance ratio of 1.931, and runs in O(log3 n) time with O(nm) processors
on a PRIORITY PRAM. The algorithm is based on new properties of scan-first search trees (these
trees were introduced by Cheriyan et al. in [CKT93]). It also uses Chong and Lam’s approximation
algorithms [CL96, CL96b] for 2-MVCP as a subroutine.
2. PRELIMINARIES
The model of parallel computation used here is the PRIORITY PRAM where the processors operate
synchronously and share a common memory, and both simultaneous reading and simultaneous writing
to the same cell are allowed; in case of simultaneous writing, the processor with lowest index succeeds.
An NC algorithm is one that can be implemented to run in polylogarithmic time using a polynomial
number of processors on a PRIORITY PRAM. More details about the model and NC algorithms can
be found in [KR90].
An approximation algorithm A for a minimization problem5 achieves a performance ratio ‰, if for
all instances I of5, the ratio between the value of the solution output by A on input I and the value of
the optimal solution to I is at most ‰.
Let G D (V; E) be an undirected (possibly disconnected) graph. For E 0 µ E , we denote the graph
(V; E 0) by G[E 0]. For V 0 µ V , the subgraph induced by V 0 is the graph (V 0; E 0) with E 0 D fe 2 E j
the two endpoints of e are in V 0g. For U µ V , we denote by G ¡U the subgraph induced by V ¡U .
For u 2 V , we write G ¡ u instead of G ¡ fug. When G is connected, a subset C of E is said to be a
cut of G if deleting the edges in C from G disconnects G. A cut is a j-cut if it contains exactly j edges.
A subset M of E is a matching in G if no two edges in M have a common endpoint. Let M be a
matching. A vertex is matched by M if it is incident to an edge in M , and unmatched otherwise. A
matching in G is maximal if it is not properly included in any other matching in G.
3. A PARALLEL APPROXIMATION ALGORITHM FOR MECP
Our goal of this section is to design a parallel approximation algorithm for MECP. We start by
giving several definitions. A bridge of G is an edge whose removal increases the number of connected
components in G. Define an equivalence relation · as follows: For every two vertices u and v of
G; u · v if and only if u D v or a connected Eulerian subgraph of G contains both u and v. The
vertices of G are partitioned into equivalence classes by ·, and the subgraphs of G induced by these
classes are called the edge-biconnected components of G. It is clear that no bridge of G appear in an
edge-biconnected component of G. For example, each vertex of a forest F alone constitutes an edge-
biconnected component of F . By merging each edge-biconnected component of G into a super-vertex
(with resulting loops being deleted), we obtain a forest whose edges are the bridges of G. Consequently,
the number of bridges of G is less than the number of edge-biconnected components of G. This fact
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will be used later. (Note: Our definitions of bridges and edge-biconnected components are not standard,
as they are usually defined only for connected graphs G.)
Our approximation algorithm for MECP is based on the following four lemmas. Lemmas 3.1 and
3.2 are widely known and their proofs can be found in [KR95]. Lemma 3.1 (respectively, Lemma
3.3) shows how to augment a (k ¡ 1)-edge-connected (respectively, (k ¡ 2)-edge-connected) spanning
subgraph of a k-edge-connected graph G to a k-edge-connected spanning subgraph of G. Lemma
3.2 is used in the proof of Lemma 3.3. Lemmas 3.1, 3.3 and 3.4 are directly used in our algorithm
for MECP.
LEMMA 3.1. Let G D (V; E) be a graph which is at least k-edge-connected. Let E 0 be a subset of E
such that G[E 0] is (k ¡ 1)-edge-connected; and let E 00 be the edge set of a maximal spanning forest in
G[E ¡ E 0]. Then; G[E 0 [ E 00] is k-edge-connected.
LEMMA 3.2. Let G D (V; E) be a graph which is at least k-edge-connected. Let E 0 be a subset of E
such that G[E 0] is (k ¡ 2)-edge-connected; and let E 00 be the edge set of a maximal spanning forest in
G[E ¡ E 0]. Then; every (k ¡ 1)-cut of G[E 0 [ E 00] must contain exactly one edge of E 00.
LEMMA 3.3. Let G D (V; E) be a graph which is at least k-edge-connected; and let E 0 be a subset
of E such that G[E 0] is (k ¡ 2)-edge-connected. Let A be a subset of E ¡ E 0 such that for every
edge e 2 E ¡ (E 0 [ A); G[A] has the same bridges as G[A [ feg]. Then; G[E 0 [ A] is k-edge-
connected.
Proof. First, we claim that G[A] contains a maximal spanning forest, say F , of G[E ¡ E 0] as a
subgraph. If this were not true, then there would be some edge e 2 E ¡ (E 0 [ A) such that e is a bridge
in G[A [ feg], a contradiction against the assumption on A in the lemma.
Assume, on the contrary, that G[E 0 [A] has a (k¡1)-cut C . Since G[E 0] is (k¡2)-edge-connected, C
contains at least k¡2 edges of E 0. On the other hand, since F is a maximal spanning forest of G[E¡E 0]
and G[A] contains F;C contains at least one edge in A by Lemma 3.2. Thus, C contains exactly one
edge f in A. This implies that f is a bridge in G[A]. Let T be the connected component (a tree) of
F in which f appears. By the k-edge-connectivity of G, there must exist an edge e 2 E ¡ (E 0 [ A)
whose endpoints are separated by C . Since no connected component of F other than T is separated by
C and F is a maximal spanning forest of G[E ¡ E 0], the two endpoints of e must be contained in T .
Therefore, f is not a bridge in G[A[ feg] and G[A[ feg] has fewer bridges than G[A], a contradiction
against the assumption on A in the lemma. j
LEMMA 3.4 [CL95]. Given a 2-edge-connected simple graph G D (V; E) and a matching M in
G, we can find a 2-edge-connected spanning subgraph of G with at most 2jV j ¡ jM j ¡ 2 edges, in
O(log3 jV j) time with jE j processors.
The time and/or processor bounds in Lemma 3.4 were not stated explicitly in [CL95]. However, they
can easily be obtained from the results in [CL95, HKR92, KR91].
We need two additional definitions. Let G be a graph. The simplified graph of G is the simple graph
obtained from G by deleting, for every pair of two vertices u and v, all but one edge between u and v.
An edge is said to be parallel to another if they have the same endpoints.
3.1. The Algorithm and Its Complexity
Let k and G D (V; E) be the input integer and k-edge-connected graph, respectively. Define k2 D
bk=2c. The algorithm starts by setting E 00 D ;. Then, it proceeds in k2 phases. In the i th phase (1 • i •
k2), some edges in E ¡ E 0i¡1 are selected and these edges together with the edges in E 0i¡1 constitute a
new set E 0i such that the edge-connectivity of G[E 0i ] is at least 2 plus that of G[E 0i¡1]. After k2 phases,
a set E 0k2 is obtained and the edge-connectivity of G[E 0k2 ] is 2k2. If k is even, let E 0out D E 0k2 ; otherwise,
let E 0out D Ek2 [ B, where B is the edge set of a maximal spanning forest of G[E¡ E 0k2 ]. The algorithm
outputs G[E 0out ].
Figure 1 describes the i th phase of our algorithm for each 1 • i • k2.
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1. Compute the simplified graph Hi of G[E ¡ E 0i¡1].
2. Compute a maximal matching Mi in Hi .
3. Compute the edge-biconnected components Ci;1; : : : ;Ci;t of Hi .
4. In parallel, for each Ci; j ; 1 • j • t , perform the following steps:
(a) Compute the number ni; j of vertices in Ci; j , and compute the set Mi; j of all edges in both Mi
and Ci; j .
(b) Use Mi; j to compute a 2-edge-connected spanning subgraph of Ci; j such that the subgraph
has at most 2ni; j ¡ jMi; j j ¡ 2 edges (cf. Lemma 3.4). Let Ai; j be the edge set of the
subgraph.
5. In parallel, for each bridge e in Hi , if there is an edge (other than e) parallel to e in G[E ¡ E 0i¡1],
then select one such edge. (Definition: We call the edge selected for e the covering edge of e).
6. Set A0i to be the set of the edges in [1• j•t Ai; j together with the bridges of Hi and their covering
edges. (Comment: It is easy to see that for every edge f 2 E ¡ (E 0i¡1 [ A0i );G[A0i ] has the same
bridges as G[A0i [ f f g]. Thus, G[E 0i¡1 [ A0i ] is 2i-edge-connected by Lemma 3.3.).
7. In parallel, for each covering edge f selected in Step 5, if G[E 0i¡1 [ (A0i ¡ f f g)] is still 2i-edge-
connected, then mark f .
8. Let Ai be the set obtained from A0i by deleting the covering edges marked in Step 7.
9. Compute a maximal spanning forest (V; Ei;1) of G[Ai ].
10. Compute a maximal spanning forest (V; Ei;2) of G[Ai ¡ Ei;1].
11. Set E 0i D E 0i¡1 [ Ei;1 [ Ei;2.
FIG. 1. The i th phase of the approximation algorithm for MECP.
THEOREM 3.5. The output G[E 0out ] of the algorithm is a k-edge-connected spanning subgraph of G.
Moreover, the algorithm runs in O(k3 log n C k log3 m) time with kn2 C m processors.
Proof. We claim that for all 0 • i • k2, G[E 0i ] is at least 2i-edge-connected. The claim is clearly
true for i D 0. Assume that i ‚ 1 and G[E 0i¡1] is 2(i ¡ 1)-edge-connected. By the construction of Ai ,
G[E 0i¡1 [ Ai ] must contain a maximal spanning forest, say F , of G[E ¡ E 0i¡1]. Thus, G[E 0i¡1 [ Ai ] is
at least (2i ¡1)-edge-connected. To obtain a contradiction, assume that G[E 0i¡1[ Ai ] has a (2i ¡1)-cut
C . Then, by Lemma 3.2, C must consist of exactly 2i ¡ 2 edges of E 0i¡1 and exactly one edge e of F .
Moreover, since G[E 0i¡1[ A0i ] is 2i-edge-connected by the comment on Step 6 in Fig. 1, there is at least
one edge f 2 A0i ¡ Ai crossing the cut C . By the algorithm, e must be a bridge in Hi and f must be the
covering edge of e. The existence of C implies that G[E 0i¡1 [ (A0i ¡ f )] is not 2i-edge-connected. By
this and Step 7 in Fig. 1, f should have been in Ai , a contradiction. Hence, G[E 0i¡1 [ Ai ] is 2i-edge-
connected. Therefore, by Lemma 3.1, G[E 0i¡1 [ Ei;1] is at least (2i ¡ 1)-edge-connected, and in turn
G[E 0i ] is at least 2i-edge-connected. This implies the claim.
By the claim, G[E 0k2 ] is 2k2-edge-connected. Thus, G[E 0out ] is k-edge-connected if k is even. If k is
odd, G[E 0out ] D G[E 0k2 [ B] is k-edge-connected by the claim and Lemma 3.1.
We next analyze the complexity of the algorithm. For simplicity, we only consider the case where
k is even; the other case is similar. The algorithm has k2 phases. All the steps except Steps 2, 4, and 7
of each phase can easily be done in O(log n) time with m processors. Step 2 can be done in O(log3 n)
time with m processors [IS86]. By Lemma 3.4, Step 4 can be done in O(log3 n) time with m processors.
To implement Step 7, we check, for each covering edge f selected in Step 5, whether there are 2i
edge-disjoint paths between the two endpoints of f in G[E 0i¡1 [ (A0i ¡ f f g)]. Thus, Step 7 can be done
in O(k2 log n) time with kn2 processors [KS89]. Altogether, each phase takes O(k2 log n C log3 m)
time using kn2 C m processors. Thus, the algorithm runs in O(k3 log n C k log3 m) time with kn2 C m
processors. j
3.2. Performance Analysis
In this subsection, we prove that the algorithm in Section 3.1 achieves a performance ratio of 1.924.
Recall k2 D [k=2]. For 1 • i • k2, let xi D jMi j, and let bi be the number of bridges e in Hi such
that the covering edge of e is selected in Step 5 but is not marked in Step 7 during the i th phase. If k is
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even, then E 0out D E 0k2 : otherwise, E 0out consists of the edges of E 0k2 together with at most n ¡ 1 extra
edges.
LEMMA 3.6. If k is even; then jE 0out j •
Pk2
iD1 minf2n¡2; 2n¡xi¡2Cbi g: In case k is odd; jE 0out j •
(n¡1)CPk2iD1 minf2n¡2:2n¡xi¡2Cbi g. Consequently; jE 0out j • knCPk2iD1 minf¡2;¡xi¡2Cbi g
for all k.
Proof. We only prove the first assertion; the second assertion is immediate from the first one and the
algorithm. Suppose k is even. By the algorithm, jE 0out j D jE 0k2 j D
Pk2
iD1 jE 0i ¡ E 0i¡1j: Thus, it suffices
to prove that
jE 0i ¡ E 0i¡1j • minf2n ¡ 2; 2n ¡ xi ¡ 2C bi g for all 1 • i • k2:
By Steps 9 and 10, jE 0i ¡ E 0i¡1j D jEi;1j C jEi;2j • 2n ¡ 2 for all 1 • i • k2. Hence, it remains only
to prove that jE 0i ¡ E 0i¡1j • 2n ¡ xi ¡ 2C bi for all 1 • i • k2. Fix an integer i with 1 • i • k2. Let
b be the number of bridges in Hi . Recall that t is the number of edge-biconnected components in Hi .
Thus, b • t ¡ 1. The set [1• j•t Ai; j contains at most
tX
jD1
(2ni; j ¡ jMi; j j ¡ 2) D 2n ¡
tX
jD1
jMi; j j ¡ 2t
edges. Thus, jAi j • 2n¡
Pt
jD1 jMi; j j¡2tC (bCbi ) by the algorithm. Note that xi •
Pt
jD1 jMi; j jCb.
Hence,
jAi j • 2n ¡ xi ¡ 2t C 2b C bi • 2n ¡ xi ¡ 2C bi :
On the other hand, E 0i ¡ E 0i¡1 is a subset of Ai by the algorithm. Therefore, jE 0i ¡ E 0i¡1j • 2n ¡ xi ¡
2C bi . j
Let OPT be the number of edges in a minimum k-edge-connected spanning subgraph of G. As
pointed out in previous works [KV94], the following fact gives a trivial lower bound on OPT.
FACT 1. OPT ‚ dkn/2e.
The next two lemmas prove two nontrivial lower bounds on OPT.
LEMMA 3.7. For 1 • i • k2;OPT ‚ (k ¡ 2i C 2)n ¡ 2(k ¡ 2i C 2)xi C 2(i ¡ 1).
Proof. Fix an i with 1 • i • k2. Let U be the vertices unmatched by Mi . Note that jU j D n ¡ 2xi
and jV ¡ U j D 2xi . Let e1; : : : ; eq be all the edges in G[E 0i¡1] whose endpoints are both in U . Fix
a minimum k-edge-connected spanning subgraph Gopt of G. Suppose that exactly y edges among
e1; : : : ; eq are in Gopt . Then, since Mi must also be a maximal matching in G[E ¡ E 0i¡1], no edge of
G other than e1; : : : ; eq can have both its endpoints in U . Thus, by the k-edge-connectivity of Gopt ,
Gopt has at least (kjU j ¡ 2y)C y edges incident to vertices in U . This implies that OPT ‚ kjU j ¡ y ‚
kjU j ¡ q D k(n ¡ 2xi )¡ q .
We next show an upper bound on q. By Steps 9 through 11, the edges in E 0j¡E 0j¡1 form two spanning
forests for all 1 • j • i ¡ 1. This implies that at most 2(jU j ¡ 1) edges of E 0j ¡ E 0j¡1 can have both
of their endpoints in U . Thus, E 0i¡1 contains at most 2(i ¡ 1)(jU j ¡ 1) edges whose endpoints are both
in U . In other words, q • 2(i ¡ 1)(jU j ¡ 1) D 2(i ¡ 1)(n ¡ 2xi ¡ 1). Combining this with the bound
shown in the last paragraph, we obtain OPT ‚ (k ¡ 2i C 2)n ¡ 2(k ¡ 2i C 2)xi C 2(i ¡ 1). j
LEMMA 3.8. For 1 • i • k2;OPT ‚ (k=2)n C (k=2¡ 2i C 2)bi .
Proof. Fix a minimum k-edge-connected spanning subgraph Gopt of G. Also fix an i with 1 • i •
k2. Let Si be the set of bridges e in Hi such that the covering edge of e is selected in Step 5 but is
not marked in Step 7 during the i th phase. Then, jSi j D bi . Let e be an arbitrary edge in Si , and f be
the covering edge of e. Since f is not marked in Step 7 of the i th phase, G[E 0i¡1 [ (A0i ¡ f f g)] has a
(2i ¡1)-cut C separating the two endpoints of e. By the 2(i ¡1)-edge-connectivity of G[E 0i¡1], C must
consist of e and 2(i ¡ 1) edges of E 0i¡1. Let Pe be the set of all edges e0 in G but not in C such that the
two endpoints of e0 are separated by C . Because all bridges of Hi are contained in A0i ;C \ A0i D feg,
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and e is a bridge in the simplified graph Hi of G[E ¡ E 0i¡1], it follows that every edge in Pe must have
the same endpoints as e. In other words, every edge in Pe is parallel to e in G. Thus, the sets Pe [ feg
for all e 2 Si are pairwise disjoint. On the other hand, by the definition of Pe, every k-edge-connected
spanning subgraph (in particular Gopt ) must have at least k¡ 2(i ¡ 1) edges from Pe [feg. Hence, Gopt
contains at least (k ¡ 2i C 2)bi edges from [e2Si (Pe [ feg).
Let S0i be the set of all edges in both Gopt and [e2Si (Pe [ feg). Then, G[Si ] is the simplified graph of
G[S0i ]. Since G[Si ] contains n vertices and only bi edges, the number of connected components in G[Si ]
is at least n¡bi . Moreover, by the k-edge-connectivity of Gopt ; Gopt must have at least k edges leaving
each connected component of G[Si ]. Thus, Gopt has at least k(n ¡ bi )=2 edges other than those in S0i .
Recalling that jS0i j ‚ (k ¡ 2i C 2)bi , we see that Gopt must have at least k(n ¡ bi )=2C (k ¡ 2i C 2)bi
edges. Therefore, OPT ‚ (k=2)n C (k=2¡ 2i C 2)bi . j
THEOREM 3.9. Let Rk be the smallest performance ratio achieved by our algorithm. Then; Rk < 1:924
for all k ‚ 2.
Proof. Let k4 D bk=4c. By Lemma 3.6, Fact 1, Lemma 3.7, and Lemma 3.8, we have
Rk • kn C
Pk2
iD1 minf¡2;¡xi ¡ 2C bi g
OPT
• kn ¡
Pk4
iD1 xi C
Pk4
iD1 bi
OPT
D kn ¡ k4=2n ¡
Pk4
iD1
k
k¡4iC4 n
OPT
C
Pk4
iD1
¡ 1
2 n ¡ xi
¢
OPT
C
Pk4
iD1
¡ k
k¡4iC4 n C bi
¢
OPT
• kn ¡
k4
2 n ¡
Pk4
iD1
k
k¡4iC4 n
d kn2 e
C
k4X
iD1
1
2 n ¡ xi
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1
1
2k ¡ 4x C 4 dx
¶
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y
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D 2¡ k4
k
C 1
2k ¡ 4k4 C 4 C
1
4
ln
k
k ¡ 2k4 C 2
• 2¡ 1
4
C 1
4
ln 2C 1
k
< 1:9233C 1
k
: (4)
Inequality (2) holds because 1=(2k¡4iC4) increases as i increases from 1 to k4. Equality (3) results
from setting y D k ¡ 2x C 2.
For k ‚ 1429; 1=k • 0:0007 and Rk < 1:924 by (4). For small values of k, we resort to the inequality
Rk • 2¡k4=kC
Pk4
iD1 1=(2k¡4iC4) (see (1) above). By executing a computer program for computing
the quantity 2¡ k4=k C
Pk4
iD1 1=(2k ¡ 4i C 4), we can verify that this quantity is less than 1.9232 for
all k < 1429. Therefore, no matter whether k is large or small. we always have Rk < 1:924. j
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4. AN APPROXIMATION ALGORITHM FOR 3-MVCP
In this section, we present an approximation algorithm for 3-MVCP. We can assume, without loss
of generality, that the input graph G has no multiple edges. Throughout this section, a graph is always
simple.
We start by giving several basic definitions. Let G D (V; E) be an undirected (possibly disconnected)
graph. For E 0 µ E , the subgraph formed by E 0 is the graph (V 0; E 0), where V 0 is the set of all endpoints
of edges in E 0. Define an equivalence relation·e as follows: For every two edges e1 and e2 of G, e1 ·e e2
if and only if e1 D e2 or G contains a cycle in which both e1 and e2 appear. The edges of G are partitioned
into equivalence classes by·e. The subgraphs formed by these classes together with the isolated vertices
in G are called the biconnected components of G. A vertex may be contained in two or more biconnected
components and such a vertex is called a cut point. (Note: Our definitions of biconnected components
and cut points are not standard, as they are usually defined only for connected graphs G.)
LEMMA 4.1. Let p and q be the numbers of connected components and biconnected components
of G; respectively. Then; the sum of the numbers of vertices in the biconnected components of G is
jV j C q ¡ p.
Proof. By induction on the number of cut points in G. The lemma trivially holds when G has no cut
point. Suppose that G has a cut point v. Let C be the connected component of G containing v, and let
C1; : : : ;Cl be the connected components of the graph C¡v. We augment each Ci (1 • i • l) by adding
a copy of v into it and connecting the copy to all vertices u in Ci with fu; vg 2 E . Let H be the graph
obtained from G by replacing C with the augmented C1; : : : ;Cl . Then, H has less number of cut points
than G, has the same biconnected components as G, has l¡ 1 more connected components than G, and
has l¡ 1 more vertices than G. Thus, by the inductive hypothesis, the sum of the numbers of vertices in
the biconnected components of H (and hence of G) is (jV jC l¡1)Cq¡ (pC l¡1) D jV jCq¡ p. j
4.1. Scan-First Search
The notion of scan-first search was introduced by Cheriyan et al. [CKT93]. For the sake of com-
pleteness, we give the definition here. Given a connected graph G and a specified vertex r , a scan-first
search in G starting at r is a systematic way of marking the vertices. The main marking step is called
scan: to scan a marked vertex means to mark all previously unmarked neighbors of that vertex. At the
beginning of the search, only the specified starting vertex is marked. Then, the search iteratively scans
a marked and unscanned vertex until all vertices are scanned.
A scan-first search in G produces a rooted spanning tree defined as follows. At the beginning of the
search, the tree is empty. Then, for each vertex v in G, when v is scanned. all the edges between v and
its previously unmarked neighbors are added to the tree; the edges between v and its previously marked
neighbors are not added to the tree. As pointed out in [CKT93], a sequential breadth-first search tree
must be a scan-first search tree but the reverse is not necessarily true.
Let G D (V; E) be a connected graph and r be a vertex in G. Fix a scan-first search tree T D (V; ET )
of G rooted at r . We refer to the edges in ET as tree edges and the edges in E ¡ ET as nontree edges.
FACT 2. There is no nontree edge fu; vg such that u is an ancestor of v in T .
Proof. To obtain a contradiction, assume that G has a nontree edge fu; vg such that u is an ancestor of
v in T . By the definition of scan-first search trees, at the time when the parent of vin T is being scanned,
v has not been marked yet. Using this property repeatedly, we see that at the when u is being scanned,
v has not been marked yet and the edge fu; vg must be included in T . This is a contradiction. j
LEMMA 4.2. For every u 2 V; T ¡ u has at most one connected component C such that there is a
nontree edge connecting u to a vertex of C.
Proof. Fix an arbitrary vertex u. If u D r . then G has no nontree edge incident to u and we are
done. So suppose that u 6D r . Let C be the connected component of T ¡ u containing r . We claim that
every nontree edge incident to u must connect u to a vertex in C . Assume, on the contrary, that this
claim is not true. Then, there is a nontree edge fu; vg such that v is not in C . Since v is not in C , v must
be a descendant of u in T . By Fact 2, fu; vg can not be a nontree edge. This is a contradiction. j
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LEMMA 4.3. Let u1 and u2 be two vertices in G such that u1 is scanned earlier than u2 by T . Then;
T ¡ fu1; u2g has at most one connected component C such that there is a nontree edge connecting u1
to a vertex of C.
Proof. If u1 D r , then G has no nontree edge incident to u and we are done. So suppose u1 6D r .
Since u1 is scanned earlier than u2; u2 6D r . Let C be the connected component of T¡fu1; u2g containing
r . If the parent of u2 in T is not contained in C , then u2 is a descendant of u1 and the lemma follows from
the proof of Lemma 4.2. So suppose that the parent of u2 is a vertex in C . We claim that every nontree
edge incident to u1 must connect u1 to a vertex in C . Assume, on the contrary, that this claim is not
true. Then, there is a nontree edge fu1; vg such that v is not in C . Note that every vertex not in C must
be a descendant of u1 or u2. By Fact 2, v is not a descendant of u1 and hence should be a descendant
of u2. Since v is a descendant of u2 and u1 is scanned earlier than u2; v must have not been marked at
the time when u1 is being scanned. This implies that the edge fu1; vg should have been included in T ,
a contradiction. j
4.2. The Algorithm
The algorithm is based on the following four lemmas. Lemma 4.5 shows how to augment a scan-first
search tree of a 3-vertex-connected graph G to a 3-vertex-connected spanning subgraph of G. Lemma
4.4 is used in the proof of Lemma 4.5. Lemmas 4.5. 4.6, and 4.7 are directly used in our algorithm.
LEMMA 4.4. Let G D (V; E) be a graph which is at least 2-vertex-connected; and let T D (V; E 0)
be a scan-first search tree of G. Let E 00 be the edge set of a maximal spanning forest of G[E ¡ E 0].
Then; G[E 0 [ E 00] is 2-vertex-connected.
Proof. To obtain a contradiction, assume that G[E 0 [ E 00] is not 2-vertex-connected. Then, there
is a vertex u 2 V such that G[E 0 [ E 00] ¡ u is not connected. Since T is a subgraph of G[E 0 [ E 00].
each connected component of G[E 0 [ E 00]¡u consists of one or more connected components of T ¡u.
Thus, by Lemma 4.2, there is at most one connected component C in G[E 0 [ E 00]¡ u such that there
is an edge in E 00 connecting a vertex of C to u. In turn, there is no edge e 2 E ¡ (E 0 [ E 00) connecting
two connected components of G[E 0 [ E 00]¡ u, because otherwise, G[E 00 [ feg] would be a spanning
forest of G[E ¡ E 0], a contradiction against the assumption that G[E 00] is a maximal spanning forest of
G[E ¡ E 0]. Hence, G ¡ u must have the same number of connected components as G[E 0 [ E 00]¡ u.
However, this contradicts that G is 2-vertex-connected. j
LEMMA 4.5. Let G D (V; E) be a graph which is at least 3-vertex-connected; and let T D (V; E 0) be
a scan-first search tree of G. Let A be a subset of E¡E 0 such that for every edge e 2 E¡(E 0 [ A);G[A]
has the same number of biconnected components as G[A[feg]. Then;G[E 0 [ A] is 3-vertex-connected.
Proof. First, we claim that G[A] contains a maximal spanning forest of G[E ¡ E 0]. If this were
not true, then there would be some edge e 2 E ¡ (E 0 [ A) such that e alone constitutes a biconnected
component of G[A [ feg] and so G[A [ feg] has one more biconnected components than G[A]. Thus,
the claim holds and G[E 0 [ A] is 2-vertex-connected by Lemma 4.4.
Second, we claim that for every edge e D fv1; v2g in E ¡ (E 0 [ A);G[A] has a simple cycle in which
both v1 and v2 appear. Assume, on the contrary, that there is an edge c D fv1; v2g in E ¡ (E 0 [ A) such
that G[A] has no simple cycle in which both v1 and v2 appear. Since G[A] contains a maximal spanning
forest and e =2 A;G[A [ feg] has a simple cycle P containing e. Let e1 6D e be the edge incident to
v1 in P . Similarly, let e2 6D e be the edge incident to v2 in P . Then, e1 and e2 do not belong to the
same biconnected component of G[A] (or else G[A] would have a simple cycle in which both v1 and
v2 appear). Let B1 and B2 be the biconnected components of G[A] containing e1 and e2, respectively.
Now, the existence of the P implies that G[A [ feg] has a biconnected component containing both
B1 and B2. Thus, G[A [ feg] has less number of biconnected components than G[A]. However, this
contradicts the assumption on A in the lemma.
Finally, we claim that G[E 0 [ A] is 3-vertex-connected. Assume, on the contrary, that this is not true.
Then, by the biconnectivity of G[E 0 [ A], there are two vertices u1 and u2 such that G[E 0 [ A]¡fu1; u2g
is not connected. Since G is 3-vertex-connected, G[E 0 [ A]¡ fu1; u2g has two connected components
C1 and C2 such that there is an edge fv1; v2g 2 E ¡ (E 0 [ A) with v1 being in C1 and v2 being in C2.
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Input: A 3-vertex-connected graph G D (V; E).
1. Compute a scan-first search tree T D (V; E 0) in G.
2. Compute a maximal matching M in G[E ¡ E 0].
3. Compute the biconnected components B1; : : : ; Bq of G[E ¡ E 0] that are neither isolated vertices
nor bridges in G[E ¡ E 0].
4. In parallel, for each Bj (1 • j • q), compute the number n j of vertices in Bj and compute M j ,
the set of all edges in both M and Bj .
5. In parallel, for each Bj with jM j j • 5, use M j to find a 2-vertex-connected spanning subgraph
B 0j of Bj with at most 2n j ¡ 2jM j j=3¡ 3 edges.
6. In parallel, for each Bj with jM j j ‚ 6, use M j to find a 2-vertex-connected spanning subgraph
B 0j of Bj with at most 2n j ¡ jM j j ¡ 1 edges.
7. Set A to be the union of the edge sets of B 0j ; : : : ; B 0q and the set of all bridges in G[E ¡ E 0].
Output: G[E 0 [ A].
FIG. 2. The approximation algorithm for 3-MVCP.
Without loss of generality, we may assume that u1 is scanned earlier than u2 in the search tree T . Then,
by Lemma 4.3, either C1 or C2 contains no vertex adjacent to u1 in G[E ¡ E 0] (and hence in G[A]).
So, without loss of generality, we may assume that no vertex of C2 is adjacent to u1 in G[A]. Then, in
the graph G[A]¡ u2, no vertex of C2 is reachable from v1. However, by the claim in the last paragraph,
G[A] has a simple cycle P in which both v1 and v2 appear, and so v2 is reachable from v1 in G[A]¡u2.
This is a contradiction (recall that v2 is in C2). j
LEMMA 4.6 [CL96]. There is a parallel algorithm that; given a 2-vertex-connected graph G D
(V; E) and a matching M in G; finds a 2-vertex-connected spanning subgraph of G with at most
2jV j ¡ 2jM j=3¡ 3 edges in O(log jV j log log jV j) time using jV j ¢ jE j processors.
LEMMA 4.7 [CL96b]. There is a parallel algorithm that; given a 2-vertex-connected graph G D
(V; E) and a matching M in G; finds a 2-vertex-connected spanning subgraph of G with at most
2jV j ¡ jM j ¡ 1 edges in O(log2 jV j log log jV j) time using jV j2 processors.
Figure 2 describes our approximation algorithm for 3-MVCP.
LEMMA 4.8. The output G[E 0 [ A] of the algorithm is 3-vertex-connected. Moreover, the algorithm
runs in O(log3 n) time with nm processors.
Proof. In order to prove that G[E 0 [ A] is 3-vertex-connected, it suffices to show that the set A
computed in Step 7 of Fig. 2 satisfies the condition in Lemma 4.5. To this end, first note that B 01; : : : ; B 0q
are the biconnected components of G[A] that are neither isolated vertices nor bridges in G[A]. Fix an
arbitrary edge e in E ¡ (E 0 [ A). Edge e must belong to some B j . By Steps 5 and 6, the biconnected
components of G[A [ feg] must be B 01; : : : B 0j¡1; B 00j ; B 0jC1; : : : ; Bq ; where B 00j is obtained from B 0j by
adding e to it. Thus, G[A] has the same number of biconnected components as G[A [ feg]. Therefore
A satisfies the condition in Lemma 4.5 and G[E 0 [ A] is 3-vertex-connected.
Next, we analyze the complexity of the algorithm. According to [CKT93], Step 1 can be done in
O(log n) time with m processors. Step 2 can be done in O(log3 n) time with m processors. Among the
other steps, Steps 5 and 6 are the most expensive. Thus by Lemmas 4.6 and 4.7, the other steps can be
done in O(log2 n log log n) time with O(nm) processors. Therefore, the algorithm runs in O(log3 n)
time with O(nm) processors. j
To analyze the smallest performance ratio achieved by the algorithm, we need the following two
lemmas.
LEMMA 4.9. Let jM j D x. Then, jE 0 [ Aj < 3n ¡ 5x=6:
Proof. Without loss of generality, we may assume that B1; : : : ; Bq 0 are the biconnected components
of G[E ¡ E 0] that contain at least six edges of M . Let a (respectively, b) be the number of isolated
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vertices (respectively, bridges) in G[E ¡ E 0]. Then,
jAj • b C
q 0X
jD1
(2n j ¡ jM j j ¡ 1)C
qX
jDq 0C1
µ
2n j ¡ 2jM j j3 ¡ 3
¶
:
Since jM j j ‚ 6 for j 2 f1; : : : ; q 0g and jM j j • 5 for j 2 fq 0 C 1; : : : ; qg; we have
jAj •
aX
jD1
(2 ¢ 1¡ 2)C
bX
jD1
(2 ¢ 2¡ 1¡ 2)C
q 0X
jD1
µ
2n j ¡ 5jM j j6 ¡ 2
¶
C
qX
jDq 0C1
µ
2n j ¡ 5jM j j6 ¡ 2
¶
D 2
ˆ
a C 2b C
qX
jD1
n j
!
¡
ˆ
b C 5
6
qX
jD1
jM j j
!
¡ 2(a C b C q):
Note that b C PqjD1 jM j j ‚ x . Also observe that the total number of vertices in the biconnected
components of G[E ¡ E 0] is a C 2b CPqjD1 n j ; and is at most n C (a C b C q) ¡ 1 by Lemma 4.1.
Thus,
jAj • 2(n C a C b C q ¡ 1)¡ 5x
6
¡ 2(a C b C q) D 2n ¡ 5x
6
¡ 2:
Therefore,
jE 0 [ Aj D (n ¡ 1)C jAj • 3n ¡ 5x
6
: j
LEMMA 4.10. Let OPT be the number of edges in a minimum 3-vertex-connected spanning subgraph
of G. Then; OPT> 2n ¡ 4x :
Proof. The proof is very similar to that of Lemma 3.7. Let U be the vertices unmatched by M .
Note that jU j D n ¡ 2x and jV ¡ U j D 2x : Let e1; : : : ; et be all the edges in G[E 0] whose endpoints
are both in U . Fix a minimum 3-vertex-connected subgraph Gopt of G. Suppose that exactly y edges
among e1; : : : ; et are in Gopt : Then, since M is a maximal matching in G[E ¡ E 0], no edge of G other
than e1; : : : ; et can have both its endpoints in U . Thus, by the 3-vertex-connectivity of Gopt , Gopt has at
least (3jU j¡2y)C y edges incident to vertices in U . This implies that OPT‚ 3n¡6x¡ t:On the other
hand, since G[E 0] is a forest, we must have t • jU j¡1 D n¡2x ¡1. Therefore, OPT> 2n¡4x . j
By Lemma 4.9 and Lemma 4.10, the smallest performance ratio achieved by the algorithm is at most
(3n ¡ 5x=6)=maxf1:5n; 2n ¡ 4xg • 2¡ 5=72 < 1:931.
Summarizing all the results, we obtain the following theorem:
THEOREM 4.11. There is an NC approximation algorithm for 3-MVCP that achieves a performance
ratio of 1.931 and runs in O(log3 n) time with nm processors.
5. CONCLUDING REMARKS
As mentioned before, the best known performance ratio achieved by an NC approximation algorithm
for MECP is 2. We have improved this ratio to 1.924 for the special case of MECP where the input
integer k is polylogarithmic in the input size. It is still open whether the ratio 2 can be improved for
MECP in general.
For the simple-graph special case of MECP, the Cheriyan–Thurimella algorithm [CT96] achieves
a much better performance ratio (namely, 1 C 7=k for odd k, and 1 C 5=k for even k) than the ratio
1.924 achieved by our NC approximation algorithm. An interesting question is to ask whether one can
design a (randomized) NC approximation algorithm for this special case that achieves a performance
ratio of 1C c=k for some constant c not depending on k. The approach in this paper does not seem to
be sufficient for answering this question, because of its iterative nature (i.e., our algorithm starts with
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a disconnected spanning subgraph and then iteratively increases the subgraph’s connectivity by 2 each
time). A (possibly incorrect) intuition is that the best performance ratio achievable by approaches of
this iterative nature cannot be smaller than the best ratio achievable by an approximation algorithm for
2-MECP. Indeed, even the best known sequential algorithm of this iterative nature, due to Khuller and
Raghavachari [KR95], achieves a performance ratio of 1.85 only, which is larger than the best known
ratio 1.5 for 2-MECP. In contrast, the approach given in [CT96] does not have this iterative nature. At
present, the only hopeful approach is to design a (randomized) NC algorithm for the minimal k-edge-
connected subgraph problem and use it to parallelize the Cheriyan–Thurimella algorithm. However,
for this approach to work, deep investigation into the minimal k-edge-connected subgraph problem is
necessary in the first place.
For MVCP, the Cheriyan–Thurimella algorithm [CT96] achieves a performance ratio of 1C1=k. Re-
lated to this, an interesting question is to ask whether one can design a (randomized) NC approximation
algorithm for MVCP that achieves a performance ratio of 1Cc=k for some constant c not depending on
k. This question is extremely difficult to answer because it is not even known whether a (randomized)
NC approximation algorithm for MVCP can achieve a constant ratio less than 2.
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