Total reflection X-ray Fluorescence (TXRF) analysis in combination with X-ray Absorption Near Edge Structure (XANES) analysis is a powerful method to perform chemical speciation studies at trace element levels. However, when measuring samples with higher concentrations and in particular standards, damping of the oscillations is observed. In this study the influence of self-absorption effects on TXRF-XANES measurements was investigated by comparing measurements with theoretical calculations. As(V) standard solutions were prepared at various concentrations and dried on flat substrates. The measurements showed a correlation between the damping of the oscillations and the As mass deposited. A Monte-Carlo simulation was developed using data of the samples shapes obtained from confocal white light microscopy. The results showed good agreement with the measurements; they confirmed that the key parameters are the density of the investigated atom in the dried residues and the shape of the residue, parameters that combined define the total mass crossed by a certain portion of the incident beam. The study presents a simple approach for an a priori evaluation of the self-absorption in TXRF X-ray absorption studies. The consequences for Extended X-ray Absorption Fine Structure (EXAFS) and XANES measurements under grazing incidence conditions are discussed, leading to the conclusion that the damping of the oscillations seems to make EXAFS of concentrated samples non feasible. For XANES "fingerprint" analysis samples should be prepared with a deposited mass and sample shape leading to an acceptable absorption for the actual investigation.
Introduction
Total Reflection X-ray Fluorescence Analysis (TXRF) is a sensitive technique for qualitative and quantitative elemental determination of traces. Typical TXRF set-ups use multilayer monochromators as preferred compromise among high primary flux and low spectral background [1, 2] . Synchrotron radiation TXRF offers detection limits in the fg range for transition metals with a multilayer monochromator and a bending magnet beamline [3, 4] .
For dilute samples X-ray Absorption Spectroscopy (XAS) is commonly performed in fluorescence mode as the fluorescence signal is proportional to the absorption coefficient and it gives a better signal to background ratio. With a perfect crystal monochromator TXRF acquisition can be utilized for XAS to gain chemical information on the element of interest. With this modified set-up there is a flux reduction of about two orders of magnitude, but it is still sufficient for the analysis at ppb level [3, [5] [6] [7] . This approach allows the extension of XAS to traces in droplet samples where only small amounts are available. Such measurements can also be performed for the speciation of light elements using a plain grating monochromator [8] .
Fluorescence acquisition of XAS spectra of concentrated sample suffers from self-absorption which causes damping and also broadening of the oscillations. Some authors have performed quantitative speciation through analysis of XANES (X-ray Absorption Near Edge Structure) spectra by fitting them with analytical functions [9, 10] .
Another approach deals with the corrections of the measured spectra to account for self-absorption. Many authors have investigated self-absorption effects in XAS using fluorescence acquisition depending on the angle of incidence and detection and have proposed correction models [11, 12] . Due to irregular sample shape and the very shallow angle of incidence these models are not applicable to TXRF. The extreme grazing incidence geometry used by TXRF enhances these self-absorption effects due to the extended path length of the incident beam in the droplet. This path length is equivalent to the penetration depth of the incident beam and is therefore energy dependent. As the energy changes during a XANES scan the size of volume where the fluorescence photons originate from is varying. Higher absorption means smaller excited volume and therefore less fluorescence intensity (and vice versa). Consequently this leads to a damping of the oscillations of the absorption coefficient. The phenomenon is relevant at higher concentrations, such as would be used in the measurements of standards to have a good counting statistic in relatively short measurement time. Any absorption of the fluorescence radiation within the sample can be neglected because it remains constant during an energy scan.
In general TXRF is known to allow for linear calibration typically using an internal standard for quantification [1, 2] . In fact for the fluorescence radiation collected by the detector the sample is "thin" and differential absorption for photons with different energies can be ignored. Assuming the sample to be homogeneously distributed the loss of fluorescence signal due to absorption of the primary beam equally affects all elements and quantification by using an internal standard is not affected by the phenomenon.
Preliminary investigations showed a significant damping of the XANES spectra of standard samples [6, 7] . This effect could be correlated to self-absorption effects. It is therefore of interest to investigate the absorption effect depending on the total mass deposited. The three-dimensional shape of the sample and the density of the element investigated are key parameters.
Experimental
Two series of samples have been measured. The first series consist of three samples on Plexiglas reflectors. Different total amounts of masses (1, 10 and 100 ng) of arsenic were applied onto the reflectors. The second series contained samples on quartz reflectors with masses of 4, 9, 20, 72, 100 ng of arsenic and, additionally, one sample on a Plexiglas carrier containing 500 ng. This second series was analyzed with a confocal optical microscope to gain information about the 3-dimensional shape of the dried residues. For both series arsenic K-edge XANES measurements in fluorescence mode and grazing incidence geometry were performed. The results of these measurements were compared with the output of a simple Monte-Carlo simulation of absorption effects performed for each sample.
Sample preparation
A set of arsenic containing solutions had been prepared from a 1000 +/− 5 mg/L solution (MERCK CertiPUR, traceable to SRM from NIST, H 3 AsO 4 in HNO 3 , #1.19773.0100). Tri-distilled water (Atominstitut) was used for the dilution of the mother solution to obtain the following set of As concentrations: 1, 4, 10, 20, 40, 80, 100, 300, 500 mg/L. The respective volumes of mother solution and tri-distilled water were pipetted into a SARSTEDT flask, but the actual dilution factors were gained by the readings of a suited balance (SARTORIUS R300S).
1 µL of each of these solutions was pipetted onto a quartz or Plexiglas reflector (both 30 mm diameter) respectively. Prior to the pipetting a blank measurement was done for each of these reflectors to assure that no As, Pb, etc. contamination would falsify the results. These measurements were performed with an ATOMIKA Extra II (LT: 100 s, 50 kV, 38 mA). The beam spot size and the area inspected by the detector of the EXTRA II were in the range of various millimeters, therefore the examined area was much larger than the pipetted samples. The pipette (EPPENDORF research 0.1-2.5 µL) showed for this volume a maximum error of +/−20%, consequently the pipetting step served only for sample positioning in the centre of the respective reflectors and the mass was determined by differential weighing: The aqueous/acidic matrix was removed by drying the reflectors on a hot plate inside a flow hood in order to avoid contaminations.
TXRF-XANES measurements
Arsenic K-Edge XANES measurements in fluorescence mode and grazing incidence geometry were carried out using the set-up at the beamline L at the Hamburger Synchrotronstrahlungslabor (HASYLAB) at DESY [3, 4] . All measurements were performed in vacuum. A Si(111) double crystal monochromator was used for selecting the energy of the exciting beam from the continuous X-ray spectrum emitted by the 1.2 Tesla bending magnet at beamline L. The primary beam was collimated to 200 µm×2000 µm (horizontal×vertical) by a cross-slit system. The incident X-ray intensity was monitored with an ionization chamber.
During the measurements the excitation energy was tuned in varying steps (5 eV to 0.5 eV) across the arsenic K-edge at 11,867 eV. At each energy a fluorescence spectrum was recorded by a Silicon Drift Detector (SDD, VORTEX 50 mm 2 , Radiant Detector Technologies) [13, 14] . The distance between SDD and sample carrier was 1 mm [3] . For series 1 (Plexiglas reflectors) the acquisition time for each spectrum was set to 10 s for the 1 ng sample and to 4 s for the 10 and 100 ng sample. Each scan consisted of 305 spectra and the energy range was set from 11,700 to 12,300 eV. For series 2 (quartz reflectors) the acquisition times were set to 1 s for the samples containing masses of 300 and 500 ng and to 2 s for the rest of the samples. The energy range was set from 11,700 to 12,500 eV and 576 spectra were recorded for each scan of this series. Simultaneously, the absorption by an elemental gold foil was recorded in transmission mode for each scan of both series. The first inflection point (i.e. the first maximum of the derivative spectrum) of the Au metal foil scan was assumed to be 11,919 eV (Au-L3 edge). As described the data acquisition time was increased for samples with lower total amounts of arsenic. This was done to achieve better statistics for the evaluation of the As fluorescence peak area. From these peak areas the XANES spectra were built and therefore a specific minimum count rate was desirable.
As the critical angle of total reflection changes slightly (b0.2 mrad for silicon) during the energy scan the incident angle of the primary X-ray beam was adjusted to 2 mrad, which is far below the critical angle (~2.7 mrad at 11,700 eV). On that account it was assumed that the change of the critical angle during the XANES scans was unproblematic for the measurement of droplet samples (residues on surface).
Both measured and simulated absorption spectra have been analyzed with ATHENA which is included in the IFEFFIT program package for XAS analysis [15] [16] [17] . Using this software each scan was normalized and its energy scale was corrected with respect to the Au-L3 edge. Multiple scans of the same sample have been merged by calculating the average and standard deviation at each point in the set.
Confocal microscopy
Measurements to determine the shape of the samples of series 2 (quartz reflectors) have been performed utilizing a confocal white light microscope (NanoFocus µsurf® [18] ). The analyses were done by the Austrian Center of Competence for Tribolgy (AC2T). The measuring field was~1450 × 1400 µm with a lateral resolution of~1.5 × 1.5 µm and 50 nm in height. Due to the measurement set-up it was necessary to perform a plane correction and flattening of the data.
The raw confocal microscope images were first leveled using a polynomial fit of grade 1, then the zero point of the z axis was set to the maximum of the histogram of the heights. The procedure was carried out using the software package SPIP 4.2.6.0 [19] . Additionally the data was treated using a threshold filter. This was done mainly because the amount of data had to be reduced to obtain reasonable simulation times. The threshold filter removed each data point with a height smaller than 25% of the maximum height of the sample. The result was a simplified sample with respect to the real sample's shape-speckles of questionable origin (traces of the sample or measurement artifacts) which were found on the reflectors surface have been removed.
The result of measurements and data treatment was a matrix representing the three-dimensional distribution of the sample on the reflector's surface (see Fig. 2 ). This information was used for the simulation of absorption effects during a TXRF-XANES scan considering the sample's shape (see Section2.4).
Development of a simple Monte-Carlo simulation
To simulate the observed damping of the XANES oscillations (see Fig. 4 ) for samples with higher mass a simple Monte-Carlo simulation was developed.
XAS data obtained for the sample with the smallest mass was taken as reference XANES scan for the Monte-Carlo simulation (i.e. 1 ng for the samples on Plexiglas reflectors (series 1) and 4 ng for the samples on quartz reflectors (series 2)). On the basis of preliminary investigations [6, 7] which showed damping effects for higher masses (N10 ng) it was assumed that these scans show no significant damping of the oscillations of the fine structure. Each reference scan was normalized within the ATHENA software package by edge step normalization [17] . With this procedure the pre-edge region of the scan was normalized to zero while the post-edge region was normalized to one. The total absorption cross section µ used for the simulation has been calculated from the tabulated values for the photoelectric absorption cross section τ published by Henke et al. [20] and the scattering cross sections (σ coh and σ incoh ) published by Ebel et al. [21] :
For the calculation the value of the density of As in the actual sample is required (this is influenced by hydration when crystallizing in the process of drying and the presence of other elements present in the solution). Thus the µ used is linked to the coefficient for elemental arsenic through the following relationship:
ρ As_elemental = 5.73 g/cm 3 (as tabulated for elemental arsenic) B ("corrected density") is the actual density of the As in the sample
Here it was assumed that all the absorption in the sample is given by the As (the standard used is H 3 AsO 4 in HNO 3 , and there might be some hydration in the crystallization, but there are no heavy, strongly absorbing elements-this was verified by checking the single spectra of a scan for contaminations).
The energy scale of the measured data was corrected by shifting the maximum of the first derivative of the XANES scan to the maximum of the first derivative of the theoretical τ function. The Kedge contribution τ K to the total photoabsorption coefficient τ can be calculated according to
where S K is the edge jump ratio. For the simulation the tabulated absorption coefficients of a free atom were modified by superimposing the fine structure of the absorption coefficient measured in the reference spectrum. First a modified τ K coefficient was calculated as follows:
:::Ebabsorption edge :::ENabsorption edge ð4Þ
where f ex (E) represents the normalized values of the reference scan.
In the next step the tabulated values of τ have been modified as follows:
The total absorption cross section µ calc (E) was determined according to Eq. (1) and furthermore used for all calculations within the Monte-Carlo simulation.
Starting from a uniformly distributed random number P, interpreted as absorption probability of a photon in the sample, an absorption length L abs was generated utilizing Beer-Lambert's Law:
where P(= I / I0) ∈ ]0,1] The absorption length is the path length of a photon propagating in the sample until it gets absorbed. For each incident photon penetrating the sample, the length L inc of its path through the sample was compared with its absorption length L abs . If the absorption length was found to be smaller than the incident photon's path length L inc (L abs b L inc ) an arsenic K-alpha fluorescence photon was counted with the probability τ K,calc (E) / µ calc . To simulate a whole XANES scan a fixed number of incident photons was used for each energy. The simulated XANES spectra were built from the counted K-alpha fluorescence photons per energy value generated as described above. The software for the simulation was written in C++ using the TT800 random generator [22] with a period of 2^800 to generate the random number P. The other input parameters L inc and B have been determined in different ways for the two series of samples.
For the samples which were investigated with the confocal microscope (series 2) the real sample's dimensions were known from these measurements. Therefore the volume of each sample could be easily calculated to determine the density B:
V c : volume of the sample m S : Arsenic mass For these samples not only one L inc value was calculated but a set of paths with different lengths depending on the shape of the sample. Assuming a non-divergent beam parallel to the reflectors' surface, the length of each path became a function of the Y and Z coordinate of the origin of the exciting photon (i.e. position where the incident photon entered the sample, see Fig. 1 ).
The set of paths for each sample was calculated with respect to the lateral resolution of the confocal microscope (~1.5 µm × 1.5 µm). Fig. 1 . One zoomed region of the "72 ng As(V)" sample of series 2. The dark spots are some of the dried residues of the pipetted sample. The arrows labeled 1-3 show three different possible paths of a photon propagating parallel to the sample carrier. It can be seen that for each of these three paths the photon covers different distances in the dried residues. These different distances (e.g. 106 µm for path 2) are indicated in microns. To get a set of distances for all possible paths through the sample a path was calculated every 1.5 µm (lateral resolution of the confocal microscope) along the Y-axis. This is indicated in the upper part of the figure (label 4) . The calculation of the distances produced by each path was done for the entire Y-range of the measuring field of the confocal microscope.
Thus one path through the sample was calculated every 1.5 µm along the Y-axis as shown at the top (4) of Fig. 1 . This was done for the entire Y-range of the measuring field of the confocal microscope assuming that the whole sample was illuminated by the incident beam.
Considering not only the lateral but also the vertical dimension of the sample, this set of paths was calculated at different heights ranging from zero to the maximum height of the sample. For the simulation only paths with lengths L inc larger than zero were taken into account.
During the simulation a fixed number of incident photons with one energy value were sent along each of these paths through the sample. So the decision if a fluorescence photon was produced or not had to be made N-times by the algorithm described above, where N is given by: N ¼ number of energy points Â number of photons Â number of paths lengthN0 ð Þ
To keep the number of paths in a reasonable frame the influence of different step sizes along the Z-axis upon the simulation results was investigated and found to be negligible in the range of 100 nm to 1000 nm steps. Therefore the 1000 nm step size was chosen for all simulations which resulted in much shorter simulation times.
For the samples which have not been measured with the confocal microscope (series 1) the parameters have been calculated assuming simple sample geometries. The residue of the droplet on the reflector surface was assumed to be a cylinder with diameter d and height z.
With this simple geometry L inc has been calculated as the mean path of a photon penetrating the cylinder parallel to the reflector's surface:
For the calculation of the diameter d the unknown parameters B ("corrected density") and sample height z have been estimated from the data of samples with similar mass of series 2 (i.e. the "9 g As(V)" and the "100 ng As(V)" samples):
V c : the volume of the cylinder m S : Arsenic mass Even though these parameters (B, z) have been determined for different samples the simulations showed very good consistence with the measurements (see Section 3).
In the following a short summary of the Monte-Carlo simulation parameters is given:
General assumptions:
• no beam divergence • beam parallel to reflector-surface • beam illuminates whole sample Fig. 2 . Corrected three-dimensional and corresponding lateral distribution of the "100 ng As(V)" sample. Fig. 3 . Corrected distribution of the "500 ng As(V)" (left) and "20 ng As(V)" (right) samples. 
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Parameters for samples of series 1 (no confocal microscope measurements performed):
• simple sample geometry (cylinder, diameter d, height z)
• 100,000 photons per simulation Parameters for samples of series 2 (analyzed with confocal microscope):
• 1000 nm step size in Z-direction (height) for calculations of paths through sample • 1000 photons per path through sample 3. Results and discussion
Results of the measurements with the confocal microscope
Confocal microscopy images were collected for all the samples of series 2. Fig. 2 reports the images related to sample "100 ng As(V)".
The left part of the figure shows a three-dimensional representation of data gained from the investigation of the sample "100 ng As(V)" of series 2 with the confocal microscope. The scale of the Z-axis (height) is enlarged for clarity. The right part of the figure displays the top view of the whole measuring field (~1450 µm×1400 µm).
For comparison Fig. 3 shows the data obtained for the samples containing 500 ng (left) and 20 ng (right) As(V). The datasets presented in both figures were corrected using the procedures described in Section 2.3. Fig. 4 shows the results of the XANES measurements utilizing TXRF geometry which have been performed with sample series 1 (a) and series 2 (b). It can be clearly seen, that the damping of the white line and post-edge oscillations can be correlated to the mass of arsenic. With the energy resolution used for the measurements an energy shift was observed for the 500 ng and the 100 ng samples (about 1.5 eV and 0.5 eV distance between the maxima of the first derivatives of sample "4 ng" and samples "500 ng" and "100 ng" respectively). The scan for the "1 ng As(V)" sample was used as reference scan for the MonteCarlo simulations of series 1 and the scan of sample "4 ng As(V)" for the simulations of series 2. For the simulation of the XANES scans related to the samples of series 1 which have not been investigated with the confocal microscope the parameters B ("corrected density") and z (cylinder 
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height) had to be estimated as described in Section 2.4. These parameters defined the dimensions of the cylinder which was the simple approximation of the samples' shape for the calculations. Even though the values of these parameters have been roughly estimated from the data of different samples (series 2) the simulations showed good agreement with the measurements (Fig. 6 , Table 1 ). Table 1 shows the key parameters of the best simulations for all samples. To evaluate the quality of the simulations the goodness-of-fit parameter chi square was calculated for each simulation:
2 / measured value(E i )). For the calculation of chi square only the XANES region was considered as the interest focuses on the oscillations in this energy range (11,800-12,000 eV).
The values of B for series 2 have been calculated from the data obtained from the measurements with the confocal microscope (i.e. the volume of the samples) and the known mass of the samples.
The determined values are small in comparison with the tabulated value of the elemental density of arsenic (5.73 g/cm 3 ) however they show a surprising consistency. With the exception of the 500 ng sample the maximum heights of the samples show an exponential trend. A reason for the smaller height of the 500 ng sample could be a different drying of the droplet. In Fig. 3 it can be seen that the 500 ng sample has a ring like shape with many small residues inside the ring structure. The 100 ng sample shown in Fig. 2 consists of fewer but larger and higher residues. Despite the differences of these two samples shapes the factor B for both (calculated from their masses and volumes) is very similar. This consistence of B for the samples of series 2 was the reason to hold this parameter constant for the simulations done for series 1. The height of the cylinder z was also estimated from the values gained for sample series 2. It was then slightly varied to optimize the simulation with respect to the value of chi square.
Conclusions and outlook
The topic of the presented work was the influence of selfabsorption effects on TXRF-XANES measurements. The effect of the sample shape as well as the one of different concentrated droplet samples was studied by comparison of calculations and measurements. XANES measurements of two sample series each with different total amounts of mass deposited on quartz and Plexiglas reflectors were carried out under grazing incidence conditions. The results showed a linear correlation of the damping of the oscillations of the scans with the total mass of the samples. It was assumed that this attenuation originates from self-absorption effects caused by the extreme grazing incidence geometry. To verify this hypothesis a simple Monte-Carlo algorithm was developed to simulate these effects. The data about the geometry of the samples required for the simulations was obtained by measurements with a confocal microscope. The simulations performed with this data showed good agreement with the measurements confirming the influence of sample mass and geometry on the damping of the oscillations. On the basis of the data obtained by the measurements with the confocal microscope samples with unknown shape have also been simulated. The results showed good correlation with the measurements as well. The key parameters of this study were the "corrected density" and the length of incidence beam in the sample. It seemed that the shape of the sample is of less importance than the "corrected density" which showed good agreement for all samples. However, the expected differences in the shape of dried residues on Plexiglas and Quartz reflectors due to different surface characteristics will be the topic of further investigations. Another important point related to this topic is the influence of the sample preparation. The deposition of the aqueous sample and the drying process seem to be crucial for quantification in TXRF (especially) without using an internal standard. The best approach to overcome absorption problems seems to be an array of small spots produced with picoliter-pipettes or inkjet printers. This topic is currently under investigation by our group.
The presented results showed that performing an Extended X-ray Absorption Fine Structure (EXAFS) analysis under grazing incidence conditions for higher concentrated samples is very difficult. The damping of the oscillations would make a study of the EXAFS signal almost impossible. A direct correction of the measured scan is not possible because of the loss of information that the phenomenon brings about. For dilute samples on the other hand the measurement time has to be increased drastically to get reasonable counting statistics.
With TXRF acquisition for XANES used as a fingerprint method the investigated self-absorption effect is not dramatic. The energy position of the absorption edge is slightly affected for very high concentrations. This effect does not hinder quantitative evaluations, especially if analysis is carried out by fit of the XANES spectra with analytical functions. However, for a quantitative analysis performed by fitting of scans of unknown samples with those of known reference samples (linear combination method) it would be desirable to have undamped references. Therefore a compromise between counting statistics, measurement time and absorption effects has to be found for the measurement of standard samples.
The presented work proposes a rather simple way to study a priori the absorption effects that will show up in TXRF-XANES and allow the scientist to prepare the sample according to needs (measuring time, acceptable self-absorption for the actual experiment). Moreover the method could be extended to allow the a posteriori correction for the self-absorption of higher concentration standards. 
