Computer integrated systems and Artificial Intelligence (AI) have become an apparent need for control in a plant factory. Sunagoke moss Rachomitrium japonicum is one of the plant products which are cultivated in plant factory. One of the primary determinants of moss growth is water availability. The present work attempted to apply machine vision-based micro-precision irrigation system which is able to optimize water use in plant factory and maintain the water content of moss constantly in optimum growth condition. The objective of this study is to propose nature-inspired algorithms to find the most significant set of image features suitable for predicting water content of cultured Sunagoke moss. Multi-Objective
INTRODUCTION
In a plant factory, optimal control for obtaining higher yield and better quality of plants is essential (Morimoto et al., 1995) . To achieve this objective, microprecision technologies must be developed. Microprecision in agriculture means to first identify what is needed and how much is needed as precisely as possible, and then to perform the job required to fulfil the identified quantitative and qualitative needs as precisely as possible (Hashimoto and Nonami, 1992) . Water stress of Sunagoke moss (Rhacomitrium japonicum) is the main factor limiting its production (Skre and Oechel, 1981) . Water content affects the photosynthetic response of moss (Ueno and Kanda, 2006) . Hendrawan and Murase (2009) observed that optimum water content of Sunagoke moss based on photosynthesis rate was achieved at 2.0 gg -1 (2.0 gram of water content per gram of initial dry weight). Many studies have reported the use of combination of colour, morphology and Grey Level Co-occurrence Matrix (GLCM) textural features to detect stress in plant (Ahmad and Reid, 1996; Escos et al., 2000) . Feature Selection (FS) techniques have become an apparent need in many bioinformatics applications (Saeys et al., 2007) . Two categories of FS techniques that are recently used i.e. filter methods and wrapper methods. Filter methods are fast but lack robustness against interactions among features and feature redundancy. Wrapper methods are more effective than filter methods because they evaluate the candidate feature subsets using learning algorithm (Hendrawan and Murase, 2009 ). This study is part of on-going research aimed at developing machine vision-based micro precision irrigation system in plant factory for cultured Sunagoke moss as shown in Fig. 1 . The objective of this study is to propose nature-inspired algorithms to find the most significant set of image features suitable for predicting water content of cultured Sunagoke moss. Multi-Objective Optimization (MOO) was used in this study which consisted of prediction accuracy maximization and feature subset size minimization.
MATERIALS AND METHODS

Materials and Equipments
Study samples were made from living Sunagoke moss mat Rhacomitrium japonicum (500mm x 500mm, M-300, VARORE Co., Japan) growing in polyvinyl netting and anchored in glass wool media. Ten samples of cultured Sunagoke moss, placed in a 110 mm x 80 mm x 25 mm glass vessel were used in this study. Water content was determined as:
where: tw is the total weight (g) and dw is initial dry weight (g) of Sunagoke moss. Dry weight of moss was determined by drying it in the growth chamber (Biotron NK 350, Japan) with the optimum environment parameters (Hendrawan and Murase, 2009 ): air temperature = 15 o C, RH = 80%, the CO 2 gas = 400 ppm, light intensity = 86.5 μmol m -2 s -1 , light duration = 12 h until the weight of moss was stabilized without any further decrement. Fig. 1 . Machine vision-based microprecision irrigation system for cultured Sunagoke moss.
Model Study
First process is image acquisition in a dark chamber, in which the moss images were captured using digital camera (Nikon Coolpix SQ, Japan) placed at 330 mm perpendicular to the sample surface. The image size was 1024 x 768 pixels. Imaging was done under controlled and well distributed light conditions. Light was provided by two 22W lamps (EFD25N/22, National Corporation, Japan). Light intensity over the moss surface was uniform at 100 μmol m -2 s -1 PPF (Photometer, Li6400, USA) during image acquisition. A total of 649 image data were acquired. All of 649 image data obtained at image acquisition were transformed from the redgreen-blue (RGB) colour space to the hue-saturation-value (HSV) and the hue-saturation-lightness (HSL) (Angulo and Serra, 2007) , the L*a*b* and the XYZ (Leon et al., 2006) , the LCH (Kim, 2008) , the Luv (Palm, 2004) , and grey colour spaces (Roterman and Porat, 2006) . Selection process for selecting relevant image features is done using six alternative nature-inspired approaches i.e. Neural-Intelligent Water Drops (N-IWD), Neural-Simulated Annealing (N-SA), Neural-Genetic Algorithms (N-GAs), Neural-Ant Colony Optimization (N-ACO), Neural-Honey Bee Mating Optimization (N-HBMO), and Neural-Fish Swarm Intelligent (N-FSI). The detail steps of N-GAs, N-SA and N-ACO can be seen in Hendrawan and Murase (2010) .
MOO concerns optimization problems with multiple objectives (Handl et al., 2007 (x) is the number of selected image features in x. ft is the total number of image features, weight 1 and weight 2 are two priority weights corresponding to the importance of the accuracy and the number of selected image features, respectively, where weight 1 ∈ [0.1, 0.9] and weight 2 = 1-weight 1 . In this study, the accuracy is more important than the number of selected image features.
Colour Features (CFs)
Colour Features (CFs) include colour mean value and excess RGB index. Colour mean value can be described as follows (Hendrawan and Murase, 2009 ):
where: colour value can be defined as the range of each colour space in the pixel i.e. red, green, blue, grey, hue, saturation (HSL) , saturation (HSV) , lightness (HSL) , value (HSV) , (Luv) and v (Luv) . M is the total number of pixels in the image.
Excess RGB index was calculated by (Ondimu and Murase, 2008) :
where ER n , EG n and EB n are the normalized excess Red (R) index, excess Green (G) index and excess Blue (B) index, respectively. The total numbers of CFs are 22 features.
Textural Features (TFs)
The textural analysis can be considered as one of applicable techniques for extracting image features (Haralick et al., 1973) . The Colour Co-occurrence Matrix (CCM) procedure consists of three primary mathematical processes: (1) the image is transformed from RGB colour representation to other colour representation; (2) generation of Spatial GrayLevel Dependence Matrices (SGDMs) (Pydipati et al., 2006) ; and (3) determination of Haralick Textural Features (TFs) (Hendrawan and Murase, 2010 ) which included energy, entropy, contrast, homogeneity, inverse difference moment, correlation, sum mean, variance, cluster tendency and maximum probability. A total of 190 TFs were extracted i.e. 10 TFs each for red, green, blue, grey, hue, saturation (HSL) , saturation (HSV) , lightness (HSL) , value (HSV) , X (XYZ) , Y (XYZ) , Z (XYZ) , L*, a*, b*, C (LCH) , H (LCH) , u (Luv) and v (Luv) . 
Back-Propagation Neural Network (BPNN)
A three layers BPNN structure has been developed for predicting Sunagoke moss water content. Learning rate and momentum were chosen at 0.6 and 0.8, respectively. Five models of hidden nodes architecture were developed i.e. 10, 15, 20, 25 and 30. The output was water content corresponding to the input features. The training, validation and testing performance criterion for the prediction was RMSE as follows:
where N n is number of input feature vectors, S i is the water content predicted by BPNN model, and St i is the target water content determined by Eqs. (1). The 649 samples data were randomized and divided into three parts which were 325 data as training-set, 162 data as validation-set and 162 data as testing-set.
N-IWD
IWD is created by Shah-Hosseini (2009) 
such that
where the heuristic undesirability HUD(i,j) is defined as the validation-set RMSE of two nodes (i, j). The lower validation-set RMSE value between two nodes (i, j), the lower HUD(i, j) value. 5.4 Update the soil soil(i, j) of the path from node i to j traversed by that IWD and also update the soil that the IWD carries soil IWD by 
where function q(.) gives the quality of the solution. 8. Update the soils on the paths that form the current iteration-best solution T IB by
where N IB is the number of nodes (selected features) in the solution T IB . 9. Update the total best solution T TB by the current iteration-best solution T IB using
10. The search will terminate if the global iteration has been reached.
N-HBMO
An analytical description of the steps of proposed N-HBMO is given as follows: 1. Initialisation of N-HBMO parameters. The maximum iteration is 500. The number of bee's population is 70, the capacity of spermatheca is 50 and the number of worker is 40. The initial speed and energy of the queen are 0.9 and 1, respectively based on the results of preliminary runs. 2. Generate the initial value of worker randomly [0, 1]. 3. Generate the initial population of bees randomly (e.g. bee i : 0,1,1,0,0,0,0,1,0,0,1,0,….. f t ). 4. Evaluate the fitness of bee i using Eqs. (4).
Compute the individual solution F(bee i ).
6. Based on the individual solution F(bee i ), only in the first iteration, the best member of the initial population of bees is selected as the queen of the hive. The number of queen is one. All, the other members of the population are the drones. 7. Selection of drone i . A drone mates with a queen using annealing function (Abbass, 2001) :
where Prob(D) is the probability of adding the sperm of drone D to the spermatheca of the queen, |F(bee i )-F(queen)| is the absolute difference between the fitness of D and the fitness of the queen and speed(t) is the speed of the queen at time t. 8. Add sperm of the drone in queen's spermatheca. 9. Update speed and energy of the queen.
where α is a factor [0, 1] that determines the amount that the speed and the energy will be reduced after each transition and each step. 10. Selection of the worker. worker is randomly selected from the list. Random number: rnd[0, 1] is generated to determine the probability of worker to do cross-over function (between the queen genotype and the selected sperm) or mutation function (selected sperm) to the brood. Broods are generated from the cross-over and mutation process. 11. Evaluate the fitness of brood i using Eqs. (4).
Compute the individual solution F(brood i ).
13. Replace the queen and update the fitness of the queen if the solution of the brood is better than the solution of the current queen.
14. Update the total best solution T TB :
15. The search will terminate if the global iteration has been reached.
N-FSI
FSI was created by (Fernandes et al., 2009 (26) 8.4 Update vis scope , cent point and fish best . 9. If the F(fish i ) equal to F(fish i+1 ) then update the leap factor. If the leap factor reaches the threshold point (leap = 10), then fish i+1 will move randomly. 10. Update best feature-subset. 11. The search will terminate if the global iteration has been reached.
RESULTS AND DISCUSSION
BPNN model performance was tested successfully to describe the relationship between Sunagoke moss water content and image features. Figure 2 shows the average testing-set RMSE of BPNN model trained using various CFs and TFs in 5 runs. Based on the average testing-set RMSE, R TFs (RMSE = 1.51x10
-2 ) had the lowest prediction error followed by grey TFs, L* TFs, lightness (HSL) TFs, value (HSV) TFs, G TFs, L*a*b* mean value, X (XYZ) TFs, Luv mean value, hue TFs, v (Luv) TFs, Y (XYZ) TFs, b* TFs, Z (XYZ) TFs, H (LCH) TFs, LCH mean value, saturation (HSV) TFs, B TFs, C (LCH) TFs, u (Luv) TFs, a* TFs, HSV mean value, Excess RGB index, saturation (HSL) TFs, HSL mean value, RGB mean value and XYZ mean value in that order, respectively. The v (Luv) TFs shows the least absolute deviation, which means that v (Luv) TFs shows the highest consistency and the highest reliability in predicting water content of Sunagoke moss. Feature-subset Average Testing-set RMSE Fig. 2 . Performance of BPNN using: (1) RGB mean value; (2) HSL mean value; (3) HSV mean value; (4) L*a*b* mean value; (5) LCH mean value; (6) Luv mean value; (7) XYZ mean value; (8) Excess RGB index; (9) R TFs; (10) G TFs; (11) B TFs; (12) grey TFs; (13) hue TFs; (14) saturation (HSL) TFs; (15) (27) v (Luv) . Figure 3 shows the performance of six nature-inspired FS algorithms using different values of weight 1 and weight 2 in 5 runs. Overall, the prediction accuracy (based on the testingset data) and the number of selected image features fluctuated because of the diversity of the solutions based on adjusted weights. Moreover, MOO searches simultaneously the solution which is superior in one objective, but poor at others. Based on the objective of the MOO used in this study, the results show that the best performance of each FS method are N-GAs with the average testing-set RMSE of 8.98x10
-3 and average feature subset of 46.0, N-HBMO with the average testing-set RMSE of 9.96x10 -3 and average feature subset of 23.2, N-SA with the average testing-set RMSE of 1.28x10 -2 and average feature subset of 19.0, N-ACO with the average testing-set RMSE of 1.24x10 -2 and average feature subset of 9.6, N-IWD with the average testing-set RMSE of 1.36x10 -2 and average feature subset of 9.6, and N-FSI with the average testing-set RMSE of 1.19x10 -2 and average feature subset of 18.0. Comparative studies have also been done to see how good FS effect on the prediction performance of water content using image features. The results show that FS models using (N-GAs; N-HBMO; N-SA; N-ACO; N-IWD; N-FSI) has better performance for minimizing prediction error than model using individual feature-subset or without FS method (R TFs). Based on the t-test statistical analysis, there is significant difference between feature-subset using N-GAs and feature-subset without FS (R TFs) at α = 0.01 significant level. The plots of best fitness values of MOO using all FS methods are displayed in Fig. 4 to highlight the search process in each FS method. The best N-IWD's fitness function converged with the lowest testing-set RMSE of 1.33x10 -2 when using 10 features. The best N-GAs' fitness function converged with the lowest testing-set RMSE of 8.26x10
-3 when using 45 features. The best N-SA's fitness function converged with the lowest testing-set RMSE of 1.26x10 -2 when using 19 features. The best N-ACO's fitness function converged with the lowest testing-set RMSE of 1.22x10 -2 when using 10 features. The best N-HBMO's fitness function converged with the lowest testing-set RMSE of 9.75x10 -3 when using 24 features. The best N-FSI's fitness function converged with the lowest testing-set RMSE of 1.17x10 -2 when using 19 features. From Fig. 4 , we can see that the fitness value changed and it is getting better through all the iterations. It indicates that N-IWD, N-GAs, N-SA, N-ACO, N-HBMO and N-FSI are effective. In all of the iterations, the validation-set RMSE of all FS methods changed most in the first few iterations. It means that iteration size of 500 is appropriate for all FS methods. Figure 5 indicates that the performance of BPNN models using N-GAs; N-HBMO; N-SA; N-ACO; N-IWD; N-FSI are satisfactory. The smallest value for training-set RMSE of all BPNN models (N-GAs = 6.08x10 -4 ; N-HBMO = 1.28x10 -3 ; N-SA = 2.13x10 -3 ; N-ACO = 6.32x10 -3 ; N-IWD = 2.22x10 -3 ; N-FSI = 2.38x10 -3 are less than 10%. The BPNN performances indicate that the BPNN used for learning algorithms is effective (Patterson, 1996) . 
CONCLUSIONS
Back-propagation Neural Network (BPNN) has been tested successfully to describe relationship between image features and water content of cultured Sunagoke moss. Based on the testing results, red textural feature-subset had the best performance in prediction using BPNN as individual featuresubset. Feature Selection (FS) methods improve the performance of BPNN on predicting the water content. Among the six proposed FS methods, Neural-Genetic Algorithms (N-GAs) obtained the best prediction accuracy. The best N-GAs' fitness function converged with the lowest testing-set Root Mean Square Error (RMSE) of 8.26x10
-3 when using 45 features. In future work, the Artificial Neural Networks model using relevant image features which has been developed in this study can be applied for neuralnetwork based microprecision irrigation system for cultured Sunagoke moss production in plant factory.
