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A Brianc¸on-Skoda type result for a non-reduced analytic
space
Jacob Sznajdman
Abstract. We present here an analogue of the Brianc¸on-Skoda
theorem for a germ of an analytic space Z at 0, such that OZ,0 is
not necessarily reduced.
1. Introduction
The Brianc¸on-Skoda theorem, [14], states that for any ideal a ⊂
OCn,0 generated by m germs, we have the inclusion amin(m,n)+r−1 ⊂ ar,
where I denotes the integral closure of I. We will refer to this theorem
as the classical Brianc¸on-Skoda theorem. The generalization to an
arbitrary regular Noetherian ring was proven algebraically in [21].
Huneke, [18], showed that for a quite general Noetherian reduced
local ring S there is an integer N such that aN+r−1 ⊂ ar for all ideals
a ⊂ S and r ≥ 1. In particular this applies when S = OV,0, the local
ring of holomorphic functions of a germ of a reduced analytic space
V . This case of Huneke’s theorem was recently reproven analytically,
[7]. Assume that a is generated by some elements ai and let |a|2 =∑m
1 |ai|2; up to constants this does not depend on the choice of the
generators. Since a function φ in aM is characterized by the property
that |φ| ≤ C|a|M , [20], an equivalent formulation of the theorem is that
φ belongs to ar whenever |φ| ≤ C|a|N+r−1 (on V ).
We will consider a germ of an analytic space, that is, a pair Z =
(X,OZ,0) of a germ of a reduced analytic variety X ⊂ Cn at 0 ∈ Cn
and its local ring OZ,0 = OCn,0/J , where J ⊂ OCn,0 is an ideal such
that Z(J ) = X . We assume throughout this paper that J has pure
dimension.
The aim of this paper is to find an appropriate generalization of the
Brianc¸on-Skoda theorem to this setting – when S = OZ,0. Now that we
have dropped the assumption that Z is reduced, the situation becomes
different; the integral closure of any ideal contains the nilradical
√
0 by
definition, so aN ⊂ a can only hold if √0 ⊂ a. In the following example
we consider the most simple non-reduced space, which will help to
illustrate some general notions and our main result Theorem 1.2.
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Example 1.1. Consider the analytic space Z such that
X = {w = 0} = Cn−1 ⊂ Cn
OZ = C[[z1, . . . zn−1, w]]/(wk), k ≥ 2.
The nilradical is (w), and is not contained in a = (w2) if k > 2. It may
be helpful to think of the space Z as Cn−1 with an extra infinitesimal
direction transversal to X , and its structure sheaf being the k:th order
Taylor expansions in that direction. For each f ∈ OZ,0 we have
f(z, w) =
k−1∑
i=0
∂if
∂wi
(z, 0)
wi
i!
, and
OZ,0 ≃ O⊕kX,0.
Although the function w is identically zero on X (so that |w| ≤ C|a|M
on X for any M), the element w does not belong to a = (w2). Since Z
is non-reduced, evaluating w, or any other element, as a function on X
does not give enough information to determine ideal membership. We
also have to take into account the transversal derivatives.
A germ of a holomorphic differential operator L is called Noetherian
with respect to an ideal J ⊂ OCn,0 if Lφ ∈
√J for all φ ∈ J . We say
that L1, . . . , LM is a defining set of Noetherian operators for J if φ ∈ J
if and only if L1φ, . . . , LMφ ∈
√J . The existence of a defining set for
any ideal J is due to Ehrenpreis [15] and Palamodov [23], see also [12],
[17] and [22]. As for the example above, 1, ∂/∂w, . . . , ∂k−1/∂wk−1 is a
defining set for (wk).
If L is Noetherian with respect to J , then Lψ is a well-defined func-
tion on X for any ψ ∈ OZ,0, and L induces a mapping L : OZ,0 → OX,0.
Let N (Z) be the set of all such mappings; this set does not depend on
the local representation of Z as a subscheme of Cn. If (Li) is a defin-
ing set for J , then by definition any element φ ∈ OZ,0 is determined
uniquely by the tuple of functions (Liφ) on X , cf. Example 1.1. This
fact indicates that it is natural to impose size conditions on the whole
set (Liφ) to generalize the Brianc¸on-Skoda theorem:
Theorem 1.2. Let Z be a germ of an analytic space such that OZ
has pure dimension. Then there exists an integer N and operators
L1, . . . , LM ∈ N (Z) such that for all ideals a ⊂ OZ and all r ≥ 1,
|Ljφ| ≤ C|a|N+r−1 on X, 1 ≤ j ≤M,(1)
implies that φ ∈ ar.
In Section 5 we give a version of Theorem 1.2 for the case when X
is smooth.
Andersson and Wulcan gave in [10] a proof of a global version of the
Brianc¸on-Skoda-Huneke theorem on a reduced singular variety, which
is a version of the effective Nullstellensatz. The proof is based on the
3corresponding local result in [7]. One can therefore hope that Theo-
rem 1.2 can be globalized in a similar way, cf., Remark 4.3 below.
Although the formulation of Theorem 1.2 is intrinsic, we will choose
an embedding and work in the ambient space exclusively. For the
remainder of this paper we fix a choice of functions aj ∈ OCn,0, 1 ≤
j ≤ m, so that the images of aj in OZ,0 generate a. We will also identify
φ ∈ OZ,0 with an arbitrary representative in OCn,0, and each operator
L ∈ N (Z) with an operator on Cn that represents it. With this point of
view, we are to show that if the inequalities (1) hold on X ⊂ Cn, then
(the representative of) φ belongs to (a)r+J , where (a) = (a1, . . . , am).
Example 1.3. In this example we shall give a direct proof of Theo-
rem 1.2, based on the classical Brianc¸on-Skoda theorem, for the ana-
lytic space in Example 1.1. For simplicity, we will assume that r = 1.
As we saw above, a set of defining differential operators for the ideal
(wk) is formed by Lj = ∂
j/∂wj , 0 ≤ j ≤ k − 1. Let
̺ = min(n− 1, m), and
|a|2 =
m∑
1
|ai|2.
We will prove that if
|Ljφ| . |a|̺+k−1−j,(2)
on X = {w = 0}, then φ ∈ (a) + (wk). Thus Theorem 1.2 follows
in this case with N = ̺ + k − 1. We will also show that none of the
hypotheses (2) can be relaxed.
In the proof, we will allow ourselves to abuse notation; for example,
we will write simply (a) when we actually are referring to some element
that belongs to (a). From (2) and the classical Brianc¸on-Skoda theorem
for OX,0 = OCn,0/(w), we get
∂jφ
∂wj
= (a)k−j + kjw, kj ∈ OCn,0.(3)
We will show inductively that
φ =
p∑
i=0
wi(a)k−i + gpw
p+1, gp ∈ OCn,0,(4)
holds for p ≤ k − 1. First assume that p = 0. Then (4) reduces to (3)
with j = 0. Now assume that (4) holds for some p < k − 1. Let us
differentiate (4) p+ 1 times with respect to w, and compare the result
with (3) for j = p + 1. This gives
gp ∈ (a)k−p−1 + (w).
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If we substitute this back into (4), we get
φ ∈
p+1∑
i=0
wi(a)k−i + (wp+2).
This completes the proof of (4). Now note that for p = k − 1, (4)
implies that φ ∈ (a) + (wk), which completes the proof.
Finally, we will show that if any of the hypotheses (2) are relaxed,
it is possible that φ /∈ (a) + (wk). To this end, we need to find φp for
each 0 ≤ p ≤ k − 1, such that φp /∈ (a) + (wk) and
|∂jwφp| ≤ |a|̺+k−1−j, j 6= p(5)
|∂pwφp| ≤ |a|̺+k−2−p.(6)
Take n = 2 and (a) = (z + w). Then ̺ = 1, since n − 1 = m = 1. A
suitable choice is now φp = w
pzk−1−p. It is easy to verify (5)-(6). The
function φp does not belong to (a) + (w
k), because if it did we would
have
wpzk−1−p − (z + w)(a0(z) + · · ·+ ak−1(z)wk−1) ∈ (wk),
which would give a0 = · · · = ap−1 = 0 and zap = zk−1−p, zap+1 = −ap,
zap+2 = −ap+1, etc, so ak−1 = ±1/z. This is a contradiction since ak−1
is holomorphic at 0 ∈ Cn.
The idea of the proof of Theorem 1.2 is to use a certain residue cur-
rent associated to (a)r and J ; if φ ∈ OCn,0 annihilates this current,
then by solving a sequence of ∂-equations it follows that φ belongs to
(a)r + J , so that the image of φ in OZ,0 belongs to ar. Alternatively,
one can also use a division formula to obtain an explicit integral repre-
sentation of the membership φ ∈ (a)r + J whenever φ annihilates the
associated residue current. These ways of proving ideal membership
are used in [7] and go back to [1] and [5]. We will show in Section 4
that φ annihilates the residue current mentioned above whenever (1)
holds.
2. Coleff-Herrera currents and Noetherian differential
operators
Assume that X is a germ of an analytic set of pure codimension
p at 0 ∈ Cn. Let µ be a current of bidegree (0, p) with support on
X . Throughout this paper we let χ be a smooth function such that
χ ≡ 0 on [0, x1] and χ ≡ 1 on [x2,∞) for some 0 < x1 < x2 <
∞. One says that µ has the standard extension property (SEP) if
µ = limε→0 χ(|h|2/ε2)µ for any h ∈ OCn,0 that does not vanish iden-
tically on any component of X .
Definition 2.1. A current of bidegree (0, p) with support on X is
a Coleff-Herrera current on X if it is ∂-closed, has the SEP and is
annihilated by φ for all φ ∈ OCn,0 that vanish on X .
5The set of all Coleff-Herrera currents on X is an OCn,0-module which
we denote by CHX . For any µ ∈ CHX , annµ is a pure-dimensional ideal
whose associated primes correspond to the irreducible components of
X . In Theorem 2.2 below, which is due to Bjo¨rk, [12], we have principal
value integrals of the form∫
X
ξ
hk
:= lim
ε→0
∫
X
χ(|h|2/ε2)ξ
hk
,(7)
where h ∈ OX,0 and ξ is a test form. For details about the existence of
such integrals, see e.g. [13]. The right hand side of (7) is independent
of the choice of χ as long as it has the properties mentioned above. We
will use the symbol y for interior multiplication of a differential form
by a section of
∧p T (Cn).
Theorem 2.2 (Bjo¨rk, [12]). Given µ ∈ CHX , there is a multi-index
M , two finite sets of holomorphic differential operators {Lα} and {Kα}
for α ≤ M , an integer N0, an analytic function h, and a smooth section
S of ∧p T (Cn), such that {Lα} is a defining set for the ideal annµ and
φµ.ξ =
∫
X
∑
α≤M
1
hN0
Lα(φ)Kα(S y ξ),(8)
for any holomorphic function φ and test form ξ.
Proof. The proof is essentially that of Bjo¨rk, [12], but we include it for
the reader’s convenience since our formulation of the theorem is slightly
different. It follows from the local parametrization theorem that one
can find holomorphic functions f1, . . . , fp forming a complete intersec-
tion, such that X is a union of a number of irreducible components of
Vf = {f1 = · · · = fp = 0} and df1 ∧ . . .∧ dfp 6= 0 generically on X . Let
the first n − p coordinates in Cn be denoted by ζ and the last p ones
by η. We then get local holomorphic coordinates
z = ζ
w = f(ζ, η)(9)
outside the hypersurface W defined by
h := det
∂f
∂η
.(10)
By possibly rotating the coordinates (ζ, η), we can make sure that h
will not vanish identically on any irreducible component of X .
We will first show that (8) holds for some operators Lα when ξ has
support outside of {h = 0}. We will then see that it follows from this
special case of (8) that the operators Lα indeed form a defining set for
annµ. Finally, we will show that (8) holds for general ξ.
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Since µ is a Coleff-Herrera current on the complete intersection Vf ,
we get by by Theorem 4.2 in [3] that
µ = A
[
∂
1
f 1+M11
∧ · · · ∧ ∂ 1
f
1+Mp
p
]
(11)
for some integers Mj and holomorphic function A. A basic fact is that
for an (n, n− p) test form ξ,[
∂
1
w1+M11
∧ · · · ∧ ∂ 1
w
1+Mp
p
]
.ξ = M !(2πi)p
∫
w=0
∂M1w1 . . . ∂
Mp
wp
(
∂
∂w
y ξ
)
,
where the derivative symbols refer to Lie derivatives and ∂/∂w =
∂/∂w1 ∧ . . . ∧ ∂/∂wp. Using first Leibniz’ rule and (11) and then that
∂/∂w y ξ = h−1∂/∂η y ξ, we get
µ.ξ =
∫
w=0
∑
α≤M
cα∂
M−α
w (A)∂
α
w(S y ξ/h).(12)
where M = (M1, . . . ,Mp) and S = ∂/∂η. We now want to express
φµ.ξ in terms of derivatives with respect to the variables ηi instead of
wi. By inverting the matrix ∂f/∂η we get
∂
∂wj
=
1
h
∑
k
γjk
∂
∂ηk
,(13)
where γjk are holomorphic. Multiplying the test form in (12) by φ, we
thus get operators Qα so that
φµ.ξ =
∫
w=0
1
h
∑
Mj
∑
α≤M
Qα(φ)∂
α
w(S y ξ) =
=
∫
X
∑
α≤M
1
hN0
Lα(φ)Kα(S y ξ),(14)
where N0 and N1 are integers such that N0 = 2N1 +
∑
j Mj and
Lα = h
N1Qα and Kα = h
N1∂αw are differential operators with respect to
the original variables (ζ, η). It follows from (13) that Lα and Kα are
holomorphic across W if N1 is chosen sufficiently large.
Clearly, the values of ∂αw(S y ξ) can be prescribed on {w = 0}.
Therefore φµ = 0 on X \W if and only if Lα(φ) = 0 on X \W for
all α ≤M , but by continuity and the SEP, these relations hold if and
only if they hold across W . Thus {Lα} is a defining set for annµ.
Let now ξ be an arbitrary test form. For the sake of simplicity, we
assume that φ = 1, but the same idea works for general φ. We thus
want to show that
µ.ξ = lim
ε→0
∫
X
χ(|h|2/ε2)L(S y ξ)
hN0
,(15)
where L =∑α≤M Lα(1)Kα.
7The right hand side of (15) defines a current τ . Outside of {h = 0},
τ and µ are equal, and the latter current has the SEP. It is therefore
enough to show that τ has the SEP. By expanding
χ(|h|2/δ2)τ.ξ =
∫
X
L(χ(|h|2/δ2)S y ξ)
hN0
(16)
we get one term when all derivatives of L hit S y ξ, and clearly this
term is precisely τ.ξ in the limit. We will now explain why all other
contributions vanish; all these terms contain derivatives of χ(|h|2/δ2)
as a factor, and such a factor can be written as a sum of terms
χ(k)
(
|h|2
δ2
)
·
(
|h|2
δ2
)k
σ
hκ
,(17)
for some integers k and κ and a smooth function σ. Let us define
χ˜(x) = χ(x)−xkχ(k)(x). We note that the current σ/hκ can be defined
both as limδ→0 χ(|h|2/δ2)σ/hκ and limδ→0 χ˜(|h|2/δ2)σ/hκ, so it follows
that (17) must be zero in the limit. 
3. Residue currents associated to ideals
We will give a summary of the machinery of residue currents needed
to prove Theorem 1.2. In [8] was presented a method for constructing
currents R and U associated to any generically exact complex
· · · → E2 f2→ E1 f1→ E0(18)
of hermitian vector bundles over an open set in Cn. The total bundle
is then (E, f), where E =
⊕
Ek, f = ⊕fj . The currents U and R take
values in the bundle EndE. Let σk : Ek−1 → Ek be the mapping of
pointwise minimal norm that is the inverse of fk on the image of fk
and extend it by zero on the orthogonal complement of the image. Let
W be the analytic set where (18) is not exact. Outside of W , we define
u =
n+1∑
j=1
uj(19)
uj = ∂σj ∧ . . . ∧ (∂σ2)σ1,
so that uj is the (0, j − 1)-bidegree component of u which takes values
in Hom(E0, Ej). One can then extend u to a current U across W by
setting
U = lim
ǫ→0
χ(|F |2/ǫ2) ∧ u,(20)
where F is a holomorphic tuple vanishing onW . We define an operator
∇f acting on currents with values in E by
∇f = f − ∂.(21)
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The residue current R is defined by
∇f ◦ U = 1− R.(22)
One can check that ∇f ◦ U = 1 on X \W , so R has support on W .
The (0, k)-bidegree component of R is denoted by Rk. Since ∇2f = 0,
(22) gives that ∇fR = 0, which is equivalent to
f1R1 = 0(23)
fk+1Rk+1 = ∂Rk, k ≥ 1.
An easy calculation shows that
R = lim
ǫ→0
R0,ǫ +R1,ǫ + . . .+Rn,ǫ,(24)
where
R0,ǫ = (1− χ(|F |2/ǫ2))(25)
Rj,ǫ = ∂χ(|F |2/ǫ2) ∧ uj, 1 ≤ j ≤ n.
We restrict our attention to the case when rankE0 = 1. For any
ideal J ⊂ OCn,0 we can choose (18) (in various ways) so that J =
Im(O(E1) → O(E0)). Then annR ⊂ J ; indeed, if φR = 0, then by
(22) ∇fUφ = φ. By solving a sequence of ∂-equations one can then
show that φ ∈ J , see [1]. The converse inclusion does not hold in
general. A main result of [8] is that if (18) is chosen so that O(Ek)
with maps (fk) is a resolution of OCn/J , that is, an exact complex of
sheaves, then annR = J . Another choice for (18) is the Koszul com-
plex. This has the advantage that the residue has an explicit form, and
if J happens to be a complete intersection, then the Koszul complex
is a resolution, so annR = J .
Now let J ⊂ OCn,0 be the ideal that defines the analytic space Z of
Theorem 1.2. Thus we assume that J has pure codimension p. We can
then choose (18) so that the corresponding sheaf complex is a resolution
of OCn,0/J . Let RZ be the current associated to J as above so that
annRZ = J . It has support on W = X .
We also need a current Ra
r
with the property annRa
r ⊂ (a)r. We
obtain such a current by the procedure above, where the complex (18)
should be chosen so that (a)r = Im(O(E1) → O(E0)). The form u
and the current U will be denoted by ua
r
and Ua
r
respectively. For the
actual choice of (18), we follow [2], where ua
r
and Ra
r
are described
explicitly. Define
σi =
m∑
j=1
aje
i
j
|a|2(26)
outside of W = Z(a), where {eij}j are frames of some trivial vector
bundles. Andersson shows, see eq. (2.3) and the beginning of Section 3
9in [2], that
ua
r
=
∑
∑
ji≤̺−1
σ1 ∧ (∂σ1)∧j1 ∧ · · · ∧ σr ∧ (∂σr)∧jr ,(27)
where ̺ = min(n − p,m). We then obtain Rar by (24) and (25) with
F = |a|, that is,
Ra
r
= lim
ǫ→0
(1− χaǫ ) + ∂χaǫ ∧ ua
r
,(28)
where χaǫ = χ(|a|2/ǫ2).
3.1. Almost semi-meromorphic currents. In order to describe the
structure of the current RZ we need to make a digression into almost
semi-meromorphic currents. Recall that a current is semi-meromorphic
if is a principal value current of the form α/f , where f is a holomor-
phic section of a line bundle and α is a smooth section of the same
bundle. We say that a current a in an open subset V ⊂ Cn is al-
most semi-meromorphic if there is a modification π : V ′ → V and a
semi-meromorphic current a˜ on V ′ such that a = π∗a˜.
Notice that if a is almost semi-meromorphic and ξ is smooth, then
ξ ∧ a is almost semi-meromorphic. In fact, ξ ∧ a = π∗(π∗ξ ∧ a˜).
We will have use for the following result which is a part of Theo-
rem 5.1 in [11].
Lemma 3.1. If a is an almost semi-meromorphic (0, ∗)-current in an
open subset of Cn, then also (∂/∂zℓ)a is almost semi-meromorphic.
By [11, Theorem 4.6] one can define the product a ∧ µ, where a is
almost semi-meromorphic and µ is either an almost semi-meromorphic
current or a Coleff-Herrera current, in the following way; notice first
that a is smooth outside of an exceptional analytic set. If µ is almost
semi-meromorphic, let {h = 0} be any hypersurface containing the ex-
ceptional set of a and let a ∧ µ := limǫ→0 χ(|h|2/ǫ2)a ∧ µ; the resulting
current is independent of the choices of χ and h and it is almost semi-
meromorphic. If µ is a Coleff-Herrera current on the analytic set W we
will assume that the exceptional set of a intersects W properly since
this is the only case of interest for us. Then let {h = 0} be a hyper-
surface containing the exceptional set of a such that h is generically
non-vanishing on W and as before set a ∧ µ := limǫ→0 χ(|h|2/ǫ2)a ∧ µ.
Again the resulting current is independent of the choices made and,
by [11, Corollary 4.7], a ∧ µ is supported on W and has the SEP with
respect to W .
We also need a result which is a slight variation of (part of) Propo-
sition 3.3 in [6]. We include here the needed part of the proof.
Proposition 3.2. There is a vector-valued Coleff-Herrera current µ
and an endomorphism-valued almost semi-meromorphic current b in a
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neighborhood of 0 in Cn such that b is smooth outside of Xsing and such
that RZ = bµ.
Proof. Decompose RZ =
∑n
k=0R
Z
k so that R
Z
k has bidegree (0, k).
Proposition 2.2 in [8] gives that the conjugate of I(Z) =
√J anni-
hilates RZ and that RZk = 0 for k < p, so R
Z = RZp + R
Z
p+1 + . . ..
Consider the dual complex of (18)
0→ O(E∗0)
f∗
1→ O(E∗1)→ · · · → O(E∗p)
f∗p+1→ O(E∗p+1)→ . . . ,
where f ∗j is the matrix transpose of fj; we now assume that the sheaf
complex associated with (18) is a resolution of O/J . Since the sheaf
Ker f ∗p+1 is coherent, we have an exact sequence
O(F ∗) g∗→ O(E∗p)
f∗p+1→ O(E∗p+1),
where F is a vector bundle. Since∇fRZ = 0, we have ∂RZp = fp+1RZp+1,
which gives that
∂(gRZp ) = g∂R
Z
p = gfp+1R
Z
p+1 = 0,
since gfp+1 = 0. Since, by Corollary 2.4 in [9] and Proposition 2.2
in [8], RZp has the SEP with respect to X and is annihilated by anti-
holomorphic functions vanishing on X , it follows that gRZp is a Coleff-
Herrera current on X .
Let Zp+1 be the complement of the set where fp+1 has optimal rank.
This is an analytic subset of Xsing that is intrinsic to Z. Outside of
Zp+1, the mapping g : Ep → F has constant rank. We define a mapping
σF : F → Ep on the complement of Zp+1 by
(σF )|(Im g)⊥ = 0
σF g|(ker g)⊥ = 1(ker g)⊥ .
This means that σF is the minimal norm inverse of g on the image
of g, and it is extended by zero to the orthogonal complement of this
image; we here choose an auxiliary Hermitian metric on F . It is shown
in Section 2 of [8] that σF has an almost semi-meromorphic exten-
sion across Zp+1; the extension is denoted σF as well. From equation
(19), we see that outside of Zp+1, u
Z
p takes values in the subbundle
(Im fp+1)
⊥ = (ker g)⊥ ⊂ Ep since this is true for σZp . It follows that
RZp = σF gR
Z
p outside of Zp+1 ⊂ Xsing and since both RZp and σF gRZp
have the SEP with respect to X we see that RZp = σF gR
Z
p holds cross
Zp+1.
Now, let Zp+l be the set where fp+l does not have optimal rank; this
is again an analytic subset of Xsing that is intrinsic to Z and since
Z has pure dimension we also have that codimZp+l ≥ p + l + 1, see
Corollary 20.14 in [16]. By Theorem 4.4 in [8] there are almost semi-
meromorphic endomorphism valued forms αl such that R
Z
p+l = αlR
Z
p
11
outside of Zp+l. As in the proof of Proposition 3.3 in [6] this equality
extends across Zp+l and we are done. 
4. Proof of Theorem 1.2
We will use the product of the currents Ra
r
andRZ which was defined
in [7]:
Ra
r ∧RZ = lim
ǫ→0
[
Ra
r
0,ǫ + ∂χ
a
ǫ ∧ ua
r] ∧RZ .(29)
This current takes values in the tensor product of the two corresponding
complexes (18) for Ra
r
and RZ .
It follows by Proposition 2.2 in [7] (which holds in the non-reduced
setting with the same proof), that φRa
r ∧RZ = 0 for φ ∈ OCn,0 implies
that φ ∈ J + (a)r, that is, the image of φ in OZ,0 belongs to ar.
Although Ra
r ∧ RZ is a current in Cn, φRar ∧ RZ depends only on
the image of φ in OCn,0/J ; in fact, if φ ∈ J , then φRZ = 0 and so
φRa
r ∧RZ = limǫ→0 φRarǫ ∧RZ = 0. Moreover, Rar ∧RZ only depends
on the images of the generators aj in OCn,0/J . This can be deduced
for example from Proposition 2.2 in [8]. Hence the proof of Theorem
1.2 is reduced to showing that φRa
r ∧ RZ = 0 if φ satisfies (1) with a
suitable constant N .
By Proposition 3.2, each component of RZ is a sum of terms that
can be factored as bµ where b is almost semi-meromorphic and µ is
a Coleff-Herrera current. According to Theorem 2.2, the annihilator
of each such µ has a defining set Mµ = {Lµ1 , . . . , LµMµ} (and these
operators satisfy (8)). As the operators L1, . . . , LM in Theorem 1.2, we
take the union of Mµ over all Coleff-Herrera currents µ that arise in
the way we described.
Although
φRa
r ∧ RZ = lim
ǫ→0
φ(Ra
r
0,ǫ + ∂χ
a
ǫ ∧ ua
r
) ∧ RZ ,(30)
we will only prove that limǫ→0 φ∂χ
a
ǫ ∧uar ∧RZ = 0 as the proof for the
remaining term is similar but easier. It suffices to show that
φ∂χaǫ ∧ ua
r ∧ bµ.ω(31)
has limit 0 as ǫ goes to 0, where ω is a test form. Let h be the holo-
morphic function defined in (10) and set χbδ = χ(|h|2/δ2). We apply
(8) with ξ = χbδb ∂χ
a
ǫ ∧ uar ∧ ω to compute (31). This gives
φ∂χaǫ ∧ ua
r ∧ bµ.ω = lim
δ→0
φµ.∂χaǫ ∧ ua
r ∧ χbδbω =
= lim
δ→0
∫
X
∑
α≤M
1
hN0
Lα(φ)Kα(S y ∂χaǫ ∧ ua
r ∧ χbδbω).(32)
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Proposition 4.1. There are differential operators K˜α with almost semi-
meromorphic coefficients and holomorphic derivatives so that
φ∂χaǫ ∧ ua
r ∧ bµ.ω =
∫
X
∑
α≤M
Lα(φ)K˜α(∂χ
a
ǫ ∧ ua
r ∧ ω).(33)
This integral should be interpreted as a principal value, that is, as
the limit of ∫
X
∑
α≤M
Lα(φ)χ
b
δK˜α(∂χ
a
ǫ ∧ ua
r ∧ ω)
as δ → 0.
Proof. We apply Leibniz’ rule to see that the integral in (32) is a sum
of terms of the form∫
X
ψ ∧ ∂α(∂χaǫ ∧ uar ∧ ω) ∧ ∂βχbδ ∧ ∂γbhN0 ,(34)
where ψ is smooth. By Lemma 3.1 and the discussion following it we
have that ∂γb/hN0 is almost semi-meromorphic. Moreover, it is smooth
outside {h = 0} and since [X ] is a Coleff-Herrera current on X (with
values in the (p, 0)-forms) it follows that
∂γb
hN0
∧ [X ] = lim
δ→0
χbδ
∂γb
hN0
∧ [X ].
Hence, if β = 0 then (34) goes to an expression of the form (33) as
δ → 0. Assume now that β 6= 0. Then ∂βχbδ is a sum of terms of the
form (17) with k ≥ 1. It follows in the same way as in (the end of)
Section 2 that, in this case, (34) goes to 0 as δ → 0.

We now choose a resolution X ′
π→ X such that X ′ is smooth and
π∗h is locally a monomial and the coefficients of K˜α are push forwards
of semi-meromorphic forms whose denominators have normal crossing
zero sets. It suffices to show that
Iǫ =
∫
X′
ξ′
s1+n11 · . . . · s1+nn−pn−p
∧ π∗(Lαφ)π∗
(
∂βη (∂χ
a
ǫ ∧ ua
r
)
)→ 0,(35)
where β ≤ M , ξ′ is a smooth form with compact support and η is a
local coordinate system on the ambient space Cn of X . This integral
is defined as a principal value as before.
We want to integrate by parts in (35). The principal value current[
1/s1+n11 · . . . · s1+nn−pn−p
]
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is a tensor product of one variable currents
[
1/s
1+nj
j
]
. Furthermore,
one has for m ≥ 1,
∂
∂sj
[
1
smj
]
= −m
[
1
sm+1j
]
.
This yields indeed that
Iǫ =
∫
X′
ds
s
∧ ∂(n1,...,nn−p)s
(
ξ′ ∧ π∗(Lαφ)π∗
(
∂βη (∂χ
a
ǫ ∧ ua
r
)
))
,(36)
where
ds
s
=
ds1 ∧ · · · ∧ dsn−p
s1 · · · · · sn−p .
As the constant N in the formulation of Theorem 1.2 we set
N = max
[
2̺+ |M | +
n−p∑
j=1
nj
]
,(37)
where ̺ = min(m, dimX) = min(m,n− p) and the quantities |M | and∑n−p
1 nj are maximized over the components of R
Z and over all local
charts of a (finite) covering of X ′ on which h is a monomial. We claim
that if (1) holds, then for any integers kj ≤ nj, 1 ≤ j ≤ n− p,
∂(k1,...,kn−p)s
(
π∗(Lαφ)π
∗
(
∂βη (∂χ
a
ǫ ∧ ua
r
)
))
(38)
is bounded by a constant that is independent of ǫ. Note that the
pointwise limit of any derivative of ∂χaǫ is zero almost everywhere. An
application of dominated convergence in (36) thus gives that Iǫ → 0,
and thereby concludes the proof, given the claim.
It remains to prove the claim above. We will assume that kj = nj
for 1 ≤ j ≤ n−p, as this is the worst case. We extend π to a resolution
X ′′
π′→ X ′ π→ X that principalizes (a), that is π′∗π∗aj = a0a′j for some
non-vanishing tuple {a′j}. Note that the form ds/s becomes a sum of
similar forms when we pull it back to X ′′. After pulling back (38) to
X ′′, we write it as a linear combination of forms
π′
∗ [
∂(nˆ1,...,nˆn−p)s π
∗(Lαφ)
]
π′
∗ [
∂(n˜1,...,n˜n−p)s π
∗
(
∂βη (∂χ
a
ǫ ∧ ua
r
)
)]
,(39)
for integers nˆj and n˜j such that nˆj + n˜j = nj .
By (1) we have that
|π∗(Lαφ)| . |π∗a|N+r−1.(40)
The classical Brianc¸on-Skoda theorem therefore implies that locally
π∗(Lαφ) ∈ (π∗a)N+r−̺. For the first factor of (39), we therefore locally
have that
π′
∗ [
∂(nˆ1,...,nˆn−p)s π
∗(Lαφ)
] ∈ (a0)N+r−̺−nˆ,(41)
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where nˆ = nˆ1 + . . .+ nˆn−p. As for the second factor of (39), we argue
that
π′
∗ [
∂(n˜1,...,n˜n−p)s π
∗
(
∂βη (∂χ
a
ǫ ∧ ua
r
)
)]
= O(|a0|−(|β|+n˜+̺+r)),(42)
where n˜ = n˜1 + . . .+ n˜n−p. The chain rule gives that
∂sjπ
∗ω =
n∑
j=1
(∂sjπj)π
∗∂ηjω,
for any (0, q)-form ω. Consequently, we can rewrite the left hand side
of (42) as a sum of terms like
ξ′′π′
∗
π∗
[
∂β˜η (∂χ
a
ǫ ∧ ua
r
)
]
,(43)
where ξ′′ is a smooth function and |β˜| = |β|+ n˜. A slight reformulation
of Lemma 4.2 in [24] states that
Lemma 4.2. Let π˜ : X ′′ → X be any principalization of the ideal (a)
on X so that π˜∗(a) = (a0). Then for any multi-index β0
π˜∗
[
∂β0η (∂χ
a
ǫ ∧ ua
r
)
]
=
∑
j=0,1
(
da0
a0
)j
∧ O(|a0|−(|β0|+̺+r−1)).
We apply this lemma to (43) with π˜ = π ◦ π′ and α0 = β˜. We will
use that da0/a0 is integrable in the following section, but here we can
just estimate da0 by O(1). We conclude by (41) and (42) that the form
in (38) is indeed bounded if
N ≥ |β|+ 2̺+ nˆ+ n˜ = |β|+ 2̺+
n−p∑
j=1
nj,(44)
and |β| ≤ |M |.
Remark 4.3. Let Z ⊂ Pn be a pure-dimensional projective variety, let
J be the associated coherent ideal sheaf and let X be the associated
reduced projective variety X . We believe that one can globalize Propo-
sition 2.2 above and obtain Noetherian operators Lα in C
n such that
an analogue of Theorem 1.2 holds: There is a constant N such that if
a is a polynomial ideal and (1) holds (with say r = 1), then φ belongs
to the ideal a.
In general, the fact that φ is in a only implies that there is a rep-
resentation φ =
∑
ajqj , where deg ajqj is like deg φ + 2
2d , if d is the
(maximal) degree of the generators of a. However, in the reduced
case, i.e., as in [10], the condition (1) implies a degree estimate like
deg φ + Cdn−p. One could hope for a result of this kind even in the
global non-reduced case.
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Remark 4.4. Instead of using a log resolution X ′ → X and integrate
by parts on X ′ to see that the integral in (33) is a sum of terms of the
form (36) it would be interesting to try to proceed as follows: Make
successive normalized blow-ups along suitable ideals to get a normal
modification X ′ → X such that the almost semi-meromorphic coeffi-
cients of all the operators K˜α are push-forwards of semi-meromorphic
currents on X ′. Then use Bernstein-Sato functional equations on X ′ to
see that the integral in (33) is a sum of terms of a form very similar to
(36). In cases where the orders of the differential operators appearing
in the Bernstein-Sato equations are known one could thus possibly be
able to estimate the number N in Theorem 1.2.
5. The Cohen-Macaulay case
In general it is hard to get a good estimate of the constant N in
Theorem 1.2 from the proof. In the case when Z is Cohen-Macaulay
things are somewhat simpler. To begin with, then RZ only consists
of the term RZp which is a vector-valued Coleff-Herrera current on X ,
see [4]. That is, the factor b in Proposition 3.3 is just 1 and so one
does not need the technical Proposition 4.1 to prove Theorem 1.2 in
the Cohen-Macaulay case; it is sufficient to use Theorem 2.2.
To have the representation (11), with µ = RZp , it is precisely required
that f
1+Mj
j are in J , and thus Mj are governed by the constant in the
local Nullstellensatz. If, for instance, the generators are polynomials,
then one can control Mj by the degree of the polynomials via Bezout
estimates. Notice that Mj give an upper bound of the degree of the
resulting Noetherian operators Lj . It could be mentioned here that in
the Cohen-Macaulay case also the function A in (11) can be obtained
more explicitly by means of a formula from [19]. The function h in
the denominator in (8) is related to the structure form in [6], and the
power N0 depends on the degree of the resulting Noetherian operators.
We consider now the case where in addition X is smooth. Choose
the smallest possible multi-index M = (M1, . . . ,Mp) as above. For any
component µj, there is a defining set of operators {Lj,α}, α ≤M , such
that (8) holds. The union {Lj,α} of these sets is a defining set for J .
Let us introduce the notation Lα for the vector-valued operator Lj,α.
Notice that, since X is smooth, we can take w = η in (9) so that
h = 1 in (10).
For each differential operator L we denote by ord(L) its order as
a differential operator in the ambient space. One can also define the
order of an element in N (Z) as the minimal order of any operator
representing it.
Let d be the maximal distribution order all Coleff-Herrera currents
that are annihilated by J . One can show that this number does not
depend on the embedding of Z into Cn. By Example 1 in [4], the
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components of µ = RZ generate the Coleff-Herrera currents annihilated
by J . Thus d can also be expressed as the maximal distribution order
of the components of RZ .
Theorem 5.1. Let Z be a germ of a Cohen-Macaulay analytic space
such that X is smooth, and let {Lα}, α ≤ M , be the vector-valued
Noetherian operators obtained from µ = RZp as above. If r ≥ 1, and
a ⊂ OZ,0 can be generated by m elements, then
|Lαφ| ≤ C|a|min(m,dimX)+d−ord(Lα)+r−1 on X, α ≤ M,(45)
implies that φ ∈ ar.
For the analytic space in Example 1.3, (45) coincides with the opti-
mal hypotheses (2).
Proof. We can assume that X = Cn−p ⊂ Cn, and we call the last p
coordinates w1, . . . , wp. Clearly these functions form a complete inter-
section, so if µ = RZp , we have
µ = A
[
∂
1
w1+M11
∧ · · · ∧ ∂ 1
w
1+Mp
p
]
,
for some (vector-valued) holomorphic function A, cf. (11). A basic
computation rule for Coleff-Herrera products is that
wα
[
∂
1
w1+M
]
=
[
∂
1
w1+M−α
]
,(46)
where we have used multi-index notation. Using this, we get
µ =
∑
α≤M
CαAα(z)
[
∂
1
w1+α
]
,(47)
where z = (z1, . . . , zn−p), and Aα are holomorphic functions and Cα
suitable constants so that
µ.ξ =
∫
w=0
∑
α≤M
Aα(z)∂
α
w(∂/∂w y ξ).(48)
Notice that since M is minimal, AM must be nonzero. Therefore, the
distribution order of µ is |M |.
As in Section 2, we multiply (48) by φ to obtain
φµ.ξ =
∫
w=0
∑
α≤M
Lα(φ)∂
α
w(∂/∂w y ξ),(49)
where
Lα =
∑
M≥γ≥α
(
γ
α
)
Aγ(z)∂
γ−α
w .
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Note that
ord(Lα) ≤ |M | − |α|.(50)
We substitue ξ = ∂χaǫ ∧ uar ∧ ω into (49). The analogue of (35) now
becomes
Iǫ =
∫
w=0
Lα(φ)∂
α
w(∂χ
a
ǫ ∧ ua
r
) ∧ ξ′.(51)
Applying again Lemma 4.2, we get
π′
∗
∂αw(∂χ
a
ǫ ∧ ua
r
) =
∑
j=0,1
(
da0
a0
)j
∧ O(|a0|−(|α|+̺+r−1)).(52)
By (50), we have d− ord(Lα) ≥ |M | − ord(Lα) ≥ |α|. Thus, assuming
that |Lα(φ)| ≤ C|a|̺+d−ord(Lα)+r−1, it follows from (52) and the fact
that da0/a0 is integrable that dominated convergence may be applied in
(51). Since ∂χaǫ and all of its derivatives go to zero almost everywhere,
we see that limǫ→0 Iǫ = 0, which was to be shown. 
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