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Abstract
The Gauss–Seidel projection method developed in [E. Weinan, X.P. Wang, SIAM J. Numer. Anal. 38 (2000)
1647–1665 and X.P. Wang, C.J. Garcia-Cervera, E. Weinan, J. Comp. Phys. 171 (2001) 357] is used to calculate the
demagnetization curves for the single-phase nanocrystalline PrFeB magnet. It is observed that magnetic reversal
for PrFeB magnet starts near the grain boundary where the angle between the external magnetic ﬁeld and easy
direction of the magnet can be as large as 90◦. We also calculated the demagnetization curves, coercivity 0Hc and
remanence Jr for different temperatures. The numerical results are consistent with the experimental observations.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Themagnetic properties of nanocrystalline PrFeBmagnets are as good as theNdFeBmagnet. They give
better performance in lower temperature than in room temperature due to their lack of spin reorientation
which can lead to signiﬁcant reduction of the maximum energy product, as in the case of NdFeB magnets.
Recent research [9,3,6,1] has demonstrated that nanocrystalline PrFeB permanent magnets have high
coercivity 0Hc even in low temperature. The remanence may be enhanced remarkably, leading to a
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signiﬁcant increase of the maximum energy production. In [6], a formula for coercivity 0Hc was derived
which gives the relation of 0Hc to several material and microstructure parameters. The demagnetization
curves for nanocrystalline PrFeB magnets at different temperatures are calculated in [9]. However, the
results are only qualitative compared to the experiments. For example, the error in 0Hc is close to 100%
compared to the experimental value.
It is observed by Jin et al. [5] in their simulation of nanocrystalline NdFeB magnets that if the number
of grains N is not enough (e.g., between 30 and 90), the calculated demagnetization curves are very
sensitive to the direction of the external ﬁeld. The calculated 0Hc also varies with the direction of the
external ﬁeld. However, this dependence of 0Hc on the direction of the external ﬁeld can be reduced by
increasing the number of grains. This partly explains the deviation of the numerical results in [9] from
the experimental values. Constrained by the computational cost, the number of grains used in [9] is only
N = 64, which is not enough to give accurate results.
Numerical simulation based on the Landau–Lifshitz–Gilbert (LLG) equation has been used to study
both static and dynamic issues related to magnetic materials and to characterize the magnetic behavior
of such different materials as thin ﬁlm heads, recording media, patterned magnetic elements, magnetic
tunnel junction, MRAM and nanocrystalline permanent magnets [10,15,8,9,13,2]. In [14,11], an uncon-
ditionally stable scheme is developed for the Landau–Lifshitz–Gilbert equation. This method is based on
a combination of a Gauss–Seidel implementation of a fractional-step implicit solver for the gyromagnetic
term, and the projection method for the damping term. The method is shown to speed up the simulation
signiﬁcantly and allows them to carry out fully resolved calculations for the switching of the magnetiza-
tion in micron-sized elements in a two-dimensional setting [11] and for three-dimensional cross-tie wall
structures [12].
In this paper, we use the Gauss–Seidel projection method for LLG equations to simulate the demag-
netization curves for nanocrystalline PrFeB magnets with larger total number of grains. It is observed
that magnetic reversal for PrFeB magnet starts near the grain boundary where the angle between the
external magnetic ﬁeld and easy direction of the grain can be as large as 90◦. We also calculated the
demagnetization curves, coercivity 0Hc and remanence Jr for different temperatures. The numerical
results are consistent with the experimental observations.
2. Simulation model
The dynamics of magnetization distribution is obtained from the LLG equation
Mt = −M ×H− 
Ms
M × (M ×H), (1.1)
where |M| = Ms is the saturation magnetization, and is usually set to be a constant far from the Curie
temperature. The ﬁrst term on the right-hand side is the gyromagnetic term, with  being the gyromagnetic
ratio. The second term on the right-hand side is the damping term, with  being the dimensionless damping
coefﬁcient.H is the local effective ﬁeld, computed from the Landau–Lifshitz free energy functional:
H= − G
M
. (1.2)
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Here, G is the summation of Zeeman energy GH , magnetocrystalline anisotropic energy GK , exchange
energy GX and stray ﬁeld energy GS:
GH = −0
∫

Hext · M dx,
GK = K1M2s
∫

|kˆ × M|2 dx,
GX =
∫

A
M2s
|∇M|2,
GS = 02
∫
R3
|∇U |2 dx.
In the above,A is the exchange constant, 0 is the permeability of vacuum,k is the local easy axis direction,
Hext is the external magnetic ﬁeld and  is the volume occupied by the material, and the demagnetization
ﬁeld potential U can be computed by solving
U =
{∇ · M in 
0 outside  (1.3)
together with the jump conditions
[U ] = 0,[
U

]

= −M · . (1.4)
Magnetization distribution for a given external ﬁeld can be obtained by solving (1.1) until the solution
reaches steady state. In our simulations of PrFeB, the model magnet is composed of 512 cubic PrFeB
grains of size 24 nm. The easy axis is randomly assigned from grain to grain but is uniformly distributed
in space. Each grain is then discretized into 243 cubes with grid size 1 nm which is closed to the lattice
constants (a = 0.881 nm, b = 1.227 nm) of PrFeB. The numerical method that we use for (1.1) is the
Gauss–Seidel projection method introduced in [11]. The method is implicit in time, which enables us to
use a much larger time step for time integration and therefore gives efﬁcient calculations of steady-state
solutions.
Table 1
Simulation parameters
T (K) Ms (T/0) A (10−12 J/m) K1 (106 J/m3)
4.2 1.84/0 8.46 23.4
50 1.84/0 8.46 22.7
100 1.81/0 8.19 19.8
200 1.69/0 6.9 7.6
300 1.60/0 6.4 5.2
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We will calculate the demagnetization curves for different temperatures which correspond to different
sets of parameters given in Table 1. The saturation magnetization Ms is from [4], and anisotropy constant
K1 is from [7]. The exchange constant A for 300K is from [9]. The values of A for other temperatures
are obtained from the fact that A is proportional to M2s . The damping parameter  is taken to be 0.1 for
all cases.
3. The Gauss–Seidel projection method
The full Landau–Lifshitz equation (2.5) can be rewritten in dimensionless form. LetH= Msh, Hs =
Mshs, He = Mshe, M = Msm, t → (0Ms)−1t and x → Lx; we can write (2.5) as
mt = −m × h − m × (m × h), (2.5)
where
h = m + hs + he + hk.
Here, =A/(0M2s L2). hs, he and hk are effective ﬁeld from stray ﬁeld, external ﬁeld and the crystalline
anisotropy.
For our splitting procedure, we deﬁne the vector ﬁeld
f = hs + he + hk.
We solve equation
mt = −m × (m + f) − m × m × (m + f)
in three steps (see [14,11] for details).
Step 1: Implicit Gauss–Seidel:
gni = (1 − th)−1(mni + tf ni ),
g∗i = (1 − th)−1(m∗i + tf ni ), i = 1, 2, 3,(
m∗1
m∗2
m∗3
)
=
(
mn1 + (gn2mn3 − gn3mn2)
mn2 + (gn3m∗1 − g∗1mn3)
mn3 + (g∗1m∗2 − g∗2m∗1)
)
. (2.6)
.
Step 2: Heat ﬂow without constraints:
f∗ = −Q(m∗2e2 + m∗3e3) + hns + he,(
m∗∗1
m∗∗2
m∗∗3
)
=
(
m∗1 − t (m∗∗1 + f ∗1 )
m∗2 − t (m∗∗2 + f ∗2 )
m∗3 − t (m∗∗3 + f ∗3 )
)
. (2.7)
Step 3: Projection onto S2:⎛
⎝m
n+1
1
mn+12
mn+13
⎞
⎠= 1|m∗∗|
(
m∗∗1
m∗∗2
m∗∗3
)
. (2.8)
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4. Results and discussions
Fig. 1 displays the magnetization distributions of a cross-section for different external ﬁelds during
the magnetic reversal process. This surface is parallel to the direction of the external ﬁeld. In Fig. 1, the
in-plane magnetization ﬁeld components are represented by arrows and the out-of-plane components are
represented by gray scales. When the external ﬁeld is large enough Hext = 40T, the sample reaches the
saturation and shows a single domain as in Fig. 1(a). As the magnitude of the external ﬁeld is decreased,
the magnetization in each grain starts to deviate from the external ﬁeld direction and turn toward the
easy axes of the individual grain. In particular, the magnetization becomes nonuniform near the grain
boundaries. This is especially evident if the easy axes of the adjacent grains are very different. However,
the magnetization inside the grain remains almost uniform. Each grain forms a domain (Fig. 1(b)). Fig.
1(c) is the remanent (zero external ﬁeld) magnetization distribution. The magnetization distribution inside
the domain is still uniform. But since the external ﬁeld is zero, the magnetization direction is close to
the easy axis of the grain, and therefore shows clear grain boundaries. When the external magnetic ﬁeld
is reversed, a small demagnetization region is formed (for a external ﬁeld around 0.8T) at some grain
boundary due to the reversal of the magnetization near its grain boundary. In Fig. 1(d), such kernels are
near the region with (x, y) coordinates (0–1, 14–17), (5–7, 3–5) and (12–14, 14–16) in units of 10−8 m,
where the easy axes of the grains are almost perpendicular to the external ﬁeld direction.As the magnitude
of the reversed external ﬁeld is increased, the demagnetization kernel will expand, which in turn leads
to the reversal of the neighboring grains. The magnetization distributions are nonuniform in many of the
grains. Domain walls are formed inside some of the grains as one can see in Fig. 1(e) near the region of
(2–4, 9–12). As the external ﬁeld is further increased, domain walls move towards the grain boundary
(Fig. 1(f)). When the magnitude of the external ﬁeld reaches 1.4T, the domain walls disappear as the
magnetization is reversed in most of the grains. But there are still unreversed grains surrounded by the
reversed grains (as in the region near (10–12, 2–4) in Fig. 1(g)).As Hext approaches 1.8T, this unreversed
grain will also disappear and all grains are reversed as in the Fig. 1(h). Magnetization inside each grain
is again almost uniform. The reversal is completed as the reversed ﬁeld is further increased (Fig. 1(i)).
In summary, the reversal of nanocrystalline PrFeB magnets is not a simultaneous rotation process. The
magnetization rotation starts near the boundaries of the grains where, in some cases, the angles between
the easy axes of the grain and the direction of the external ﬁeld are close to 90◦. Domainwalls are observed
even within the grain.
Fig. 2 shows the calculated demagnetization curves for different temperatures at T = 4.2, 50, 100,
200 and 300K and the experimentally observed demagnetization curves at T = 50 and 300K [3]. The
simulations for different temperatures use corresponding parameters given in Table 1. The calculated
results match well with the experimental data. In particular, the values for coercivity match almost
perfectly. However, in the whole demagnetization process, the calculated average magnetization values
are higher than the experimental values. This is understandable since the demagnetization curves depend
on the initial state. The numerical calculation starts from a saturated state which is obtained with an
external magnetization ﬁeld as high as 40T. But in experiments, the external magnetic ﬁeld starts under
10T and the magnetic system is not in the saturated state. Also the numerical model does not include the
effect of the inter-grain layer and does not take into account material impurity. Both effects can lead to
larger numerical values for average magnetization.
Fig. 3 compares the calculated 0iHc and Jr with the experimental values (from [3]) at different
temperatures. It shows that the calculated 0iHc and Jr decreases as temperature is increased, in agreement
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Fig. 1. The magnetization distribution on the middle x, y cross-section at 0H =40T (a), 2.4T (b), and 0T (c); at 0H =−0.8T
(d), −1T (e), and −1.2T (f); and at 0H = −1.4T (g), −1.8T (h), and −4.2T (i).
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Fig. 1. (continued).
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Fig. 2. The demagnetization curves at different temperatures. The calculated curves at T = 4.2, 50, 100, 200, 300K (left) and
the experiment curves at T = 50, 300K (right).
Fig. 3. The temperature dependence of 0Hc and Jr . Circle+line: calculated values. Symbol+line: experimental values [7].
Upper curves: 0Hc. Lower curves: Jr .
with the experimental observations. The discrepancy at the lower temperature is again due to the inter-
grain layers and material impurity.
Our numerical results have shown that the implicit Gauss–Seidel projection method for the LLG
equation is a useful tool for the quantitative study of magnetic properties for single-phase nanocrystalline
PrFeB magnets. The method can also be used for studies of the magnetic structures and the magnetic
reversal process for soft magnetic materials such as thin ﬁlms [11].
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5. Conclusions
The numerical calculations based on the Gauss–Seidel projection method for the LLG equation have
shown that the reversal of nanocrystalline PrFeB magnets is not a uniform rotation process. The mag-
netization rotation starts near the boundaries of the grains where, in some cases, the angles between the
easy axes of the grain and the direction of the external ﬁeld are close to 90◦. Domain wall movements
are observed. The demagnetization curves for different temperatures are calculated . The temperature de-
pendence of the coercivity 0Hc and remanence Jr revealed are in good agreement with the experiments.
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