Recent years have seen a dramatic increase in interest in semanticallyinformed natural language processing, including parsing into semantic representations, grounded language processing that connects linguistic structures to world representations, proposals to integrate compositional and distributional approaches to semantics, and approaches to semanticallysensitive tasks including sentiment analysis, summarization, generation, machine translation, and information extraction which take into account linguistic structure beyond ngrams. The semantic inputs to this work include a wide range of representations, from word embeddings, to syntactic dependencies used as a proxy for semantic dependencies, to sentencelevel semantic representations either partial (e.g. semantic role labels) or fully articulated.
The purpose of this tutorial is to make accessible an important resource in this space, namely the semantic representations produced by the English Resource Grammar ( ERG; Flickinger 2000 , 2011 . The ERG is a broadcoverage, linguistically motivated precision grammar for English, associating richly detailed semantic representations with input sentences. These representations, dubbed English Resource Semantics or ERS, are in the formalism of Minimal Recursion Semantics (MRS; Copestake et al 2005) . They include not only semantic roles, but also information about the scope of quantifiers and scopal operators including negation, as well as semantic representations of linguistically complex phenomena such as time and date expressions, conditionals, and comparatives (Flickinger et al, 2014) . ERS can be expressed in various ways, including a logicbased syntax using predicates and arguments, dependency graphs and dependency triples. In addition, the representations can be obtained either from existing manually produced annotations over texts from a variety of genres (the Redwoods Treebank, Oepen et al 2004) and DeepBank The goal of this tutorial is to make this resource more accessible to the ACL community. Specifically, we take as our learning goals that tutorial participants will learn how to: (1) set up the ERGbased parsing stack, including preprocessing; (2) access ERG Redwoods/DeepBank treebanks in the various export formats; and (3) Recent work includes designing and building the topperforming entry for SemEval 2014 Task 6 on interpreting natural language commands to robots.
