Abstract: Many studies showed inconsistent cancer biomarkers due to bioinformatics artifacts. In this paper we use multiple data sets from microarrays, mass spectrometry, protein sequences, and other biological knowledge in order to improve the reliability of cancer biomarkers. We present a novel Bayesian network (BN) model which integrates and cross-annotates multiple data sets related to prostate cancer. The main contribution of this study is that we provide a method that is designed to fi nd cancer biomarkers whose presence is supported by multiple data sources and biological knowledge. Relevant biological knowledge is explicitly encoded into the model parameters, and the biomarker fi nding problem is formulated as a Bayesian inference problem. Besides diagnostic accuracy, we introduce reliability as another quality measurement of the biological relevance of biomarkers. Based on the proposed BN model, we develop an empirical scoring scheme and a simulation algorithm for inferring biomarkers. Fourteen genes/proteins including prostate specifi c antigen (PSA) are identifi ed as reliable serum biomarkers which are insensitive to the model assumptions. The computational results show that our method is able to fi nd biologically relevant biomarkers with highest reliability while maintaining competitive predictive power. In addition, by combining biological knowledge and data from multiple platforms, the number of putative biomarkers is greatly reduced to allow more-focused clinical studies.
Introduction
Biomarkers, in the context of cancer diagnosis, usually refer to specifi c genes and their products which are indicators of disease states and can be detected in clinical settings. Microarrays and mass spectrometry, a pair of complementary tools for studying genome activity and proteome activity respectively, have emerged to bring hopes for discovering biomarkers and building diagnosis models. The idea is to screen genome or proteome activity with microarray or mass spectrometry to fi nd a panel of biomarkers (usually fi ve to 20) and use them to build a diagnosis model that could outperform established singleprotein biomarkers, such as PSA (Prostate Specifi c Antigen) for prostate cancer and CA-125 (Cancer Antigen) for ovarian cancer (Diamandis, 2004) .
The large-scale screening of genes and their products made the technologies extremely appealing not only for diagnosis but also for fi nding treatment for the diseases. Numerous studies have been performed on data sets using either microarray Golub et al. 1999; Statnikov et al. 2005; Singh et al. 2002) or mass spectrometry (Lilien et al. 2003; Petricoin, 2002b; Petricoin et al. 2002a; Wagner et al. 2004; technology. Many of these studies showed performance superior to current clinical biomarkers such as PSA for prostate cancer diagnosis. Although the biotechnology behind microarrays is fundamentally different from that of mass spectrometry, the strategies for biomarker fi nding and predictive model building are similar. They can be considered as a three-step data mining procedure. 1. Data generation and preprocessing: both healthy and ill patients' data are collected; the data are usually preprocessed by normalization, outlier detection, baseline correction (in mass spectrometry), etc. 2. Computational biomarker extraction: standard tools such as ANOVA (ANalysis Of VAriance), t-test, PCA (Principal Component Analysis) and GA (Genetic Algorithm) can be used to select a small panel of genes in microarray or mass-to-charge ratios (m/z) in mass spectrometry. 3. Classifi cation model building: standard classifi cation tools, such as SVM (Support Vector Machine), DT (Decision Trees), DL (Decision List), kNN (k-Nearest Neighbors), etc., are routinely used to build predictive models based on selected biomarkers. Note that in some studies, steps 1and 2 or steps 2 and 3 are combined.
Our study focuses on the biomarker extraction step because the quality of the extracted biomarkers holds the potential for reliable diagnosis and treatment of the diseases. The extraction of consistent and biologically relevant biomarkers can also signifi cantly improve our understanding of the disease and its mechanisms. However, many issues exist in this area due to either technology limitations or computational artifacts which have been extensively discussed in the literature (Diamandis, 2004; Conrads et al. 2003; Sorace and Zhan, 2003) . For example, several studies showed inconsistent sets of biomarkers extracted for prostate cancer (Diamandis, 2004; Sorace and Zhan, 2003; Baggerly et al. 2004) . Lacking confi rmation of disease-specifi c biomarkers posed a huge problem in the clinical application of both mass spectrometry and microarray data.
From the data mining point of view, biomarkers extraction from both mass spectrometry and microarray suffers from "curse of dimensionality" (Bellman, 1961) ; that is, the number of candidate biomarkers (usually thousands) is much greater than the number of samples or patients (usually dozens) in the study. A direct implication is that the search space for candidate biomarkers is too large for the small number of constraints so that the resultant biomarker solution will not be stable. An analogy is that, in a linear equation system when the number of unknown parameters is greater than the number of equations, there could be multiple (or an infi nite number of) solutions. This inconsistency indicates that the biomarkers are largely determined by the search algorithm used in the study. It was also reported that the cryptic biomarkers or noise peaks could result in "good" classification of healthy and cancer samples (Sorace and Zhan, 2003) .
The quality of selected biomarkers is usually determined by their predictive power-that is, accuracy in predicting new samples. Due to the foregoing reasons, we introduce another quality measurement of biomarkers, reliability, which is defi ned as the probability of a gene being a true biomarker given the experimental data. Biomarker extraction strategies include fi lters, which select biomarkers independent of the choice of classifi ers, and wrappers, which search biomarkers by optimizing given classifi ers. We take the fi lter approach because wrappers are classifi er-dependent and tend to capitalize on chance especially for large-scale microarray and mass spectrometry data (data having dimension curse). Therefore, our goal is not to invent another search algorithm which picks up one set of biomarkers from possibly many biomarker sets. Instead, our approach is designed to narrow down the number of candidate biomarkers so that their presence is supported by multiple experimental platforms. While previous studies focus on extracting biomarkers from either microarray or mass spectrometry data sets independently, our approach is to associate microarray and mass spectrometry biomarkers to cross-validate their existence by the evidence from each. We use multiple data sets including mass spectrometry and microarray profiles to introduce more constraints to the biomarker extraction system. In addition, we apply available biological knowledge in the biomarker extraction process to further limit the search space and obtain a very small list of biomarkers.
We introduce the concept of reliability, which is the posterior probability of a protein being a biomarker after seeing the experimental mass spectrometry and microarray data. This Bayesian concept is mathematically defi ned in section 3 and calculated using our proposed Bayesian network (BN) model. Intuitively, if a gene biomarker shows evidence in microarray data and its associated peaks also appear in the mass spectrometry markers, this biomarker shows high reliability and we have greater belief that the gene and its products could be a reliable biomarker. In addition to the computational prediction accuracy, reliability is another performance measurement of putative biomarkers and it is very important in multi-or cross-platform biomarker analysis.
We fi nd that the BN model and its algorithms are especially effective in integrating multiple heterogeneous data and performing biomarker extraction and analysis. Relevant biological knowledge can be built into the model by the use of proper prior parameters and appropriately designed network structure. The biomarker extraction problem can be nicely formulated as a probability inference problem and effi ciently solved using an existing inference algorithm. To connect specifi c proteins and mass spectrometry data, an algorithm is developed by simulating post-translational modifi cations (PTMs) of proteins. The computational results show that our method can fi nd biomarkers with the highest reliability while maintaining competitive predictive power. In addition, by combining biological knowledge and data from multiple platforms, the number of candidate biomarkers is greatly reduced, allowing morefocused on clinical studies.
Study design and data processing
The fl owchart of this study is displayed in Figure 1 . The raw mass spectrometry and microarray data are pre-processed through a few steps and become pre-biomarkers. Basically the pre-biomarkers are genes or peaks that are expressed differentially in cancer and healthy samples. The pre-biomarkers are used for inferring biomarkers in our BN model. The details of each component in the fl owchart are explained in the following sections. Figure 1 . Study design of biomarkers extraction and their application in disease prognosis. Peak detection, alignment, and peak selection are performed on the mass spectrometry data. Gene selection is performed on microarray data. Then the pre-biomarkers are fi ltered using a Bayesian network model to obtain fi nal biomarkers.
Data description
We applied our method to the data sets containing both microarray and mass spectrometry data from prostate cancer patients and healthy controls. The microarray data was obtained from Singh et al. (2002) and the mass spectrometry data from Petricoin et al. (2002b) . The microarray data set contains highquality expression profi les obtained from 52 prostate tumor samples and 50 prostate non-tumor samples, using oligonucleotide microarrays containing probes for 12,600 human genes and ESTs (Expressed Sequence Tags). The mass spectrometry data set contains 69 cancer samples (26 samples with PSA level 4-10 ng/mL and 46 samples with PSA level greater than 10 ng/mL), and 63 normal samples with no evidence of cancer (PSA level less than 1 ng/mL). It was collected using an H4 protein chip and a Ciphergen PBS1 SELDI-TOF (Surface-Enhanced
Laser Desorption and Ionization Time of Flight) mass spectrometer. The data description can be found in (Petricoin et al. 2002b ) and the data can be downloaded at http://home.ccr.cancer.gov/ncifdaproteomics/ppatterns.asp. It is important to note that the mass spectrometry samples are from serum while the microarray samples are from prostate tissues. The spectra were exported with the baseline subtracted. The m/z values range from 0 to 20,000. The sample proteins were not processed by external proteases such as trypsin. However, serum proteins are frequently found to be cleaved by chymotrypsin, trypsin and elastase (Richter et al. 1999) so that the mass spectrometry data reflect cleaved protein segments rather than intact proteins. Before we make use of the BN model to fi nd reliable biomarkers, the microarray and mass spectrometry data were fi rst independently cleaned, adjusted, and transformed into a form that is able to be processed by a BN. We performed peak detection and peak alignment on the raw mass spectrometry data, and extracted pre-biomarkers from both mass spectrometry and microarray data. Prebiomarkers, as the fi nal preprocessed data sets, refer to the differentially expressed genes or peaks in cancer and control samples.
Peak detection from mass spectra
The raw spectrum for each sample is composed of 15,154 (x, y) pairs, where x axis records m/z values with corresponding intensity on y axis. Therefore, we have 15,154 features for only 132 samples. Obviously the number of features is too large to build a reliable diagnosis model. The peak detection is the fi rst step in reducing the number of features. Peaks are basically the features which have local maximum intensities. Current peak detections are usually made by the software bundled with a spectrometer and hence the algorithms are hidden from users. The algorithm we use here is very simple and straightforward: we register all the m/z values if the corresponding peaks (local maximum intensity) exceed user-specifi ed thresholds. We use both absolute threshold (intensity from baseline) and relative threshold (intensity from both the left and the right hill feet of the peak). Both thresholds are empirically set by a human annotator at 0.3.
Peak alignment
We applied the time-warping algorithm (Wang and Isenhour, 1987) to aligning the peaks extracted from each sample. The time-warping algorithm employs dynamic programming and is very similar to the global sequence alignment algorithm. After peak detection and alignment, the mass spectra still contain 6,467 features (aligned peaks) with m/z value above 1,000. The number of features is further reduced to 5,709 by requiring that a peak must be observed in at least two samples to avoid noise peaks.
Pre-biomarker (gene, mass peak) selection Pre-biomarkers, as the fi nal preprocessed data sets, refer to the genes or peaks that are informative in the sense that they are differently expressed in cancer and control patients. Selecting prebiomarkers is a common practice which can significantly reduce the data dimension. The methods for extracting informative genes or mass peaks are essentially the same. In this study, we use the t-statistic with permutation test (Golub et al. 1999 ). For each gene or mass spectrum, we compute the t-statistic using two group labels. Then we randomly permute the labels 10,000 times to see whether the t-statistic is signifi cantly correlated with class labels. The level of signifi cance α for an individual test is set at 0.0005. Note that multiple statistical tests could result in many false-positive biomarkers by chance. To overcome this problem, we use Bonferroni correction to adjust the level of signifi cance. This step yields 1,398 signifi cant mass peaks (908 over-expressed and 490 underexpressed in cancer samples) and 240 gene (261 over-expressed and 175 under-expressed in cancer samples) as pre-biomarkers. Note that other selection criteria such as False Discovery Rate (FDR) (Benjamini and Hochberg, 1995; Pawitan et al. 2005) , Fisher criterion, and F-statistics, can also be applied to biomarker feature selection.
A BN Model for Biomarker Extraction
A BN (Pearl, 1998; Heckerman et al. 1995 ) is a graph-based model for representing probabilistic relationships between random variables. The random variables, which may represent data source such as gene expression levels, are modeled as graph nodes; probabilistic relationships are captured by directed edges between the nodes, and the conditional probability distributions associated with the nodes. The BN model is convenient for approximating complex joint distributions among several entities. A direct edge between two nodes indicates their direct dependency. Formally, a BN for a set of random variables is a pair B = ϽG, ΨϾ, where the fi rst component, G, is the network structure, and the second component, Ψ, is the numerical parameters for conditional distributions P(X|parents(X)) associated with each node X. A BN can be viewed as a probabilistic expert system which encodes a set of knowledge and makes inference based on observations.
Biological rules
The preprocessed pre-biomarkers are the input (observations) to the BN model. The output would be the fi nal cancer biomarkers of interest. The design and implementation of the BN model are guided by the biological knowledge extracted from literatures and from experts in cancer and blood biology. The rules are as follows: 1) Over-expressed: With a few exceptions, the most promising cancer biomarkers are over-expressed in cancer patients (Diamandis, 2004) . 2) Serum proteins, which are the most promising biomarkers, contain a mixture of secreted proteins and species shed into blood circulation from diseased dying or dead cells present throughout the body (Conrads et al. 2003 ). 3) Signal peptides: Some proteins possess a signal peptide-a short peptide (15-60 amino acids long) that directs the post-translational transport of a protein. The existence of signal peptides is an important factor in determining whether a protein is secretory or not. 4) Ionized peptides: Ionized peptides generated in SELDI (Surface-Enhanced Laser Desorption and Ionization) mass spectrometry are predominantly singly charged (Siuzdak, 2003) . 5) Amino acid modifi cation: Certain amino acids can be modifi ed by chemical groups. Common modifications include carboxylation, phosphorylation, oxidation, etc. 6) Peptide fragments: Peptide fragments, rather than intact proteins, are the predominant form (greater than 95%) in human serum (Adkins et al. 2002; Richter et al. 1999 ). 7) Proteolytic cleavage: Most proteins undergo proteolytic cleavage following translation. In particular, serum proteins are frequently found to be cleaved by chymotrypsin, trypsin and elastase (Richter et al. 1999 ). 8) Signal peptide cleavage: signal peptides must be cleaved to refl ect the true mass spectra.
The fi rst three rules are general and used to guide our overall BN model design. We are most interested in the genes with elevated mRNA levels detected by microarrays and those whose protein products are secreted into the circulatory system and detected by mass spectrometry as overexpressed peaks. To accommodate rule 1, we focus only on over-expressed genes and peaks in patients in this study. For rules 2 and 3, we explicitly model the infl uence of secretory proteins because they are a key factor in connecting the microarray and mass spectrometry data. We use the outputs from the SignalP 3.0 server (Bendtsen et al. 2004 ) to determine whether a protein is possibly secreted or not just based on its N-terminal sequence. The SignalP server uses an algorithm based on the Hidden Markov Model (HMM) (Nielsen and Krogh, 1998) which outputs the probability of a protein containing a signal peptide and the position of the cleavage site.
For rule 4, we simply assign a small probability to the peptides having double or higher charges. Rules 5-8 are mainly concerned about PTMs which signifi cantly affect the mass spectrometry patterns. Many proteins are synthesized as inactive precursors that are activated under proper physiological conditions by limited proteolysis. A protein may undergo numerous PTMs so that it could be present in many forms at one time in the sample. Proteins and the mass spectrometry data are connected by theoretical mass spectra which are stochastically simulated using rules 4-8. The simulation is designed based on probabilistically modeling the biological knowledge about the modifi cation of nascent proteins and the SELDI system. There is also some quantitative knowledge about PTMs. Specifi cally, about 30% of all mammalian proteins are phosphorylated (Liebler, 2001) , and more than 90% of peptide fragments are proteolytically cleaved by trypsin, chymotrypsin or exoproteinase (Richter et al. 1999) . These rules help us to assign proper prior probabilities for the PTM events.
A BN model for biomarker fi nding
The data entities and knowledge are modeled as a BN shown in Figure 2 . The variable "Protein" is to model the probability distribution of all proteins to be biomarkers. The prior distribution for Protein is uniform, indicating every protein has the same probability to be a biomarker. Since the choice of Protein determines its microarray pattern and its probability to contain a signal peptide, we have edges from the node Protein to nodes MA (microarray) and SP (signal peptide) respectively. The Protein node together with the PTM nodes determines the pattern of the theoretical mass spectra (denoted as MS T ) of specifi c proteins. The variable MS E represents the experimental mass spectra which contain a mixture of a large number of proteins and peptides from serum. MS T is introduced to connect Protein with MS E and to help annotate the mass markers at the protein level. Single-circled nodes are hidden variables in the sense that their values are not observed by the experiments, while double-circled nodes indicate observed variables which are used to model the outputs from MA, SP, and MS (mass spectra) respectively. Node MS T is shaded to indicate it is a non-founder hidden variable. Nodes without parents are founder variables whose prior distributions need to be specifi ed.
Beta distributions are used to model our prior belief of the occurrence of each PTM. (See supplementary information for Beta distribution and its simulation.) The prior distributions for the founder nodes are set up according to rules 4-8, and their effects on amino acids (AA) are displayed in Table 1 . Each PTM event on the protein sequence can be treated as a Bernoulli trial with probability of success θ ~ Beta (α 1 , α 2 ) where α 1 , α 2 are parameters to specify the belief distribution. In order to use a BN for inference, we also need to specify the conditional probability distribution P(X|parents(X)) for every non-founder node X. We will discuss these conditional probability distributions in the next section. The variable MS T is a hidden node. Its conditional distribution, given a protein sequence and all the PTM probabilities, is determined by simulation. MS T for a single protein is represented in the following format:
where mz j is the m/z ratio, f j is the frequency of the jth peak, and r is the number of peaks generated by simulation of the protein.
We use PRO to denote the set of all proteins in the universe of discourse. Other variables MA, SP and MS E are observed and they are used to model the outputs from the preprocessed experimental data sets. MS E , MA and SP are represented in the following format:
where n is the number of pre-biomarkers of mass spectra after preprocessing; t protein is the t-score for the protein in the microarray experiments; and p protein is the probability of the protein containing a signal peptide generated by the SignalP 3.0 server. Using our BN model, the biomarker extraction problem can be regarded as a classic Bayesian posterior probability inference problem. The posterior probability of interest is the probability of a protein given the observation of MS E , MA, and SP. The objective is to fi nd a set of biomarkers with the highest posterior probabilities.
Cross-platform Analysis of Cancer Biomarkers:
Simulation and Scoring
The goal of the simulation algorithm is to generate MS T patterns by applying rules 4-8 as random events. For each amino acid in the protein sequence, we tested every PTM to see whether a PTM is possible at that position. If it is possible, we draw a sample θ from Beta (α 1 , α 2 ) as the prior distribution for that PTM. Then we performed a Bernoulli trial with a probability of success θ. If the trial is successful, we perform the PTM on the protein sequence; otherwise we skip the PTM. We repeated the simulation 1,000 times and recorded the peak distribution as MS T for that protein. Figure 3 shows an example MS T simulation of a protein with GI 9955963. Note that the y axis shows the frequency of each peak in 1,000 simulations (not the intensity of standard mass spectra outputs). A red peak (bold line) means the peak matched a peak in the MS E pre-biomarker, while a blue one (thin line) means unmatched. By simulating and matching MS T against MS E , we built the connection between a protein and experimental mass spectra.
Simulation Algorithm
The BN allows us not only to conveniently represent the biological knowledge but also to analyze and formalize the problem of biomarker extraction. The posterior probability of a protein, which is of our interest, is computed as follows
where α and α' are constants independent of the choice of proteins. The fi rst and second equations directly follow Bayes' theorem while the third equation follows the conditional independence defi ned by our BN model structure. The last factor can be simplifi ed as follows:
where the fi rst and second equations follow the definition of marginal distribution; the third equation is validated by observing that MS T is a deterministic variable given the protein sequence so that P(MS T | protein ) =1; and MS E is independent of the protein given MS T . The above analysis indicates that the score of a protein can be decomposed into three parts: its likelihood containing a signal peptide, its microarray profi le, and its mass spectra pattern. Since the likelihood terms are diffi cult to defi ne and estimate (except for SP), we further generalize this equation into a form that can be determined empirically,
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This score S(protein) is called the reliability of biomarkers which is a generalization of the posterior probability in Equation (3). Now the problem of biomarker fi nding can be formalized to fi nding the set of proteins which have the highest reliabilities:
where σ is a user-defi ned threshold to determine whether a reliability of a protein is high enough to make this protein a candidate biomarker. The score for SP is defi ned as follows:
where p protein is the output of the HMM model in the SignalP Server.
Since we are only interested in over-expressed genes, we use a sigmoid function to defi ne the score for MA outputs. See Figure S1 in supplementary information for an illustration of the function:
To defi ne the likelihood term S(MS E | Protein ), we fi rst defi ne S'(MS E | Protein ), which is the raw score of observing the experimental spectra given a protein,
S MS protein S MS MS WSPC length f f mz MS
where length is the number of amino acids contained in the protein; MS E ∩ MS T denotes the set of peaks shared (within a certain threshold) by the two spectra. WSPC (Weighted Shared Peaks Count) is the sum of all frequencies of the shared peaks greater than a certain threshold δ. WSPC is then divided by the length of the protein to eliminate the dependency between the raw score and length (see Figure S2 in the supplementary information). The score S(MS E |protein) is further normalized by dividing its raw score by the supremum of the scores for all proteins.
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We see that all the scoring defi nitions are properly normalized into the interval [0, 1]. Although some of them may not be interpreted to be probability, they could be used as empirical measurements for the extent of matching between a protein sequence and experimental results.
Biomarker Analysis and Results
We implemented the pre-processing modules, the BN model and its associated algorithms in Micro- soft™ Visual™ C++ 6.0. The post-processing and graphics was performed using Matlab™.
Distributions and p-value
We applied the BN inference algorithm and the scoring scheme to 240 protein pre-biomarkers obtained from microarrays (See supplementary  Table S1 for the list of pre-biomarkers). Figure 4 shows the scores plotted in the three-dimensional space with each dimension corresponding to one of the three components in Equation (5). The 240 pre-biomarkers are roughly clustered at four of the corners in the space. There are only 32 proteins above the mesh, indicating their reliabilities (scores) higher than 0.1. We will discuss why 0.1 was used as a score standard to select candidate biomarkers in the following paragraphs. This group of 32 proteins is notated as candidate biomarkers and most of them are clustered into a sphere as indicated in Figure 4 .
The BN method is also applied to all human protein sequences, including 12,484 sequences obtained from SWISS-PROT release 47.2 (Bairoch et al. 2005) . The histograms in Figure 5 show the scoring distributions of all human proteins vs. candidate biomarkers. Figure 5a shows the scores for mass spectra S(MS|protein). We see that the scores for the population (all human sequences) are distributed in a shape similar to exponential distribution (cases = 12,484, mean = 2.59, SD = 2.22). The scores for 32 candidate biomarkers have a higher mean but the two distributions are not suffi ciently separated (cases = 32, mean = 3.35, SD = 2.00). Figure 5b shows the S(protein) distributions of the candidate biomarkers and all human proteins. The candidate biomarker distribution is clearly separated from the population distribution and the number of candidate biomarkers is considerably reduced as a result of introducing multiple data sets in our BN model.
The distributions in Figure 5b could be used to construct a statistical test for the reliability. The null hypothesis (H 0 ) states that a protein with a reliability score is randomly picked from the population, while the alternative hypothesis (H 1 ) states that the protein is NOT randomly selected from the population. If we use the reliability as the test statistic, we observed from Figure 5b that a reliability score greater than 0.1 corresponds to a p-value less than 0.01. This is the reason we use 0.1 as a score standard to select candidate biomarkers. Caution should be taken when interpreting p-values. The statistical test determines whether a protein with a specifi c reliability is likely due to chance (H 0 ) or signifi cantly unlikely due to chance (H 1 ). This indirect test is intended to simulate a direct test that determines whether the protein is a biomarker or not, but the two tests are not equivalent and the latter one can only be justifi ed by experimental study. Figure 5 also shows that the separating powers of each data source are not equal. Especially, the mass spectrometry data are not as discriminating as microarray data and signal peptide data. This can also been seen in Figure 4 , where microarray and signal peptide data clearly separate all the points into four groups.
Sensitivity analysis
Although we specified the prior distributions according to biological rules, the BN model should be robust regardless of the choice of subjective parameters. Robustness is a characteristic of the model and its assumptions, while reliability is a characteristic of a protein given the model.
The robustness was studied by sensitivity analysis of how the prior parameters' changes infl uence the inference of biomarkers. We assigned six sets of values (S1, S2, …, S6) to the parameters (amino acid PTMs, cleavage PTMs, the threshold δ, and the number of simulation repeats). For each setting of parameters, we performed BN inference and selected 20 candidate biomarkers with the highest scores. The values of the six sets of parameters are displayed in Table 2 and the results of corresponding biomarkers are summarized in Figure 6 . Not surprisingly, we found that the inference is relatively sensitive to the parameters of cleavage PTMs, as we observed that the biomarkers obtained with the parameter sets S1 and S2 diverge from those obtained with the other four parameter settings. However, 14 proteins are consistently found in at least fi ve of the six sets, and six of them appear in all six parameters sets. These 14 biomarkers and their scores are summarized in Table 3 .
All of the 14 proteins are over-expressed in cancer tissues and very likely to contain a signal peptide. All 14 proteins have signifi cant reliability scores (p-values < 0.01) and relatively high mass spectrometry scores, indicating that their MS T (theoretical mass spectra) match MS E (experimental mass spectra) to a relatively large extent. An immediate fi nding is that PSA (APS) (in Table 3 ), probably the only biomarker that is employed in current clinical practice, is identified by our method. The identifi cation of PSA as a reliable and robust biomarker strongly suggests that our method is effective in fi nding biologically meaningful biomarkers. We performed a manual OMIM (Online Mendelian Inheritance in Man) (OMIM, 2000) search for the functions of the 14 proteins. CANX and CRTC have a high affi nity to binding calcium ions, indicating their roles in the regulation of signal transduction. Immunoglobulin IGSF4B and LU are cell adhesion molecules, and they play roles in cancer regulation (Fukuhara et al. 2001; Rahuel et al. 1996) . CDH12 are calcium-dependent cell-cell adhesion molecules that may be involved in the metastasis and invasion of cancer. By matching MS T to MS E for the 14 proteins, we iden- tifi ed 20 unique peaks in the sense that each peak is associated with only one protein among the 14 proteins. The m/z values and their associated peptides are displayed in supplementary Table S2 . A complete discussion of the 14 proteins is beyond the scope of this paper, but, they deserve further studies including biological experiments.
To test the classifi cation accuracy, we performed a classifi cation study on the set of biomarkers using SVM lignt (Joachims, 1999) as the classifi er. The SVM lignt was set at default with a linear kernel. The leave-one-out estimates of the 14 protein biomarkers, 20 associated unique peaks, and PSA microarray data are displayed in Table 4 . The classifi cation accuracy shows that using panels of either microarray or their associated mass spectrometry biomarkers certainly outperforms using PSA as the sole biomarker. Our classification performance is comparable to the original reports (Petricoin et al. 2002b; Singh et al. 2002) . They use searching-based strategies (wrappers) and search for biomarkers that maximize certain classifi ers. However, our approach, instead of using a wrapper, uses a sophisticated fi lter which is classifi er independent, and therefore less likely to be cryptic. In addition, our solution is supported by multiple biological evidences. Recall that, due to the "dimension curse", there are many sets of biomarkers which have essentially equivalent discriminative power, and the determination of a solution depends on the searching path of a specifi c algorithm. But our approach could fi nd the most reliable biomarkers at the meanwhile maintaining their diagnostic accuracies.
Discussion
Our method built relationships between the biomarkers at both mRNA and protein levels, helping cross-validate the biomarkers obtained from different data sources. The candidate proteins revealed from our method, including PSA, are related to prostate cancer, which indicates our method is effective in fi nding biologically relevant biomarkers. By using data from multiple platforms, our method narrowed down thousands of putative gene biomarkers to the extent that the biomarkers can be studied individually. Among many thousands of genes, the list of gene biomarkers not only shows competitive predictive power but more importantly, shows the highest reliability meaning that their existence is supported by multiple sources of data.
Unlike the samples for peptide mass fi ngerprinting which are enzymatically digested proteins . Admittedly, the existence and the use of biomarkers are not valid until they are clinically validated. However, with the resolution and sensitivity improvement of mass spectrometry technology, and with more cross-platforms, cross-labs becoming available, our computational model could shed more light into clinical studies.
Currently, there are no reliable computational methods to discriminate secreted proteins from membrane proteins. Some membrane proteins such as CANX (containing signal peptides) are inevitably selected by our method, although our goal is to fi nd serum biomarkers. This example shows the importance of incorporating further biological knowledge into bioinformatics tools.
Distinguished with the methods focusing on applying search algorithms to a single data set, our method emphasizes the use of multiple data sets and biological knowledge to reduce the effect of bioinformatics artifacts and to enhance the reliability and relevance of biomarker searching. The merit of the BN model lies in its power to explicitly represent and compute biological knowledge and multiple entities. Coombes et al. (2004) present a simulationbased approach to understanding the physical factors of mass spectrometry instruments and their effects on the mass spectra. Note that our proposed simulation algorithm mainly focuses on how the biological factors (such as trypsin and other PTMs) in human blood affect the mass spectrometry patterns of specifi c proteins.
One limitation of our current study is that we used only one data set from each type of experiments. It is possible that one error in the assay could change the conclusion on one biomarker. The power of our BN model lies in its ability to make inference on multiple observations-the more data it sees, the more accurate the results will be. To fully utilize the convenience of Bayesian models in biomarker analysis, we will include replicate data sets from multiple labs in future study.
The biomarker fi nding and its clinical use is a very complex issue, and a completed discussion is beyond the scope of this article. Refer to LyonsWeiler (2005) for a review of the research in biomarker informatics. According to Pepe et al. (2001) , our study is at the data exploratory phase of biomarker development and validation. Clinical assays and follow-up analysis are needed to confi rm our fi nding of prostate cancer markers.
In this study, we focused on integrating microarray and mass spectrometry data and made inference of biomarkers using a BN model. However, our approach is not limited to such usages. With the fact that biomarkers are now generated from different types of instruments, multiple labs, various sets of samples and controls, the data analysis of biomarkers will be becoming increasingly complex and the integration and metaanalysis of multiple results will be attracting more attention in the near future. Our proposal of Bayesian strategy and the concept of reliability are important in evaluating biomarkers generated from heterogeneous platforms.
In the proposed model, unknown patient samples are scored according to a scoring system that is derived from gene-expression patterns of all training samples. Biomarkers based on a subset of samples or individual samples could allow the detection of subtle difference between subsets of samples and increase the overall prediction accuracy (Lyons-Weiler et al. 2004) . The crossvalidation results, shown in Table 4 , may be optimistic, because testing data and training data come from the same experiments so that the variances caused by instrumental and experimental factors are not included in the analysis. The use of independent test data sets will be another important step to further validate the prediction performance of cancer biomarkers (Lyons-Weiler, 2005) .
We must also point out that the current biological knowledge base in the BN model is a limited version; we included a few general biological rules and three numerical data sets. We are currently working on expanding and improving the current BN model to incorporate gene-specific information such as PubMed, OMIM, and GO. It has been shown that BN models are fl exible and expandable to deal with complicated biological data types and data structures (Deng et al. 2005) . Our long-term goal is to build a more intelligent knowledge engineering system which can "understand" complicated knowledge and extract biomarkers for more diseases. 
Beta Distribution and its Simulation
Beta distribution is denoted by Beta (α1, α2) where α1, α2 are parameters to specify the belief distribution. Beta (α1, α2) has the mean 
