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ANGLED CRESTED TYPE WATER WAVES WITH SURFACE TENSION:
WELLPOSEDNESS OF THE PROBLEM
SIDDHANT AGRAWAL
Abstract. We consider the capillary-gravity water wave equation in two dimensions. We assume
that the fluid is inviscid, incompressible, irrotational and the air density is zero. We construct
an energy functional and prove a local wellposedness result without assuming the Taylor sign
condition. When the surface tension σ is zero, the energy reduces to a lower order version of
the energy obtained by Kinsey and Wu [22] and allows angled crest interfaces. For positive
surface tension, the energy does not allow angled crest interfaces but admits initial data with
large curvature of the order of σ−
1
3
+ǫ for any ǫ > 0.
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2 SIDDHANT AGRAWAL
1. Introduction
We are concerned with the motion of a fluid in dimension two with a free boundary. In this work
we will identify 2D vectors with complex numbers. The fluid region Ω(t) and the air is separated by
an interface Σ(t), with the fluid being below the air region and Σ(t) being a one dimensional curve.
We assume that the interface tends point-wise to the real line at infinity but we do not assume that
the interface is a graph. The air and the fluid are assumed to have constant densities of 0 and 1
respectively. The fluid is also assumed to be inviscid, incompressible, irrotational and we assume
that the bottom is at infinite depth. The gravitational field is assumed to be a constant vector −i
pointing in the downward direction. The motion of the fluid is then governed by the Euler equation
vt + (v.∇)v = −i−∇P on Ω(t)
div v = 0, curl v = 0 on Ω(t)
(1)
Along with the boundary conditions
P = −σ∂sθ on Σ(t)
(1,v) is tangent to the free surface (t,Σ(t))
v → 0,∇P → −i as |(x, y)| → ∞
(2)
Here θ = angle the interface makes with the x− axis, ∂s = arc length derivative, σ = coefficient of
surface tension ≥ 0.
The earliest results on local well-posedness for the Cauchy problem are for small data in 2D and
were obtained by Nalimov [30], Yoshihara [45, 46] and Craig [16]. In the case of zero surface tension,
Wu [40, 41] obtained the proof of local well-posedness for arbitrary data in Sobolev spaces. See also
the works in [13, 27, 23, 47, 12, 5, 19, 6, 18, 17, 2, 3].
In the case of non-zero surface tension, the local well-posedness of the equation in Sobolev spaces
was established by Beyer and Gunther in [10]. See also the works in [20, 7, 34, 15, 37, 4, 11, 31]. The
zero surface tension limit of the water wave equations in Sobolev spaces was proved by Ambrose
and Masmoudi [8, 9]. See also the works in [32, 36, 29, 11, 35].
An important quantity related to the well-posedness of the problem in the zero surface tension
case is the Taylor sign condition. This says that there should exist a constant c > 0 such that
−∂P
∂n
≥ c > 0 on Σ(t)
In [40] Wu proved that this condition is satisfied for the infinite bottom case if the interface is C1,α
for α > 0. This was later shown to be true for flat bottoms and with perturbations to flat bottom
by Lannes [23]. In the case of non-zero surface tension, the Taylor sign condition is not needed for
establishing the local wellposedness for a fixed σ > 0, but now the time of existence T depends
on the value of σ and T → 0 as σ → 0. The Taylor sign condition again becomes important if
one studies the zero surface tension limit, as in this case one needs uniform time of existence for
0 ≤ σ ≤ σ0 for some fixed σ0 > 0. In particular observe that assuming the Taylor sign condition
to prove the zero surface tension limit forces one to assume quantitative bounds on the C1,α norm
of the initial interface. In fact in the case of non-zero surface tension, all results mentioned above
obtain a time of existence T . ‖κ‖−1∞ where κ is the initial curvature of the interface.
In the zero surface tension case, for non C1 curves the Taylor sign condition is only satisfied in
a weak sense with −∂P∂n ≥ 0 [40, 22] and this makes the quasilinear equation degenerative. Because
of this obtaining a local well-posedness result in this setting becomes highly non trivial as standard
energy estimates in Sobolev spaces do not work. Kinsey and Wu [22] managed to overcome this
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difficulty by using a weighted Sobolev norm with the weight depending nonlinearly on the interface
and proved a priori estimates for interfaces which can have angled crests. Building upon this work
Wu [44] proved a local well-posedness result that allows for angled crested interfaces as initial data.
Later on Agrawal [1] studied the evolution of the singularities of these waves.
In this paper we extend the work of Kinsey and Wu [22] for σ = 0 to the case of σ ≥ 0. We
construct an energy functional Eσ(t) and prove an a priori estimate 1 for it in Theorem 5.1 which
works for all σ ≥ 0. Using this we prove a local well-posedness result for σ > 0 in Theorem 3.1. The
energy Eσ(t) has several interesting properties:
(1) For σ = 0 the energy Eσ(t) reduces to a lower order version of the energy of Kinsey and
Wu [22]. In particular it allows singular interfaces such as interfaces with angled crests and
cusps.
(2) For σ > 0 the energy Eσ(t) does not allow any singularities in the interface. In particular it
does not allow angled crested interfaces.
(3) For σ > 0 even though the energy Eσ(t) does not allow singularities in the interface, it does
allow interfaces with large curvature. It allows the L∞ norm of the curvature of the initial
interface to grow like σ−
1
3
+ǫ for any ǫ > 0. In particular for σ small and for interfaces close
to be being angled crested, we obtain a time of existence much larger than all previous
results. See Corollary 3.2 for more details.
(4) We do not assume the Taylor sign condition in proving the apriori estimate Theorem 5.1 or
the local wellposedness result Theorem 3.1 and the energy Eσ(t) is an increasing function
of σ. For initial data in appropriate Sobolev spaces we obtain uniform time of existence
of solutions for 0 ≤ σ ≤ σ0 for arbitrary σ0 > 0 thereby recovering the uniform time of
existence result of Ambrose and Masmoudi [8] in this case. 2
The growth rate of σ−
1
3 for the L∞ norm of the curvature can be explained by the following scaling
argument. Let us ignore gravity and consider a solution Z(α, t) to the capillary water wave equation
with surface tension σ 3. Then for any λ > 0 and s ∈ R, the function Zλ(α, t) = λ−1Z(λα, λst) is a
solution to the capillary water wave equation with surface tension σλ = λ
2s−3σ. We are interested in
the zero surface tension limit, so we want the solutions Zλ(·, t) to exist in the same time interval [0, T ]
and hence should have the same time scales. Hence we put s = 0 to get Zλ(α, t) = λ
−1Z(λα, t)
and surface tension σλ = λ
−3σ. In this case, the curvature κλ(α, t) = λκ(λα, t) which yields
σλκ
3
λ(α, t) = σκ
3(λα, t). Hence ‖σ 13 κ‖∞ is invariant under this scaling and so the curvature grows
like σ−
1
3 as σ → 0.
In a forthcoming paper we show that in an appropriate regime (see Remark 3.3) the zero surface
tension limit of the solutions obtained in Theorem 3.1 allows for angled crested interfaces (more
generally non-C1 interfaces) and satisfies the gravity water wave equation.
We will follow the approach of Kinsey and Wu [22] and Wu [44], and work with free surface
equations in conformal coordinates, derive quasilinear equations and use weighted Sobolev norms.
The presence of surface tension gives rise to several structural and analytical difficulties which are
not present in [22] and [44]. We explain the difficulties, new ideas and the main results in detail in
§3. In addition to the work of Kinsey and Wu [22] and Wu [44], we also use ideas from the work of
Ambrose and Masmoudi [8] in choosing appropriate variables to work with.
1Theorem 5.1 actually uses Eσ(t) instead of Eσ(t) however both are equivalent to each other by Proposition 6.1
2 Ambrose and Masmoudi [8] had the restriction of σ0 being small which we do not have. See the discussion after
(10) and §3.2 for more details.
3The role of gravity will be clarified in a future work.
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The paper is organized as follows: In §2 we introduce the notation and prove some basic formulae
including the formula for the Taylor sign condition. In §3 we state our main results and discuss the
main ideas and heuristics. In §4 we derive our quasilinear equations by taking derivatives to the
Euler equation. In §5 we prove the main apriori estimate for the energy Eσ(t). In §6 we prove the
equivalence of the energies Eσ(t) and Eσ(t) and explain their relation to the Sobolev norm. In §7 we
prove an existence result in Sobolev space for σ > 0 and also a blow up criterion. Finally in §8 we
complete the proof of our main results. The appendix §9 contains all the commonly used identities
and estimates used throughout the paper.
Acknowledgment: This work was part of the author’s Ph.D. thesis and he is very grateful to his
advisor Prof. Sijue Wu for proposing the problem and for her guidance during this project. The
author would also like to thank Prof. Jeffrey Rauch for many helpful discussions. The author was
supported in part by NSF Grants DMS-1101434, DMS-1361791.
2. Notation and Preliminaries
We will try to be as consistent as possible with the notation used in [22]. Most of this section
is essentially taken directly from [22] except for the new definitions and some modifications of the
formulae due to surface tension. The Fourier transform is defined as
fˆ(ξ) =
1√
2π
∫
e−ixξf(x) dx
We will denote by D(R) the space of smooth functions with compact support in R and D′(R) will be
the space of distributions. S(R) will denote the Schwartz space of rapidly decreasing functions and
S ′(R) is the space of tempered distributions. A Fourier multiplier with symbol a(ξ) is the operator
Ta defined formally by the relation T̂af = a(ξ)fˆ (ξ). The operators |∂α′ |s for s ∈ R are defined as the
Fourier multipliers with symbol |ξ|s. The Sobolev space Hs(R) for s ≥ 0 is the space of functions
with ‖f‖Hs = ‖(1 + |ξ|)
s
2 fˆ(ξ)‖L2(dξ) < ∞. The homogenous Sobolev space H˙
1
2 (R) is the space of
functions modulo constants with ‖f‖
H˙
1
2
= ‖|ξ| 12 fˆ(ξ)‖L2(dξ) <∞. The Poisson kernel is given by
Kǫ(x) =
ǫ
π(ǫ2 + x2)
for ǫ > 0 (3)
From now on compositions of functions will always be in the spatial variables. We write f =
f(·, t), g = g(·, t), f ◦ g(·, t) := f(g(·, t), t). Define the operator Ug as given by Ugf = f ◦ g. Observe
that UfUg = Ug◦f . Let [A,B] := AB − BA be the commutator of the operators A and B. If
A is an operator and f is a function, then (A + f) will represent the addition of the operators A
and the multiplication operator Tf where Tf(g) = fg. We will denote the spacial coordinates in
Ω(t) with z = x + iy, whereas z′ = x′ + iy′ will denote the coordinates in the lower half plane
P− =
{
(x, y) ∈ R2
∣∣ y < 0}. As we will frequently work with holomorphic functions, we will use the
holomorphic derivatives ∂z =
1
2 (∂x − i∂y) and ∂z′ = 12 (∂x′ − i∂y′).
Let the interface Σ(t) : z = z(α, t) ∈ C be given by a Lagrangian parametrization α satisfying
zα(α, t) 6= 0 for all α ∈ R. Hence zt(α, t) = v(z(α, t), t) is the velocity of the fluid on the interface
and ztt(α, t) = (vt + (v.∇)v)(z(α, t), t) is the acceleration. As zα|zα| (α, t) = eiθ(α,t) and 1|zα|∂α is the
arc length derivative in Lagrangian coordinates, the pressure can be rewritten as
P (z(α, t), t) = iσ
1
zα
∂α
zα
|zα| (α, t)
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Note that 1zα ∂α
zα
|zα|
is purely imaginary. Hence the Euler equation becomes
ztt(α, t) + i = −nˆ∂P
∂nˆ
(z(α, t))− tˆ ∂P
∂tˆ
(z(α, t))
where
tˆ =
zα
|zα| = e
iθ = unit tangent vector
nˆ = i
zα
|zα| = ie
iθ = unit outward normal vector
Define
a(α, t) = − 1|zα|
∂P
∂nˆ
(z(α, t)) ∈ R
Hence we get
ztt + i = iazα − zα|zα|
1
|zα|∂α(P (z(α, t), t))
Therefore ztt − i = −iazα − iσ 1
zα
∂α
1
zα
∂α
zα
|zα| (4)
Let Ψ(·, t) : P− → Ω(t) be conformal maps satisfying limz→∞Ψz(z, t) = 1 and limz→∞Ψt(z, t) =
0. With this, the only ambiguity left in the definition of Ψ is that of the choice of translation of the
conformal map at t = 0, which does not play any role in the analysis. Let Φ(·, t) : Ω(t) → P− be
the inverse of the map Ψ(·, t) and define h(·, t) : R→ R as
h(α, t) = Φ(z(α, t), t) (5)
hence h(·, t) is a homeomorphism. As we use both Lagrangian and conformal parameterizations, we
will denote the Lagrangian parameter by α and the conformal parameter by α′. Let h−1(α′, t) be
its inverse i.e.
h(h−1(α′, t), t) = α′
From now on, we will fix our Lagrangian parametrization at t = 0 by imposing
h(α, 0) = α for all α ∈ R
Hence the Lagrangian parametrization is the same as conformal parametrization at t = 0. Define
the variables
Z(α′, t) = z ◦ h−1(α′, t) Z,α′(α′, t) = ∂α′Z(α′, t) Hence ( zα
hα
) ◦ h−1 = Z,α′
Zt(α
′, t) = zt ◦ h−1(α′, t) Zt,α′(α′, t) = ∂α′Zt(α′, t) Hence (ztα
hα
) ◦ h−1 = Zt,α′
Ztt(α
′, t) = ztt ◦ h−1(α′, t) Ztt,α′(α′, t) = ∂α′Ztt(α′, t) Hence (zttα
hα
) ◦ h−1 = Ztt,α′
Hence Z(α′, t), Zt(α
′, t) and Ztt(α
′, t) are the parameterizations of the boundary, the velocity and
the acceleration in conformal coordinates and in particular Z(·, t) is the boundary value of the
conformal map Ψ(·, t). Note that as Z(α′, t) = z(h−1(α′, t), t) we see that ∂tZ 6= Zt. Similarly
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∂tZt 6= Ztt. The substitute for the time derivative is the material derivative. Define the operators
Dt = material derivative = ∂t + b∂α′ where b = ht ◦ h−1
Dα′ =
1
Z,α′
∂α′ Dα′ =
1
Z,α′
∂α′ |Dα′ | = 1|Z,α′ |∂α
′
H = Hilbert transform = Fourier multiplier with symbol − sgn(ξ)
Hf(α′) =
1
iπ
p.v.
∫
1
α′ − β′ f(β
′) dβ′
PH = Holomorphic projection =
I+H
2
PA = Antiholomorphic projection =
I− H
2
|∂α′ | = iH∂α′ =
√
−∆ = Fourier multiplier with symbol |ξ|
|∂α′ |1/2 = Fourier multiplier with symbol |ξ|1/2
(6)
Now we have DtZ = Zt and DtZt = Ztt and more generally Dt(f(·, t) ◦ h−1) = (∂tf(·, t)) ◦ h−1 or
equivalently ∂t(F (·, t) ◦ h) = (DtF (·, t)) ◦ h. This means that Dt = U−1h ∂tUh i.e. Dt is the material
derivative in conformal coordinates. In this work, the material derivative Dt is more heavily used
as compared to the time derivative ∂t.
Define U : P− → C as
U = v ◦Ψ
and observe that U is a holomorphic function on P−. Also note that its boundary value is given
by Zt(α
′, t) = U(α′, t) for all α′ ∈ R. The Hilbert transform defined above satisfies the following
property.
Lemma 2.1 ([38]). Let 1 < p <∞ and let F (z) be a holomorphic function in the lower half plane
with F (z)→ 0 as z →∞. Then the following are equivalent
(1) sup
y<0
‖F (·+ iy)‖p <∞
(2) F (z) has a boundary value f , non-tangentially almost everywhere with f ∈ Lp and H(f) = f .
In particular this says if U decays appropriately at infinity, then the boundary value of U namely
Zt will satisfy HZt = Zt. We can now define the main variables used in this paper
A = (ahα) ◦ h−1
A1,σ = A|Z,α′ |2 Hence A1,σ|Z,α′ | = −
∂P
∂nˆ
◦ h−1
A1 = 1− Im[Zt,H]Zt,α′
g = θ ◦ h−1 Hence Z,α′|Z,α′ | = e
ig and |Dα′ |g = (∂sθ) ◦ h−1 = −iDα′ Z,α
′
|Z,α′ |
Θ = (I+H)|Dα′ |g = −i(I+H)Dα′ Z,α
′
|Z,α′ |
ω = eig =
Z,α′
|Z,α′ | Hence |Dα
′ |ω = iωReΘ
(7)
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Observe that ReΘ = κ ◦ h−1 where κ is the curvature of the interface. With this notation, by
precomposing (4) with h−1 we get
Ztt − i = −iA1,σ
Z,α′
− iσDα′Dα′ Z,α
′
|Z,α′ | (8)
Let us now derive the formulae of A1,σ and b.
2.0.1. Formula for A1,σ
Let F = v and hence F is holomorphic in Ω(t) and zt = F (z(α, t), t). Hence
ztt = Ft(z(α, t), t) + Fz(z(α, t), t)zt(α, t) ztα = Fz(z(α, t), t)zα(α, t)
Hence ztt = Ft ◦ z + zt ztα
zα
Precomposing with h−1 we obtain Ztt = Ft ◦ Z + ZtZt,α
′
Z,α′
. Now multiply by iZ,α′ and use (8) to
get
A1,σ = iZ,α′Ft ◦ Z + Z,α′ + iZtZt,α′ − σ∂α′Dα′ Z,α
′
|Z,α′ |
Apply (I−H) and use the fact that H(Z,α′ − 1) = Z,α′ − 1 and H1 = 0 to obtain
(I−H)A1,σ = 1 + i[Zt,H]Zt,α′ − σ(I−H)∂α′Dα′ Z,α
′
|Z,α′ |
Now take the real part
A1,σ = 1− Im[Zt,H]Zt,α′ + σ∂α′HDα′ Z,α
′
|Z,α′ |
Hence
A1,σ = A1 + σ∂α′HDα′
Z,α′
|Z,α′ | and in particular A1,σ
∣∣
σ=0
= A1 (9)
Note that the only non-holomorphic quantity in the above formula is iZtZt,α′ . Also note that as
A1 = 1 − Im[Zt,H]Zt,α′ by the calculation in [22, 43] we have that A1 ≥ 1. From (9) the Taylor
sign condition term can be written as
−∂P
∂nˆ
◦ h−1 = A1,σ|Z,α′ | =
1
|Z,α′ |
(
A1 + σ|∂α′ |(κ ◦ h−1)
)
(10)
where κ ◦ h−1 = −iDα′ Z,α′|Z,α′ | is the curvature in conformal coordinates. For σ = 0, this formula was
first derived by Wu [40] to prove the Taylor sign condition for C1,α interfaces with α > 0 and was
crucially used in Kinsey-Wu [22] to prove apriori estimates for angled crest interfaces. We will also
use this formula in an essential way in this paper.
Observe that if the interface is C1,α then the Taylor sign condition is true for σ = 0 but will
fail generically if σ is large. Ambrose and Masmoudi [8] assumed that the Taylor sign condition
holds for all 0 ≤ σ ≤ σ0 which is only true if σ0 is small. This issue was resolved by Shatah and
Zeng [36] where they only assumed the Taylor sign condition for σ = 0 which removed the smallness
assumption of σ0. However in both cases the Taylor sign condition is assumed for σ = 0 which we
do not have as we allow interfaces with angled crests for σ = 0 for which only a weak Taylor sign
condition −∂P∂nˆ ≥ 0 is satisfied.
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2.0.2. Formula for b
Recall that h(α, t) = Φ(z(α, t), t) and so by taking derivatives we get
ht = Φt ◦ z + (Φz ◦ z)zt hα = (Φz ◦ z)zα
Hence ht = Φt ◦ z + hα
zα
zt
Precomposing with h−1 we obtain ht ◦ h−1 = Φt ◦Z + Zt
Z,α′
. Apply (I−H) and take real part, to
get
b = Re(I−H)
(
Zt
Z,α′
)
(11)
This formula is the same as the one in [22] and surface tension does not affect the formula.
2.1. Fundamental Equation
Substituting the formula for A1,σ in equation (8), we get
Ztt − i = −i A1
Z,α′
− iσDα′HDα′ Z,α
′
|Z,α′ | − iσDα
′Dα′
Z,α′
|Z,α′ |
Now combine the second and third term and use Θ = −i(I + H)Dα′ Z,α′|Z,α′ | to get the fundamental
equation
Ztt − i = −i A1
Z,α′
+ σDα′Θ (12)
Note that as A1 does not depend on σ, the effect of surface tension is that it adds a holomorphic
quantity to the conjugate of the acceleration. We also see that
A1
|Z,α′ | = −
∂P
∂nˆ
◦ h−1
∣∣∣
σ=0
≥ 0
and hence it represents the Taylor sign condition in the absence of surface tension. As the equation
is written in terms of A1 and not A1,σ, our energy Eσ will always be positive irrespective of the
value of surface tension.
2.2. System
To summarize the system is in the variables (Z,α′ , Zt) satisfying
b = Re(I−H)
(
Zt
Z,α′
)
A1 = 1− Im[Zt,H]Zt,α′
(∂t + b∂α′)Z,α′ = Zt,α′ − bα′Z,α′
(∂t + b∂α′)Zt = i− i A1
Z,α′
+
σ
Z,α′
∂α′(I+H)
{
Im
(
1
Z,α′
∂α′
Z,α′
|Z,α′ |
)} (13)
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along with the condition that their harmonic extensions, namely Ψz′(· + iy) = K−y ∗ Z,α′ and
U(·+ iy) = K−y ∗ Zt for all y < 0, 4 are holomorphic functions on P− and satisfy
lim
c→∞
sup
|z′|≥c
{|Ψz′(z′)− 1|+ |U(z′)|} = 0 and Ψz′(z′) 6= 0 for all z′ ∈ P−
We observe that for such a Ψz′ we can uniquely define log(Ψz′) : P− → C such that log(Ψz′) is
a continuous function with Ψz′ = exp{log(Ψz′)} and (log(Ψz′))(z′)→ 0 as z′ →∞. Also note that
one can obtain Z(·, t) by the formula
Z(α′, t) = Z(α′, 0) +
∫ t
0
{Zt(α′, s)− b(α′, s)Z,α′(α′, s)} ds
In particular instead of the variables (Z,α′ , Zt), one can view the system being in variables (Z,Zt).
Another important observation one immediate makes is that in the above system, there is no
restriction that the function Z(·, t) be injective. Even if the curve Z(·, t) becomes self-intersecting,
the system still makes sense and one can still find a solution. Hence the above system allows self-
intersecting domains similar to work of [11, 12] where solutions with splash and splat singularities
were constructed. Observe that we assumed that the interface is non-self intersecting while deriving
this system from the Euler equation (1) and (2). If the solution (Z,Zt)(t) of (13) leads to a non-self
intersecting curve then one can go back and obtain a solution to the Euler equation in a similar way
as done in [44] section 2.5. However if the interface becomes self-intersecting, then its relation to
the Euler equation is lost and the solution becomes non-physical. From now on we will exclusively
focus on the system (13) and hence all results in this paper apply to self-intersecting curves as well.
One can rewrite the function h(α, t) defined in (5) as the solution to the ODE
dh
dt
= b(h, t)
h(α, 0) = α
where b is given by (13). From this we easily see that as long as sup[0,T ]‖bα′‖∞(t) <∞ we can solve
this ODE and for any t ∈ [0, T ] we have that h(·, t) is a homeomorphism. Hence it makes sense to
talk about the functions z = Z ◦h, zt = Z ◦h which are Lagrangian parametrizations of the interface
and the velocity on the boundary.
3. Main results and discussion
3.1. Results
For σ ≥ 0 define the energy
Eσ,1 =
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥2
2
+
∥∥∥∥ 1Z,α′ ∂α′ 1Z,α′
∥∥∥∥2
H˙
1
2
+ ‖σ∂α′Θ‖2
H˙
1
2
+
∥∥∥∥∥σ 16Z 12,α′∂α′ 1Z,α′
∥∥∥∥∥
6
2
+
∥∥∥∥∥σ 12Z 12,α′∂α′ 1Z,α′
∥∥∥∥∥
2
∞
+
∥∥∥∥∥ σ
1
2
Z
1
2
,α′
∂2α′
1
Z,α′
∥∥∥∥∥
2
2
+
∥∥∥∥∥ σ
1
2
Z
3
2
,α′
∂2α′
1
Z,α′
∥∥∥∥∥
2
H˙
1
2
+
∥∥∥∥ σZ,α′ ∂3α′ 1Z,α′
∥∥∥∥2
2
+
∥∥∥∥∥ σZ2,α′ ∂3α′ 1Z,α′
∥∥∥∥∥
2
H˙
1
2
Eσ,2 =
∥∥Zt,α′∥∥22 +
∥∥∥∥∥ 1Z2,α′ ∂α′Zt,α′
∥∥∥∥∥
2
2
+
∥∥∥∥∥ σ
1
2
Z
1
2
,α′
∂α′Zt,α′
∥∥∥∥∥
2
2
+
∥∥∥∥∥ σ
1
2
Z
5
2
,α′
∂2α′Zt,α′
∥∥∥∥∥
2
2
Eσ = Eσ,1 + Eσ,2
4here K−y is the Poisson kernel (3)
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Note that Eσ,1 controls terms based solely on the interface Z(·, t) and Eσ,2 controls the weighted
derivatives of the velocity Zt(·, t). Hence the energy can be thought of as a weighted Sobolev norm
with the weight given by powers of 1Z,α′
. Also observe that all the terms of Eσ are the boundary
values of holomorphic functions.
Observe that the energy Eσ(t) is well defined and is finite if (Z,α′ − 1, 1Z,α′ − 1, Zt)(t) ∈ H
3.5(R)×
H3.5(R) × H3(R). If we ignore the weights in the energy, we get back the Sobolev norm. See
Lemma 6.2 for the precise relationship between the energy Eσ and the Sobolev norm of the solution.
The energy Eσ is equivalent to Eσ which is what we use to prove the main apriori estimate The-
orem 5.1 (Eσ is defined in §5 and the equivalence between Eσ and Eσ is proved in Proposition 6.1).
A more intuitive explanation of the energy Eσ(t) can be obtained by applying the fundamental
operators Dt,
1
|Z,α′ |2 ∂α′ and σ
1
3 |Dα′ | occurring in the quasilinear equations (40) and (43) on the
variable g = θ ◦ h−1. This is explained in more detail in §3.2.
For σ = 0, the energy Eσ(t) allows angled crest interfaces and outward pointing cusps (i.e.
interfaces with angled crests and cusps yield Eσ < ∞ if σ = 0). To see this, we only need to show
that the first two terms of Eσ,1 allows angled crests and cusps. The argument is exactly the same
as explained in [22, 1] and we briefly explain it here. If the interface has an angled crest of angle νπ
at α′ = 0, then Z(α′) ∼ (α′)ν near α′ = 0. Hence near α′ = 0 we have
Z,α′(α
′) ∼ (α′)ν−1 1
Z,α′
(α′) ∼ (α′)1−ν ∂α′ 1
Z,α′
(α′) ∼ (α′)−ν 1
Z,α′
∂α′
1
Z,α′
(α′) ∼ (α′)1−2ν
From this we can see that that the first two terms of Eσ,1 allows interfaces with angled crests of
angles νπ with 0 < ν < 12 . A similar argument shows that cusps i.e. ν = 0 are also allowed. See [1]
for more details.
For σ > 0, in contrast we see that most of the terms with surface tension in Eσ,1 do not allow
angled crest interfaces which can be seen by a similar argument as above. For example consider the
term
∥∥∥σ 12Z 12,α′∂α′ 1Z,α′ ∥∥∥∞ in the energy. Suppose we have an interface with an angled crest of angle
νπ at α′ = 0 with ν ≥ 0. Then by the argument above we see that near α′ = 0
Z
1
2
,α′∂α′
1
Z,α′
(α′) ∼ (α′)− ν2− 12
which is unbounded and so the energy does not allow angled crest interfaces if σ > 0 (i.e. interfaces
with angled crests and cusps yield Eσ = ∞ if σ > 0). In fact if Eσ < ∞ and σ > 0, then from
Lemma 6.2 and Remark 6.3 we automatically have ‖Zt,α′‖H2 + ‖∂α′Z,α′‖H2.5 <∞ i.e. the data has
to be in Sobolev spaces and hence do not allow singularities. However this does not say anything
about the size of the Sobolev norm which can be very large. In fact the L∞ norm of the curvature
can be of the order of σ−
1
3 (See Corollary 3.2 below for an example).
The fact that the energy does not allow singularities for σ > 0 is quite natural as one would expect
that surface tension should be smoothing and hence stable solutions should not have angled crests.
Moreover the natural extension of the energy of Kinsey-Wu [22] does not allow any singularities
in the interface. Observe that in Kinsey-Wu [22], the quantity Ztt,α′ ∈ L2 and ∂α′
(
A1
Z,α′
)
∈ L2.
Hence if we assume these quantities remain in L2 when σ > 0, then by the equation (12) we see
that σ∂α′Dα′Θ ∈ L2. Hence |Dα′ |Θ ∈ L∞loc and as ReΘ = κ ◦ h−1, we see that ∂sκ ∈ L∞loc. Hence
the interface has to be at least C2,1 which rules out any type of singularity.
We now state the main result of this paper.
WATER WAVES 11
Theorem 3.1. Let σ > 0 and assume the initial data (Z,Zt)(0) satisfies (Z,α′−1, 1Z,α′ −1, Zt)(0) ∈
H3.5(R)×H3.5(R) ×H3(R). Then Eσ(0) <∞ and there exists T,C1 > 0 depending only on Eσ(0)
such that the initial value problem to (13) has a unique solution (Z,Zt)(t) in the time interval [0, T ]
satisfying (Z,α′ − 1, 1Z,α′ − 1, Zt) ∈ C
l([0, T ], H3.5−
3
2
l(R)×H3.5− 32 l(R)×H3− 32 l(R)) for l = 0, 1 and
sup
t∈[0,T ]
Eσ(t) ≤ C1 <∞
The most important feature about the above result is that the time of existence depends only on
Eσ(0) and not the Sobolev norm of the initial data. We now explain some of the important points
about the result and the energy Eσ.
Properties:
(1) No assumptions on the Taylor sign condition: Observe that no assumptions are made on
the Taylor sign condition in the above result. Recall that the Taylor sign condition is
−∂P∂nˆ ≥ c > 0 and from (10) that the quantity −∂P∂nˆ depends on the value of σ.
All previous results on zero surface tension limit assume the Taylor sign condition. In the
case of Ambrose and Masmoudi [8] the condition −∂P∂nˆ ≥ c > 0 is assumed for all 0 ≤ σ ≤ σ0
which forces σ0 to be small. In Shatah and Zeng [36] the condition −∂P∂nˆ ≥ c > 0 is assumed
only for σ = 0 removing the smallness assumption on σ. However in both cases one still
needs control on the C1,α norm of the interface. We do not make any assumptions which
allows us to deal with both large σ and large C1,α norm of the interface.
(2) Time of existence is independent of σ: Observe that the energy Eσ(t) is an increasing function
of σ. Hence for arbitrary σ0 > 0, the time of existence is uniform for all 0 < σ ≤ σ0.
In particular we recover the uniform time of existence part of the result of Ambrose and
Masmoudi [8] in this case.
(3) Energy allows angled crest solutions for σ = 0: If we put σ = 0 in the energy Eσ, then it
allows solutions with angled crest with angle less than 90◦ and also allows cusps. These are
exactly the solutions allowed by the energy obtained by Kinsey and Wu in [22] and the local
wellposedness for angled crested solutions has been proven by Wu in [44]. Our energy for
σ = 0 is a lower order version of the energy in [22] by half spacial derivative.
(4) Energy does not allow angled crest solution for σ > 0 but allows large curvature: In the
proof of this theorem we show the estimate
∥∥κ∥∥
∞
≤ σ− 13C(Eσ) holds and hence for σ > 0 the
curvature is bounded, which automatically excludes angled crest solutions. Note however
that for small values of σ, the energy allows data with quite large curvature of the order
of σ−
1
3 . (See Corollary 3.2 below where for any given ǫ > 0 arbitrarily small, we construct
examples where Eσ = O(1) and the curvature of the initial data grows like σ− 13+ǫ as σ → 0).
In the above theorem we do not prove existence when σ = 0 because in this case the energy Eσ(0)
allows singular solutions such as angled crested solutions which have already been proved to exist
in [44]. The above result is proved via a new apriori estimate Theorem 5.1 which is an extension
of the apriori estimate of Kinsey and Wu [22] for σ ≥ 0, and a local existence result for σ > 0 in
Sobolev spaces Theorem 7.8.
As noted above the main point of the above theorem is that the time of existence depends only
on Eσ(0). The usefulness of the energy Eσ(t) comes from the fact that there are interfaces (such
as smooth interfaces close to being angled crest) for which the C1,α norm (for any α > 0) of the
interface of the initial data is very large but Eσ(0) remains bounded. This translates into a longer
time of existence if we use the energy Eσ(t) instead of the Sobolev norm. We now give an example
which demonstrates this. We will use the following notation: Let A ⊂ C be a non-empty set and
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let p ∈ A¯. Let f, g : A → C be functions such that g(z) 6= 0 for all z in a punctured neighborhood
of p. We say that f(z) ∼ g(z) as z → p in A, if limz→p f(z)g(z) ∈ C∗ where C∗ = C\{0}.
As before let (Ψ, U)(·, 0) : P− → C be holomorphic maps with Ψz 6= 0 for all z ∈ P− and with
their boundary values being the initial data namely (Z,Zt)(α
′, 0) = (Ψ, U)(α′, 0) for all α′ ∈ R.
Recall the notation namely that for z′ ∈ P− we write z′ = x′ + iy′. At t = 0 define the quantity
M = sup
y′<0
∥∥∥∥Ψ 34z ∂z( 1Ψz
)∥∥∥∥
L
8
7 (R,dx′)
+ sup
y′<0
∥∥∥∥Ψ 12z ∂z( 1Ψz
)∥∥∥∥
L
4
3 (R,dx′)
+ sup
y′<0
∥∥∥∥∂z( 1Ψz
)∥∥∥∥
L2(R,dx′)
+ sup
y′<0
∥∥∥∥ 1Ψz ∂z
(
1
Ψz
)∥∥∥∥
L∞(R,dx′)
+ sup
y′<0
∥∥∥∥ 1Ψz ∂2z
(
1
Ψz
)∥∥∥∥
L1(R,dx′)
+ sup
y′<0
∥∥∥∥ 1Ψ2z ∂2z
(
1
Ψz
)∥∥∥∥
L2(R,dx′)
+ sup
y′<0
∥∥∥∥ 1Ψ3z ∂3z
(
1
Ψz
)∥∥∥∥
L1(R,dx′)
+ sup
y′<0
∥∥∥∥ 1Ψz − 1
∥∥∥∥
L2(R,dx′)
+ sup
y′<0
‖U‖H3.5(R,dx′)
It is easy to check that ifM <∞, then the initial data satisfies the hypothesis of Theorem 3.9 of Wu
[44] and we get a unique solution (Z,Zt)(t) to (13) for σ = 0. Also by exactly the same argument
as in section 5 of [1], M <∞ allows interfaces with angled crests of angles νπ with 0 < ν < 12 and
also allows certain cusps (see [1] for more details). With this we can now state the main corollary.
Z(α, t)
Zǫ,σ(α, t)
ǫ
ρair = 0
ρwater = 1
Figure 1. Waves with and without surface tension
Corollary 3.2. Consider an initial data (Z,Zt)(0) with M < ∞. Let (Z,Zt)(t) be the unique
solution of equation (13) for σ = 0 with initial data (Z,Zt)(0) as obtained in [44]. For 0 < ǫ ≤ 1
and σ ≥ 0 denote by (Zǫ,σ, Zǫ,σt )(t) the unique solution to the equation (13) with surface tension σ
and with initial data (Zǫ,σ, Zǫ,σt )(0) = (Z ∗ Pǫ, Zt ∗ Pǫ)(0) where Pǫ is the Poisson kernel. Then we
have the following
(1) For any c > 0, there exists T,C1 > 0 depending only on c and M such that for all σ ≥ 0
and 0 < ǫ ≤ 1 satisfying σ
ǫ
3
2
≤ c, the solutions (Zǫ,σ, Zǫ,σt )(t) exist in the time interval [0, T ]
with supt∈[0,T ] Eσ(Zǫ,σ, Zǫ,σt )(t) ≤ C1 <∞.
(2) If the initial interface Z(·, 0) has only one angled crest of angle νπ with 0 < ν < 12 , then the
L∞ norm of the curvature κǫ,σ of the initial interface Zǫ,σ(·, 0) satisfies ‖κǫ,σ‖∞ ∼ ǫ−ν as
ǫ → 0. In particular for any 0 < δ < 13 arbitrarily small, choosing ν = 12 − 32δ and σ = ǫ
3
2
we obtain ‖κǫ,σ‖∞ ∼ σ−
1
3
+δ as σ → 0. Hence Theorem 3.1 allows initial interfaces with
large curvature when σ is small.
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Remark 3.3. In a forthcoming paper we prove that if in addition
σ
ǫ3/2
→ 0, then the solutions
(Zǫ,σ, Zǫ,σt )(t)→ (Z,Zt)(t) in an appropriate norm.
Remark 3.4. As explained in the introduction, if we ignore gravity then the relevant scaling for the
problem of zero surface tension limit is Zλ(α, t) = λ
−1Z(λα, t) with σλ = λ
−3σ and this scaling
leaves the quantity ‖σ 13 κ‖∞ invariant. Because of this we believe that the maximum rate of growth
of L∞ norm of the curvature one can hope to achieve in a local wellposedness result is σ−
1
3 as σ → 0,
and the above result allows certain interfaces to get arbitrary close to this rate.
The novelty of the above result lies in the fact that all previous results on surface tension for
large data obtain a time of existence T . ‖κ‖−1∞ where κ is the initial curvature, even if σ is very
small. Hence if the interface Z(·, 0) has a single angled crest of angle νπ then Zǫ,σ(·, 0) has curvature
‖κǫ,σ‖∞ ∼ ǫ−ν , which yields T . ǫν → 0 as ǫ → 0. The above corollary says that these solutions
in fact exist on a much longer time interval and that the time of existence is at least O(1) even as
ǫ→ 0, provided there is a balance between surface tension and smoothness σ . ǫ 32 .
The scaling factor of σ/ǫ
3
2 comes about as a compatibility condition of two of the main operators
in the quasilinear equations (43) and (40) (see §3.2 for more details). Observe that(
1
|Z,α′ |2
∂α′
)− 3
2
(
σ
1
3
|Z,α′ |∂α
′
)3
∼ σ∂
3
2
α′
which naturally gives us the factor σ/ǫ
3
2 .
3.2. Discussion.
We now give a brief heuristic explanation into the nature of our results.
1) Taylor sign condition:
In Ambrose and Masmoudi [8] the Taylor sign condition −∂P∂nˆ ≥ c > 0 is assumed for all
0 ≤ σ ≤ σ0 which forces σ0 to be small. To see this why this assumption was made, one can
do a similar computation as was done in [8] in conformal coordinates and obtain a quasilinear
equation of the form{
D2t + iH
(
A1,σ
|Z,α′ |2
∂α′
)
− iσH
(
1
|Z,α′ |∂α
′
)3}
g = l.o.t (14)
where g = θ ◦ h−1 and iH∂α′ = |∂α′ |. Hence heuristically the equation looks like{
∂2t +
(
A1,σ
|Z,α′ |
)
|∂α′ |+ σ|∂α′ |3
}
g = l.o.t
Note that the coefficient in the second term is Taylor sign condition term namely
A1,σ
|Z,α′ | =
−∂P∂nˆ ◦ h−1 and is given by the formula (10). Hence to obtain a positive energy from this
equation, the Taylor sign condition at t = 0 was assumed i.e.
A1,σ
|Z,α′ | ≥ c > 0. This condition is
satisfied if σ is small enough depending on the initial data, but will fail generically if σ is large.
In Shatah and Zeng [36] it is observed that one can in fact obtain an energy with the coefficient
being −∂P∂nˆ
∣∣
σ=0
instead of −∂P∂nˆ which removes the smallness restriction on σ. However this was
achieved using a variational formulation and as we are interested in studying angled crests, it is
not clear how to use that approach in our problem.
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To overcome this issue we make the simple observation that if we take an arc length derivative
|Dα′ | or a material derivativeDt to the equation (14), then the structure of the equation improves.
In fact by taking these derivatives to the equation (14) one obtains an equation of the form{
D2t + iH
(
A1
|Z,α′ |2
∂α′
)
− iσH
(
1
|Z,α′ |∂α
′
)3}
f = l.o.t (15)
where f = |Dα′ |g or f = Dtg. Note crucially that the second term now has A1 instead of A1,σ.
As A1 ≥ 1 irrespective of σ, we do not need to make any assumptions on σ being small. Note
that |Dα′ |g = ReΘ and Dtg = −Im(Dα′Zt) from (21) and we derive equations for Θ and Dα′Zt
in (43) and (40) respectively. Of course we still need to deal with the issue that −∂P∂nˆ
∣∣
σ=0
= A1|Z,α′ |
does not have a positive lower bound. This is resolved in a similar manner as Kinsey and Wu
[22] and is explained below.
2) Heuristic energy estimate:
The main goal of this paper is to extend the work of Kinsey and Wu [22] to the case of non-
zero surface tension. In [22] apriori estimates are given for angled crested interfaces in the case
of σ = 0 for angles νπ with 0 < ν < 12 . Let us do a heuristic energy estimate to understand
the difficulties. If the interface is C1,α then we have 0 < c1 ≤ 1|Z,α′ | ≤ c2 < ∞ and hence for
smooth enough interfaces the main operator in (15) behaves like ∂2t + |∂α′ | + σ|∂α′ |3 for which
standard energy estimates in Sobolev spaces work. If the interface has an angled crest of angle
νπ at α′ = 0, then Z(α′) ∼ (α′)ν and hence 1|Z,α′ | (α
′) ∼ |α′|1−ν near α′ = 0 and hence the
quasilinear equation near α′ = 0 behaves like{
∂2t + |α′|2−2ν |∂α′ |+ σ|α′|3−3ν |∂α′ |3
}
f
= |α′|1−2νf + σ|α′|2−3ν |∂α′ |2f + σ|α′|1−3ν |∂α′ |f + σ|α′|−3νf + other l.o.t
(16)
We have included a few simplified versions of the lower order terms to demonstrate the issues
in proving an energy estimate. We obtain our energies by multiplying the above equation with
either ∂tf or |∂α′ |∂tf and then integrating. If we multiply the equation by ∂tf and integrate, we
obtain the energy
Eσ(t) =
1
2
‖∂tf‖22 +
1
2
∥∥∥|α′|1−νf∥∥∥2
H˙
1
2
+
1
2
σ
∥∥∥|α′| 32− 32 ν |∂α′ |f∥∥∥2
H˙
1
2
(17)
For simplicity we can also add the term 12‖f‖
2
2 to the energy which is compatible with ∂tf ∈ L2
obtained from the energy. To close the energy estimate, we need to control the L2 norm of the
right hand side of (16) (we ignore the commutator terms in this heuristic). Hence to control
the first term |α′|1−2νf ∈ L2 , we obtain the restriction ν ≤ 12 which is one of the main reasons
of the restrictions on the angles in Kinsey and Wu [22]. Note that we cannot control the term
σ|α′|2−3ν |∂α′ |2f ∈ L2 as we only have control of 3/2 derivatives on f . For smooth enough
interfaces, it was observed by Ambrose-Masmoudi [8] that by carefully choosing f (by using
variables derived from θ), this term does not appear in the quasilinear equation and we follow
the same approach. We do not use the modified tangential velocity as in [8] but instead use
the more natural material derivative Dt along with the variable θ to obtain our highest order
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quasilinear equation. Hence the equation looks like{
∂2t + |α′|2−2ν |∂α′ |+ σ|α′|3−3ν |∂α′ |3
}
f
= |α′|1−2νf + σ|α′|1−3ν |∂α′ |f + σ|α′|−3νf + other l.o.t
(18)
Now we need to control σ|α′|1−3ν |∂α′ |f ∈ L2 and σ|α′|−3νf ∈ L2. As we only have f ∈ L2,
there is no way we can control the term σ|α′|−3νf ∈ L2 and this is the reason why we do not
allow angled crest data if σ > 0. If we work with the smooth interface Zǫ = Z ∗Pǫ where Pǫ is the
Poisson kernel, then this has the effect of changing |α′| 7→ |−iǫ+ α′| near α′ = 0. Hence to close
the energy estimate, we obtain the restriction σǫ−3ν . 1. For the interface Zǫ, the curvature
κ ∼ ǫ−ν and hence this can be written as σκ3 . 1. A similar argument for σ|α′|1−3ν |∂α′ |f ∈ L2
also yields the same restriction. Note that this is the exact scaling as was mentioned in the
introduction and Remark 3.4. Also note that these restrictions do not depend on the choice of
f , but is purely a consequence of the structure of the quasilinear equation and attempting to
prove an L2 based energy estimate.
The main goal is now to construct and prove an energy estimate which mimics this heuristic
energy estimate. A key difficulty in implementing this is to find a suitable f and obtain a
corresponding quasilinear equation. We need the following properties for f
(a) f needs to have appropriate weights so that the energy such as (17) allows angled crests
solutions of angles less than 90◦ when σ = 0
(b) The quasilinear equation for f should not have terms like σ|α′|2−3ν |∂α′ |2f in the errors, i.e.
it should look like (18) and not (16)
These are rather severe restrictions on f and it is not clear whether one can find such a function.
Observe that if f has such properties, then no weighted derivate of the form w∂αf will satisfy the
same properties (Kinsey-Wu [22] used the weighted derivative 1|Z,α′ |2 ∂α′ and Ambrose-Masmoudi
[8] used the arc length derivative 1|Z,α′ |∂α′ to obtain the higher order energies). Fortunately
we observe that the material derivative Dtf will satisfy both the properties if f satisfies both
properties. In this paper we use f = Dα′Zt as the variable for the energy of the highest order in
Eσ and it is related to the material derivative of the angle via Dtg = −Im(Dα′Zt).
3) Constructing the energy:
Observe that the quasilinear equations we derive in §4 are essentially of the form{
D2t + i
A1
|Z,α′ |
(
1
|Z,α′ |∂α
)
H− iσ
(
1
|Z,α′ |∂α
′
)3
H
}
f = l.o.t (19)
for suitable f . To obtain an energy we multiply by |∂α′ |Dtf and integrate to get the energy
‖Dtf‖2
H˙
1
2
+
∥∥∥∥ √A1|Z,α′ |∂α′f
∥∥∥∥2
2
+ σ
∥∥∥∥∥ 1|Z,α′ | 12 ∂α′ |Dα′ |f
∥∥∥∥∥
2
2
Observe that as Dtg = −Im(Dα′Zt) we have from (23) that PHDtg ≈ i2Dα′Zt. The energy Eσ
defined in §5 consists of the following
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(a) Eσ,0: ad-hoc but carefully chosen lower order terms introduced to help in closing the energy
estimate but which still allows the scaling σ/ǫ
3
2 in Corollary 3.2. 5
(b) Eσ,1: Energy as above for f ≈ ZtZ,α′ ≈
(
1
|Z,α′ |2 ∂α′
)−1
PHDtg
(c) Eσ,2: Energy as above for f ≈ |∂α′ |
1
2Zt ≈
(
1
|Z,α′ |2 ∂α′
)− 1
2
PHDtg
(d) Eσ,3: Energy as above for f ≈ |∂α′ |−
1
2Θ ≈
(
1
|Z,α′ |2 ∂α′
) 1
2
PHg
(e) Eσ,4: Energy as above for f ≈ Dα′Zt ≈ −2iPHDtg
Observe that the variables used as f consist of applying the operators Dt and
1
|Z,α′ |2 ∂α′ on
the variable g. These show up as they are part of the fundamental operators in the quasilinear
equation (19) which are namely
Ta = Dt Tb =
1
|Z,α′ |2
∂α′ and Tc =
σ
1
3
|Z,α′ |∂α
′
where we have ignored A1 as we prove in the energy estimate that 1 ≤ A1 ≤ 1 +
∥∥Zt,α′∥∥22 and
hence we can consider A1 ≈ 1. All terms in the energy Eσ and in fact all the terms showing up
in §5.1 can be written entirely in terms of these operators and g (and also using the operator
PH). Eσ,1 has the heuristic representation
1)
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
∼
∥∥∥T 12b (PHg)∥∥∥
H˙
1
2
2)
∥∥∥∥ 1Z,α′ ∂α′ 1Z,α′
∥∥∥∥
H˙
1
2
∼ ‖Tb(PHg)‖
H˙
1
2
3)
∥∥∥∥σ 16 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥
2
∼
∥∥∥T 12c (PHg)∥∥∥
H˙
1
2
4)
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥
∞
∼
∥∥∥T− 12b T 32c (PHg)∥∥∥
∞
5)
∥∥∥∥∥ σ
1
2
Z
1
2
,α′
∂2α′
1
Z,α′
∥∥∥∥∥
2
∼
∥∥∥T 32c (PHg)∥∥∥
H˙
1
2
6)
∥∥∥∥∥ σ
1
2
Z
3
2
,α′
∂2α′
1
Z,α′
∥∥∥∥∥
H˙
1
2
∼
∥∥∥T 12b T 32c (PHg)∥∥∥
H˙
1
2
7) ‖σ∂α′Θ‖
H˙
1
2
∼ ∥∥T−1b T 3c (PHg)∥∥H˙ 12
8)
∥∥∥∥ σZ,α′ ∂3α′ 1Z,α′
∥∥∥∥
2
∼
∥∥∥T− 12b T 3c (PHg)∥∥∥
H˙
1
2
9)
∥∥∥∥∥ σZ2,α′ ∂3α′ 1Z,α′
∥∥∥∥∥
H˙
1
2
∼
∥∥T 3c (PHg)∥∥H˙ 12
As mentioned before we have PHDtg ≈ i2Dα′Zt. Hence Eσ,2 has the heuristic representation
5For example if we introduce the lower order term
∥
∥
∥σ
1
3Z,α′
∥
∥
∥
∞
∼
∥
∥
∥T−1b Tc(PHg)
∥
∥
∥
∞
in Eσ,0, then it significantly
simplifies the proof of the energy estimate and still allows angled crested interfaces for σ = 0. However the introduction
of this term does not allow the scaling σ/ǫ
3
2 in Corollary 3.2 and one would then get a weaker result.
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1)
∥∥Zt,α′∥∥2 ∼ ∥∥∥TaT− 12b (PHg)∥∥∥H˙ 12
2)
∥∥∥∥∥ 1Z2,α′ ∂α′Zt,α′
∥∥∥∥∥
2
∼
∥∥∥TaT 12b (PHg)∥∥∥
H˙
1
2
3)
∥∥∥∥∥ σ
1
2
Z
1
2
,α′
∂α′Zt,α′
∥∥∥∥∥
2
∼
∥∥∥TaT−1b T 32c (PHg)∥∥∥
H˙
1
2
4)
∥∥∥∥∥ σ
1
2
Z
5
2
,α′
∂2α′Zt,α′
∥∥∥∥∥
2
∼
∥∥∥TaT 32c (PHg)∥∥∥
H˙
1
2
4) Analytical difficulties:
In addition to the structural difficulties due to surface tension explained above, we also face
numerous analytical difficulties. Even in the special case of σ = 0, the energy Eσ|σ=0 is lower
order as compared to the energy in Kinsey-Wu [22] by half weighted spacial derivative and we
crucially do not have Dα′Ztt ∈ L∞. This makes our estimates even in the case of σ = 0 much
more subtle. In addition we now have a lot of nonlinear terms due to surface tension which we
need to control. To overcome these issues, we define weighted function spaces adapted to our
problem and prove estimates for these spaces (see Lemma 5.3). We use these function spaces
along with estimates from harmonic analysis to control the nonlinear terms.
4. The quasilinear equations
We will now use the fundamental equation (12) as the starting point to derive our quasilinear
equations. Our main equation is for the variable Dα′Zt which is obtained by applying the operators
Dα′Dt to the equation (12). We also obtain equations for Zt, Zt,α′ and Θ which should be thought
of lower order and auxiliary equations. Let us first derive some simple but useful formulas:
a) We have
Z,α′
|Z,α′ |∂α
′
1
Z,α′
= ω∂α′
(
ω
|Z,α′ |
)
= ∂α′
1
|Z,α′ | + ω|Dα
′ |ω
Observe that ∂α′
1
|Z,α′ | is real valued and ω|Dα
′ |ω is purely imaginary. From this we obtain the
relations
Re
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)
= ∂α′
1
|Z,α′ | Im
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)
= i(ω|Dα′ |ω) = −ReΘ (20)
b) From (7) we see that g = Im{log(Z,α′)} and hence from (13) we see that
Dtg = Im
{
DtZ,α′
Z,α′
}
= Im
{
Zt,α′ − bα′Z,α′
Z,α′
}
Now as bα′ is real valued we have
Dtg = −Im(Dα′Zt) (21)
c) Observe that for any complex valued function f , H(Ref) = iIm(Hf) and H(iImf) = Re(Hf).
Hence we get the following useful identities
(I+ H)(Ref) = f − iIm(I−H)f (22)
(I+ H)(iImf) = f − Re(I−H)f (23)
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Now we observe that
A1 = 1− Im[Zt,H]Zt,α′ = Re(I−H)
{
1 + iZtZt,α′
}
and hence using (23) we obtain
A1 = 1 + iZtZt,α′ − i(I+H)
{
Re(ZtZt,α′)
}
(24)
Similarly as b = Re(I−H)
(
Zt
Z,α′
)
we again use (23) to get
b =
Zt
Z,α′
− i(I+H)
{
Im
(
Zt
Z,α′
)}
and hence
bα′ = Dα′Zt + Zt∂α′
1
Z,α′
− i∂α′(I+H)
{
Im
(
Zt
Z,α′
)}
(25)
d) We now record some frequently used commutator identities. They are easily seen by differenti-
ating
[∂α′ , Dt] = bα′∂α′ [|Dα′ |, Dt] = Re(Dα′Zt)|Dα′ | = Re(Dα′Zt)|Dα′ | (26)
[Dα′ , Dt] = (Dα′Zt)Dα′ [Dα′ , Dt] =
(
Dα′Zt
)
Dα′ (27)
Using the commutator relation [∂α′ , Dt] = bα′∂α′ we obtain the following formulae
Dt|Z,α′ | = DteRe logZ,α′ = |Z,α′ |{Re(Dα′Zt)− bα′} (28)
Dt
1
Z,α′
=
−1
Z,α′
(Dα′Zt − bα′) = 1
Z,α′
{
(bα′ −Dα′Zt −Dα′Zt) +Dα′Zt
}
(29)
Observe that (bα′ −Dα′Zt −Dα′Zt) is real valued and this fact will be useful later on.
e) As we will frequently work with the operator |Dα′ |3 we record some commonly used expansions
|Dα′ |2f =
(
∂α′
1
|Z,α′ |
)
|Dα′ |f + 1|Z,α′ |2
∂2α′f
|Dα′ |3f =
(
1
|Z,α′ |∂
2
α′
1
|Z,α′ |
)
|Dα′ |f +
(
∂α′
1
|Z,α′ |
)2
|Dα′ |f + 3
(
∂α′
1
|Z,α′ |
)
1
|Z,α′ |2
∂2α′f
+
1
|Z,α′ |3
∂3α′f
(30)
|Dα′ |3f = ∂α′
{
1
|Z,α′ |
3
2
∂α′
(
1
|Z,α′ |
3
2
∂α′f
)}
− 3
2
(
∂α′
1
|Z,α′ |
)
1
|Z,α′ |2
∂2α′f
− 2
(
∂α′
1
|Z,α′ |
)2
|Dα′ |f − 1
2
(
1
|Z,α′ |∂
2
α′
1
|Z,α′ |
)
|Dα′ |f
(31)
We will now derive formulas for Θ, DtΘ and D
2
tΘ. All three of them are derived similarly.
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4.0.1. Formula for Θ
We know from (20) that ReΘ = −Im
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)
. Applying (I + H) to this formula and
using the identities (22) and (23) we get
Θ = i
Z,α′
|Z,α′ |∂α
′
1
Z,α′
− iRe(I−H)
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)
(32)
As ∂α′
1
Z,α′
is holomorphic, this implies that the second term in the above formula is lower order.
Hence Θ ≈ i Z,α′|Z,α′ |∂α′
1
Z,α′
and therefore Θ and ∂α′
1
Z,α′
have the same regularity.
4.0.2. Formula for DtΘ
Apply |Dα′ | on the formula for Dtg in (21) to obtain
Dt|Dα′ |g = −Im(|Dα′ |Dα′Zt)− Re(Dα′Zt)|Dα′ |g
As |Dα′ |g = ReΘ, hence Re(Dα′Zt)|Dα′ |g = Re
{
(Dα′Zt)ReΘ
}
= Im
{
i(Dα′Zt)ReΘ
}
. Also observe
that Dt|Dα′ |g = Re(DtΘ). Hence we have
Re(DtΘ) = −Im
{
(|Dα′ |+ iReΘ)Dα′Zt
}
(33)
Now apply (I+H) on both sides and use the identities (22) and (23) to get
DtΘ = i(|Dα′ |+ iReΘ)Dα′Zt − iRe(I−H)
{
(|Dα′ |+ iReΘ)Dα′Zt
}
+ iIm(I−H)DtΘ (34)
Note that Dα′Zt and Θ are holomorphic this causes the second and third term in the above formula
to be of lower order. For example observe that as (I−H)Θ = 0, we have
(I−H)DtΘ = [Dt,H]Θ = [b,H]∂α′Θ
Hence DtΘ ≈ i(|Dα′ |+ iReΘ)Dα′Zt.
4.0.3. Formula for D2tΘ
Apply Dt on the formula for Re(DtΘ) in (33) to obtain
Re(D2tΘ) = −Im
{
Dt(|Dα′ |+ iReΘ)Dα′Zt
}
= −Im{(|Dα′ |+ iReΘ)DtDα′Zt}+ Im{Re(Dα′Zt)|Dα′ |Dα′Zt − iRe(DtΘ)Dα′Zt}
Now apply (I+H) on both sides and use the identities (22) and (23) to get
D2tΘ = i(|Dα′ |+ iReΘ)DtDα′Zt − iRe(I−H)
{
(|Dα′ |+ iReΘ)DtDα′Zt
}
+ iIm(I−H)D2tΘ + (I+H)Im
{
Re(Dα′Zt)|Dα′ |Dα′Zt − iRe(DtΘ)Dα′Zt
} (35)
Again in this formula only the first term is the main term and all other terms are lower order. Hence
D2tΘ ≈ i(|Dα′ |+ iReΘ)DtDα′Zt.
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4.1. Equation for Zt
Apply Dt to the fundamental equation (12)
Zttt = −iDtA1
Z,α′
− i A1
Z,α′
(
Z,α′Dt
1
Z,α′
)
− σ(Dα′Zt)Dα′Θ+ σDα′DtΘ
Now use the formula for Dt
1
Z,α′
from (29) and DtΘ from (34) to obtain
Zttt = −i 1
Z,α′
(
DtA1 +A1(bα′ −Dα′Zt −Dα′Zt)
)− i A1
Z,α′
Dα′Zt − σ(Dα′Zt)Dα′Θ
+ iσDα′(|Dα′ |+ iReΘ)Dα′Zt − iσDα′Re(I−H)
{
(|Dα′ |+ iReΘ)Dα′Zt
}
+ iσDα′Im(I−H)DtΘ
Let us define the real valued variable J1 as
J1 = DtA1 +A1
(
bα′ −Dα′Zt −Dα′Zt
)
+ σ∂α′Re(I−H)
{
(|Dα′ |+ iReΘ)Dα′Zt
}
− σ∂α′Im(I−H)DtΘ
(36)
Using this we get
Zttt + i
A1
Z,α′
Dα′Zt − iσDα′(|Dα′ |+ iReΘ)Dα′Zt = −σ(Dα′Zt)Dα′Θ− i J1
Z,α′
(37)
We modify this equation slightly to get an equation appropriate for the computation of the lower
order term in the energy. Rewrite the above equation as
Zttt + i
A1
Z,α′
Dα′Zt − iσDα′
{(
|Dα′ | 1
Z ,α′
)
Zt,α′ +
1
Z,α′
|Dα′ |Zt,α′
}
= −σ(Dα′Zt)Dα′Θ− σDα′
{
(ReΘ)Dα′Zt
}− i J1
Z,α′
Multiply by Z,α′ and rearrange to get
ZtttZ,α′ + iA1Dα′Zt − iσ∂α′
(
1
Z ,α′
|Dα′ |Zt,α′
)
= iσ∂α′
{(
|Dα′ | 1
Z ,α′
)
Zt,α′
}
− σ(Dα′Zt)∂α′Θ− σ∂α′
{
(ReΘ)Dα′Zt
}− iJ1 (38)
This equation gives rise to the energy Eσ,1 in the energy estimate.
4.2. Equation for Dα′Zt
Apply Dα′ to the equation (37) and use commutator identities to get
D2tDα′Zt + i
A1
|Z,α′ |2
∂α′Dα′Zt − iσDα′Dα′(|Dα′ |+ iReΘ)Dα′Zt
= −(Dα′Zt)Dα′Ztt − 2(Dα′Zt)(DtDα′Zt)− iDα′
(
A1
Z,α′
)
(Dα′Zt)
− σDα′{(Dα′Zt)Dα′Θ} − i
(
Dα′
1
Z,α′
)
J1 − i|Z,α′ |2
∂α′J1
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Observe from (12) that −(Dα′Zt)Dα′
(
Ztt + i
A1
Z,α′
)
= −σ(Dα′Zt)Dα′Dα′Θ. Hence we get
D2tDα′Zt + i
A1
|Z,α′ |2
∂α′Dα′Zt − iσDα′Dα′(|Dα′ |+ iReΘ)Dα′Zt
= −2(Dα′Zt)(DtDα′Zt)− 2σRe(Dα′Zt)Dα′Dα′Θ− σ(Dα′Dα′Zt)Dα′Θ
− i
(
Dα′
1
Z,α′
)
J1 − i|Z,α′ |2
∂α′J1
Now
Dα′Dα′ =
1
Z,α′
∂α′
( |Z,α′ |
Z,α′
|Dα′ |
)
=
(
1
Z ,α′
∂α′
|Z,α′ |
Z,α′
)
|Dα′ |+ |Dα′ |2 = (|Dα′ | − iReΘ)|Dα′ | (39)
Hence Dα′Dα′(|Dα′ |+ iReΘ)
= (|Dα′ | − iReΘ)|Dα′ |(|Dα′ |+ iReΘ)
= (|Dα′ | − iReΘ)(|Dα′ |+ iReΘ)|Dα′ |+ (|Dα′ | − iReΘ)(iRe(|Dα′ |Θ))
=
(
|Dα′ |2 + iRe(|Dα′ |Θ) + (ReΘ)2
)
|Dα′ |+ iRe
(
|Dα′ |2Θ
)
+ iRe(|Dα′ |Θ)|Dα′ |
+ (ReΘ)Re(|Dα′ |Θ)
= |Dα′ |3 +
(
2iRe(|Dα′ |Θ) + (ReΘ)2
)
|Dα′ |+ iRe
(
|Dα′ |2Θ
)
+ (ReΘ)Re(|Dα′ |Θ)
Therefore Dα′Dα′(|Dα′ |+ iReΘ) ≈ |Dα′ |3. Hence we get the main equation for Dα′Zt(
D2t + i
A1
|Z,α′ |2
∂α′ − iσ|Dα′ |3
)
Dα′Zt = R1 − i
(
Dα′
1
Z,α′
)
J1 − i 1|Z,α′ |2
∂α′J1 (40)
where
R1 = −2(Dα′Zt)(DtDα′Zt)− 2σRe(Dα′Zt)Dα′Dα′Θ− σ(Dα′Dα′Zt)Dα′Θ
+ iσ
(
2iRe(|Dα′ |Θ) + (ReΘ)2
)
|Dα′ |Dα′Zt − σRe
(
|Dα′ |2Θ
)
Dα′Zt
+ iσ(ReΘ)(Re(|Dα′ |Θ))Dα′Zt
(41)
and J1 was defined in (36). This equation gives rise to the energy Eσ,4 in the energy estimate.
4.3. Equation for Zt,α′
Multiply the equation for Dα′Zt in (40) by Z,α′ to get the equation(
D2t + i
A1
|Z,α′ |2
∂α′ − iσ|Dα′ |3
)
Zt,α′
= R1Z,α′ − i
(
∂α′
1
Z,α′
)
J1 − iDα′J1 − Z ,α′
[
D2t + i
A1
|Z,α′ |2
∂α′ − iσ|Dα′ |3, 1
Z ,α′
]
Zt,α′
(42)
This equation gives rise to the energy Eσ,2 in the energy estimate. This equation will also be
useful to get estimates for the term Dα′J1.
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4.4. Equation for Θ
Apply Dα′ to the fundamental equation (12) and use Dα′Dα′ = (|Dα′ | − iReΘ)|Dα′ | from (39)
to obtain
DtDα′Zt + iDα′
(
A1
Z,α′
)
− σ(|Dα′ | − iReΘ)|Dα′ |Θ = −
(
Dα′Zt
)2
Now applying the operator i(|Dα′ |+ iReΘ) we obtain
i(|Dα′ |+ iReΘ)DtDα′Zt − |Dα′ |Dα′
(
A1
Z,α′
)
− iσ(|Dα′ |+ iReΘ)(|Dα′ | − iReΘ)|Dα′ |Θ
= −2i(Dα′Zt)(|Dα′ |Dα′Zt)+ (ReΘ){(Dα′Zt)2 + iDα′( A1
Z,α′
)}
Observe that
(|Dα′ |+ iReΘ)(|Dα′ | − iReΘ)|Dα′ |Θ = |Dα′ |3Θ− iRe(|Dα′ |Θ)|Dα′ |Θ+ (ReΘ)2|Dα′ |Θ
Hence we get
i(|Dα′ |+ iReΘ)DtDα′Zt − |Dα′ |Dα′
(
A1
Z,α′
)
− iσ|Dα′ |3Θ
= −2i(Dα′Zt)(|Dα′ |Dα′Zt)+ (ReΘ){(Dα′Zt)2 + iDα′( A1
Z,α′
)
+ iσ(ReΘ)|Dα′ |Θ
}
+ σRe(|Dα′ |Θ)|Dα′ |Θ
Now recall from (32) that Θ = i
Z,α′
|Z,α′ |∂α′
1
Z,α′
− iRe(I−H)
(
Z,α′
|Z,α′ |∂α′
1
Z,α′
)
. Therefore
−|Dα′ |Dα′
(
A1
Z,α′
)
= −|Dα′ |
{
A1
|Z,α′ |
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)
+
1
|Z,α′ |2
∂α′A1
}
= i
A1
|Z,α′ |2
∂α′Θ− A1|Z,α′ |2
∂α′Re(I−H)
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)
−
(
|Dα′ | A1|Z,α′ |
)(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)
− |Dα′ |
(
1
|Z,α′ |2
∂α′A1
)
Hence we have
i(|Dα′ |+ iReΘ)DtDα′Zt + i A1|Z,α′ |2
∂α′Θ− iσ|Dα′ |3Θ
= −2i(Dα′Zt)(|Dα′ |Dα′Zt)+ (ReΘ){(Dα′Zt)2 + iDα′( A1
Z,α′
)
+ iσ(ReΘ)|Dα′ |Θ
}
+ σRe(|Dα′ |Θ)|Dα′ |Θ+
(
|Dα′ | A1|Z,α′ |
)(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)
+ |Dα′ |
(
1
|Z,α′ |2
∂α′A1
)
+
A1
|Z,α′ |2
∂α′Re(I−H)
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)
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Recall from (35) that
D2tΘ = i(|Dα′ |+ iReΘ)DtDα′Zt − iRe(I−H)
{
(|Dα′ |+ iReΘ)DtDα′Zt
}
+ iIm(I−H)D2tΘ
+ (I+H)Im
{
Re(Dα′Zt)|Dα′ |Dα′Zt − iRe(DtΘ)Dα′Zt
}
Hence replacing the term i(|Dα′ | + iReΘ)DtDα′Zt in the equation with D2tΘ we get our main
equation as (
D2t + i
A1
|Z,α′ |2
∂α′ − iσ|Dα′ |3
)
Θ = R2 + iJ2 (43)
where
R2 = −2i
(
Dα′Zt
)(|Dα′ |Dα′Zt)+ (ReΘ){(Dα′Zt)2 + iDα′( A1
Z,α′
)
+ iσ(ReΘ)|Dα′ |Θ
}
+ σRe(|Dα′ |Θ)|Dα′ |Θ+
(
|Dα′ | A1|Z,α′ |
)(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)
+ |Dα′ |
(
1
|Z,α′ |2
∂α′A1
)
+ (I+ H)Im
{
Re(Dα′Zt)|Dα′ |Dα′Zt − iRe(DtΘ)Dα′Zt
}
+
A1
|Z,α′ |2
∂α′Re(I−H)
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)
(44)
J2 = Im(I−H)
(
D2tΘ
)− Re(I−H){(|Dα′ |+ iReΘ)DtDα′Zt} (45)
Note that the variable J2 is real valued. This equation gives rise to the energy Eσ,3 in the energy
estimate.
5. Main apriori estimate
We now describe our main apriori estimate. Define
Eσ,0 =
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥2
∞
+
∥∥∥∥σ 16 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥6
2
+
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥2
2
+
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂2α′
1
Z,α′
∥∥∥∥∥
2
2
Eσ,1 =
∥∥(Ztt − i)Z,α′∥∥2H˙ 12 + ∥∥∥√A1Zt,α′∥∥∥22 +
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂α′Zt,α′
∥∥∥∥∥
2
2
Eσ,2 =
∥∥DtZt,α′∥∥22 + ∥∥∥∥√A1 Zt,α′|Z,α′ |
∥∥∥∥2
H˙
1
2
+
∥∥∥∥∥ σ
1
2
|Z,α′ |
3
2
∂α′Zt,α′
∥∥∥∥∥
2
H˙
1
2
Eσ,3 = ‖DtΘ‖22 +
∥∥∥∥√A1 Θ|Z,α′ |
∥∥∥∥2
H˙
1
2
+
∥∥∥∥∥ σ
1
2
|Z,α′ |
3
2
∂α′Θ
∥∥∥∥∥
2
H˙
1
2
Eσ,4 =
∥∥DtDα′Zt∥∥2H˙ 12 + ∥∥∥√A1|Dα′ |Dα′Zt∥∥∥22 +
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂α′ |Dα′ |Dα′Zt
∥∥∥∥∥
2
2
Eσ = Eσ,0 + Eσ,1 + Eσ,2 + Eσ,3 + Eσ,4
Observe that the variables used above are all very natural. Zt and Ztt are the velocity and
acceleration on the boundary respectively, Θ is twice the holomorphic projection of the curvature
andDα′Zt is related to the material derivative of the angle by the relation Im
(
Dα′Zt
)
= −(∂tθ)◦h−1
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from (21). The weight 1|Z,α′ | is related to the Taylor sign condition from (10). The energies Eσ,i
for 1 ≤ i ≤ 4 are obtained from the quasilinear equations derived in §4 whereas the energy Eσ,0 is
added as a lower order term. For σ = 0, the energies Eσ,3 and Eσ,4 are equivalent, but for σ > 0
the energy Eσ,4 is higher order than Eσ,3.
Theorem 5.1. Let σ ≥ 0 and let (Z,Zt)(t) be a smooth solution to (13) in [0, T ] for T > 0, such
that for all s ≥ 3 we have (Z,α′ − 1, 1Z,α′ − 1, Zt) ∈ L
∞([0, T ], Hs+
1
2 (R)×Hs+ 12 (R)×Hs(R)). Then
supt∈[0,T ]Eσ(t) < ∞ and there exists a polynomial P with universal non-negative coefficients such
that for all t ∈ [0, T ) we have
dEσ(t)
dt
≤ P (Eσ(t))
Remark 5.2. We mention a minor technical point in the statement of the theorem. The energy Eσ,0
contains a term which is the L∞ norm of a function and hence may not in general be differentiable
in time even for smooth solutions. Hence for this term we replace the time derivative by the upper
Dini derivative lim sups→0+
‖f(t+s)‖
∞
−‖f(t)‖
∞
s
This theorem along with Theorem 7.8 will allow us to prove Theorem 3.1. The above result is
an extension of the apriori energy estimate obtained by Kinsey and Wu [22] to the case of non-zero
surface tension. Note that the hypothesis of the theorem easily implies that supt∈[0,T ]Eσ(t) < ∞.
This can also be seen from Proposition 6.1 and Lemma 6.2. The rest of the section is devoted to
proving the apriori estimate.
In this section whenever we write f ∈ L2, what we mean is that there exists a universal polynomial
P with nonnegative coefficients such that ‖f‖2 ≤ P (Eσ). Similar definitions for f ∈ H˙
1
2 or f ∈ L∞.
We define the norm ‖f‖
L∞∩H˙
1
2
= ‖f‖∞ + ‖f‖H˙ 12 . We also define two new spaces C and W :
(1) If w ∈ L∞ and |Dα′ |w ∈ L2, then we say w ∈ W . Define
‖w‖W = ‖w‖∞ + ‖|Dα′ |w‖2
(2) If f ∈ H˙ 12 and f |Z,α′ | ∈ L2, then we say f ∈ C. Define
‖f‖C = ‖f‖H˙ 12 +
(
1 +
∥∥∥∥∂α′ 1|Z,α′ |
∥∥∥∥
2
)
‖f |Z,α′ |‖2
We also define the norm ‖f‖W∩C = ‖f‖W+‖f‖C . The reason for the introduction of these spaces
is that we will frequently have situations where f ∈ H˙ 12 , w ∈ L∞ and we want fw ∈ H˙ 12 . We will
also have situations where f ∈ H˙ 12 , g|Z,α′ | ∈ L2 and we want fg|Z,α′ | ∈ L2. Clearly these are not
true in general but in special cases this can be proved and the following lemma addresses this issue
for a majority of the situations we encounter.
Lemma 5.3. The following properties hold for the spaces W and C
(1) If w1, w2 ∈ W, then w1w2 ∈ W. Moreover ‖w1w2‖W ≤ ‖w1‖W‖w2‖W
(2) If f ∈ C and w ∈ W, then fw ∈ C. Moreover ‖fw‖C . ‖f‖C‖w‖W
(3) If f, g ∈ C, then fg|Z,α′ | ∈ L2. Moreover ‖fg|Z,α′ |‖2 . ‖f‖C‖g‖C
In the lemma and in the definitions of C andW , the function 1|Z,α′ | is used as a weight but there
is nothing special about this function. We can define similar spaces and prove the lemma for any
weight. The only property used of the weight is that
∥∥∥∂α′ 1|Z,α′ |
∥∥∥
2
<∞. See Proposition 9.12 in the
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appendix for more details and for the proof of the lemma. In our case we are able to use the weight
1
|Z,α′ | as
∥∥∥∂α′ 1|Z,α′ |
∥∥∥
2
is controlled by the energy Eσ.
In this section we will sometimes use the function Z
1/2
,α′ . This is defined as
Z
1/2
,α′ = e
1
2
log(Z,α′) where log(Z,α′)→ 0 as |α′| → ∞
Note that there is no ambiguity in the definition of log(Z,α′) as it is continuous and we have fixed
its value at infinity. We also use the following notation
[f1, f2; f3](α
′) =
1
iπ
∫ (
f1(α
′)− f1(β′)
α′ − β′
)(
f2(α
′)− f2(β′)
α′ − β′
)
f3(β
′) dβ′
This notation will be used in some of the computations later on in the section.
5.1. Quantities controlled by Eσ
Now we come to main part of the section. Here we control all the important terms controlled by
the energy Eσ. We will frequently use the estimates proved in the appendix to control the terms
such as Proposition 9.7, Proposition 9.8, Proposition 9.9 and Proposition 9.10.
For σ = 0 the energy Eσ is lower order as compared to the energy in Kinsey-Wu [22] by half
weighted spacial derivative. In particular we do not have control of Dα′Ztt ∈ L∞ which was heavily
used in Kinsey-Wu [22] but we only have Dα′Ztt ∈ H˙ 12 . Because of this, the energy estimate
becomes much more subtle even in the case of σ = 0, and we need to prove stronger control of
existing terms. For e.g. in [22] it is shown that A1, Dα′Zt, bα′ ,
1
|Z,α′ |2 ∂α′A1 ∈ L
∞ and we show that
in fact A1, Dα′Zt, bα′ ,
1
|Z,α′ |2 ∂α′A1 ∈ L
∞ ∩ H˙ 12 . Most of the terms for the σ = 0 case controlled
here in H˙
1
2 are new. Of course estimates for terms involving surface tension are also all new.
1) Zt,α′ ∈ L2, |Dα′ |Dα′Zt ∈ L2
Proof: This is true as A1 ≥ 1 and as Eσ,1 and Eσ,4 are part of the energy
2) A1 ∈ L∞ ∩ H˙ 12
Proof: Recall that A1 = 1− Im[Zt,H]Zt,α′ and hence
‖A1‖∞ ≤ 1 + ‖[Zt,H]Zt,α′‖∞ . 1 + ‖Zt,α′‖22
by Proposition 9.8. Similarly by Proposition 9.8 and Sobolev embedding we have
‖A1‖
H˙
1
2
≤
∥∥|∂α′ | 12 [Zt,H]Zt,α′∥∥2 . ∥∥|∂α′ | 12Zt∥∥BMO‖Zt,α′‖2 . ‖Zt,α′‖22
3) ∂α′
1
Z,α′
∈ L2, ∂α′ 1|Z,α′ | ∈ L
2, |Dα′ |ω ∈ L2 and hence ω ∈ W
Proof: Observe that ∂α′
1
Z,α′
∈ L2 as it is part of the energy Eσ,0. From (20) we easily get that
∂α′
1
|Z,α′ | and |Dα
′ |ω are in L2. Also as ‖ω‖∞ = 1 and |Dα′ |w ∈ L2 we get that w ∈ W . Now
that we have shown that ∂α′
1
|Z,α′ | ∈ L
2, we can use Lemma 5.3 from now on.
26 SIDDHANT AGRAWAL
4) Dα′Zt ∈ L∞, |Dα′ |Zt ∈ L∞, Dα′Zt ∈ L∞
Proof: We only need to prove that Dα′Zt ∈ L∞ and the rest follows. Observe that
∂α′
(
Dα′Zt
)2
= 2(Zt,α′)
(
Dα′Dα′Zt
)
As Dα′Zt decays at infinity, by integrating we get∥∥(Dα′Zt)2∥∥∞ . ∫ ∣∣Zt,α′ ∣∣∣∣Dα′Dα′Zt∣∣ dα′ . ∥∥Zt,α′∥∥L2∥∥|Dα′ |Dα′Zt∥∥L2
Hence
∥∥Dα′Zt∥∥∞ .√∥∥Zt,α′∥∥L2∥∥|Dα′ |Dα′Zt∥∥L2
5) D2α′Zt ∈ L2, |Dα′ |2Zt ∈ L2, D2α′Zt ∈ L2
Proof: We already know that |Dα′ |Dα′Zt ∈ L2 and hence D2α′Zt ∈ L2. Now
D2α′Zt = Dα′
(
ω|Dα′ |Zt
)
= (Dα′ω)|Dα′ |Zt + ω2|Dα′ |2Zt
Now observe that |Dα′ |ω ∈ L2 and |Dα′ |Zt ∈ L∞ and hence the first term is in L2. Hence we
have |Dα′ |2Zt ∈ L2. A similar argument works for the rest.
6) Dα′Zt ∈ W ∩ C, |Dα′ |Zt ∈ W ∩ C, Dα′Zt ∈ W ∩ C
Proof: We will first prove Dα′Zt ∈ W ∩ C . Observe that Dα′Zt ∈ L∞, |Dα′ |Dα′Zt ∈ L2 and
hence we have Dα′Zt ∈ W . Now as Dα′Zt is holomorphic i.e. HDα′Zt = Dα′Zt we see that
|∂α′ |Dα′Zt = i∂α′Dα′Zt. Hence we have∥∥Dα′Zt∥∥2H˙ 12 = ∫ (Dα′Zt)(|∂α′ |Dα′Zt) dα′ = i ∫ (Zt,α′)(Dα′Dα′Zt) dα′
Hence
∥∥Dα′Zt∥∥
H˙
1
2
.
√∥∥Zt,α′∥∥L2∥∥|Dα′ |Dα′Zt∥∥L2 . Also as (Dα′Zt)|Z,α′ | = ωZt,α′ ∈ L2, we
have Dα′Zt ∈ C. Now as |Dα′ |Zt = (Dα′Zt)ω we have
∥∥|Dα′ |Zt∥∥W∩C . ∥∥Dα′Zt∥∥W∩C‖ω‖W
by Lemma 5.3. The rest are proved similarly.
7) ∂α′PA
(
Zt
Z,α′
)
∈ L∞
Proof: We see that 2∂α′PA
( Zt
Z,α′
)
= (I−H)(Dα′Zt) + (I−H)
(
Zt∂α′
1
Z,α′
)
= 2Dα′Zt − (I+H)(Dα′Zt) + (I−H)
(
Zt∂α′
1
Z,α′
)
= 2Dα′Zt +
[
1
Z,α′
,H
]
Zt,α′ + [Zt,H]∂α′
1
Z,α′
Hence
∥∥∥∂α′PA( Zt
Z,α′
)∥∥∥
∞
. ‖Dα′Zt‖∞ +
∥∥Zt,α′∥∥2∥∥∥∂α′ 1Z,α′
∥∥∥
2
by Proposition 9.8
8) |Dα′ |A1 ∈ L2 and hence A1 ∈ W ,
√
A1 ∈ W , 1
A1
∈ W , 1√
A1
∈ W
Proof: Observe that |Dα′ |A1 = Re
{
ω
Z,α′
(I−H)∂α′A1
}
= Re{ω(I−H)Dα′A1} − Re
{
ω
[
1
Z,α′
,H
]
∂α′A1
}
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Using the formula of A1 from (24) we see that
(I−H)Dα′A1 = i(I−H)
(
(Dα′Zt)Zt,α′
)
+ i(I−H)
(
Zt
Z,α′
∂α′Zt,α′
)
= i(I−H)((Dα′Zt)Zt,α′)+ i[PA( Zt
Z,α′
)
,H
]
∂α′Zt,α′
Hence using Proposition 9.8 we have
‖|Dα′ |A1‖2 . ‖(I−H)Dα′A1‖2 +
∥∥∥∂α′ 1
Z,α′
∥∥∥
2
‖A1‖∞
. ‖Dα′Zt‖∞
∥∥Zt,α′∥∥2 + ∥∥∥∂α′PA( ZtZ,α′
)∥∥∥
∞
∥∥Zt,α′∥∥2 + ∥∥∥∂α′ 1Z,α′
∥∥∥
2
‖A1‖∞
Now as A1 ∈ L∞ and |Dα′ |A1 ∈ L2, we have that A1 ∈ W . Similarly using the fact that
A1 ≥ 1, we easily get that
√
A1 ∈ W , 1
A1
∈ W , 1√
A1
∈ W
9) Θ ∈ L2, DtΘ ∈ L2
Proof: Using (32) and the fact that the Hilbert transform is bounded on L2, we easily see that
‖Θ‖2 .
∥∥∥∂α′ 1
Z,α′
∥∥∥
2
. We have DtΘ ∈ L2 as it part of the energy Eσ,3
10)
Θ
|Z,α′ | ∈ C
Proof: We know from Eσ,3 that
√
A1
|Z,α′ |Θ ∈ H˙
1
2 . Now as ‖
√
A1Θ‖2 . ‖A1‖
1
2
∞‖Θ‖2 we now have
√
A1
|Z,α′ |Θ ∈ C. Hence we get
∥∥∥∥ Θ|Z,α′ |
∥∥∥∥
C
.
∥∥∥∥ √A1|Z,α′ |Θ
∥∥∥∥
C
∥∥∥∥ 1√A1
∥∥∥∥
W
from Lemma 5.3
11) Dα′
1
Z,α′
∈ C, |Dα′ | 1
Z,α′
∈ C, |Dα′ | 1|Z,α′ | ∈ C,
1
|Z,α′ |2
∂α′ω ∈ C
Proof: Observe from (32) that
Θ
|Z,α′ | = i
Z,α′
|Z,α′ |2
∂α′
1
Z,α′
− iRe
{
1
|Z,α′ | (I−H)
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)}
= iDα′
1
Z,α′
+ iRe
{[
1
|Z,α′ | ,H
](
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)}
− iRe
{[
1
Z,α′
,H
](
∂α′
1
Z,α′
)}
Hence
∥∥∥Dα′ 1
Z,α′
∥∥∥
H˙
1
2
.
∥∥∥∥ Θ|Z,α′ |
∥∥∥∥
H˙
1
2
+
∥∥∥∂α′ 1
Z,α′
∥∥∥2
2
from Proposition 9.8 which implies that
Dα′
1
Z,α′
∈ C. As ω ∈ W , by Lemma 5.3 we get Dα′ 1
Z,α′
∈ C and |Dα′ | 1
Z,α′
∈ C. Observe that
Re
(
Dα′
1
Z,α′
)
= |Dα′ | 1|Z,α′ | Im
(
Dα′
1
Z,α′
)
= i
(
ω
|Z,α′ |2
∂α′ω
)
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Hence |Dα′ | 1|Z,α′ | ∈ C and
ω
|Z,α′ |2
∂α′ω ∈ C. Now again using ω ∈ W and Lemma 5.3 we easily
obtain
1
|Z,α′ |2
∂α′ω ∈ C
12)
1
|Z,α′ |2
∂α′A1 ∈ L∞ ∩ H˙ 12 and hence 1|Z,α′ |2
∂α′A1 ∈ C
Proof: Observe that
1
|Z,α′ |2
∂α′A1 = Re
{
ω2ω2
|Z,α′ | (I−H)|Dα
′ |A1
}
and hence we first show that
ω2
|Z,α′ | (I−H)|Dα
′ |A1 ∈ L∞ ∩ C. Now
ω2
|Z,α′ | (I −H)|Dα
′ |A1 = (I−H)
(
1
Z2,α′
∂α′A1
)
−
[
ω2
|Z,α′ | ,H
]
|Dα′ |A1
Using the formula of A1 from (24) we see that
(I−H)
(
1
Z2,α′
∂α′A1
)
= i(I−H)
{(
Zt,α′
Z2,α′
)
Zt,α′
}
+ i(I−H)
{
Zt
(
1
Z2,α′
∂α′Zt,α′
)}
= i
[
Zt,α′
Z2,α′
,H
]
Zt,α′ + i[Zt,H]
(
1
Z2,α′
∂α′Zt,α′
)
Hence from Proposition 9.8 we have∥∥∥∥ ω2|Z,α′ | (I−H)|Dα′ |A1
∥∥∥∥
L∞∩H˙
1
2
.
∥∥Zt,α′∥∥2
(∥∥∥∥∂α′ Zt,α′Z2,α′
∥∥∥∥
2
+
∥∥∥∥ 1Z2,α′ ∂α′Zt,α′
∥∥∥∥
2
)
+
∥∥∥∂α′ 1
Z,α′
∥∥∥
2
‖|Dα′ |A1‖2
and as |Dα′ |A1 ∈ L2, we have ω
2
|Z,α′ | (I−H)|Dα
′ |A1 ∈ L∞ ∩ C. Now using the fact that ω ∈ W
and Lemma 5.3, we can conclude that
1
|Z,α′ |2
∂α′A1 ∈ L∞ ∩ C.
13)
1
|Z,α′ |3
∂2α′A1 ∈ L2, |Dα′ |
(
1
|Z,α′ |2
∂α′A1
)
∈ L2 and hence 1|Z,α′ |2
∂α′A1 ∈ W
Proof: Observe that |Dα′ |
(
1
|Z,α′ |2
∂α′A1
)
= Re
{
ω3ω3
|Z,α′ | (I−H)∂α
′
(
1
|Z,α′ |2
∂α′A1
)}
and hence
it is enough to show that
ω3
|Z,α′ | (I− H)∂α
′
(
1
|Z,α′ |2
∂α′A1
)
∈ L2. Now
ω3
|Z,α′ | (I−H)∂α
′
(
1
|Z,α′ |2
∂α′A1
)
= (I−H)
{
ω2Dα′
(
1
|Z,α′ |2
∂α′A1
)}
−
[
ω3
|Z,α′ | ,H
]
∂α′
(
1
|Z,α′ |2
∂α′A1
)
= (I−H)
{
Dα′
(
1
Z2,α′
∂α′A1
)
− 2
(
ω
|Z,α′ |2
∂α′A1
)
(Dα′ω)
}
−
[
ω3
|Z,α′ | ,H
]
∂α′
(
1
|Z,α′ |2
∂α′A1
)
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Using the formula of A1 from (24) we see that
(I−H)
{
Dα′
(
1
Z2,α′
∂α′A1
)}
= i(I−H)
{
Dα′
{(
Zt,α′
Z2,α′
)
Zt,α′ + Zt
(
1
Z2,α′
∂α′Zt,α′
)}}
= i(I−H)
{(
∂α′
Zt,α′
Z2,α′
)(
Dα′Zt
)
+ 2(Dα′Zt)
(
1
Z2,α′
∂α′Zt,α′
)}
+ i
[
PA
(
Zt
Z,α′
)
,H
]
∂α′
(
1
Z2,α′
∂α′Zt,α′
)
Hence from Proposition 9.8 we have∥∥∥∥|Dα′ |( 1|Z,α′ |2 ∂α′A1
)∥∥∥∥
2
.
∥∥∥∥ 1Z2,α′ ∂α′Zt,α′
∥∥∥∥
2
(
‖Dα′Zt‖∞ +
∥∥∥∂α′PA( Zt
Z,α′
)∥∥∥
∞
)
+
∥∥∥∥∂α′ Zt,α′Z2,α′
∥∥∥∥
2
∥∥Dα′Zt∥∥∞ + ∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
∥∥∥∥ 1|Z,α′ |2 ∂α′A1
∥∥∥∥
∞
Now the other term is easily controlled∥∥∥∥ 1|Z,α′ |3 ∂2α′A1
∥∥∥∥
2
.
∥∥∥∥∂α′ 1|Z,α′ |
∥∥∥∥
2
∥∥∥∥ 1|Z,α′ |2 ∂α′A1
∥∥∥∥
∞
+
∥∥∥∥|Dα′ |( 1|Z,α′ |2 ∂α′A1
)∥∥∥∥
2
As
1
|Z,α′ |2
∂α′A1 ∈ L∞ and |Dα′ |
(
1
|Z,α′ |2
∂α′A1
)
∈ L2 we get that 1|Z,α′ |2
∂α′A1 ∈ W .
14) bα′ ∈ L∞ ∩ H˙ 12 and H(bα′) ∈ L∞ ∩ H˙ 12
Proof: Using the formula of bα′ from (25) we see that
(I−H)bα′ = (I−H)
(
Zt,α′
Z,α′
)
+ [Zt,H]
(
∂α′
1
Z,α′
)
=
[
1
Z,α′
,H
]
Zt,α′ + 2Dα′Zt + [Zt,H]
(
∂α′
1
Z,α′
) (46)
Hence ‖(I−H)bα′‖
L∞∩H˙
1
2
.
∥∥Zt,α′∥∥2∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
+ ‖Dα′Zt‖
L∞∩H˙
1
2
from Proposition 9.8. As
bα′ is real valued, this implies bα′ ∈ L∞ ∩ H˙ 12 and H(bα′) ∈ L∞ ∩ H˙ 12
15) |Dα′ |bα′ ∈ L2 and hence bα′ ∈ W
Proof: Observe that
|Dα′ |bα′ = Re
{
ω
Z,α′
(I−H)∂α′bα′
}
= Re{ω(I−H)Dα′bα′} − Re
{
ω
[
1
Z,α′
,H
]
∂α′bα′
}
Using the formula of bα′ from (25) we see that
(I−H)Dα′bα′ = (I−H)
{
D2α′Zt + (Dα′Zt)
(
∂α′
1
Z,α′
)
+
Zt
Z,α′
∂α′
(
∂α′
1
Z,α′
)}
= (I−H)
{
D2α′Zt + (Dα′Zt)
(
∂α′
1
Z,α′
)}
+
[
PA
(
Zt
Z,α′
)
,H
]
∂α′
(
∂α′
1
Z,α′
)
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Hence ‖|Dα′ |bα′‖2 .
∥∥D2α′Zt∥∥2+∥∥∥∂α′ 1Z,α′
∥∥∥
2
{
‖Dα′Zt‖∞ +
∥∥∥∂α′PA( Zt
Z,α′
)∥∥∥
∞
+ ‖bα′‖∞
}
from
Proposition 9.8
16) ∂α′Dt
1
Z,α′
∈ L2, Dt∂α′ 1
Z,α′
∈ L2
Proof: Recall from (29) that Dt
1
Z,α′
=
1
Z,α′
(bα′ −Dα′Zt) and hence
∂α′Dt
1
Z,α′
=
(
∂α′
1
Z,α′
)
(bα′ −Dα′Zt) +Dα′bα′ −D2α′Zt
Hence
∥∥∥∂α′Dt 1
Z,α′
∥∥∥
2
.
∥∥∥∂α′ 1
Z,α′
∥∥∥
2
(‖bα′‖∞ + ‖Dα′Zt‖∞) + ‖|Dα′ |bα′‖2 +
∥∥D2α′Zt∥∥2. Similarly
we have
∥∥∥Dt∂α′ 1
Z,α′
∥∥∥
2
.
∥∥∥∂α′Dt 1
Z,α′
∥∥∥
2
+ ‖bα′‖∞
∥∥∥∂α′ 1
Z,α′
∥∥∥
2
17) Ztt,α′ ∈ L2
Proof: From Eσ,2 we have that DtZt,α′ ∈ L2. Hence
∥∥Ztt,α′∥∥2 . ∥∥DtZt,α′∥∥2 + ‖bα′‖∞∥∥Zt,α′∥∥2
18) Dα′Ztt ∈ C, |Dα′ |Ztt ∈ C, DtDα′Zt ∈ C and Dt|Dα′ |Zt ∈ C
Proof: From Eσ,4 we have that DtDα′Zt ∈ H˙ 12 . Observe that
DtDα′Zt = Dα′Ztt − (Dα′Zt)2
and as Dα′Zt ∈ C ∩W , by using Lemma 5.3 we get that (Dα′Zt)2 ∈ C. Hence Dα′Ztt ∈ H˙ 12 .
As Ztt,α′ ∈ L2 we get that Dα′Ztt ∈ C. By again using the equation above, we get that
DtDα′Zt ∈ C. By using ω ∈ W and that Dα′Ztt ∈ C in Lemma 5.3, we obtain |Dα′ |Ztt ∈ C.
Now observe that
Dt|Dα′ |Zt = |Dα′ |Ztt − Re(Dα′Zt)|Dα′ |Zt
As Dα′Zt ∈ C we get that Re(Dα′Zt) ∈ C. Also as |Dα′ |Zt ∈ W , using Lemma 5.3 we obtain
Re(Dα′Zt)|Dα′ |Zt ∈ C. Hence Dt|Dα′ |Zt ∈ C.
19) DtA1 ∈ L∞ ∩ H˙ 12
Proof: Recall that A1 = 1− Im[Zt,H]Zt,α′ . This implies from Proposition 9.1
DtA1 = −Im
{
[Ztt,H]Zt,α′ + [Zt,H]Ztt,α′ −
[
b, Zt;Zt,α′
]}
Hence ‖DtA1‖
L∞∩H˙
1
2
.
∥∥Zt,α′∥∥2∥∥Ztt,α′∥∥2 + ‖bα′‖∞∥∥Zt,α′∥∥22 from Proposition 9.8 and Propo-
sition 9.10.
20) Dt(bα′ −Dα′Zt −Dα′Zt) ∈ L∞ ∩ H˙ 12 and hence Dtbα′ ∈ H˙ 12 , ∂α′Dtb ∈ H˙ 12
Proof: Using the formula of bα′ from (25) we see that
bα′ −Dα′Zt −Dα′Zt = Zt
(
∂α′
1
Z,α′
)
−Dα′Zt − i∂α′(I+H)
{
Im
(
Zt
Z,α′
)}
Observe that (bα′ −Dα′Zt −Dα′Zt) is real valued and hence by applying Re(I−H) we get
bα′ −Dα′Zt −Dα′Zt = Re
{
[Zt,H]
(
∂α′
1
Z,α′
)
−
[
1
Z,α′
,H
]
Zt,α′
}
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Applying Dt and using Proposition 9.1 we obtain
Dt(bα′ −Dα′Zt −Dα′Zt) = Re
{
[Ztt,H]
(
∂α′
1
Z,α′
)
+ [Zt,H]
(
∂α′Dt
1
Z,α′
)
−
[
b, Zt; ∂α′
1
Z,α′
]
−
[
Dt
1
Z ,α′
,H
]
Zt,α′ −
[
1
Z ,α′
,H
]
Ztt,α′ +
[
b,
1
Z ,α′
;Zt,α′
]}
Hence from Proposition 9.8 and Proposition 9.10 we get∥∥Dt(bα′ −Dα′Zt −Dα′Zt)∥∥
L∞∩H˙
1
2
.
∥∥Ztt,α′∥∥2∥∥∥∂α′ 1Z,α′
∥∥∥
2
+
∥∥Zt,α′∥∥2∥∥∥∥∂α′Dt 1Z,α′
∥∥∥∥
2
+ ‖bα′‖∞
∥∥Zt,α′∥∥2∥∥∥∂α′ 1Z,α′
∥∥∥
2
As DtDα′Zt ∈ C and DtDα′Zt ∈ C, we get that Dtbα′ ∈ H˙ 12 . Now as ∂α′Dtb = (bα′)2 +Dtbα′
we get ‖∂α′Dtb‖
H˙
1
2
. ‖bα′‖
H˙
1
2
‖bα′‖∞ + ‖Dtbα′‖H˙ 12
21) σ
1
2 |Z,α′ |
1
2 ∂α′
1
Z,α′
∈ L∞, σ 12 |Z,α′ |
1
2 ∂α′
1
|Z,α′ | ∈ L
∞,
σ
1
2
|Z,α′ |
1
2
∂α′ω ∈ L∞, σ 12 |Z,α′ |
1
2ReΘ ∈ L∞
Proof: σ
1
2 |Z,α′ |
1
2 ∂α′
1
Z,α′
∈ L∞ as it part of the energy Eσ,0. Using (20) we easily obtain
σ
1
2 |Z,α′ |
1
2 ∂α′
1
|Z,α′ | ∈ L
∞ and
σ
1
2
|Z,α′ |
1
2
∂α′ω ∈ L∞. Now from (20) we have ReΘ = −iDα′ω and
this implies that σ
1
2 |Z,α′ |
1
2ReΘ ∈ L∞
22) σ
1
6 |Z,α′ |
1
2 ∂α′
1
Z,α′
∈ L2, σ 16 |Z,α′ |
1
2 ∂α′
1
|Z,α′ | ∈ L
2,
σ
1
6
|Z,α′ |
1
2
∂α′ω ∈ L2
Proof: σ
1
6 |Z,α′ |
1
2 ∂α′
1
Z,α′
∈ L2 as it part of the energy Eσ,0. Again using (20) we can control
the other terms.
23) σ∂α′Θ ∈ H˙ 12
Proof: We first note that (Ztt − i)Z,α′ ∈ H˙ 12 as it part of the energy Eσ,1. But from the
fundamental equation (12) we get
(Ztt − i)Z,α′ = −iA1 + σ∂α′Θ
We have already proven that A1 ∈ H˙ 12 and hence σ∂α′Θ ∈ H˙ 12
24) σ
2
3 ∂α′Θ ∈ L2
Proof: As Θ ∈ L2 and σ∂α′Θ ∈ H˙ 12 we obtain the estimate from Lemma 9.4.
25) σ
2
3 ∂2α′
1
Z,α′
∈ L2, σ 23 ∂2α′
1
|Z,α′ | ∈ L
2,
σ
2
3
|Z,α′ |∂
2
α′ω ∈ L2, σ
2
3 ∂α′ |Dα′ |ω ∈ L2
Proof: Differentiating the equation (32) we get
σ
2
3 ∂α′Θ = iσ
2
3 ∂α′
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)
− iσ 23Re
{
∂α′
[
ω
Z
1/2
,α′
,H
](
Z
1/2
,α′ ∂α′
1
Z,α′
)}
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Hence from Proposition 9.8 we get∥∥∥∥σ 23 ∂α′( Z,α′|Z,α′ |∂α′ 1Z,α′
)∥∥∥∥
2
.
∥∥∥σ 23 ∂α′Θ∥∥∥
2
+
∥∥∥∥σ 12 ∂α′ ω
Z
1/2
,α′
∥∥∥∥
∞
∥∥∥∥σ 16Z1/2,α′ ∂α′ 1Z,α′
∥∥∥∥
2
From this and (20) we get∥∥∥∥σ 23 ∂2α′ 1Z,α′
∥∥∥∥
2
.
∥∥∥∥σ 23 ∂α′( Z,α′|Z,α′ |∂α′ 1Z,α′
)∥∥∥∥
2
+
∥∥∥∥ σ 12|Z,α′ | 12 ∂α′ω
∥∥∥∥
∞
∥∥∥∥σ 16 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥
2∥∥∥∥σ 23 ∂2α′ 1|Z,α′ |
∥∥∥∥
2
.
∥∥∥∥σ 23 ∂α′( Z,α′|Z,α′ |∂α′ 1Z,α′
)∥∥∥∥
2∥∥∥∥ σ 23|Z,α′ |∂2α′ω
∥∥∥∥
2
.
∥∥∥∥σ 23 ∂α′( Z,α′|Z,α′ |∂α′ 1Z,α′
)∥∥∥∥
2
+
∥∥∥∥ σ 12|Z,α′ | 12 ∂α′ω
∥∥∥∥
∞
∥∥∥∥σ 16 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥
2
and we easily obtain σ
2
3 ∂α′ |Dα′ |ω ∈ L2 from σ
2
3
|Z,α′ |∂
2
α′ω ∈ L2 and we have
∥∥∥σ 23 ∂α′ |Dα′ |ω∥∥∥
2
.
∥∥∥∥ σ 23|Z,α′ |∂2α′ω
∥∥∥∥
2
+
∥∥∥∥ σ 12|Z,α′ | 12 ∂α′ω
∥∥∥∥
∞
∥∥∥∥σ 16 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥
2
26) σ
1
3Θ ∈ L∞ ∩ H˙ 12
Proof: As Θ ∈ L2 and σ 23 ∂α′Θ ∈ L2 we have σ 13Θ ∈ H˙ 12 from Lemma 9.4. Now as Θ decays at
infinity we have∥∥σ 13Θ∥∥2
∞
=
∥∥σ 23Θ2∥∥
∞
. σ
2
3
∫ ∣∣∂α′(Θ2)∣∣ dα′ . ‖Θ‖2‖σ 23 ∂α′Θ‖2
27) σ
1
3 ∂α′
1
Z,α′
∈ L∞ ∩ H˙ 12 , σ 13 ∂α′ 1|Z,α′ | ∈ L
∞ ∩ H˙ 12 , σ 13 |Dα′ |ω ∈ L∞ ∩ H˙ 12
Proof: This is proved by exactly the same argument used above to show σ
1
3Θ ∈ L∞ ∩ H˙ 12
28) σ∂α′Dα′Θ ∈ L2, σ|Dα′ |∂α′Θ ∈ L2, σ∂α′ |Dα′ |Θ ∈ L2
Proof: Taking a derivative in the fundamental equation (12) we get
Ztt,α′ = −iDα′A1 − iA1∂α′ 1
Z,α′
+ σ∂α′Dα′Θ
Hence ‖σ∂α′Dα′Θ‖2 .
∥∥Ztt,α′∥∥2 + ‖|Dα′ |A1‖2 + ‖A1‖∞∥∥∥∂α′ 1Z,α′
∥∥∥
2
. From this we get that
‖σ|Dα′ |∂α′Θ‖2 . ‖σ∂α′Dα′Θ‖2 +
∥∥∥σ 13 ∂α′ 1
Z,α′
∥∥∥
∞
∥∥σ 23 ∂α′Θ∥∥2. We can prove σ∂α′ |Dα′ |Θ ∈ L2
similarly.
29)
σ
|Z,α′ |∂
3
α′
1
Z,α′
∈ L2, σ|Z,α′ |∂
3
α′
1
|Z,α′ | ∈ L
2,
σ
|Z,α′ |2
∂3α′ω ∈ L2
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Proof: We first observe that∥∥∥∥ σ|Z,α′ |∂2α′
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)
− σ
Z,α′
∂3α′
1
Z,α′
∥∥∥∥
2
.
∥∥∥∥ σ 23|Z,α′ |∂2α′ω
∥∥∥∥
2
∥∥∥∥σ 13 ∂α′ 1Z,α′
∥∥∥∥
∞
+
∥∥σ 13 |Dα′ |ω∥∥∞∥∥∥σ 23 ∂2α′ 1Z,α′
∥∥∥
2
Hence the difference between them is controlled. This implies that we replace them with each
other whenever we want. Now differentiating (32) we get
σ
|Z,α′ |∂
2
α′Θ = i
σ
|Z,α′ |∂
2
α′
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)
+ iRe
{[
σ
|Z,α′ | ,H
]
∂2α′
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)}
− iRe(I −H)
{
σ
|Z,α′ |∂
2
α′
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)}
Now we can replace (I − H)
{
σ
|Z,α′ |∂
2
α′
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)}
above with (I − H)
{
σ
Z,α′
∂3α′
1
Z,α′
}
and rewrite it as
[
σ
Z,α′
,H
]
∂3α′
1
Z,α′
. Hence from Proposition 9.8 we have∥∥∥∥ σ|Z,α′ |∂2α′
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)∥∥∥∥
2
.
∥∥∥ σ|Z,α′ |∂2α′Θ
∥∥∥
2
+
∥∥∥σ 13 ∂α′ 1
Z,α′
∥∥∥
∞
{∥∥∥σ 23 ∂2α′ 1|Z,α′ |
∥∥∥
2
+
∥∥∥σ 23 ∂2α′ 1
Z ,α′
∥∥∥
2
}
+
∥∥∥ σ 23|Z,α′ |∂2α′ω
∥∥∥
2
∥∥∥σ 13 ∂α′ 1
Z,α′
∥∥∥
∞
+
∥∥σ 13 |Dα′ |ω∥∥∞∥∥∥σ 23 ∂2α′ 1Z,α′
∥∥∥
2
Hence
σ
|Z,α′ |∂
3
α′
1
Z,α′
∈ L2. By using (20) we get that σ|Z,α′ |∂
3
α′
1
|Z,α′ | ∈ L
2,
σ
|Z,α′ |∂
2
α′Dα′ω ∈ L2
and so ∥∥∥∥ σ|Z,α′ |2 ∂3α′ω
∥∥∥∥
2
.
∥∥∥∥ σ|Z,α′ |∂2α′Dα′ω
∥∥∥∥
2
+
∥∥∥ σ 23|Z,α′ |∂2α′ω
∥∥∥
2
∥∥∥σ 13 ∂α′ 1
Z,α′
∥∥∥
∞
+
∥∥σ 13 |Dα′ |ω∥∥∞∥∥∥σ 23 ∂2α′ 1Z,α′
∥∥∥
2
30)
σ
1
2
|Z,α′ |
1
2
∂2α′
1
Z,α′
∈ L2, σ
1
2
|Z,α′ |
1
2
∂2α′
1
|Z,α′ | ∈ L
2,
σ
1
2
|Z,α′ |
3
2
∂2α′ω ∈ L2 and
σ
1
2
|Z,α′ |
1
2
∂α′Θ ∈ L2
Proof:
σ
1
2
|Z,α′ |
1
2
∂2α′
1
Z,α′
∈ L2 as it part of the energy Eσ,0. Now using (20) we get∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂2α′
1
|Z,α′ |
∥∥∥∥∥
2
.
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂2α′
1
Z,α′
∥∥∥∥∥
2
+
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂α′ω
∥∥∥∥∥
∞
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2∥∥∥∥∥ σ
1
2
|Z,α′ |
3
2
∂2α′ω
∥∥∥∥∥
2
.
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂2α′
1
Z,α′
∥∥∥∥∥
2
+
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂α′ω
∥∥∥∥∥
∞
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
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Now differentiating the equation (32) we get using Proposition 9.8∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂α′Θ
∥∥∥∥∥
2
.
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂2α′
1
Z,α′
∥∥∥∥∥
2
+
(∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂α′ω
∥∥∥∥∥
∞
+
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥
∞
)∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
31) σ
1
2 |Z,α′ |
1
2 ∂α′
1
Z,α′
∈ W , σ 12 |Z,α′ |
1
2 ∂α′
1
|Z,α′ | ∈ W ,
σ
1
2
|Z,α′ |
1
2
∂α′ω ∈ W , σ 12 |Z,α′ |
1
2ReΘ ∈ W
Proof: We will only show that σ
1
2 |Z,α′ |
1
2 ∂α′
1
Z,α′
∈ W and the rest are proved similarly. As
σ
1
2 |Z,α′ |
1
2 ∂α′
1
Z,α′
∈ L∞ we only need to show |Dα′ |
(
σ
1
2 |Z,α′ |
1
2 ∂α′
1
Z,α′
)
∈ L2. Now∥∥∥∥|Dα′ |(σ 12 |Z,α′ | 12 ∂α′ 1Z,α′
)∥∥∥∥
2
.
∥∥∥∥ σ 12|Z,α′ | 12 ∂2α′ 1Z,α′
∥∥∥∥
2
+
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥
∞
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
32)
σ
5
6
|Z,α′ |
1
2
∂α′Θ ∈ L∞ ∩ H˙ 12
Proof: As
σ
5
6
|Z,α′ |
1
2
∂α′Θ decays at infinity, we use Proposition 9.11 with w =
σ
1
6
|Z,α′ |
1
2
to get
∥∥∥∥ σ 56|Z,α′ | 12 ∂α′Θ
∥∥∥∥2
L∞∩H˙
1
2
.
∥∥σ 23 ∂α′Θ∥∥2∥∥σ∂α′ |Dα′ |Θ∥∥2 + ∥∥σ 23 ∂α′Θ∥∥22∥∥∥∥σ 16 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥2
2
33)
σ
5
6
|Z,α′ |
1
2
∂2α′
1
Z,α′
∈ L∞ ∩ H˙ 12 , σ
5
6
|Z,α′ |
1
2
∂2α′
1
|Z,α′ | ∈ L
∞ ∩ H˙ 12 , σ
5
6
|Z,α′ |
3
2
∂2α′ω ∈ L∞ ∩ H˙
1
2
Proof: This is proved by exactly the same argument used above to show
σ
5
6
|Z,α′ |
1
2
∂α′Θ ∈ L∞∩H˙ 12
34)
σ
1
2
|Z,α′ |
3
2
∂α′Θ ∈ C
Proof: It was proved earlier that
σ
1
2
|Z,α′ |
1
2
∂α′Θ ∈ L2. Also σ
1
2
|Z,α′ |
3
2
∂α′Θ ∈ H˙ 12 as it part of the
energy Eσ,3
35)
σ
1
2
|Z,α′ |
3
2
∂2α′
1
Z,α′
∈ C, σ
1
2
|Z,α′ |
3
2
∂2α′
1
|Z,α′ | ∈ C,
σ
1
2
|Z,α′ |
5
2
∂2α′ω ∈ C
Proof: As
σ
1
2
|Z,α′ |
1
2
∂2α′
1
Z,α′
∈ L2, σ
1
2
|Z,α′ |
1
2
∂2α′
1
|Z,α′ | ∈ L
2,
σ
1
2
|Z,α′ |
3
2
∂2α′ω ∈ L2 we only have to prove
the H˙
1
2 estimates. Using Lemma 5.3 we get∥∥∥∥ σ 12|Z,α′ | 32 ∂α′
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)
− ωσ
1
2
|Z,α′ |
3
2
∂2α′
1
Z,α′
∥∥∥∥
C
.
∥∥∥∥ σ 12|Z,α′ | 12 ∂α′ω
∥∥∥∥
W
∥∥∥∥|Dα′ | 1Z,α′
∥∥∥∥
C
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Hence the difference between them is controlled. This implies that we replace them with each
other whenever we want. Now by differentiating (32) we get
σ
1
2
|Z,α′ |
3
2
∂α′Θ = i
σ
1
2
|Z,α′ |
3
2
∂α′
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)
+ iRe
{[
σ
1
2
|Z,α′ |
3
2
,H
]
∂α′
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)}
− iRe(I−H)
{
σ
1
2
|Z,α′ |
3
2
∂α′
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)}
Now we replace (I − H)
{
σ
1
2
|Z,α′ |
3
2
∂α′
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)}
above with (I − H)
{
ωσ
1
2
|Z,α′ |
3
2
∂2α′
1
Z,α′
}
and rewrite it as
[
ωσ
1
2
|Z,α′ |
3
2
,H
]
∂2α′
1
Z,α′
. Hence using Proposition 9.8 we have
∥∥∥∥ σ 12|Z,α′ | 32 ∂α′
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)∥∥∥∥
H˙
1
2
.
∥∥∥∥ σ 12|Z,α′ | 32 ∂α′Θ
∥∥∥∥
H˙
1
2
+
∥∥∥∥σ 12 ∂2α′ 1|Z,α′ | 32
∥∥∥∥
2
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
+
∥∥∥∥σ 12 ∂2α′ ω|Z,α′ | 32
∥∥∥∥
2
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
+
∥∥∥∥ σ 12|Z,α′ | 12 ∂α′ω
∥∥∥∥
W
∥∥∥∥|Dα′ | 1Z,α′
∥∥∥∥
C
Note that we can easily show σ
1
2 ∂2α′
1
|Z,α′ |
3
2
∈ L2, σ 12 ∂2α′
w
|Z,α′ |
3
2
∈ L2 by using Leibniz rule and
controlling each individual term. Hence
σ
1
2
|Z,α′ |
3
2
∂α′
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)
∈ C, ωσ
1
2
|Z,α′ |
3
2
∂2α′
1
Z,α′
∈ C.
As ω ∈ W by using Lemma 5.3 we get σ
1
2
|Z,α′ |
3
2
∂2α′
1
Z,α′
∈ C. Now using (20) we easily get
σ
1
2
|Z,α′ |
3
2
∂2α′
1
|Z,α′ | ∈ C,
σ
1
2
|Z,α′ |
3
2
∂α′Dα′ω ∈ C. Hence by Lemma 5.3 we have
∥∥∥∥ σ 12|Z,α′ | 52 ∂2α′ω
∥∥∥∥
C
.
∥∥∥∥ σ 12|Z,α′ | 32 ∂α′Dα′ω
∥∥∥∥
C
‖ω‖W +
∥∥∥∥|Dα′ | 1Z,α′
∥∥∥∥
C
∥∥∥∥ σ 12|Z,α′ | 12 ∂α′ω
∥∥∥∥
W
‖ω‖W
36) σDα′Dα′Θ ∈ C, σD2α′Θ ∈ C, σ|Dα′ |2Θ ∈ C,
σ
|Z,α′ |2
∂2α′Θ ∈ C
Proof: Applying the derivative Dα′ to the fundamental equation (12) we get
Dα′Ztt = −iA1Dα′ 1
Z,α′
− i
|Z,α′ |2
∂α′A1 + σDα′Dα′Θ
Hence using Lemma 5.3 we get∥∥σDα′Dα′Θ∥∥C . ∥∥Dα′Ztt∥∥C + ∥∥∥∥Dα′ 1Z,α′
∥∥∥∥
C
‖A1‖W +
∥∥∥∥ 1|Z,α′ |2 ∂α′A1
∥∥∥∥
C
Now as ω ∈ W , by Lemma 5.3 we get σD2α′Θ ∈ C. Now we see that
σDα′Dα′Θ = σ
(
ω|Z,α′ |
1
2 ∂α′
1
Z,α′
)(
1
|Z,α′ |
3
2
∂α′Θ
)
+
σ
|Z,α′ |2
∂2α′Θ
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Hence again by Lemma 5.3 we have∥∥∥∥ σ|Z,α′ |2 ∂2α′Θ
∥∥∥∥
C
.
∥∥σDα′Dα′Θ∥∥C + ∥∥∥∥ σ 12|Z,α′ | 32 ∂α′Θ
∥∥∥∥
C
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥
W
‖ω‖W
By a similar argument we get σ|Dα′ |2Θ ∈ C
37)
σ
|Z,α′ |2
∂3α′
1
Z,α′
∈ C, σ|Z,α′ |2
∂3α′
1
|Z,α′ | ∈ C, σ∂
3
α′
1
|Z,α′ |3
∈ C, σ|Z,α′ |3
∂3α′ω ∈ C
Proof: As
σ
|Z,α′ |∂
3
α′
1
Z,α′
∈ L2, σ|Z,α′ |∂
3
α′
1
|Z,α′ | ∈ L
2,
σ
|Z,α′ |2
∂3α′ω ∈ L2 we only need to show
the H˙
1
2 estimates. Now observe that∥∥∥∥ σ|Z,α′ |2 ∂2α′
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)
− ωσ
|Z,α′ |2
∂3α′
1
Z,α′
∥∥∥∥
C
.
∥∥∥∥ σ 12|Z,α′ | 52 ∂2α′ω
∥∥∥∥
C
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥
W
+
∥∥∥∥ σ 12|Z,α′ | 12 ∂α′ω
∥∥∥∥
W
∥∥∥∥ σ 12|Z,α′ | 32 ∂2α′ 1Z,α′
∥∥∥∥
C
Hence the difference between them is controlled. This implies that we replace them with each
other whenever we want. Now differentiating the equation (32) we get
σ
|Z,α′ |2
∂2α′Θ = i
σ
|Z,α′ |2
∂2α′
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)
+ iRe
{[
σ
|Z,α′ |2
,H
]
∂2α′
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)}
− iRe(I−H)
{
σ
|Z,α′ |2
∂2α′
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)}
Now we replace (I−H)
{
σ
|Z,α′ |2
∂2α′
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)}
above with (I−H)
{
ωσ
|Z,α′ |2
∂3α′
1
Z,α′
}
and
rewrite it as
[
ωσ
|Z,α′ |2
,H
]
∂3α′
1
Z,α′
. Hence using Proposition 9.8 we have
∥∥∥∥ σ|Z,α′ |2 ∂2α′
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)∥∥∥∥
H˙
1
2
.
∥∥∥∥ σ|Z,α′ |2 ∂2α′Θ
∥∥∥∥
H˙
1
2
+
∥∥∥∥σ∂3α′ 1|Z,α′ |2
∥∥∥∥
2
∥∥∥∥ Z,α′|Z,α′ |∂α′ 1Z,α′
∥∥∥∥
2
+
∥∥∥∥σ∂3α′ ω|Z,α′ |2
∥∥∥∥
2
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
+
∥∥∥∥ σ 12|Z,α′ | 52 ∂2α′ω
∥∥∥∥
C
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥
W
+
∥∥∥∥ σ 12|Z,α′ | 12 ∂α′ω
∥∥∥∥
W
∥∥∥∥ σ 12|Z,α′ | 32 ∂2α′ 1Z,α′
∥∥∥∥
C
Note that we can easily show σ∂3α′
1
|Z,α′ |2
∈ L2, σ∂3α′
ω
|Z,α′ |2
∈ L2 by using Leibniz rule and
controlling each individual term. Hence
σ
|Z,α′ |2
∂2α′
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)
∈ C, ωσ|Z,α′ |2
∂3α′
1
Z,α′
∈ C.
As ω ∈ W by using Lemma 5.3 we get σ|Z,α′ |2
∂3α′
1
Z,α′
∈ C. Now using (20) we easily get
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σ
|Z,α′ |2
∂3α′
1
|Z,α′ | ∈ C,
σ
|Z,α′ |2
∂2α′Dα′ω ∈ C. Hence using Lemma 5.3 we have∥∥∥∥ σ|Z,α′ |3 ∂3α′ω
∥∥∥∥
C
.
∥∥∥∥ σ|Z,α′ |2 ∂2α′Dα′ω
∥∥∥∥
C
‖ω‖W +
∥∥∥∥ σ 12|Z,α′ | 52 ∂2α′ω
∥∥∥∥
C
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥
W
‖ω‖W
+
∥∥∥∥ σ 12|Z,α′ | 32 ∂2α′ 1Z,α′
∥∥∥∥
C
∥∥∥∥ σ 12|Z,α′ | 12 ∂α′ω
∥∥∥∥
W
‖ω‖W∥∥∥∥σ∂3α′ 1|Z,α′ |3
∥∥∥∥
C
.
∥∥∥∥ σ|Z,α′ |2 ∂3α′ 1|Z,α′ |
∥∥∥∥
C
+
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥
W
∥∥∥∥ σ 12|Z,α′ | 32 ∂2α′ 1|Z,α′ |
∥∥∥∥
C
+
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥2
W
∥∥∥∥ 1|Z,α′ |∂α′ 1|Z,α′ |
∥∥∥∥
C
38)
σ
1
2
|Z,α′ |
1
2
∂α′Zt,α′ ∈ L2, σ 12 |Z,α′ |
1
2 ∂α′ |Dα′ |Zt ∈ L2 and σ 12 |Z,α′ |
1
2 ∂α′Dα′Zt ∈ L2
Proof: We have
σ
1
2
|Z,α′ |
1
2
∂α′Zt,α′ ∈ L2 as it part of the energy Eσ,2. Now observe that
∥∥∥σ 12 |Z,α′ | 12 ∂α′ |Dα′ |Zt∥∥∥
2
.
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥
∞
∥∥Zt,α′∥∥2 +
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂α′Zt,α′
∥∥∥∥∥
2
We prove σ
1
2 |Z,α′ |
1
2 ∂α′Dα′Zt ∈ L2 similarly.
39)
σ
1
2
|Z,α′ |
5
2
∂2α′Zt,α′ ∈ L2,
σ
1
2
|Z,α′ |
3
2
∂2α′Dα′Zt ∈ L2,
σ
1
2
|Z,α′ |
1
2
∂α′ |Dα′ |Dα′Zt ∈ L2 and in the same way
σ
1
2
|Z,α′ |
1
2
|Dα′ |2Zt,α′ ∈ L2, σ
1
2
|Z,α′ |
1
2
∂α′D
2
α′Zt ∈ L2
Proof: Note that
σ
1
2
|Z,α′ |
1
2
∂α′ |Dα′ |Dα′Zt ∈ L2 as it part of the energy Eσ,4. Now we have
∥∥∥∥ σ 12|Z,α′ | 32 ∂2α′Dα′Zt
∥∥∥∥
2
.
∥∥∥∥ σ 12|Z,α′ | 12 ∂α′ |Dα′ |Dα′Zt
∥∥∥∥
2
+
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥
∞
∥∥|Dα′ |Dα′Zt∥∥2
Similarly we see that∥∥∥∥ σ 12|Z,α′ | 52 ∂2α′Zt,α′
∥∥∥∥
2
.
∥∥∥∥ σ 12|Z,α′ | 32 ∂2α′Dα′Zt
∥∥∥∥
2
+
∥∥∥∥ σ 12|Z,α′ | 12 ∂2α′ 1Z,α′
∥∥∥∥
2
∥∥|Dα′ |Zt∥∥∞
+
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z ,α′
∥∥∥∥
∞
∥∥∥∥∥ 1|Z,α′ |2 ∂α′Zt,α′
∥∥∥∥∥
2
We also have∥∥∥∥ σ 12|Z,α′ | 12 |Dα′ |2Zt,α′
∥∥∥∥
2
.
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥
∞
∥∥∥∥ 1|Z,α′ |2 ∂α′Zt,α′
∥∥∥∥
2
+
∥∥∥∥ σ 12|Z,α′ | 52 ∂2α′Zt,α′
∥∥∥∥
2
38 SIDDHANT AGRAWAL
The estimate for
σ
1
2
|Z,α′ |
1
2
∂α′D
2
α′Zt ∈ L2 is shown in a similar way.
40)
σ
1
2
|Z,α′ |
3
2
∂α′Zt,α′ ∈ W ∩ C, σ
1
2
|Z,α′ |
1
2
∂α′ |Dα′ |Zt ∈ W ∩ C, σ
1
2
|Z,α′ |
1
2
∂α′Dα′Zt ∈ W ∩ C and also
σ
1
2
|Z,α′ |
1
2
∂α′Dα′Zt ∈ W ∩ C
Proof: Note that
σ
1
2
|Z,α′ |
1
2
∂α′Zt,α′ ∈ L2 as it part of the energy Eσ,1 and σ
1
2
|Z,α′ |
3
2
∂α′Zt,α′ ∈ H˙ 12
as it part of the energy Eσ,2. Hence
σ
1
2
|Z,α′ |
3
2
∂α′Zt,α′ ∈ C. Now observe that
∥∥∥∥∥|Dα′ |
(
σ
1
2
|Z,α′ |
3
2
∂α′Zt,α′
)∥∥∥∥∥
2
.
∥∥∥∥∥ σ
1
2
|Z,α′ |
5
2
∂2α′Zt,α′
∥∥∥∥∥
2
+
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥
∞
∥∥∥∥∥ 1|Z,α′ |2 ∂α′Zt,α′
∥∥∥∥∥
2
Now as
σ
1
2
|Z,α′ |
3
2
∂α′Zt,α′ decays at infinity, we use Proposition 9.11 with w =
1
|Z,α′ | to get∥∥∥∥∥ σ
1
2
|Z,α′ |
3
2
∂α′Zt,α′
∥∥∥∥∥
2
∞
.
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂α′Zt,α′
∥∥∥∥∥
2
∥∥∥∥∥|Dα′ |
(
σ
1
2
|Z,α′ |
3
2
∂α′Zt,α′
)∥∥∥∥∥
2
Hence we have proved that
σ
1
2
|Z,α′ |
3
2
∂α′Zt,α′ ∈ W ∩ C. Now using Lemma 5.3 we see that
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂α′Dα′Zt
∥∥∥∥∥
W∩C
.
∥∥∥∥∥ σ
1
2
|Z,α′ |
3
2
∂α′Zt,α′
∥∥∥∥∥
W∩C
‖ω‖W +
∥∥|Dα′ |Zt∥∥W∩C∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥
W
We prove
σ
1
2
|Z,α′ |
1
2
∂α′ |Dα′ |Zt ∈ W ∩ C, σ
1
2
|Z,α′ |
1
2
∂α′Dα′Zt ∈ W ∩ C similarly.
41)
σ
1
6
|Z,α′ |
3
2
∂α′Zt,α′ ∈ L2, σ
1
6
|Z,α′ |
1
2
∂α′ |Dα′ |Zt ∈ L2, σ
1
6
|Z,α′ |
1
2
∂α′Dα′Zt ∈ L2
Proof: We interpolate between
σ
1
2
|Z,α′ |
1
2
∂α′Zt,α′ ∈ L2 and 1|Z,α′ |2
∂α′Zt,α′ ∈ L2. We simply
decompose
∣∣∣∣∣ σ
1
6
|Z,α′ |
3
2
∂α′Zt,α′
∣∣∣∣∣ =
∣∣∣∣∣ σ
1
2
|Z,α′ |
1
2
∂α′Zt,α′
∣∣∣∣∣
1
3
∣∣∣∣∣ 1|Z,α′ |2 ∂α′Zt,α′
∣∣∣∣∣
2
3
and use Holder inequality
to obtain ∥∥∥∥∥ σ
1
6
|Z,α′ |
3
2
∂α′Zt,α′
∥∥∥∥∥
2
.
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂α′Zt,α′
∥∥∥∥∥
1
3
2
∥∥∥∥∥ 1|Z,α′ |2 ∂α′Zt,α′
∥∥∥∥∥
2
3
2
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We also see that∥∥∥∥∥ σ
1
6
|Z,α′ |
1
2
∂α′ |Dα′ |Zt
∥∥∥∥∥
2
.
∥∥∥∥∥ σ
1
6
|Z,α′ |
3
2
∂α′Zt,α′
∥∥∥∥∥
2
+
∥∥∥∥σ 16 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥
2
∥∥|Dα′ |Zt∥∥∞
The proof of
σ
1
6
|Z,α′ |
1
2
∂α′Dα′Zt ∈ L2 is similar.
42)
σ
1
3
|Z,α′ |∂α
′Zt,α′ ∈ L2, σ 13 ∂α′ |Dα′ |Zt ∈ L2, σ 13 ∂α′Dα′Zt ∈ L2
Proof: We observe that∥∥∥∥∥ σ
1
3
|Z,α′ |∂α
′Zt,α′
∥∥∥∥∥
2
2
.
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂α′Zt,α′
∥∥∥∥∥
2
∥∥∥∥∥ σ
1
6
|Z,α′ |
3
2
∂α′Zt,α′
∥∥∥∥∥
2
Similarly we have∥∥∥σ 13 ∂α′ |Dα′ |Zt∥∥∥2
2
.
∥∥∥σ 12 |Z,α′ | 12 ∂α′ |Dα′ |Zt∥∥∥
2
∥∥∥∥∥ σ
1
6
|Z,α′ |
1
2
∂α′ |Dα′ |Zt
∥∥∥∥∥
2
We prove σ
1
3 ∂α′Dα′Zt ∈ L2 in the same way as above.
43) σ
1
6
Zt,α′
|Z,α′ |
1
2
∈ W
Proof: We use Proposition 9.11 with w =
σ
1
6
|Z,α′ |
1
2
to get
∥∥∥∥∥σ 16 Zt,α′|Z,α′ | 12
∥∥∥∥∥
2
∞
.
∥∥Zt,α′∥∥2∥∥∥σ 13 ∂α′ |Dα′ |Zt∥∥∥2 + ∥∥Zt,α′∥∥22
∥∥∥∥σ 16 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥2
2
We also have∥∥∥∥∥|Dα′ |
(
σ
1
6
Zt,α′
|Z,α′ |
1
2
)∥∥∥∥∥
2
.
∥∥∥∥ σ 16|Z,α′ | 32 ∂α′Zt,α′
∥∥∥∥
2
+
∥∥∥∥σ 16 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥
2
∥∥|Dα′ |Zt∥∥∞
44) σ
1
6 ∂α′PA
(
Zt
Z
1/2
,α′
)
∈ L∞
Proof: We see that
2σ
1
6 ∂α′PA
(
Zt
Z
1/2
,α′
)
= σ
1
6 (I−H)
(
Zt,α′
Z
1/2
,α′
)
+ σ
1
6 (I− H)
(
Zt∂α′
1
Z
1/2
,α′
)
= 2σ
1
6
Zt,α′
Z
1/2
,α′
+ σ
1
6
[
1
Z
1/2
,α′
,H
]
Zt,α′ + σ
1
6 [Zt,H]
(
∂α′
1
Z
1/2
,α′
)
Hence using Proposition 9.8 we have∥∥∥∥∥σ 16 ∂α′PA
(
Zt
Z
1/2
,α′
)∥∥∥∥∥
∞
.
∥∥∥∥∥σ 16 Zt,α′|Z,α′ | 12
∥∥∥∥∥
∞
+
∥∥∥∥σ 16 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥
2
‖Zt,α′‖2
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45)
σ
1
3
|Z,α′ |2
∂α′Zt,α′ ∈ L∞ ∩ H˙ 12
Proof: We first observe that∥∥∥∥∂α′
(
σ
1
2
|Z,α′ |
5
2
∂α′Zt,α′
)∥∥∥∥
2
.
∥∥∥∥∂α′ 1|Z,α′ |
∥∥∥∥
2
∥∥∥∥ σ 12|Z,α′ | 32 ∂α′Zt,α′
∥∥∥∥
∞
+
∥∥∥∥ σ 12|Z,α′ | 52 ∂2α′Zt,α′
∥∥∥∥
2
We now use Proposition 9.11 with w =
σ
1
6
|Z,α′ |
1
2
to get
∥∥∥∥ σ 13|Z,α′ |2 ∂α′Zt,α′
∥∥∥∥2
L∞∩H˙
1
2
.
∥∥∥∥ σ 16|Z,α′ | 32 ∂α′Zt,α′
∥∥∥∥
2
∥∥∥∥∂α′
(
σ
1
2
|Z,α′ |
5
2
∂α′Zt,α′
)∥∥∥∥
2
+
∥∥∥∥ σ 16|Z,α′ | 32 ∂α′Zt,α′
∥∥∥∥2
2
∥∥∥∥σ 16 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥2
2
46) σ
1
3 ∂α′bα′ ∈ L2
Proof: Using the formula of bα′ from (25) we see that
(I−H)∂α′bα′ = (I−H)
(
∂α′Dα′Zt
)
+ (I−H)
{
Zt,α′∂α′
1
Z,α′
}
+ (I−H)
{
Zt∂
2
α′
1
Z,α′
}
Now we see that
Zt∂
2
α′
1
Z,α′
=
Zt
2
(
Z
1/2
,α′ ∂α′
1
Z,α′
)2
+
Zt
Z
1/2
,α′
∂α′
(
Z
1/2
,α′ ∂α′
1
Z,α′
)
hence
(I−H)
{
Zt∂
2
α′
1
Z,α′
}
=
1
2
[Zt,H]
(
Z
1/2
,α′ ∂α′
1
Z,α′
)2
+
[
PA
(
Zt
Z
1/2
,α′
)]
∂α′
(
Z
1/2
,α′ ∂α′
1
Z,α′
)
As bα′ is real valued, by taking real part of (I−H)∂α′bα′ and using Proposition 9.8 we get∥∥σ 13 ∂α′bα′∥∥2 . ∥∥σ 13 ∂α′Dα′Zt∥∥2 +
{∥∥∥∥∥σ 16 Zt,α′|Z,α′ | 12
∥∥∥∥∥
∞
+
∥∥∥∥∥σ 16 ∂α′PA
(
Zt
Z
1/2
,α′
)∥∥∥∥∥
∞
}∥∥∥∥σ 16 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥
2
+ ‖Zt,α′‖2
∥∥∥∥σ 16 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥2
2
47)
σ
1
6
|Z,α′ |
1
2
∂α′bα′ ∈ L2
Proof: This is obtained by interpolating between σ
1
3 ∂α′bα′ ∈ L2 and |Dα′ |bα′ ∈ L2. We have∥∥∥∥∥ σ
1
6
|Z,α′ |
1
2
∂α′bα′
∥∥∥∥∥
2
2
.
∥∥σ 13 ∂α′bα′∥∥2∥∥|Dα′ |bα′∥∥2
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48)
σ
1
2
|Z,α′ |
1
2
∂α′bα′ ∈ L∞
Proof: As bα′ is real valued we have from (46)
bα′ = Re
{[
1
Z,α′
,H
]
Zt,α′ + 2Dα′Zt + [Zt,H]
(
∂α′
1
Z,α′
)}
Now taking the derivative
σ
1
2
|Z,α′ |
1
2
∂α′ and using Proposition 9.1 we obtain
σ
1
2
|Z,α′ |
1
2
∂α′bα′ = Re
{[
σ
1
2
|Z,α′ |
1
2
∂α′
1
Z,α′
,H
]
Zt,α′ +
[
1
Z,α′
,H
]
∂α′
(
σ
1
2
|Z,α′ |
1
2
Zt,α′
)
−
[
σ
1
2
|Z,α′ |
1
2
,
1
Z,α′
;Zt,α′
]
+
2σ
1
2
|Z,α′ |
1
2
∂α′Dα′Zt +
[
σ
1
2
|Z,α′ |
1
2
Zt,α′ ,H
](
∂α′
1
Z,α′
)
+ [Zt,H]∂α′
(
σ
1
2
|Z,α′ |
1
2
∂α′
1
Z,α′
)
−
[
σ
1
2
|Z,α′ |
1
2
, Zt; ∂α′
1
Z,α′
]}
Hence using Proposition 9.8 and Proposition 9.10 we have∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂α′bα′
∥∥∥∥∥
∞
.
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥
∞
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
∥∥Zt,α′∥∥2 +
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂2α′
1
Z,α′
∥∥∥∥∥
2
∥∥Zt,α′∥∥2
+
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂α′Zt,α′
∥∥∥∥∥
2
+
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂α′Dα′Zt
∥∥∥∥∥
∞
49)
σ
1
2
|Z,α′ |
3
2
∂2α′bα′ ∈ L2,
σ
1
2
|Z,α′ |
1
2
∂α′ |Dα′ |bα′ ∈ L2 and σ
1
2
|Z,α′ |
1
2
∂α′Dα′bα′ ∈ L2
Proof: We will first show that (I −H)
{
σ
1
2
Z
3
2
,α′
∂2α′bα′
}
∈ L2. Using the formula of bα′ from (25)
we see that
(I−H)
{
σ
1
2
Z
3
2
,α′
∂2α′bα′
}
= (I−H)
{
σ
1
2
Z
3
2
,α′
∂2α′Dα′Zt +
(
σ
1
2
Z
3
2
,α′
∂α′Zt,α′
)(
∂α′
1
Z,α′
)
+ 2(Dα′Zt)
(
σ
1
2
Z
1
2
,α′
∂2α′
1
Z,α′
)}
+ (I−H)
{(
Zt
Z,α′
)
σ
1
2
Z
1/2
,α′
∂3α′
1
Z,α′
}
Now
(I−H)
{(
Zt
Z,α′
)
σ
1
2
Z
1/2
,α′
∂3α′
1
Z,α′
}
= −1
2
[Zt,H]
{(
∂α′
1
Z,α′
)(
σ
1
2
Z
1/2
,α′
∂2α′
1
Z,α′
)}
+
[
PA
(
Zt
Z,α′
)
,H
]
∂α′
(
σ
1
2
Z
1/2
,α′
∂2α′
1
Z,α′
)
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Hence using Proposition 9.8 we have∥∥∥∥∥(I−H)
{
σ
1
2
Z
3
2
,α′
∂2α′bα′
}∥∥∥∥∥
2
.
∥∥∥∥∥ σ
1
2
|Z,α′ |
3
2
∂2α′Dα′Zt
∥∥∥∥∥
2
+
∥∥∥∥∥ 1|Z,α′ |2 ∂α′Zt,α′
∥∥∥∥∥
2
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥
∞
+
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂2α′
1
Z,α′
∥∥∥∥∥
2
{
‖Dα′Zt‖∞ + ‖Zt,α′‖2
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
}
Now lets come back to prove
σ
1
2
|Z,α′ |
3
2
∂2α′bα′ ∈ L2. We see that
σ
1
2
|Z,α′ |
3
2
∂2α′bα′ = Re
{
σ
1
2ω
3
2
Z
3
2
,α′
(I−H)∂2α′bα′
}
Hence it is enough to show that
σ
1
2
Z
3
2
,α′
(I−H)∂2α′bα′ ∈ L2. Now we have
σ
1
2
Z
3
2
,α′
(I−H)∂2α′bα′ = −
 σ 12
Z
3
2
,α′
,H
∂2α′bα′ + (I−H)
{
σ
1
2
Z
3
2
,α′
∂2α′bα′
}
From this and Proposition 9.8 we finally have the estimate∥∥∥∥∥ σ
1
2
|Z,α′ |
3
2
∂2α′bα′
∥∥∥∥∥
2
. ‖bα′‖∞
{∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂2α′
1
Z,α′
∥∥∥∥∥
2
+
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥
∞
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
}
+
∥∥∥∥∥(I−H)
{
σ
1
2
Z
3
2
,α′
∂2α′bα′
}∥∥∥∥∥
2
We also see that∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂α′ |Dα′ |bα′
∥∥∥∥∥
2
.
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥
∞
‖|Dα′ |bα′‖2 +
∥∥∥∥∥ σ
1
2
|Z,α′ |
3
2
∂2α′bα′
∥∥∥∥∥
2
The other term
σ
1
2
|Z,α′ |
1
2
∂α′Dα′bα′ ∈ L2 is obtained similarly.
50)
σ
1
2
|Z,α′ |
1
2
∂α′A1 ∈ L∞
Proof: We know that A1 = 1− Im[Zt,H]Zt,α′ and hence using Proposition 9.1 we have
σ
1
2
|Z,α′ |
1
2
∂α′A1 = −Im
{[
σ
1
2
|Z,α′ |
1
2
Zt,α′ ,H
]
Zt,α′ + [Zt,H]∂α′
(
σ
1
2
|Z,α′ |
1
2
Zt,α′
)
−
[
σ
1
2
|Z,α′ |
1
2
, Zt;Zt,α′
]}
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Hence using Proposition 9.8 and Proposition 9.10 we have∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂α′A1
∥∥∥∥∥
∞
.
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥
∞
∥∥Zt,α′∥∥22 +
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂α′Zt,α′
∥∥∥∥∥
2
∥∥Zt,α′∥∥2
51)
σ
1
2
|Z,α′ |
3
2
∂2α′A1 ∈ L2
Proof: Observe that
σ
1
2
|Z,α′ |
3
2
∂2α′A1 = Re
{
σ
1
2ω
3
2
(Z,α′)
3
2
(I−H)∂2α′A1
}
and hence it is enough to show
that
σ
1
2
(Z,α′)
3
2
(I−H)∂2α′A1 ∈ L2. Now
σ
1
2
(Z,α′)
3
2
(I−H)∂2α′A1 = (I−H)
{
σ
1
2
(Z,α′)
3
2
∂2α′A1
}
−
[
σ
1
2
(Z,α′)
3
2
,H
]
∂2α′A1
Using the formula of A1 from (24) we see that
(I−H)
{
σ
1
2
(Z,α′)
3
2
∂2α′A1
}
= i(I−H)
{
σ
1
2
(Z,α′)
3
2
{
(∂α′Zt,α′)(Zt,α′) + 2(Zt,α′)(∂α′Zt,α′)
}}
+ i[Zt,H]
{
σ
1
2
(Z,α′)
3
2
∂2α′Zt,α′
}
With
[Zt,H]
{
σ
1
2
(Z,α′)
3
2
∂2α′Zt,α′
}
= [Zt,H]∂α′
{
σ
1
2
(Z,α′)
3
2
∂α′Zt,α′
}
− 3
2
[Zt,H]
{(
∂α′
1
Z,α′
)
σ
1
2
Z
1/2
,α′
∂α′Zt,α′
}
Hence using Proposition 9.8 we have∥∥∥∥ σ 12|Z,α′ | 32 ∂2α′A1
∥∥∥∥
2
.
{∥∥∥∥ σ 12|Z,α′ | 12 ∂2α′ 1Z,α′
∥∥∥∥
2
+
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥
∞
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
}
‖A1‖∞
+ ‖Zt,α′‖2
{∥∥∥∥ σ 12|Z,α′ | 32 ∂α′Zt,α′
∥∥∥∥
∞
+
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
∥∥∥∥ σ 12|Z,α′ | 12 ∂α′Zt,α′
∥∥∥∥
2
}
52) (I−H)D2tΘ ∈ L2, (I−H)D2tZt,α′ ∈ L2, (I−H)D2tDα′Zt ∈ H˙
1
2
Proof: For a function f satisfying PAf = 0 we use Proposition 9.1 to get
(I−H)D2t f = [Dt,H]Dtf +Dt[Dt,H]f
= [b,H]∂α′Dtf +Dt[b,H]∂α′f
= 2[b,H]∂α′Dtf + [Dtb,H]∂α′f − [b, b; ∂α′f ]
Hence using Proposition 9.8 and Proposition 9.10 we have∥∥(I −H)D2tΘ∥∥2 . ‖bα′‖H˙ 12 ‖DtΘ‖2 + ‖∂α′Dtb‖H˙ 12 ‖Θ‖2 + ‖bα′‖2∞‖Θ‖2∥∥(I−H)D2tZt,α′∥∥2 . ‖bα′‖H˙ 12 ∥∥DtZt,α′∥∥2 + ‖∂α′Dtb‖H˙ 12 ∥∥Zt,α′∥∥2 + ‖bα′‖2∞∥∥Zt,α′∥∥2
44 SIDDHANT AGRAWAL∥∥(I−H)D2tDα′Zt∥∥H˙ 12 . ‖bα′‖H˙ 12 ∥∥DtDα′Zt∥∥H˙ 12 + ‖∂α′Dtb‖H˙ 12 ∥∥Dα′Zt∥∥H˙ 12
+ ‖bα′‖2∞
∥∥Dα′Zt∥∥
H˙
1
2
53) σ(I−H)|Dα′ |3Θ ∈ L2, σ(I −H)|Dα′ |3Zt,α′ ∈ L2, σ(I−H)|Dα′ |3Dα′Zt ∈ H˙ 12
Proof: We use (30) for a function f satisfying PAf = 0 to get
σ(I −H)|Dα′ |3f = σ(I−H)
{(
1
|Z,α′ |∂
2
α′
1
|Z,α′ |
)
|Dα′ |f +
(
∂α′
1
|Z,α′ |
)2
|Dα′ |f
}
+ σ
[
∂α′
1
|Z,α′ |3
,H
]
∂2α′f + σ
[
1
|Z,α′ |3
,H
]
∂3α′f
Hence using Proposition 9.8 we have
∥∥σ(I−H)|Dα′ |3Zt,α′∥∥2 . ∥∥∥∥σ∂3α′ 1|Z,α′ |3
∥∥∥∥
H˙
1
2
∥∥Zt,α′∥∥2 + ∥∥∥∥ σ 12|Z,α′ | 32 ∂2α′ 1|Z,α′ |
∥∥∥∥
C
∥∥∥∥ σ 12|Z,α′ | 32 ∂α′Zt,α′
∥∥∥∥
C
+
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥2
∞
∥∥∥∥ 1|Z,α′ |2 ∂α′Zt,α′
∥∥∥∥
2∥∥σ(I −H)|Dα′ |3Θ∥∥2 . ∥∥∥∥σ∂3α′ 1|Z,α′ |3
∥∥∥∥
H˙
1
2
‖Θ‖2 +
∥∥∥∥ σ 12|Z,α′ | 32 ∂2α′ 1|Z,α′ |
∥∥∥∥
C
∥∥∥∥ σ 12|Z,α′ | 32 ∂α′Θ
∥∥∥∥
C
+
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥
W
∥∥∥∥ 1|Z,α′ |∂α′ 1|Z,α′ |
∥∥∥∥
C
∥∥∥∥ σ 12|Z,α′ | 32 ∂α′Θ
∥∥∥∥
C
and also∥∥σ(I−H)|Dα′ |3Dα′Zt∥∥
H˙
1
2
.
∥∥∥∥σ∂3α′ 1|Z,α′ |3
∥∥∥∥
H˙
1
2
∥∥Dα′Zt∥∥
H˙
1
2
+
∥∥∥∥ σ 12|Z,α′ | 32 ∂2α′ 1|Z,α′ |
∥∥∥∥
C
∥∥∥∥ σ 12|Z,α′ | 12 ∂α′Dα′Zt
∥∥∥∥
W
+
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥
W
∥∥∥∥ 1|Z,α′ |∂α′ 1|Z,α′ |
∥∥∥∥
C
∥∥∥∥ σ 12|Z,α′ | 12 ∂α′Dα′Zt
∥∥∥∥
W
54)
[
D2t ,
1
Z,α′
]
Zt,α′ ∈ C,
[
D2t ,
1
Z,α′
]
Zt,α′ ∈ C
Proof: We will only show
[
D2t ,
1
Z,α′
]
Zt,α′ ∈ C and
[
D2t ,
1
Z,α′
]
Zt,α′ ∈ C is proved similarly. We
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recall from (29) that Dt
1
Z,α′
=
1
Z,α′
{
(bα′ −Dα′Zt −Dα′Zt) +Dα′Zt
}
and hence[
D2t ,
1
Z,α′
]
Zt,α′ = Zt,α′D
2
t
1
Z,α′
+ 2(DtZt,α′)Dt
1
Z,α′
= Zt,α′Dt
{
1
Z,α′
{
(bα′ −Dα′Zt −Dα′Zt) +Dα′Zt
}}
+ 2(Dα′Ztt − bα′Dα′Zt)(bα′ −Dα′Zt)
= (Dα′Zt)(bα′ −Dα′Zt)2 + (Dα′Zt)Dt(bα′ −Dα′Zt −Dα′Zt)
+ (Dα′Zt)DtDα′Zt + 2(Dα′Ztt − bα′Dα′Zt)(bα′ −Dα′Zt)
Now using Proposition 9.9 we have the estimates∥∥|Z,α′ |(Dα′Zt)Dt(bα′ −Dα′Zt −Dα′Zt)∥∥2 . ∥∥Zt,α′∥∥2∥∥Dt(bα′ −Dα′Zt −Dα′Zt)∥∥∞∥∥(Dα′Zt)Dt(bα′ −Dα′Zt −Dα′Zt)∥∥
H˙
1
2
.
∥∥Dα′Zt∥∥
H˙
1
2
∥∥Dt(bα′ −Dα′Zt −Dα′Zt)∥∥∞
+
∥∥Dα′Zt∥∥∞∥∥Dt(bα′ −Dα′Zt −Dα′Zt)∥∥H˙ 12
This implies that (Dα′Zt)Dt(bα′ −Dα′Zt −Dα′Zt) ∈ C. Hence using Lemma 5.3 we have∥∥∥∥[D2t , 1Z,α′
]
Zt,α′
∥∥∥∥
C
.
∥∥Dα′Zt∥∥C‖bα′ −Dα′Zt‖2W + ∥∥(Dα′Zt)Dt(bα′ −Dα′Zt −Dα′Zt)∥∥C
+
(∥∥Dα′Ztt∥∥C + ‖bα′‖W∥∥Dα′Zt∥∥C)(‖bα′‖W + ‖Dα′Zt‖W)
+
∥∥Dα′Zt∥∥W∥∥DtDα′Zt∥∥C
55)
[
i
A1
|Z,α′ |2
∂α′ ,
1
Z,α′
]
Zt,α′ ∈ C,
[
i
A1
|Z,α′ |2
∂α′ ,
1
Z,α′
]
Zt,α′ ∈ C
Proof: Observe that
[
i
A1
|Z,α′ |2
∂α′ ,
1
Z,α′
]
Zt,α′ = iA1(|Dα′ |Zt)|Dα′ | 1
Z,α′
and so using Lemma 5.3
we have ∥∥∥∥∥
[
i
A1
|Z,α′ |2
∂α′ ,
1
Z,α′
]
Zt,α′
∥∥∥∥∥
C
. ‖A1‖W
∥∥|Dα′ |Zt∥∥W∥∥∥∥|Dα′ | 1Z,α′
∥∥∥∥
C
The other term is proved similarly.
56) (I − H)
[
iσ|Dα′ |3, 1
Z,α′
]
Zt,α′ ∈ H˙ 12 , (I − H)
[
iσ|Dα′ |3, 1
Z ,α′
]
Zt,α′ ∈ H˙ 12 and we also have
|Z,α′ |
[
iσ|Dα′ |3, 1
Z,α′
]
Zt,α′ ∈ L2, |Z,α′ |
[
iσ|Dα′ |3, 1
Z,α′
]
Zt,α′ ∈ L2
Proof: We will only show (I−H)
[
iσ|Dα′ |3, 1
Z,α′
]
Zt,α′ ∈ C and |Z,α′ |
[
iσ|Dα′ |3, 1
Z,α′
]
Zt,α′ ∈ L2
and the other terms are proved similarly. Note that we are not making the stronger claim that[
iσ|Dα′ |3, 1
Z,α′
]
Zt,α′ ∈ C. This is not true and the use of (I−H) in the H˙ 12 estimate is essential.
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We have[
iσ|Dα′ |3, 1
Z,α′
]
Zt,α′ = iσ
(
|Dα′ |3 1
Z,α′
)
Zt,α′ + 3iσ
(
|Dα′ |2 1
Z,α′
)
|Dα′ |Zt,α′
+ 3iσ
(
|Dα′ | 1
Z,α′
)
|Dα′ |2Zt,α′
We control each term seperately:
(a) We use the expansion in (30) to get
σ
(
|Dα′ |3 1
Z,α′
)
Zt,α′
= σ
(
1
|Z,α′ |∂
2
α′
1
|Z,α′ |
)(
|Dα′ | 1
Z,α′
)
Zt,α′ + σ
(
∂α′
1
|Z,α′ |
)2(
|Dα′ | 1
Z,α′
)
Zt,α′
+ 3σ
(
∂α′
1
|Z,α′ |
)(
1
|Z,α′ |2
∂2α′
1
Z,α′
)
Zt,α′ + σ
(
1
|Z,α′ |3
∂3α′
1
Z,α′
)
Zt,α′
Hence using Lemma 5.3 we have the estimate∥∥∥∥σ(|Dα′ |3 1Z,α′
)
Zt,α′
∥∥∥∥
C
.
∥∥|Dα′ |Zt∥∥W
{∥∥∥∥ σ 12|Z,α′ | 32 ∂2α′ 1|Z,α′ |
∥∥∥∥
C
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥
W
+
∥∥∥∥|Dα′ | 1Z,α′
∥∥∥∥
C
∥∥∥∥σ 12 |Z,α′ | 12 1|Z,α′ |
∥∥∥∥2
W
+
∥∥∥∥ σ 12|Z,α′ | 32 ∂2α′ 1Z,α′
∥∥∥∥
C
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥
W
+
∥∥∥∥ σ|Z,α′ |2 ∂3α′ 1Z,α′
∥∥∥∥
C
}
(b) We observe that
σ
(
|Dα′ |2 1
Z,α′
)
|Dα′ |Zt,α′ = σ
{(
∂α′
1
|Z,α′ |
)
|Dα′ | 1
Z,α′
+
1
|Z,α′ |2
∂2α′
1
Z,α′
}
|Dα′ |Zt,α′
Hence using Lemma 5.3 we have the estimate∥∥∥∥σ(|Dα′ |2 1Z,α′
)
|Dα′ |Zt,α′
∥∥∥∥
C
.
∥∥∥∥σ 12 |Z,α′ | 12 1|Z,α′ |
∥∥∥∥
W
∥∥∥∥|Dα′ | 1Z,α′
∥∥∥∥
C
∥∥∥∥ σ 12|Z,α′ | 32 ∂α′Zt,α′
∥∥∥∥
W
+
∥∥∥∥ σ 12|Z,α′ | 32 ∂2α′ 1Z,α′
∥∥∥∥
C
∥∥∥∥ σ 12|Z,α′ | 32 ∂α′Zt,α′
∥∥∥∥
W
(c) We observe that
σ
(
|Dα′ | 1
Z,α′
)
|Dα′ |2Zt,α′ = σ
(
|Dα′ | 1
Z,α′
){(
∂α′
1
|Z,α′ |
)
|Dα′ |Zt,α′ + 1|Z,α′ |2
∂2α′Zt,α′
}
The first term is easily controlled using Lemma 5.3∥∥∥∥σ(|Dα′ | 1Z,α′
)(
∂α′
1
|Z,α′ |
)
|Dα′ |Zt,α′
∥∥∥∥
C
.
∥∥∥∥|Dα′ | 1Z,α′
∥∥∥∥
C
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥
W
∥∥∥∥ σ 12|Z,α′ | 32 ∂α′Zt,α′
∥∥∥∥
W
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Hence we are only left with σ
(
|Dα′ | 1
Z,α′
)
1
|Z,α′ |2
∂2α′Zt,α′ . We see that
∥∥∥∥σ|Z,α′ |(|Dα′ | 1Z,α′
)
1
|Z,α′ |2
∂2α′Zt,α′
∥∥∥∥
2
.
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥
∞
∥∥∥∥ σ 12|Z,α′ | 52 ∂2α′Zt,α′
∥∥∥∥
2
This conclude the proof of |Z,α′ |
[
iσ|Dα′ |3, 1
Z,α′
]
Zt,α′ ∈ L2. To finish the H˙ 12 estimate we
rewrite the term
1
|Z,α′ |2
∂2α′Zt,α′ as
ω2
Z2,α′
∂2α′Zt,α′ and commute one derivative outside to
obtain
(I−H)
{
σ
(
|Dα′ | 1
Z,α′
)
1
|Z,α′ |2
∂2α′Zt,α′
}
= −2(I−H)
{
σ
(
∂α′
1
Z,α′
)2
ω
|Z,α′ |2
∂α′Zt,α′
}
+ σ
[
ω
Z ,α′
∂α′
1
Z,α′
,H
]
∂α′
(
1
Z2,α′
∂α′Zt,α′
)
We can bound each of the terms using Lemma 5.3 and Proposition 9.8∥∥∥∥σ(∂α′ 1Z,α′
)2
ω
|Z,α′ |2
∂α′Zt,α′
∥∥∥∥
C
.
∥∥∥∥|Dα′ | 1Z,α′
∥∥∥∥
C
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥
W
∥∥∥∥ σ 12|Z,α′ | 32 ∂α′Zt,α′
∥∥∥∥
W
‖ω‖W
and also∥∥∥∥σ[ ωZ ,α′ ∂α′ 1Z,α′ ,H
]
∂α′
(
1
Z2,α′
∂α′Zt,α′
)∥∥∥∥
H˙
1
2
.
∥∥∥∥ 1Z2,α′ ∂α′Zt,α′
∥∥∥∥
2
{∥∥∥∥ σ 23Z ,α′ ∂2α′ω
∥∥∥∥
2
∥∥∥∥σ 13 ∂α′ 1Z,α′
∥∥∥∥
∞
+ ‖|Dα′ |ω‖2
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥2
∞
+
∥∥σ 13Dα′ω∥∥∞∥∥∥∥σ 23 ∂2α′ 1Z,α′
∥∥∥∥
2
+
∥∥∥∥σ 13 ∂α′ 1Z,α′
∥∥∥∥
∞
∥∥∥∥σ 23 ∂2α′ 1Z,α′
∥∥∥∥
2
+
∥∥∥∥ σZ ,α′ ∂3α′ 1Z,α′
∥∥∥∥
2
}
57) R1 ∈ C
Proof: We recall from (41) the formula of R1
R1 = −2(Dα′Zt)(DtDα′Zt)− 2σRe(Dα′Zt)Dα′Dα′Θ− σ(Dα′Dα′Zt)Dα′Θ
+ iσ
(
2iRe(|Dα′ |Θ) + (ReΘ)2
)
|Dα′ |Dα′Zt − σRe
(
|Dα′ |2Θ
)
Dα′Zt
+ iσ(ReΘ)(Re(|Dα′ |Θ))Dα′Zt
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All the terms are easily controlled using Lemma 5.3
‖R1‖C
.
∥∥Dα′Zt∥∥W∥∥DtDα′Zt∥∥C + ‖Dα′Zt‖W∥∥σDα′Dα′Θ∥∥C + ∥∥∥∥ σ 12|Z,α′ | 12 ∂α′Dα′Zt
∥∥∥∥
W
∥∥∥∥ σ 12|Z,α′ | 32 ∂α′Θ
∥∥∥∥
C
+
{∥∥∥∥ σ 12|Z,α′ | 32 ∂α′Θ
∥∥∥∥
C
+
∥∥∥∥ Θ|Z,α′ |
∥∥∥∥
C
∥∥∥σ 12 |Z,α′ | 12ReΘ∥∥∥
W
}∥∥∥∥ σ 12|Z,α′ | 12 ∂α′Dα′Zt
∥∥∥∥
W
+
∥∥∥σ|Dα′ |2Θ∥∥∥
C
∥∥Dα′Zt∥∥W + ∥∥∥σ 12 |Z,α′ | 12ReΘ∥∥∥W
∥∥∥∥ σ 12|Z,α′ | 32 ∂α′Θ
∥∥∥∥
C
∥∥Dα′Zt∥∥W
58) J1 ∈ L∞ ∩ H˙ 12
Proof: We recall from (36) the formula for J1
J1 = DtA1 +A1
(
bα′ −Dα′Zt −Dα′Zt
)
+ σ∂α′Re(I−H)
{
(|Dα′ |+ iReΘ)Dα′Zt
}
− σ∂α′Im(I−H)DtΘ
We have already shown that DtA1 ∈ L∞ ∩ H˙ 12 and we have using Proposition 9.9∥∥A1(bα′ −Dα′Zt −Dα′Zt)∥∥
L∞∩H˙
1
2
.‖A1‖
L∞∩H˙
1
2
∥∥bα′ −Dα′Zt −Dα′Zt∥∥∞
+ ‖A1‖∞
∥∥bα′ −Dα′Zt −Dα′Zt∥∥
L∞∩H˙
1
2
Let us now control the other terms.
(a) Observe that
σ∂α′(I−H)
{|Dα′ |Dα′Zt} = σ∂α′(I−H){(|Dα′ | 1
Z ,α′
)
Zt,α′ +
1
|Z,α′ |Z ,α′
∂α′Zt,α′
}
= σ∂α′
[
|Dα′ | 1
Z ,α′
,H
]
Zt,α′ + σ∂α′
[
1
|Z,α′ |Z,α′
,H
]
∂α′Zt,α′
Hence using Proposition 9.8 we have∥∥σ∂α′(I −H){|Dα′ |Dα′Zt}∥∥
L∞∩H˙
1
2
.
∥∥Zt,α′∥∥2
{∥∥∥∥ σ|Z,α′ |∂3α′ 1Z ,α′
∥∥∥∥
2
+
∥∥∥∥σ 23 ∂2α′ 1|Z,α′ |
∥∥∥∥
2
∥∥∥∥σ 13 ∂α′ 1Z ,α′
∥∥∥∥
∞
+
∥∥∥∥σ 23 ∂2α′ 1Z ,α′
∥∥∥∥
2
∥∥∥∥σ 13 ∂α′ 1|Z,α′ |
∥∥∥∥
∞
}
(b) We note that iReΘ = Dα′ω and hence we have
σ∂α′(I −H)
{
(iReΘ)Dα′Zt
}
= σ∂α′ (I−H)
{
(Dα′ω)Dα′Zt
}
= σ∂α′
[
1
|Z,α′ |2
∂α′ω,H
]
Zt,α′
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From this and Proposition 9.8 we obtain∥∥σ∂α′ (I−H){(iReΘ)Dα′Zt}∥∥
L∞∩H˙
1
2
.
∥∥Zt,α′∥∥2
{∥∥∥∥ σ|Z,α′ |2 ∂3α′ω
∥∥∥∥
2
+
∥∥∥∥ σ 23|Z,α′ |∂2α′ω
∥∥∥∥
2
∥∥∥∥σ 13 ∂α′ 1|Z,α′ |
∥∥∥∥
∞
+
∥∥∥∥σ 23 ∂2α′ 1|Z,α′ |
∥∥∥∥
2
∥∥∥σ 13 |Dα′ |ω∥∥∥
∞
+
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥2
∞
‖|Dα′ |ω‖2
}
(c) We see that as PAΘ = 0 we have
σ∂α′ (I−H)DtΘ = σ∂α′ [Dt,H]Θ = σ∂α′ [b,H]∂α′Θ
Hence using Proposition 9.8 we have
‖σ∂α′(I−H)DtΘ‖
L∞∩H˙
1
2
.
∥∥σ 13 ∂α′bα′∥∥2∥∥σ 23 ∂α′Θ∥∥2
59) |Dα′ |J1 ∈ L2 and hence J1 ∈ W
Proof: As J1 is real valued we have
|Dα′ |J1 = Re
{
ω
Z,α′
(I−H)∂α′J1
}
= Re
{
ω(I−H)Dα′J1 − ω
[
1
Z,α′
,H
]
∂α′J1
}
We recall the equation of Zt,α′ from (42)(
D2t + i
A1
|Z,α′ |2
∂α′ − iσ|Dα′ |3
)
Zt,α′
= R1Z ,α′ − i
(
∂α′
1
Z,α′
)
J1 − iDα′J1 − Z ,α′
[
D2t + i
A1
|Z,α′ |2
∂α′ − iσ|Dα′ |3, 1
Z,α′
]
Zt,α′
By applying (I−H) to the above equation we get
‖(I−H)Dα′J1‖2
.
∥∥(I−H)D2tZt,α′∥∥2 + ‖A1‖∞∥∥∥∥ 1|Z,α′ |2 ∂α′Zt,α′
∥∥∥∥
2
+
∥∥∥σ(I−H)|Dα′ |3Zt,α′∥∥∥
2
+ ‖R1|Z,α′ |‖2 +
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
‖J1‖∞ +
∥∥∥∥|Z,α′ |
[
D2t + i
A1
|Z,α′ |2
∂α′ − iσ|Dα′ |3, 1
Z,α′
]
Zt,α′
∥∥∥∥
2
Hence using Proposition 9.8 we easily have
‖|Dα′ |J1‖2 . ‖(I−H)Dα′J1‖2 +
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
‖J1‖∞
60) R2 ∈ L2
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Proof: We recall from (44) the formula for R2
R2 = −2i
(
Dα′Zt
)(|Dα′ |Dα′Zt)+ (ReΘ){(Dα′Zt)2 + iDα′( A1
Z,α′
)
+ iσ(ReΘ)|Dα′ |Θ
}
+ σRe(|Dα′ |Θ)|Dα′ |Θ+
(
|Dα′ | A1|Z,α′ |
)(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)
+ |Dα′ |
(
1
|Z,α′ |2
∂α′A1
)
+ (I+H)Im
{
Re(Dα′Zt)|Dα′ |Dα′Zt − iRe(DtΘ)Dα′Zt
}
+
A1
|Z,α′ |2
∂α′Re(I−H)
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)
Most of the terms are easily controlled and using Lemma 5.3 we have∥∥∥∥R2 − A1|Z,α′ |2 ∂α′Re(I−H)
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)∥∥∥∥
2
.
∥∥Dα′Zt∥∥∞(∥∥|Dα′ |Dα′Zt∥∥2 + ‖DtΘ‖2)+ ‖Θ‖2∥∥Dα′Zt∥∥2∞ + ∥∥∥∥ Θ|Z,α′ |
∥∥∥∥
C
∥∥∥∥|Dα′ | 1Z,α′
∥∥∥∥
C
‖A1‖∞
+ ‖Θ‖2
∥∥∥∥ 1|Z,α′ |2 ∂α′A1
∥∥∥∥
∞
+
∥∥∥∥ Θ|Z,α′ |
∥∥∥∥
C
∥∥∥∥ σ 12|Z,α′ | 32 ∂α′Θ
∥∥∥∥
C
∥∥∥σ 12 |Z,α′ | 12ReΘ∥∥∥
∞
+
∥∥∥∥ σ 12|Z,α′ | 32 ∂α′Θ
∥∥∥∥2
C
+
∥∥∥∥ 1|Z,α′ |2 ∂α′A1
∥∥∥∥
∞
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
+
∥∥∥∥|Dα′ | 1|Z,α′ |
∥∥∥∥
C
∥∥∥∥|Dα′ | 1Z,α′
∥∥∥∥
C
‖A1‖∞ +
∥∥∥∥ 1|Z,α′ |2 ∂α′A1
∥∥∥∥
W
We now control the last term. We have
A1
|Z,α′ |2
∂α′Re(I−H)
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)
= Re(I−H)
{
A1
|Z,α′ |2
∂α′
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)}
− Re
{[
A1
|Z,α′ |2
,H
]
∂α′
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)}
The first term can be written as
(I−H)
{
A1
|Z,α′ |2
∂α′
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)}
=
[
A1
|Z,α′ |2
∂α′ω,H
]
∂α′
1
Z,α′
+
[
A1ω
|Z,α′ |2
,H
]
∂2α′
1
Z,α′
Hence using Proposition 9.8 and Lemma 5.3 we have∥∥∥∥ A1|Z,α′ |2 ∂α′Re(I−H)
(
Z,α′
|Z,α′ |∂α
′
1
Z,α′
)∥∥∥∥
2
.
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
{
‖A1‖W
∥∥∥∥ 1|Z,α′ |2 ∂α′ω
∥∥∥∥
C
+
∥∥∥∥ 1|Z,α′ |2 ∂α′A1
∥∥∥∥
C
‖ω‖W +
∥∥∥∥|Dα′ | 1|Z,α′ |
∥∥∥∥
C
‖A1‖W‖ω‖W
}
61) J2 ∈ L2
Proof: Let us recall the equation of Θ from (43)(
D2t + i
A1
|Z,α′ |2
∂α′ − iσ|Dα′ |3
)
Θ = R2 + iJ2
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Observe that J2 is real valued. Hence by applying Im(I− H) to the above equation and using
Proposition 9.8 and Lemma 5.3 we have
‖J2‖2 .
∥∥(I−H)D2tΘ∥∥2 +
(∥∥∥∥ 1|Z,α′ |2 ∂α′A1
∥∥∥∥
C
+ ‖A1‖W
∥∥∥∥|Dα′ | 1|Z,α′ |
∥∥∥∥
C
)
‖Θ‖2
+
∥∥σ(I−H)|Dα′ |3Θ∥∥2 + ‖R2‖2
62) σ
[
1
Z,α′
,H
]
|Dα′ |3Zt,α′ ∈ H˙ 12 , σ
[
1
Z,α′
,H
]
|Dα′ |3Zt,α′ ∈ H˙ 12
Proof: We will only prove σ
[
1
Z,α′
,H
]
|Dα′ |3Zt,α′ ∈ H˙ 12 and the other one is proved exactly in
the same way. We first observe that
σ
Z,α′
∂2α′
(
1
Z,α′
|Dα′ |Zt,α′
)
=
σ
Z,α′
∂α′
{(
∂α′
1
Z ,α′
)
|Dα′ |Zt,α′ + ω|Dα′ |2Zt,α′
}
= σ
(
∂α′
1
Z,α′
)
ω|Dα′ |2Zt,α′ + σ
(
1
Z,α′
∂2α′
1
Z ,α′
)
|Dα′ |Zt,α′
+ σ(Dα′ω)|Dα′ |2Zt,α′ + σ|Dα′ |3Zt,α′
Hence ∥∥∥∥ σZ,α′ ∂2α′
(
1
Z,α′
|Dα′ |Zt,α′
)
− σ|Dα′ |3Zt,α′
∥∥∥∥
2
.
(∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z ,α′
∥∥∥∥
∞
+
∥∥∥∥ σ 12|Z,α′ | 12 ∂α′ω
∥∥∥∥
∞
)∥∥∥∥ σ 12|Z,α′ | 12 |Dα′ |2Zt,α′
∥∥∥∥
2
+
∥∥∥∥σ 23 ∂2α′ 1Z,α′
∥∥∥∥
2
∥∥∥∥∥ σ
1
3
|Z,α′ |2
∂α′Zt,α′
∥∥∥∥∥
∞
Now we have
σ
[
1
Z,α′
,H
]
|Dα′ |3Zt,α′ =
[
1
Z,α′
,H
]{
σ|Dα′ |3Zt,α′ − σ
Z,α′
∂2α′
(
1
Z,α′
|Dα′ |Zt,α′
)}
+ σ
[
1
Z,α′
,H
]
1
Z,α′
(PH + PA)∂
2
α′
(
1
Z ,α′
|Dα′ |Zt,α′
)
We can control each of the terms
(a) The first term is easily controlled using Proposition 9.8∥∥∥∥[ 1Z,α′ ,H
]{
σ|Dα′ |3Zt,α′ − σ
Z,α′
∂2α′
(
1
Z,α′
|Dα′ |Zt,α′
)}∥∥∥∥
H˙
1
2
.
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
∥∥∥∥ σZ,α′ ∂2α′
(
1
Z ,α′
|Dα′ |Zt,α′
)
− σ|Dα′ |3Zt,α′
∥∥∥∥
2
(b) We have
σ
[
1
Z,α′
,H
]
1
Z,α′
PH∂
2
α′
(
1
Z ,α′
|Dα′ |Zt,α′
)
= σ
[
1
Z2,α′
,H
]
∂2α′PH
(
1
Z ,α′
|Dα′ |Zt,α′
)
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and hence we obtain using Proposition 9.8
∥∥∥∥σ[ 1Z,α′ ,H
]
1
Z,α′
PH∂
2
α′
(
1
Z ,α′
|Dα′ |Zt,α′
)∥∥∥∥
H˙
1
2
.
∥∥∥∥ 1|Z,α′ |2 ∂α′Zt,α′
∥∥∥∥
2
{∥∥∥∥ σZ,α′ ∂3α′ 1Z,α′
∥∥∥∥
2
+
∥∥∥∥σ 13 ∂α′ 1Z,α′
∥∥∥∥
∞
∥∥∥∥σ 23 ∂2α′ 1Z,α′
∥∥∥∥
2
}
(c) We see that
2σ
Z,α′
PA∂
2
α′
(
1
Z ,α′
|Dα′ |Zt,α′
)
= −σ
[
1
Z,α′
,H
]
∂2α′
(
1
Z ,α′
|Dα′ |Zt,α′
)
+ σ(I−H)|Dα′ |3Zt,α′
+ (I−H)
{
σ
Z,α′
∂2α′
(
1
Z ,α′
|Dα′ |Zt,α′
)
− σ|Dα′ |3Zt,α′
}
Hence using Proposition 9.8 we have
∥∥∥∥σ[ 1Z,α′ ,H
]
1
Z,α′
PA∂
2
α′
(
1
Z,α′
|Dα′ |Zt,α′
)∥∥∥∥
H˙
1
2
.
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
{∥∥∥∥σ 23 ∂2α′ 1Z,α′
∥∥∥∥
2
∥∥∥∥ σ 13|Z,α′ |2 ∂α′Zt,α′
∥∥∥∥
∞
+
∥∥∥σ(I−H)|Dα′ |3Zt,α′∥∥∥
2
+
∥∥∥∥ σZ,α′ ∂2α′
(
1
Z,α′
|Dα′ |Zt,α′
)
− σ|Dα′ |3Zt,α′
∥∥∥∥
2
}
63) (I−H)D2tDα′Zt ∈ H˙
1
2
Proof: We have already shown that (I−H)D2tDα′Zt ∈ H˙
1
2 . Hence
(I−H){D2tDα′Zt} = (I−H){[D2t , 1Z,α′
]
Zt,α′
}
+
[
1
Z,α′
,H
]
D2tZt,α′ +
1
Z,α′
(I−H)D2tZt,α′
Let us recall the equation of Zt,α′ from (42)
(
D2t + i
A1
|Z,α′ |2
∂α′ − iσ|Dα′ |3
)
Zt,α′
= R1Z ,α′ − i
(
∂α′
1
Z,α′
)
J1 − iDα′J1 − Z ,α′
[
D2t + i
A1
|Z,α′ |2
∂α′ − iσ|Dα′ |3, 1
Z,α′
]
Zt,α′
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By replacingD2tZt,α′ with all the other terms from the above equation and using Proposition 9.8
we get∥∥∥∥[ 1Z,α′ ,H
]
D2tZt,α′
∥∥∥∥
H˙
1
2
.
∥∥∥∥σ[ 1Z,α′ ,H
]
|Dα′ |3Zt,α′
∥∥∥∥
H˙
1
2
+
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
{
‖R1|Z,α′ |‖2 +
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
‖J1‖∞ + ‖|Dα′ |J1‖2
}
+
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
∥∥∥∥|Z,α′ |
[
D2t + i
A1
|Z,α′ |2
∂α′ − iσ|Dα′ |3, 1
Z,α′
]
Zt,α′
∥∥∥∥
2
+ ‖A1‖∞
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
∥∥∥∥ 1|Z,α′ |2 ∂α′Zt,α′
∥∥∥∥
2
We can similarly prove that
[
1
Z ,α′
,H
]
D2tZt,α′ ∈ H˙
1
2 . Using this we have
∥∥∥∥ 1Z,α′ (I−H)D2tZt,α′
∥∥∥∥
H˙
1
2
.
∥∥∥∥[D2t , 1Z,α′
]
Zt,α′
∥∥∥∥
C
+
∥∥∥∥[ 1Z,α′ ,H
]
D2tZt,α′
∥∥∥∥
H˙
1
2
+
∥∥(I−H)D2tDα′Zt∥∥H˙ 12
As (I − H)D2tZt,α′ ∈ L2, this implies that
1
Z,α′
(I − H)D2tZt,α′ ∈ C. Now as ω ∈ W , by using
Lemma 5.3 we get that
1
Z ,α′
(I−H)D2tZt,α′ ∈ C. Now
(I−H){D2tDα′Zt} = (I−H){[D2t , 1
Z ,α′
]
Zt,α′
}
+
[
1
Z,α′
,H
]
D2tZt,α′ +
1
Z ,α′
(I−H)D2tZt,α′
Hence we obtain
∥∥(I−H)D2tDα′Zt∥∥H˙ 12 .
∥∥∥∥[D2t , 1Z,α′
]
Zt,α′
∥∥∥∥
C
+
∥∥∥∥[ 1Z ,α′ ,H
]
D2tZt,α′
∥∥∥∥
H˙
1
2
+
∥∥∥∥ 1Z ,α′ (I −H)D2tZt,α′
∥∥∥∥
H˙
1
2
64) σ(I−H)|Dα′ |3Dα′Zt ∈ H˙ 12
Proof: We have already shown that σ(I−H)|Dα′ |3Dα′Zt ∈ H˙ 12 . Hence∥∥∥∥ σZ,α′ (I−H)|Dα′ |3Zt,α′
∥∥∥∥
H˙
1
2
.
∥∥∥∥σ[ 1Z,α′ ,H
]
|Dα′ |3Zt,α′
∥∥∥∥
H˙
1
2
+
∥∥∥∥σ(I−H){[|Dα′ |3, 1Z,α′
]
Zt,α′
}∥∥∥∥
H˙
1
2
+
∥∥∥σ(I −H)|Dα′ |3Dα′Zt∥∥∥
H˙
1
2
54 SIDDHANT AGRAWAL
As σ(I −H)|Dα′ |3Zt,α′ ∈ L2, this implies that σ
Z,α′
(I −H)|Dα′ |3Zt,α′ ∈ C. Now as ω ∈ W , by
using Lemma 5.3 we get that
σ
Z,α′
(I−H)|Dα′ |3Zt,α′ ∈ C. Hence∥∥∥σ(I−H)|Dα′ |3Dα′Zt∥∥∥
H˙
1
2
.
∥∥∥∥σ(I−H){[|Dα′ |3, 1Z ,α′
]
Zt,α′
}∥∥∥∥
H˙
1
2
+
∥∥∥∥σ[ 1Z,α′ ,H
]
|Dα′ |3Zt,α′
∥∥∥∥
H˙
1
2
+
∥∥∥∥ σZ,α′ (I−H)|Dα′ |3Zt,α′
∥∥∥∥
H˙
1
2
65)
1
|Z,α′ |2
∂α′J1 ∈ H˙ 12 and hence 1|Z,α′ |2
∂α′J1 ∈ C
Proof: Let us recall the equation of Dα′Zt from (40)(
D2t + i
A1
|Z,α′ |2
∂α′ − iσ|Dα′ |3
)
Dα′Zt = R1 − i
(
Dα′
1
Z,α′
)
J1 − i 1|Z,α′ |2
∂α′J1
We see that
i
A1
|Z,α′ |2
∂α′Dα′Zt =
(
2iωA1
|Z,α′ |2
∂α′ω
)
Dα′Zt +
iω2A1
|Z,α′ |2
∂α′Dα′Zt
Now observe that
1
|Z,α′ |2
∂α′J1 is real valued. Hence by applying Im(I−H) to the equation
of Dα′Zt and using Lemma 5.3 and Proposition 9.8 we get∥∥∥∥∥ 1|Z,α′ |2 ∂α′J1
∥∥∥∥∥
H˙
1
2
.
∥∥∥∥Dα′ 1Z,α′
∥∥∥∥
C
‖J1‖W +
∥∥(I−H)D2tDα′Zt∥∥H˙ 12 + ∥∥σ(I −H)|Dα′ |3Dα′Zt∥∥H˙ 12
+
∥∥D2α′Zt∥∥2
(
‖A1‖∞
∥∥∥∥∂α′ 1Z ,α′
∥∥∥∥
2
+ ‖A1‖∞‖|Dα′ |ω‖2 + ‖|Dα′ |A1‖2
)
+
∥∥Dα′Zt∥∥W‖ω‖W‖A1‖W
∥∥∥∥∥ 1|Z,α′ |2 ∂α′ω
∥∥∥∥∥
C
+ ‖R1‖C
5.2. Closing the energy estimate
We are now ready to close the energy Eσ. To simplify the calculations we will use the following
notation: If a(t), b(t) are functions of time we write a ≈ b if there exists a universal non-negative
polynomial P with |a(t)− b(t)| ≤ P (Eσ(t)). Observe that ≈ is an equivalence relation. With this
notation proving Theorem 5.1 is equivalent to showing dEσ(t)dt ≈ 0.
Lemma 5.4. Let T > 0 and let f, b ∈ C2([0, T ), H2(R)) with b being real valued. Let Dt = ∂t+b∂α′ .
Then
(1)
d
dt
∫
f dα′ =
∫
Dtf dα
′ +
∫
bα′f dα
′
(2)
∣∣∣ d
dt
∫
|f |2 dα′ − 2Re
∫
f¯(Dtf) dα
′
∣∣∣ . ‖f‖22‖bα′‖∞
(3)
∣∣∣∣ ddt
∫
(|∂α′ |f¯)f dα′ − 2Re
{∫
(|∂α′ |f¯)Dtf dα′
}∣∣∣∣ . ‖f‖2H˙ 12 ‖bα′‖∞
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Proof. The first two follow directly from the fact that Dt = ∂t + b∂α′ . For the third estimate we
observe that
d
dt
∫
(|∂α′ |f¯)f dα′
= 2Re
{∫
(|∂α′ |f¯)∂tf dα′
}
= 2Re
{∫
(|∂α′ |f¯)Dtf dα′
}
− 2Re
{∫
(|∂α′ |f¯)(b∂α′f) dα′
}
= 2Re
{∫
(|∂α′ |f¯)Dtf dα′
}
− 2Re
{∫ (
|∂α′ |
1
2 f¯
)([
|∂α′ |
1
2 , b
]
∂α′f
)
dα′
}
+
∫ ∣∣∣|∂α′ | 12 f ∣∣∣2bα′ dα′
The estimate now follows from Proposition 9.8. 
This lemma helps us move the time derivative inside the integral as a material derivative. We
will now control the time derivative of the energy.
5.2.1. Controlling Eσ,0
Recall that
Eσ,0 =
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥2
∞
+
∥∥∥∥σ 16 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥6
2
+
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥2
2
+
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂2α′
1
Z,α′
∥∥∥∥∥
2
2
We control the terms individually
1) As mentioned in Remark 5.2 we will substitute the time derivative with the upper Dini derivative
for the L∞ term.
lim sup
s→0+
∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z,α′ ∥∥∥2∞(t+ s)− ∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z,α′ ∥∥∥2∞(t)
s
= 2
{∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1
Z,α′
∥∥∥
∞
(t)
}
lim sup
s→0+
∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z,α′ ∥∥∥∞(t+ s)− ∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z,α′ ∥∥∥∞(t)
s
Now as
∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1
Z,α′
∥∥∥
∞
(t) is part of the energy we only need to concentrate on the second
term. As ∂t(f(·, t) ◦ h) = (Dtf(·, t)) ◦ h we use Proposition 9.13 to get
lim sup
s→0+
∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z,α′ ∥∥∥∞(t+ s)− ∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z,α′ ∥∥∥∞(t)
s
= lim sup
s→0+
∥∥∥(σ 12 |Z,α′ | 12 ∂α′ 1Z,α′ ) ◦ h∥∥∥∞(t+ s)− ∥∥∥(σ 12 |Z,α′ | 12 ∂α′ 1Z,α′ ) ◦ h∥∥∥∞(t)
s
≤
∥∥∥∥Dt(σ 12 |Z,α′ | 12 ∂α′ 1Z,α′
)∥∥∥∥
∞
(t)
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Recall from (28) that Dt|Z,α′ | = |Z,α′ |
(
Re(Dα′Zt)− bα′
)
and hence we have
Dt
(
|Z,α′ |
1
2 ∂α′
1
Z,α′
)
=
1
2
(
Re(Dα′Zt)− bα′
)(|Z,α′ | 12 ∂α′ 1
Z,α′
)
− bα′ |Z,α′ |
1
2 ∂α′
1
Z,α′
+ |Z,α′ |
1
2 ∂α′Dt
1
Z,α′
Now as Dt
1
Z,α′
=
1
Z,α′
(bα′ −Dα′Zt) we obtain
Dt
(
|Z,α′ |
1
2 ∂α′
1
Z,α′
)
=
1
2
(
Re(Dα′Zt)− bα′ − 2Dα′Zt
)(|Z,α′ | 12 ∂α′ 1
Z,α′
)
+ |Z,α′ |
1
2Dα′(bα′ −Dα′Zt)
Hence ∥∥∥∥Dt(σ 12 |Z,α′ | 12 ∂α′ 1Z,α′
)∥∥∥∥
∞
. (‖Dα′Zt‖∞ + ‖bα′‖∞)
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥
∞
+
∥∥∥∥ σ 12|Z,α′ | 12 ∂α′bα′
∥∥∥∥
∞
+
∥∥∥∥ σ 12|Z,α′ | 12 ∂α′Dα′Zt
∥∥∥∥
∞
. P (Eσ)
2) By using the calculation above we first obtain∥∥∥∥Dt(σ 16 |Z,α′ | 12 ∂α′ 1Z,α′
)∥∥∥∥
2
. (‖Dα′Zt‖∞ + ‖bα′‖∞)
∥∥∥∥σ 16 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥
2
+
∥∥∥∥ σ 16|Z,α′ | 12 ∂α′bα′
∥∥∥∥
2
+
∥∥∥∥ σ 16|Z,α′ | 12 ∂α′Dα′Zt
∥∥∥∥
2
Hence by using Lemma 5.4 we get
d
dt
∥∥∥∥σ 16 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥6
2
. ‖bα′‖∞
∥∥∥∥σ 16 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥6
2
+
∥∥∥∥σ 16 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥5
2
∥∥∥∥Dt(σ 16 |Z,α′ | 12 ∂α′ 1Z,α′
)∥∥∥∥
2
. P (Eσ)
3) By using Lemma 5.4 we obtain
d
dt
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥2
2
. ‖bα′‖∞
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥2
2
+
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
∥∥∥∥Dt∂α′ 1Z,α′
∥∥∥∥
2
. P (Eσ)
4) We first note from (29) that
Dt∂α′
1
Z,α′
= Dα′bα′ −D2α′Zt −
(
∂α′
1
Z,α′
)
Dα′Zt
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From this and (28) we see that∥∥∥∥∥Dt
(
σ
1
2
|Z,α′ |
1
2
∂2α′
1
Z,α′
)∥∥∥∥∥
2
. (‖bα′‖∞ + ‖Dα′Zt‖∞)
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂2α′
1
Z,α′
∥∥∥∥∥
2
+
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂α′Dα′bα′
∥∥∥∥∥
2
+
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂α′D
2
α′Zt
∥∥∥∥∥
2
+
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂α′Dα′Zt
∥∥∥∥∥
∞
Hence by using Lemma 5.4 we get
d
dt
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂2α′
1
Z,α′
∥∥∥∥∥
2
2
. ‖bα′‖∞
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂2α′
1
Z,α′
∥∥∥∥∥
2
2
+
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂2α′
1
Z,α′
∥∥∥∥∥
2
∥∥∥∥∥Dt
(
σ
1
2
|Z,α′ |
1
2
∂2α′
1
Z,α′
)∥∥∥∥∥
2
. P (Eσ)
5.2.2. Controlling Eσ,1
Recall that
Eσ,1 =
∥∥(Ztt − i)Z,α′∥∥2H˙ 12 + ∥∥∥√A1Zt,α′∥∥∥22 +
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂α′Zt,α′
∥∥∥∥∥
2
2
We will first simplify the time derivative of each of the individual terms before combining them.
1) As bα′ ,Hbα′ ∈ L∞, by using Lemma 5.4 we get
d
dt
∫ ∣∣∣|∂α′ | 12 {(Ztt − i)Z,α′}∣∣∣2dα′ ≈ 2Re∫ {|∂α′ |((Ztt + i)Z ,α′)}Dt((Ztt − i)Z,α′)dα′
Now from (12) we have
Dt
(
(Ztt − i)Z,α′
)
= ZtttZ,α′ + (Dα′Zt − bα′)(Ztt − i)Z,α′
= ZtttZ,α′ + (Dα′Zt − bα′)(−iA1 + σ∂α′Θ)
and using Proposition 9.9 we observe that
‖(Dα′Zt − bα′)(−iA1 + σ∂α′Θ)‖
H˙
1
2
.
(
‖Dα′Zt‖
L∞∩H˙
1
2
+ ‖bα′‖
L∞∩H˙
1
2
)
‖A1‖
L∞∩H˙
1
2
+
(∥∥σ 13 ∂α′Dα′Zt∥∥2 + ∥∥σ 13 ∂α′bα′∥∥2)∥∥σ 23 ∂α′Θ∥∥2
+ (‖Dα′Zt‖∞ + ‖bα′‖∞)‖σ∂α′Θ‖H˙ 12
Hence we have
d
dt
∫ ∣∣∣|∂α′ | 12 {(Ztt − i)Z,α′}∣∣∣2dα′ ≈ 2Re∫ (ZtttZ,α′)|∂α′ |((Ztt + i)Z,α′)dα′
2) As bα′ , A1, DtA1 ∈ L∞ and Zt,α′ , Ztt,α′ ∈ L2 we get
d
dt
∫
A1
∣∣Zt,α′ ∣∣2dα′ = ∫ (bα′A1 +DtA1)∣∣Zt,α′ ∣∣2 dα′ + 2Re∫ A1Zt,α′(−bα′Zt,α′ + Ztt,α′) dα′
≈ 0
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Now observe from Proposition 9.9 that∥∥A1Dα′Zt∥∥
H˙
1
2
. ‖A1‖
L∞∩H˙
1
2
∥∥Dα′Zt∥∥
L∞∩H˙
1
2
Hence we have
d
dt
∫
A1
∣∣Zt,α′ ∣∣2dα′ ≈ 2Re ∫ (iA1Dα′Zt)|∂α′ |((Ztt + i)Z ,α′) dα′
3) By Lemma 5.4 we get
σ
d
dt
∫ ∣∣∣ 1
|Z,α′ |
1
2
∂α′Zt,α′
∣∣∣2dα′ ≈ 2σRe ∫ ( 1
|Z,α′ |
1
2
∂α′Zt,α′
)
Dt
(
1
|Z,α′ |
1
2
∂α′Zt,α′
)
dα′
Using (28) we obtain
σ
1
2Dt
(
1
|Z,α′ |
1
2
∂α′Zt,α′
)
=
(
−3
2
bα′ − 1
2
Re(Dα′Zt)
)(
σ
1
2
|Z,α′ |
1
2
∂α′Zt,α′
)
−
(
σ
1
2
|Z,α′ |
1
2
∂α′bα′
)
Zt,α′ +
σ
1
2
|Z,α′ |
1
2
∂α′Ztt,α′
As bα′ ,Re(Dα′Zt),
σ
1
2
|Z,α′ |
1
2
∂α′bα′ ∈ L∞ and Zt,α′ , σ
1
2
|Z,α′ |
1
2
∂α′Zt,α′ ∈ L2 we have
σ
d
dt
∫ ∣∣∣ 1
|Z,α′ |
1
2
∂α′Zt,α′
∣∣∣2dα′ ≈ 2σRe∫ ( 1
|Z,α′ |
1
2
∂α′Zt,α′
)(
1
|Z,α′ |
1
2
∂α′Ztt,α′
)
dα′
Now
σ
1
2
|Z,α′ |
1
2
∂α′Ztt,α′ =
σ
1
2
|Z,α′ |
1
2
∂2α′
(
1
Z,α′
(Ztt + i)Z ,α′
)
=
(
σ
1
2
|Z,α′ |
1
2
∂2α′
1
Z ,α′
)
(Ztt + i)Z,α′ + 2
(
σ
1
2
|Z,α′ |
1
2
∂α′
1
Z,α′
)
∂α′
{
(Ztt + i)Z,α′
}
+
σ
1
2
|Z,α′ |
1
2Z ,α′
∂2α′
{
(Ztt + i)Z,α′
}
Using (Ztt + i)Z ,α′ = iA1 + σ∂α′Θ from (12) we obtain∥∥∥∥∥
(
σ
1
2
|Z,α′ |
1
2
∂2α′
1
Z ,α′
)
(Ztt + i)Z,α′
∥∥∥∥∥
2
.
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂2α′
1
Z ,α′
∥∥∥∥∥
2
‖A1‖∞ +
∥∥∥∥∥ σ
5
6
|Z,α′ |
1
2
∂2α′
1
Z,α′
∥∥∥∥∥
∞
∥∥σ 23 ∂α′Θ∥∥2∥∥∥∥∥
(
σ
1
2
|Z,α′ |
1
2
∂α′
1
Z ,α′
)
∂α′
{
(Ztt + i)Z ,α′
}∥∥∥∥∥
2
.
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥
∞
(∥∥|Dα′ |A1∥∥2 + ∥∥∥∥ σ|Z,α′ |∂2α′Θ
∥∥∥∥
2
)
Hence
σ
d
dt
∫ ∣∣∣ 1
|Z,α′ |
1
2
∂α′Zt,α′
∣∣∣2dα′ ≈ 2σRe ∫ ( 1
|Z,α′ |
1
2
∂α′Zt,α′
)(
1
|Z,α′ |
1
2Z ,α′
∂2α′
{
(Ztt + i)Z ,α′
})
dα′
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Now using ∂α′ = i|∂α′ |+ (I+H)∂α′ and (Ztt + i)Z,α′ = iA1 + σ∂α′Θ we obtain
σ
1
2
|Z,α′ |
1
2Z ,α′
∂2α′
{
(Ztt + i)Z ,α′
}
=
iσ
1
2
|Z,α′ |
1
2Z ,α′
∂α′ |∂α′ |
{
(Ztt + i)Z,α′
}
+
iσ
1
2
|Z,α′ |
1
2Z,α′
(I+H)∂2α′A1
By commuting the Hilbert transform outside and using Proposition 9.8 we obtain∥∥∥∥∥ σ
1
2
|Z,α′ |
3
2
(I+H)∂2α′A1
∥∥∥∥∥
2
. ‖A1‖∞
(∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂2α′
1
|Z,α′ |
∥∥∥∥∥
2
+
∥∥∥∥∂α′ 1|Z,α′ |
∥∥∥∥
2
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥
∞
)
+
∥∥∥∥∥ σ
1
2
|Z,α′ |
3
2
∂2α′A1
∥∥∥∥∥
2
Hence
σ
d
dt
∫ ∣∣∣ 1
|Z,α′ |
1
2
∂α′Zt,α′
∣∣∣2dα′ ≈ 2Re∫ {−iσ∂α′( 1
Z ,α′
|Dα′ |Zt,α′
)}
|∂α′ |
(
(Ztt + i)Z ,α′
)
dα′
4) Now by combining all the three terms we obtain
d
dt
Eσ,1 ≈ 2Re
∫ {
ZtttZ,α′ + iA1Dα′Zt − iσ∂α′
(
1
Z ,α′
|Dα′ |Zt,α′
)}
|∂α′ |
(
(Ztt + i)Z ,α′
)
dα′
Recall from (38) that
ZtttZ,α′ + iA1Dα′Zt − iσ∂α′
(
1
Z ,α′
|Dα′ |Zt,α′
)
= iσ∂α′
{(
|Dα′ | 1
Z ,α′
)
Zt,α′
}
− σ(Dα′Zt)∂α′Θ− σ∂α′
{
(ReΘ)Dα′Zt
}− iJ1
Hence it is sufficient to show that each of the terms on the right hand side is in H˙
1
2 . We have
already shown that J1 ∈ H˙ 12 . We also have from Proposition 9.9 and Lemma 5.3
‖σ(Dα′Zt)∂α′Θ‖
H˙
1
2
.
∥∥σ 13 ∂α′Dα′Zt∥∥2∥∥σ 23 ∂α′Θ∥∥2 + ‖Dα′Zt‖∞‖σ∂α′Θ‖H˙ 12∥∥σ∂α′{(ReΘ)Dα′Zt}∥∥
H˙
1
2
.
∥∥σ 13 ∂α′Dα′Zt∥∥2∥∥σ 23 ∂α′Θ∥∥2 + ∥∥Dα′Zt∥∥∞‖σ∂α′Θ‖H˙ 12
+
∥∥σ 12 |Z,α′ | 12ReΘ∥∥W∥∥∥∥ σ 12|Z,α′ | 12 ∂α′Dα′Zt
∥∥∥∥
C
Now observe that
iσ∂α′
{(
|Dα′ | 1
Z ,α′
)
Zt,α′
}
= iσ
(
∂α′
1
|Z,α′ |
)(
∂α′
1
Z,α′
)
Zt,α′ + iσ
(
∂α′
1
Z,α′
)
|Dα′ |Zt,α′
+ iσ
(
∂2α′
1
Z ,α′
)
|Dα′ |Zt
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We have the estimates from Lemma 5.3∥∥∥∥σ(∂α′ 1|Z,α′ |
)(
∂α′
1
Z ,α′
)
Zt,α′
∥∥∥∥
H˙
1
2
.
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥
W
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z,α′
∥∥∥∥
W
∥∥|Dα′ |Zt∥∥C∥∥∥∥σ(∂α′ 1Z,α′
)
|Dα′ |Zt,α′
∥∥∥∥
H˙
1
2
.
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1Z ,α′
∥∥∥∥
W
∥∥∥∥ σ 12|Z,α′ | 32 ∂α′Zt,α′
∥∥∥∥
C
For the last term we use Proposition 9.12 with f = σ
2
3 ∂2α′
1
Z ,α′
, w =
σ
1
6
|Z,α′ |
1
2
, h =
σ
1
6
|Z,α′ |
1
2
Zt,α′ .
Hence ∥∥∥∥σ(∂2α′ 1Z ,α′
)
|Dα′ |Zt
∥∥∥∥
H˙
1
2
.
∥∥∥∥ σ 56|Z,α′ | 12 ∂2α′ 1Z,α′
∥∥∥∥
H˙
1
2
∥∥∥∥ σ 16|Z,α′ | 12 Zt,α′
∥∥∥∥
∞
+
∥∥∥∥σ 23 ∂2α′ 1Z,α′
∥∥∥∥
2
∥∥∥σ 13 ∂α′ |Dα′ |Zt∥∥∥
2
+
∥∥∥∥σ 23 ∂2α′ 1Z,α′
∥∥∥∥
2
∥∥∥∥σ 16 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥
2
∥∥∥∥ σ 16|Z,α′ | 12 Zt,α′
∥∥∥∥
∞
This completes the proof of
d
dt
Eσ,1(t) . P (Eσ(t))
5.2.3. Controlling Eσ,2 and Eσ,3
Recall that both Eσ,2 and Eσ,3 are of the form
Eσ,i = ‖Dtf‖22 +
∥∥∥∥√A1 f|Z,α′ |
∥∥∥∥2
H˙
1
2
+
∥∥∥∥∥ σ
1
2
|Z,α′ |
3
2
∂α′f
∥∥∥∥∥
2
H˙
1
2
Where f = Zt,α′ for i = 2 and f = Θ for i = 3. Also note that PHf = f for these choices of f . We
will simplify the time derivative of each of the terms individually before combining them.
1) As bα′ ∈ L∞ we have from Lemma 5.4
d
dt
∫
|Dtf |2 dα′ ≈ 2Re
∫
(D2t f)(Dtf¯) dα
′
2) By using Lemma 5.4 we have
d
dt
∫ ∣∣∣∣|∂α′ | 12( √A1|Z,α′ |f
)∣∣∣∣2dα′ ≈ 2Re ∫ {|∂α′ |( √A1|Z,α′ |f
)}
Dt
( √
A1
|Z,α′ | f¯
)
dα′
Observe from (28) that
Dt
( √
A1
|Z,α′ | f¯
)
=
{
DtA1
2A1
+ bα′ − Re(Dα′Zt)
} √
A1
|Z,α′ | f¯ +
√
A1
|Z,α′ |Dtf¯
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We note that for f = Zt,α′ or f = Θ we have
f
|Z,α′ | ∈ C. Hence by Lemma 5.3 we have∥∥∥∥{DtA12A1 + bα′ − Re(Dα′Zt)
} √
A1
|Z,α′ | f¯
∥∥∥∥
H˙
1
2
.
∥∥∥∥ f|Z,α′ |
∥∥∥∥
C
∥∥∥√A1∥∥∥
W
{
‖DtA1‖W
∥∥∥∥ 1A1
∥∥∥∥
W
+ ‖bα′‖W + ‖Dα′Zt‖W
}
Hence
d
dt
∫ ∣∣∣∣|∂α′ | 12( √A1|Z,α′ |f
)∣∣∣∣2dα′ ≈ 2Re ∫ { √A1|Z,α′ | |∂α′ |
( √
A1
|Z,α′ |f
)}
(Dtf¯) dα
′
We simplify further using |∂α′ | = iH∂α′ and Hf = f
√
A1
|Z,α′ | |∂α
′ |
( √
A1
|Z,α′ |f
)
= i
[ √
A1
|Z,α′ | ,H
]
∂α′
( √
A1
|Z,α′ |f
)
+ iH
{ √
A1
|Z,α′ |∂α
′
( √
A1
|Z,α′ |
)
f +
A1
|Z,α′ |2
∂α′f
}
= i
[ √
A1
|Z,α′ | ,H
]
∂α′
( √
A1
|Z,α′ |f
)
+ iH
{
1
2
(
1
|Z,α′ |2
∂α′A1
)
f +A1
(
|Dα′ | 1|Z,α′ |
)
f
}
− i
[
A1
|Z,α′ |2
,H
]
∂α′f + i
A1
|Z,α′ |2
∂α′f
Hence by Lemma 5.3, Proposition 9.8 and using A1 ≥ 1 we have∥∥∥∥ √A1|Z,α′ | |∂α′ |
( √
A1
|Z,α′ |f
)
− i A1|Z,α′ |2
∂α′f
∥∥∥∥
2
.
(
‖|Dα′ |A1‖2 +
∥∥∥√A1∥∥∥
∞
∥∥∥∥∂α′ 1|Z,α′ |
∥∥∥∥
2
)∥∥∥∥ √A1|Z,α′ |f
∥∥∥∥
H˙
1
2
+ ‖A1‖W
∥∥∥∥|Dα′ | 1|Z,α′ |
∥∥∥∥
C
∥∥∥∥ f|Z,α′ |
∥∥∥∥
C
+ ‖f‖2
∥∥∥∥ 1|Z,α′ |2 ∂α′A1
∥∥∥∥
L∞∩H˙
1
2
As Dtf ∈ L2 this shows that
d
dt
∫ ∣∣∣∣|∂α′ | 12( √A1|Z,α′ |f
)∣∣∣∣2dα′ ≈ 2Re∫ (i A1|Z,α′ |2 ∂α′f
)
(Dtf¯) dα
′
3) By Lemma 5.4 we have
σ
d
dt
∫ ∣∣∣∣|∂α′ | 12
(
1
|Z,α′ |
3
2
∂α′f
)∣∣∣∣2dα′ ≈ 2σRe∫
{
|∂α′ |
(
1
|Z,α′ |
3
2
∂α′f
)}
Dt
(
1
|Z,α′ |
3
2
∂α′ f¯
)
dα′
We note that
σ
1
2Dt
(
1
|Z,α′ |
3
2
∂α′ f¯
)
= σ
1
2
(
1
2
bα′ − 3
2
Re(Dα′Zt)
)(
1
|Z,α′ |
3
2
∂α′ f¯
)
+
σ
1
2
|Z,α′ |
3
2
∂α′Dtf¯
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As
σ
1
2
|Z,α′ |
3
2
∂α′f ∈ C for f = Zt,α′ or f = Θ we use Lemma 5.3 to obtain
∥∥∥∥∥σ 12
(
1
2
bα′ − 3
2
Re(Dα′Zt)
)(
1
|Z,α′ |
3
2
∂α′ f¯
)∥∥∥∥∥
H˙
1
2
. (‖bα′‖W + ‖Dα′Zt‖W)
∥∥∥∥∥ σ
1
2
|Z,α′ |
3
2
∂α′f
∥∥∥∥∥
C
Hence
σ
d
dt
∫ ∣∣∣∣|∂α′ | 12
(
1
|Z,α′ |
3
2
∂α′f
)∣∣∣∣2dα′ ≈ −2σRe∫ ∂α′
{
1
|Z,α′ |
3
2
|∂α′ |
(
1
|Z,α′ |
3
2
∂α′f
)}
Dtf¯ dα
′
Now using |∂α′ | = iH∂α′ we see that
σ∂α′
{
1
|Z,α′ |
3
2
|∂α′ |
(
1
|Z,α′ |
3
2
∂α′f
)}
= iσ∂α′
[
1
|Z,α′ |
3
2
,H
]
∂α′
(
1
|Z,α′ |
3
2
∂α′f
)
+ iσH∂α′
{
1
|Z,α′ |
3
2
∂α′
(
1
|Z,α′ |
3
2
∂α′f
)}
Using Proposition 9.8 we have the estimate∥∥∥∥∥σ∂α′
[
1
|Z,α′ |
3
2
,H
]
∂α′
(
1
|Z,α′ |
3
2
∂α′f
)∥∥∥∥∥
2
.
∥∥∥∥∥ σ
1
2
|Z,α′ |
3
2
∂α′f
∥∥∥∥∥
H˙
1
2
{∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂2α′
1
|Z,α′ |
∥∥∥∥∥
2
+
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥
∞
∥∥∥∥∂α′ 1|Z,α′ |
∥∥∥∥
2
}
By using the expansion in (31) for f = Zt,α′ we get∥∥∥∥∥σ|Dα′ |3Zt,α′ − σ∂α′
{
1
|Z,α′ |
3
2
∂α′
(
1
|Z,α′ |
3
2
∂α′Zt,α′
)}∥∥∥∥∥
2
.
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥
∞
∥∥∥∥∥ σ
1
2
|Z,α′ |
5
2
∂2α′Zt,α′
∥∥∥∥∥
2
+
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥2
∞
∥∥∥∥∥ 1|Z,α′ |2 ∂α′Zt,α′
∥∥∥∥∥
2
+
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂2α′
1
|Z,α′ |
∥∥∥∥∥
2
∥∥∥∥∥ σ
1
2
|Z,α′ |
3
2
∂α′Zt,α′
∥∥∥∥∥
∞
Similarly using the expansion in (31) for f = Θ and using Lemma 5.3 we obtain∥∥∥∥∥σ|Dα′ |3Θ− σ∂α′
{
1
|Z,α′ |
3
2
∂α′
(
1
|Z,α′ |
3
2
∂α′Θ
)}∥∥∥∥∥
2
.
∥∥∥∥|Dα′ | 1|Z,α′ |
∥∥∥∥
C
∥∥∥∥∥ σ|Z,α′ |2 ∂2α′Θ
∥∥∥∥∥
C
+
∥∥∥∥σ 12 |Z,α′ | 12 ∂α′ 1|Z,α′ |
∥∥∥∥
∞
∥∥∥∥|Dα′ | 1|Z,α′ |
∥∥∥∥
C
∥∥∥∥∥ σ
1
2
|Z,α′ |
3
2
∂α′Θ
∥∥∥∥∥
C
+
∥∥∥∥∥ σ
1
2
|Z,α′ |
3
2
∂2α′
1
|Z,α′ |
∥∥∥∥∥
C
∥∥∥∥∥ σ
1
2
|Z,α′ |
3
2
∂α′Θ
∥∥∥∥∥
C
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Using these we now have
σ
d
dt
∫ ∣∣∣∣|∂α′ | 12
(
1
|Z,α′ |
3
2
∂α′f
)∣∣∣∣2dα′ ≈ −2Re∫ (iσH|Dα′ |3f)Dtf¯ dα′
But we have already shown that (I − H)|Dα′ |3f ∈ L2 for both f = Zt,α′ and f = Θ. Hence we
finally have
σ
d
dt
∫ ∣∣∣∣|∂α′ | 12
(
1
|Z,α′ |
3
2
∂α′f
)∣∣∣∣2dα′ ≈ 2Re ∫ (−iσ|Dα′ |3f)Dtf¯ dα′
4) Combining all three terms we obtain for i = 2, 3
d
dt
Eσ,i ≈ 2Re
∫ (
D2t f + i
A1
|Z,α′ |2
∂α′f − iσ|Dα′ |3f
)
(Dtf¯) dα
′
For f = Zt,α′ we obtain from (42)(
D2t + i
A1
|Z,α′ |2
∂α′ − iσ|Dα′ |3
)
Zt,α′
= R1Z ,α′ − i
(
∂α′
1
Z,α′
)
J1 − iDα′J1 − Z ,α′
[
D2t + i
A1
|Z,α′ |2
∂α′ − iσ|Dα′ |3, 1
Z,α′
]
Zt,α′
We have already shown that R1 ∈ C, J1 ∈ W , ∂α′ 1
Z,α′
∈ L2 and the last term in L2. Now for
f = Θ we have from (43)(
D2t + i
A1
|Z,α′ |2
∂α′ − iσ|Dα′ |3
)
Θ = R2 + iJ2
In this case too we have shown that R2, J2 ∈ L2. Hence this shows that
d
dt
Eσ,i(t) . P (Eσ(t)) for i = 2, 3
5.2.4. Controlling Eσ,4
Recall that
Eσ,4 =
∥∥DtDα′Zt∥∥2H˙ 12 + ∥∥∥√A1|Dα′ |Dα′Zt∥∥∥22 +
∥∥∥∥∥ σ
1
2
|Z,α′ |
1
2
∂α′ |Dα′ |Dα′Zt
∥∥∥∥∥
2
2
As before we first simplify the terms individually before combining them.
1) By Lemma 5.4 and the fact that |∂α′ | = iH∂α′ we have
d
dt
∫ ∣∣∣|∂α′ | 12 (DtDα′Zt)∣∣∣2dα′ ≈ 2Re ∫ (D2tDα′Zt)|∂α′ |(DtDα′Zt) dα′
≈ 2Re
∫
(HD2tDα′Zt){−i∂α′(DtDα′Zt)} dα′
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But we have shown that (I− H)D2tDα′Zt ∈ H˙
1
2 . Hence we have
d
dt
∫ ∣∣∣|∂α′ | 12 (DtDα′Zt)∣∣∣2dα′ ≈ 2Re∫ (D2tDα′Zt){−i∂α′(DtDα′Zt)} dα′
2) By Lemma 5.4 and as bα′ ∈ L∞ we have
d
dt
∫
A1
∣∣|Dα′ |Dα′Zt∣∣2dα′ ≈ ∫ (DtA1
A1
)
A1
∣∣|Dα′ |Dα′Zt∣∣2 dα′
+ 2Re
∫
A1
(|Dα′ |Dα′Zt)Dt(|Dα′ |Dα′Zt) dα′
As
DtA1
A1
∈ L∞, the first term is controlled. We now see that
Dt|Dα′ |Dα′Zt = −Re(Dα′Zt)|Dα′ |Dα′Zt + |Dα′ |DtDα′Zt
Now as Re(Dα′Zt) ∈ L∞ we obtain
d
dt
∫
A1
∣∣|Dα′ |Dα′Zt∣∣2dα′ ≈ 2Re∫ (i A1|Z,α′ |2 ∂α′Dα′Zt
)
{−i∂α′(DtDα′Zt)} dα′
3) By Lemma 5.4 and as bα′ ∈ L∞ we have
σ
d
dt
∫ ∣∣∣∣ 1|Z,α′ | 12 ∂α′ |Dα′ |Dα′Zt
∣∣∣∣2dα′
≈ 2σRe
∫ {
1
|Z,α′ |
1
2
∂α′ |Dα′ |Dα′Zt
}
Dt
{
1
|Z,α′ |
1
2
∂α′ |Dα′ |Dα′Zt
}
dα′
We see that
σ
1
2Dt
{
1
|Z,α′ |
1
2
∂α′ |Dα′ |Dα′Zt
}
=
(
−3
2
Re(Dα′Zt)− bα
′
2
){
σ
1
2
|Z,α′ |
1
2
∂α′ |Dα′ |Dα′Zt
}
− Re
(
σ
1
2
|Z,α′ |
1
2
∂α′Dα′Zt
)
(|Dα′ |Dα′Zt) + σ
1
2
|Z,α′ |
1
2
∂α′ |Dα′ |DtDα′Zt
As Dα′Zt, bα′ ∈ L∞, the first term is controlled in L2. The second term is also in L2 as we have
σ
1
2
|Z,α′ |
1
2
∂α′Dα′Zt ∈ L∞ and |Dα′ |Dα′Zt ∈ L2. Hence we have
σ
d
dt
∫ ∣∣∣∣ 1|Z,α′ | 12 ∂α′ |Dα′ |Dα′Zt
∣∣∣∣2dα′ ≈ 2Re ∫ (−iσ|Dα′ |3Dα′Zt){−i∂α′(DtDα′Zt)} dα′
4) Combining the three terms we get
d
dt
Eσ,4 ≈ 2Re
∫ (
D2tDα′Zt + i
A1
|Z,α′ |2
∂α′Dα′Zt − iσ|Dα′ |3Dα′Zt
)
{−i∂α′(DtDα′Zt)} dα′
From equation (40) we see that(
D2t + i
A1
|Z,α′ |2
∂α′ − iσ|Dα′ |3
)
Dα′Zt = R1 − i
(
Dα′
1
Z,α′
)
J1 − i 1|Z,α′ |2
∂α′J1
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But we have already shown that R1,
1
|Z,α′ |2
∂α′J1 ∈ H˙ 12 and the second term is controlled in H˙ 12
by using Lemma 5.3 ∥∥∥∥(Dα′ 1Z,α′
)
J1
∥∥∥∥
H˙
1
2
.
∥∥∥∥Dα′ 1Z,α′
∥∥∥∥
C
‖J1‖W
Hence we have
d
dt
Eσ,4(t) . P (Eσ(t))
This concludes the proof of Theorem 5.1
6. Equivalence of Energy and relation with Sobolev norm
In this section we prove the equivalence of the energies Eσ(t) and Eσ(t). We also explain the
relation of the energy Eσ(t) to the Sobolev norm of the solution.
Proposition 6.1. There exists universal polynomials P1, P2 with non-negative coefficients so that
if (Z,Zt)(t) is a smooth solution to the water wave equation (13) for σ ≥ 0 in the time interval
[0, T ] satisfying (Z,α′ − 1, 1Z,α′ − 1, Zt) ∈ L
∞([0, T ], Hs+
1
2 (R) × Hs+ 12 (R) × Hs(R)) for all s ≥ 3,
then for all t ∈ [0, T ] we have
Eσ(t) ≤ P1(Eσ(t)) and Eσ(t) ≤ P2(Eσ(t))
Proof. From now on we will suppress the time variable. Let us first prove that Eσ ≤ P2(Eσ).
Note that from §5.1 we already have most of the terms of Eσ controlled. The terms which are not
controlled namely
σ
1
2
Z
3
2
,α′
∂2α′
1
Z,α′
and
σ
Z2,α′
∂3α′
1
Z,α′
can be easily controlled in H˙
1
2 as we have ω ∈ W
and we have already shown that
σ
1
2
|Z,α′ |
3
2
∂2α′
1
Z,α′
∈ C, σ|Z,α′ |2
∂3α′
1
Z,α′
∈ C and using Lemma 5.3
Let us now show that Eσ ≤ P1(Eσ).
(1) As we have Zt,α′ ∈ L2, we see from §5.1 that A1 ∈ L∞∩H˙ 12 . Hence we have that (Ztt−i)Z,α′ ∈
H˙
1
2 by using equation (12). We now show that Dα′Zt ∈ L∞. Observe that
∂α′(Dα′Zt)
2 = 2(Zt,α′)(D
2
α′Zt) = 2(Zt,α′)
(
∂α′
1
Z,α′
)
Dα′Zt + 2(Zt,α′)
(
1
Z2,α′
∂α′Zt,α′
)
Hence we have∥∥Dα′Zt∥∥2∞ ≤ 2∥∥Zt,α′∥∥2∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
∥∥Dα′Zt∥∥∞ + 2∥∥Zt,α′∥∥2
∥∥∥∥∥ 1Z2,α′ ∂α′Zt,α′
∥∥∥∥∥
2
Now using the inequality ab ≤ a22ǫ + ǫb
2
2 on the first term, we obtain Dα′Zt ∈ L∞.
(2) Following the proof in §5.1 we now have the terms |Dα′ |Dα′Zt ∈ L2, ∂α′ 1|Z,α′ | ∈ L
2, ω ∈ W ,
Dα′Zt ∈ W ∩ C, ∂α′PA
(
Zt
Z,α′
)
∈ L∞, A1 ∈ W , bα′ ∈ W , 1|Z,α′ |2 ∂α′A1 ∈ W ∩ C. We also
see that Θ ∈ L2, DtΘ ∈ L2 by using the formula (32) and (34). By following the proof of
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Dα′
1
Z,α′
∈ C in §5.1, we easily obtain |Dα′ | 1
Z,α′
∈ C and Θ|Z,α′ | ∈ C. Hence we have
√
A1
|Z,α′ |Θ ∈ C
and
√
A1
|Z,α′ |Zt,α
′ ∈ C from Lemma 5.3.
(3) Again by following the approach in §5.1 we automatically have σ 12 |Z,α′ |
1
2 ∂α′
1
Z,α′
∈ W , σ 23 ∂α′Θ ∈
L2, σ
2
3 ∂2α′
1
Z,α′
∈ L2, σ 13Θ ∈ L∞ ∩ H˙ 12 , σ 13 ∂α′ 1
Z,α′
∈ L∞ ∩ H˙ 12 etc. Hence we now have
σ
|Z,α′ |∂
2
α′Θ ∈ L2, σ∂α′Dα′Θ ∈ L2 by following the proof of
σ
|Z,α′ |∂
3
α′
1
Z,α′
∈ L2 in §5.1. In
particular we now have DtZt,α′ ∈ L2 by using equation (12).
(4) By following the proof of
σ
1
2
|Z,α′ |
3
2
∂2α′
1
Z,α′
∈ C in §5.1 we see that σ
1
2
|Z,α′ |
3
2
∂α′Θ ∈ C. Similarly by
following the proof of
σ
1
2
|Z,α′ |
5
2
∂2α′Zt,α′ ∈ L2 in §5.1 we also obtain
σ
1
2
|Z,α′ |
1
2
∂α′ |Dα′ |Dα′Zt ∈ L2.
We use Proposition 9.11 with f =
σ
1
2
|Z,α′ |
3
2
∂α′Zt,α′ and w =
1
|Z,α′ | to obtain
σ
1
2
|Z,α′ |
3
2
∂α′Zt,α′ ∈ C.
(5) As ω ∈ W we have σ
|Z,α′ |2
∂3α′
1
Z,α′
∈ C. Hence by following the proof of σ
|Z,α′ |2
∂3α′
1
Z,α′
∈ C in
§5.1 we obtain σ|Z,α′ |2
∂2α′Θ ∈ C, σDα′Dα′Θ ∈ C etc. Hence by using equation (12) we now have
Dα′Ztt ∈ C and hence DtDα′Zt ∈ C. This finishes the proof of Proposition 6.1

We now explain the relation between the energy Eσ(t) and the Sobolev norm of the data.
Lemma 6.2. Let (Z,Zt)(t) be a smooth solution to the water wave equation (13) for σ ≥ 0 in
the time interval [0, T ∗] for T ∗ > 0, satisfying (Z,α′ − 1, 1Z,α′ − 1, Zt) ∈ L
∞([0, T ∗], Hs+
1
2 (R) ×
Hs+
1
2 (R)×Hs(R)) for all s ≥ 3. Then we have the following estimates
(1) For σ > 0 there exists universal polynomials P1, P2 with non-negative coefficients so that for
each t ∈ [0, T ∗] we have
∥∥Zt,α′∥∥H2(t) + ‖∂α′Z,α′‖H2.5 (t) ≤ P1(Eσ(t) + ‖Z,α′‖∞(t) + 1σ
)
and
Eσ(t) ≤ P2
(∥∥Zt,α′∥∥H2 (t) + ‖∂α′Z,α′‖H2.5(t) + ∥∥∥∥ 1Z,α′
∥∥∥∥
∞
(t) + σ
)
(2) For σ ≥ 0 there exists universal polynomials P3, P4 with non-negative coefficients so that for
each t ∈ [0, T ∗] we have∥∥Zt,α′∥∥H1 (t) + ‖∂α′Z,α′‖H 12 (t) ≤ P3(Eσ(t)|σ=0 + ‖Z,α′‖∞(t)) and
Eσ(t)|σ=0 ≤ P4
(∥∥Zt,α′∥∥H1(t) + ‖∂α′Z,α′‖H 12 (t) +
∥∥∥∥ 1Z,α′
∥∥∥∥
∞
(t)
)
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(3) There exists a universal increasing function F : [0,∞)→ [0,∞) so that if 0 ≤ T ≤ T ∗ and
we define
A = sup
t∈[0,T ]
{
‖Z,α′ − 1‖H3.5(t) +
∥∥∥∥ 1Z,α′ − 1
∥∥∥∥
H3.5
(t) + ‖Zt‖H3(t)
}
<∞
B = sup
t∈[0,T ]
{
‖Z,α′ − 1‖H1.5(t) +
∥∥∥∥ 1Z,α′ − 1
∥∥∥∥
H1.5
(t) + ‖Zt‖H2(t)
}
<∞
D =
∥∥∥∥ 1Z,α′ − 1
∥∥∥∥
2
(0) + ‖Zt‖2(0) + sup
t∈[0,T ]
Eσ(t) <∞
Then for σ > 0
A ≤ F
(
D + ‖Z,α′‖∞(0) + T + σ +
1
σ
)
and for σ ≥ 0
B ≤ F (D + ‖Z,α′‖∞(0) + T + σ + 1)
Remark 6.3. For σ > 0 if the interface is non-self intersecting and if Eσ is well defined with Eσ <∞,
then we in fact have Z,α′ ∈ L∞ but the norm ‖Z,α′‖∞ depends on σ−
1
3 and the rate at which
Z,α′ → 1 as |α′| → ∞. To see this observe that in the proof of Theorem 5.1 we showed that
‖σ 13κ‖∞ ≤ C(Eσ) and hence the curvature κ ∈ L∞. Therefore by the Kellogg-Warschawski theorem
(see chapter 3 of [33]), the derivative of the Riemann mapping extends continuously to the boundary
and hence Z,α′ ∈ L∞loc. As Z,α′ → 1 when |α′| → ∞, we have that Z,α′ ∈ L∞. Hence by part 1
of the above lemma we have Zt,α′ ∈ H2(R) and ∂α′Z,α′ ∈ H2.5(R). Hence for σ > 0 the condition
Eσ <∞ is essentially equivalent to the condition that the solution is in a suitable Sobolev space.
Proof. We prove each part seperately.
(1) Let σ > 0 and assume that Eσ + ‖Z,α′‖∞ <∞. Hence we have that Zt,α′ ∈ L2 and we have∥∥∂2α′Zt,α′∥∥2 . 1σ 12 ‖Z,α′‖ 52∞
∥∥∥∥∥ σ
1
2
Z
5
2
,α′
∂2α′Zt,α′
∥∥∥∥∥
2
and ‖|Dα′ |Z,α′‖2 . ‖Z,α′‖∞
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
Hence Zt,α′ ∈ H2 and as Z,α′ ∈ L∞ we obtain Z,α′ ∈ W . Hence from Lemma 5.3 we have∥∥∥∥∂3α′ 1Z,α′
∥∥∥∥
H˙
1
2
.
1
σ
‖Z,α′‖2W
∥∥∥∥∥ σZ2,α′ ∂3α′ 1Z,α′
∥∥∥∥∥
C
Hence ∂α′
1
Z,α′
∈ H2.5. As Z,α′ ∈ L∞, we clearly have ∂α′Z,α′ ∈ L2 as. Now for s ≥ 1 we see
from Proposition 9.9 that
‖|∂α′ |s∂α′Z,α′‖2 =
∥∥∥∥|∂α′ |s(Z2,α′∂α′ 1Z,α′
)∥∥∥∥
2
. ‖|∂α′ |sZ,α′‖2‖Z,α′‖∞
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
∞
+ ‖Z,α′‖2∞
∥∥∥∥|∂α′ |s∂α′ 1Z,α′
∥∥∥∥
2
Using this for s = 1, 2, 2.5 sequentially we obtain ∂α′Z,α′ ∈ H2.5.
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(2) Now assume that σ > 0 and
∥∥Zt,α′∥∥H2 + ‖∂α′Z,α′‖H2.5 + ∥∥∥∥ 1Z,α′
∥∥∥∥
∞
<∞. We first observe that
Eσ,2 is easily controlled and that σ 16Z
1
2
,α′∂α′
1
Z,α′
∈ L2, σ 12Z
1
2
,α′∂α′
1
Z,α′
∈ L∞. Now we have∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
.
∥∥∥∥ 1Z,α′
∥∥∥∥2
∞
‖∂α′Z,α′‖2
and hence for s ≥ 1 we have from Proposition 9.9∥∥∥∥|∂α′ |s∂α′ 1Z,α′
∥∥∥∥
2
=
∥∥∥∥∥|∂α′ |s
(
1
Z2,α′
∂α′Z,α′
)∥∥∥∥∥
2
.
∥∥∥∥|∂α′ |s 1Z,α′
∥∥∥∥
2
∥∥∥∥ 1Z,α′
∥∥∥∥
∞
‖∂α′Z,α′‖∞ +
∥∥∥∥ 1Z,α′
∥∥∥∥2
∞
‖|∂α′ |s∂α′Z,α′‖2
Using this for s = 1, 2, 2.5 sequentially we obtain ∂α′
1
Z,α′
∈ H2.5. Hence we easily see that
σ
1
2
Z
1
2
,α′
∂2α′
1
Z,α′
∈ L2 and σ
Z,α′
∂3α′
1
Z,α′
∈ L2. We also have from Proposition 9.9
∥∥∥∥ 1Z,α′ ∂α′ 1Z,α′
∥∥∥∥
H˙
1
2
.
∥∥∥∥ 1Z,α′
∥∥∥∥
∞
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
H˙
1
2
+
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥2
2∥∥∥∥∥∥ σ
1
2
Z
3
2
,α′
∂2α′
1
Z,α′
∥∥∥∥∥∥
H˙
1
2
. σ
1
2
∥∥∥∥ 1Z,α′
∥∥∥∥ 32
∞
∥∥∥∥∂2α′ 1Z,α′
∥∥∥∥
H˙
1
2
+ σ
1
2
∥∥∥∥ 1Z,α′
∥∥∥∥ 12
∞
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
∥∥∥∥∂2α′ 1Z,α′
∥∥∥∥
2
and similarly∥∥∥∥∥ σZ2,α′ ∂3α′ 1Z,α′
∥∥∥∥∥
H˙
1
2
. σ
∥∥∥∥ 1Z,α′
∥∥∥∥2
∞
∥∥∥∥∂3α′ 1Z,α′
∥∥∥∥
H˙
1
2
+ σ
∥∥∥∥ 1Z,α′
∥∥∥∥
∞
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
∥∥∥∥∂3α′ 1Z,α′
∥∥∥∥
2
We are only left with σ∂α′Θ. We first observe that as Z,α′ = e
f+ig we have
∂α′Z,α′ = Z,α′∂α′(f + ig) and ∂
2
α′Z,α′ = Z,α′{∂α′(f + ig)}2 + Z,α′∂2α′(f + ig)
and hence we have∥∥∥∥∂α′ Z,α′|Z,α′ |
∥∥∥∥
L2∩L∞
= ‖∂α′g‖L2∩L∞ .
∥∥∥∥ 1Z,α′
∥∥∥∥
∞
‖∂α′Z,α′‖L2∩L∞∥∥∥∥∂2α′ Z,α′|Z,α′ |
∥∥∥∥
2
=
∥∥∂α′(eig∂α′g)∥∥2
. ‖∂α′g‖2‖∂α′g‖∞ +
∥∥∥∥ 1Z,α′
∥∥∥∥
∞
∥∥∂2α′Z,α′∥∥2 + ∥∥∥∥ 1Z,α′
∥∥∥∥2
∞
‖∂α′Z,α′‖∞‖∂α′Z,α′‖2
From this we see using Proposition 9.9∥∥∥∥|∂α′ | 32( Z,α′|Z,α′ |∂α′ 1Z,α′
)∥∥∥∥
2
.
∥∥∥∥∂2α′ 1Z,α′
∥∥∥∥
H˙
1
2
+
∥∥∥∥∂2α′ Z,α′|Z,α′ |
∥∥∥∥
2
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
Hence σ∂α′Θ ∈ H˙ 12 by using the formula (32).
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(3) Now let σ ≥ 0 and assume Eσ|σ=0 + ‖Z,α′‖∞ < ∞. We clearly see that Zt,α′ ∈ H1 and
∂α′Z,α′ ∈ L2. By the argument shown earlier, we also have Z,α′ ∈ W . Hence from Lemma 5.3
we have ∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
H˙
1
2
. ‖Z,α′‖W
∥∥∥∥ 1Z,α′ ∂α′ 1Z,α′
∥∥∥∥
C
Now we see from Proposition 9.9
‖∂α′Z,α′‖
H˙
1
2
=
∥∥∥∥Z2,α′∂α′ 1Z,α′
∥∥∥∥
H˙
1
2
. ‖Z,α′‖2∞
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
H˙
1
2
+ ‖Z,α′‖∞‖∂α′Z,α′‖2
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
(4) Let σ ≥ 0 and assume that Zt,α′ ∈ H1, ∂α′Z,α′ ∈ H 12 and 1
Z,α′
∈ L∞. We easily see that
Zt,α′ ∈ L2, 1
Z2,α′
∂α′Zt,α′ ∈ L2 and ∂α′ 1
Z,α′
∈ L2. We also have from Proposition 9.9
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
H˙
1
2
.
∥∥∥∥ 1Z,α′
∥∥∥∥2
∞
‖∂α′Z,α′‖
H˙
1
2
+
∥∥∥∥ 1Z,α′
∥∥∥∥
∞
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
‖∂α′Z,α′‖2
and hence again using Proposition 9.9 we have∥∥∥∥ 1Z,α′ ∂α′ 1Z,α′
∥∥∥∥
H˙
1
2
.
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥2
2
+
∥∥∥∥ 1Z,α′
∥∥∥∥
∞
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
H˙
1
2
(5) Now assume that σ ≥ 0 and let
D =
∥∥∥∥ 1Z,α′ − 1
∥∥∥∥
2
(0) + ‖Zt‖2(0) + sup
t∈[0,T ]
Eσ(t)
Define
M = D + ‖Z,α′‖∞(0) + T + σ + 1
In the following C(M) will denote a constant depending only on M . As Eσ(0) ≤ D we see that∥∥∥∂α′ 1Z,α′ ∥∥∥2(0) ≤ C(M) and hence ∥∥∥ 1Z,α′ ∥∥∥∞(0) ≤ C(M).
Now the evolution equation (13) gives us
(∂t + b∂α′)Z,α′ = Zt,α′ − bα′Z,α′ = (Dα′Zt − bα′)Z,α′
Hence for all 0 ≤ t ≤ T we have the estimate
‖Z,α′‖∞(t) ≤ ‖Z,α′‖∞(0) exp
{∫ t
0
(‖Dα′Zt‖∞(s) + ‖bα′‖∞(s)) ds
}
As ‖Dα′Zt‖∞ and ‖bα′‖∞ are controlled by Eσ, we see that supt∈[0,T ]‖Z,α′‖∞(t) ≤ C(M). By
a similar argument we also obtain supt∈[0,T ]
∥∥∥ 1Z,α′ ∥∥∥∞(t) ≤ C(M)
We now control
∥∥∥ 1Z,α′ − 1∥∥∥2(t) and ‖Zt‖2(t). To do this define
f(t) =
∥∥∥∥ 1Z,α′ − 1
∥∥∥∥2
2
(t) + ‖Zt‖22(t) + 1
Observe that f(0) ≤ C(M). We first see some of the quantities controlled by f(t).
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(a) Using the formula (11) we see that
‖b‖2 . ‖Zt‖2
∥∥∥∥ 1Z,α′
∥∥∥∥
∞
. C(M)f
1
2
hence using the estimate ‖bα′‖
H˙
1
2
≤ C(Eσ) from §5.1 and Proposition 6.1 we have
‖b‖∞ + ‖bα′‖2 . ‖b‖2 + ‖bα′‖H˙ 12 . C(M)f
1
2 + C(M) . C(M)f
1
2
(b) Using the formula A1 = 1− Im[Zt,H]Zt,α′ from (7) we see that
‖A1 − 1‖2 . ‖Zt‖∞‖Zt,α′‖2 .
(‖Zt‖2 + ‖Zt,α′‖2)‖Zt,α′‖2 . C(M)f 12 + C(M) . C(M)f 12
(c) Using (29) we see that∥∥∥∥(∂t + b∂α′) 1Z,α′
∥∥∥∥
2
.
∥∥∥∥ 1Z,α′ (bα′ −Dα′Zt)
∥∥∥∥
2
.
∥∥∥∥ 1Z,α′
∥∥∥∥
∞
‖bα′‖2 +
∥∥∥∥ 1Z,α′
∥∥∥∥2
∞
‖Zt,α′‖2
. C(M)f
1
2 + C(M)
. C(M)f
1
2
(d) From (12) we see that
‖(∂t + b∂α′)Zt‖2 .
∥∥∥∥i − i A1Z,α′ + σDα′Θ
∥∥∥∥
2
.
∥∥∥∥ 1Z,α′ − 1
∥∥∥∥
2
+
∥∥∥∥ 1Z,α′
∥∥∥∥
∞
‖A1 − 1‖2 + σ
1
3
∥∥∥∥ 1Z,α′
∥∥∥∥
∞
∥∥∥σ 23 ∂α′Θ∥∥∥
2
. f
1
2 + C(M)f
1
2 + C(M)σ
1
3
. C(M)f
1
2
where we have used the fact that Eσ controls σ 23 ∂α′Θ ∈ L2 from §5.1.
Hence we see that
∂tf . f
1
2
{∥∥∥∥∂t 1Z,α′
∥∥∥∥
2
+ ‖∂tZt‖2
}
. f
1
2
{∥∥∥∥(∂t + b∂α′) 1Z,α′
∥∥∥∥
2
+ ‖b‖∞
∥∥∥∥∂α′ 1Z,α′
∥∥∥∥
2
+ ‖(∂t + b∂α′)Zt‖2 + ‖b‖∞‖Zt,α′‖2
}
. C(M)f
Hence f(t) remains bounded on [0, T ] and we have
sup
t∈[0,T ]
{∥∥∥∥ 1Z,α′ − 1
∥∥∥∥
2
(t) + ‖Zt‖2(t)
}
≤ C(M)
Now using supt∈[0,T ]
∥∥∥ 1Z,α′ − 1∥∥∥2 ≤ C(M) and the fact that supt∈[0,T ]‖Z,α′‖∞(t) ≤ C(M) we
see that supt∈[0,T ]‖Z,α′ − 1‖2 ≤ C(M). Now using part 1 and 2 of this lemma we easily obtain
sup
t∈[0,T ]
{
‖Z,α′ − 1‖H3.5(t) +
∥∥∥∥ 1Z,α′ − 1
∥∥∥∥
H3.5
(t) + ‖Zt‖H3 (t)
}
≤ C
(
M +
1
σ
)
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for σ > 0 and
sup
t∈[0,T ]
{
‖Z,α′ − 1‖H1.5 (t) +
∥∥∥∥ 1Z,α′ − 1
∥∥∥∥
H1.5
(t) + ‖Zt‖H2(t)
}
≤ C(M)
for σ ≥ 0 thereby proving the lemma

7. Existence in Sobolev spaces
In this section we prove the existence of solutions in Sobolev spaces for σ > 0 with the results
being Theorem 7.8 and also Corollary 7.9. This existence result is then used to complete the proof of
Theorem 3.1 in §8. The existence proof is standard and follows the general approach of [7, 11]. Even
though [11] already has an existence result in conformal mapping coordinates for the water wave
equation with surface tension, we require a much stronger result than the one provided there. First
we need to have lower regularity on the initial data in Sobolev spaces, we need lesser restrictions on
the lower order terms and we also need a blow up criterion not depending on the chord arc constant
of the interface. This existence result is of independent interest as we do not use the vorticity
formulation using the Birkhoff-Rott integral as was done in [7, 11]. We do not assume that the
interface is a graph nor that it is non-self intersecting (as was explained in §2.2). In this section we
fix σ > 0 and constants appearing in the computations may depend on σ.
7.1. Apriori estimates for exact solutions
In order to prove existence for system (13), it is more convenient to work with an equivalent
system in the variables (g, v)
c = e−iHg
ω = eig
b∗ = 2iH(cv) + i
[
c2,H
](v
c
)
a = icH
(v
c
)
d = −ieigc(I−H)
(v
c
)
A∗1 = 1− Im[d,H]∂α′ d¯
e2 = Re(ω)−A∗1c+ σIm{[c,H]∂α′(I+H)(c∂α′g)}
∂tg = −(c∂α′)v + a(c∂α′)g − b∗∂α′g
∂tv = −iσH(c∂α′)2g − a(c∂α′)v − b∗∂α′v + a2(c∂α′)g + e2
(47)
To get system (47) from system (13) we use the following transformation
g = Im(log(Z,α′))
v = Im
(
Z,α′
|Z,α′ |Zt
)
(48)
and the following to get system (13) from system (47)
Z,α′ = e
i(I+H)g
Zt = d
(49)
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Let us now prove that these two systems are equivalent.
Lemma 7.1. Let s ≥ 3 and T ≥ 0. Then (Z,Zt)(t) solves (13) with (Z,α′ − 1, 1Z,α′ − 1, Zt) ∈
L∞([0, T ], Hs+
1
2 (R) × Hs+ 12 (R) × Hs(R)) if and only if (g, v)(t) solves (47) along with (g, v) ∈
L∞([0, T ], Hs+
1
2 (R)×Hs(R)), where the transformations between them are given by (48) and (49)
Proof. Step 1: We first assume that (Z,Zt)(t) solves (13) and show that (g, v)(t) solves (47).
(1) Now if (Z,α′ − 1, 1Z,α′ − 1, Zt) ∈ L
∞([0, T ], Hs+
1
2 × Hs+ 12 × Hs) for s ≥ 3 then for any
t ∈ [0, T ] we see that ‖Z,α′‖∞(t)+
∥∥∥ 1Z,α′ ∥∥∥∞(t)+‖|Z,α′ | − 1‖2(t) ≤M <∞ for someM > 0.
Now as Z,α′ − 1 ∈ Hs+ 12 (R) we observe that Ψz′ extends continuously to P− and hence
log(Ψz′) also extends continuously to the boundary. Hence it makes sense to talk about the
function log(Z,α′). Observe that if C1 > 0 then
c1|z| ≤ |ez − 1| ≤ c2|z| for all z ∈ R, |z| ≤ C1
for some c1, c2 > 0 depending only on C1. Now as |Z,α′ | = eRe(log(Z,α′)) we see that
Re(log(Z,α′)) ∈ L2. Hence we see that Im(log(Z,α′)) ∈ L2 and hence g ∈ L2 and Z,α′ =
ei(I+H)g. Now using (48) and the formula ∂α′g = Im
(
1
Z,α′
∂α′Z,α′
)
we see that (g, v) ∈
L∞([0, T ], Hs+
1
2 (R)×Hs(R)).
(2) Observe from (48) that c = e−iHg = 1|Z,α′ | and ω = e
ig =
Z,α′
|Z,α′ | . We also have
a = icH
(v
c
)
= icH
(
Im
(
ZtZ,α′
))
= cRe
(
H
(
ZtZ,α′
))
= Re
(
ωZt
)
(3) Observe
b∗ = 2iH(cv) + i
[
c2,H
](v
c
)
= iH(cv) + ic2H
(v
c
)
= iH(cv) + ca
Hence we see that
b∗ = iH(cv) + ca = iH
(
Im
(
Zt
Z,α′
))
+Re
(
Zt
Z,α′
)
= Re(I+H)
(
Zt
Z ,α′
)
= b
(4) Now observe that
d = ie−igc(I+H)
(v
c
)
=
i
Z,α′
(I+H)Im
(
ZtZ,α′
)
= Zt
(5) Hence we also have A∗1 = A1
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(6) We can now see that
(∂t + b
∗∂α′)g = Im((∂t + b
∗∂α′) log(Z,α′))
= Im
(
1
Z,α′
(∂t + b∂α′)Z,α′
)
= Im
(
Zt,α′
Z,α′
)
= −Im(cω∂α′Zt)
= Im
(
Ztc∂α′(ω)
)− Im(c∂α′(ωZt))
= Im
(
i(c∂α′g)ωZt
)− c∂α′v
= −c∂α′v + a(c∂α′)g
(7) We see that
(∂t + b
∗∂α′)v
= Im
{
(∂t + b
∗∂α′)
(
ωZt
)}
= Im
{
iωZt(∂t + b
∗∂α′)g
}
+ Im
{
ω(∂t + b
∗∂α′)Zt
}
= a{−(c∂α′)v + a(c∂α′)g}+ Im
{
H
(
ω(∂t + b
∗∂α′)Zt
)}
+ Im
{
(I−H)(ω(∂t + b∗∂α′)Zt)}
Observe that
Im
{
H
(
ω(∂t + b
∗∂α′)Zt
)}
= Im
{
H
(
ω(∂t + b∂α′)Zt − iω
)}
+ Im{H(iω)}
= −iHRe{ω(∂t + b∂α′)Zt − iω}+Re(Hω)
= −iσH(c∂α′)2g +Re(Hω)
and we also have
Im
{
(I−H)(ω(∂t + b∗∂α′)Zt)}
= Im(I−H)
{
iω − A1|Z,α′ | +
σ
|Z,α′ |∂α
′(I+H)
(
1
|Z,α′ |∂α
′g
)}
= Re(I−H)(ω)− A1|Z,α′ | + σIm
{[
1
|Z,α′ | ,H
]
∂α′(I +H)
(
1
|Z,α′ |∂α
′g
)}
We can rewrite e2 as
e2 = Re(ω)−A∗1c+ σIm{[c,H]∂α′(I+H)(c∂α′g)}
= Re(ω)− A1|Z,α′ | + σIm
{[
1
|Z,α′ | ,H
]
∂α′(I+H)
(
1
|Z,α′ |∂α
′g
)}
Hence combining these we get
(∂t + b
∗∂α′)v = −iσH(c∂α′)2g − a(c∂α′)v + a2(c∂α′)g + e2
Step 2: We now assume that (g, v)(t) solves (47) and show that (Z,Zt)(t) solves (13).
(1) Observe that if C1 > 0 then
|ez − 1| ≤ c2|z| for all z ∈ C, |z| ≤ C1
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where c2 depends only on C1. Hence via a similar calculation from step 1 and using
(49) we see that if (g, v) ∈ L∞([0, T ], Hs+12 (R) × Hs(R)) then (Z,α′ − 1, 1Z,α′ − 1, Zt) ∈
L∞([0, T ], Hs+
1
2 (R) × Hs+ 12 (R) × Hs(R)). We also observe that in this case we have
log(Ψz′) = K−y ∗ (i(I+H)g) and hence log(Ψz′) is well defined. Hence we easily obtain
lim
c→∞
sup
|z′|≥c
{|Ψz′(z′)− 1|+ |U(z′)|} = 0 and Ψz′(z′) 6= 0 for all z′ ∈ P−
(2) We again have c = e−iHg = 1|Z,α′ | and ω = e
ig =
Z,α′
|Z,α′ | . Also
ZtZ,α′ = dZ,α′ =
{
ie−igc(I+H)
(v
c
)}
Z,α′ = i(I+H)(v|Z,α′ |)
Hence by taking imaginary parts we get
Im(ZtZ,α′) = v|Z,α′ |
and hence we have v = Im(ωZt). Also observe that d =
i
Z,α′
(I + H)(v|Z,α′ |) and hence Zt
is the boundary value of a holomorphic function.
(3) Hence now from step 1 we automatically have a = Re(ωZt), b
∗ = b and A∗1 = A1.
(4) Observe that
b∗ = b = Re(I−H)
(
Zt
Z,α′
)
= PA
(
Zt
Z,α′
)
+ PH
(
Zt
Z ,α′
)
and hence we have
i[b,H]gα′ = −i[b,H]Im
(
Z,α′∂α′
1
Z,α′
)
= −Im
{
i[b,H]
(
Z,α′∂α′
1
Z,α′
)}
= −Im
{
i
[
Zt
Z,α′
,H
](
Z,α′∂α′
1
Z,α′
)}
= −Im
{
i(I−H)
(
Zt∂α′
1
Z,α′
)}
= −Re(I−H)
(
Zt∂α′
1
Z,α′
)
(5) Now from (47) we have
(∂t + b
∗∂α′)g = −c∂α′v + a(c∂α′)g
Now by again using the computation in step 1 we see that
(∂t + b
∗∂α′)g = −c∂α′v + a(c∂α′)g = Im
(
Zt,α′
Z,α′
)
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and we have
(∂t + b∂α′)Z,α′ = (∂t + b∂α′)e
i(I+H)g
= Z,α′{i[b,H]gα′ + i(I+H)(∂t + b∂α′)g}
= Z,α′
{
−Re(I−H)
(
Zt∂α′
1
Z,α′
)
+ i(I+H)Im
(
Zt,α′
Z,α′
)}
= Z,α′
{
−Re(I−H)
(
Zt∂α′
1
Z,α′
)
+
Zt,α′
Z,α′
− Re(I−H)
(
Zt,α′
Z,α′
)}
= Zt,α′ − Z,α′bα′
(6) Observe that if f is function satisfying PAf = 0, then we have
PA{(∂t + b∂α′)f} = 1
2
[b,H]∂α′f =
1
2
[
Zt
Z,α′
,H
]
∂α′f = PA
(
Zt
Z,α′
∂α′f
)
Hence we see that
PA
{
Z,α′(∂t + b∂α′)Zt
}
= PA
{
Z,α′PA
{
(∂t + b∂α′)Zt
}}
= PA
{
Z,α′PA
{
Zt
Z,α′
∂α′Zt
}}
= PA
{
ZtZt,α′
}
(7) Now as Im(ωZt) = v, apply ∂t + b∂α′ to this equation to get
Im
(
ω(∂t + b∂α′)Zt
)
+ Im
(
i{(∂t + b∂α′)g}ωZt
)
= −iσH(c∂α′)2g − a(c∂α′)v + a2(c∂α′)g + e2
But we know that (∂t + b∂α′)g = −(c∂α′)v + a(c∂α′)g and that Re(ωZt) = a. Hence
Im
(
ω(∂t + b∂α′)Zt
)
= −iσH(c∂α′)2g +Re(ω)−A1c+ σIm{[c,H]∂α′(I+H)(c∂α′g)}
Now observe that
H(c∂α′)
2g + iIm{[c,H]∂α′(I+ H)(c∂α′g)}
= H(c∂α′)
2g + iIm(I−H){(c∂α′)(I+H)(c∂α′g)}
= H(c∂α′)
2g − H(c∂α′)2g + (c∂α′)H(c∂α′)g
=
1
|Z,α′ |∂α
′H
(
1
|Z,α′ |∂α
′g
)
Hence by multiplying both sides by |Z,α′ | = 1c we get
Im(Z,α′(∂t + b∂α′)Zt) = Re(Z,α′)−A1 − iσ∂α′H
(
1
|Z,α′ |∂α
′g
)
Now apply i(I+H) to both sides
Z,α′(∂t + b∂α′)Zt − Re(I−H)
{
Z,α′(∂t + b∂α′)Zt
}
= i(I+H){Re(Z,α′)−A1}+ σ∂α′(I+ H)
(
1
|Z,α′ |∂α
′g
)
Now observe that
i(I+H)Re(Z,α′) = i(I+H)Re(Z,α′ − 1) + i(I+H)1 = i(Z,α′ − 1) + i = iZ,α′
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and we also have
−i(I+H)A1 = −iA1 − iHA1
= −iA1 − iH
{
1− Im(I−H)(ZtZt,α′)
}
= −iA1 − Re(I−H)(ZtZt,α′)
Hence we have
Z,α′(∂t + b∂α′)Zt − Re(I−H)
{
Z,α′(∂t + b∂α′)Zt
}
= iZ,α′ − iA1 − Re(I−H)(ZtZt,α′) + σ∂α′ (I+H)
(
1
|Z,α′ |∂α
′g
)
But we have already shown that (I−H){Z,α′(∂t + b∂α′)Zt} = (I−H)(ZtZt,α′). Hence
Z,α′(∂t + b∂α′)Zt = iZ,α′ − iA1 + σ∂α′(I+H)
(
1
|Z,α′ |∂α
′g
)
Now dividing by Z,α′ we finally get
(∂t + b∂α′)Zt = i− i A1
Z,α′
+
σ
Z,α′
∂α′(I+H)
(
1
|Z,α′ |∂α
′g
)

As the proof establishes that b∗ = b and A∗1 = A1, we will from now on use the variables b, A1
instead of b∗, A∗1 in the system (47). We now prove apriori estimates for (47). Let N ≥ 0 and define
the energy
E3.5 = 1
2
‖g‖2H2.5 +
1
2
‖v‖2H2
E4.5+i = 1
2
∥∥∥∥ 1c 12 {(c∂α′)3+iv − a(c∂α′)3+ig}
∥∥∥∥2
2
+
σ
2
∥∥(c∂α′)3+ig∥∥2H˙ 12
E = E3.5 +
N∑
i=0
E4.5+i
(50)
We also define K(t) = ‖g(·, t)‖H2.5 + ‖v(·, t)‖H2 . Then we have
Proposition 7.2. Fix N ≥ 0 and let (g, v)(t) be a smooth solution to (47) in the time interval
[0, T ] with (g, v) ∈ C([0, T ], Hs+ 12 × Hs) for all s ≥ 0. Then there exists a polynomial C = C(t)
with non-negative coefficients depending only on σ so that for any t ∈ [0, T ) we have
dE(t)
dt
≤ C(K(t))E(t)
Proof. The proof is divided into 3 steps. We will freely use Lemma 9.5 to simplify the computations.
Step 1: We first find quantities which can be controlled by the energy. We will use the notation
C(K) = C(K(t)). Now
(1) From the definition of K and c, we have
‖g‖∞ + ‖c‖∞ +
∥∥∥∥1c
∥∥∥∥
∞
≤ C(K)
Hence from the definitions we easily see that
‖cα′‖H1.5 + ‖∂tg‖H1 + ‖∂tc‖H1 + ‖b‖H2 + ‖a‖H2 + ‖∂tb‖H 12 + ‖∂ta‖H 12 ≤ C(K)
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(2) Observe that cα′ = (−iHgα′)c and hence from E3.5 we see that
‖g‖H2.5 + ‖cα′‖H1.5 +
∥∥∥∥∂α′(1c
)∥∥∥∥
H1.5
≤ C(K)E 12
and hence ∥∥(c∂α′)ig∥∥
H
1
2
≤ C(K)E 12 for i = 1, 2
For i ≥ 3∥∥∥∥ 1c 12 (c∂α′)ig
∥∥∥∥2
2
=
∫
1
c
(
(c∂α′)
ig
)(
(c∂α′)
ig
)
dα′ .
∥∥(c∂α′)i−1g∥∥
H˙
1
2
∥∥(c∂α′)ig∥∥
H˙
1
2
Hence we see that
∥∥(c∂α′)ig∥∥2 ≤ C(K)E 12 for 1 ≤ i ≤ N + 3. Now using Corollary 9.6 we
get
∥∥ci∂iα′g∥∥2 ≤ C(K)E 12 for 1 ≤ i ≤ N+3. Hence dividing by ci and using cα′ = (−iHgα′)c
we get ‖g‖HN+3 + ‖cα′‖HN+2 ≤ C(K)E
1
2 . Now by using the fact that
∥∥(c∂α′)N+3g∥∥
H˙
1
2
≤
C(K)E 12 and by using Corollary 9.6 we get ∥∥cN+3∂N+3α′ g∥∥H˙ 12 ≤ C(K)E 12 . Hence we have
‖g‖HN+3.5 ≤ C(K)E
1
2
Now observe that for z ∈ C we have |ez − 1| ≤ C2|z| for all |z| ≤ C1, where C2 depends
only on C1. Hence we have
|c− 1|+ |ω − 1| =
∣∣e−iHg − 1∣∣+ ∣∣eig − 1∣∣ ≤ C(K)(|Hg|+ |g|)
Using this and the fact that ωα′ = ∂α′(e
ig) = iωgα′ and cα′ = (−iHgα′)c we have
‖c− 1‖HN+3.5 +
∥∥∥∥1c − 1
∥∥∥∥
HN+3.5
+ ‖ω − 1‖HN+3.5 ≤ C(K)E
1
2
(3) From the definition of a we have ‖a‖∞ ≤ C(K). Now by using the fact that
∥∥(c∂α′ )3+ig∥∥2 ≤
C(K)E 12 for all 0 ≤ i ≤ N , using the energy E4.5+i we now have
∥∥(c∂α′)3+iv∥∥2 ≤ C(K)E 12
for all 0 ≤ i ≤ N . Hence by using Corollary 9.6 repeatedly we get
‖v‖HN+3 ≤ C(K)E
1
2
Note that with these estimates one can also easily get the estimate
∥∥(c∂α′)2+iv∥∥
H˙
1
2
≤
C(K)E 12 for all 0 ≤ i ≤ N . Now using the definition of a, d, b, A1 and e2 we easily get using
Proposition 9.8
‖a‖HN+3 + ‖d‖HN+3 + ‖b‖HN+3 + ‖A1 − 1‖HN+3 + ‖e2‖HN+3 ≤ C(K)E
1
2
Now by the equations we get
‖∂tg‖HN+2 + ‖∂tv‖HN+1.5 ≤ C(K)E
1
2
Also observe that ∂tc = {−iH(∂tg)}c. Hence we now get ‖∂tc‖HN+2 ≤ C(K)E
1
2 .
Step 2: We now establish some identities which will be useful to prove the energy estimate. We
define Dt = ∂t + b∂α′ . We define the following notation: If a, b : R × [0, T ] → C are functions we
write a ≈L2 b if there exists a polynomial C(t) with non-negative coefficients depending only on σ
such that ‖a− b‖2 ≤ C(K)E(t)
1
2 . Observe that ≈L2 is an equivalence relation.
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(1) Let us compute [Dt, c∂α′ ]. We see that
[Dt, c∂α′ ] = [∂t + b∂α′ , c∂α′ ] =
(
ct + bcα′ − cbα′
c
)
c∂α′
Now using the above formula for ct and the definition of b
∗ we have(
ct + bcα′ − cbα′
c
)
= −iH{−(c∂α′)v + a(c∂α′)g − b∂α′g}+ bcα
′
c
−
{
2iH(cvα′ + cα′v) + i∂α′
[
c2,H
](v
c
)}
= −iH(cvα′) +
{
−iH{a(c∂α′)g − b∂α′g}+ bcα
′
c
−
{
2iH(cα′v) + i∂α′
[
c2,H
](v
c
)}}
= −iH(cvα′) + error1
(51)
where error1 is defined as the term in the bracket and we observe that ‖error1‖HN+2.5 ≤
C(K)E 12 . Hence we have
[Dt, c∂α′ ] = {−iH(cvα′) + error1}c∂α′
(2) Observe from the definition of a
a = icH
(v
c
)
= iHv + i[c,H]
(v
c
)
Hence we see that
caα′ = iH(cvα′) + i[c,H]vα′ + ic∂α′ [c,H]
(v
c
)
and hence we have ‖caα′ − iH(cvα′)‖HN+2.5 ≤ C(K)E
1
2 . Now
Dt(c∂α′)g
= [Dt, c∂α′ ]g + c∂α′Dtg
= {−iH(cvα′) + error1}cgα′ + c∂α′{−cvα′ + acgα′}
= −(c∂α′)2v + a(c∂α′)2g + {caα′ − iH(cvα′)}cgα′ + (error1)(cgα′)
= −(c∂α′)2v + a(c∂α′)2g +
{{
i[c,H]vα′ + ic∂α′ [c,H]
(v
c
)}
cgα′ + (error1)(cgα′)
}
= −(c∂α′)2v + a(c∂α′)2g + error2
(52)
where error2 is defined as the term in the bracket and we observe that ‖error2‖HN+2.5 ≤
C(K)E 12
(3) Using the estimates from above and Proposition 9.9 we have
|∂α′ |
1
2Dt(c∂α′)
3+Ng
≈L2 |∂α′ |
1
2 (c∂α′)
2+NDt(c∂α′)g
≈L2 |∂α′ |
1
2 (c∂α′)
2+N
{−(c∂α′)2v + a(c∂α′)2g}
≈L2 −|∂α′ |
1
2 (c∂α′)
{
(c∂α′)
3+Nv − a(c∂α′)3+Ng
}
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(4) Using the above estimates and Proposition 9.8 we have
Dt
{
(c∂α′)
3+Nv − a(c∂α′)3+Ng
}
≈L2 (c∂α′)3+NDtv − a(c∂α′)3+NDtg
≈L2 (c∂α′)3+N
{−iσH(c∂α′)2g − a(c∂α′)v + a2(c∂α′ )g}− a(c∂α′)3+N{−(c∂α′)v + a(c∂α′)g}
= −iσ(c∂α′)3+NH(c∂α′)2g −
[
(c∂α′ )
3+N , a
]
(c∂α′)v − a(c∂α′)4+Nv +
[
(c∂α′)
3+N , a2
]
(c∂α′)g
+ a2(c∂α′)
4+Ng + a(c∂α′)
4+Nv − a[(c∂α′ )3+N , a](c∂α′)g − a2(c∂α′)4+Ng
≈L2 −iσ(c∂α′)3+NH(c∂α′)2g
≈L2 −iσ(c∂α′)2H(c∂α′)3+Ng
Step 3: We now prove the energy estimate. Observe that controlling the time derivative of E3.5
and E4.5+i for 0 ≤ i < N is immediate. Hence we now control the time derivative of the highest
term in the energy namely E4.5+N . To simplify the calculations we will use the following notation:
If a(t), b(t) are functions of time we write a ≈ b if there exists a non-negative polynomial C(t)
with coefficients depending only on σ so that |a(t)− b(t)| ≤ C(K(t))E(t). Observe that ≈ is an
equivalence relation. With this notation proving Proposition 7.2 is equivalent to showing dE(t)dt ≈ 0.
Hence now by using Lemma 5.4 we have
dE4.5+N
dt
≈
∫ {
1
c
1
2
{
(c∂α′)
3+Nv − a(c∂α′)3+Ng
}}
Dt
{
1
c
1
2
{
(c∂α′)
3+Nv − a(c∂α′)3+Ng
}}
dα′
+ σ
∫ (|∂α′ |(c∂α′)3+Ng)Dt(c∂α′)3+Ng dα′
Observe that Dtc = (−iDtHg)c. Hence
dE4.5+N
dt
≈
∫ {
1
c
{
(c∂α′)
3+Nv − a(c∂α′)3+Ng
}}
Dt
{
(c∂α′)
3+Nv − a(c∂α′)3+Ng
}
dα′
+ σ
∫ (|∂α′ |(c∂α′)3+Ng)Dt(c∂α′)3+Ng dα′
Now using the computation from step 2 we get
dE4.5+N
dt
≈
∫ {
1
c
{
(c∂α′)
3+Nv − a(c∂α′)3+Ng
}}{−iσ(c∂α′)2H(c∂α′)3+Ng} dα′
− σ
∫ (|∂α′ |(c∂α′)3+Ng)(c∂α′){(c∂α′)3+Nv − a(c∂α′)3+Ng} dα′
≈ 0
where at the last step we used that |∂α′ | = iH∂α′ . This proves the apriori estimate. 
We now prove apriori estimate for the difference of two solutions for system (47). This will prove
uniqueness of the solution. Let (g1, v1)(t) and (g2, v2)(t) be two solutions of (47). We will use a
subscript to denote which solution we are talking about. For example
c1 = e
−iHg1 c2 = e
−iHg2
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and similarly for other variables as well. For A1 and e2 we will use the notation (A1)1, (A1)2 and
(e2)1, (e2)2 respectively. Now define the energy
E∆,2 = 1
2
‖g1 − g2‖2H1 + ‖v1 − v2‖2H 12
E∆,2.5 = 1
2
∥∥∥∥∥ 1c 121 {(c1∂α′)(v1 − v2)}
∥∥∥∥∥
2
2
+
σ
2
‖(c1∂α′)(g1 − g2)‖2
H˙
1
2
E∆,3 = 1
2
∥∥∥|∂α′ | 12 {(c1∂α′)v1 − (c2∂α′)v2} − a1|∂α′ | 12 {(c1∂α′)g1 − (c2∂α′)g2}∥∥∥2
2
+
σ
2
∥∥∥∥∥ 1c 121
{
(c1∂α′)
2g1 − (c2∂α′)2g2
}∥∥∥∥∥
2
2
E∆ = E∆,2 + E∆,2.5 + E∆,3
(53)
Proposition 7.3. Let (g1, v1)(t) and (g2, v2)(t) be two solutions of (47) in the time interval [0, T ]
with (gi, vi) ∈ Cl([0, T ], H3.5−32 l×H3− 32 l) for l = 0, 1, for both i = 1, 2. Let M > 0 be a constant so
that for any t ∈ [0, T ]
‖g1(·, t)‖H3.5 + ‖v1(·, t)‖H3 + ‖g2(·, t)‖H3.5 + ‖v2(·, t)‖H3 ≤M
Then there exists a constant C(M) > 0 depending only on M and σ such that for all t ∈ [0, T ) we
have
dE∆(t)
dt
≤ C(M)E∆(t)
Proof. We define D1t = ∂t + b1∂α′ and D
2
t = ∂t + b2∂α′ . We will freely use Lemma 9.5 to simplify
the computations.
Step 1: We first find quantities which can be controlled by M and E∆ in the time interval [0, T ].
(1) We know that ‖g1(·, t)‖H3.5 + ‖v1(·, t)‖H3 + ‖g2(·, t)‖H3.5 + ‖v2(·, t)‖H3 ≤ M . As both
(g1, v1) and (g2, v2) solve (47) we can use the same estimates from step 1 of the proof of
Proposition 7.2 corresponding to N = 0. Hence for all t ∈ [0, T ] we have for i = 1, 2
‖ci − 1‖H3.5 +
∥∥∥∥ 1ci − 1
∥∥∥∥
H3.5
+ ‖ωi − 1‖H3.5 ≤ C(M)
‖ai‖H3 + ‖di‖H3 + ‖bi‖H3 + ‖(A1)i − 1‖H3 + ‖(e2)i‖H3 ≤ C(M)
‖∂tgi‖H2 + ‖∂tvi‖H1.5 + ‖∂tci‖H2 ≤ C(M)
(2) From E∆,2 we have
‖g1 − g2‖H1 + ‖v1 − v2‖H 12 ≤ C(M)E
1
2
∆
Now from E∆,2.5 and bounds on c1 we have
‖v1 − v2‖H1 + ‖c1∂α′(g1 − g2)‖H˙ 12 ≤ C(M)E
1
2
∆
Now using Proposition 9.9 we have
‖∂α′(g1 − g2)‖
H˙
1
2
. ‖c1∂α′(g1 − g2)‖
H˙
1
2
∥∥∥∥ 1c1
∥∥∥∥
∞
+ ‖c1∂α′(g1 − g2)‖2
∥∥∥∥∂α′ 1c1
∥∥∥∥
2
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Hence ‖g1 − g2‖H1.5 ≤ C(M)E
1
2
∆. Hence from a similar argument to step 1 of Proposition 7.2
we also obtain ‖c1 − c2‖H1.5 ≤ C(M)E
1
2
∆.
(3) Observe that
(c1∂α′)
2g1 − (c2∂α′)2g2 = (c1 − c2)∂α′{(c1∂α′)g1}+ c2∂α′{(c1 − c2)∂α′g1}
+ {(c2∂α′)c2}∂α′(g1 − g2) + c22∂2α′(g1 − g2)
Now using the estimate ‖c1 − c2‖H1.5 ≤ C(M)E
1
2
∆ and the fact that ‖gi‖H3.5+‖ci − 1‖H3.5+∥∥∥ 1ci − 1∥∥∥H3.5 ≤ C(M) for i = 1, 2 we immediately obtain from E∆,3
‖g1 − g2‖H2 ≤ C(M)E
1
2
∆
From the above estimate for c1 − c2 and the fact that ‖g2‖H3.5 ≤ C(M) we see that
‖(c1∂α′)g1 − (c2∂α′)g2‖
H
1
2
≤ C(M)E
1
2
∆
Hence from using ‖a1‖H3 ≤ C(M) and E∆,3 we obtain
‖(c1∂α′)v1 − (c2∂α′)v2‖
H
1
2
≤ C(M)E
1
2
∆
Hence again by using the estimate for c1 − c2 we get
‖v1 − v2‖H1.5 ≤ C(M)E
1
2
∆
(4) Again by a similar computation from step 1 of Proposition 7.2 we get
‖c1 − c2‖H2 + ‖ω1 − ω2‖H2 ≤ C(M)E
1
2
∆
Now using the definitions of a, d, b, A1 and e2 we easily get using Proposition 9.8
‖a1 − a2‖H1.5 + ‖d1 − d2‖H1.5 + ‖b1 − b2‖H1.5 + ‖(A1)1 − (A1)2‖H1.5 + ‖(e2)1 − (e2)2‖H1.5
≤ C(M)E
1
2
∆
Similarly from the equations of ∂tg and ∂tv we get
‖∂t(g1 − g2)‖
H
1
2
+ ‖∂t(v1 − v2)‖2 ≤ C(M)E
1
2
∆
Also observe that ∂tc = {−iH(∂tg)}c. Hence ‖∂t(c1 − c2)‖
H
1
2
≤ C(M)E 12∆
Step 2: We now prove some estimates required to prove the energy estimate. We define the
following notation: If a, b : R× [0, T ]→ C are functions we write a ≈L2 b if there exists a constant
C(M) depending only on M and σ such that ‖a− b‖2 ≤ C(M)E∆(t)
1
2 . Observe that ≈L2 is an
equivalence relation.
(1) For the sake of convenience we define
ζ(α′, t) = |∂α′ |
1
2 {(c1∂α′)v1 − (c2∂α′)v2} − a1|∂α′ |
1
2 {(c1∂α′)g1 − (c2∂α′)g2} (54)
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Using Proposition 9.8 and repeated use of the esimates from step 1 we see that
D1t ζ
≈L2 |∂α′ |
1
2D1t {(c1∂α′)v1 − (c2∂α′)v2} − a1|∂α′ |
1
2D1t {(c1∂α′)g1 − (c2∂α′)g2}
≈L2 |∂α′ |
1
2
{
D1t (c1∂α′)v1 −D2t (c2∂α′)v2
}− a1|∂α′ | 12{D1t (c1∂α′)g1 −D2t (c2∂α′)g2}
≈L2 |∂α′ |
1
2
{
(c1∂α′)D
1
t v1 − (c2∂α′)D2t v2
}− a1|∂α′ | 12{D1t (c1∂α′)g1 −D2t (c2∂α′)g2}
≈L2
{
|∂α′ |
1
2 (c1∂α′)D
1
t v1 − a1|∂α′ |
1
2D1t (c1∂α′)g1
}
−
{
|∂α′ |
1
2 (c2∂α′)D
2
t v2 − a2|∂α′ |
1
2D2t (c2∂α′)g2
}
Now we use the equations (47) and the formulae (52) and (51) to obtain
|∂α′ |
1
2 (c1∂α′)D
1
t v1 − a1|∂α′ |
1
2D1t (c1∂α′)g1
= |∂α′ |
1
2 (c1∂α′)
{−iσH(c1∂α′)2g1 − a1(c1∂α′)v1 + a21(c1∂α′)g1 + (e2)1}
− a1|∂α′ |
1
2
{−(c1∂α′)2v1 + a1(c1∂α′)2g1 + (error2)1}
= −iσ|∂α′ |
1
2 (c1∂α′)H(c1∂α′)
2g1 − |∂α′ |
1
2 {(c1∂α′a1)c1∂α′v1} −
[
|∂α′ |
1
2 , a1
]
(c1∂α′)
2v1
+ |∂α′ |
1
2 {(2a1c1∂α′a1)c1∂α′g1}+
[
|∂α′ |
1
2 , a1
]{
a1(c1∂α′)
2g1
}
+ |∂α′ |
1
2 {(c1∂α′)(e2)1}
− a1|∂α′ |
1
2 (error2)1
A similar equation is true for the 2nd solution as well. Hence using Proposition 9.8 and the
estimates from step 1 we see that
D1t ζ ≈L2 −iσ|∂α′ |
1
2
{
(c1∂α′)H(c1∂α′)
2g1 − (c2∂α′)H(c2∂α′)2g2
}
≈L2 −iσ|∂α′ |
1
2 (c1∂α′)H
{
(c1∂α′)
2g1 − (c2∂α′)2g2
}
(2) Using the estimates from step 1 we observe that
D1t
{
(c1∂α′)
2g1 − (c2∂α′)2g2
} ≈L2 D1t (c1∂α′)2g1 −D2t (c2∂α′)2g2
≈L2 (c1∂α′)D1t (c1∂α′)g1 − (c2∂α′)D2t (c2∂α′)g2
≈L2 c1∂α′
{
D1t (c1∂α′)g1 −D2t (c2∂α′)g2
}
Now we use the formulae (52) and (51) to obtain
D1t
{
(c1∂α′)
2g1 − (c2∂α′)2g2
}
≈L2 c1∂α′
{−(c1∂α′)2v1 + a1(c1∂α′)2g1 + (c2∂α′)2v2 − a2(c2∂α′)2g2}
≈L2 −c1∂α′
{
(c1∂α′){(c1∂α′)v1 − (c2∂α′)v2} − a1(c1∂α′){(c1∂α′)g1 − (c2∂α′)g2}
}
(3) Using Proposition 9.8 we observe that
− iσH∂α′
{
c1|∂α′ |
1
2 (ζ)
}
= −iσH∂α′
{
c1|∂α′ |
1
2
{
|∂α′ |
1
2 {(c1∂α′)v1 − (c2∂α′)v2} − a1|∂α′ |
1
2 {(c1∂α′)g1 − (c2∂α′)g2}
}}
≈L2 −iσH∂α′
{
c1|∂α′ |{(c1∂α′)v1 − (c2∂α′)v2} − a1c1|∂α′ |{(c1∂α′)g1 − (c2∂α′)g2}
}
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Now as |∂α′ | = iH∂α′ by repeated use of Proposition 9.8 and the estimates from step 1 we
obtain
− iσH∂α′
{
c1|∂α′ |
1
2 (ζ)
}
≈L2 σ∂α′
{
(c1∂α′){(c1∂α′)v1 − (c2∂α′)v2} − a1(c1∂α′){(c1∂α′)g1 − (c2∂α′)g2}
}
Step 3: We now prove the energy estimate. It is easy to see that the time derivative of E∆,2
is easily controlled. Hence we now control the time derivative of the energies E∆,2.5 and E∆,3.
To simplify the calculations as usual we will use the following notation: If a(t), b(t) are functions
of time we write a ≈ b if there exists a constant C(M) depending only on M and σ such that
|a(t)− b(t)| ≤ C(M)E∆(t). Observe that ≈ is an equivalence relation. With this notation proving
Proposition 7.3 is equivalent to showing dE∆(t)dt ≈ 0.
(1) Observe that
dE∆,2.5
dt
=
∫
1
c1
{(c1∂α′)(v1 − v2)}∂t{(c1∂α′)(v1 − v2)} dα′
+ σ
∫
{|∂α′ |(c1∂α′)(g1 − g2)}∂t{(c1∂α′)(g1 − g2)} dα′
≈ −
∫
∂α′{(c1∂α′)(v1 − v2)}∂t(v1 − v2) dα′
+ σ
∫
{|∂α′ |(c1∂α′)(g1 − g2)}{(c1∂α′)∂t(g1 − g2)} dα′
Now we use the equations for ∂tg and ∂tv to obtain
dE∆,2.5
dt
≈ iσ
∫
∂α′{(c1∂α′)(v1 − v2)}H
{
(c1∂α′)
2g1 − (c2∂α′)2g2
}
dα′
− σ
∫
{|∂α′ |(c1∂α′)(g1 − g2)}{(c1∂α′){(c1∂α′)v1 − (c2∂α′)v2}} dα′
Now we use the estimates from step 1 to obtain
dE∆,2.5
dt
≈ iσ
∫
∂α′{(c1∂α′)(v1 − v2)}H
{
(c1∂α′)
2(g1 − g2)
}
dα′
− σ
∫
{|∂α′ |(c1∂α′)(g1 − g2)}
{
(c1∂α′)
2(v1 − v2)
}
dα′
= −iσ
∫
∂α′{(c1∂α′)(v1 − v2)}{[c1,H]∂α′{(c1∂α′(g1 − g2))}} dα′
≈ 0
where we used Proposition 9.8 in the last step.
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(2) Now we control E∆,3. Using Lemma 5.4 and the estimates from step 2 we obtain
dE∆,3
dt
≈
∫
(ζ)(D1t ζ) dα
′ + σ
∫
1
c1
{
(c1∂α′)
2g1 − (c2∂α′)2g2
}
D1t
{
(c1∂α′)
2g1 − (c2∂α′)2g2
}
dα′
≈ −iσ
∫
(ζ)
{
|∂α′ |
1
2 (c1∂α′)H
{
(c1∂α′)
2g1 − (c2∂α′)2g2
}}
dα′
− σ
∫ {
(c1∂α′)
2g1 − (c2∂α′)2g2
}
∂α′
{
(c1∂α′){(c1∂α′)v1 − (c2∂α′)v2}
− a1(c1∂α′){(c1∂α′)g1 − (c2∂α′)g2}
}
dα′
≈ 0
thereby proving the energy estimate.

7.2. Apriori estimates for approximate solutions
We now work with a mollified system. Fix δ, ǫ ≥ 0 as parameters and let φ be a smooth bump
function satisfying φ(α′) ≥ 0 for all α′ ∈ R and ∫ φ(α′) dα′ = 1. For s > 0 let φs(α′) = 1sφ(α′s ).
Consider the smoothing operator Jδ defined via Jδ(f) = f ∗ φδ for δ > 0 and Jδ(f) = f for δ = 0.
Consider the following system in the variables (g, v)
c = e−iHg
ω = eig
b = 2iH(cv) + i
[
c2,H
](v
c
)
a = icH
(v
c
)
d = −ieigc(I−H)
(v
c
)
A1 = 1− Im[d,H]∂α′ d¯
e2 = Re(ω)−A1c+ σIm{[c,H]∂α′(I+H)(c∂α′g)}
∂tg = J
2
δ {−(c∂α′)v + a(c∂α′)g − b∂α′g}
∂tv = J
2
δ
{−iσH(c∂α′)2g − a(c∂α′)v − b∂α′v + a2(c∂α′)g + e2}− ǫ|∂α′ |v
(55)
The evolution equations of g and v have changed so that now we have a smoothing term J2δ in both
the equations. We also have a dissipative term for the time evolution equation for v. This is very
similar to the system used in [11].
To prove existence for this system we will need some estimates.
Lemma 7.4. Let f, g ∈ S(R) and let 0 < δ, δ1, δ2 ≤ 1. Then we have
(1) ‖Jδ1(f)− Jδ2f‖2 . max{δs1, δs2}‖f‖Hs for 0 < s ≤ 1
(2) ‖[Jδ, f ]∂α′g‖2 . δ‖f‖H2‖gα′‖2
(3) ‖[Jδ, f ]∂α′g‖2 . ‖fα′‖∞‖g‖2
(4)
∥∥∥|∂α′ | 12 [Jδ, f ]∂α′g∥∥∥
2
. ‖fα′‖∞‖g‖H˙ 12
where the constants in the estimates are independent of δ.
Proof. We prove each of them separately.
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(1) It is enough to assume that δ2 = 0. Using the Fourier transform we have
‖Jδ(f)− f‖2 .
∥∥∥(φˆ(δξ)− 1)fˆ(ξ)∥∥∥
L2(dξ)
.
∥∥∥fˆ(ξ)1|δξ|≥1∥∥∥
L2(dξ)
+
∥∥∥(φˆ(δξ)− φˆ(0))fˆ(ξ)1|δξ|≤1∥∥∥
L2(dξ)
. δs‖f‖Hs
(2) Observe that
‖[Jδ, f ]∂α′g‖2 .
∥∥∥∥∫ fˆ(ξ − η)ηgˆ(η)[φˆ(δξ) − φˆ(δη)] dη∥∥∥∥
L2(dξ)
. δ
∥∥∥∥∥
∫
(ξ − η)fˆ(ξ − η)ηgˆ(η)
[
φˆ(δξ)− φˆ(δη)
(δξ − δη)
]
dη
∥∥∥∥∥
L2(dξ)
. δ
∥∥∥ξfˆ(ξ)∥∥∥
L1(dξ)
‖ξgˆ(ξ)‖L2(dξ)
. δ‖f‖H2‖gα′‖2
(3) We see that
([Jδ, f ]∂α′g)(α
′) =
∫
φδ(β
′)(f(α′ − β′)− f(α′))gα′(α′ − β′) dβ′
As gα′(α
′ − β′) = −∂β′g(α′ − β′). Hence if we define χ(β′) = φ′(β′)β′ then
([Jδ, f ]∂α′g)(α
′) =
∫
∂β′
{
φδ(β
′)(f(α′ − β′)− f(α′))}g(α′ − β′) dβ′
=
∫ {
χδ(β
′)
(
f(α′ − β′)− f(α′)
β′
)
− φδ(β′)fβ′(β′)
}
g(α′ − β′) dβ′
from which the estimate follows.
(4) Observe that
|∂α′ |
1
2 [Jδ, f ]∂α′g =
[
|∂α′ |
1
2Jδ, f
]
∂α′g −
[
|∂α′ |
1
2 , f
]
∂α′(Jδg)
= Jδ
[
|∂α′ |
1
2 , f
]
∂α′g + [Jδ, f ]∂α′
(
|∂α′ |
1
2 g
)
−
[
|∂α′ |
1
2 , f
]
∂α′(Jδg)
The estimate now follows from Proposition 9.8.

We will also require estimates similar to Lemma 5.4 but adapted to this system.
Lemma 7.5. Let T > 0 and let f, b ∈ C1([0, T ), H2(R)) with b being real valued. Define the operator
Dδt = ∂t + J
2
δ (b∂α′). Then we have the estimate
(1)
∣∣∣ d
dt
∫
|f |2 dα′ − 2Re
∫
f¯(Dδt f) dα
′
∣∣∣ . ‖f‖22‖bα′‖∞
(2)
∣∣∣∣ ddt
∫
(|∂α′ |f¯)f dα′ − 2Re
{∫
(|∂α′ |f¯)Dδt f dα′
}∣∣∣∣ . ‖f‖2H˙ 12 ‖bα′‖∞
Proof. The proof is very similar to the proof of Lemma 5.4 with the only difference being that we
now also use Lemma 7.4. 
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The energy for this system E(t) is again defined by (50) where N ≥ 0
E3.5 = 1
2
‖g‖2H2.5 +
1
2
‖v‖2H2
E4.5+i = 1
2
∥∥∥∥ 1c 12 {(c∂α′)3+iv − a(c∂α′)3+ig}
∥∥∥∥2
2
+
σ
2
∥∥(c∂α′)3+ig∥∥2H˙ 12
E = E3.5 +
N∑
i=0
E4.5+i
(56)
We again define K(t) = ‖g(·, t)‖H2.5 + ‖v(·, t)‖H2 . We now have
Proposition 7.6. Fix N ≥ 0 and let (g, v)(t) be a smooth solution to (55) with parameters (δ, ǫ)
in the time interval [0, T ] with (g, v) ∈ C([0, T ], Hs+ 12 ×Hs) for all s ≥ 0.
(1) If 0 ≤ δ ≤ 1 and 0 < ǫ ≤ 1, then there exists a polynomial Cǫ = Cǫ(t) with non-negative
coefficients depending only on σ, ǫ and independent of δ so that for any t ∈ [0, T ) we have
dE(t)
dt
≤ Cǫ(K(t))E(t)
(2) If δ = 0 and 0 ≤ ǫ ≤ 1, then there exists a polynomial C = C(t) with non-negative coefficients
depending only on σ and independent of ǫ so that for any t ∈ [0, T ) we have
dE(t)
dt
≤ C(K(t))E(t)
Proof. The proof of this proposition is similar to the proof of Proposition 7.2 and we will mostly
focus on the changes that we need to make. As before we will freely use Lemma 9.5 to simplify the
computations.
Step 1: The quantities controlled by the energy are the same as in Proposition 7.2. We collect
the estimates below. This applies for all 0 ≤ δ, ǫ ≤ 1
(1) We have ‖g‖∞ + ‖c‖∞ +
∥∥ 1
c
∥∥
∞
≤ C(K) and hence
‖cα′‖H1.5 + ‖∂tg‖H1 + ‖∂tc‖H1 + ‖b‖H2 + ‖a‖H2 + ‖∂tb‖H 12 + ‖∂ta‖H 12 ≤ C(K)
(2) ‖g‖HN+3.5 + ‖c− 1‖HN+3.5 +
∥∥ 1
c − 1
∥∥
HN+3.5
+ ‖ω − 1‖HN+3.5 ≤ C(K)E
1
2
(3) We have
‖v‖HN+3 + ‖a‖HN+3 + ‖d‖HN+3 + ‖b‖HN+3 + ‖A1 − 1‖HN+3 + ‖e2‖HN+3 ≤ C(K)E
1
2
and hence
‖∂tg‖HN+2 + ‖∂tv‖HN+1.5 + ‖∂tc‖HN+2 ≤ C(K)E
1
2
Step 2: We now establish some identities involving Dδt = ∂t + J
2
δ (b∂α′) similar to the ones
obtained in the proof of Proposition 7.2 for the case of 0 ≤ δ ≤ 1 and 0 < ǫ ≤ 1. As a lot
of calculations are similar we will skip some details. We define the following notation: If a, b :
R × [0, T ] → C are functions we write a ≈L2 b if there exists a polynomial C(t) with non-negative
coefficients depending only on σ such that ‖a− b‖2 ≤ C(K)
{
E(t) 12 + ‖v‖H3.5+N
}
. Observe that
≈L2 is an equivalence relation.
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(1) If f1, f2 are two functions then
Dδt (f1f2) = f1(∂tf2) + f2(∂tf1) + J
2
δ {f1(b∂α′)f2 + f2(b∂α′)f1}
= f1(D
δ
t f2) + f2(D
δ
t f1) +
[
J2δ , f1
]
(b∂α′)f2 +
[
J2δ , f2
]
(b∂α′)f1
and we observe that[
J2δ , f1
]
(b∂α′)f2 =
[
J2δ , f1b
]
∂α′f2 − f1
[
J2δ , b
]
∂α′f2
= Jδ[Jδ, f1b]∂α′f2 + [Jδ, f1b]∂α′(Jδf2)− f1Jδ[Jδ, b]∂α′f2 − f1[Jδ, b]∂α′(Jδf2)
We similarly have an expansion for
[
J2δ , f2
]
(b∂α′)f1 as well.
(2) Observe that[
Dδt , c∂α′
]
g = c
[
Dδt , ∂α′
]
g +
[
Dδt , c
]
gα′
= −cJ2δ {bα′gα′}+ (Dδt c)gα′ +
[
J2δ , gα′
]
(b∂α′)c+
[
J2δ , c
]
(b∂α′)gα′
(3) Using the above identities and Lemma 7.4 we have
|∂α′ |
1
2Dδt (c∂α′)
3+Ng
≈L2 |∂α′ |
1
2 (c∂α′)
3+NDδt g
= |∂α′ |
1
2 (c∂α′)
3+NJ2δ {−(c∂α′)v + a(c∂α′)g}
≈L2 |∂α′ |
1
2J2δ (c∂α′)
3+N{−(c∂α′)v + a(c∂α′)g}
≈L2 −|∂α′ |
1
2 J2δ (c∂α′)
{
(c∂α′)
3+Nv − a(c∂α′)3+Ng
}
(4) Again by using the above identities and Lemma 7.4 we have
Dδt
{
(c∂α′ )
3+Nv − a(c∂α′)3+Ng
}
≈L2 (c∂α′)3+NDδt v − a(c∂α′)3+NDδt g
≈L2 (c∂α′)3+NJ2δ
{−iσH(c∂α′)2g − a(c∂α′)v + a2(c∂α′)g}− ǫ(c∂α′)3+N |∂α′ |v
− a(c∂α′)3+NJ2δ {−(c∂α′)v + a(c∂α′)g}
≈L2 −iσ(c∂α′)2H(c∂α′)1+NJ2δ (c∂α′)2g − ǫ(c∂α′)3+N |∂α′ |v
Step 3: We now prove the energy estimate for the case of 0 ≤ δ ≤ 1 and 0 < ǫ ≤ 1. As
before controlling the time derivative of E3.5 and E4.5+i for 0 ≤ i < N is immediate. Hence we
now control the time derivative of the highest term in the energy namely E4.5+N . To simplify
the calculations we will use the following notation: If a(t), b(t) are functions of time we write
a ≈ b if there exists a non-negative polynomial C(t) with coefficients depending only on σ so that
|a(t)− b(t)| ≤ C(K(t))E 12 (t)
{
E 12 (t) + ‖v‖H3.5+N
}
. Observe that ≈ is an equivalence relation. Hence
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now by using Lemma 7.5 and doing a similar computation as done in Proposition 7.2 we obtain
dE4.5+N
dt
≈
∫ {
1
c
{
(c∂α′)
3+Nv − a(c∂α′)3+Ng
}}
Dδt
{
(c∂α′)
3+Nv − a(c∂α′)3+Ng
}
dα′
+ σ
∫ (|∂α′ |(c∂α′)3+Ng)Dδt (c∂α′)3+Ng dα′
≈
∫ {
1
c
{
(c∂α′)
3+Nv − a(c∂α′)3+Ng
}}{−iσ(c∂α′)2H(c∂α′)1+NJ2δ (c∂α′)2g − ǫ(c∂α′)3+N |∂α′ |v} dα′
− σ
∫ (|∂α′ |(c∂α′)3+Ng)J2δ (c∂α′){(c∂α′)3+Nv − a(c∂α′)3+Ng} dα′
≈
∫ {
1
c
{
(c∂α′)
3+Nv − a(c∂α′)3+Ng
}}{−iσ(c∂α′)2HJ2δ (c∂α′)3+Ng − ǫ(c∂α′)3+N |∂α′ |v} dα′
− σ
∫ (|∂α′ |(c∂α′)3+Ng)J2δ (c∂α′){(c∂α′)3+Nv − a(c∂α′)3+Ng} dα′
≈ −ǫ
∫
1
c
{
(c∂α′)
3+Nv
}
(c∂α′)
3+N |∂α′ |v dα′
≈ −ǫ
∫
c5+2N
∣∣∣|∂α′ | 12 ∂3+Nα′ v∣∣∣2 dα′
Hence we have the inequality
dE4.5+N
dt
≤ C(K)E(t) + C(K)E 12 (t)‖v‖H3.5+N − ǫ
∥∥∥∥1c
∥∥∥∥−(5+2N)
∞
‖v‖2H3.5+N
As ǫ > 0 the estimate follows.
Step 4: We now prove the energy estimate for the case of δ = 0 and 0 ≤ ǫ ≤ 1. We will use the
following notation: If a(t), b(t) are functions of time we write a ≈ b if there exists a non-negative
polynomial C(t) with coefficients depending only on σ so that |a(t)− b(t)| ≤ C(K(t))E(t). Observe
that ≈ is an equivalence relation. Hence now by using Lemma 7.5 and doing a similar computation
as done in Proposition 7.2 we obtain
dE4.5+N
dt
≈
∫
1
c
{
(c∂α′)
3+Nv − a(c∂α′)3+Ng
}{−ǫ(c∂α′)3+N |∂α′ |v} dα′
≈ −ǫ
∥∥∥∥ 1c 12 (c∂α′)3+Nv
∥∥∥∥2
H˙
1
2
+ ǫ
∫
|∂α′ |
1
2
{
ac
1
2 (c∂α′)
3+Ng
}
|∂α′ |
1
2
{
1
c
1
2
(c∂α′)
3+Nv
}
dα′
Hence we have the inequality
dE4.5+N
dt
≤ C(K)E(t) + ǫC(K)E 12 (t)
∥∥∥∥ 1c 12 (c∂α′)3+Nv
∥∥∥∥
H˙
1
2
− ǫ
∥∥∥∥ 1c 12 (c∂α′ )3+Nv
∥∥∥∥2
H˙
1
2
as 0 ≤ ǫ ≤ 1 the estimate follows. 
We now prove the apriori estimate for the difference of two solutions for system (55). Let
(g1, v1)(t) and (g2, v2)(t) be two solutions of (55) with parameters (δ1, ǫ1) and (δ2, ǫ2) respectively.
The energy for the difference E∆(t) is once again defined by (53). We now have
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Proposition 7.7. Let (g1, v1)(t) and (g2, v2)(t) be two solutions of (47) with parameters (δ1, ǫ1)
and (δ2, ǫ2) respectively in the time interval [0, T ]. Assume that (gi, vi) ∈ Cl([0, T ], H3.5−32 l×H3− 32 l)
for l = 0, 1, for both i = 1, 2. Let M > 0 be a constant so that for any t ∈ [0, T ]
‖g1(·, t)‖H3.5 + ‖v1(·, t)‖H3 + ‖g2(·, t)‖H3.5 + ‖v2(·, t)‖H3 ≤M
(1) If 0 ≤ δ1, δ2 ≤ 1 and 0 < ǫ = ǫ1 = ǫ2 ≤ 1, then for all t ∈ [0, T ) we have
dE∆(t)
dt
≤ Cǫ(M)
(
E∆(t) + max
{
δ
1
2
1 , δ
1
2
2
})
where Cǫ(M) is a constant depending on M, ǫ and σ.
(2) If δ1 = δ2 = 0 and 0 ≤ ǫ1, ǫ2 ≤ 1, then for all t ∈ [0, T ) we have
dE∆(t)
dt
≤ C(M)(E∆(t) + max{ǫ1, ǫ2})
where C(M) is a constant depending only on M and σ.
Proof. The proof of this proposition is similar to the proof of Proposition 7.3 and we will mostly
focus on the changes that we need to make. We will first do the computation for for the first case
namely 0 ≤ δ1, δ2 ≤ 1 and 0 < ǫ ≤ 1.We will freely use Lemma 9.5 and Lemma 7.4 to simplify the
computations.
Step 1: As before we first control the quantities controlled by the energy. This is essentially the
same as done in step 1 of the proof of Proposition 7.3 so we will just summarize the estimates. This
applies for all 0 ≤ δ1, δ2, ǫ1, ǫ2 ≤ 1. We again note that C(M) will denote a constant depending
only on M and σ.
‖ci − 1‖H3.5 +
∥∥∥∥ 1ci − 1
∥∥∥∥
H3.5
+ ‖ωi − 1‖H3.5 ≤ C(M)
‖ai‖H3 + ‖di‖H3 + ‖bi‖H3 + ‖(A1)i − 1‖H3 + ‖(e2)i‖H3 ≤ C(M)
‖∂tgi‖H2 + ‖∂tvi‖H1.5 + ‖∂tci‖H2 ≤ C(M)
and now the difference of quantities
‖g1 − g2‖H2 + ‖v1 − v2‖H1.5 + ‖c1 − c2‖H2 + ‖ω1 − ω2‖H2 ≤ C(M)E
1
2
∆
‖a1 − a2‖H1.5 + ‖d1 − d2‖H1.5 + ‖b1 − b2‖H1.5 ≤ C(M)E
1
2
∆
‖(A1)1 − (A1)2‖H1.5 + ‖(e2)1 − (e2)2‖H1.5 ≤ C(M)E
1
2
∆
For the difference of time derivatives, the estimate becomes a little different
‖∂t(g1 − g2)‖
H
1
2
+ ‖∂t(v1 − v2)‖2 + ‖∂t(c1 − c2)‖H 12 ≤ C(M)
{
E
1
2
∆ +max{δ1, δ2}+max{ǫ1, ǫ2}
}
Step 2: We now establish some estimates for the case of 0 ≤ δ1, δ2 ≤ 1 and 0 < ǫ = ǫ1 =
ǫ2 ≤ 1. We define the following notation: If a, b : R × [0, T ] → C are functions we write
a ≈L2 b if there exists a constant C(M) depending only on M and σ such that ‖a− b‖2 ≤
C(M)
{
E∆(t) 12 + ‖v1 − v2‖H2 +max
{
δ
1
2
1 , δ
1
2
2
}}
. Observe that ≈L2 is an equivalence relation. We
define Dδ1t = ∂t + J
2
δ1
(b1∂α′) and D
δ2
t = ∂t + J
2
δ2
(b2∂α′)
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(1) Recalling the definition of ζ(α′, t) from (54) and by an analogous computation done in
Proposition 7.3 and using Lemma 7.4 we see that
Dδ1t ζ
≈L2 −iσ|∂α′ |
1
2 (c1∂α′)H
{
J2δ1(c1∂α′)
2g1 − J2δ2(c2∂α′)2g2
}
− ǫ|∂α′ |
1
2 {(c1∂α′)|∂α′ |v1 − (c2∂α′)|∂α′ |v2}
≈L2 −iσ|∂α′ |
1
2 (c1∂α′)H
{
J2δ1(c1∂α′)
2g1 − J2δ2(c2∂α′)2g2
}− ǫc1∂α′ |∂α′ | 32 (v1 − v2)
(2) We also have
Dδ1t
{
(c1∂α′)
2g1 − (c2∂α′)2g2
}
≈L2 −c1∂α′
{
(c1∂α′)
{
J2δ1(c1∂α′)v1 − J2δ2(c2∂α′)v2
}− a1(c1∂α′){J2δ1(c1∂α′)g1 − J2δ2(c2∂α′)g2}}
(3) Similarly we have
− iσH∂α′
{
c1|∂α′ |
1
2 ζ
}
≈L2 σ∂α′{(c1∂α′){(c1∂α′)v1 − (c2∂α′)v2} − a1(c1∂α′){(c1∂α′)g1 − (c2∂α′)g2}}
Step 3: We now prove the energy estimate for the case of 0 ≤ δ1, δ2 ≤ 1 and 0 < ǫ ≤ 1.
We only control the highest order energy as the lower order ones are easily controlled. To sim-
plify the calculations we will use the following notation: If a(t), b(t) are functions of time we
write a ≈ b if there exists a constant C(M) depending only on M and σ so that |a(t)− b(t)| ≤
C(M)
{
E∆(t) + E
1
2
∆(t)‖v1 − v2‖H2 +max
{
δ
1
2
1 , δ
1
2
2
}}
. Hence now by using Lemma 7.5, Lemma 7.4
and doing a similar computation as done in Proposition 7.2 we obtain
dE∆,3
dt
≈
∫
(ζ)
{
−iσ|∂α′ |
1
2 (c1∂α′)H
{
J2δ1(c1∂α′)
2g1 − J2δ2(c2∂α′)2g2
}− ǫc1∂α′ |∂α′ | 32 (v1 − v2)} dα′
− σ
∫ {
(c1∂α′)
2g1 − (c2∂α′)2g2
}
∂α′
{
(c1∂α′)
{
J2δ1(c1∂α′)v1 − J2δ2(c2∂α′)v2
}
− a1(c1∂α′)
{
J2δ1(c1∂α′)g1 − J2δ2(c2∂α′)g2
}}
dα′
≈ −iσ
∫
(ζ)
{
|∂α′ |
1
2 (c1∂α′)HJ
2
δ1
{
(c1∂α′)
2g1 − (c2∂α′)2g2
}}
dα′ − ǫ
∫
(ζ)
{
c1∂α′ |∂α′ |
3
2 (v1 − v2)
}
dα′
− σ
∫ {
(c1∂α′)
2g1 − (c2∂α′)2g2
}
∂α′J
2
δ1
{
(c1∂α′){(c1∂α′)v1 − (c2∂α′)v2}
− a1(c1∂α′){(c1∂α′)g1 − (c2∂α′)g2}
}
dα′
≈ −ǫ
∫
|∂α′ |
1
2 {(c1∂α′)v1 − (c2∂α′)v2}
{
c1∂α′ |∂α′ |
3
2 (v1 − v2)
}
dα′
≈ −ǫ
∫
c21
∣∣∣∂2α′(v1 − v2)∣∣∣2 dα′
Hence we have the estimate
dE∆,3
dt
≤ C(M)E∆(t) + C(M)E
1
2
∆(t)‖v1 − v2‖H2 + C(M)max
{
δ
1
2
1 , δ
1
2
2
}
− ǫ
∥∥∥∥ 1c1
∥∥∥∥−2
∞
‖v1 − v2‖2H2
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As ǫ > 0 the estimate follows.
Step 4: The proof of the energy estimate for δ1 = δ2 = 0 and 0 ≤ ǫ1, ǫ2 ≤ 1 is exactly the same as
proved in Proposition 7.3 as all the terms involving ǫ1, ǫ2 can be controlled by C(M)max{ǫ1, ǫ2}. 
We are now in a position to prove the local existence in Sobolev spaces.
Theorem 7.8. For σ > 0 we have the following
(1) Let s ≥ 3 and let (g, v)(0) ∈ Hs+ 12 (R) × Hs(R). Then there exists a time T > 0 so that
the initial value problem to (47) has a unique solution (g, v) ∈ Cl([0, T ], Hs+ 12− 32 l ×Hs− 32 l)
for l = 0, 1. Moreover if Tmax is the maximum time of existence then either Tmax = ∞ or
Tmax <∞ with
sup
t∈[0,Tmax)
{‖g(·, t)‖H3.5 + ‖v(·, t)‖H3} =∞
(2) If (g1, v1)(t) and (g2, v2)(t) are two solutions of (47) in [0, T ] with
sup
t∈[0,T )
{‖g1(·, t)‖H3.5 + ‖v1(·, t)‖H3 + ‖g2(·, t)‖H3.5 + ‖v2(·, t)‖H3} =M <∞
Then there is constant C(M) depending only on M and σ such that
sup
t∈[0,T )
{‖g1(·, t)− g2(·, t)‖H2 + ‖v1(·, t)− v2(·, t)‖H1.5}
≤ eC(M)T {‖g1(·, 0)− g2(·, 0)‖H2 + ‖v1(·, 0)− v2(·, 0)‖H1.5}
Proof. The proof of this result is essentially the same as the proof of Theorem 5.6 in Ambrose [7].
There are a few minor changes that need to be made which we now describe.
(1) First observe that even though the result in [7] is for periodic solutions, the existence proof
does not use compactness to prove existence. So the fact that we are working on R makes
no difference.
(2) First fix ǫ, δ > 0 and consider the mollified initial data (gǫ,δ, vǫ,δ)(0) = (Jǫ(g(0)), Jǫ(v(0))).
For this smooth initial data we first prove a local existence result to the system (55) by
a standard Picard iteration scheme by writing the corresponding integral equation and
treating the J2δ terms in the equations as forcing terms. We hence obtain smooth solutions
(gδ,ǫ, vδ,ǫ)(t) to (55) for t ∈ [0, T ] where T depends on ǫ, δ. Then by using the first estimate
from Proposition 7.6 we see that in fact T is independent of δ. Hence using Proposition 7.7
and by following the approach of Ambrose [7] we obtain unique smooth solutions (gǫ, vǫ)(t)
to the system (55) for δ = 0 in the time interval [0, T ] where T depends on ǫ.
(3) Now by the second apriori estimate in Proposition 7.6 for δ = 0, we see that T is in fact
independent of ǫ and now by using Proposition 7.7 and by following the approach of Ambrose
[7] we obtain a unique solution (g, v) ∈ L∞([0, T ], Hs+12 × Hs) to the system (47) with
(∂tg, ∂tv) ∈ L∞([0, T ], Hs−1×Hs− 32 ). Then by following the approach of Ambrose [7] using
the time reversible nature of the system (47) we obtain (g, v) ∈ Cl([0, T ], Hs+ 12− 32 l×Hs− 32 l)
for l = 0, 1.
(4) The blow up criterion follows from Proposition 7.6 and part two of the theorem follows from
Proposition 7.3

Corollary 7.9. For σ > 0 we have the following
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(1) Let s ≥ 3 and let (Z,α′ − 1, 1Z,α′ − 1, Zt)(0) ∈ H
s+ 1
2 (R) ×Hs+ 12 (R) × Hs(R). Then there
exists a time T > 0 so that the initial value problem to (13) has a unique solution (Z,Zt)(t)
satisfying (Z,α′ − 1, 1Z,α′ − 1, Zt) ∈ C
l([0, T ], Hs+
1
2
− 3
2
l(R) ×Hs+ 12− 32 l(R) ×Hs− 32 l(R)) for
l = 0, 1. Moreover if Tmax is the maximum time of existence then either Tmax = ∞ or
Tmax <∞ with
sup
t∈[0,Tmax)
{
‖Z,α′ − 1‖H3.5(t) +
∥∥∥∥ 1Z,α′ − 1
∥∥∥∥
H3.5
(t) + ‖Zt‖H3 (t)
}
=∞
(2) Let (Z1, Z1t )(t) and (Z
2, Z2t )(t) be two solutions of (13) in [0, T ] with
sup
t∈[0,Tmax)
{∥∥Zi,α′ − 1∥∥H3.5(t) +
∥∥∥∥∥ 1Zi,α′ − 1
∥∥∥∥∥
H3.5
(t) +
∥∥Zit∥∥H3(t)
}
≤M <∞
for both i = 1, 2 for some M > 0. Then there is constant C(M) depending only on M and
σ such that
sup
t∈[0,T )
{∥∥Z1,α′ − Z2,α′∥∥H2(t) +
∥∥∥∥∥ 1Z1,α′ − 1Z2,α′
∥∥∥∥∥
H2
(t) +
∥∥Z1t − Z2t ∥∥H1.5 (t)
}
≤ eC(M)T
{∥∥Z1,α′ − Z2,α′∥∥H2 (0) +
∥∥∥∥∥ 1Z1,α′ − 1Z2,α′
∥∥∥∥∥
H2
(0) +
∥∥Z1t − Z2t ∥∥H1.5(0)
}
Proof. The first part is a direct consequence of Theorem 7.8 and Lemma 7.1. The second part
follows from Theorem 7.8 and an easy modification of the argument of Lemma 7.1 
8. Proof of Theorem 3.1 and Corollary 3.2
Proof of Theorem 3.1. Let ǫ > 0 and consider the mollified initial data given by (Zǫ, Zǫt )(0) =
(Pǫ ∗ Z, Pǫ ∗ Zt)(0) where Pǫ is the Poisson kernel (3). Observe that there exists an ǫ0 > 0 small
enough so that for all 0 < ǫ ≤ ǫ0 we have
Eσ(Zǫ, Zǫt )(0) ≤ 2Eσ(Z,Zt)(0)
Define
M =
∥∥∥∥ 1Z,α′ − 1
∥∥∥∥
2
(0) + ‖Zt‖2(0) + ‖Z,α′‖∞(0) <∞
We observe that for all 0 < ǫ ≤ ǫ0 we have∥∥∥∥∥ 1Zǫ,α′ − 1
∥∥∥∥∥
2
(0) + ‖Zǫt‖2(0) +
∥∥Zǫ,α′∥∥∞(0) ≤M
Now fix some 0 < ǫ ≤ ǫ0. Hence using Corollary 7.9 we see that there exists a time Tǫ > 0, so
that the initial value problem to (13) with initial data (Zǫ, Zǫt )(0) has a unique smooth solution
(Zǫ, Zǫt )(t) in [0, Tǫ] so that for all s ≥ 3
sup
t∈[0,Tǫ]
{∥∥Zǫ,α′ − 1∥∥Hs+ 12 (t) +
∥∥∥∥∥ 1Zǫ,α′ − 1
∥∥∥∥∥
Hs+
1
2
(t) + ‖Zǫt‖Hs(t)
}
<∞
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Therefore by Theorem 5.1 we see that for all t ∈ [0, Tǫ) we have
dEσ(Z
ǫ, Zǫt )(t)
dt
≤ P (Eσ(Zǫ, Zǫt )(t))
Hence by using Proposition 6.1, Lemma 6.2 and the blow up criterion from Corollary 7.9 we that
there exists T,C1 > 0 both depending only on Eσ(0) so that (Zǫ, Zǫt )(t) in fact exists in [0, T ] with
supt∈[0,T ] Eσ(Zǫ, Zǫt )(t) ≤ C1. Also using Lemma 6.2 we see that
sup
t∈[0,T ]
{∥∥Zǫ,α′ − 1∥∥H3.5 (t) +
∥∥∥∥∥ 1Zǫ,α′ − 1
∥∥∥∥∥
H3.5
(t) + ‖Zǫt ‖H3 (t)
}
≤ C2
where C2 depends only on C1,M, T and σ. Hence by passing to the limit ǫ→ 0 using Corollary 7.9
we have a unique solution (Z,Zt)(t) in [0, T ] to (13) with supt∈[0,T ] Eσ(Z,Zt)(t) ≤ C1 and
sup
t∈[0,T ]
{
‖Z,α′ − 1‖H3.5 (t) +
∥∥∥∥ 1Z,α′ − 1
∥∥∥∥
H3.5
(t) + ‖Zt‖H3 (t)
}
≤ C2
thereby proving the result. 
Proof of Corollary 3.2. Without loss of generality we assume that c = 1 and define τ =
σ
ǫ3/2
which
implies that τ ≤ 1. Observe that the result for σ = 0 and 0 < ǫ ≤ 1 follows directly from Theorem
3.9 of Wu [44]. Hence from now on we assume σ > 0 and can therefore use Theorem 3.1. Using
Theorem 3.1 we only need to show that if τ ≤ 1 then
Eσ(Zǫ,σ, Zǫ,σt )(0) ≤ C(M)
where C(M) is a constant depending only on M . We now prove this estimate.
To simplify the proof we will suppress the dependence ofM in the inequalities i.e. when we write
a . b, we mean that there exists a constant C(M) depending only on M such that a ≤ C(M)b. As
we only need to prove the estimates for t = 0, we will suppress the time dependence of the solutions
e.g. we will write (Z ∗ Pǫ, Zt ∗ Pǫ)|t=0 by (Z,Zt)ǫ for simplicity.
(1) We first observe that for any ǫ > 0 we have∥∥∥∥(∂α′ 1Z,α′
)
ǫ
∥∥∥∥
2
. sup
y′<0
∥∥∥∥∂z( 1Ψz
)∥∥∥∥
L2(R,dx′)
. 1
Similarly we have∥∥∥∥( 1Z,α′ ∂α′ 1Z,α′
)
ǫ
∥∥∥∥2
H˙
1
2
.
∥∥∥∥(∂α′ 1Z,α′
)
ǫ
∥∥∥∥
2
∥∥∥∥∥
(
1
Z2,α′
∂2α′
1
Z,α′
)
ǫ
∥∥∥∥∥
2
+
∥∥∥∥(∂α′ 1Z,α′
)
ǫ
∥∥∥∥2
2
∥∥∥∥( 1Z,α′ ∂α′ 1Z,α′
)
ǫ
∥∥∥∥
L∞
. sup
y′<0
∥∥∥∥∂z( 1Ψz
)∥∥∥∥
L2(R,dx′)
sup
y′<0
∥∥∥∥ 1Ψ2z′ ∂2z
(
1
Ψz
)∥∥∥∥
L2(R,dx′)
+ sup
y′<0
∥∥∥∥∂z( 1Ψz
)∥∥∥∥2
L2(R,dx′)
sup
y′<0
∥∥∥∥ 1Ψz′ ∂z
(
1
Ψz
)∥∥∥∥
L∞(R,dx′)
. 1
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(2) Observe that
sup
y′<0
∥∥∥∥ 1Ψz
∥∥∥∥
L∞(R,dx′)
. sup
y′<0
∥∥∥∥ 1Ψz − 1
∥∥∥∥ 12
L2(R,dx′)
sup
y′<0
∥∥∥∥∂z( 1Ψz
)∥∥∥∥ 12
L2(R,dx′)
. 1
Hence using supy′<0‖U‖H3.5(R,dx′) ≤M and that 0 < σ ≤ 1 we obtain
∥∥(Zt,α′)ǫ∥∥22 +
∥∥∥∥∥
(
1
Z2,α′
∂α′Zt,α′
)
ǫ
∥∥∥∥∥
2
2
+
∥∥∥∥∥
 σ 12
Z
1
2
,α′
∂α′Zt,α′

ǫ
∥∥∥∥∥
2
2
+
∥∥∥∥∥
 σ 12
Z
5
2
,α′
∂2α′Zt,α′

ǫ
∥∥∥∥∥
2
2
. 1
(3) By Lemma 9.14 we have∥∥∥∥(σ 14Z 34,α′∂α′ 1Z,α′
)
ǫ
∥∥∥∥
2
+
∥∥∥∥(σ 712Z 34,α′∂α′ 1Z,α′
)
ǫ
∥∥∥∥
∞
. sup
y′<0
∥∥∥∥Ψ 34z ∂z( 1Ψz
)∥∥∥∥
L
8
7 (R,dx′)
(
τ
1
4 + τ
7
12
)
. 1
Now using (20) we obtain∥∥∥∥∥∥
(
σ
1
4
1
Z
1
4
,α′
∂α′ω
)
ǫ
∥∥∥∥∥∥
2
+
∥∥∥∥∥∥
(
σ
7
12
1
Z
1
4
,α′
∂α′ω
)
ǫ
∥∥∥∥∥∥
∞
. 1
(4) Using Lemma 9.14 we obtain∥∥∥∥(σ 16Z 12,α′∂α′ 1Z,α′
)
ǫ
∥∥∥∥
2
+
∥∥∥∥(σ 12Z 12,α′∂α′ 1Z,α′
)
ǫ
∥∥∥∥
∞
+
∥∥∥∥σ 56 ∂α′(Z 12,α′∂α′ 1Z,α′
)
ǫ
∥∥∥∥
2
. sup
y′<0
∥∥∥∥Ψ 12z ∂z( 1Ψz
)∥∥∥∥
L
4
3 (R,dx′)
(
τ
1
6 + τ
1
2 + τ
5
6
)
. 1
Now using (20) we obtain∥∥∥∥∥∥
(
σ
1
6
1
Z
1
2
,α′
∂α′ω
)
ǫ
∥∥∥∥∥∥
2
+
∥∥∥∥∥∥
(
σ
1
2
1
Z
1
2
,α′
∂α′ω
)
ǫ
∥∥∥∥∥∥
∞
. 1
We observe that∥∥∥∥(σ 56Z 12,α′∂2α′ 1Z,α′
)
ǫ
∥∥∥∥
2
.
∥∥∥∥σ 56 ∂α′(Z 12,α′∂α′ 1Z,α′
)
ǫ
∥∥∥∥
2
+
∥∥∥∥(σ 14Z 34,α′∂α′ 1Z,α′
)
ǫ
∥∥∥∥
2
∥∥∥∥(σ 712Z 34,α′∂α′ 1Z,α′
)
ǫ
∥∥∥∥
∞
. 1
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and in particular again by using (20) we obtain
∥∥∥(σ 56Z 12,α′∂α′Dα′ω)
ǫ
∥∥∥
2
.
∥∥∥∥(σ 56Z 12,α′∂α′(ω∂α′ 1Z,α′
))
ǫ
∥∥∥∥
2
.
∥∥∥∥(σ 56Z 12,α′∂2α′ 1Z,α′
)
ǫ
∥∥∥∥
2
+
∥∥∥∥∥∥
(
σ
1
4
1
Z
1
4
,α′
∂α′ω
)
ǫ
∥∥∥∥∥∥
2
∥∥∥∥(σ 712Z 34,α′∂α′ 1Z,α′
)
ǫ
∥∥∥∥
∞
. 1
and hence we have∥∥∥∥∥∥σ 56 ∂α′
(
ωα′
Z
1
2
,α′
)
ǫ
∥∥∥∥∥∥
2
.
∥∥∥(σ 56Z 12,α′∂α′Dα′ω)
ǫ
∥∥∥
2
+
∥∥∥∥∥∥
(
σ
1
4
1
Z
1
4
,α′
∂α′ω
)
ǫ
∥∥∥∥∥∥
2
∥∥∥∥(σ 712Z 34,α′∂α′ 1Z,α′
)
ǫ
∥∥∥∥
∞
. 1
(5) Using Lemma 9.14 we have
∥∥∥∥(σ 13 ∂α′ 1Z,α′
)
ǫ
∥∥∥∥
∞
+
∥∥∥∥(σ 23 ∂2α′ 1Z,α′
)
ǫ
∥∥∥∥
2
+
∥∥∥∥(σ∂2α′ 1Z,α′
)
ǫ
∥∥∥∥
H˙
1
2
. sup
y′<0
∥∥∥∥∂z( 1Ψz
)∥∥∥∥
L2(R,dx′)
(
τ
1
3 + τ
2
3 + τ
)
. 1
Hence using (20) we also get
∥∥∥∥(σ 13 ∂α′ 1|Z,α′ |
)
ǫ
∥∥∥∥
∞
. 1
(6) Using (20) and Proposition 9.12 with f =
(
|Z,α′ |
1
2 ∂2α′
1
Z,α′
)
ǫ
, w =
(
1
|Z,α′ |
1
2
)
ǫ
and h = ωǫ we
get
∥∥∥∥(σω∂2α′ 1Z,α′
)
ǫ
∥∥∥∥
H˙
1
2
.
∥∥∥∥(σ∂2α′ 1Z,α′
)
ǫ
∥∥∥∥
H˙
1
2
+
∥∥∥∥(σ 56Z 12,α′∂2α′ 1Z,α′
)
ǫ
∥∥∥∥
2
∥∥∥∥(σ 16Z 12,α′∂α′ 1Z,α′
)
ǫ
∥∥∥∥
H˙
1
2
. 1
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Hence using (32) and Proposition 9.9 we can finally control
‖(σ∂α′Θ)ǫ‖H˙ 12
.
∥∥∥∥σ∂α′(ω∂α′ 1Z,α′
)
ǫ
∥∥∥∥
H˙
1
2
.
∥∥∥∥∥∥σ
(
ωα′
Z
1
2
,α′
)
ǫ
(
Z
1
2
,α′∂α′
1
Z,α′
)
ǫ
∥∥∥∥∥∥
H˙
1
2
+
∥∥∥∥(σω∂2α′ 1Z,α′
)
ǫ
∥∥∥∥
H˙
1
2
.
∥∥∥∥∥∥σ 56 ∂α′
(
ωα′
Z
1
2
,α′
)
ǫ
∥∥∥∥∥∥
2
∥∥∥∥(σ 16Z 12,α′∂α′ 1Z,α′
)
ǫ
∥∥∥∥
2
+
∥∥∥∥∥∥σ 16
(
ωα′
Z
1
2
,α′
)
ǫ
∥∥∥∥∥∥
2
∥∥∥∥σ 56 ∂α′(Z 12,α′∂α′ 1Z,α′
)
ǫ
∥∥∥∥
2
+
∥∥∥∥(σω∂2α′ 1Z,α′
)
ǫ
∥∥∥∥
H˙
1
2
. 1
(7) Using Lemma 9.14 we get∥∥∥∥σ∂α′( 1Z,α′ ∂2α′ 1Z,α′
)
ǫ
∥∥∥∥
2
. sup
y′<0
∥∥∥∥ 1Ψz ∂2z
(
1
Ψz
)∥∥∥∥
L1(R,dx′)
τ . 1
Hence using (20) we have∥∥∥∥( σZ,α′ ∂3α′ 1Z,α′
)
ǫ
∥∥∥∥
2
+
∥∥∥∥∥
{
σZ
1
2
,α′∂α′
(
1
Z
3
2
,α′
∂2α′
1
Z,α′
)}
ǫ
∥∥∥∥∥
2
+
∥∥∥∥σ∂α′( 1|Z,α′ |∂2α′ 1Z,α′
)
ǫ
∥∥∥∥
2
.
∥∥∥∥σ∂α′( 1Z,α′ ∂2α′ 1Z,α′
)
ǫ
∥∥∥∥
2
+
∥∥∥∥(σ 13 ∂α′ 1Z,α′
)
ǫ
∥∥∥∥
∞
∥∥∥∥(σ 23 ∂2α′ 1Z,α′
)
ǫ
∥∥∥∥
2
. 1
(8) We observe that∥∥∥∥∥
(
σ
1
2
Z
1
2
,α′
∂2α′
1
Z,α′
)
ǫ
∥∥∥∥∥
2
2
.
∥∥∥∥(∂α′ 1Z,α′
)
ǫ
∥∥∥∥
2
∥∥∥∥σ∂α′( 1|Z,α′ |∂2α′ 1Z,α′
)
ǫ
∥∥∥∥
2
. 1
Hence we also have∥∥∥∥∥σ 12 ∂α′
(
1
Z
1
2
,α′
∂α′
1
Z,α′
)
ǫ
∥∥∥∥∥
2
.
∥∥∥∥∥
(
σ
1
2
Z
1
2
,α′
∂2α′
1
Z,α′
)
ǫ
∥∥∥∥∥
2
+
∥∥∥∥(σ 12Z 12,α′∂α′ 1Z,α′
)
ǫ
∥∥∥∥
∞
∥∥∥∥(∂α′ 1Z,α′
)
ǫ
∥∥∥∥
2
. 1
(9) We observe that∥∥∥∥∥
(
σ
1
2
Z
3
2
,α′
∂2α′
1
Z,α′
)
ǫ
∥∥∥∥∥
2
H˙
1
2
.
∥∥∥∥∥
(
1
Z2,α′
∂2α′
1
Z,α′
)
ǫ
∥∥∥∥∥
2
∥∥∥∥∥
{
σZ
1
2
,α′∂α′
(
1
Z
3
2
,α′
∂2α′
1
Z,α′
)}
ǫ
∥∥∥∥∥
2
. sup
y′<0
∥∥∥∥ 1Ψ2z ∂2z
(
1
Ψz
)∥∥∥∥
L2(R,dx′)
∥∥∥∥∥
{
σZ
1
2
,α′∂α′
(
1
Z
3
2
,α′
∂2α′
1
Z,α′
)}
ǫ
∥∥∥∥∥
2
. 1
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(10) Using Lemma 9.14 we get∥∥∥∥∥σ 23 ∂α′
(
1
Z2,α′
∂2α′
1
Z,α′
)
ǫ
∥∥∥∥∥
2
+
∥∥∥∥∥σ∂α′
(
1
Z2,α′
∂2α′
1
Z,α′
)
ǫ
∥∥∥∥∥
H˙
1
2
. sup
y′<0
∥∥∥∥ 1Ψ2z ∂2z
(
1
Ψz
)∥∥∥∥
L2(R,dx′)
(
τ
2
3 + τ
)
. 1
Now we use Proposition 9.12 with f =
(
1
Z
1
2
,α′
∂2α′
1
Z,α′
)
ǫ
, w =
(
1
Z,α′
)
ǫ
and h = Z
1
2
,α′∂α′
1
Z,α′
to
get∥∥∥∥∥∥σ
(
Z
1
2
,α′∂α′
1
Z,α′
)
ǫ
(
1
Z
3
2
,α′
∂2α′
1
Z,α′
)
ǫ
∥∥∥∥∥∥
H˙
1
2
.
∥∥∥∥∥∥
(
σ
1
2
Z
3
2
,α′
∂2α′
1
Z,α′
)
ǫ
∥∥∥∥∥∥
H˙
1
2
∥∥∥∥(σ 12Z 12,α′∂α′ 1Z,α′
)
ǫ
∥∥∥∥
∞
+
∥∥∥∥∥∥
(
σ
1
2
Z
1
2
,α′
∂2α′
1
Z,α′
)
ǫ
∥∥∥∥∥∥
2
∥∥∥∥∥σ 12 ∂α′
(
1
Z
1
2
,α′
∂α′
1
Z,α′
)
ǫ
∥∥∥∥∥
2
+
∥∥∥∥∥∥
(
σ
1
2
Z
1
2
,α′
∂2α′
1
Z,α′
)
ǫ
∥∥∥∥∥∥
2
∥∥∥∥(∂α′ 1Z,α′
)
ǫ
∥∥∥∥
2
∥∥∥∥(σ 12Z 12,α′∂α′ 1Z,α′
)
ǫ
∥∥∥∥
∞
. 1
Hence we finally have∥∥∥∥∥
(
σ
Z2,α′
∂3α′
1
Z,α′
)
ǫ
∥∥∥∥∥
H˙
1
2
.
∥∥∥∥∥σ∂α′
(
1
Z2,α′
∂2α′
1
Z,α′
)
ǫ
∥∥∥∥∥
H˙
1
2
+
∥∥∥∥∥∥σ
(
Z
1
2
,α′∂α′
1
Z,α′
)
ǫ
(
1
Z
3
2
,α′
∂2α′
1
Z,α′
)
ǫ
∥∥∥∥∥∥
H˙
1
2
. 1
This completes the proof of the first part of the corollary. To see the rate of growth of curvature,
observe that the L∞ norm of the curvature of the initial interface of Zǫ,σ(·, 0) is
‖κǫ,σ‖∞ =
∥∥∥∥ 1(|Z,α′ |)ǫ ∂α′(gǫ)
∥∥∥∥
∞
where
(
Z,α′
|Z,α′ |
)
ǫ
= eigǫ
Now if the interface Z(·, 0) has an angled crest at α′ = 0, then we see that ∂α′(gǫ)(0, 0) ∼ ǫ−1 as
ǫ→ 0, due to g(·, 0) having a jump for ǫ = 0 and gǫ = Kǫ ∗ g (where Kǫ is the Poisson kernel (3)).
But we know from the local description of the conformal map that (Z,α′)ǫ(0, 0) ∼ ǫν−1 as ǫ → 0
(see [39] for a proof). Hence we see that ‖κǫ,σ‖∞ ∼ ǫ−ν as ǫ→ 0, thereby proving the lemma.

9. Appendix
Here we will prove all the identities and estimates used in the paper. We will state most of the
statements only for functions in the Schwartz class and it can be extended to more general functions
by an approximation argument. Let us first recall some of the notation used. Let Dt = ∂t + b∂α′
where b is given by (11) and recall that [f, g;h] is defined as
[f1, f2; f3](α
′) =
1
iπ
∫ (
f1(α
′)− f1(β′)
α′ − β′
)(
f2(α
′)− f2(β′)
α′ − β′
)
f3(β
′) dβ′
Proposition 9.1. Let f, g, h ∈ S(R). Then we have the following identities
(1) h∂α′ [f,H]∂α′g = [h∂α′f,H]∂α′g + [f,H]∂α′(h∂α′g)− [h, f ; ∂α′g]
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(2) Dt[f,H]∂α′g = [Dtf,H]∂α′g + [f,H]∂α′(Dtg)− [b, f ; ∂α′g]
Proof. The second identity is a direct consequence of the first. Now we see that
h(α′)∂α′ [f,H]∂α′g
= h(α′)∂α′
(
1
iπ
∫
f(α′)− f(β′)
α′ − β′ ∂β′g(β
′) dβ′
)
= h(α′)f ′(α′)
(
1
iπ
∫
1
α′ − β′ ∂β′g(β
′) dβ′
)
− 1
iπ
∫ (
h(α′)− h(β′)
α′ − β′
)(
f(α′)− f(β′)
α′ − β′
)
∂β′g(β
′) dβ′
− 1
iπ
∫
f(α′)− f(β′)
(α′ − β′)2 h(β
′)∂β′g(β
′) dβ′
=
1
iπ
∫
h(α′)f ′(α′)− h(β′)f ′(β′)
α′ − β′ ∂β′g(β
′) dβ′ +
1
iπ
∫
f(α′)− f(β′)
α′ − β′ ∂β′(h(β
′)∂β′g(β
′)) dβ′
− 1
iπ
∫ (
h(α′)− h(β′)
α′ − β′
)(
f(α′)− f(β′)
α′ − β′
)
∂β′g(β
′) dβ′

Proposition 9.2. Let H ∈ C1(R), Ai ∈ C1(R) for i = 1, · · ·m and F ∈ C∞(R). Define
C1(H,A, f)(x) = p.v.
∫
F
(
H(x)−H(y)
x− y
)
Πmi=1(Ai(x) −Ai(y))
(x− y)m+1 f(y) dy
C2(H,A, f)(x) = p.v.
∫
F
(
H(x)−H(y)
x− y
)
Πmi=1(Ai(x) −Ai(y))
(x− y)m ∂yf(y) dy
then there exists constants c1, c2, c3, c4 depending only on F and ‖H ′‖∞ so that
(1) ‖C1(H,A, f)‖2 ≤ c1‖A′1‖∞ · · · ‖A′m‖∞‖f‖2
(2) ‖C1(H,A, f)‖2 ≤ c2‖A′1‖2‖A′2‖∞ · · · ‖A′m‖∞‖f‖∞
(3) ‖C2(H,A, f)‖2 ≤ c3‖A′1‖∞ · · · ‖A′m‖∞‖f‖2
(4) ‖C2(H,A, f)‖2 ≤ c4‖A′1‖2‖A′2‖∞ · · · ‖A′m‖∞‖f‖∞
Proof. The first estimate is a theorem by Coifman, McIntosh and Meyer [14]. See also chapter 9 of
[28]. Estimate 2 is a consequence of the Tb theorem and a proof can be found in [42]. The third
and fourth estimates can be obtained from the first two by integration by parts. 
Proposition 9.3. Let T : D(R)→ D′(R) be a linear operator with kernel K(x, y) such that on the
open set {(x, y) : x 6= y} ⊂ R× R, K(x, y) is a function satisfying
|K(x, y)| ≤ C0|x− y| and |∇xK(x, y)| ≤
C0
|x− y|2
where C0 is a constant. If T is continuous on L
2(R) with ‖T ‖L2→L2 ≤ C0 and if T (1) = 0, then T
is bounded on H˙s for 0 < s < 1 with ‖T ‖H˙s→H˙s . C0
Proof. This proposition is a direct consequence of the result of Lemarie [24] where only weak bound-
edness of T on L2 (in the sense of David and Journe) is assumed. As boundedness on L2 implies
weak boundedness, the proposition follows. See also chapter 10 of [28] for another proof of the result
of Lemarie. 
Lemma 9.4. Let r, s ∈ R, k,m ∈ Z. If f ∈ S(R), then we have the following
(1) ‖|∂α′ |rf‖2 . ‖f‖θ2‖|∂α′ |sf‖
1−θ
2 for 0 ≤ r < s with 1− θ = rs
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(2) ‖|∂α′ |rf‖2 . ‖f ′′‖θ2‖|∂α′ |sf‖
1−θ
2 for 2 ≤ r < s with 1− θ = r−2s−2
(3)
∥∥∂kα′f∥∥∞ . ‖f‖θ2‖∂mα′f‖1−θ2 for 0 ≤ k < m with 1− θ = k+ 12m
(4)
∥∥∂kα′f∥∥∞ . ‖f ′′‖θ2‖∂mα′f‖1−θ2 for 2 ≤ k < m with 1− θ = k− 32m−2
Proof. The first estimate is a standard interpolation estimate which can be easily proved by using
the Fourier transform. We skip its proof. The second one follows from the first by applying it on
the function f ′′ with r, s replaced by r − 2, s− 2 respectively.
The third estimate is a consequence of the Gagliardo-Nirenberg interpolation estimate (see The-
orem 12.87 in [25]). The last one follows from the third estimate by applying it on the function f ′′
with k,m replaced by k − 2,m− 2 respectively. 
Lemma 9.5. Let k, n ∈ N and f1, f2, · · · , fk ∈ S(R). Let r1, r2 · · · , rk ∈ Z with r1 + · · · + rk = n
and ri ≥ 0 for all 1 ≤ i ≤ k and. Let r = max{r1, r2, · · · , rk} ≥ 1. Then
(1)
∥∥f (r1)1 · · · f (rk)k ∥∥2 ≤ C(K){‖f ′1‖Hs + · · ·+ ‖f ′k‖Hs} for s = max{r − 1, n− 2}
(2)
∥∥f (r1)1 · · · f (rk)k ∥∥H˙ 12 ≤ C(K){‖f ′1‖Hs + · · ·+ ‖f ′k‖Hs} for s = max{r − 12 , n− 2}
with K = (‖f1‖∞ + ‖f ′1‖H1) + · · · + (‖fk‖∞ + ‖f ′k‖H1) and C(K) is a constant depending only on
K.
Proof. Let us begin by proving the first estimate. Without loss of generality 0 ≤ r1 ≤ r2 ≤ · · · ≤ rk.
Clearly the estimate holds if k = 1 or r = 1. Hence we can now assume that k ≥ 2 and r ≥ 2. If
r1 ≤ · · · ≤ rj ≤ 1 for some j < k with rj+1 ≥ 2, then we have∥∥f (r1)1 · · · f (rk)k ∥∥2 ≤ C(K)∥∥f (rj+1)j+1 · · · f (rk)k ∥∥2
Hence without loss of generality we can assume that r1 ≥ 2. As k ≥ 2 this implies that n ≥ 4 and
we also have r ≥ 2, r ≤ n− 2 and s = n− 2. Hence using Lemma 9.4 we have∥∥f (r1)1 · · · f (rk)k ∥∥2
≤
∥∥f (r1)1 ∥∥∞ · · · ∥∥f (rk−1)k−1 ∥∥∞∥∥f (rk)k ∥∥2
.
(
‖f ′′1 ‖θ12 · · ·
∥∥f ′′k−1∥∥θk−12 )(∥∥∥f (s+1)1 ∥∥∥1−θ12 · · · ∥∥∥f (s+1)k−1 ∥∥∥1−θk−12
)
‖f ′′k ‖θk2
∥∥∥f (s+1)k ∥∥∥1−θk
2
where 1− θj = rj−
3
2
s−1 for j < k and 1− θk = rk−2s−1 . Now observe that
(1 − θ1) + · · ·+ (1− θk) =
r1 − 32
s− 1 + · · ·+
rk−1 − 32
s− 1 +
rk − 2
s− 1 ≤ 1
Hence by using AM −GM inequality the estimate follows. The proof of the second estimate is very
similar and we skip it. 
Corollary 9.6. Let f, g ∈ S(R) and let n ∈ N with n ≥ 2. Then
(1) ‖(f∂α′)ng − fn∂nα′g‖2 ≤ C(K){‖f ′‖Hs + ‖g′‖Hs} for s = n− 2
(2) ‖(f∂α′)ng − fn∂nα′g‖H˙ 12 ≤ C(K){‖f
′‖Hs + ‖g′‖Hs} for s = n− 32
where K = ‖f‖∞ + ‖f ′‖H1 + ‖g‖∞ + ‖g′‖H1 and C(K) is a constant depending only on K.
Proof. This follows directly from Lemma 9.5 
Proposition 9.7. Let f ∈ S(R). Then we have
(1) ‖f‖∞ . ‖f‖Hs if s > 12 and for s = 12 we have ‖f‖BMO . ‖f‖H˙ 12
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(2)
∫ ∣∣∣∣f(α′)− f(β′)α′ − β′
∣∣∣∣2 dβ′ . ‖f ′‖22
(3)
∥∥∥∥∥supβ′
∣∣∣∣f(α′)− f(β′)α′ − β′
∣∣∣∣
∥∥∥∥∥
L2(R,dα′)
. ‖f ′‖2
(4) ‖f‖2
H˙
1
2
=
1
2π
∫∫ ∣∣∣∣f(α′)− f(β′)α′ − β′
∣∣∣∣2 dβ′ dα′
(5)
∥∥∥∥∂β′(f(α′)− f(β′)α′ − β′
)∥∥∥∥
L2(R2,dα′ dβ′)
. ‖f ′‖
H˙
1
2
Proof. (1) This is a standard Sobolev embedding result.
(2) This is a consequence of Hardy’s inequality.
(3) We see that
sup
β′
∣∣∣∣f(α′)− f(β′)α′ − β′
∣∣∣∣ ≤ sup
β′
∫ β′
α′
|f ′(s)| ds
|α′ − β′| ≤M(f
′)(α′)
where M is the uncentered Hardy Littlewood maximal operator. As the maximal operator is
bounded on L2, the estimate follows.
(4) Observe that as |∂α′ | = iH∂α′ and H(1) = 0 we have
‖f‖2
H˙
1
2
= − 1
π
∫
f¯(α′)∂α′
(∫
f(α′)− f(β′)
α′ − β′ dβ
′
)
dα′
=
1
π
∫
f¯(α′)
(∫
f(α′)− f(β′)
(α′ − β′)2 dβ
′
)
dα′
=
1
π
∫∫ ∣∣∣∣f(α′)− f(β′)α′ − β′
∣∣∣∣2 dβ′ dα′ + 1π
∫∫
f(α′)− f(β′)
(α′ − β′)2 f¯(β
′) dβ′ dα′
Now observe that
1
π
∫
f¯(α′)
(∫
f(α′)− f(β′)
(α′ − β′)2 dβ
′
)
dα′ = − 1
π
∫∫
f(α′)− f(β′)
(α′ − β′)2 f¯(β
′) dβ′ dα′
The identity now follows.
(5) We see that
∂β′
(
f(α′)− f(β′)
(α′ − β′)
)
=
f(α′)− f(β′)
(α′ − β′)2 −
f ′(β′)
α′ − β′
=
∫ 1
0
f ′(β′ + s(α′ − β′))− f ′(β′)
(α′ − β′) ds
=
∫ 1
0
s
[
f ′(β′ + sl)− f ′(β′)
sl
]
ds using α′ = β′ + l
Hence we have∥∥∥∥∂β′(f(α′)− f(β′)α′ − β′
)∥∥∥∥
L2(R2,dα′ dβ′)
.
∫ 1
0
s
∥∥∥∥f ′(β′ + sl)− f ′(β′)sl
∥∥∥∥
L2(R2,dβ′ dl)
ds
.
∫ 1
0
√
s‖f ′‖
H˙
1
2
ds
. ‖f ′‖
H˙
1
2
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
Proposition 9.8. Let f, g ∈ S(R) with s, a ∈ R and m,n ∈ Z. Then we have the following estimates
(1)
∥∥|∂α′ |s[f,H](|∂α′ |ag)∥∥2 . ∥∥|∂α′ |s+af∥∥BMO‖g‖2 for s, a ≥ 0
(2)
∥∥|∂α′ |s[f,H](|∂α′ |ag)∥∥2 . ∥∥|∂α′ |s+af∥∥2‖g‖BMO for s ≥ 0 and a > 0
(3)
∥∥[f, |∂α′ | 12 ]g∥∥2 . ∥∥|∂α′ | 12 f∥∥BMO‖g‖2
(4)
∥∥[f, |∂α′ | 12 ](|∂α′ | 12 g)∥∥2 . ∥∥|∂α′ |f∥∥BMO‖g‖2
(5) ‖∂mα′ [f,H]∂nα′g‖L∞∩H˙ 12 .
∥∥∂(m+n+1)α′ f∥∥2‖g‖2 for m,n ≥ 0
(6) ‖∂mα′ [f,H]∂nα′g‖2 . ‖∂(m+n)α′ f‖∞‖g‖2 for m,n ≥ 0
(7) ‖∂mα′ [f,H]∂nα′g‖2 . ‖∂(m+n)α′ f‖2‖g‖∞ for m ≥ 0 and n ≥ 1
(8) ‖[f,H]g‖2 . ‖f ′‖2‖g‖1
Proof. The first four estimates are all variants of the Kato Ponce commutator estimate and are
proved using the paraproduct decomposition. See Lemma 2.1 in [19] for the first two estimates and
Theorem 1.2 in [26] for the third and fourth estimates. The fourth estimate is not explicitly stated
as part of Theorem 1.2 in [26] however the proof is identical to the proof of estimate 3 with the only
change being at the last step where you move half a derivative from g to f .
The H˙
1
2 estimate of the fifth estimate follows from the first estimate. For the L∞ estimate note
that
∂mα′ [f,H]∂
n
α′g = ∂
m
α′
∫
f(α′)− f(β′)
α′ − β′ ∂
n
β′g(β
′) dβ′
= ∂mα′
∫∫ 1
0
f ′((1 − s)β′ + sα′)∂nβ′g(β′) ds dβ′
= (−1)n
∫ 1
0
sm(1− s)n
(∫
f (m+n+1)((1 − s)β′ + sα′)g(β′) dβ′
)
ds
The estimate now follows from the Cauchy Schwartz inequality. The sixth and seventh estimates
follow from the first two estimates. For the last estimate observe that
|[f,H]g|(α′) .
∫ ∣∣∣∣f(α′)− f(β′)α′ − β′
∣∣∣∣|g(β′)| 12 |g(β′)| 12 dβ′ .
(∫ ∣∣∣∣f(α′)− f(β′)α′ − β′
∣∣∣∣2|g(β′)| dβ′
) 1
2
‖g‖ 121
The estimate now follows from Hardy’s inequality as stated in Proposition 9.7. 
Proposition 9.9. Let f, g, h ∈ S(R) with s, a ∈ R and m,n ∈ Z. Then we have the following
estimates
(1) ‖|∂α′ |s(fg)‖2 . ‖|∂α′ |sf‖2‖g‖∞ + ‖f‖∞‖|∂α′ |sg‖2 for s > 0
(2) ‖fg‖
H˙
1
2
. ‖f‖
H˙
1
2
‖g‖∞ + ‖f‖∞‖g‖H˙ 12
(3) ‖fg‖
H˙
1
2
. ‖f ′‖2‖g‖2 + ‖f‖∞‖g‖H˙ 12
Proof. See [21] for the first estimate. The second one is a special case of the first. For the third one
observe that
|∂α′ |
1
2 (fg) = [|∂α′ |
1
2 , f ]g + f |∂α′ |
1
2 g
and hence from Proposition 9.8
‖fg‖
H˙
1
2
. ‖|∂α′ |
1
2 f‖BMO‖g‖2 + ‖f‖∞‖g‖H˙ 12 . ‖f
′‖2‖g‖2 + ‖f‖∞‖g‖H˙ 12
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
Proposition 9.10. Let f, g, h ∈ S(R) . Then we have the following estimates
(1) ‖[f, g;h]‖2 . ‖f ′‖2‖g′‖2‖h‖2
(2) ‖∂α′ [f, [g,H]]h‖2 . ‖f ′‖2‖g′‖2‖h‖2
(3) ‖[f, g;h′]‖2 . ‖f ′‖∞‖g′‖∞‖h‖2
(4) ‖[f, g;h′]‖
H˙
1
2
. ‖f ′‖∞‖g′‖∞‖h‖H˙ 12
(5) ‖[f, g;h]‖
L∞∩H˙
1
2
. ‖f ′‖∞‖g′‖2‖h‖2
Proof. (1) We see that
|[f, g;h]|(α′)
.
∫ ∣∣∣∣f(α′)− f(β′)α′ − β′
∣∣∣∣∣∣∣∣g(α′)− g(β′)α′ − β′
∣∣∣∣|h(β′)| dβ′ . ‖f ′‖2
(∫ ∣∣∣∣g(α′)− g(β′)α′ − β′
∣∣∣∣2|h(β′)|2 dβ′
) 1
2
The estimate now follows from Hardy’s inequality.
(2) We see that
∂α′ [f, [g,H]]h
= ∂α′(f [g,H]h− [g,H]fh)
=
1
iπ
∂α′
∫
(g(α′)− g(β′))(f(α′)− f(β′))
α′ − β′ h(β
′) dβ′
= − 1
iπ
∫
g(α′)− g(β′)
α′ − β′
f(α′)− f(β′)
α′ − β′ h(β
′) dβ′ + g′(α′)
(
1
iπ
∫
f(α′)− f(β′)
α′ − β′ h(β
′) dβ′
)
+ f ′(α′)
(
1
iπ
∫
g(α′)− g(β′)
α′ − β′ h(β
′) dβ′
)
The estimate now follows by previous estimates.
(3) This is a special case of Proposition 9.2
(4) From the third estimate we observe that the operator T defined by the action h 7→ [f, g;h′] is
bounded on L2. Also we clearly see that T (1) = 0. It is also easy to see that the kernel of this
operator satisfies the conditions for Proposition 9.3. Hence the operator T is bounded on H˙
1
2 .
(5) The L∞ estimate is obtained easily by an application of Cauchy Schwartz and Hardy’s inequality.
Now we use ‖f‖
H˙
1
2
.
∥∥∥ f(α′)−f(β′)α′−β′ ∥∥∥
L2(R×R,dα′ dβ′)
and see that
[f, g;h](α′)− [f, g;h](β′)
α′ − β′ =
1
iπ
∫
h(s)
α′ − β′
[
f(α′)− f(s)
α′ − s −
f(β′)− f(s)
β′ − s
]
g(α′)− g(s)
α′ − s ds
+
1
iπ
∫
h(s)
α′ − β′
[
g(α′)− g(s)
α′ − s −
g(β′)− g(s)
β′ − s
]
f(β′)− f(s)
β′ − s ds
Now we use the following notation to simplify the calculation
F (a, b) =
f(a)− f(b)
a− b and G(a, b) =
g(a)− g(b)
a− b
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Hence we have
[f, g;h](α′)− [f, g;h](β′)
α′ − β′ = −
1
iπ
∫
h(s)
β′ − sF (α
′, s)G(α′, s) ds+
1
iπ
∫
h(s)
β′ − sF (α
′, β′)G(α′, s) ds
+
1
iπ
∫
h(s)
α′ − sF (β
′, s)G(α′, β′) ds− 1
iπ
∫
h(s)
α′ − sF (β
′, s)G(β′, s) ds
= −H(F (α′, ·)G(α′, ·)h(·))(β′) + F (α′, β′)H(G(α′, ·)h(·))(β′)
+G(α′, β′)H(F (β′, ·)h(·))(α′)−H(F (β′, ·)G(β′, ·)h(·))(α′)
and we see that
‖H(F (α′, ·)G(α′, ·)h(·))(β′)‖L2(R×R,dα′ dβ′) .
∥∥∥‖F (α′, β′)G(α′, β′)h(β′)‖L2(R,dβ′)∥∥∥
L2(R,dα′)
. ‖f ′‖∞‖h‖2
∥∥∥‖G(α′, β′)‖L∞(R,dβ′)∥∥∥
L2(R,dα′)
. ‖f ′‖∞‖g′‖2‖h‖2
The other terms are handled similarly.

Proposition 9.11. Let f ∈ S(R) and let w be a smooth non-zero weight with w, 1w ∈ L∞(R) and
w′ ∈ L2(R). Then
(1) ‖f‖2∞ .
∥∥∥ fw∥∥∥
2
‖w(f ′)‖2
(2) ‖f‖2
L∞∩H˙
1
2
.
∥∥∥ fw∥∥∥
2
‖(wf)′‖2 +
∥∥∥ fw∥∥∥2
2
‖w′‖22
Proof. 1) We see that
∂α′(f
2) = 2
(
f
w
)
(wf ′)
Now we integrate and use Cauchy Schwartz to get the estimate.
2) The L∞ estimate is obtained from the first estimate by observing that
‖f‖2∞ .
∥∥∥∥ fw
∥∥∥∥
2
‖w(f ′)‖2 .
∥∥∥∥ fw
∥∥∥∥
2
‖(wf)′‖2 +
∥∥∥∥ fw
∥∥∥∥
2
‖w′‖2‖f‖∞
Now use the inequality ab ≤ a22ǫ + ǫb
2
2 on the last term to obtain the estimate. For the H˙
1
2 estimate,
using |∂α′ | = iH∂α′ we see that
‖f‖2
H˙
1
2
.
∣∣∣∣∫ ( f¯w
)
(wHf ′) dα′
∣∣∣∣ . ∥∥∥∥ fw
∥∥∥∥
2
‖wHf ′‖2
Now as wHf ′ = [w,H]f ′ +H(wf ′) we have
‖f‖2
H˙
1
2
.
∥∥∥∥ fw
∥∥∥∥
2
(‖w′‖2‖f‖∞ + ‖wf ′‖2) .
∥∥∥∥ fw
∥∥∥∥
2
‖w′‖2‖f‖∞ +
∥∥∥∥ fw
∥∥∥∥
2
‖(wf)′‖2
Hence using the inequality ab ≤ a22 + b
2
2 , we see that
‖f‖2
H˙
1
2
.
∥∥∥∥ fw
∥∥∥∥
2
‖(wf)′‖2 +
∥∥∥∥ fw
∥∥∥∥2
2
‖w′‖22 + ‖f‖2∞ .
∥∥∥∥ fw
∥∥∥∥
2
‖(wf)′‖2 +
∥∥∥∥ fw
∥∥∥∥2
2
‖w′‖22

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Proposition 9.12. Let f, g ∈ S(R) and let w, h ∈ L∞(R) be smooth functions with w′, h′ ∈ L2(R).
Then
‖fwh‖
H˙
1
2
. ‖fw‖
H˙
1
2
‖h‖∞ + ‖f‖2‖(wh)′‖2 + ‖f‖2‖w′‖2‖h‖∞
If in addition we assume that w is real valued then
‖fgw‖2 . ‖fw‖H˙ 12 ‖g‖2 + ‖gw‖H˙ 12 ‖f‖2 + ‖f‖2‖g‖2‖w
′‖2
Proof. 1) We see that
|∂α′ |
1
2 (fwh) = [|∂α′ |
1
2 , h]fw + h|∂α′ |
1
2 (fw) = [|∂α′ |
1
2 , hw]f + h[|∂α′ |
1
2 , w]f + h|∂α′ |
1
2 (fw)
The estimate now follows from the estimate ‖[|∂α′ |
1
2 , g]f‖2 . ‖|∂α′ |
1
2 g‖BMO‖f‖2 . ‖g′‖2‖f‖2
2) We observe that
fgw = (PHf)(PHg)w + (PHf)(PAg)w + (PAf)(PHg)w + (PAf)(PAg)w
= (PHf)(PAg¯)w + (PHf)(PAg)w + (PAf)(PHg)w + (PAf)(PH g¯)w
We will control only the first term and the other terms are controlled similarly. Now see that∥∥∥(PHf)(PAg¯)w∥∥∥
2
= ‖(PHf)(PAg¯)w‖2
Hence we have
2(PHf)(PAg¯)w = (I−H){(PHf)(PAg¯)w} + (I+H){(PHf)(PAg¯)w}
= [wPAg¯,H]PHf − [wPHf,H]PAg¯
Now observe that as w is real valued we have
‖[wPAg¯,H]PHf‖2 . ‖[wPAg¯]‖H˙ 12 ‖PHf‖2 .
(
‖[w,H]g¯‖
H˙
1
2
+ ‖wg¯‖
H˙
1
2
)
‖f‖2
. ‖w′‖2‖g‖2‖f‖2 + ‖wg‖H˙ 12 ‖f‖2
Similarly we have
‖[wPHf,H]PAg¯‖2 . ‖wPHf‖H˙ 12 ‖PAg¯‖2 .
(
‖[w,H]f‖
H˙
1
2
+ ‖wf‖
H˙
1
2
)
‖g‖2
. ‖w′‖2‖f‖2‖g‖2 + ‖wf‖H˙ 12 ‖g‖2

Proposition 9.13. Let f ∈ C3([0, T ), H3(R)). Then for any t ∈ [0, T ) we have
lim sup
s→0+
‖f(·, t+ s)‖∞ − ‖f(·, t)‖∞
s
≤ ‖∂tf(·, t)‖∞
Proof. Fix s > 0 satisfying t+s ∈ [0, T ) and for every ǫ > 0 we find aǫ ∈ R such that ‖f(·, t+ s)‖∞ ≤
|f |(aǫ, t+ s) + ǫ. Observe that |f |(aǫ, t) ≤ ‖f(·, t)‖∞ and hence we have
‖f(·, t+ s)‖∞ − ‖f(·, t)‖∞ ≤ |f |(aǫ, t+ s)− |f |(aǫ, t) + ǫ
≤ |f(aǫ, t+ s)− f(aǫ, t)|+ ǫ
≤ sup
α′∈R
u∈(0,s)
|∂tf(α′, t+ u)|s+ ǫ
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Now let ǫ→ 0 to get
‖f(·, t+ s)‖∞ − ‖f(·, t)‖∞
s
≤ sup
u∈(0,s)
‖∂tf(·, t+ u)‖∞
As ∂2t f ∈ L∞(R× [0, T )), we take the limit as s→ 0 to finish the proof. 
Lemma 9.14. Let Kǫ be the Poisson kernel from (3). If f ∈ Lq(R), then for s ≥ 0 an integer we
have
‖(∂sα′f) ∗ Pǫ‖p . ‖f‖qǫ−s−(
1
q
− 1
p ) for 1 ≤ q ≤ p ≤ ∞
Similarly for s ∈ R, s ≥ 0 we have
‖(|∂α′ |sf) ∗ Pǫ‖p . ‖f‖qǫ−s−(
1
q
− 1
p) for 1 ≤ q ≤ p ≤ ∞
Proof. The proof follows from basic properties of convolution. 
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