Abstract. In this paper, a kernel-based SOM-face method is proposed to recognize expression variant faces under the situation of only one training image per person. Based on the localization of the face, an unsupervised kernel-SOM learning procedure is carried out to capture the common local features and the non-Euclidean structure of the image data, so that a compact and robust representation of the face can be obtained. Experiments on the FERET face database show that the Kernel-based SOM-face method can obtain higher recognition performance than the regular SOM-face method.
Introduction
One of the factors that have strongly affected the performance of face recognition is the face representation model. For example, the eigenface, as a classical representation model for face recognition, tries to find a linear mapping that mostly keeps the variation between the face images [1] . However, due to its linearity in nature, this PCA-based representation can not always capture the non-linear structure of face images. Fisherface is also widely used, which aims to extract the most discriminant features from the face image [2] . However, like other LDA-based methods, Fisherface suffers from the small sample problem and will fail in the situation where there is only one training image per person available [3] [4] [5] . The limitations discussed above suggest additional research needed on the representation of face image.
Recently, several researchers have tried to model the inherent nonlinear structure of the complex image data using nonlinear methods, such as neural networks [6] , support vector machines [7] , and kernel methods [8] . In a previous work [5] , an SOM-based face representation model called "SOM-face" (see Fig.1 ) has been proposed to deal with both the nonlinear problem and the small sample problem in face recognition. In this paper, motivated by the success of kernel methods in pattern regression, a kernel-based SOM-face method is proposed. This method generalizes the strength of the kernel method and SOM network while at the same time overcomes some of the shortcomings of regular SOM-face method. 
Kernel SOM
The basic idea of Self-Organizing Map [9] is to find and adapt the winner neuron and its topological neighbors according to the current input vector so as to reveal the hidden statistical structures of the input space. However, the commonly used distance measure in the regular SOM algorithm is the Euclidean norm, thus the non-Euclidean neighborhood structure in the input space can hardly be revealed. Recently, Pan et al. [10] and Andras [11] independently proposed the kernel-SOM algorithm,whose key feature is that the updates of the high dimensional weight vectors are made indirectly by updating the low dimensional vectors in the original space, thus the method can be intepreted as a way to induce different non-Euclidean distance measures for the original space using different kernel fuctions. Common cases for the kernel fuctions are the polynomial, RBF and logarithmic kernels, etc.
In particular, for the RBF kernel (K(x, y)=exp(-||x-y|| 2 /2 2 )) and logarithmic kernel (K(x, y)=log((1+||x-y|| 2 )/ 2 )), we have the following kernel-SOM updating rules respectively:
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By comparing the new updating rules (1) or (2) with the regular SOM updating rules Äw(t)=ç(t)h(t)(x-w(t)), it can be found that a scale factor ñ dd (t) is added in the kernel version, which is affected by the distance d between the input vector x and the winner neuron in the input space under certain kernel paremeter at time t. The value of the scale factor decreases as d increases. This means that the attraction of the winner neuron and its neighborhood to the outlier or noisy data will be lessened.
The Proposed Method
A high-level block diagram of the proposed method is shown in Fig. 2 . The details of the method are described in the following subsections. 
Localizing Face Image
Since local features are relatively less sensitive to the occlusion and variation in face (such as expression, pose, and illumination) than global features [12] , we pay much attention to the local representation of face. One of the simplest ways to localize the face image is to divide the image into M different non-overlapping local sub-blocks with equal sizes, each of which potentially represents specific local information of the image. As a result of the process, a set of sub-block vectors (SBV) is obtained.
In this way, the information of face image is distributed and represented by several low dimensional local features instead of only one high dimensional vector. This helps relax the small sample problem. Furthermore, the sub-pattern dividing process can also help increase the diversity of the SOM-faces [13] , which is useful for the soft kNN ensemble in the later step.
The Kernel-SOM Projection
There are two main problems to be solved then, i.e. 1) Since localization process more likely results in many identical sub-blocks from different face classes, that is, some sub-blocks may belong to or be shared by several different classes at the same time, it usually causes the so-called one-to-many mapping problem. 2) In the situation of classification of data with a large number of classes, it is indeed difficult to find a hard class boundary for each class. The first problem makes most supervised learning methods such as radial basis function network (RBF) and multi-layer perceptron network (MLP) fail in the sense of their one-to-one mapping characteristic.
In our previous work [5] , we found Self-Organizing Maps (SOM) is a suitable option for those problems, because the neurons of SOM may have multiple class labels at the same time, thus providing the capability of one-to-many mapping, on the other hand, the topological preservation property of SOM make it possible to represent the content of each class in a nonlinear way [9] . In this work, we replace the regular SOM with kernel-SOM. The use of kernel method helps find a simpler class boundary structure, which, accordingly, leads to a more robust classification.
The training of kernel-SOM is similar to that of the regular SOM. Its training process is divided into two phases as recommended by [9] , that is, an ordering phase and a fine-adjustment phase. We notice that the scale factor ñ dd (t) in (1) or (2) may hurt the ordering performance because of its very small values in the initial phase. Thus we do not make any modification to the regular learning rule in the ordering phase, and the reference vectors are adjusted according to (1) or (2) only in the second phase.
Soft Nearest Neighbor Decision
Since the SOM makes similar input patterns clustered to adjacent neurons, the relationship between spatially adjacent neurons could be used to improve the classification performance. This leads to a soft kNN ensemble decision scheme. A separate soft kNN classifier is constructed for each sub-block of the face image to calculate the confidence value for its membership in every class according to:
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where d jdk is distance between the j-th neuron of the face and its k-th nearest neighbors, and ô is the minimum among all the distances. This defines a confidence value C jk for the j-th sub-block's membership in k-th class, that is, the higher the confidence value for a class, the more likely a sub-block will belong to that class. Then, the label of the test image can be obtained through majority voting, as follows,
where M is the total number of sub-blocks of a face and C is the number of face class.
Experiments
The experimental face database used in this work comprises 400 gray-level frontal view face images from 200 persons, with the size of 256×384. Each person has two images (fa and fb, used as training gallery and probes respectively) with different facial expressions. All the images are randomly selected from the FERET face database [14] without any special criterion set forth beforehand. Before the recognition process, the raw images are normalized 60×60 pixels and the inter-ocular distance is 28 pixels. The details of the experiments are given below. In the localization phase, a block size of 3×3 is used. Then two kind of kernel SOM, i.e. RBF-kernel SOM and logkernel SOM are trained respectively with 100 updates in the first phase and 400 updates in the second one, with =2. The initial weights of all neurons are set to the greatest eigenvectors of the training data, and the learning parameter and the neighborhood widths of the neurons converge exponentially to 0 with the time of training. Table 1 presents the performance of the proposed method with reference to other template-based approaches, such as nearest neighbor (1-NN), eigenface [1] , and E(PC) 2 Next, we study the influence of the k value. Experimental results are presented in Fig. 3 . It can be observed that when the k value is small (e.g. k<30), the regular SOMface method performs better than the two kernel-SOM-face methods. However, the overall performance is not so good (<86.5%). When k gradually increases to the range between 60 and 120, the performances of all the three compared methods increase as well, ranging from 86% to 89.5%. Among them, the log-kernel SOM-face performs the best, next the RBF-kernel SOM-face, and both the kernel SOM-face methods perform better than the regular SOM-face method. 
Conclusion
In this paper, a novel face representation and recognition approach is presented, where faces are first localized, then represented by their kernel-SOM-based proximities with non-Euclidean distance measure embedded in. Experimental results show the superiority of using kernel-SOM-face to using regular SOM-face in scenarios where only one training image per person is available.
