The concept of Ambient Intelligence has been developed during a series
Introduction
Machine vision applications are nowadays going in the direction of pervasive, multisensor systems [1] with augmented functionalities and abilities. In particular these kind of systems have not only to process video data, but also to react to "stimula" coming from the real word. In this sense such kind of system has to instantiate customized communications with humans in order to interact with them showing some degree of intelligence. These architectures go under the name of Ambient Intelligence systems. In [2] a more formal definition of Ambient intelligence (AmI) can be found; it points out as such systems have to integrate technologies to support human interactions and to surround the users with intelligent sensors and interfaces. In the development of such systems a variety of different issues arises involving both algorithm and architectural level. In particular the duty of collecting heterogeneous data from a network of sensors and the need of processing decentralization make the multisensor approach and the distribution of processing load, key features of such architectures. The architecture of an AmI system can be described at the logical level with a hierarchical decomposition of the whole logical process into a set of basic processing tasks; in this sense a task is a well-defined set of operations involved in the image information processing (i.e., digital frame acquisition is a processing task necessary to derive a digital signal representation from an analog one). In [3] the concept of "Dynamic Task Allocation" for distributed computing systems (DCS) is formalized stating that its purpose is to increase the system throughput in a dynamic environment; this is achieved by balancing the exploitation of computing units and by minimizing communication overhead between them. In [4] a model is proposed to decompose logical surveillance functionalities (e.g., tracking and classification of objects in complex scenes) into a set of modules and to optimally allocate such modules among a set of physical processing units by minimizing a functional cost. Work described in [5] represents the example of a working system that provides a complete Distributed Computing Environment infrastructure characterized by an highly scalable model, to handle data and provide services in a secure and performing fashion. At algorithmic level past work [6] on load balancing shows that is a n NP-hard problem; typical approaches are based on "Graph Theory", "Int. Programming" and "Heuristic Methods". Concerning the first line of research "graph-matching" [7] algorithm id used whereas "Int. Programming" techniques are based on functional costs optimization. The heuristic approach returns suboptimal solutions but it has been shown to be more appropriate and functional to solve allocation issues.
The presented paper analyses the problem of distribution of intelligence in detail and proposes in section 2 a formalization of task allocation problem. A novel technique for dynamic task allocation and reconfiguration in a distributed system is presented in section 3 as well as results (section 4) which demonstrate the validity of this approach.
System description
A system for scene understanding can be subdivided into basic logical modules called tasks. Each task can be allocated to a processor of the video-surveillance network and the allocation strategy should be able to optimize the reactivity of the overall system, i.e. the time interval that is needed to process a single frame. Different types of processing units constitute the processors network with different roles; at least three typologies of machines can be considered: clients, processing servers and code servers. Clients can uniquely execute their own processing tasks and in general, the first task of a processing chain is executed by a client. A processing server (PSE) can instead execute tasks from each connected client on the basis of the allocation rule. Code servers (CSE) are not used for executing scene understanding tasks, but are used within the network for control purposes and as repository for downloadable code modules. CSEs have to be taken into account by the allocation policy because they can modify network available bandwidth. A client can be represented by an intelligent sensor, i.e. a sensor with on-board processing capabilities; intelligent sensors are currently available on the market, but they can be properly simulated by using a standard video camera connected to a processor.
Without loss of generality one can suppose that servers are executing tasks with a nonpreemptive policy; if a particular task T i has to process results from a certain number of logically preceding tasks T j , j=1…N, it can be supposed that task T i does not start until tasks T j and correspondent data transmission are completed.
One can suppose to know the processing capabilities of each processor in the surveillance network; the amount of available memory of each machine is supposed to be fixed and a PSE machine is supposed to be able to execute more then a single task by equally sharing its resources between running tasks. The number of PSEs and CSEs is supposed to be fixed while clients can be dynamically turned on and off.
A processing network is made up by a certain number of servers S i , i={1,…,N s } and C i , i={1,…,N c } clients connected to the system. Processing capabilities of involved machines P i , i={C 1 ,...,C Nc ,…,S 1 ,…,S Ns } in term of number of operations per second, can be measured and considered in order to solve the task allocation problem. A particular surveillance functionality m can be expressed trough a certain chain of N m logical tasks.
A system representation can be given by using graph theory. Two different schemes can be used in order to specify a particular architecture: the first graph is associated to the general physical network architecture, showing clients and servers and their interconnections. The second graph can be used in order to specify the logical architecture that corresponds to a certain system functionality. In this graph, each task of a given functionality is represented by a node. A computational cost OP However for certain low level tasks, these quantities depend uniquely on image dimensions and color depth, so they can be considered fixed in these cases. For each client machine, a matrix C m can be defined, representing the amount of data that each task has to transmit to its neighborhood. In the case of figure 1 one can write: A separate graph as the one in figure 2 can be constructed for specifying the system physical architecture. In this case each node represents a processing resource; the quantity P j specifies the global computational power of the node that has to be shared by the executing tasks. Graph arcs take into account the available bandwidth between different processors B ij . The structure of the network graph can be represented by a matrix B. In the case of figure 2 the matrix is given by: In general, one can suppose that the distributed system has to execute several chains of tasks, i.e. several functionalities. In this general case, a PSE can be required to execute several tasks in parallel in order to finish the processing of data coming from different clients and then perform some kind of data fusion at a certain level.
Optimal tasks allocation
In order to successfully exploit the network of computational units in the system a cost functional has been evaluated. In particular tasks can be dynamically allocated by minimizing the functional that basically considers the total time of execution for a certain surveillance functionality. Let's start and consider clients only: a client C j has to execute a certain number of tasks x for a given task chain m; thus the execution time for the j-th client can be computed as:
. If a server S j has a processing power equal to one can suppose that its power is distributed equally to each executing process from each task chain of connected clients in a certain time instant. However, processes have heterogeneous duration times, then the computational power that is reserved for each process changes over time. In order to simplify the mathematical formulation of the problem one can equivalently suppose that the available computational power is shared between executing processes depending on their computational complexity. In this way the mathematical expression of the problem is greatly simplified leading to the same result: if is the total available computational complexity for a server S In order to mathematically express the total execution time for a certain set of task chains over a physical surveillance network, transmission times should also be considered. Transmission time from a client C i to a server S j can be expressed by knowing the available bandwidth for data transmission B ij and the amount of data that needs to be transmitted. The last quantity is function of the task allocation and in particular each task T i can be associated with a output rate R m (x), i.e. the quantity of data that it generates, that is function of the modules allocation. The same quantity can be evaluated for each task allocation configuration T k , k={1,…,N m } and the minimum can be chosen as optimum modules allocation. From a practical point of view, if a more complex system is considered, with a CSE and a PSE but more than a client dynamically turned on and off, the following procedure can be used: firstly, code server and processing server are started; network and computational complexity monitoring are started; if a client connects to the processing server, the optimal modules allocation is computed and needed software modules are downloaded to the client. Network and computational statistics are continuously updated and then a new modules allocation is carried out in the case it is needed. If a new client is connected, a new allocation of resources can be possible because the server has to share its computational power with more clients and, if clients are using the same network resources, the bandwidth between involved machines can vary.
Results
Results have been obtained by creating a distributed surveillance system with three PCs. A client PC is connected to a standard camera in order to simulate an intelligent camera device; the PC architecture is based on a Intel Pentium II 450MHz. Two AMD Athlon 900MHz PC are used ad PSE and CSE. The selected system functionality considers objects tracking and classification, i.e. a standard functionality for an automatic surveillance system. Nine different tasks have been considered as showed in table 1. The computational complexity of first 4 tasks can be estimated on the basis of processed images features and it can be considered fixed. Computational complexity of tasks 5 to 9 can vary with input data and it can be estimated by the optimization algorithm. A 10Mbits network is used for code migration step, while the system was tested with 100 and 10 Mbits networks regarding the connection between client and PSE. In order to evaluate available bandwidth in the surveillance network a technique based on difference between data sending and arrival time for considered PCs was adopted. By using this technique one does not need to send a predefined amount of data in order to estimate the connection bandwidth, but it can be evaluated directly from images extracted data. In this way the system is able to take into account the variations in the channel capacity thus reallocating logical modules if necessary. Proposed algorithm can be successfully used only if the system synchronizes processors internal clocks during the initialization phase. Actually, it can be observed that there is a substantial time drift between different processors and this has to be considered in order to re-synchronize processors clocks after a certain period. Figure 3 shows the differences between processors clock during time: time differences between client and server are plotted vs. time. It can be seen that in approximately 15 minutes the time drift is 80ms. For low-level modules, the amount of data to be transmitted is relatively high (about 1MB of data for 800x600 images with 24bit color depth) and then the time needed for data transmission is very high (i.e. 1 sec) if compared with the considered time drift. In this case then a resynchronization per hour is needed. On the other hand, if a higher-level module is considered, the amount of data to be transmitted is quite low (being just objects lists and positions). Thus, if a higher-level module is allocated to the smart camera device, a more frequent synchronization may be needed.In figure 4 (a) and (b) processing times for client and server are plotted over time by varying the modules allocation. For instance, T1 means that the client is performing acquisition only while the server is performing all the others logical tasks. It can be noticed that, because of the processing capabilities of involved machines, it takes approximately 350ms for acquisition module on the client, while server needs only 150ms for all the other tasks. Figures 5  and 6 show the total processing time for 10 and 100 Mbit network respectively. Graphs are obtained with two different client processing powers. The minimum of the functional cost gives the optimal modules allocation in the surveillance network. It can be seen that allocating T5 or T6 often minimizes execution time. In the case of 100Mbit network and a slow client however it is preferable allocate the first two tasks only to it and transmit information to the remote server through a fast network. 
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Conclusions
An analysis of the task allocation problem and resources optimization of a distributed system for video surveillance has been proposed. The problem was considered from a mathematical point of view by leading the dynamic allocation analysis to a functional optimization problem. A general theoretical solution has been proposed, while some numerical results were carried out in a simple single client single server realization of the distributed surveillance system. A method have been proposed in order to chose the best task allocation for minimizing the total processing time of the system and then its events reaction time. T1  T2  T3  T4  T5  T6  T7  T8   Task 
