Best hypotheses search on iso-energy-grid for initial orbit determination and track association by Siminski, Jan et al.
605
AAS 13-239
BEST HYPOTHESES SEARCH ON ISO-ENERGY-GRID FOR
INITIAL ORBIT DETERMINATION AND TRACK ASSOCIATION
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Debris populating the geostationary orbit is mainly observed by ground-based
optical telescopes. Short measurement arcs, known as tracklets, provide
line-of-sight information along with the associated rates of change. In view of
their limited duration, individual tracklets cannot be used to determine a full
set of orbital elements for the observed object. Multiple hypotheses filter meth-
ods have, therefore, been proposed to associate independent tracklets and to
combine them for initial orbit determination. Using a traditional search grid for
the admissible region, these methods become computationally intensive with an
increasing number of initial hypotheses. As an alternative, this paper proposes
a minimum search method to find the best matching orbit hypotheses. The ef-
fectiveness of the presented method is assessed using simulated measurements.
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INTRODUCTION
The geostationary orbit is of essential importance for the economy and infrastructure and de-
serves protection. It is excessively used for communication, broadcasting, navigation and weather
surveillance. The debris populating this region poses a threat on the active satellites and the usabil-
ity of this orbit. Consequently it becomes necessary to build up catalogues with ephemeris data to
avoid collisions and/or to remove uncontrolled objects.
Due to limited range capabilities of radar antennas, objects populating this orbital region are mainly
observed by ground-based telescopes. Short measurement arcs, herein after called tracklets, are
collected that cover small fractions of the overall orbits. Each tracklet consists of a sequence of
angle measurements, i.e. right ascension and declination. The tracklets lack of complete state in-
formation and are therefore either associated with an already known object1 or linked with other
measurements.
Milani et al. and Tommei et al. developed the formal concept of the Admissible Region.2, 3 The so
called attributable vector, consisting of angle and angle-rates, is derived from a given tracklet. A
possible orbit solution is obtained by combining this attributable vector with a range and range-rate
value. The Admissible Region is then determined by restricting all possible orbit solutions to the sta-
ble ones around the Earth. Several researchers extended the approach to correlate unknown space
objects with each other. Fujimoto ﬁlls the Admissible Regions of two different attributables with
state hypotheses in Poincare´ elements and propagates both hypotheses sets to a common epoch.4
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Then the overlap of the propagated regions is computed, which yields a domain of possible com-
mon orbits. DeMars et al. also sample the Admissible Region with a bank of ﬁlter states, where
each ﬁlter represents one initial orbit hypothesis.5 Every hypothesis is propagated to the epoch of
a new tracklet and compared to it in the observation space. Hypotheses which do not match the
new observation are then removed. Gadaleta et al. compared different testing metrics for this gating
process.6
All current methods require the Admissible Region to be completely sampled. The required sam-
pling density is determined by the time interval between the tracklets, which typically varies be-
tween a few hours and several days. Due to the uncertainty of the measurements, large time inter-
vals can lead to more ambiguous orbital regions that pass the gating process. This means that many
feasible orbital regions for linking two tracklets can be obtained. In order to decrease the compu-
tational effort of these methods, a new Iso-Energy-Grid is presented. Additionally, an alternative
strategy is introduced where a search for the best ﬁtting hypothesis is performed instead of testing
all possible ones. The efﬁciency of this correlation method is assessed by the number of function
calls, i.e. the number of propagated hypotheses needed to ﬁnd the minimum.
BACKGROUND THEORY
This section will introduce the methodology that is used to perform a track association and ini-
tial orbit determination. First the concept of the attributable vector and the Admissible Region is
recapitulated. Then the Iso-Energy-Grid and a procedure to obtain points on it are explained. The
remaining part of the section describes the actual probabilistic data association.
Attributables
Surveying the geostationary orbital domain, optical telescopes typically capture a short series of
astrometric observations of a single object. These are right ascension α and declination δ values in
a topocentric reference frame
αi, δi, ti for i = 1, . . . , n , where n ≥ 3.
This tracklet lacks of complete state information, as only a small fraction of the orbit is cov-
ered.2 The information of the individual observations of the tracklet are therefore merged in one
attributable vector. A quadratic motion model is used in a least squares ﬁt to obtain the attributable
vector a = (α, α˙, δ, δ˙). A possible model that approximates the development of the angles is given
by
α(t) = α+ α˙(t− t¯) + 1
2
α¨(t− t¯)2, δ(t) = δ + δ˙(t− t¯) + 1
2
δ¨(t− t¯)2,
where t¯ is the mean observation epoch. The second order derivatives would theoretically allow an
initial orbit determination but are dropped due to their uncertainties.7 They, however, avoid system-
atic errors in the computation of the ﬁrst order derivatives. The uncertainty of the obtained vector
depends on the initial angle uncertainties and the time intervals between the individual observations.
The covariance matrixC of the vector can be derived using the normal equations of the least squares
problem (c.f. Reference 7). This attributable still does not determine a unique orbit but allows many
possible solutions. After combining it with a range and range-rate hypothesis x = (ρ, ρ˙) the state
in a topocentric astrometric coordinate system is well deﬁned by
ya = (x,a) = (ρ, ρ˙, α, α˙, δ, δ˙).
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This two dimensional space of hypotheses, essentially the space of possible orbit solutions for one
attributable, can be restricted using the Admissible Region concept.
Admissible Region
The formal concept of the Admissible Region was developed by Milani et al. and was then applied
to Earth orbiting objects by Tommei et. al..2, 3 The space of solutions is restricted to the ones that
circulate the Earth on a stable orbit. This implies that the orbits are either circular or elliptic around
the Earth and should not deorbit within the next revolutions. That is, the energy must be non negative
and the perigee height must be above a certain limit.
rs

r
α
δ
eδ
eα
eρ
v
Figure 1. Topocentric coordinate system with origin in the observing station position
rs (left). Position r and velocity v of object are unknown.
The speciﬁc energy of an object at the geocentric position r with the velocity v is deﬁned as in the
following:
E = ‖v‖
2
2
+
μ
‖r‖ (1)
Using the geocentric position rs and velocity vs of the observing ground station in the inertial
reference system as well as the attributable vector, the topocentric unit vectors, as shown in Figure
1, are computed by
eρ = (cosα cos δ, sinα cos δ, sin δ)
,
eα = (− sinα cos δ, cosα cos δ, 0),
eδ = (− cosα sin δ,− sinα sin δ, cos δ).
(2)
Now, the geocentric state of the orbit hypothesis is expressed by ρ and ρ˙ and the elements of the
attributable vector:
r = rs + eρρ
v = vs + ρ˙eρ + ρα˙eα + ρδ˙eδ
(3)
The following auxiliary scalar values
c0 = ‖rs‖2,
c2 = α˙
2 cos2 δ + δ˙2,
c3 = 2α˙(vs · eα) + 2δ˙(vs · eδ),
c1 = 2(vs · eρ),
c4 = ‖vs‖2,
c5 = 2(rs · eρ)
(4)
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help to simplify the derivations. Inserting these expressions into Equation (1), the speciﬁc energy
dependent on ρ and ρ˙ is calculated with
2E = c2ρ˙2 + c1ρ˙+ T − 2μ√
S
(5)
where T = c2ρ2 + c3ρ+ c4 and S = ρ2 + c5ρ+ c0.
Allowing only negatives solutions for the energy in Equation (5) gives an upper boundary of the
Admissible Region. The region can be furthermore restricted from below by demanding a minimum
orbit or perigee height. An illustrative example Admissible Region boundary is shown in Figure 2.
It also shows lines of equal energy or semi-major axis respectively, which will be determined in the
following.
ρ
ρ˙
Figure 2. Illustration of the Admissible Region boundary. The energy of the orbit
solutions stays constant on the dashed lines.
Iso-Energy-Grid
Traditionally, the Admissible Region is sampled using either a rectangular grid or a Delaunay
triangulation.3 These methods however do not consider the distribution of feasible orbits inside the
region. An equidistant grid is therefore developed that efﬁciently samples the iso-energy-lines. The
energy stays constant on these lines, which implies that also the semi-major axis and orbital period
are the same for all solutions on this iso-line. Given any point inside the region, it shall be possible
to compute neighboring grid points. The energy Equation (5) is quadratic in the range-rate variable
ρ˙ and can thus be solved for the same given energy and range and a positive discriminant.
ρ˙ = −c1
2
±
√(c1
2
)2 − T + 2μ√
S
+ 2E (6)
This allows already to sample an iso-energy-line by iterating through the range values and keeping
the energy constant. If an equidistant grid with a step size h on the iso-energy-lines is desired,
i.e. the secant distance between two neighboring points has to be constant, a different method is
required. Taking one arbitrary point inside the Admissible Region x∗ = (ρ∗, ρ˙∗) the secant slope
between this point and the neighboring ones can be approximated using the derivative of ρ˙
dρ˙
dρ
= ±
√(c1
2
)2 − T + 2μ√
S
+ 2E
(
dT
dρ
+
2μ
S
√
S
dS
dρ
)
. (7)
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The slope approximation is then given by
Δρ˙∗
Δρ∗
= tanβ ≈ dρ˙
dρ
∣∣∣∣
ρ=ρ∗
. (8)
Figure 3 illustrates the problem of ﬁnding the neighboring point in one direction only. For a given
ρ˙
ρ
h
Δρ˙∗
Δρ∗
ρ˙∗
ρ∗
Figure 3. Step size selection on iso-energy-lines.
step size h the range step can be computed with
Δρ∗ = h cosβ, (9)
which again is inserted in Equation (6) to obtain the range rate. As this Equation has two possible
solutions, only the one on the same side of the Admissible Region as x∗ is considered. The current
range-rate ρ˙∗ is therefore compared with the vertex, i.e. ρ˙∗ + c12 is either smaller or larger than zero
for one or the other side of the region.
If the actual secant length differs from the wanted step size it can be iteratively improved by using the
new obtained secant slope. The ﬁrst slope guess based on the derivative typically gives sufﬁciently
good results but close to the vertex of the quadratic function.
Hypothesis testing
Two attributables a0 and a1 at the epochs t0 and t1 shall be associated, i.e. it is tested wether they
belong to each other or not. The errors for the observable attributables are assumed to be normally
distributed and are described with the covariance matrices C0 and C1.
Given a state hypothesis x0 = (ρ0, ρ˙0) in the Admissible Region, the probability of both tracklets
originating from the same object can be computed using Bayes’ theorem
P (x0|a1,a0) = P (a1|x0,a0)P (x0|a0)
P (a1|a0) . (10)
The hypothesis can be assessed using the likelihood only, considering that the evidence in the de-
nominator is independent of x0 and the prior is constant for all points inside the Admissible Region.
As derived in Reference 8 (pp. 441) assuming normal distributions the likelihood simpliﬁes to
P (x0|a1,a0) ∼ P (a1|x0,a0) = N
(
a1; aˆ1(x0), Cˆ1(x0) +C1
)
, (11)
where aˆ1 and Cˆ1 are the propagated initial attributable and covariance matrix using a measurement
and propagation model as well as the hypothesis x0. Figure 4 shows the process of the hypothesis
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testing. On the left side is the initial attributable with its uncertainty region. On the right side are
the new attributable and the propagated state with its respective uncertainties. In order to obtain the
best ﬁtting range and range-rate hypothesis, the above shown likelihood must be maximized.
As an alternative, the loss function
L (x0) = (a1 − aˆ1(x0)) (Cˆ1(x0) +C1)−1 (a1 − aˆ1(x0)) , (12)
can be minimized, since it is the exponent of the likelihood. This quantity is also called the Maha-
lanobis distance which is itself a random variable and distributed according to the χ2 distribution.
It can therefore be gated using a predeﬁned signiﬁcance level (cf. Reference 5).
C0
C1
Cˆ1
a0
a1
aˆ1
δ
α
Figure 4. Illustration of the hypothesis testing. Only right ascension α and declination
δ axes are shown.
Figure 5 shows the loss function for two different example cases. The complete Admissible Region
is evaluated. The left side of the ﬁgure shows the case where an object is observed two times in
one night. The right side shows the results for measurements that where collected in following
nights. Both cases show the loss function of two attributables that actually belong to each other.
The best obtained hypothesis however does not provide the best orbit ﬁt between the two measured
attributables. But, if a sufﬁciently good hypothesis is known, the best ﬁtting orbit can be computed
using a least squares adjustment as presented later.
If the attributables do not match, i.e. two different objects were observed, the loss function looks
quite similar. However, the global minimum of the loss function will be larger than in the case of
one observed object.
It can be seen that several local minima inside the region are feasible candidates for the orbit
solution. In case of a re-observation within less than one orbital period, the loss function has only
one or a few minima. For longer time intervals between measurements, the minima and maxima are
approximately bounded by iso-energy-lines, which are also lines of equal orbital revolution periods.
The larger the time gap between the measurements, the more ambiguous revolution periods and
therefore semi-major axis solutions are possible. This implies that the Admissible Region needs to
be sampled denser than in the case of short time gaps to ﬁnd every minimum. The computational
effort of multi-hypotheses methods increases with the number of initial hypotheses. The time gap
between tracklets can vary from a few hours up to several days. That is why here a search method
is presented, where instead of testing all possible hypotheses a search for the best ﬁtting one is
performed.
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Figure 5. log10 of the loss function for complete Admissible Region. The geostationary
satellite ASTRA 4A with the Keplerian elements a = 42164 km, e = 0.0003, i = 0.04◦
at the longitude 4.8◦E is chosen. The time interval between the initial tracklet and the
second one is 0.12 (left) and 1.05 days (right).
Pattern Search
A pattern search is a direct minimum search method already introduced by Hooke and Jeeves
in 1961. It can be used to minimize the loss function L(x0) in Equation (12). It starts with an
initial start point and then tests the surrounding of the point with exploration moves. These moves
shall follow a speciﬁc probable direction that promises a successful improvement step.9 If one of
the moves returns a better value, it is used as the new mid point. If none of the exploration moves
gives a better solution, then the step size for the search is reduced. This process is iterated until
some convergence criterion is reached, e.g. the loss function or the step size becomes smaller than a
speciﬁed value. The here shown loss function consists of hills and valleys that alternate for changing
energy values. Testing a hypothesis with a larger or smaller energy therefore gives a good chance
for an improvement. If a good ﬁtting energy solution is found, the solution can be additionally
improved by altering the other orbit parameters. It is therefore feasible to walk along and across the
iso-energy-lines.
Given a start point x∗, the neighboring points on the iso-line are computed using the approach
presented in the previous sections. In order to move across the iso-lines, the normal direction is
computed using the tangent slope from Equation (7).
As the loss function potentially contains multiple minima, this approach generally cannot guarantee
to ﬁnd the global minimum. However, if the region is beforehand sectioned into smaller pieces with
at most one minimum, the individual local minima can be found. All local minima that pass the
gating process are feasible candidates for a combined orbit solution. If no minimum stays below the
gating threshold, it can be concluded that the measurements do not belong to the same object.
The search pattern and methodology is illustrated in Figure 6. The pattern on the left side of the
ﬁgure is the start point. After two improvement steps on the iso-energy-line it reaches the position
of the middle one. Improving the solution another two times, once on the iso-line and once across
it, it reaches the position of pattern on the right side.
A pattern search is implemented due to its simplicity and robustness. Its run-time performance can
be improved by estimating the slope of the loss function, e.g. using a downhill simplex search.
Furthermore the grid can be used for line minimization methods,10 i.e. using a one dimensional
minimization method along the iso-energy-line and continue to improve the solution with a search
across the iso-energy-lines. Alternatively, evolutionary multimodal optimization methods like the
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ρ˙
ρ
Figure 6. Illustration of a pattern search. The light gray frame bounds the search
section. The iso-energy-lines are dashed.
genetic algorithms can be employed.
Most methods require a well placed set of initial values to begin the search with. Here, an estimate
for the maximum number of semi-major axis solutions imax is used to section the Admissible Region
and place the initial points inside these sections.
The number of revolutions R that an object orbited the Earth between two measurements epochs
can be computed using the orbital period T
R = (t2 − t1)/T. (13)
The upper boundary of the Admissible Region, i.e. the minimum iso-energy-line with the semi-
major axis amax, bounds the possible number of revolutions from below. Consequently, the smallest
possible semi-major axis limits the possible number of revolutions from above
Rmin = (t2 − t1)/Tmax
Rmax = (t2 − t1)/Tmin.
(14)
As previously mentioned, the region can possibly contain many feasible orbit candidates, i.e. many
feasible semi-major axis solutions. Using the true number of orbital revolutions R and considering
only circular orbits on the same plane as the true one, the ambiguous orbital periods are given by
Ti = (t2 − t1)/(R+ zi) for i = 1, 2, . . . , imax where zi ∈ Z. (15)
As the true number of revolutions is unknown, the boundaries can be used to obtain the approximate
number of solutions
imax ≈ Rmax −Rmin	. (16)
Rearranging Kepler’s Third Law for the semi-major axis and substituting Equation (15) for the
orbital period yields
ai =
3
√
μ ·
(
t2 − t1
2π(Rmin + i)
)2
, (17)
where the lower boundary Rmin is used as a reference to compute the other possible solutions.
This enables to compute section boundaries, i.e. by choosing semi-major axis values between ai as
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ρ
ρ˙
Figure 7. Illustration of the sectioning process. The dashed lines are the theoretical
possible ambiguous solutions as computed in Equation (17). The black dots show
initial search start points.
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Figure 8. Loss function as shown in Figure 5. The found local minima are marked
with crosses. The white lines show the section boundaries.
illustrated in Figure 7. The start points are then placed inside the individual sections. As the real
minimum valleys are not perfectly in line with the iso-energy-lines, e.g they are tilted to one side
of the region, they can possibly cross the section boundaries. Consequently it is still possible for
a section to contain multiple minima. One way to overcome this problem and also to speed up the
iteration is to start with a sufﬁcient amount of equally distributed start points in each section. If the
individual iteration does not converge within a certain number of steps, it is dropped.
The points shown in Figure 8 are found using the presented approach. The shown iso-energy-lines
are the corresponding section boundaries. The same geostationary object is processed as in the
previous ﬁgures. The region for the re-observation in the same night does not require any further
energy sectioning. One can observe that each ambiguous minimal region is found and sampled with
at least one hypothesis.
Initial Orbit Determination
Given two associated attributables a0 and a1 and the feasible range and range-rate hypotheses xi,
a non linear least squares ﬁts can be performed to obtain the best ﬁtting orbits to the two tracklets.
The tracklets contain at least 8 independent observations, which results in an overdetermined system
and therefore requires the least squares ﬁt. This is essentially a classical orbit improvement problem,
as explained in Reference 11. An a priori set of approximate orbital elements EKi is obtained from
the hypothesis states
yi = (xi,a0). (18)
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The residuals for the orbit solutions are given by
νi = z − h(Ei), (19)
where z consists of the two observed tracklets or attributables and h computes the two tracklets
or attributables respectively according to the element set Ei. The equation for the residuals is
linearized around the initial set of elements
νi ≈ z − h(EKi )−H
(
Ei −EiK
)
, (20)
where
H =
∂h(Ei)
∂Ei
∣∣∣∣
Ei
K
. (21)
An improved orbit solution is obtained by minimizing νi νi. The solution to the minimization
problem is given by
Ei
K+1 = Ei
K +
(
HWH
)−1 (
HW
(
z − h (EiK))) . (22)
W is the weighting matrix determined by the sensor accuracy of the optical observations. The
solutions are then iteratively improved until convergence is reached. Each orbit solution can now be
tested with new tracklets as in the case of a multi-hypotheses ﬁlter.
RESULTS
The presented method is tested using a set of simulated measurements. First the simulation is
brieﬂy discussed and then the performance of the methods is assessed.
Simulation
Realistic optical measurements entail certain implications: Limited resources, e.g. a small num-
ber of telescopes and bad visibility conditions can cause unfavorable time gaps or observation ge-
ometries. The here used measurement set was computed using a survey only scheduling plan, which
considers Earth shadowing effects, shattered light from the Moon and the sun phase angle of the ob-
served objects. Furthermore measurements were randomly dropped due to bad weather conditions.
A population of 1027 near-geostationary objects was extracted from the publicly available Two-
Lines-Element catalogue and propagated for 30 days. The catalogue is therefore ﬁltered with a
minimally allowed perigee height of 30000 km and a maximal apogee height of 50000 km. Tele-
scopes are modeled according to the ZimSMART-2 speciﬁcations.12
The scheduling plan was optimized to re-observe geostationary objects once or twice per night. The
scheduling plan optimization is a research question on its own and will not be discussed in this
work. Further information can be obtained from Reference 12.
The complete simulation yields 12436 tracklets, which leads to ∼ 8 · 107 possible tracklet pairs.
In order to decrease the computational burden, the search method stops the iteration if it does not
converge fast. If two tracklets of different objects are associated, the number of required iteration
steps can therefore vary dependent on the similarity of the orbits. To produce comparable run-time
results, only tracklet pairs are selected that actually belong to the same object. Thus, the set of pos-
sible tracklet combinations is reduced to 152200 pairs. The reduced pair set is additionally sorted
according to the time gap between the tracklets. The number of tracklet pairs for each subset is
shown in Table 1. Tracklets are reused for the different time interval bins.
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Table 1. Number of tracklet pairs for different time gap bins
Time gap [Days] < 0.9 1− 1.9 2− 2.9 3− 3.9 4− 4.9 5− 5.9
Number of pairs 12231 5477 6616 6582 7020 5879
Run-Time Performance
The run-time performance of the search method can be compared to a complete sampling by
deﬁning the same accuracy requirements. Assuming that the accuracy of the complete sampling
method is deﬁned by its density, i.e. the spacing between hypotheses Δρ and Δρ˙, one can deﬁne
a similar requirement for the search. When ﬁnding a minimum of the loss function with the op-
timization algorithm, the iteration can be stopped when no exploration moves in a distance of the
same spacing return an improvement. This convergence criterion then assures the same accuracy
as the complete sampling and allows to compare the methods. The run-time is mostly determined
by the number of loss function calls, as the orbit and uncertainty propagation require the most re-
sources. That is why here a comparison of the number of function evaluations is presented. For the
sake of simplicity the Admissible Region is sampled on a rectangular grid. 500 randomly chosen
tracklet pairs, i.e. 1000 different tracklets, from the above described database are selected for the
comparison process. The subset of pairs with a time interval of less than one day are chosen. The
number of grid points inside each Admissible Region is then compared to the number of search steps,
which are required to associate the tracklets. Requiring for example a spacing of ρ = 100 km and
ρ˙ = 100 km/h leads to approximately 106 hypotheses that need to be propagated and tested, while
when choosing the alternative search method the minimum is found within 103 loss function calls.
In both cases the region was restricted by the minimum perigee height of 200 km and a maximal
semi-major axis of 50000 km. The complete statistics are shown in Figure 9. It can be observed
10 50 100 200
103
104
105
106
Spacing (Δρ,Δρ˙) [km,km/h]
Fu
nc
tio
n
ca
lls
Complete Sampling
Search Method
Figure 9. Loss function calls depending on initial accuracy requirement for the com-
plete sampling and the search method.
that especially for high accuracy requirements the search method performs up to three orders better
than the traditional complete sampling.
However, as described in the previous sections, the Admissible Region needs to be sectioned de-
pending on the time interval between the ﬁrst and second observation sequence. More sections lead
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to more start points for the search algorithm, which ultimately leads to more loss function evalua-
tions. The effect of the time gap is shown in Figure 10. Again, the previously mentioned database
was used. 500 randomly chosen tracklet pairs of the same object in the same time gap bin were
extracted and analyzed. For a varying time gap bin the number of loss function calls is counted.
< 0.9 1− 1.9 2− 2.9 3− 3.9 4− 4.9 5− 5.9
103
104
Time gap [Days]
Fu
nc
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n
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lls
Figure 10. Loss function calls for search method. Measurement combinations were
selected using different time gap bins.
The ﬁgure shows that the number of function calls can differ substantially for objects that are re-
observed in the same night. The objects that are re-observred after ∼ 1 − 4 days have similar loss
functions. The here described search approach is best suited for this kind of function with hills and
valleys across the iso-lines. This explains the narrow spread of the function evaluations for these
gaps. For a time gap of ∼ 5 days the region has to be sectioned very densely with iso-lines. This
can cause many intersections of the iso-energy-lines with the minimum valleys and therefore a lot
of successful hypotheses in each section, which leads to a wide spread of the number of function
calls.
SUMMARY AND CONCLUSION
This work introduced an optimization algorithm for the track association problem. Given two
short optical observation sequences, the presented method ﬁnds the best orbit solutions that connects
both. This association is performed by searching through the restricted Admissible Region with a
pattern search instead of testing it completely. The proposed method uses the Iso-Energy-Grid in
order to incorporate the structure of the loss function which is minimized. This work furthermore
explains how to set initial start points for the search process. The search method has shown to
outperform the complete sampling when it comes to the computational burden. For a complete
Admissible Region test a large number of hypotheses need to be propagated to a common epoch and
then compared, while a search allows determining feasible orbit solutions within a few iterations.
As a reference scenario an observation database of catalogued near-geostationary objects is used.
It is essential that the method ﬁnds all feasible orbit candidates and does not forget any due to
bad positioning of initial start points. This is guaranteed by sectioning the Admissible Region and
distributing initial points all over each section. Larger time gaps lead to more ambiguous solutions.
Consequently, the time gap between observations is shown to be important when sectioning the
region. Even when using a complete sampling, the outcome of this research work can be used to
discretize the Admissible Regions on the Iso-Energy-Grid. This way the shape of the loss function
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and the time gap between observations can be taken into account. Further research can improve the
search algorithm, e.g. by using a slope approximation. Furthermore, the impact of using the best
hypotheses obtained from the presented method on follow up associations need to be studied.
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