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The convergence Newton polygon of a p-adic
differential equation IV : local and global index
theorems
Je´roˆme Poineau and Andrea Pulita
Abstract
Let X be a quasi-smooth Berkovich curve over a field of characteristic 0 and let F be a
locally free OX-module with connection. In this paper, we prove local and global criteria
to ensure the finite-dimensionality of the de Rham cohomology of F . Moreover, we state
a global Grothendieck-Ogg-Shafarevich formula that relates the index of F in the sense
of de Rham cohomology to the Euler characteristic of X and expresses the difference as
a sum of irregularities. We also derive super-harmonicity results for the partial heights of
the convergence Newton polygon of F .
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Introdution
In this paper, we are interested in differential equations over p-adic quasi-smooth Berkovich curves.
Under mild assumptions on the curves, we characterize the equations with finite-dimensional de
Rham cohomology. Moreover, we obtain a global index formula relating the index of the differential
equation to the Euler characteristic of the curve via a global irregularity, which we define in terms
of the slopes of the global radii of convergence of the equation. Surprisingly enough these results
were unknown even in the basic case of differential equations over disks or annuli.
The origins of this subject lie in the proof of the rationality of Zeta function by Bernard Dwork
[Dwo60]. Although purely analytic at first sight, his proof was later shown to fit into a cohomolog-
ical setting of de Rham type [Rob86], [Dwo62]. Since then, several actors have contributed to the
development of the cohomological theories of de Rham type in the p-adic context. We invite the
reader to consult the paper [Ked09] and related bibliography to have a general overview, and also
the fundamental papers [Ado76], [Bal87], and [Rob84], [Rob85] that are not mentioned there.
As firstly observed by Bernard Dwork (cf. [Dwo74], [Dwo73]), and largely exploited by Philippe
Robba (cf. [Rob84]), the major tool for the study of p-adic differential equations is the radius of
convergence of the differential equation. One of the crucial contributions of Robba was to relate
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the index of a p-adic differential operator with rational coefficients to the slopes of the radius of
convergence by means of a Grothendieck-Ogg-Shafarevich formula (cf. [Rob84] and [Rob85]). The
program indicated by Robba has been subsequently completed by Gilles Christol and Zoghman
Mebkhout in the framework of rigid cohomology (cf. [CM93], [CM97], [CM00], [CM01]).
From the point of view of rigid cohomology, differential equations are a category of coefficients
for a good cohomological theory of algebraic varieties of characteristic p > 0. The approach of this
paper (and also of our former articles [Pul12], [PP12], [PP13]) is different. We start with a quasi-
smooth K-analytic Berkovich curve and deal with the de Rham cohomology of an arbitrary locally
free OX-module F endowed with a connection ∇. We call the couple (F ,∇) a differential equation
on X.
This category of differential equations is abelian, and it covers the class of differential equations
studied in rigid cohomology. Namely the equations coming from rigid cohomology are often subjected
to some conditions:
i) They have overconvergent coefficients. This means that X is a compact curve embedded into
a projective curve X and that F is defined on an unspecified open neighborhood U of X in
X.
ii) There are certain solvability conditions that must be satisfied by their radii of convergence at
the boundary of X. This means that the radii of convergence of their solutions are all maximal
at these points, and hence on the whole curve X. The only region where these radii may fail
to be maximal is along U −X i.e. along the “overconvergent boundary” of X. This solvability
condition often comes from the existence of a Frobenius action.
We remove both these assumptions from the picture, and we work with a general differential equation
F on X.
As mentioned the most basic notion is that of radii of convergence (see [Bal10], [Pul12] and
[PP12]). Roughly speaking, at every point x ∈ X, those radii correspond to the radii of convergence
of Taylor solutions of the differential equation F around x. To handle normalization issues, one
needs to put some additional structure on the curve. Here, it will be a pseudo-triangulation S: a
locally finite subset of X whose complement in made of simple pieces like disks and annuli. (In
the good cases, the choice of a pseudo-triangulation is not far from that of a semistable model as
in [Bal10]). We may use it to define a skeleton ΓS: a locally finite subgraph ofX that is a deformation
retract of X in most cases. In this introduction, we leave aside the complications arising from the
choice of S.
Once the radii are defined, one may construct a geometric object (that is almost trivial under
the above solvability condition): a controlling graph
ΓS(F ) ⊂ X (0.1)
inside the Berkovich curve X outside which the radii are locally constant. In [Pul12] and [PP12],
we proved that ΓS(F ) is a locally finite connected graph and that the radii of F are continuous
functions on X.
Recently, Francesco Baldassarri observed a link between the finiteness of the controlling graph
and the finiteness of the de Rham cohomology. Over the last years, he gave several talks on the
subject and outlined a natural strategy to compute the cohomology: cutting the curve into simpler
pieces according to the controlling graph, computing their cohomology by Christol-Mebkhout’s
theorems and putting everything back together thanks to a spectral sequence. He also explained
that index formulas could be derived in this way, and that the local irregularities at a Berkovich
point were to be interpreted as Laplacians of radii of convergence.
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Several steps towards the completion of this program have been obtained recently in [Pul12],
[PP12], [PP13], [Ked13]. One of the major technical difficulties was to prove the local finiteness of
the controlling graph, obtained firstly in [Pul12] and [PP12], and then reproved in [Ked13] with a
shorter proof based on similar methods.
In this paper we prove a necessary and sufficient criterion (which is fulfilled if the controlling
graph is finite) for the finiteness of the de Rham cohomology for arbitrary curves without bound-
ary (under a mild finiteness assumption), and even curves with boundary under a non-solvability
assumption. Moreover, we establish a Grothendieck-Ogg-Shafarevich formula of global nature (cf.
Theorems 1, 2, 3 below), expressing the index of F in terms of the Euler characteristic χc(X) of X
and the global irregularity of F . The latter involves the slopes of the total height of the convergence
Newton polygon at the open and closed boundary of X.
We now describe more specifically the contents of this paper. As firstly observed by Robba
[Rob75] and Dwork-Robba [DR77], locally around a point, the differential equation F splits into a
part containing the solvable radii and another one containing the smaller ones (cf. [PP13]). In this
decomposition, Robba observed (cf. [Rob75]) that the local de Rham cohomology of the non-solvable
part is zero: “locally, non-solvable differential equations have no cohomology”.
On the other hand, to ensure finite-dimensionality, we need conditions at the boundary. As an
example, the trivial equation over a closed disk has infinite dimensional de Rham cohomology. Indeed
consider the derivation acting on the ring of functions over a closed disk. The formal primitives of
such functions may fail to converge on the closed disk and the derivation actually has infinite
dimensional cokernel.
One solution consists in imposing overconvergence conditions, which more or less amounts to
considering spaces with no boundary. One may also restrict the study to differential equations with
no solvable radii at the boundary of X.
Now consider the equation F from a global point of view on the Berkovich curve X. Even
though its radii are not solvable at the boundary of X, its cohomology is highly non trivial. We
prove in fact that there are local contributions to the cohomology arising from some other points
where some of the radii are solvable.
Definition 1. We say that a pseudo-triangulation S of X is adapted to F if the radii of F are
log-linear on the edges of ΓS − S.
The following result is the basic point on which our criterion is based (see Theorem 3). We refer
to Theorem 3.5.2 for a more precise claim:
Theorem 1 (cf. Theorem 3.5.2). Assume that the residue characteristic of K is not 2. Let X be
a connected quasi-smooth K-analytic Berkovich curve and let F be a differential equation on X.
Assume that there exists a non-empty finite pseudo-triangulation S of X such that
i) F is free of Liouville numbers along ΓS;
ii) S is adapted to F ;
iii) the radii of F are spectral non-solvable at the points of the boundary ∂X of X.
Then the de Rham cohomology of F is finite-dimensional.
Remark that the finiteness of S implies that the curve X has finite genus. The non-Liouville
condition is technical. By results of Christol and Mebkhout (see [CM00], [CM01]), it ensures finite-
dimensionality of the local cohomology. The strategy of the proof of Theorem 1 basically consists in
using this fact together with the finiteness of the triangulation in order to construct a finite open
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covering of X whose elements have finite cohomology. The result then follows from Mayer-Vietoris
exact sequence.
Christol and Mebkhout’s result is actually more precise: they prove a Grothendieck-Ogg-Shafarevich
formula for the local index. We are also able to prove a global version of it.
Theorem 2 (cf. Corollary 3.5.3). Under the assumptions of Theorem 1, the index of F is expressed
by the following formula of Grothendieck-Ogg-Shafarevich type:
χdR(X,F ) = rank(F ) · χc(X) − IrrX(F ) . (0.2)
When K is algebraically closed, the quantity χc(X) is defined by
χc(X) := 2− 2g(X) −N(X) , (0.3)
where g(X) is the genus of X in the sense of [Liu87] and N(X) is the number of germs of open
segments in X that are not relatively compact in X. We call it the “open boundary” of X and
denote it by ∂oX, as opposed to its “closed boundary” ∂X.
The quantity IrrX(F ) represents the global irregularity of F . It is given by a sum of local
terms. Some of these terms are the slopes of the radii at the open and closed boundaries of X. The
other local terms are related to the number of segments of ΓS that are incident upon the (closed)
boundary of X (cf. Definition 3.4.4):
IrrX(F ) :=
∑
x∈∂X
(ddcHS,r(x,F ) + r · χ(x, S)) +
∑
b∈∂oX
∂bH∅,r(−,F|Rb) , (0.4)
where r is the rank of F , HS,r(x,F ) is the total height of the convergence Newton polygon,
∂bH∅,r(−,F|Rb) is the slope along the direction b of its restriction to the Robba ring Rb and
ddcHS,r(x,F ) is its Laplacian at x, i.e. the sum of its slopes on all the directions out of x. When K
is algebraically closed, χ(x, S) is defined by
χ(x, S) := 2− 2g(x) −NS(x) , (0.5)
where NS(x) is the number of germs of segments out of x that belong to ΓS. In general, one
defines χ(x, S) by summing up the contributions of the antecedents of x over a completed algebraic
closure of K.
If X is relatively compact into a larger curve on which F is defined (for instance if X is compact
and F overconvergent), some assumptions are fairly automatic (see Corollary 3.5.5). So we have a
large class of equations that fulfill the theorem, namely those having over-convergent coefficients.
In the general case, it is not possible to find a finite pseudo-triangulation that satisfy the hy-
potheses of the theorem, for instance if the radii of the equation present infinitely many breaks as
one approaches the open boundary of X. We are actually able to characterize the equations giving
rise to finite cohomology.
Let us first give a few definitions. When K is algebraically closed and x is a point of type 2 or 3,
we set
χ(x, S,F ) := r · χ(x, S) +
∑
b
∂bHS,r(x,F ), (0.6)
where b runs through the set of directions out of x belonging to ΓS . In general, one defines χ(x, S,F )
by summing up the contributions of the antecedents of x over a completed algebraic closure of K.
For every y ∈ ∂X, we denote by Dy the set of connected components of X − {y} that are
isomorphic to virtual open disks with boundary y. For such a virtual open disk D, we denote by bD
the germ of segment out of y represented by D. We set D∂X :=
⊔
y∈∂X Dy.
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An open pseudo-disk is a non-compact boundary-free contractible curve of genus 0 (see Defi-
nition 1.1.34). This case can receive a direct treatment (see Proposition 3.8.4). Remark that the
projective analytic case reduces to the algebraic one, hence it is well-known.
Theorem 3. Assume that K is not trivially valued and that its residue characteristic is not 2. Let X
be a connected quasi-smooth K-analytic Berkovich curve of finite genus that is neither a pseudo-disk
nor a projective curve. Let F be a differential equation on X. Let S be a minimal triangulation
of X that is adapted to F . Assume that
i) F is free of Liouville numbers along ΓS;
ii) the radii of F are spectral non-solvable at the points of the boundary ∂X of X.
Then the de Rham cohomology of X is finite-dimensional if, and only if,
i) χ(−, S,F ) = 0 at almost every point of S;
ii) for almost every D ∈ D∂X , we have ∂bDH∅,r(−,F|D) = 0,
where r is the rank of F .
We refer to Corollary 3.8.11 for a more precise statement.
The proof is a limit process originally coming from [CM00]. We write X as the union of a
countable sequence of subspaces (Xn)n>0 to which we can apply Theorem 1. Under some extra
hypotheses, we prove that, for i = 0, 1, we have
HidR(X,F ) = lim←−
n
HidR(Xn,F|Xn) (0.7)
(see Theorem 3.1.1). A large part of the work is devoted to constructing a suitable sequence.
Along the paper, we also prove other results of independent interest. In particular, we deal
with the technical problem of super-harmonicity of the partial heights of the convergence Newton
polygon. We know, since [Pul12] and [PP13], that there is potentially only a locally finite set
CS,r(F ) of pathological points in X where super-harmonicity may fail. Here, we are able to prove
super-harmonicity at those points too under some technical assumptions. More precisely, we have
the following result, whose proof relies on Dwork’s dual theory.
Theorem 4 (cf. Theorem 2.4.9). Let X be a quasi-smooth K-analytic curve. Let F be a differential
equation of rank r on X. Let x ∈ CS,r(F ), let Dx be the virtual closed disk in X−ΓS with boundary
x, and let V = VS(x,F ) be the union of all virtual open disks in Dx with boundary x on which all
the radii are constants. Assume that
i) the canonical inclusion H0dR(D
†
x,F ) ⊆ H0dR(V
†,F ) is an equality;
ii) the radii of F are compatible with duals over Dx;
iii) F is free of Liouville numbers at x (cf. Definition 2.1.12).
Then for all i = 1, . . . , r the partial height HS,i(−,F ) is super-harmonic at x.
We then deal with a result concerning the descent of the constants. Indeed in order to apply
Christol–Mebkhout’s local cohomology results, as in the proof of Theorems 1 and 2, one needs the
base field K to be algebraically closed and maximally complete. To be able to obtain results that
hold over any field, we had to be able to control extensions of scalars. In this direction, we proved
the following result.
Theorem 5 (cf. Corollary A.3.16). Let X be a connected quasi-smooth quasi-Stein K-analytic curve.
Let F be a differential equation on X. Let L be a complete non-trivially valued extension of K.
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Assume that H1dR(XL,FL) is finite-dimensional over L. Then, we have natural isomorphisms
H0dR(X,F ) ⊗K L
∼
−−→ H0dR(XL,FL) and H
1
dR(X,F ) ⊗K L
∼
−−→ H1dR(XL,FL). (0.8)
In particular, H1dR(X,F ) is finite-dimensional over K
Conversely, assume that K is not trivially valued and that H1dR(X,F ) is finite-dimensional
over K. Then, equation (A.58) holds. In particular, H1dR(XL,FL) is finite-dimensional over L.
Structure of the paper.
In Section 1, we provide basic definitions about curves and radii of convergence.
In Section 2, we deal with the local cohomology of a differential equation at a Berkovich point. We
generalize several local results to the non-solvable case. The finiteness of ΓS(F ) is systematically
employed to reduce to the case of classical rigid cohomology over a tube VS(x,F ) canonically
attached to (x,F ), which is roughly the union of all the disks in X, with boundary point x, on
which the radii of F are all constant. This section also contains Theorem 4 about super-harmonicity
of the partial heights of the convergence Newton polygon.
In Section 3, we use the topological structure of the curve in order to globalize the results of
Section 2. We prove Theorems 1, 2 and 3 mentioned above.
Finally, Appendix A is devoted to what we call “Banachoid spaces”. They are spaces endowed
with family of seminorms (which are really part of the data, unlike the case of Fre´chet spaces). The
theory is well-adapted to handle rings of global sections of sheaves on open sets. We spend some
time defining and studying completed tensor products in this setting and prove results concerning
extensions of scalars, like Theorem 5.
Acknowledgments. We thank Yves Andre´, Francesco Baldassarri, Gilles Christol, Richard
Crew, Kiran S. Kedlaya, Adriano Marmora, Nicola Mazzari, Zoghman Mebkhout, Bertrand Toe¨n,
and Nobuo Tsuzuki for helpful discussions.
1. Definitions and notations
In this section, we introduce the definitions and notations that are used in the paper.
Let (K, | · |) be an ultrametric complete valued field of characteristic 0. Denote by K˜ its residue
field and by p be the characteristic exponent of the latter (either 1 or a prime number). Let Kalg
be an algebraic closure of K. The absolute value | · | on K extends uniquely to it. We denote by
(K̂alg, | · |) its completion.
Let X be a quasi-smooth1 K-analytic curve. Recall that, by [Duc, The´ore`me 3.2.24], it is nat-
urally endowed with a graph structure. Its structure sheaf is denoted by O. From the end of Sec-
tion 1.1.7 on, we assume that X is endowed with a pseudo-triangulation S.
By a differential equation or differential module on X we mean a coherent OX-module F en-
dowed with a connection ∇. In this setting, it is known that F is a locally free OX -module of finite
rank and that the connexion ∇ is integrable. From now on, we fix such a differential equation (F ,∇)
on X.
1.1. Curves
We first fix notations for the affine line, disks and annuli.
1or rig-smooth in the rigid analytic setting
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Let L be a complete valued extension of K and let c ∈ L. We denote by A1,anL the Berkovich
affine line and choose a coordinate T on it. We set
D+L (c,R) =
{
x ∈ A1,anL
∣∣ |(T − c)(x)| 6 R} , R > 0 (1.1)
D−L (c,R) =
{
x ∈ A1,anL
∣∣ |(T − c)(x)| < R} , R > 0 (1.2)
C+L (c;R1, R2) =
{
x ∈ A1,anL
∣∣R1 6 |(T − c)(x)| 6 R2} , R2 > R1 > 0 (1.3)
C−L (c;R1, R2) =
{
x ∈ A1,anL
∣∣R1 < |(T − c)(x)| < R2} . R2 > R1 > 0 (1.4)
1.1.1. Extension of scalars. For every complete valued extension L of K, we set XL =
X⊗ˆKL.
For every complete valued extension L of K, and every complete valued extension M of L, we
denote by πM/L : XM → XL the canonical projection morphism. We set πM = πM/K .
Let L be an algebraically closed complete valued extension of K. Let M be a complete valued
extension of L. In this case, by [Poi13, Corollaire 3.14], every point of XL may be canonically lifted
to a point in XM . We denote the canonical lift of a point x ∈ XL by σM/L(x) or simply by xM
when no confusion may arise.
The structure of the fiber π−1M/L(x) may be described precisely: it is connected and the connected
components of π−1M/L(x) − {xM} are virtual open disks with boundary {xM} that are open in XM
(see [PP12, Theorem 2.2.9]).
1.1.2. Segments and germs of segments. We define a closed (resp. open, resp. semi-open)
segment in X to be the image of a continuous injective map from a closed (resp. open, resp. semi-
open) real interval to X.
If ϕ : [0, 1] → X is such a continuous injective map with ϕ(0) = x and ϕ(1) = y, we will write
[x, y] = ϕ([0, 1]), [x, y[ = ϕ([0, 1[), ]x, y] = ϕ(]0, 1]) and ]x, y[ = ϕ(]0, 1[). This is somewhat abusive
since there may be several paths between x and y but this will not cause any trouble.
Let I be an open segment. Let PI be the set of continuous injective maps ϕ : ]0, 1[→ X whose
image is I. We define an equivalence relation ∼ on PI by decreeing that ϕ ∼ ψ if ϕ ◦ ψ
−1 is
increasing. There are two equivalence classes, which we call orientations of I.
Consider the set Ioo of oriented open segments inX. We define an equivalence relation ∼oo on Ioo
by decreeing that (I1, ϕ1) ∼oo (I2, ϕ2) if there exists α1, α2 ∈ ]0, 1[ such that ϕ1(]0, α1[) = ϕ2(]0, α2[)
and the map ϕ−12 ◦ ϕ1 : ]0, α1[→ ]0, α2[ is increasing.
Definition 1.1.1. A germ of segment is an equivalence class of oriented open segments, i.e. an
element of Ioo/ ∼oo.
A germ of segment b is said to be relatively compact if one of its representative is. Then, every
representative has one or two boundary points and they have exactly one in common, which is called
boundary point of the germ of segment. In this case, b is said to be a germ of segment out of this
boundary point when it is oriented away from the point. This corresponds to A. Ducros’s notion of
branch (see [Duc, Section 1.7]).
We call germ of segment at infinity every non-relatively-compact germ of segment that is oriented
towards the interior of X. We call open boundary of X, and denote by ∂oX, the set of those
segments. We denote by N(X) the cardinal of the open boundary of X
K̂alg
.
If X is an open disk, then N(X) = 1. If it is an open annulus, then N(X) = 2.
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Lemma 1.1.2. Let L be a complete valued extension of K. Then, we have
N(XL) = N(X) . (1.5)
✷
Definition 1.1.3. Let b be a germ of segment in X. Its preimage on X
K̂alg
is a finite number of
germs of segment. We define the degree of b as
deg(b) := Card(π−1
K̂alg
(b)) . (1.6)
1.1.3. Slopes and Laplacian. Recall that it is possible to define a canonical length for any
closed segments inside a curve (see [Duc, Proposition 4.5.7 and Corollaire 4.5.8] or [PP12, beginning
of Section 3.1]). Hence it makes sense to speak of log-linear maps on segments. When speaking about
log-linearity, we will always use this convention.
Definition 1.1.4. Let b be a germ of segment. We say that a map F : X → R is log-linear on b
if it is log-linear on some representative I of b (or equivalently on every representative of b that is
small enough). In this case, we define the log-slope of F along b to be the log-slope of F on I (or
equivalently on every representative of b that is small enough). We denote it by ∂bF .
Lemma 1.1.5. Let L be a complete valued extension of K. Let b be a germ of segment in X and
F : X → R be a map that is log-linear on b.
Let c be a germ of segment in XL above b. Then the map FL := F ◦ πL : XL → R is log-linear
on c and we have
∂cFL = ∂bF . (1.7)
✷
Definition 1.1.6 (Laplacian). Let x ∈ X. Let F : X → R be a map that is log-linear on every germ
of segment out of x and constant on all but finitely many of them. We define the Laplacian of F
at x as
ddcF (x) :=
∑
b
deg(b) ∂bF , (1.8)
where b runs through the family of germs of segments out of x.
Recall that if L is a complete algebraically closed valued extension of K and if M is a complete
valued extension of L, then every point x of XL admits a canonical lift xM in XM (see 1.1.1).
Lemma 1.1.7. Let x ∈ X. Let L be a complete valued extension of K̂alg. Let x1, . . . , xt be the
preimages of x in X
K̂alg
. For every i ∈ {1, . . . , t}, let yi be the canonical lift of xi in XL.
Let F : X → R be a map that is log-linear on every germ of segment out of x and constant on
all but finitely many of them. Then, for every i ∈ {1, . . . , t}, the map FL := F ◦πL : XL → R is log-
linear on every germ of segment out of yi and constant on all but finitely many of them. Moreover,
we have
ddcFL(y1) = . . . = dd
cFL(yt) =
1
t
ddcF (x) . (1.9)
✷
1.1.4. Graphs. We borrow the definition of graph from [Duc, 1.3.1]. It is defined as a topo-
logical space.
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Definition 1.1.8.We say that a topological space X is a graph if it satisfies the following properties:
i) X is Hausdorff and locally compact ;
ii) X has a basis of open sets U such that
(a) for every pair (x, y) of points of U , there exists a unique closed subset [x, y] that is home-
omorphic to a closed segment with boundary points x and y ;
(b) the boundary of U in X is finite .
By [Duc, The´ore`me 3.5.1], every K-analytic curve is a graph.
Definition 1.1.9. We say that a graph is finite at a point x if x has a neighborhood that is home-
omorphic to a subset of C of the form{
r exp(2ikπ/n), r ∈ [0, 1[, k ∈ {0, . . . , n− 1}
}
, (1.10)
for some n ∈ N∗. We say that a graph is locally finite if it is finite at each of its points. We say
that it is finite if it is moreover compact.
In graph theory, on the other hand, a graph is given by the data of a set of vertexes and a set
of edges between them.
Lemma 1.1.10. Let Γ be a locally finite graph. There exists a locally finite subset V of Γ and a
family E of subsets of Γ such that
i) every e in E is homeomorphic to a non-trivial closed segment ;
ii) for every e in E, the boundary of e is a subset of V ;
iii) the union of the families ({v})v∈V and (˚e)e∈E, where e˚ denotes the interior of e in Γ, is a
partition of Γ .
✷
Definition 1.1.11. A triple (Γ, V,E) as in Lemma 1.1.10 is called a locally finite strict graph. The
elements of V and E are called vertexes and edges of Γ respectively.
Remark that a strict finite graph has finitely many vertexes and edges.
We say that a germ of segment b belongs to a graph Γ ⊆ X if b may be represented by a segment
belonging to Γ. We write b ⊆ Γ.
A point x of a graph Γ is said to be a bifurcation point if there are at least three germs of
segment out of x belonging to Γ.
A point x of a graph Γ is said to be an end-point if there is at most one germ of segment out
of x belonging to Γ.
We say that a graph Γ is topologically finite if it is a finite union of (open or closed) segments.
Let Γ and Γ′ be subgraphs of X. For every x ∈ X, we denote by B(x,Γ) (resp. B(x,−Γ), resp.
B(x,Γ′−Γ)) the set of germs of segments out of x that belong to Γ (resp. do not belong to Γ, resp.
belong to Γ′ but not to Γ).
1.1.5. Stein spaces. Let us recall the definition of a quasi-Stein space (see [Kie67, Defini-
tion 2.3]).
Definition 1.1.12 (Quasi-Stein). We say that a K-analytic space X is quasi-Stein if there exists a
countable admissible covering (Xn)n>0 of X such that
10
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i) Xn ⊆ Xn+1;
ii) Xn is an affinoid domain of Xn+1;
iii) the map O(Xn+1)→ O(Xn) has dense image.
Lemma 1.1.13. Let X be a quasi-Stein K-analytic space. For every complete valued extension L
of K, the space XL is quasi-Stein too.
Proof. Let (Xn)n>0 be a countable admissible covering of X satisfying the properties of Defini-
tion 1.1.12. By [Ber90, Corollary 2.2.10], for every n > 0, Xn+1 is a Weierstrass domain of Xn.
Let L be a complete valued extension of K. The family (Xn,L = Xn⊗ˆKL)n>0 is again a countable
admissible covering of XL and, for every n > 0, Xn+1,L is a Weierstrass domain of Xn,L. The result
follows.
Let us now recall a result of Kiehl. Recall that a point x in a K-analytic space is said to be rigid
if the extension H (x)/K is finite.
Theorem 1.1.14 ([Kie67, Satz 2.4]). Let X be a K-analytic quasi-Stein space. Let F be a coherent
sheaf on X. Then the following results hold:
i) For every q > 1, we have Hq(X,F ) = 0.
ii) For every rigid point x ∈ X the stalk Fx is generated by F (X) as an OX,x-module.
✷
Remark 1.1.15. Kiehl actually gave the definition in the setting of rigid geometry, i.e. for strictly
K-analytic spaces with strictly K-affinoid domains and for a non-trivially valued field K. However,
Theorem 1.1.14 is easily seen to hold in the more general case with the same proof.
Corollary 1.1.16. Assume that K is not trivially valued. Let X be a strictly K-analytic quasi-Stein
space. Then, every coherent sheaf on X is generated by its global sections.
Proof. Let F be a coherent sheaf on X. Let G be the sheaf of OX-modules generated by F (X).
The sheaf F/G is of finite type. It follows that its support is a Zariski-closed subset of X, hence a
strictly K-analytic space. By Theorem 1.1.14, it contains no rigid point, hence it must be empty.
As in the complex setting, the obstruction for a K-analytic curve to be Stein lies in the presence
of projective connected components.
Theorem 1.1.17 ([Liu87, Corollaire 2.1.1]). Assume that K is algebraically closed and not triv-
ially valued. Let X be a quasi-smooth strictly K-analytic curve with finite genus (in the sense of
Definition 1.1.37). If no connected component of X is proper, then X is quasi-Stein. ✷
1.1.6. Virtual open disks and annuli, Robba rings. Let us recall the definition of virtual
open disks and annuli (see [Duc, 3.6.32 and 3.6.35]).
Definition 1.1.18. A non-empty connected K-analytic space is called a virtual open disk (resp.
open annulus) if it becomes isomorphic to a disjoint union of discs (resp. annuli whose orientations
are preserved by Gal(Kalg/K)) over K̂alg.
Following [Duc, 5.1.8], we may now define the analytic skeleton of an analytic curve.
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Definition 1.1.19. We call analytic skeleton of an analytic curve the set of points that have no
neighborhood isomorphic to a virtual open disk.
The skeleton of a virtual open disk is empty. That of a virtual open annulus C is homeomorphic
to an open segment ΓC and there is a canonical continuous and proper retraction rC : C → ΓC .
Remark that every germ of segment out of a point of type 2 or 3 may be represented by the
skeleton of a virtual open annulus.
Definition 1.1.20. Let x ∈ X be a point of type 2 or 3. Let b be a germ of segment out of x. We
define the Robba ring at b to be
Rb = lim−→
C, ΓC∈b
O(C) , (1.11)
where C runs through the family of virtual open annuli in X whose skeleton (with an appropriate
orientation) belongs to the equivalence class b.
1.1.7. Pseudo-triangulations. Let us first recall the definition of triangulation in the sense
of [Duc, 5.1.13].
Definition 1.1.21 (Triangulation). A triangulation of X is a locally finite subset S ⊆ X, formed by
points of type 2 or 3, such that every connected component of X − S is a relatively compact virtual
open disk or a relatively compact virtual open annulus.
The skeleton ΓS of a triangulation S is the union of S with the analytic skeletons of the connected
components of X − S that are virtual open annuli.
For every triangulation S of X, there exists a natural retraction r : X → ΓS . The main result
of [Duc] claims that every quasi-smooth K-analytic curve may be endowed with a triangulation
(see [Duc, The´ore`me 5.1.14]). This is equivalent to the semistable reduction theorem.
In [PP12], we have used a notion of weak triangulation of X, where we did not require relative
compactness. For reasons that will be clear in Section 3, we want to have a minimal number of
points of S. So we now introduce the notion of pseudo-triangulation (cf. Definition 1.1.26 below).
Let us begin with the definition of the genus of a point (see [Duc, 4.4.1 and 4.5.2]; beware that
our definition is different when K is not algebraically closed). Recall that, for every point x ∈ X
of type 2, there exists a unique normal irreducible projective curve Cx over K˜ such that H˜ (x) is
isomorphic to the function field K˜(Cx) of Cx. It is called the residual curve of x (see [Duc, 3.3.5.2]).
Definition 1.1.22 (Genus of a point). Assume that K is algebraically closed. Let x ∈ X. We define
the genus of x by
g(x) =
{
g(Cx) if x has type 2;
0 otherwise.
If K is arbitrary, the genus g(x) of a point x ∈ X is defined to be the sum of the genuses of the
points of X⊗ˆKK̂alg over x.
Definition 1.1.23 (Open pseudo-annulus). Assume that K is algebraically closed. We say that a
connected analytic domain C of X is an open pseudo-annulus if
i) it has no boundary;
ii) it contains no points of positive genus;
iii) its analytic skeleton ΓC is an open segment.
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We call ΓC the skeleton of C.
If K is arbitrary, we say that a connected analytic domain C of X is an open pseudo-annulus if
C⊗ˆKK̂alg is a disjoint union of open pseudo-annuli and if Gal(K
alg/K) preserves the orientation
of their skeletons. In this case, we can check that C has no boundary, contains no points of positive
genus and that its analytic skeleton ΓC is an open segment. We call ΓC the skeleton of C.
Lemma 1.1.24. Let C be an open pseudo-annulus. Assume that K is algebraically closed. Then C
is quasi-Stein. Moreover, let I be a closed (resp. relatively compact open) segment inside ΓC and
denote by r : C → ΓC the canonical retraction. Then, r
−1(I) is a closed (resp. open) annulus with
analytic skeleton I.
In particular, without assumptions on K, C has exactly two germs of segment at infinity.
Proof. Assume that K is algebraically closed. Consider a triangulation S of C such that ΓS = ΓC .
Since I is compact, it contains a finite subset T of S. By [Duc, 5.1.16.3], S \T is still a triangulation
of C. We deduce that I is an interval inside the skeleton of an annulus, hence r−1(I) is a closed
annulus. The argument for a relatively compact open segment is similar.
From the previous argument, it follows that C may be written as an increasing union of closed
annuli with nested skeletons. It follows that C is quasi-Stein.
Remark 1.1.25. By [Liu87, Prop. 3.2], if K is non-trivially valued, algebraically closed, and max-
imally complete, any open pseudo-annulus C may be embedded into the affine line. We deduce that,
in this case, either C is an open annulus or it may be written in the form C = Y − {y}, where Y
is either the affine line or a disk and y ∈ Y is a rational point.
Definition 1.1.26 (Pseudo-triangulation). A pseudo-triangulation of X is a locally finite subset
S ⊆ X, formed by points of type 2 or 3, such that every connected component of X − S is a virtual
open disk or an open pseudo-annulus.
The skeleton ΓS of a pseudo-triangulation S is the union of S with the skeletons of the connected
components of X − S that are open pseudo-annuli.
In this paper, we use pseudo-triangulations to describe the topological structures of the curves we
study. As it will appear later, it turns out to be a convenient point of view to deal with cohomology.
Remark 1.1.27. Assume that X is connected and endow it with a pseudo-triangulation S.
i) If ΓS = ∅ (hence S = ∅), then X is a virtual open disk.
ii) If S = ∅ and ΓS 6= ∅, then X is a pseudo-annulus.
iii) If ΓS 6= ∅, then every connected component of X − ΓS is a virtual open disk and we have
a natural continuous and proper deformation retraction rS : X → ΓS that maps the former
virtual open disks to their boundary points.
Remark 1.1.28. A pseudo-triangulation S can always be enlarged into a weak triangulation S′ (the
notion that we used in [PP12]) without modifying the skeleton: ΓS = ΓS′. This fact implies that
many properties of weak triangulations also hold for pseudo-triangulations.
We will need to understand the behavior of pseudo-triangulations with respect to extensions of
scalars. The arguments that we used in [PP12, Section 2.2] for weak triangulations still apply here.
Starting from a pseudo-triangulation S of X, it is easy to check that the preimage S
K̂alg
:=
π−1
K̂alg
(S) is a pseudo-triangulation of X
K̂alg
and that ΓS ̂
Kalg
= π−1
K̂alg
(ΓS).
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To go further, recall that every point x of X
K̂alg
may be canonical lifted to a point xM for every
complete valued extension M of K̂alg (see Section 1.1.1).
Definition 1.1.29. Let L be a complete valued extension of K. Let L̂alg be the completion of an
algebraic closure of L, which we see as an extension of K̂alg. Set
S
L̂alg
= {x
L̂alg
| x ∈ S
K̂alg
} , ΓS ̂
Lalg
= {x
L̂alg
| x ∈ ΓS ̂
Kalg
} (1.12)
and
SL = πL̂alg/L(SL̂alg) , ΓSL = πL̂alg/L(ΓS ̂Lalg
). (1.13)
The sets of the previous definition are well-defined and independent of the choices.
Proposition 1.1.30. For every complete valued extension L of K, the set SL is a pseudo-triangulation
of XL whose skeleton is ΓSL. ✷
The proof is based on the description of the structure of the fibers of the map π
L̂alg/K̂alg
(see
section 1.1.1, and [PP12, Corollary 2.2.10]).
The next result follows directly from the constructions above.
Lemma 1.1.31. Let S be a pseudo-triangulation of X. Then, the following assertions are equivalent:
i) S is finite ;
ii) there exists a complete valued extension L of K such that SL is finite ;
iii) for every complete valued extension L of K, SL is finite. ✷
Lemma 1.1.32. Assume that K is algebraically closed. Let S be a pseudo-triangulation of X. Then,
the set of points x ∈ X where (at least) one of the following conditions is satisfied:
i) x ∈ ∂X;
ii) g(x) > 0;
iii) x is a bifurcation point of ΓS
is finite if, and only if, there exists a finite subset S′ of S such that
α) S′ is a pseudo-triangulation of X;
β) ΓS′ = ΓS.
Proof. We may assume that X is connected. Let us assume that the set of points S0 ⊆ X when one
of the conditions i), ii) or iii) holds is finite.
If S is empty, then the result is clear. We now assume that S is non-empty. Then, there is a
retraction r : X → ΓS .
Let us denote by S1 the set of end-points of ΓS . Since the set of bifurcation points of ΓS is finite,
and since ΓS is locally finite, the set S1 is finite. Set S
′ := S0 ∪S1. Remark that it is a finite subset
of S.
Let C be a connected component of X −S′. By construction, we are in one of the following two
cases:
– C ∩ ΓS = ∅: in this case, C is a connected component of X − S that does not meet ΓS , hence
an open disk;
– C∩ΓS 6= ∅: in this case, C∩ΓS is an open interval that does not meet S0, hence C = r
−1(C∩ΓS)
is an open pseudo-annulus.
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We deduce that S′ is a pseudo-triangulation of X. The fact that ΓS′ = ΓS is clear by construction.
The statement in the other direction is obvious.
From now on, we assume that X is endowed with a pseudo-triangulation S.
Lemma 1.1.33. Assume that X is connected and that ΓS in non-empty. Then every germ of seg-
ment at infinity belongs to ΓS.
In particular, if ΓS is topologically finite, then ∂
oX is finite too.
Proof. Let b be a germ of segment at infinity. Let ϕ : ]0, 1[→ X be a continuous injective map whose
image I represents b.
Let us first assume that I does not meet ΓS . Then it belongs to some connected component D
of X−ΓS. By assumption, D is a virtual open disk. If it had no boundary point in X, then it would
be closed in X. Since X is connected, we would have D = X, hence ΓS = ∅, which contradicts the
assumptions of the lemma. We deduce that D is relatively compact in X, hence so is I, contradicting
the fact that b is a germ of segment at infinity.
We have just proved that there exists u ∈ ]0, 1[ such that ϕ(u) ∈ ΓS . Assume, by contradiction,
that there exists v < u such that ϕ(v) /∈ ΓS . Then ϕ(v) belongs to some connected component D
of X − ΓS. Set w = sup({w
′ ∈ [v, u]| ϕ(w′) ∈ D}). Then ϕ(w) belongs to the boundary of D in X.
Since this boundary is reduced to a point and ϕ is injective, for every w′ < w, we have ϕ(w′) ∈ D.
We deduce that I is relatively compact in X, which is a contradiction.
1.1.8. Open pseudo-disks. Similarly to the notion of open pseudo-annulus generalizing the
notion of annulus, there is a notion of pseudo-disk generalizing that of a disk. It will be useful later
in this article.
Definition 1.1.34 (Open pseudo-disk). We say that a connected analytic domain D of X is an
open pseudo-disk if it is not compact and if its analytic skeleton is empty.
We notice that if D is a pseudo-disk, then D
K̂alg
is a finite disjoint union of open pseudo-disks
over K̂alg.
Lemma 1.1.35. Let D be an open pseudo-disk. If K is algebraically closed, then D is an increasing
countable union of open disks and it is quasi-Stein.
In particular, with no assumptions on K, D is has exactly one germ of segment at infinity.
Proof. Assume that K is algebraically closed. Fix a triangulation S of D (in the strong sense of
Definition 1.1.21) and consider its skeleton ΓS .
Since D is not compact, the locally finite graph ΓS is not finite (cf. Def. 1.1.9), hence it contains
a non-relatively-compact segment I. We may assume that I is semi-open and that its boundary
point belongs to S. Denote it by s0.
Remark that every non-relatively-compact segment J inside ΓS coincides with I in the neigh-
borhood of its open boundary.
Assume otherwise. By assumption, D is a tree, hence we may extend I and J into lines or
half-lines I+ and J+. They intersect at a point x that has no neighborhood isomorphic to a disk.
This is a contradiction.
Note also that, if s is a point of S that is an end-point of ΓS and does not belong to I, then, by
[Duc, 5.1.16.3], S − {s} is still a triangulation of D.
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Arguing by induction, we may now prove that there exists a subset S′ of S containing s0 that
is still a triangulation of D and such that ΓS′ = I.
Identify I with [0, 1[ and denote by 0 = s0 < s1 < · · · the points of S
′. Denote by r : D → I
the canonical retraction. By [Duc, 5.1.16.2], the preimage r−1([s0, s1[) is an open disk. Arguing by
induction, we prove that, for every n > 0, the preimage r−1([s0, sn[) is an open disk. The result
follows.
Let us now prove that X is quasi-Stein. For every n > 0, set Dn := r
−1([s0, sn[). Denote by D
+
n
the smallest closed subdisk of Dn+1 that contains Dn. We now have a countable exhaustion of D
by closed disks: D+0 ⊂ D
+
1 ⊂ · · · and the result follows.
Remark 1.1.36. By [Liu87, Prop. 3.2], if K is non-trivially valued, algebraically closed, and spher-
ically complete, any open pseudo-disk D may be embedded into the affine line. We deduce that, in
this case, D is either an open disk or the affine line.
1.1.9. Euler characteristic. We now define the Euler characteristic of the quasi-smooth
curve X.
Definition 1.1.37. Assume that K is algebraically closed and that X is connected. We denote by
χtop(X) ∈ ]−∞, 1] the Euler characteristic (in the sense of singular homology) of the topological
space underlying X.
We define the genus of X by
g(X) := 1− χtop(X) +
∑
x∈X
g(x) ∈ [0,+∞[ . (1.14)
We define the compactly supported Euler characteristic of X by
χc(X) := 2− 2g(X) −N(X) ∈ ]−∞, 2] . (1.15)
If K is arbitrary and X has a finite number of connected components, we define the genus and
compactly supported Euler characteristic of X to be the sum of those of the connected components
of X
K̂alg
.
Remark 1.1.38. Assume that K is algebraically closed and that X is connected. The topological
Euler characteristic χtop(X) of X may be easily computed in this case. Recall that χtop is a homotopy
invariant. In particular, if X is contractible (which holds for any analytic domain of P1,anK for
instance), then we have χtop(X) = 1. Let us now assume that ΓS 6= ∅. In this case, the curve X
retracts by deformation onto ΓS, hence χtop(X) = χtop(ΓS). If the graph ΓS retracts by deformation
onto a finite subgraph Γ′ (in the sense of Definition 1.1.9), then its Euler characteristic may be
explicitly computed. To this end, endow Γ′ with a structure of strict finite graph with v′ vertexes
and e′ edges. Then, we have
χtop(X) = χtop(ΓS) = χtop(Γ
′) = v′ − e′ . (1.16)
Remark 1.1.39. Assume that K is algebraically closed and that X is connected.
i) If X is the analytification of an algebraic curve C, then g(X) = g(C) (see [Ber90, p.82, before
Thm. 4.3.1] or [Duc, 5.2.6]).
ii) The quantify χc(X) could also be defined as a compactly supported e´tale Euler characteristic
(see [Ber93, Section 5] for the definition of e´tale cohomology with compact support).
Example 1.1.40. If K is algebraically closed, for every open pseudo-disk D, we have χc(D) = 1,
and for every open pseudo-annulus C, we have χc(C) = 0.
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Lemma 1.1.41. Let V be an analytic domain of X that has a finite number of connected compo-
nents. There exists an open subset U of X containing V such that U − V is a disjoint union of
pseudo-annuli C, such that the relative boundary of each C in X has exactly two points, and exactly
one of them lies in ∂V .
Moreover, the open sets U as above form a basis of neighborhood of V in X and they all have
the same compactly supported Euler characteristic. ✷
Definition 1.1.42. With the notations of Lemma 1.1.41, we define the overconvergent compactly
supported Euler characteristic of V by
χc(V
†,X) := χc(U) . (1.17)
Usually, when X is clear from the context, we will simply write χc(V
†) instead of χc(V
†,X).
Lemma 1.1.43. Let L be a complete valued extension of K. Let V be an analytic domain of X that
has a finite number of connected components. Then, we have
g(XL) = g(X), χc(XL) = χc(X) , χc(V
†
L) = χc(V
†) . (1.18)
✷
Definition 1.1.44. Let Γ be a locally finite subgraph of X. Let x ∈ Γ.
Assume that K is algebraically closed. We denote by NΓ(x) the number of germs of segments
out of x belonging to Γ. We set
χ(x,Γ) := 2− 2g(x) −NΓ(x) . (1.19)
If K is arbitrary, denote by x1, . . . , xt the preimages of x in XK̂alg and set ΓK̂alg := π
−1
K̂alg
(Γ).
We set
NΓ(x) :=
t∑
i=1
NΓ ̂
Kalg
(xi) (1.20)
and
χ(x,Γ) :=
t∑
i=1
χ(xi,ΓK̂alg) = 2t− 2g(x) −NΓ(x) . (1.21)
When Γ = ΓS, we set NS := NΓS and χ(−, S) := χ(−,ΓS) for short.
Lemma 1.1.45 (Compare with [PP13, Lemma 7.2.1]). Assume that X has a finite number of con-
nected components and that S meets each of them. Moreover, assume that
i) the skeleton ΓS is topologically finite;
ii) the number of points with positive genus is finite;
iii) the boundary ∂X is finite.
Then, there exists a finite subset S0 of S such that, for every finite subset S
′ of S containing S0,
we have ∑
x∈S′
χ(x, S′) = χc(X). (1.22)
Proof. We may assume that K is algebraically closed. From the assumptions we deduce that there
exists a strict finite subgraph Γ of ΓS with vertexes in S and intervals I1, . . . , IN(X) such that
i) every point with positive genus belongs to Γ ;
ii) every point of ∂X belongs to Γ ;
17
Je´roˆme Poineau and Andrea Pulita
iii) for every i ∈ {1, . . . , N(X)}, Ii is a semi-open segment that is closed in X and whose end-point
belongs to S ;
iv) ΓS = Γ ∪
⋃
16i6N(X) Ii.
It follows from these conditions that ΓS (hence X) retracts onto Γ.
Set S0 = S ∩ Γ. Remark that every point of S − S0 belongs to one of the Ii’s.
Let S′ be a finite subset of S containing S0.
Let i ∈ {1, . . . , N(X)}. Let ai ∈ S be the end-point of Ii. For every points x, y ∈ Ii, we denote
by [x, y] the image of an injective path in Ii joining x to y. This is well-defined. We define an order
relation 6 on Ii by setting x 6 y if x ∈ [ai, y]. Let bi be the biggest element of Ii ∩ S
′.
Let us now consider the graph Γ′ = Γ ∪
⋃
16i6N(X)[ai, bi] with set of vertexes S
′. Denote by E′
the number of edges of Γ′.
For every x ∈ S′ − {b1, . . . , bN(X)}, we have NS′(x) = NS(x) and, for every i ∈ {1, . . . , N(X)},
we have NS(bi) = 2 = NS′(bi) + 1. We deduce that∑
x∈S′
(2− 2g(x) −NS(x)) =
∑
x∈S′
(2− 2g(x) −NS′(x)) −N(X) (1.23)
= −2
∑
x∈S′
g(x) + 2Card(S′)− 2E′ −N(X) . (1.24)
The curve X retracts onto Γ′, hence
χtop(X) = χtop(Γ
′) = Card(S′)− E′ (1.25)
and we now conclude by (1.14).
Lemma 1.1.46. Let U and V be open subsets of X that have finite open boundaries. Then U ∪ V
and U ∩ V have finite open boundaries and we have
N(U ∪ V ) = N(U) +N(V )−N(U ∩ V ) . (1.26)
Proof. We may assume that K is algebraically closed. For every W = U, V, U ∪ V or U ∩ V , we let
Gnrc(W ) (resp. Grc(W ), resp. G/∈(W )) be the set of germs of segments of X that belong to W and
are not relatively compact in W (resp. belong to W and are relatively compact in W , resp. do not
belong to W ).
Remark that an open subset contains all the germs of segments out of its points. We deduce
that
i) Gnrc(U ∪ V ) ∩ Gnrc(U ∩ V ) = Gnrc(U) ∩ Gnrc(V ) ;
ii) Gnrc(U ∪ V ) ∩ G/∈(U ∩ V ) =
(
Gnrc(U) ∩ G/∈(V )
)
⊔
(
G/∈(U) ∩ Gnrc(V )
)
;
iii) Grc(U ∪ V ) ∩ Gnrc(U ∩ V ) =
(
Gnrc(U) ∩ Grc(V )
)
⊔
(
Grc(U) ∩ Gnrc(V )
)
.
Denote by N1, N2 and N3 the cardinals of the sets in the lines i), ii) and iii) respectively. We have
N(U ∪ V ) +N(U ∩ V ) = 2N1 +N2 +N3 = N(U) +N(V ) . (1.27)
Corollary 1.1.47. Let U and V be open subsets of X that both have finite genus and finite open
boundary. Then U ∪ V and U ∩ V have finite genus and finite open boundary and we have
χc(U ∪ V ) = χc(U) + χc(V )− χc(U ∩ V ) . (1.28)
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Proof. We may assume that K is algebraically closed. By Mayer-Vietoris’ formula for singular
homology, we have
χtop(U ∪ V ) = χtop(U) + χtop(V )− χtop(U ∩ V ) . (1.29)
Moreover, we have ∑
x∈U∪V
g(x) =
∑
x∈U
g(x) +
∑
x∈V
g(x)−
∑
x∈U∩V
g(x) . (1.30)
Using the previous lemma, the result follows.
1.2. Radii
In this section we recall the definition of the radii of convergence of a differential equation on X
following [Pul12], [PP12] and [PP13]. The properties listed here are extracted from [PP13], where
one can find a more extensive treatment.
Let x ∈ X. Let L be a complete valued extension of K such that XL contains an L-rational
point tx over x. Denote by D(x) ⊆ XL the biggest open disk centered at tx contained in π
−1
L (x)
and by D(x, S) ⊆ XL the biggest open disk centered at tx such that D(x, S) ∩ SL = ∅.
Choose an isomorphism D(x, S)
∼
→ D−L (0, R) sending tx to 0. Let us consider the pull-back
(Fx,∇x) of (F ,∇) onD−L (0, R). Set r := rank(Fx). For every i ∈ {1, . . . , r}, denote byR
′
S,i(x,F ) 6
R the radius of the biggest open subdisk of D−L (0, R) centered at 0 on which the connection (F
x,∇x)
admits at least r − i+ 1 horizontal sections that are linearly independent over L.
Definition 1.2.1 (Multiradius). For i ∈ {1, . . . , r}, we define the ith radius of convergence of (F ,∇)
at x by
RS,i(x,F ) := R
′
S,i(x,F )/R 6 1 . (1.31)
We define the multiradius of convergence of (F ,∇) at x by
RS(x,F ) := (RS,1(x,F ), . . . ,RS,r(x,F )) . (1.32)
The definition only depends on x and (F ,∇) (see [PP12, Section 2.3]).
Each RS,i(x,F ) is the inverse of the modulus (cf. [PP13, Section 1.1.2]) of a well defined subdisk
DS,i(x,F ) of D(x, S) centered at tx. We have
∅ 6= DS,1(x,F ) ⊆ DS,2(x,F ) ⊆ · · · ⊆ DS,r(x,F ) ⊆ D(x, S) . (1.33)
Lemma 1.2.2. For all i = 1, . . . , r, the function RS,i(−,F ) is constant on DS,i(x,F ). ✷
Remark 1.2.3. Let S, S′ be two pseudo-triangulations of X. If ΓS = ΓS′, then RS(−,F ) =
RS′(−,F ). Indeed the disk D(x, S) only depends on ΓS.
By Remark 1.1.28, we can find a weak triangulation S′ such that ΓS′ = ΓS, hence we get the
same radii as in [PP12] and [PP13].
Definition 1.2.4. Let i ∈ {1, . . . , r}. We say that the index i separates the radii of F at x ∈ X if
either i = 1 or RS,i−1(x,F ) < RS,i(x,F ). We say that the index i separates the radii of F if it
separates the radii of F at every point of X.
Theorem 1.2.5 ([PP13, Theorem 5.3.1]). Assume that X is connected. Set r := rank(F ). Let
i ∈ {1, . . . , r} be an index that separates the radii of F on X. Then, there exists a unique sub-object
F>i ⊂ F of rank r − i+ 1 such that, for all x ∈ X and all j ∈ {1, . . . , r − i+ 1}, one has
RS,j(x,F>i) = RS,i+j−1(x,F ) . (1.34)
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Set F<i := F/F>i. It is naturally a differential equation of rank i − 1 and, for all x ∈ X and all
j ∈ {1, . . . , i− 1}, one has
RS,j(x,F<i) = RS,j(x,F ) . (1.35)
✷
Definition 1.2.6. We say that the i-th radius RS,i(x,F ) is
spectral if DS,i(x,F ) ⊆ D(x) ,
solvable if DS,i(x,F ) = D(x) ,
over-solvable if DS,i(x,F ) ⊃ D(x) .
(1.36)
Solvable radii are spectral by definition. We also say that the index i is spectral, solvable or over-
solvable.
Remark 1.2.7. For a radius RS,i(x,F ), being spectral non-solvable is an intrinsic property. Indeed,
it does not depend on the choice of S and it is invariant by localization to a neighborhood of x
(see [PP13, Proposition 2.8.1]). On the other hand, over-solvable radii may become solvable with
respect to another triangulation.
Definition 1.2.8. We call spectral cutoff at x the biggest index ispx ∈ {0, . . . , r} such that
RS,i(x,F ) is spectral non-solvable for all i ∈ {1, . . . , i
sp
x } . (1.37)
We call oversolvable cutoff at x the smallest index isolx ∈ {0, . . . , r} such that
RS,i(x,F ) is oversolvable for all i ∈ {i
sol
x + 1, . . . , r} . (1.38)
The following definition is convenient for technical reasons concerning the super-harmonicity
properties. It agrees with the conventions of [Pul12, Section 3.2].
Definition 1.2.9 (Newton polygon). Let x ∈ X. Set r := rank(Fx). We call convergence Newton
polygon of F at x the polygon whose slopes are logRS,1(x,F ) 6 · · · 6 logRS,r(x,F ).
For i ∈ {1, . . . , r}, we define the i-th partial height of F at x by
HS,i(x,F ) :=
∏
j=1,...,i
RS,j(x,F ) . (1.39)
Definition 1.2.10 (Vertex and indexes free of solvability). Let x ∈ X. Set r := rank(Fx). Let
i ∈ {1, . . . , r}.
We say that i is a vertex of the convergence Newton polygon at x if i = r or if i + 1 separates
the radii at x.
We say that i is free of solvability if none of the indexes j ∈ {1, . . . , i} is solvable at x.
Proposition 1.2.11 (Integrality of the partial heights). Let x ∈ X and let b be a germ of segment
out of x. Set r := rank(Fx). For all i ∈ {1, . . . , r}, the slopes of HS,i(−,F ) along b belong to the
set
Z ∪
1
2
Z ∪ · · · ∪
1
r
Z . (1.40)
Moreover, if i = r or if RS,i(x,F ) < RS,i+1(x,F ) (i.e. if i is a vertex of the convergence Newton
polygon), then we have
∂bHS,i(x,F ) ∈ Z . (1.41)
Proof. There exists a virtual open annulus Cb whose skeleton represents b. We relate the radii of
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F and F|Cb by Proposition 1.3.5. We may then assume that X is an open annulus. The claim now
follows from [Pul12, Theorem 3.3.4, ii)].
Proposition 1.2.12 (Non-decreasing partial heights, [Pul12, Theorem 3.3.4, iii), (c)]). Let x ∈ S
and let b be a germ of segment out of x. Assume that the connected component of X−{x} containing b
is a virtual open disk Db that does not meet S. Set r := rank(Fx).
Let i ∈ {1, . . . , r}. Let I be a segment that belongs to the equivalence class of b (oriented as b,
i.e. away from x). Assume that i is an index free of solvability for every y ∈ I. Then, the map
HS,i(−,F ) is logarithmically non-decreasing on I. ✷
1.3. Controlling graphs
In [Pul12] and [PP12], we proved a fundamental finitess result for differential equations on curves
endowed with weak triangulations (see [PP12, Theorem 3.1.6]). By Remark 1.2.3, it still holds if X
is endowed with a pseudo-triangulation.
Theorem 1.3.1 ([Pul12],[PP12]). For every i = 1, . . . , r, the function x 7→ RS,i(x,F ) is continu-
ous. Moreover, there exists a locally finite graph Γ ⊆ X such that, for every i, the radius RS,i(−,F )
is constant on every connected component of X − Γ.
Recall that the curve X − ΓS is a disjoint union of virtual open disks.
Definition 1.3.2. Let T be a set, and let f : X → T be a function. We call S-controlling graph
(or S-skeleton) of f the set ΓS(f) of points of X without neighborhoods D in X such that
i) D is a virtual open disk;
ii) f is constant on D;
iii) D ∩ ΓS = ∅ (or equivalently D ∩ S = ∅).
In particular ΓS ⊆ ΓS(f).
We denote by ΓS,i(F ) := ΓS(RS,i(−,F )) the S-controlling graph of the function RS,i(−,F ).
By definition, we have
ΓS ⊆ ΓS,i(F ) , (1.42)
hence X − ΓS,i(F ) is a disjoint union of virtual open disks.
Let C be a connected component of X. If C = D is a virtual open disk with empty pseudo-
triangulation, and if RS,i(−,F ) is constant on D, then ΓS,i(F ) ∩ D = ΓS ∩ D = ∅. In all other
cases, ΓS,i(F ) ∩ C is non-empty, and each disk DS,i(x,F ) inside CL is relatively compact in CL
with boundary in π−1L (ΓS,i(F )). In particular, there is a natural retraction of C onto ΓS,i(F ) ∩C.
The controlling graph ΓS(F ) of (F ,∇) is defined as
ΓS(F ) :=
r⋃
i=1
ΓS,i(F ) . (1.43)
Proposition 1.3.3 ([PP12, (2.3.1)], [PP13, Proposition 2.7.1]). Let S′ be a pseudo-triangulation
such that ΓS ⊆ ΓS′. Then, for all x ∈ X and all i ∈ {1, . . . , rank(Fx)}, one has
RS′,i(x,F ) = min
(
1 , fS,S′(x) · RS,i(x,F )
)
, (1.44)
where fS,S′ : X → [1,+∞[ is the function associating to x the modulus fS,S′(x) of the inclusion
of disks D(x, S′) ⊆ D(x, S) (i.e. the ratio between the radius of D(x, S) and that of D(x, S′) with
respect to an arbitrary coordinate on D(x, S)). ✷
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Proposition 1.3.4 ([PP13, Proposition 2.7.2]). Let S′ be a pseudo-triangulation such that ΓS ⊆ ΓS′.
Then, we have
ΓS′,i(F ) = ΓS′ ∪ ΓS,i(F ) . (1.45)
✷
Proposition 1.3.5 ([PP13, Proposition 2.8.2]). Let Y be an analytic domain of X. Let SY be a
pseudo-triangulation of Y such that (ΓS∩Y ) ⊆ ΓSY . Then, for all y ∈ Y and all i ∈ {1, . . . , rank(Fy)},
one has
RSY ,i(y,F|Y ) = min
(
1 , fS,SY (y) · RS,i(y,F )
)
, (1.46)
where fS,SY : Y → [1,+∞[ is the function associating to y ∈ Y the modulus fS,SY (y) of the inclusion
D(y, SY ) ⊆ D(y, S). Hence
ΓSY ,i(F|Y ) = (ΓS,i(F ) ∩ Y ) ∪ ΓSY . (1.47)
✷
Controlling graphs may be used to refine the decomposition theorem 1.2.5.
Theorem 1.3.6 ([PP13, Theorem 5.4.11]). In the setting of Theorem 1.2.5, if we have
ΓS,1(F ) ∪ . . . ∪ ΓS,i−1(F ) ⊆ ΓS,i(F ) , (1.48)
then F>i is a direct summand of F . ✷
In the particular case of pseudo-annuli, we deduce the following result.
Lemma 1.3.7. Let C be a pseudo-annulus. Assume that all the radii of F are log-affine on ΓC .
Then all the radii are locally constant outside ΓC .
In particular, for every i ∈ {2, . . . , r}, the radii R∅,i−1(−,F ) and R∅,i(−,F ) are either every-
where equal or separated. If they are separated, then F>i is a direct summand of F .
Proof. We may assume that K is algebraically closed. Consider the canonical retraction r : C → ΓC .
Let us write the skeleton ΓC of C as an increasing union of open segments In with n > 0.
By Lemma 1.1.24, for every n > 0, Cn := r
−1(In) is an open annulus with analytic skeleton In.
In particular, for every i ∈ {1, . . . , r}, we have R∅,i(−,F )|Cn = R∅,i(−,F|Cn).
It is now enough to prove the result for an open annulus, which has been done in [PP13,
Corollary 5.5.1].
1.4. Weak super-harmonicity of HS,i(x,F ).
Let S be a pseudo-triangulation of X.
Definition 1.4.1. We define inductively a sequence of locally finite sets
CS,1(F ) ⊆ . . . ⊆ CS,r(F ) ⊆ (X − ΓS) (1.49)
as follows. Let A1 := ∅ and, for 2 6 i 6 r, let Ai be the locally finite set of points x ∈ X − ΓS
satisfying
i) RS,i(−,F ) is solvable at x;
ii) x is an end point of ΓS,i(F );
iii) x ∈
(⋃
16j6i−1 ΓS,j(F )
)
∩ ΓS,i(F ) ∩ ΓS(HS,i(−,F )).
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Set
CS,i(F ) :=
⋃
16j6i
Aj . (1.50)
In the sequel, if no confusion is possible, we will write CS,i instead of CS,i(F ) for short.
In our study of super-harmonicity in [PP13], we have introduced a technical condition (TR) at
a point x of type 2 of X (see [PP13, Definition 6.2.17]). We do not want to state it here again, but
we recall that it is automatically satisfied when g(x) = 0 or when the characteristic of the residue
field K˜ is different from 2 (see [PP13, Proposition 6.2.18]).
Theorem 1.4.2 (Weak super-harmonicity, [PP13, Theorem 6.2.27]). Let x ∈ X and i ∈ {1, . . . , rank(Fx)}.
i) Let x ∈ ΓS ∩ Int(X). If x is of type 2, assume moreover that it satisfies the condition (TR).
Then
ddcHS,i(x,F ) 6 −χ(x, S) ·min(i, i
sp
x ) . (1.51)
ii) If x /∈ (S ∪ CS,i), then
ddcHS,i(x,F ) 6 0. (1.52)
Moreover equalities hold in (1.51) and (1.52) if i is a vertex free of solvability at x (see Defini-
tion 1.2.10).
Note that CS,1 = ∅, so that RS,1 satisfies (1.52) outside S.
Definition 1.4.3. Let x ∈ X. For all i ∈ {1, . . . , ispx }, we call i-th intrinsic Laplacian of F at x the
number
∆i(x,F ) :=
{
ddcHS,i(x,F ) if x /∈ S ,
ddcHS,i(x,F ) + i · χ(x, S) if x ∈ S .
(1.53)
If X is an affinoid domain of A1,anK , then ∆i(x,F ) coincides with the Laplacian of the function
HFi (x) of [Pul12]. The following lemma proves that it is independent on S.
Lemma 1.4.4. Let x ∈ X. For all i ∈ {1, . . . , ispx }, ∆i(x,F ) is independent of S.
Proof. We can assume K algebraically closed. Let S, S′ be two pseudo-triangulations. Without loss
of generality we assume that S ⊆ S′.
If x /∈ ΓS′ , then dd
cHS,i(x,F ) = dd
cHS′,i(x,F ), because the slopes of the radii are all unchanged
by localization to the connected component D of X − ΓS′ containing x (cf. Proposition 1.3.3).
If x ∈ ΓS′ − ΓS, let bx,∞ be the germ of segment out of x directed towards ΓS . Then for all
i ∈ {1, . . . , ispx } we have
∂bRS′,i(x,F ) =

∂bRS,i(x,F ) if b /∈ B(x,ΓS′)
∂bRS,i(x,F ) − 1 if b = bx,∞
∂bRS,i(x,F ) + 1 if b ∈ B(x,ΓS′), b 6= bx,∞ .
(1.54)
We deduce that ddcHS′,i(x,F ) = dd
cHS,i(x,F ) − i + i(NS′(x) − 1), where −i comes from bx,∞,
and NS′(x)− 1 is the cardinality of B(x,ΓS′)− {bx,∞}. Since x /∈ ΓS, then g(x) = 0, so χ(x, S
′) =
2−NS′(x), and we conclude.
The case where x ∈ ΓS is similar.
1.5. Tubes.
In this section we give some definitions imitating the setting of rigid cohomology.
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1.5.1. Elementary tubes.
Definition 1.5.1 (Elementary tube). Let x ∈ X. A connected analytic domain V of X is said to
be an elementary tube centered at x if V − {x} is a disjoint union of virtual open disks.
It is said to be an elementary tube adapted to F if, moreover, the radii of F are constant on
each of these virtual open disks.
Remark 1.5.2. If x is a point of type 1 or 4, there are no elementary tubes centered at x. Indeed
there are no disks in X with boundary x.
If x has type 3, there are three possibilities for an elementary tube V centered at x:
i) V = {x};
ii) V is a virtual closed disk with boundary x;
iii) V is a connected component of X isomorphic to the analytification of a projective curve of
genus 0.
If x has type 2, then V is either an affinoid domain or a connected component of X isomorphic
to the analytification of a projective curve.
Definition 1.5.3 (Singular directions). Let x ∈ X and let V be an elementary tube centered at x.
There are a finite number of germs of segments b1, . . . , bn out of x that do not meet V . We call them
singular directions at x with respect to V and write
Sing(x, V ) := {b1, . . . , bn} . (1.55)
If K is algebraically closed, we set
NV (x) := n = Card(Sing(x, V )) . (1.56)
If K is arbitrary, we denote by x′1, . . . , x
′
d the points of XK̂alg over x. For every i ∈ {1, . . . , d},
the connected component V ′i of VK̂alg containing x
′
i is an elementary tube centered at x
′
i. We set
NV (x) := dNV ′1 (x
′
1) = · · · = dNV ′d (x
′
d) =
d∑
i=1
NV ′i (x
′
i) . (1.57)
Definition 1.5.4 (Elementary neighborhoods). Let Y be an analytic domain of X. For every y ∈
∂Y , denote by by,1, . . . , by,ty the germs of segments out of x that belong to X but not to Y . We say
that an open subset U of X is an elementary neighborhood of Y if it may be written in the form
U = Y ∪
( ⋃
y∈∂Y
16i6ty
Cy,i
)
, (1.58)
where Cy,i is a non-empty virtual open annulus whose skeleton represents by,i and all the Cy,i’s are
disjoint and disjoint from Y .
The open subset U is said to be an elementary neighborhood adapted to F if, moreover, for
every y ∈ ∂Y and every i ∈ {1, . . . , ty}, the radii of F|Cy,i (where Cy,i is endowed with the empty
pseudo- triangulation) are log-affine on the skeleton of Cy,i.
Remark 1.5.5. i) If SY is a pseudo-triangulation of Y , then it is also a pseudo-triangulation
of all of its elementary neighborhoods. In particular, if V is an elementary tube centered at x,
then {x} is a pseudo-triangulation of every elementary neighborhood of V . In the sequel, this
will always be the triangulation we choose for elementary neighborhoods.
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ii) The set of elementary neighborhoods of an analytic domain Y that are adapted to F is a basis
of neighborhoods of Y .
We may now use Lemma 1.3.7 to prove the following result.
Lemma 1.5.6. Let Y be a connected analytic domain of X and SY be a pseudo-triangulation of Y .
Set r := rank(F|Y ). Let U be an elementary neighborhood of Y that is adapted to F . Denote the
skeleton of the pseudo-triangulation SY of U by ΓU . Then, for every i ∈ {1, . . . , r}, we have
ΓSY ,i(F|U ) = ΓSY ,i(F|Y ) ∪ ΓU . (1.59)
✷
Recall that, if x is a point of X − ∂X of type 2, then there is a natural bijection between the
set of germs of segments out of x and the set of closed points of Cx (see [Duc, The´ore`me 4.2.10]).
Lemma 1.5.7. Assume that K is algebraically closed. Let x ∈ Int(X) be a point of type 2, let V be
an elementary tube centered at x and let U be an elementary neighborhood of V . Let p1, . . . , pNV (x) be
the closed points of Cx corresponding to the singular directions b1, . . . , bNV (x) at x. Denote by χc(Cx−
{p1, . . . , pNV (x)}) the compactly supported Euler characteristic of the curve Cx −{p1, . . . , pNV (x)} in
the sense of e´tale cohomology. We have
χc(V
†) = χc(U) = χc(Cx − {p1, . . . , pNV (x)}) = 2− 2g(x) −NV (x) . (1.60)
✷
1.5.2. Canonical tubes. Recall that the graph ΓS(F ) is locally finite thanks to Thm. 1.3.1.
Definition 1.5.8 (Canonical tube and canonical singular directions). Let x ∈ X be a point of type 2
or 3. We denote by VS(x,F ) the union of {x} with all the virtual open disks with boundary x that
do not meet ΓS(F ).
The set VS(x,F ) is an elementary tube centered at x that is adapted to F . We call it canonical
tube at x.
We define the set of canonical singular directions at x to be
SingS(x,F ) := Sing(x, VS(x,F )) . (1.61)
We set
NS(x,F ) := NVS(x,F )(x) . (1.62)
In the sequel, we will often suppress the subscript S when it is clear from the context.
Remark 1.5.9. Assume that K is algebraically closed. Let x ∈ X be a point of type 2 or 3. Then,
NS(x,F ) is equal to the number of branches out of x belonging to ΓS(F ), if x ∈ ΓS(F ), and to 1
otherwise.
1.5.3. Canonical local decomposition. The following proposition is a consequence of the
global decomposition results of [PP13].
Proposition 1.5.10 (Canonical local decomposition). Let x ∈ X be a point of type 2 or 3. Let V be
an elementary tube centered at x that is adapted to F . For every elementary neighborhood U of V
that is adapted to F , the restriction F|U of F to U admits a direct sum decomposition
F|U = F
ρ1
|U
⊕ · · · ⊕F ρm
|U
(1.63)
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where all the radii R{x},j(x,F
ρi
|U ) are equal to ρi (U being endowed with the pseudo-triangulation {x}).
In particular, we have a decomposition
F|U = F
<sol
|U ⊕F
sol
|U , (1.64)
where all the radii of F<sol|U (resp. F
sol
|U ) are spectral non-solvable (resp. solvable) at x. By restriction,
it induces a decomposition
F|V † = F
<sol
|V †
⊕F sol|V † (1.65)
with the same properties.
Proof. Set r := rank(Fx). Let U be an elementary neighborhood of V that is adapted to F . Denote
the skeleton of the pseudo-triangulation {x} of U by ΓU . By Lemma 1.5.6, for every i ∈ {1, . . . , r},
we have Γ{x},i(F|U ) = ΓU . We may now conclude by Theorem 1.3.6.
Definition 1.5.11. Let x ∈ X be a point of type 2 or 3. Applying Proposition 1.5.10 to V =
VS(x,F ), we find a decomposition
F|VS(x,F )† = F
<sol
|VS(x,F )†
⊕F sol|VS(x,F )† (1.66)
which we call the canonical local decomposition.
1.5.4. Overconvergence.
Definition 1.5.12 (Overconvergent functions). For every subset V of X, we set
O
†
X(V ) := lim−→
U⊇V
O(U) , (1.67)
where U runs through the family of analytic domains of X that are neighborhoods of V .
We often write O†(V ) := O†X(V ) if no confusion is possible.
Remark 1.5.13. The definition is completely satisfactory only if V ⊆ Int(X). In rigid cohomol-
ogy, this is often fulfilled by embedding V into a projective curve X (for which Int(X) = X) and
considering O†
X
(V ).
Remark 1.5.14 (Mittag-Leffler decomposition). Assume that K is algebraically closed and that X
is the affine line. Let D = D+K(0, 1) be the closed unit disk and let x be the unique point in its Shilov
boundary. Let V ⊆ D be an elementary tube centered at x. Let b∞ be the germ of segment in X out
of x that does not belong to D (hence not to V either). For every b ∈ Sing(x, V )− {b∞}, let Db be
the connected component of D − {x} containing b. It is an open disk.
Each function of O†(V ) can be written uniquely as (cf. [Chr12, Section 3.1])
fb∞(T ) +
∑
b∈Sing(x,V )−{b∞}
fb(T ) , (1.68)
where
i) fb∞(T ) =
∑
k>0 ab∞,k T
k converges for |T | 6 1 + ε for some unspecified ε > 0;
ii) for all b ∈ Sing(x, V ) − {b∞}, fb(T ) =
∑
k>1 ab,k (T − cb)
−k, with cb ∈ Db(K), converges for
|T − cb| > 1− ε for some unspecified ε ∈ ]0, 1[.
The same result holds for any f ∈ O(V ) with the difference that fb∞ converges for |T | 6 1, and fb
converges for |T − cb| > 1 (no overconvergence).
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In other words, we have
O
†(V ) = O†(Dx)⊕
⊕
b∈Sing(x,V ), b6=b∞
(T − cb)
−1 · O†(P1,anK −Db) , (1.69)
O(V ) = O(Dx)⊕
⊕
b∈Sing(x,V ), b6=b∞
(T − cb)
−1 ·O(P1,anK −Db) . (1.70)
We continue our analogy with rigid cohomology.
Definition 1.5.15 (Overconvergent isocrystals). Let V be an elementary tube centered at a point
x ∈ X of type 2 or 3. An overconvergent isocrystal over V is a differential equation F over O†(V )
such that
R{x},1(x,F ) = 1 . (1.71)
Remark 1.5.16. Let F be an overconvergent isocrystal over an elementary tube V centered at x.
By [PP13, 6.1.4, ii)], all the radii R{x},i(−,F ) are constant with value 1 on V . In particular, F is
trivial on each virtual open disk in V − {x}.
As a consequence, if F is considered as a differential module on an elementary neighborhood U
of V , then the germs of segments out of x that belong to Γ{x},i(F ) are exactly those of Sing(x, V )
and we have
Γ{x},i(F ) = ΓU for all i ∈ {1, . . . , rank(F )} , (1.72)
where ΓU denotes the skeleton of the pseudo-triangulation {x} of U .
Remark 1.5.17. If x is a point of type 2 or 3, then V = VS(x,F ) is an elementary tube centered
at x and the module F sol
|V †
of Definition 1.5.11 is naturally an overconvergent isocrystal on V .
Remark 1.5.18. If F is an overconvergent isocrystal defined on an elementary neighborhood of an
elementary tube V centered at x, then
V{x}(x,F ) = V , Sing(x,F ) = Sing(x, V ) . (1.73)
1.5.5. Localization of the partial heights to an elementary tube. Here, we investigate
how the Laplacian is modified when we localize to an elementary tube.
Notation 1.5.19. Let x ∈ X be a point of type 2 or 3. If b is a germ of segment out of x that does
not belong to ΓS, then the connected component of X − {x} that corresponds to b is a virtual open
disk. We denote it by Dx,b, or Db if no confusion may arise.
If x /∈ ΓS, since X − ΓS is a disjoint union of virtual open disks, there exists a unique virtual
closed disk inside X − ΓS with boundary x. We denote it by Dx. There exists a unique germ of
segment out of x that does not belong to Dx. We denote it by bx,∞, or by b∞ if no confusion may
arise.
We use h0(Db,F ) (resp. h
0(D†x,F )) to denote the dimension of the K-vector spaces of solutions
of F on D (resp. overconvergent solutions of F on Dx). For a precise definition, see Section 1.6.1
(resp. Section 1.6.2).
Recall that a germ of segment out of a point is oriented away from that point.
Lemma 1.5.20. Let x ∈ X be a point of type 2 or 3. Set r := rank(Fx). Let b be a germ of segment
out of x and let Cb be a virtual open annulus that is a section of b. Then, the following equalities
hold.
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i) If x ∈ ΓS and b ⊆ ΓS, then we have ∂bH∅,r(x,F|Cb) = ∂bHS,r(x,F );
ii) If x ∈ ΓS and b * ΓS or if x /∈ ΓS and b 6= b∞, then we have
∂bH∅,r(x,F|Cb) = ∂bHS,r(x,F ) − h
0(Db,F ) + r ; (1.74)
iii) If x /∈ ΓS and b = b∞, then, we have
∂bH∅,r(x,F|Cb) = ∂bHS,r(x,F ) + h
0(D†x,F )− r . (1.75)
Proof. All the statements are deduced from Proposition 1.3.5.
i) It is immediate.
ii) Restricting from X to Db leaves the slopes of the radii along b unchanged. Restricting to Cb
causes the slopes of the radii RS,i(−,F ) that are spectral on b to increase by 1, whereas it leaves
unchanged (and equal to 0) the slopes of the radii that are oversolvable on b. Since the oversolvable
radii correspond to the solutions of F on Db, the result follows.
iii) As above, restricting from X to D†x leaves the slopes of the radii along b unchanged. The
argument continues as before except that the slopes of the spectral radii decrease by 1 this time.
Corollary 1.5.21. Let x be a point of type 2 or 3 and let V be an elementary tube centered at x
that is adapted to F . Set r := rank(Fx). Then the following results hold.
i) If x /∈ ΓS, then we have
ddcH{x},r(x,F|V †) = dd
cHS,r(x,F )−r ·χc(V
†)+h0(D†x,F )−
∑
b∈Sing(x,V )
b6=b∞
h0(Db,F ) . (1.76)
ii) If x ∈ ΓS, then we have
ddcH{x},r(x,F|V †) = dd
cHS,r(x,F ) + r · (NV (x)−NS(x))−
∑
b∈Sing(x,V )
b*ΓS
h0(Db,F ) . (1.77)
✷
1.6. De Rham cohomology and index.
1.6.1. Definitions and first properties. Consider the complex of sheaves
E(F )• : (· · · → 0→ F
∇
→ F ⊗ Ω1X → 0→ · · · ) , (1.78)
where F is placed in degree 0 and F ⊗Ω1X in degree 1. The cohomology of F (resp. the hyperco-
homology of E(F )•) will be denoted by H i(·,F ) (resp. Hi(·, E(F )•)).
Definition 1.6.1. The de Rham cohomology groups HidR(X,F ) of F are the hypercohomology
groups Hi(X, E(F )•) of the complex E(F )•.
We say that F has finite index if HidR(X,F ) is finite dimensional at all degrees i, and if the
dimension is zero at almost all degrees. In this case we denote by hidR(X,F ) the dimension of the
K-vector space HidR(X,F ) and set
χdR(X,F ) :=
∑
i
(−1)i · hidR(X,F ) . (1.79)
We call χdR(X,F ) the index of F .
Lemma 1.6.2. Let U and V be two open subsets of X such that X = U ∪ V . Let E• be a complex
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of sheaves of groups over X. We have the Mayer-Vietoris long exact sequence
· · · → Hi−1(U ∩ V, E•)→ Hi(X, E•)→ Hi(U, E•)⊕Hi(V, E•)→ Hi(U ∩ V, E•)→ Hi+1(X, E•)→ · · ·
(1.80)
In particular, if, for all i ∈ Z, the spaces Hi(U, E•), Hi(V, E•) and Hi(U ∩ V, E•) are finite-
dimensional, then, for all i ∈ Z, the space Hi(X, E•) is finite-dimensional too. ✷
In some cases, the definition can be made more concrete.
Lemma 1.6.3. If X is quasi-Stein, then we have
H0dR(X,F ) = Ker(∇ : F (X)→ F (X) ⊗O(X) Ω
1(X)) (1.81)
and
H1dR(X,F ) = Coker(∇ : F (X)→ F (X) ⊗O(X) Ω
1(X)) , (1.82)
and HidR(X,F ) = 0 for all i 6= 0, 1. ✷
Definition 1.6.4 (De Rham cohomology and index). Let A be a K-algebra together with a derivation
d : A→ A such that K = Ker(d). Let (M,∇) be a differential module over (A, d), i.e. an A-module M
equipped with a connection ∇ : M→ M verifying the Leibnitz rule ∇(am) = d(a)m+ a∇(m) for all
a ∈ A, m ∈ M. If the kernel and the cokernel of ∇ are finite-dimensional K-vector spaces, we say
that M has finite index and we set
H0dR(A,M) := Ker(∇), (1.83)
H1dR(A,M) := Coker(∇), (1.84)
χdR(A,M) := dimK H
0
dR(A,M) − dimK H
1
dR(A,M) . (1.85)
We call χdR(A,M) the index of M.
We denote by hi(·, ·) the dimension of the K-vector space HidR(·, ·).
Lemma 1.6.5. If X is quasi-Stein and if the sheaf Ω1X is free, then Definitions 1.6.1 and 1.6.4
agree. There exists a derivation d on O(X) such that the differential equation (F ,∇) induces a
differential module (F (X),∇) over (O(X), d) and, for i = 0, 1, we have
HidR(X,F ) = H
i
dR(O(X),F (X)) . (1.86)
✷
We now provide some conditions to ensure that we have trivial cohomology in the spectral
non-solvable case.
Proposition 1.6.6. Let X be a connected quasi-smooth curve, and assume that we are in one of
the following two situations.
Situation 1:
i) ΓS 6= ∅ (i.e. X is not a virtual open disk with empty pseudo-triangulation);
ii) ΓS(F ) = ΓS;
iii) all the radii of F are spectral non-solvable at each point of ΓS(F ).
Situation 2:
i) X = D is a virtual open disk with empty triangulation;
ii) all the radii of F are constant, spectral and non-solvable on the germ of segment at infinity
of D.
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Then for all i we have
HidR(X,F ) = 0 . (1.87)
Proof. We proceed in two steps.
Step 1: We begin by assuming that K is not trivially valued, that X is strictly K-analytic,
connected, and quasi-Stein, and that Ω1X is free.
Set r := rank(F ). A global solution of F would converge on some maximal disk D(x, S), hence
producing
– in situation 1: a solvable radius at the point of ΓS that lies at the boundary of D(x, S) ;
– in situation 2: an oversolvable radius on the germ of segment at infinity b∞ of X = D .
In both cases, this contradicts the assumptions. We deduce that H0dR(X,F ) = 0.
SinceX is quasi-Stein and Ω1X is free, by Lemma 1.6.5, we have H
1
dR(X,F ) = H
1
dR(O(X),F (X)).
By [Ked10, Lemma 5.3.3 and Remark 5.3.4], we deduce that H1dR(X,F ) = Ext
1(F ∗(X),O(X)).
We will now prove that this last group is 0 by proving that every exact sequence
0→ O(X)→ E → F ∗(X)→ 0 (1.88)
splits. By Corollary 1.1.16, coherent sheaves on X are generated by their global sections, hence such
a sequence induces an exact sequence of differential equations
0→ OX → E → F
∗ → 0 . (1.89)
It is enough to prove that this last sequence splits.
Let us first prove that all the radii of F ∗ are everywhere strictly smaller than 1. Assume that
we are in situation 1. Since spectral non-solvable radii are stable by duality, this is true on ΓS.
Assume by contradiction that there exists x ∈ X−ΓS and i ∈ {1, . . . , r} such that RS,i(x,F
∗) = 1,
which means that DS,i(x,F
∗) = D(x, S). Then, since RS,i(−,F
∗) is continuous on X and constant
on DS,i(x,F
∗), we also have RS,i(y,F
∗) = 1 at the boundary point y of D(x, S). Since y belongs
to ΓS, this is absurd.
Assume that we are in situation 2 and that there exists x ∈ X and i ∈ {1, . . . , r} such that
RS,i(x,F
∗) = 1. Then the radius RS,i(−,F
∗) is constant and equal to 1 on the disk X. On the
other hand, since RS,i(−,F ) is spectral non-solvable on b∞, it is equal to RS,i(−,F
∗) and strictly
smaller than 1 on some representative of this segment. This is absurd.
We have now proven that all the radii of F ∗ are everywhere strictly smaller than 1. We also
know that all the radii of O are constant and equal to 1. By [PP13, Proposition 2.9.5], the family of
radii of E is the union (with multiplicities) of those of F ∗ and those of OX . By Theorem 1.3.6, we
deduce that E splits into E<r+1 and E>r+1. By uniqueness, we have E>r+1 = OX and E<r+1 = F
∗.
The result follows.
Step 2: the general case.
By Corollary A.3.16, it is enough to prove the result after extending the scalars. Hence, we
may assume that K is non-trivially valued, algebraically closed, maximally complete and that X is
strictly K-analytic.
If we are in situation 2, then X is a disk, hence Ω1 is free and we conclude by the Step 1.
Let us now assume that we are in situation 1. Let us first enlarge the pseudo-triangulation S
into a pseudo-triangulation S′ such that ΓS′ = ΓS and every connected component of X − S
′ is
either a disk or an annulus (and not only a pseudo-annulus).
For each point x of S′, choose an open neighborhood Ux of x such that
i) {x} is a pseudo-triangulation of Ux adapted to F|Ux ;
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ii) Γ{x}(F|Ux) = Γ{x}, where Γ{x} is the skeleton of the pseudo- triangulation {x} of Ux;
iii) Ux is quasi-Stein;
iv) Ω1Ux is free;
Up to shrinking them, we may assume that all the Ux’s are disjoint. Set U :=
⋃
x∈S′ Ux. By Step 1,
we have H0dR(U,F|U ) = H
1
dR(U,F|U ) = 0.
Let V be the union of the connected components of X − S′ that are not contained in U . Since
each of these connected components C is isomorphic to an open subset of the affine line, Ω1 is free
on it. Moreover, C is an open annulus or disk, and then the conditions of Step 1 are satisfied. We
deduce that H0dR(V,F|V ) = H
1
dR(V,F|V ) = 0.
Now, by construction, U ∩V is a disjoint union of open annuli and all the radii of F are locally
constant outside their skeletons. By Step 1 again, we have H0dR(U∩V,F|U∩V ) = H
1
dR(U∩V,F|U∩V ) =
0.
The result now follows from the Mayer-Vietoris exact sequence.
Corollary 1.6.7. Assume that X is connected. Let i be an index separating the radii of F over X
such that the quotient F<i appearing in Theorem 1.2.5 satisfies the assumptions of Proposition
1.6.6. Then F has finite index if, and only if, F>i has finite index. In this case, for all i > 0 we
have
HidR(X,F ) = H
i
dR(X,F>i) , χdR(X,F ) = χdR(X,F>i) . (1.90)
Proof. Write the cohomology long exact sequence associated to the short exact sequence 0→ F>i →
F → F<i → 0.
Corollary 1.6.8. Let D be a virtual open disk inside X such that ΓS(F ) ∩ D = ∅. Then F has
finite index on D and H1dR(D,F ) = 0.
Proof. By Corollary A.3.16, we may extend the scalars and assume that K is algebraically closed.
Endow D with the empty pseudo-triangulation. The radii of F|D are all constant on D. If they
are all strictly smaller than 1, then we are in situation 2 of Proposition 1.6.6 and the result holds.
Otherwise, let j ∈ {1, . . . , r} be the smallest index such that R∅,j(−,F ) = 1 on D. Applying
Corollary 1.6.7 with i = j, we find
H1dR(D,F|D) = H
1
dR(D,F|D,>j). (1.91)
Since all the radii of the module F|D,>j are equal to 1, it is a finite sum of trivial modules. Since
the usual derivation is surjective on O(D), we have H1dR(D,O) = 0 and the result follows.
1.6.2. Overconvergent cohomology. The module with connection (F ,∇) is said to be
overconvergent on X if there exists a quasi-smooth K-analytic curve X ′ and a connexion (F ′,∇′)
on X ′ such that X embeds as an analytic domain of X ′ and (F ′,∇′) restricts to (F ,∇) on X. We
fix this setting in this section. We will abuse notation and not mention explicitly the dependence
in F ′ and ∇′.
The overconvergent de Rham cohomology of F on X (with respect to X ′) is defined as the
inductive limit of the de Rham cohomology of F ′ on the neighborhoods U of X in X ′:
HidR(X
†,F ) := lim−→
U
HidR(U,F
′) . (1.92)
Corollary 1.6.9. Let x ∈ X be a point of type 2 or 3. Let V be an elementary tube centered at x
that is adapted to F . Assume that all the radii of F are spectral and non-solvable at x.
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Then, for every elementary neighborhood Ux of V in X that is adapted to F , we have H
i
dR(Ux,F ) =
0 for all i > 0. In particular, for the overconvergent cohomology on V with respect to X, for all
i > 0 we have
HidR(V
†,F ) = 0 . (1.93)
✷
Proof. Let Ux be an elementary neighborhood of V in X that is adapted to F . Endow it with the
triangulation {x} (see Remark 1.5.5). Using the hypothesis, we show that we have
i) Γ{x}(F ) = Γ{x};
ii) all the radii of F|Ux are spectral and non-solvable at every point of Γ{x}.
We now are in situation 1 of Proposition 1.6.6 and we conclude.
Corollary 1.6.10. Let x be a point of type 2 or 3. Let V be an elementary tube centered at x that
is adapted to F . Let F|V † = F
<sol
|V †
⊕F sol
|V †
be the decomposition of Proposition 1.5.10 (for instance
the canonical local decomposition of Definition 1.5.11). Then, for the overconvergent cohomology
on V with respect to X, for all i > 0 we have
HidR(V
†,F<sol
|V †
) = 0 . (1.94)
Moreover FV † has finite index if, and only if, F
sol
V †
has finite index. In this case, for all i > 0 we
have
HidR(V
†,F|V †) = H
i
dR(V
†,F sol|V †) , χdR(V
†,F|V †) = χdR(V
†,F sol|V †) . ✷
(1.95)
The following corollary is often useful to remove the boundary.
Corollary 1.6.11. Assume that for every x ∈ ∂X, the radii of F at x are all spectral non-solvable.
For every x ∈ ∂X, choose an elementary tube Vx centered at x that is adapted to F . Set
Y := X −
⋃
x∈∂X
Vx . (1.96)
Then, for i = 0, 1, we have canonical isomorphisms
HidR(X,F )
∼
→ HidR(Int(X),F )
∼
→ HidR(Y,F ) . (1.97)
Proof. By Corollary 1.6.9, for every x ∈ ∂X, there exists an elementary neighborhood Ux of Vx
such that HidR(Ux,F ) = 0 for all i > 0. Up to shrinking the Ux’s, we may assume that they are all
disjoint and adapted to F . Set U :=
⋃
x∈∂X Ux. Then, we have H
i
dR(U,F ) = 0 for i > 0.
The intersection U∩Y is a disjoint union of virtual open annuli on which the radii are all spectral
non solvable and log-affine, hence, by Proposition 1.6.6, we have HidR(U ∩ Y,F ) = 0 for all i > 0.
Since X = Y ∪ U , the isomorphism HidR(X,F )
∼
→ HidR(Y,F ) now follows from the Mayer-
Vietoris exact sequence (see Lemma 1.6.2).
Finally, Int(X) = X−∂X is the disjoint union of Y and of a family of disjoint virtual open disks
on which the radii are all constant. For every such disk D, the non-solvability assumption implies
that H0dR(D,F ) = 0 and it follows from Corollary 1.6.8 that we also have H
1
dR(D,F ) = 0. The
result now follows from the Mayer-Vietoris exact sequence as before.
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2. Local measure of the irregularity at a Berkovich point
In this section we obtain some index formulas that we qualify as of local nature. These are mainly
generalizations of analogous index formulas obtained by G. Christol and Z. Mebkhout under solvabil-
ity assumptions. We also obtain applications to super-harmonicity of the heights of the convergence
Newton polygon.
2.1. Equations with log-affine radii over annuli
Let C be a pseudo-annulus endowed with the empty pseudo-triangulation. Let F be a differential
equation of rank r on C.
Definition 2.1.1 (Robba property). We say that the index i ∈ {1, . . . , r} satisfies the Robba prop-
erty if R∅,i(−,F ) = 1 on the skeleton ΓC of C.
Definition 2.1.2. Assume that all the radii of F are log-affine on ΓC . If one of the indexes satisfies
the Robba property, then we set
F
Robba := F>iR , (2.1)
where iR denotes the smallest index satisfying the Robba property. Otherwise, we set F
Robba := 0.
The module FRobba is called the Robba part of F .
Proposition 2.1.3. Assume that all the radii of F are log-affine on ΓC . Then F has finite index
if, and only if, FRobba has. Moreover, in this case, for all i = 0, 1, we have
HidR(C,F
Robba) = HidR(C,F ) , χdR(C,F
Robba) = χdR(C,F ) . (2.2)
Proof. If one of the indexes satisfies the Robba property, then the claim follows from Corollary
1.6.7. Otherwise, it is a consequence of Proposition 1.6.6, situation 1.
Remark 2.1.4. If the radii of F are not log-linear, it is not clear whether FRobba exists. Moreover,
when it exists, it is not in general a direct summand of F .
We now provide a few definitions of equations free of Liouville numbers. Here, we will only deal
with local cases. We will handle the global case later, in Definition 3.3.1.
We quote from [CM01, p. 630]. In [CM97, 5.3-6], Christol and Mebkhout defined the exponent of
FRobba as a class of (Zp/Z)r, where r = rank(FRobba), modulo a certain equivalence relation. The
module FRobba is said to have the property (DNL) if the difference of the entries of its exponents
have the property (NL) of [CM97, 4.3-4, 4.4-6]. If moreover the entries of the exponent themselves
have the property (NL), then the module FRobba is said to have the property (NL).
Definition 2.1.5 (Equations free of Liouville numbers). Assume that C is a virtual open annulus
and that all the radii of F are log-affine on ΓC .
Assume the residual field K˜ has positive characteristic p > 1. In this case we say that F is free of
Liouville numbers (along ΓC) if there exists a spherically complete algebraically closed extension Ω
of K such that the modules π∗Ω(F )
Robba and End(π∗Ω(F )
Robba) satisfy the property (NL) of [CM01]
on each annulus that is a connected component of CΩ.
If the residual field K˜ has characteristic 0, all differential equations are free of Liouville Numbers.
Theorem 2.1.6 (Christol-Mebkhout’s index theorem for virtual open annuli). Assume that C is
a virtual open annulus and that all the radii of F are log-affine on ΓC. If F is free of Liouville
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numbers (along ΓC), then, F has finite index and one has
χdR(C,F ) = 0 . (2.3)
Moreover if C ′ ⊆ C is an open virtual sub-annulus such that ΓC′ ⊆ ΓC , then, for all i = 0, 1, one
has
HidR(C,F ) = H
i
dR(C
′,F ) . (2.4)
Proof. By Corollary A.3.16, we may assume that K is algebraically closed. By Proposition 2.1.3,
we may also assume that F = FRobba. The claim is then proved in [CM02, Thm. 12.1] (see also
[CM97, Thm. 6.2-4, 6.2-10] and [CM00, Thm 2.2-1]) if the residue characteristic of K is positive,
and in [Ked13, 3.7.6] in the general case.
Lemma 2.1.7. Assume that C is a virtual open annulus. Assume that all the radii of F are log-
affine on ΓC . Let C
′ ⊆ C be a virtual open annulus such that ΓC′ ⊆ ΓC . Then, F is free of Liouville
numbers (along ΓC) if, and only if, F|C′ is free of Liouville numbers (along ΓC′).
Proof. This follows from the definition of the exponents, see [CM97, after De´finition 5.3.2] or [Ked13,
Theorem 3.4.16].
By the Lemma we can test the Liouville condition on an arbitrary open sub-annulus C ′ such
that ΓC′ ⊆ ΓC . In particular we can define what it means to be free of Liouville numbers for a
differential equation over an open pseudo-annulus.
Definition 2.1.8. Let C be an open pseudo-annulus. Assume that all the radii of F are log-affine
on ΓC . We say that F is free of Liouville numbers (along ΓC) if there exists a virtual open annulus
C ′ ⊆ C with ΓC′ ⊆ ΓC , such that F|C′ is free of Liouville numbers (along ΓC′). In this case F|C′′
is free of Liouville numbers (along ΓC′′) for all open pseudo-annulus C
′′ ⊆ C such that ΓC′′ ⊆ ΓC .
The following definition now makes sense.
Definition 2.1.9. Let b be a germ of segment of X that is represented by the skeleton of an open
pseudo-annulus. Assume that all the radii of F are log-affine on b. Let C be an open pseudo-annulus
representing b on which the radii of F are all log-affine. We say that F is free of Liouville numbers
along b if F|C is free of Liouville numbers (along ΓC).
In particular, it makes sense to say that F is free of Liouville numbers on b, for any germ of
segment out of a point x ∈ X.
Lemma 2.1.10. Let D be an open pseudo-disk in X. Denote by b its germ of segment at infinity.
Set r := rank(F|D). Assume that for every i ∈ {1, . . . , r}, we have ∂bR∅,i(−,F|D) = 0. Then, F is
free of Liouville numbers along b.
Proof. Let C be an open pseudo-annulus whose skeleton represents b and on which all the radii of
F are constant. In particular the radii R∅,i(−,F ) (before localization to C) are either spectral non
solvable on b, or oversolvable on b. The Robba part (F|C)
Robba is hence the restriction to C of the
trivial submodule of F , and so it is free of Liouville numbers.
Corollary 2.1.11. Let x ∈ X be a point of type 2 or 3. For every b /∈ Sing(x,F ), F is free of
Liouville numbers along b. ✷
Definition 2.1.12 (Equation free of Liouville numbers at a point). Let x ∈ X. We say that F is
free of Liouville numbers at x if F is free of Liouville numbers along b, for every germ of segment b
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out of x.
Lemma 2.1.13. Let C be an open pseudo-annulus. Assume that all the radii of F are log-affine
on ΓC . The following properties are equivalent:
i) F is free of Liouville numbers along ΓC ;
ii) there exists an open pseudo-annulus C ′ ⊆ C with ΓC′ ⊆ ΓC such that F|C′ is free of Liouville
numbers along ΓC′ ;
iii) for every open pseudo-annulus C ′ ⊆ C with ΓC′ ⊆ ΓC , F|C′ is free of Liouville numbers along
ΓC′ ;
iv) there exists a relatively compact germ of segment b inside ΓC such that F is free of Liouville
numbers along b ;
v) for every relatively compact germ of segment b inside ΓC , F is free of Liouville numbers
along b . ✷
We now derive results about overconvergent cohomology. We will use the setting of Section 1.6.2
with the additional condition that the curve X ′ has no boundary.
Definition 2.1.14. We say that (F ,∇) is fully overconvergent on X if there exists a smooth K-
analytic curve (with no boundary) X ′ and a connexion (F ′,∇′) on X ′ such that X embeds as an
analytic domain of X ′ and (F ′,∇′) restricts to (F ,∇) on X.
For the rest of the section, we fix the setting of Definition 2.1.14.
Definition 2.1.15. Let x ∈ ∂X. Denote by bx,1, . . . , bx,tx the germs of segments out of x that
belong to X ′ but not to X. We say that F is free of overconvergent Liouville numbers at x if, for
every i ∈ {1, . . . , tx}, F
′ is free of Liouville numbers along bx,i.
Lemma 2.1.16. Assume that
i) F is overconvergent on X;
ii) F is free of overconvergent Liouville numbers at every point of ∂X.
Let U be an elementary neighborhood of X in X ′ that is adapted to F ′. Then, for all i > 0, we have
a canonical isomorphism
HidR(U,F
′)
∼
→ HidR(X
†,F ) . (2.5)
Proof. We may write U = X ∪
⋃
x∈∂X,16i6tx
Cx,i, where, for every x and i,
i) Cx,i is a virtual open annulus;
ii) the radii of F ′ are log-linear on the skeleton Γx,i of Cx,i,
and the different Cx,i’s are disjoint and disjoint from X. For x ∈ ∂X and i ∈ {1, . . . , tx}, denote the
skeleton of Cx,i by Γx,i. Remark that the pseudo-triangulation S of X is also a pseudo-triangulation
of U . The skeleton of the latter is Γ = ΓS ∪
⋃
x∈∂X,16i6tx
Γx,i. By assumption, F
′
|Cx,i
is free of
Liouville numbers.
If we replace every annulus Cx,i by a smaller annulus C
′
x,i with the same properties, we find
another elementary neighborhood U ′ adapted to F ′ such that the natural maps HidR(U,F
′
|U ) →
HidR(U
′,F ′|U ′), for i = 0, 1, are isomorphisms. Indeed, we have U = U
′ ∪
⋃
x∈∂X,16i6tx
Cx,i, U
′ ∩⋃
x∈∂X,16i6tx
Cx,i =
⋃
x∈∂X,16i6tx
C ′x,i and, for every x ∈ ∂X and i ∈ {1, . . . , tx}, Cx,i and C
′
x,i
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have isomorphic cohomology groups by Theorem 2.1.6. We conclude by the Mayer-Vietoris exact
sequence.
We have found a cofinal family of neighborhoods of X with isomorphic cohomologies. We deduce
that the natural maps HidR(U,F
′
|U )→ H
i
dR(X
†,F ), are isomorphisms for all i > 0.
2.2. Generalized indexes.
In this section we apply the index results of [CM01] to obtain finite dimensionality of local de Rham
cohomology around a point of type 2 or 3.
In sections 2.2.1, 2.2.3 and 2.2.4, we consider possibly non-solvable differential equations over
the Robba ring, with log-affine radii, with a regard to Dwork’s dual theory and to equations over
the open unit disk. In section 2.2.1 we obtain a first index theorem for differential equations over
an open disk (cf. Corollary 2.2.19). In section 2.3.2 we obtain a local index theorem for possibly
non-solvable differential equations over an overconvergent elementary tube (see Theorem 2.3.8 and
Corollary 2.3.9).
Assumption 2.2.1. In Section 2.2, we assume that K is algebraically closed and spherically com-
plete.
Under this assumption, by [Laz62], every locally free sheaf over an annulus or a disk is actually
free. We will use this result without further reference in the following.
Remark 2.2.2. We have to impose the conditions above in order to be able to use Christol and
Mebkhout’s results from [CM00] and [CM01].
Remark that these authors actually also assume the residue characteristic of K to be positive, but
the statements can all be generalized to arbitrary residual characteristics. Indeed, in the p-adic case
several proofs consist in reducing the radii by Frobenius push-forward techniques, and then work in
a cyclic basis where we can explicitly read the radii by [You92]. In the case where the characteristic
of K˜ is zero, this kind of proofs are easier, since the Young’s bound is 1, and there is no need to
apply Frobenius techniques (which is the only difference between these two cases). The claims of this
paper work in all residual characteristic.
The other major difference is the non Liouville condition which is empty if the residual charac-
teristic is 0. In this case the decomposition by the exponents of the Robba part (cf. Proof of Theorem
2.2.18), and the fact that the index theorem on annuli (cf. Theorem 2.1.6), have been proved in
[Ked13].
In Section 3, we will put together the local formulas in order to give a global one. We will use
the local finiteness of the controlling graph in a crucial way. We will also get rid of the hypotheses
on the base field thanks to the descent arguments from Appendix A.
2.2.1. Generalized index over an annulus. Recall that we assume that K is algebraically
closed and spherically complete. Let C = C−K(0;R1, R2) be an open annulus. Denote by D0(C)
the open disk D−(0, R2), and by D∞(C) ⊂ P
1,an
K the disk centered at infinity such that C =
D0(C) ∩D∞(C). The ring O(C) decomposes as a direct sum:
O(C) = O(D0(C))⊕ T
−1
O(D∞(C)) , (2.6)
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where
O(D0(C)) = {f =
∑
i>0
aiT
i | ai ∈ K, f converges over D0(C)} (2.7)
T−1O(D∞(C)) = {f =
∑
i6−1
aiT
i | ai ∈ K, f converges over D∞(C)} (2.8)
Denote by O(C)〈d/dT 〉 the ring of differential polynomials over O(C). Its elements are finite
sums
∑n
i=0 fi ◦ (d/dT )
i, with fi ∈ O(C). The multiplication satisfies the rule
d/dT ◦ f = f ◦ d/dT + df/dT . (2.9)
Definition 2.2.3 (Index). Let B be a K-vector space and u : B → B is a linear map. We say that u
has finite index if Ker(u) and Coker(u) are finite-dimensional K-vector spaces. In this case, we
define the index of u as
χ(B,u) := dimK Ker(u)− dimK Coker(u) . (2.10)
Definition 2.2.4 (Generalized index). Let A and C be K-vector spaces. Set B := A ⊕ C. Denote
by
A
γ+
−−→ B
γ+
−−→ A , C
γ−
−−→ B
γ−
−−→ C (2.11)
the canonical projections and inclusions.
Let u : Bn → Bn be a linear map. We define endomorphisms uA : A
n → An and uC : C
n → Cn
by
uA := (γ
+)n ◦ u ◦ (γ+)
n , uC := (γ
−)n ◦ u ◦ (γ−)
n . (2.12)
We say that u has finite generalized index on A (resp. C) if uA (resp. uC) has finite index. In this
case, we define the generalized indexes of u as
χgen(A, u) := χ(An, uA) , χ
gen(C, u) := χ(Cn, uC) . (2.13)
Theorem 2.2.5 ([CM00, 8.2-4]). Let u : O(C)r → O(C)r be an endomorphism defined by a matrix
with entries in O(C)〈d/dT 〉. Then u has finite index if, and only if, it has finite generalized index
both on D0(C) and T
−1O(D∞(C)). Moreover, in this case, we have
χ(O(C), u) = χgen(O(D0(C)), u) + χ
gen(T−1O(D∞(C)), u) . (2.14)
Proof. The proof is given in [CM00, 8.2-4] when K is spherically complete and of positive residue
characteristic (see [CM00, Remark 8.9-102]). The proof involves properties of compact operators
that are independent on the residual characteristic of K. So it works as well for fields with arbitrary
residue characteristic (cf. Remark 2.2.2).
Let ∇ : M → M be a differential module over O(C) of finite rank with respect to a derivation
d : O(C)→ O(C) of O(C). When a basis of M is chosen, the connection ∇ gives rise to an operator
u∇ := d−G(T ) : O(C)
r → O(C)r , G(T ) ∈Mr×r(O(C)). (2.15)
In the sequel M will always have finite rank.
Definition 2.2.6. We define the generalized indexes of ∇ as the generalized indexes of u∇. We
denote them by
χgen(D0(C),∇) := χ
gen(O(D0(C)), u∇) ; (2.16)
χgen(D∞(C),∇) := χ
gen(T−1O(D∞(C)), u∇) . (2.17)
2By a misprint, this remark is placed at the end of section 8.2.
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By [CM00, 8.2-3, 8.2-6], the generalized indexes of ∇ do not depend on the basis of M we chose.
Remark 2.2.7. The generalized index depends on the chosen derivation on O(C). Indeed if h(T ) ·d
is another derivation, with h(T ) ∈ O(C), the connection ∇ on M becomes h(T )∇, and u∇ becomes
h · u∇. So
χgen(D0(C), h∇) = χ
gen(O(D0(C))
r, h) + χgen(D0(C),∇) (2.18)
and similarly on D∞(C).
On the other hand, the non Liouville assumption is intrinsic, and independent on the chosen
derivation.
As an immediate corollary of Theorems 2.1.6 and 2.2.5 we have the following result.
Corollary 2.2.8. Let ∇ : M → M be a differential module over C, with respect to the derivation
h(T )d/dT , with h ∈ O(C)× invertible. Assume that all the radii of M are log-affine on ΓC and
that M is free of Liouville numbers along ΓC . Then, ∇ has finite generalized indexes on D0(C)
and D∞(C) and we have
χgen(D0(C),∇) = −χ
gen(D∞(C),∇) . (2.19)
✷
We will need the following lemma.
Lemma 2.2.9. Let ∇ : M → M be a differential module over C with respect to the derivation
h(T )d/dT , with h ∈ O(C)× invertible. Assume that all the radii of M are log-affine on ΓC and
thatM is free of Liouville numbers along ΓC . Let C
′ ⊆ C be an open sub-annulus such that ΓC′ ⊆ ΓC .
Then, ∇|C′ has finite generalized indexes on D0(C
′) and D∞(C
′) and we have
χgen(D0(C),∇) = χ
gen(D0(C
′),∇|C′) (2.20)
χgen(D∞(C),∇) = χ
gen(D∞(C
′),∇|C′) . (2.21)
Proof. The existence of the generalized indexes on C ′ follows from Lemma 2.1.7 and Corollary 2.2.8.
To prove the desired equalities, let us first assume that D0(C) = D0(C
′). Then, a diagram
immediately shows that χgen(D0(C),∇) = χ
gen(D0(C
′),∇|C′), hence (2.20) holds. In this case (2.21)
follows from Corollary 2.2.8. The same argument applies if D∞(C) = D∞(C
′).
Let us now consider the intermediate annulus C ′′ := D0(C)∩D∞(C
′). We have just proved that
the generalized indexes over C and C ′ both coincide with those over C ′′.
2.2.2. Frobenius push-forward. Here, we prove that Frobenius push-forward preserves the
index and the generalized indexes. Recall that we assume that K is algebraically closed and spher-
ically complete. Frobenius only exists if the residual characteristic is positive, so in section 2.2.2
(only) we assume that K˜ is a field of characteristic p > 1.
We keep the notation of Section 2.2.1: C = C−K(0;R1, R2), D0(C), D∞(C), etc. Let ϕ be the
endomorphism of A1,anK that raises at the p
th power. Set Cp := ϕ(C) and let ϕ♯ : O(Cp) → O(C)
be the induced map on the rings of functions. Denote by T˜ (resp. T ) the coordinate function on C
(resp. Cp). With this notation, for every f(T ) ∈ K[T ], we have ϕ♯(f(T )) = f(T˜ p).
A simple computation shows that, for every h(T ) ∈ K[T ], we have( h(T˜ p)
pT˜ p−1
·
d
dT˜
)
◦ ϕ♯ = ϕ♯ ◦
(
h(T )
d
dT
)
. (2.22)
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Let M be an O(C)-module of finite rank r. Let ∇ : M→ M be a connection with respect to the
derivation h(T˜
p)
pT˜ p−1
· d
dT˜
: O(C) → O(C). Then, its push-forward ϕ∗∇ : ϕ∗M → ϕ∗M is by definition
the same map ∇ on the same module M, but seen as a differential module over (O(Cp), h(T ) ddT )
via ϕ. In particular, we have
Ker(∇) = Ker(ϕ∗∇) , and Coker(∇) = Coker(ϕ∗∇) (2.23)
and ∇ has finite index if, and only if, ϕ∗∇ has. Moreover, in this case, we have
χ(O(C),∇) = χ(ϕ∗M, ϕ∗∇) . (2.24)
Let us now set h(T ) = T . In this case, equation (2.22) becomes(
T˜
d
dT˜
)
◦ ϕ♯ = p · ϕ♯ ◦
(
T
d
dT
)
. (2.25)
The reason for this choice is that we have
O(C) =
p−1⊕
i=0
T˜ iO(Cp) (2.26)
and that the operator T˜ d/dT˜ stabilizes all the subspaces T˜ iO(Cp). The same result holds for the
decompositions
O(D0(C)) =
p−1⊕
i=0
T˜ iO(D0(C
p)) , and O(D∞(C)) =
p−1⊕
i=0
T˜−iO(D∞(C
p)) . (2.27)
We deduce the following result.
Proposition 2.2.10. Let ∇ : M→ M be a differential module over C with respect to the derivation
T˜ d/dT˜ . Assume that ∇ has finite generalized indexes on D0(C) and D∞(C). Then, ϕ∗∇ has finite
generalized indexes on D0(C
p) and D∞(C
p) (with respect to pT ddT ) and we have
χgen(D0(C),∇) = χ
gen(D0(C
p), ϕ∗(∇)) , (2.28)
χgen(D∞(C),∇) = χ
gen(D∞(C
p), ϕ∗(∇)) . (2.29)
Proof. The underling abelian group of M and its push-forward is the same. On the other hand, by
(2.27), the truncation with respect to D0(C) coincides with the truncation with respect to D0(C
p).
The same is true for the disks at infinity. A diagram permits to conclude.
We now come back to the derivations d/dT˜ and d/dT . If (M,∇) is a differential module over
(O(C), d/dT˜ ), then the map T−1ϕ∗(T˜∇) is a connection on the module M over (O(C
p), d/dT ). We
now translate the previous results in this setting.
Corollary 2.2.11. Let M be an O(C)-module of finite rank r. Let ∇ : M→ M be a connection with
respect to the derivation d/dT˜ . Assume that ∇ has finite generalized indexes on D0(C) and D∞(C).
Then, T−1ϕ∗(T˜∇) has finite generalized indexes on D0(C
p) and D∞(C
p) and we have
χgen(D0(C
p), T−1ϕ∗(T˜∇)) = χ
gen(D0(C),∇) + r(p− 1) , (2.30)
χgen(D∞(C
p), T−1ϕ∗(T˜∇)) = χ
gen(D∞(C),∇)− r(p− 1) . (2.31)
Proof. Multiplication by T˜ is injective on O(D0(C))
r and O(D∞(C))
r with a cokernel of dimen-
sion r. Since generalized indexes are additive by composition (see [CM00, 8.2-3]), this causes the
generalized index to drop by r. For the same reason, multiplication by T−1 causes the generalized
index to increase by pr. The proof for D∞ is deduced from that over D0 by Corollary 2.2.8.
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In what follows, we will compare the index to the slope of H∅,r(−,M). Let us first recall a result.
Proposition 2.2.12 ([Pul12, Section 5.3]). Let (M,∇) be a differential module over C of finite rank
r. Assume that it has log-affine radii on ΓC . Let x ∈ ΓC and let b be the germ of segment out of x
directed and oriented towards the point 0. Then, we have
∂ϕ(b)H∅,pr(ϕ(x), ϕ∗(M)) = ∂bH∅,r(x,M)− r(p− 1) . (2.32)
Remark 2.2.13. In [Pul12, Section 5.3], the germ of segment b has the opposite orientation, which
explains the minus sign.
2.2.3. Equations with log-affine radii over the Robba ring. Recall that we assume
that K is algebraically closed and spherically complete, with arbitrary residual field.
Let D0 := D
−
K(0, 1) be the open unit disk. Let b0 be the germ at infinity of D0 oriented towards
the point 0. The Robba ring at b0 coincides with the classical Robba ring as in [CM00]
R := Rb0 = lim−→
0<s<1
O(C−K(0; s, 1)) . (2.33)
It may also be explicitly written as the ring whose elements are the Laurent series
∑
i∈Z ai T
i that
satisfy the conditions limi→+∞ |ai|ρ
i = 0 for all ρ ∈]s, 1[, for some unspecified s ∈ ]0, 1[.
Let M be a differential module of rank r over R. It is induced by a differential module Ms of
rank r over O(C−K(0; s, 1)) for some s ∈ ]0, 1[.
Definition 2.2.14. We say that M has log-affine radii (resp. and is free of Liouville numbers) if
there exists a differential module Ms of rank r over O(C
−
K(0; s, 1)), for some s ∈ ]0, 1[, such that
M = Ms ⊗R and all the radii R∅,i(−,Ms) are log-linear on the skeleton Γs,1 of C
−
K(0; s, 1) (resp.
and Ms is free of Liouville numbers along Γs,1).
By Lemma 2.1.7, the definition does not depend on the choice of s. By Theorem 2.1.6, if M has
log-affine radii, and if it is free of Liouville numbers, then M has finite index over R and we have
χdR(R,M) = 0 . (2.34)
Christol and Mebkhout have given a definition of irregularity for solvable modules (see [CM00,
De´finition 8.3-8] and [CM01, Section 2.1]). We extend it here to the non-solvable case. This is the
first of two definitions of irregularity: the second is a global definition (cf. Def. 3.4.4) and it will
involve the slopes of the radii at the open and closed boundaries of X.
Definition 2.2.15 (Irregularity over the Robba ring). Assume that M has log-affine radii. Let Ms
be a differential module of rank r over O(C−K(0; s, 1)), for some s ∈ ]0, 1[, such that M = Ms ⊗R
and all the radii R∅,i(−,Ms) are log-affine on the skeleton of C
−
K(0; s, 1). We define the irregularity
of M to be
Irr(M) := −∂b0H∅,r(Ms) ∈ Z , (2.35)
where b0 is oriented as towards 0. It does not depend on the choice of s.
The fact that the irregularity is an integer comes from Proposition 1.2.11.
Remark 2.2.16. Contrary to the classical case of [CM00, CM01], the previous irregularity may be
negative. Indeed we will see that it represents a certain index.
Denote by D∞ the closed disk that is the complement of the open unit disk D0 := D
−(0, 1) in
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P1K. We may now consider the sequence
0→ O(D0)→ R→H
† → 0 (2.36)
where
H† := T−1O†(D∞) :=
{ ∑
n6−1
anT
n , an ∈ K , lim
n
|an|ρ
n = 0 for some unspecified ρ < 1
}
.
(2.37)
The elements of H† can be seen as analytic overconvergent functions over D∞ whose value at ∞ is
zero. It is also convenient to imagine them as microfunctions, as explained in [Cre12].
As a direct consequence of Theorem 2.2.5 and Corollary 2.2.8 we have the following statement.
Theorem 2.2.17. Let f be an invertible element of R and let d := f ddT . Let (M,∇) be a differential
module over (R, d) that has log-affine radii and that is free of Liouville numbers. Then ∇ : M→ M
has finite generalized indexes and one has
χgen(O(D0),∇) = −χ
gen(H†,∇) . (2.38)
Moreover, if f ∈ O(D0) and if there exists a differential module (M0,∇0) over (O(D0), d) such
that M = M0 ⊗O(D0) R, ∇ = ∇0 ⊗ 1 + 1⊗ d, then ∇0 has finite index over O(D0) and one has
χ(O(D0),∇0) = χ
gen(O(D0),∇) . (2.39)
If moreover f is an invertible element of O(D0), then
χdR(D0,M0) = χ(O(D0),∇0) = χ
gen(O(D0),∇) . (2.40)
Proof. Let Cr := {r < |T | < 1} be an open annulus on which M is defined and on which f(T ) is
invertible. By Theorem 2.2.5 and Corollary 2.2.8, we know that M has generalized indexes over Cs,
for all s ∈ [r, 1[, and that their sum is 0.
Since D0(Cs) = D0 for all s, we have χ
gen(O(D0),∇) = −χ
gen(O(D∞(Cs)),∇) for all s. Hence
the family (χgen(O(D∞(Cs)),∇))r6s<1 is constant. Inductive limits indexed over a filtering ordered
set are exacts, so the generalized indexes commutes to the limit and we have χgen(O(D∞(Cs)),∇) =
χgen(H,∇) for all s. This proves the first part of the result.
The second statement follows from the fact that∇0 coincides with the map∇O(D0)r := γ
+◦∇◦γ+
(see (2.12)).
Theorems 2.1.6 and 2.2.17 provide the existence of the index and generalized indexes. The
following result computes the generalized index in term of the slopes of the radii. Its proof follows
closely that of [CM00, Section 8.3].
Theorem 2.2.18. Let (M,∇) be a differential module over (R, d/dT ) with log-affine radii and free
of Liouville numbers. Then the generalized indexes of the map T · ∇ : M→ M are given by
χgen(O(D0), T · ∇) = −χ
gen(H†, T · ∇) = Irr(M) . (2.41)
Proof. If M is solvable in the sense of [CM00], the claim coincides with [CM00, 8.3-7]. If M is not
solvable, the proof is essentially the same up to minor changes and the decomposition theorem. For
the convenience of the reader we sketch it here.
Firstly, we decompose M by the radii by Lemma 1.3.7. The index and the generalized index are
additive on exact sequences (cf. [CM00, 8.2-8]). The irregularity is additive too, because spectral
radii behave well by exact sequences [PP13, Thm. 2.10.1]. So we can assume that the radii of M are
all equal to the same affine function.
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If the residual field of K has characteristic p > 1, the case of a module of Robba type is done in
[CM00, 8.3-7].
If the residual characteristic is 0, we proceed in complete analogy with the case p > 1. Namely,
assume that M is of Robba type. Then Irr(M) = 0, and we have to prove that the generalized index
χgen(O(D0), T · ∇) is 0 too. By [Ked13, Theorem 3.3.6], M has a basis in which the associated
operator is T ddT −B, where B is a square matrix with entries in K
◦. Since K is algebraically closed,
a base change by a matrix Q with coefficients in K transforms B into a block matrix A = Q−1BQ,
where each block is in Jordan canonical form with respect to its eigenvalues a1, . . . , an ∈ K
◦, which
are by definition its exponents.
This shows that M decomposes by the exponents into a successive extension of rank one modules
(Mai , T · ∇ai) defined by operators of the form uT ·∇ai
:= (T ddT − ai). By [Rob75, 4.19], one has
χ(O(D0), T ·∇ai) = 0, and by Theorem 2.2.17, we know that 0 = χ(O(D0), T ·∇ai) = χ
gen(O(D0), T ·
∇ai). On the other hand generalized index is additive on exact sequences, so χ
gen(O(D0), T ·∇) = 0.
This concludes the proof if M is of Robba type.
Assume now that the radii of M are all smaller than 1. This will allow us to apply push-forward
by Frobenius.
By Lemma 2.2.9, the index and the generalized indexes over R coincide with those of M con-
sidered as a differential module over C−K(0; r1, r2), for all r1 < r2 < 1 close enough to 1. On the
other hand the slopes of the radii remain unchanged by localization to C−K(0; r1, r2) (cf. Proposition
1.3.5), and so Irr(M) is stable by localization.
By choosing r1 and r2 close enough to 1, we can moreover assume that M admits a cyclic basis
over O(C−K(0; r1, r2)). Indeed, the determinant of the Katz’s base change matrix (see [Kat87]) has
a finite number of zeros on every closed annulus.
If the residual characteristic is p > 1, then Corollary 2.2.11 and Proposition 2.2.12 show that the
irregularity and the generalized index of ∇ behave in the same way after push-forward by Frobenius.
So applying the push-forward several times we can assume that the radii of M are all smaller than
the Young bound of [You92].
If the residual characteristic is 0, the Young bound is 1, so radii are all smaller than the Young
bound because they are all spectral non solvable.
We are then reduced to prove the claim for a cyclic module over CK(0; r1, r2) whose radii are all
smaller than the Young bound. The radii are log-affine after push-forward, and so we can further
decompose by the radii, so we can assume that all the radii are equal to the same log-affine function.
Now, by the Young formula [You92] (see also [Pul12, Proposition 4.3.1]), the slopes of the radii are
explicitly intelligible in terms of the coefficients of the operator P (T, d/dT ) in O(C−(0; r1, r2))〈d/dT 〉
that represents M in a cyclic basis. Actually, since the radii are all equal to the same affine function,
the Newton polygon of Young associated to P (T, d/dT ) (cf. [Pul12, Prop. 4.3.1]) has no breaks,
hence the radii are directly related to the norm of the constant term of the operator P (T, d/dT ),
which is not zero since, by construction, M has no trivial submodules. One finds that Irr(M) coincides
with the slope of the constant coefficient of P along ]x0,r1 , x0,r2 [ oriented as outside D0.
On the other hand, the generalized index of such an operator is computed in [CM00, Lemme
8.3-2]. Roughly the computation goes as follows. In the expression L := d/dT − G(T ), the matrix
G is the companion of the polynomial operator P (T, d/dT ) and its determinant is equal to the
constant term of P (T, d/dT ). By Young formula, the determinant has large norm because the radii
are small. The norm of d/dT is small with respect to the norm of the multiplication by G. So, by
an argument of compact operators, the index and the generalized indexes of L coincide with the
generalized indexes of the multiplication by the matrix G(T ).
Now, since G(T ) is the companion of P (T, d/dT ), the explicit computation of [CM00, Lemme
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8.3-2] shows that the generalized indexes of the multiplication by G(T ) coincide with the slope along
]x0,r1 , x0,r2 [ of its determinant, which is the constant coefficient of P . This is exactly the coefficient
appearing in the Young formula [You92] that computes the radii.
We now give a first index formula of Grothendieck-Ogg-Shafarevich style over a disk D0. It
will be generalized to virtual open disks in Section 2.3.1. Recall that we have χc(D0) = 1 (see
Definition 1.1.37).
Corollary 2.2.19. Let (M0,∇0) be a differential module over (O(D0), d/dT ). Assume that M0 has
log-affine radii on b0 and is free of Liouville numbers on b0. Then, M0 has finite index and one has
χdR(D0,M0) = χc(D0) · rank(M0) + Irr(M0 ⊗O(D0) R) . (2.42)
Proof. Define a connection ∇ on M := M0⊗O(D0)R by ∇ = ∇0⊗1+1⊗d/dT . By Theorem 2.2.17,
∇0 has finite index, ∇ has finite generalized indexes and we have
χdR(D0,M0) = χ(O(D0),∇0) = χ
gen(O(D0),∇) . (2.43)
By Theorem 2.2.18, we have
Irr(M) = χgen(O(D0), T · ∇) = χ
gen(O(D0), T ) + χ
gen(O(D0),∇)
= − rank(M) + χgen(O(D0),∇) .
(2.44)
The result follows.
Remark 2.2.20. Recall that we denote by b0 the germ at infinity of D0 oriented towards the point 0.
Set r := rank(M0). The link between the slope of H∅,r(−,M0) on b0 and the irregularity of M0 ⊗R
is given by Lemma 1.5.20:
Irr(M0 ⊗O(D0) R) = −∂b0H∅,r(−,M0) + h
0(D0,M0)− r . (2.45)
In Section 3.5, we will obtain the global index formula (3.36) that coincides with (2.42) in the case
where X is an open disk. The global irregularity IrrD0(M0) (see Definition 3.4.4) will coincide with
− Irr(M0 ⊗O(D0) R). The discrepancy of signs is only a matter of definitions.
2.2.4. Dwork’s dual theory. Recall that we assume that K is algebraically closed and spher-
ically complete. Let M0 be a free differential module of finite rank over O(D0). Set M := M0⊗O(D0)R
and M∞ := M0 ⊗O(D0) H
†. From (2.36), we get the exact sequence
0→ M0 → M→ M∞ → 0 . (2.46)
By construction, the connection on M commutes with that of M0 and it induces an operator ∆∞ :
M∞ → M∞ that is far from being a connection. It is in fact the transposed map of a connection
under a certain duality of Frechet K-vector spaces. Indeed, as firstly observed by Dwork, the K-
vector space M∞ is the topological dual vector space of M0 in the sense of [Rob84, 8.2], [Cre98,
Section 5], [CM00, 2.1]. This holds over any ultrametric complete valued field K (cf. [Chr12, Thm.
5.7]).
More precisely, for all ε > 0, the K-vector space O(C−K(0; 1− ε, 1)) is a Fre´chet space (a space of
type F), i.e. a complete locally convex metrizable space. The ring R is a LF-space, i.e. a separated
locally convex space that is the inductive limit of a countable family of Fre´chet spaces. The space H†
is also LF and the Robba ring is the topological direct sum of O(D0) and H
† (cf. [CM00]).
Now, the Robba ring is autodual under the perfect pairing 〈., .〉 : R×R→ K defined by
〈f, g〉 := Res(f · g) , (2.47)
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where Res(
∑
i∈Z ai T
i) := a−1. For this pairing, O(D0) is the dual of H
†. This results may be
extended to an arbitrary finite free differential module M by choosing a basis (i.e. an isomorphism
M
∼
→ Rr).
Theorem 2.2.21 ([Rob84, 8.2]). Let M be a free differential module over R that has log-affine radii
and is free of Liouville numbers. Then, the adjoint endomorphism of ∇ : M → M under 〈., .〉 is
−∇∗ : M∗ → M∗, where M∗ denotes the dual differential module.
Moreover, if M comes by scalar extension from a differential module M0 over O(D0), then the
adjoint of ∆∞ : M∞ → M∞ is −∇
∗
0 : M
∗
0 → M
∗
0. In particular, in this case, we have
dimKer(∆∞) = dimCoker(∇
∗
0) (2.48)
dimCoker(∆∞) = dimKer(∇
∗
0) . ✷ (2.49)
Proof. The original result of Robba was stated under the assumption that H1dR(D0,M
∗
0) is finite
dimensional. This is true by Christol-Mebkhout’s Theorem 2.2.17.
2.3. Local Grothendieck-Ogg-Shafarevich formulas.
2.3.1. Finiteness of the index over a virtual open disk. Let us first generalize our former
definitions to the case of an arbitrary base field K. Recall that a germ of segment out of a point is
always oriented as out of that point, while a germ of segment at the open boundary of X is always
oriented as inside X.
Definition 2.3.1 (Irregularity over a generalized Robba ring). Let b be a germ of segment inside X
that may be represented by the skeleton of an open pseudo-annulus. Assume that F has log-affine
radii on b. Let C be a pseudo-annulus such that the skeleton ΓC of C (suitably oriented) belongs to
b, and such that the radii R∅,i(−,F|C) are log-affine on ΓC . We define the irregularity of F along b
to be
Irrb(F ) := − deg(b) · ∂bH∅,r(F|C) ∈ Z . (2.50)
The definition does not depend on the choice of C in the class of b.
Lemma 2.3.2. Let b be a germ of segment inside X that may be represented by the skeleton of an
open pseudo-annulus. Let L be a complete valued extension of K. Let c1, . . . , ct be the preimages of b
in XL. Then, every ci may be represented by the skeleton of an open pseudo-annulus and we have
Irrb(F ) =
t∑
i=1
Irrci(FL) . (2.51)
✷
The following result is now an easy consequence of Corollary 2.2.19 and Corollary A.3.16 (cf.
also (2.45)).
Corollary 2.3.3. Let D be a virtual open disk inside X. Let bD be the germ of segment at infinity
on D (oriented towards the interior of D). Assume that F has log-affine radii on bD and that it is
free of Liouville numbers on bD. Then, F|D has finite index and one has
χdR(D,F ) = r · χc(D) + IrrbD(F ) = h
0(D,F ) − ∂bDH∅,r(−,F ) , (2.52)
where r := rank(F|D) (notice that the slope ∂bDH∅,r(−,F ) is taken before localization to bD). In
particular
h1dR(D,F ) = ∂bDH∅,r(−,F ) , (2.53)
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where as usual bD is oriented as inside D. ✷
The above result will be extended to pseudo-disks in Proposition 3.8.4
Lemma 2.3.4. Let D be a virtual open disk inside X. Let bD be the germ of segment at infinity
on D. Assume that F has log-affine radii on bD and that all the radii of F are spectral non-solvable
on bD. Then, we have χdR(D,F ) 6 0.
Moreover, we have χdR(D,F ) = 0 if, and only if, we have ∂bDH∅,r(−,F ) = 0 (notice that the
slope is taken before localization to bD).
Proof. The fact that χ(D,F ) 6 0 is evident, since H0dR(D,F ) = 0. Indeed any global solution of
F on D generates an over-solvable radius along bD.
Let C be a virtual open annulus whose skeleton ΓC represents bD. Up to shrinking C, we may
assume that all the radii of F|C are log-affine, and spectral non-solvable on ΓC . In this case, the
Robba part of F|C is 0, hence F is free of Liouville numbers on bD. The second assertion now
follows from (2.53).
2.3.2. Finiteness of the index over an elementary tube. In this section, we recall the
index result of [CM01] and extend it to the non-solvable case.
Theorem 2.3.5 ([CM01, Thm. 5.0-11]). Assume that K is algebraically closed and spherically com-
plete. Let x ∈ Int(X) be a point of type 2 and let V be an elementary tube centered at x. Assume
that F is free of Liouville numbers at x and that R{x},1(x,F ) = 1 ( i.e. F is an overconvergent
isocrystal). Then F has finite index over V † and one has the Grothendieck-Ogg-Shafarevich formula:
χdR(V
†,F ) = rank(Fx) · χc(V
†)−
∑
b∈Sing(x,V )
Irrb(F ) . (2.54)
✷
Remark 2.3.6. Christol and Mebkhout actually assume that the reduction of V is affine, i.e. that V
is affinoid. In general, V is a finite union of affinoid domains and the result follows using Mayer-
Vietoris exact sequence.
In [CM01] the statement is given under two assumptions. The first concerns the residual char-
acteristic which is positive. The techniques used in the proof are everywhere independent on the
residual characteristic, up to application of Frobenius push-forward which is unnecessary if the
residual characteristic is 0 (e.g. as in the proof of Theorem 2.2.18), and up to the assumption on
the exponents which is empty if the residual characteristic is 0. So the claim holds with arbitrary
residual characteristic.
The second assumption requires K discretely valued (up to authorize the scalar extension to an
unspecified finite extension L/K). All the computations of [CM00] and [CM01] are obtained for a
maximally complete and algebraically closed base field K, and the result holds in fact under this
assumption as claimed in [CM00, Remark 8.9-10] 3.
Remark 2.3.7. The sum of irregularities appearing in (2.54) may also be written as∑
b∈Sing(x,V )
Irrb(F ) = −dd
cH{x},r(x,F|V †) , (2.55)
3By a misprint, the remark [CM00, 8.9-10] is placed at the end of section 8.2.
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where r := rank(Fx). Indeed, by Remark 1.5.16, the non-singular directions out of x do not con-
tribute to the Laplacian.
We now remove the solvability assumption. Recall that the condition (TR) has been discussed
before Theorem 1.4.2.
Theorem 2.3.8. Assume that K is algebraically closed and maximally complete. Let x ∈ Int(X) be
a point of type 2 that satisfies the condition (TR) or a point of type 3. Let V be an elementary tube
centered at x that is adapted to F . Assume that F is free of Liouville numbers at x. Then, F has
finite index over V † and one has the Grothendieck-Ogg-Shafarevich formula:
χdR(V
†,F ) = r · χc(V
†)−
∑
b∈Sing(x,V )
Irrb(F ) (2.56)
= r · χc(V
†) + ddcH{x},r(x,F|V †) , (2.57)
where r := rank(Fx).
Proof. Since V is an elementary tube that is adapted to F , by Proposition 1.5.10, F splits on V †
as
F|V † = F
sol
|V † ⊕F
<sol
|V †
. (2.58)
Let r> and r< be the ranks of F sol
|V †
and F<sol
|V †
respectively.
By Corollary 1.6.9, one has χdR(V
†,F<sol
|V †
) = 0, hence
χdR(V
†,F ) = χdR(V
†,F sol|V †) = r
> · χc(V
†) + ddcH{x},r>(x,F
sol
|V †) , (2.59)
by Theorem 2.3.5 and Remark 2.3.7. On the other hand, by Theorem 1.4.2, one has
ddcH{x},r<(x,F
<sol
|V †
) = −r< · χc(V
†) . (2.60)
The claim now follows from the equality
ddcH{x},r(x,F|V †) = dd
cH{x},r<(x,F
<sol
|V †
) + ddcH{x},r>(x,F
sol
|V †) . (2.61)
We now descend the scalars by using Corollary A.3.16, and we also replace V † by one of its
elementary neighborhoods by using Lemma 2.1.16:
Corollary 2.3.9. Let x ∈ Int(X) be a point of type 2 that satisfies the condition (TR) or a point
of type 3. Let V be an elementary tube centered at x that is adapted to F . Let U be an elementary
neighborhood of V that is also adapted to F . Assume that F is free of Liouville numbers at x.
Then, F has finite index over V † and U and we have
χdR(V
†,F ) = χdR(U,F ) = r · χc(V
†) + ddcH{x},r(x,F|V †) , (2.62)
where r := rank(Fx). ✷
Proof. Let x1, . . . , xt be the points of XK̂alg over x. Let L be a valued extension of K̂
alg that is
algebraically closed and maximally complete. Set FL := π
∗
L(F ), where πL : XL → X denotes the
projection morphism.
Let j ∈ {1, . . . , t}. Let yj be the canonical lift of xj to XL and denote by VL,j (resp. UL,j)
the connected component of VL := π
−1
L (V ) (resp. UL := π
−1
L (U)) containing yj. Then VL,j is an
elementary tube centered at yj that is adapted to FL and UL,j is an elementary neighborhood
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of VL,j that is adapted to FL. In this case, the result holds by Theorem 2.3.8 and Lemma 2.1.16:
χdR(UL,j ,FL) = r · χc(V
†
L,j) + dd
cH{yj},r(yj, (FL)|V †
L,j
) . (2.63)
Since V is an elementary tube, the VL,j’s are disjoint. By Lemma 2.1.16 again, the result we want
to prove does not depend on the choice of the elementary neighborhood U of V that is adapted
to F . Up to replacing it by a smaller one, we may assume that the UL,j’s are disjoint too. For
i = 0, 1, we now have
HidR(UL,FL) =
⊕
16j6t
HidR(UL,j,FL) . (2.64)
We deduce that FL has finite index over UL. By Corollary A.3.16, we deduce that F has finite
index over U and that
χdR(U,F ) = χdR(UL,FL) (2.65)
=
t∑
j=1
χdR(UL,j,FL) (2.66)
= r ·
t∑
j=1
χc(V
†
L,j) +
t∑
j=1
ddcH{yj},r(yj , (FL)|V †
L,j
) (2.67)
= r · χc(V
†) + ddcH{x},r(x,F|V †) . (2.68)
By Lemma 2.1.16, we have χdR(V
†,F ) = χdR(U,F ) and the result follows.
2.4. Applications to super-harmonicity
We now apply the index results to prove some super-harmonicity statements of the partial heights
HS,i(−,F ) of F under a non Liouville condition. We focus on points outside ΓS since the situation
is well-understood for the other (see Theorem 1.4.2).
As a consequence of Proposition 1.5.21 and Corollary 2.3.9, we have the following result. We use
Notation 1.5.19.
Proposition 2.4.1. Let x ∈ Int(X) be a point of type 2 or 3. Assume that F is free of Liouville
numbers at x. Let V be an elementary tube centered at x that is adapted to F . Set r := rank(Fx).
Then the following results hold.
i) If x /∈ ΓS, then we have
ddcHS,r(x,F ) = χdR(V
†,F )− h0(D†x,F ) +
∑
b∈Sing(x,V )
b6=b∞
h0(Db,F ) . (2.69)
ii) If x is of type 2, assume that it satisfies the condition (TR). If x ∈ ΓS, then we have
ddcHS,r(x,F ) = χdR(V
†,F ) − r · χ(x, S) +
∑
b∈Sing(x,V )
b*ΓS
h0(Db,F ) . (2.70)
✷
Definition 2.4.2. For every i ∈ {1, . . . , r}, set
ES,i(F ) := {x ∈ X | dd
cHS,i(x,F ) > 0} . (2.71)
In the sequel, if no confusion is possible, we will write ES,i := ES,i(F ) for short.
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Corollary 2.4.3. Let x be a point of type 4. Assume that F is free of Liouville numbers at x. Then,
x /∈ ES,r, i.e. HS,r(−,F ) is super-harmonic at x.
Proof. Let x1, . . . , xt be the preimages of x in XK̂alg . Then for all i = 1, . . . , t we have
ddcHS ̂
Kalg
,r(xi, π
∗
K̂alg
(F )) =
1
t
ddcHS,r(x,F ) . (2.72)
Hence it is enough to prove that HS ̂
Kalg
,r(−, π
∗
K̂alg
F ) is super-harmonic at x1.
We may now assume that K is algebraically closed. Let L be a valued extension of K that is
maximally complete. Let y be the universal lift of x to XL. By Lemma 1.1.7, we have
ddcHSL,r(y, π
∗
L(F )) = dd
cHS,r(x,F ) . (2.73)
Set FL := π
∗
L(F ). It is now enough to prove that HSL,r(−,FL) is super-harmonic at y.
The point y is a point of type 2. More precisely, the fiber π−1L/K(x) is a closed disk Dy inside XL
with boundary point y. Since the radii are invariant by extensions of scalars, Dy is an elementary
tube centered at y that is adapted to FL. Moreover, Ω
1
Dy
is free. By point i) of Proposition 2.4.1,
we have
ddcHSL,r(y,FL) = χdR(D
†
y,FL)− h
0(D†y,FL) = −h
1(D†y,FL) (2.74)
and the result follows.
Remark 2.4.4. By [Ked13, Lemma 4.5.14], in the situation of Corollary 2.4.3, we even have har-
monicity, i.e. ddcHS,r(x,F ) = 0. This is a difficult result and, since we are only interested in
super-harmonicity, we have chosen to give the previous simple direct proof.
Proposition 2.4.5. Let x /∈ ΓS. Assume that F is free of Liouville numbers at x and that the
radius RS,1(x,F ) is solvable or oversolvable. Set r := rank(Fx). Then, x /∈ ES,r, i.e. HS,r(−,F ) is
super-harmonic at x.
Proof. We may assume that K is algebraically closed.
If x /∈ ΓS(F ), then dd
cHS,r(−,F ) = 0 and the result holds. In particular, it holds if x is of
type 1. By Corollary 2.4.3, it also holds if x is of type 4.
Assume that x is of type 2 or 3 and that x ∈ ΓS(F ). Since the first radius RS,1(−,F ) is solvable
or oversolvable at x and has the concavity property (cf. [PP13, point iv) of Remark 6.1.3]), F is
trivial over every open disk with boundary x that does not meet ΓS. We deduce that x is an end-
point of ΓS(F ), hence VS(x,F ) = Dx (cf. Notation 1.5.19) and Dx is an elementary tube centered
at x that is adapted to F . By point i) of Proposition 2.4.1, we have
ddcHS,r(x,F ) = −h
1(D†x,F ) 6 0 (2.75)
and the result follows.
Proposition 2.4.6. Let x /∈ ΓS. Set r := rank(Fx). Let i ∈ {1, . . . , r}. Assume that
i) i separates the radii of F at x (see Definition 1.2.4);
ii) the radius RS,i(x,F ) is solvable;
iii) x is an end point of ΓS,i(F ).
Then x /∈ ES,i, i.e. HS,i(−,F ) is super-harmonic at x.
Proof. By iii), the point x is not of type 1. By a suitable extension of scalars as in the proof of
Corollary 2.4.3, the case of a type 4 point may be reduced to that of a type 2 point. We may now
assume that x is of type 2 or 3. We may also assume that K is algebraically closed.
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The connected component of X−ΓS containing x is an open disk. Denote it by D. Recall that we
denote by Dx the unique closed disk inside D with boundary x. Fix an isomorphism ϕ between D
and D−(0, R), for some R > 0, that induces an isomorphism between Dx and D
+(0, Rx) for some
Rx ∈ ]0, R[. By iii), the radius RS,i(−,F ) is constant on Dx and, by ii), it is equal to ρ := Rx/R.
We claim that the index i separates the radii of F over Dx. Let y ∈ Dx − {x}. The connected
component of Dx−{x} that contains this point is an open disk Dx,y of radius Rx. By Lemma 1.2.2,
RS,i−1(−,F ) is always constant on DS,i−1(y,F ). So if we had RS,i−1(y,F ) = RS,i(y,F ) = ρ, the
map RS,i−1(−,F ) would be constant and equal to ρ on the open disk of radius ρR containing y,
that is to say on Dx,y. By continuity, we would have RS,i−1(x,F ) = Rx/R = RS,i(x,F ), which
contradicts i).
We have just proven that i separates the radii on the whole Dx. By continuity, it also separates
the radii over some neighborhoodD′ of Dx. We may assume that D
′ is an open disk that is contained
in D. The isomorphism ϕ identifies it to some disk D−(0, R′), with R′ ∈ ]Rx, R[. Remark that we
have RS,i(−,F ) < R
′/R on D′. Indeed, otherwise, the radius RS,i(x,F ) would be oversolvable.
By Proposition 1.3.3, for every j ∈ {1, . . . , i}, we have
R∅,j(−,F|D′) =
R
R′
RS,j(−,F ) on D
′ . (2.76)
This proves that the first i slopes are preserved by restriction to D′, hence it is enough to prove
that ddcH∅,i(x,F|D′) 6 0.
By Theorem 1.2.5, we have a decomposition
0→ (F|D′)>i → F|D′ → (F|D′)<i → 0 (2.77)
and we may write
ddcH∅,i(x,FD′) = dd
cH∅,i−1(x,F|D′) + dd
cR∅,i(x,F|D′) (2.78)
= ddcH∅,i−1(x,F|D′) + dd
cR∅,1(x, (F|D′)>i) . (2.79)
By i) and ii), the index i − 1 is spectral non-solvable at x, hence, by point ii) of Theorem 1.4.2,
we have ddcH∅,i−1(x,F|D′) = 0. Since the first radius R∅,1(−, (F|D′)>i) is super-harmonic at x (see
the remark following Theorem 1.4.2), we are done.
Recall that, by Definition 1.4.1, we have CS,1(F ) = ∅ (which, by point ii) of Theorem 1.4.2,
implies that the first radius RS,1(−,F ) is super-harmonic outside S).
Corollary 2.4.7. Let i > 2 and let x ∈ CS,i(F ). Assume that i is the smallest index that is solvable
at x. Then, x /∈ ES,i, i.e. HS,i(−,F ) is super-harmonic at x.
Moreover, if F is free of Liouville numbers at x, then, x /∈ ES,r, where r := rank(Fx), i.e.
HS,r(−,F ) is super-harmonic at x.
Proof. By assumption, the index i separates the radii at x. Since it is the smallest index that is
solvable at x, the indexes j < i are spectral non-solvable at x. It now follows from the definition
of the CS,j(F )’s that x is an end-point of ΓS,i(F ). The first part of the result now follows from
Proposition 2.4.6.
Let us now assume that F is free of Liouville numbers at x. Arguing as in the proof of Propo-
sition 2.4.6, we may assume that K is algebraically closed, that x is a point of type 2 or 3 and that
we have a decomposition
0→ (F|D′)>i → F|D′ → (F|D′)<i → 0 (2.80)
on some neighborhood D′ of Dx that is an open disk. Aguing as in the proof of (2.76), we show
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that, for every j ∈ {1, . . . , isolx }, we have
R∅,j(−,F|D′) =
R
R′
RS,j(−,F ) on D
′ , (2.81)
hence the corresponding slopes are preserved by localization to D′.
For every j ∈ {isolx + 1, . . . , r}, the j
th radius is oversolvable, hence constant around x, so we
have
ddcR∅,j(x,F|D′) = dd
cRS,j(x,F ) = 0 . (2.82)
Since i−1 is spectral non-solvable at x, by point ii) of Theorem 1.4.2, we have ddcHS,i−1(x,F ) = 0.
We deduce that
ddcHS,r(x,F ) = dd
cHS,i−1(x,F ) +
isolx∑
j=i
ddcRS,j(x,F ) +
r∑
j=isolx +1
ddcRS,j(x,F ) (2.83)
=
isolx∑
j=i
ddcR∅,j(x,F|D′) (2.84)
=
r∑
j=i
ddcR∅,j(x,F|D′) (2.85)
=
r−i+1∑
j=1
ddcR∅,j(x, (F|D′)>i) (2.86)
= ddcH∅,r−i+1(x, (F|D′)>i) (2.87)
and we conclude by Proposition 2.4.5.
Corollary 2.4.8. Assume that F has rank 2. Let x ∈ CS,2(F ) and assume that F is free of
Liouville numbers at x. Then, we have
ddcHS,2(x,F ) 6 0 . (2.88)
In particular, if F is free of Liouville numbers at each point of CS,2(F ), then we have
ES,1 ∪ ES,2 ⊆ S . (2.89)
Proof. By definition of CS,2, the index i = 2 is solvable at x and x is an end-point of ΓS,2(F ). If i = 1
is solvable at x too, then the result follows from Proposition 2.4.5. Otherwise, it is a consequence
of Corollary 2.4.7.
The following theorem provides the full super-harmonicity under some assumptions.
Theorem 2.4.9. Let x ∈ X − ΓS. Set r := rank(Fx). Assume that F is free of Liouville numbers
at x. If x is of type 2 or 3, assume moreover that there exists an elementary tube V centered at x
that is adapted to F such that
i) the canonical inclusion H0dR(D
†
x,F ) ⊆ H0dR(V
†,F ) is an equality;
ii) for all i = 1, . . . , r, we have RS,i(−,F
∗) = RS,i(−,F ) on Dx.
Then, for all i = 1, . . . , r, the partial height HS,i(−,F ) is super-harmonic at x.
Proof. Case 1: i = r.
Let us first prove the result for i = r. If x is of type 1, the result is well-known. If it is of type 4,
then if follows from Corollary 2.4.3.
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We may now assume that x is of type 2 or 3. By Corollary A.3.16, we may extend the scalars and
assume that K is algebraically closed and maximally complete. Consider the commutative diagram
with exact rows
0 // O†(Dx)

// O†(V ) //

⊕
b∈S H
†
b
// 0
0 //
⊕
b∈S O(Db)
//
⊕
b∈S Rb
//
⊕
b∈S H
†
b
// 0
(2.90)
where S := Sing(x, V )− {b∞}, and H
†
b := (T − cb)
−1O†(P1,anK −Db) as in (2.36).
Tensorizing the the first line with F and applying∇, we get a diagram with exact lines. Applying
the snake lemma, we get a long exact sequence
0→ H0dR(D
†
x,F )
∼
→ H0dR(V
†,F )→ Ker(∆∞)→ H
1
dR(D
†
x,F )→ H
1
dR(V
†,F )→ Coker(∆∞)→ 0 ,
(2.91)
where ∆∞ is the endomorphism of
⊕
b∈S(F ⊗O†(Dx) H
†
b) induced by ∇ (see Theorem 2.2.21). By
the results of the previous sections, all the vector spaces that appear in this sequence are finite-
dimensional over K.
By assumption i), the first arrow of (2.91) is an isomorphism and we deduce that
dimK Ker(∆∞) 6 h
1(D†x,F ) (2.92)
and
h1(V †,F ) = h1(D†x,F ) − dimK Ker(∆∞) + dimK Coker(∆∞) . (2.93)
By Theorem 2.2.21, one has
dimK Coker(∆∞) =
∑
b∈S
h0(Db,F
∗) . (2.94)
Applying point i) of Proposition 2.4.1, we now get
ddcHS,r(x,F ) = −h
1(V †,F ) +
∑
b∈S
h0(F ,Db) (2.95)
= −h1(D†x,F ) + dimK Ker(∆∞)−
∑
b∈S
h0(Db,F
∗) +
∑
b∈S
h0(Db,F ) . (2.96)
By assumption ii), the last two sums cancel out and the result follows from (2.92).
Case 2: i < r and the index i+ 1 separates the radii of F at x.
Remark that the condition amounts to saying that i is a vertex of the convergence Newton
polygon.
We will prove that ddcHS,i(−,F ) 6 0. By Theorem 1.4.2, we may assume that x ∈ CS,i(F ).
By Corollary A.3.16, we may extend the scalars and assume that K is algebraically closed and
maximally complete and that x is a point of type 2 or 3.
By definition of CS,i(F ) (see Definition 1.4.1), there exists at least an index j 6 i that is solvable
at x. In particular, i is solvable or oversolvable at x and isolx ∈ {1, . . . , i}. We also deduce that i+ 1
is oversolvable at x. We claim that the index isolx + 1 separates the radii on the whole Dx. Indeed
isolx + 1 is over-solvable at x, hence Dx ⊂ DS,isolx +1(x,F ) and DS,isolx +1(x,F ) = DS,isolx +1(y,F ), for
all y ∈ DS,isolx +1(x,F ). If i
sol
x + 1 did not separate the radii at some z ∈ Dx, then we would have
DS,isolx (z,F ) = DS,isolx +1(z,F ) = DS,isolx +1(x,F ) ⊃ Dx (2.97)
and isolx would be oversolvable at x. This proves that i
sol
x + 1 separates the radii on Dx.
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By continuity, isolx + 1 separates the radii in a neighborhood of Dx. Arguing as in the proof of
Proposition 2.4.6, we find an virtual open disk D′ containing Dx on which we have a decomposition
0→ (F|D′)>isolx +1 → F|D′ → (F|D′)<isolx +1 → 0 (2.98)
and
ddcHS,i(x,F ) = dd
cH∅,i(x,F|D′) = dd
cH∅,isolx (x,F|D′) = dd
cH∅,isolx (x, (F|D′)<isolx +1) . (2.99)
Remark that isolx = rank((F|D′)<isolx +1). Assumptions i) and iii) of the theorem are stable by restric-
tion to D′ and by replacing F by F|D′ . Since the radii with index at least i
sol
x +1 are overconvergent,
they correspond to solutions that converge in a neighborhood of Dx (hence also of V ). We deduce
that we have
h0dR(D
†
x, (F|D′)<isolx +1) = h
0
dR(D
†
x,F ) − r + i
sol
x (2.100)
and
h0dR(V
†, (F|D′)<isolx +1) = h
0
dR(V
†,F ) − r + isolx , (2.101)
hence an equality H0dR(D
†
x, (F|D′)<isolx +1) = H
0
dR(V
†, (F|D′)<isolx +1). We now conclude by case 1,
remarking that the assumptions i) and ii) of the claim are stable by restriction to D′.
Case 3: the general case.
Let i ∈ {1, . . . , r}. Set A− := {j < i | RS,j(x,F ) < RS,i(x,F )}. If A
− = ∅, set i− :=
0. Otherwise, set i− = maxA−. Remark that i− + 1 separates the radii of F at x, hence we
have already proved that ddcHS,i−(x,F ) 6 0. To handle the other case at the same time, we set
ddcHS,0(x,F ) := 0.
Set i+ = max{j > i | RS,j(x,F ) = RS,i(x,F )}. Remark that we have either i
+ = r or i+ < r
and i++1 separates the radii of F at x. In any case, we have already proved that ddcHS,i+(x,F ) 6 0.
We have
RS,i−+1(−,F ) 6 · · · 6 RS,i+(−,F ) (2.102)
and
RS,i−+1(x,F ) = · · · = RS,i+(x,F ) . (2.103)
We deduce that, for every germ of segment b out of x, we have
∂bRS,i−+1(x,F ) 6 · · · 6 ∂bRS,i+(x,F ) (2.104)
hence, since the Laplacian at x is a sum of such slopes,
ddcRS,i−+1(x,F ) 6 · · · 6 dd
cRS,i+(x,F ) . (2.105)
We now distinguish two cases:
– If ddcRS,i(x,F ) 6 0, then, for all j ∈ {i
− + 1, . . . , i}, we have ddcRS,j(x,F ) 6 0, hence
ddcHS,i(x,F ) = dd
cHS,i−(x,F ) +
i∑
j=i−+1
ddcRS,j(x,F ) 6 0 . (2.106)
– If ddcRS,i(x,F ) > 0, then, for all j ∈ {i, . . . , i
+}, we have ddcRS,j(x,F ) > 0, hence
ddcHS,i(x,F ) = dd
cHS,i+(x,F ) −
i+∑
j=i+1
ddcRS,j(x,F ) 6 0 . (2.107)
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Remark 2.4.10. In order to prove a more general super-harmonicity statement, one would need
to be able to control the “ solvable breaks of the radii going towards the oversolvable side”. As
we have seen in the proof of Theorem 2.4.9, the problem is localized at the point x = x0,1 of the
overconvergent disk D†x.
The following picture shows the typical example of a “ pathological” situation that we have in
mind. We are unable to prove in full generality that such behaviors never arise.
Set r := rank(F ) = 3, x := x0,1, D
†
x := D+(0, 1)†.
•
log(1 + ε)
Here H∅,3(−,F ) is not super-harmonicSolvability line
Slope of R∅,1(−,F ) is 2
(2.108)
The picture shows the functions ρ˜ 7→ logR∅,i(x0,exp(ρ˜),F ), where ρ˜ = log(ρ) ∈ ]−∞, log(1 + ε)[. At
the left hand side of the solvability line, the radii are oversolvable, hence constant. At the right hand
side of the line, the radii are spectral.
If b∞ is the germ of segment at the open boundary of D
†
x, we have ∂b∞H∅,3(−,F ) = 0, so
H1dR(D
†
x,F ) = 0 by (2.53). There are no oversolvable radii, hence no trivial submodules of F on
D†x so H0dR(D
†
x,F ) = 0 too.
3. Global measure of the irregularity.
In this section we study the global de Rham cohomology of (F ,∇). Under mild assumptions,
we provide necessary and sufficient conditions for its finite dimensionality and establish an index
formula.
3.1. The Christol-Mebkhout limit formula.
In this section, we show that ifX is an quasi-Stein curve that can be conveniently “approximated” by
a family of quasi-Stein curves (Xα)α, then the de Rham cohomology of the differential equation F
over X can be recovered as the limit of the de Rham cohomologies of its restrictions to the Xα’s.
The fundamental assumption here is the finite dimensionality of the cohomology of F on Xα,
indeed the fact that O(Xα) is Fre´chet implies that H
1
dR(Xα,F ) is separated, and hence that the
connection is a strict map, which is the crucial point (see [CM95, Theorem 4], see also Proposition
A.3.14). This technique has been introduced by Christol and Mebkhout for open annuli (see [CM00,
Proof of 8.3-1]), and it essentially follows from [Gro61, Chap.0, 13.2.4], after an original idea of
Grothendieck (see [Gro54]).
Theorem 3.1.1. Assume that K is not trivially valued. Assume that X is strictly K-analytic,
connected, and quasi-Stein. Assume moreover that there exists an admissible increasing sequence of
relatively compact quasi-Stein analytic domains (Xn)n∈N such that X =
⋃
n∈NXn and an integer n0
such that, for every n > n0,
i) Xn is a connected quasi-Stein space;
ii) the restriction map O(Xn+1)→ O(Xn) has dense image;
iii) the de Rham cohomology group H1dR(Xn,F|Xn) is a finite-dimensional K-vector space.
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Then,
i) we have
H0dR(X,F ) = lim←−
n
H0dR(Xn,F|Xn) , (3.1)
H0dR(X,F ) is a finite-dimensional K-vector space and there exists an integer n1 such that for
every n,m ∈ N satisfying n > m > n1, the natural map H0dR(Xn,F|Xn)→ H
0
dR(Xm,F|Xm) is
an isomorphism;
ii) for every n,m > n0, the natural map H
1
dR(Xn,F|Xn)→ H
1
dR(Xm,F|Xm) is surjective;
iii) one has
H1dR(X,F ) = lim←−
n
H1dR(Xn,F|Xn) (3.2)
and for every n > n0, the natural map H
1
dR(X,F )→ H
1
dR(Xn,F|Xn) is surjective.
In particular, H1dR(X,F ) is finite-dimensional if, and only if, the sequence of dimensions (h
1
dR(Xn,F|Xn))n∈N
(or equivalently the sequence of indexes (χdR(Xn,F|Xn))n∈N) is eventually constant. In this case,
we have
h1dR(X,F ) = limn→+∞
h1dR(Xn,F|Xn) and χdR(X,F ) = limn→+∞
χdR(Xn,F|Xn) . (3.3)
Proof. Since X is quasi-Stein, the cohomology groups H0dR(X,F ) and H
1
dR(X,F ) may be identified
with the kernel and cokernel of the map ∇ : F (X) → F (X) ⊗O(X) Ω
1(X) respectively. A similar
result holds for the Xn’s.
i) The first part of the statement holds since inverse limits commute with kernels. It is also
well-known that all the H0dR’s are finite dimensional since the spaces are connected.
Moreover, by analytic continuation (see [Ber90, Corollary 3.3.21]), for every n > n0, the map
O(Xn+1) → O(Xn) is injective, hence H
0
dR(Xn+1,F|Xn+1) → H
0
dR(Xn,F|Xn) is injective too. We
deduce that the sequence of dimensions (h0dR(Xn,F|Xn))n∈N is eventually non-increasing, hence
eventually constant. It follows that the maps H0dR(Xn,F|Xn)→ H
0
dR(Xm,F|Xm) are isomorphisms
for all n,m large enough.
ii) and iii) Those statements follow from Proposition A.4.1, which we can use thanks to Lemma A.4.3.
3.2. Adapted pseudo-triangulations
It will sometimes be convenient to impose that the pseudo-triangulations we consider behave well
with respect to F .
Definition 3.2.1 (Adapted pseudo-triangulation). A pseudo-triangulation T of X is said to be
adapted to F if
i) ΓT meets every connected component of X;
ii) all the radii of F are log-affine on the skeleton of every connected component of X −T that is
a pseudo-annulus.
It is easy to see that every pseudo-triangulation may be enlarged into another one that is adapted
to F .
Lemma 3.2.2. Let T be a pseudo-triangulation of X such that ΓT meets every connected component
of X. Then, there exists a subset T ′ of X such that
i) T ′ ⊇ T ;
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ii) T ′ is a pseudo-triangulation of X adapted to F ;
iii) ΓT ′ = ΓT . ✷
We now introduce the notion of finitely controlled differential equations, which will be crucial
for index formulas. For definitions about graphs, we refer to Section 1.1.4.
Definition 3.2.3 (Finitely controlled equations). Assume that X has finitely many connected com-
ponents. Let T be a pseudo-triangulation of X. If K is algebraically closed, we say that F is finitely
controlled on ΓT if ΓT meets every connected component of X and if the set of points x ∈ ΓT where
(at least) one of the following conditions is satisfied:
i) x ∈ ∂X;
ii) g(x) > 0;
iii) x is a bifurcation point of ΓT ;
iv) there exists an open segment I ⊂ ΓT containing x and an index i such that RT,i(−,F )|I has
a break at x
is finite.
If K is arbitrary, we say that F is finitely controlled on ΓT if π
∗
K̂alg
(F ) is finitely controlled
on ΓT ̂
Kalg
.
We say that F is finitely controlled on X if X has finitely many connected components and if
there exists a pseudo-triangulation T of X such that F is finitely controlled on ΓT .
The following result is a consequence of Lemma 1.1.32.
Lemma 3.2.4. Assume that X has finitely many connected components. Let T be a pseudo-triangulation
of X. Then, F is finitely controlled on ΓT if, and only if, there exists a finite subset T
′ of T such
that
i) T ′ is a pseudo-triangulation of X adapted to F ;
ii) ΓT ′ = ΓT . ✷
Lemma 3.2.5. Let T be a pseudo-triangulation of X such that ΓT has only finitely many points of
bifurcation. Then, ΓT is topologically finite.
Moreover, if ΓT meets every connected component of X and if there are only finitely many points
x ∈ ΓT that satisfy property iv) of Definition 3.2.3, then ΓT (F ) is topologically finite too.
Proof. Since the graph ΓT is locally finite, there are only finitely many branches out of a point of
bifurcation and the first result is clear.
Let us now assume that ΓT meets every connected component of X and that there are only
finitely many points x ∈ X that satisfy property iv) of Definition 3.2.3. By Lemma 1.3.7, for every
segment I in ΓT that is the skeleton of a pseudo-annulus, a point x ∈ I may be a branch point
of ΓT (F ) only if one of the radii RT,i(−,F )|I has a break at x. We deduce that there are only
finitely many branch points of ΓT (F ) on ΓT , hence only finitely many connected components D
ofX−ΓT that meet ΓT (F ). Since ΓT meets every connected component of X, every D is a relatively
compact, hence ΓT (F ) ∩D is topologically finite. The result follows.
Lemma 3.2.6. Let Γ be a topologically finite subgraph of X. If Γ is relatively compact in X,
then π−1
K̂alg
(Γ) is topologically finite.
55
Je´roˆme Poineau and Andrea Pulita
Proof. For x ∈ X, denote by s(x) the algebraic closure of K in H (x). We have [s(x) : K] =
Card(π−1
K̂alg
(x)). It is enough to prove that [s(−) : K] is bounded on Γ. The closure Γ of Γ being a
compact graph, it is enough to prove that [s(−) : K] is locally bounded on Γ.
Let x ∈ Γ. If x has type 1 or 4, then it has a neighborhood in X that is isomorphic to a virtual
open disk D. Consider a neighborhood of x in Γ∩D that is a segment I with end-point x. By [Duc,
1.9.16.3], the map [s(−) : K] is non-decreasing on I towards x, hence bounded on I.
If x has type 2 or 3, then the map [s(−) : k] is locally bounded by [Duc, 4.5.12].
Corollary 3.2.7. Assume that X may be embedded as an analytic domain of a compact curve X
(e.g. if X may be embedded in the analytification of an algebraic curve). Let T be a pseudo-
triangulation of X. Assume that ΓT meets every connected component of X. For every complete
valued extension L of K, denote by BL the set of points x ∈ ΓTL that satisfy at least one of the
conditions i) to iv) of Definition 3.2.3 over L. Then BK is finite if and only if BK̂alg is finite, and
in this case F is finitely controlled on ΓT . ✷
Lemma 3.2.8. Assume that K is algebraically closed and not trivially valued. Assume that X is
connected. If F is finitely controlled on X, then X has finite genus and X is either projective or
quasi-Stein.
Proof. By Lemma 3.2.5, the graph ΓT is topologically finite. Since there are only a finite number
of points with positive genus in X, X has finite genus. By Theorem 1.1.17, X is either projective
or quasi-Stein.
Although this may not appear clearly, point iv) of Definition 3.2.3 does not depend on the
pseudo-triangulation T that satisfies the other properties.
Lemma 3.2.9. Let T be a pseudo-triangulation of X such that ΓT meets every connected compo-
nent of X. Let T ′ be a pseudo-triangulation of X such that ΓT ′ has finitely many end-points (see
Section 1.1.4). Then ΓT ′ − ΓT is relatively compact.
Proof. Let D be a connected component of X − ΓT . Since ΓT meets every connected component
of X, D is relatively compact. We deduce that it is enough to show that there are finitely many
connected components of X − ΓT that meet ΓT ′ . Since such a component is a relatively compact
virtual open disk, it must contain an end-point of ΓT ′ and the result follows.
Corollary 3.2.10. Let T and T ′ be pseudo-triangulations of X such that ΓT and ΓT ′ meet every
connected component of X and have finitely many end-points. Then the number of break-points of
all the radii RT,i(−,F ) on ΓT is finite if, and only if, the number of break-points of all the radii
RT ′,i(−,F ) on ΓT ′ is finite.
Proof. There exists a pseudo-triangulation T ′′ containing T and T ′ such that ΓT ′′ has finitely many
end- points. Hence, we may assume that T ⊆ T ′. In this case, it is clear that if the claim holds
for T ′, then is also holds for T .
To prove the converse statement, recall that, by Proposition 1.3.4, we have
ΓT ′(F ) = ΓT (F ) ∪ ΓT ′ . (3.4)
To prove the result, using the finiteness of the radii, it is now enough to show that ΓT ′ − ΓT is
relatively compact, which follows from Lemma 3.2.9.
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3.3. Equations free of Liouville numbers.
We now define the global “non Liouville” condition which is one of the essential ingredients to
guarantee the finite dimensionality of the global de Rham cohomology.
Definition 3.3.1. Let Γ be a subgraph of X. We say that F is free of Liouville numbers along Γ if
it is free of Liouville numbers on every germ of segment out of a point of Γ.
Proposition 3.3.2. Let S be a pseudo-triangulation of X that is adapted to F . Then, F is free of
Liouville numbers along ΓS if, and only if,
i) for every connected component C of X − S that is an open pseudo-annulus, there exists a
relatively compact germ of segment b in ΓC such that F is free of Liouville numbers on b;
ii) for every x ∈ S and every b ∈ B(x,ΓS(F )− ΓS), F is free of Liouville numbers on b.
Proof. Assume that properties i) and ii) are satisfied. Let b be a germ of segment out of a point x
of ΓS . We will distinguish several cases.
– If b ⊆ ΓS , then b belongs to the skeleton ΓC of some open pseudo-annulus C that is a connected
component C of X − S. The result then follows from property i) and Lemma 2.1.13.
– If b * ΓS(F ), then F is free of Liouville numbers on b by Corollary 2.1.11.
– If x ∈ S and b ⊆ ΓS(F )− ΓS , then F is free of Liouville numbers on b by property ii).
We have covered all the possible cases. Indeed, since S is adapted to F , every point of ΓS − S
belongs to the skeleton of an open pseudo-annulus on which the radii of F are log-affine. For such
a point x, we have B(x,ΓS(F )) = B(x,ΓS), by Lemma 1.3.7.
Remark 3.3.3. We recall that the Liouville condition involves the Robba part of F , so if the radii
of F are all spectral non solvable over b, then F is automatically free of Liouville numbers along b.
In particular if x ∈ S, and if all the radii of F are spectral non solvable at x, then condition ii)
of Proposition 3.3.2 is automatically verified at x.
Finally let b be a germ of segment out of a point x ∈ S, then we remark that b ∈ ΓS(F )− ΓS if
and only if at least one of the radii satisfies ∂bRS,i(x,F ) 6= 0.
Remark 3.3.4. Let C be a virtual open annulus contained in X. Assume that all the radii of F|C
are log-affine on ΓC . By Proposition 3.3.2 and Lemma 1.3.7, F|C is free of Liouville numbers in the
classical sense if, and only if, it is free of Liouville numbers along ΓC in the sense of Definition 3.3.1.
Remark 3.3.5. By the same arguments as in the proof of Proposition 3.3.2, one can prove that F
is free of Liouville numbers on every relatively compact germ of segment in X if, and only if, F is
free of Liouville numbers on every relatively compact germ of segment contained in ΓS(F ).
For our purpose, it will be enough to impose that F is free of Liouville numbers along ΓS.
As an application of Theorem 3.1.1, we give the following generalization of the Christol-Mebkhout
index theorem over annuli (see Theorem 2.1.6).
Theorem 3.3.6. Let C be a pseudo-annulus contained in X. Assume that
i) the radii of F|C are all log-affine on the skeleton ΓC of C;
ii) F is free of Liouville numbers along ΓC .
Then, F has finite index on C and we have χdR(C,F|C) = 0.
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Moreover, if C ′ is a pseudo-annulus contained in C such that ΓC′ ⊆ ΓC , then, for i = 0, 1, the
restriction morphism HidR(C,F )
∼
→ HidR(C
′,F ) is an isomorphism.
Proof. By Corollary A.3.16, we may extend the scalars and assume that K is algebraically closed.
By Lemma 1.1.24, the pseudo-annulus C may be written as an increasing countable union of
open annuli Cn with nested skeletons such that
⋃
n>0 ΓCn = ΓC .
Since Cn is an annulus, it is a Stein space and O(Cn) is Fre´chet. Moreover, since Cn ⊆ Cn+1 and
ΓCn ⊆ ΓCn+1 , the morphism O(Cn+1) → O(Cn) is injective, uniformly continuous and its image is
dense. Note also that, by Theorem 2.1.6, for i = 0, 1, we have a natural isomorphism
HidR(Cn+1,F|Cn+1)
∼
→ HidR(Cn,F|Cn). (3.5)
By Theorem 3.1.1, for i = 0, 1, we have a natural isomorphism
HidR(C,F|C)
∼
→ lim←−
n
HidR(Cn,F|Cn). (3.6)
By (3.5), we deduce that, for every n > 0, we have a natural isomorphism
HidR(C,F|C )
∼
→ HidR(Cn,F|Cn). (3.7)
By Theorem 2.1.6, for every n > 0, one has χdR(Cn,F|Cn) = 0, hence the same result holds over C.
To prove the last result, it is enough to choose exhaustions for C and C ′ that contain a common
annulus C0 and use (3.7).
3.4. Global irregularity
In this section, we provide a definition of global irregularity of F . It will later appear in a global
form of the Grothendieck-Ogg-Shafarevich formula.
Recall that the notation B(x,Γ) has been introduced in Section 1.1.4, the notation χ(x,Γ) in
Definition 1.1.44, and the notation Irrb(F ) in Definition 2.3.1.
Definition 3.4.1. Let x ∈ X be a point of type 2 or 3 and let Γ be a subgraph of X that is finite
around x. Set r := rank(Fx). For every i ∈ {1, . . . , r}, set
χ(x,Γ,F ) := r · χ(x,Γ)−
∑
b∈B(x,Γ)
Irrb(F ) ∈ Z. (3.8)
To simplify notations, we set
χ(x, S,F ) := χ(x,ΓS ,F ) (3.9)
and
χtot(x, S,F ) := χ(x,ΓS(F ),F ). (3.10)
It follows from the definition that
χ(x, S,F ) = r · χ(x, S) + ddcHS,r(x,F ) −
∑
b∈B(ΓS (F )−ΓS)
∂bHS,r(x,F ) . (3.11)
The quantities χ(x, S,F ) will turn out to be extremely important in the following. Indeed,
the sum
∑
x∈S χ(x, S,F ), when computed on the points of an appropriate pseudo-triangulation,
controls the index χdR(X,F ) of the differential equation (see Theorem 3.5.2 and Theorem 3.8.9).
Lemma 3.4.2. Let x ∈ S. Set r := rank(Fx). If x has type 2, assume moreover that it satisfies the
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condition (TR). Then
χ(x, S,F ) = (r − ispx ) · χ(x, S)︸ ︷︷ ︸
A
+
∑
b∈B(x,ΓS(F )−ΓS )
− deg(b) ∂bHS,ispx (x,F )︸ ︷︷ ︸
B
+
∑
b∈B(x,ΓS)
deg(b)
r∑
j=ispx +1
∂bRS,j(x,F )︸ ︷︷ ︸
C
(3.12)
We have B 6 0 and C 6 0.
We have B = 0 if, and only if, for every b ∈ B(x,ΓS(F )− ΓS), we have ∂bHS,ispx (−,F ) = 0.
We have C = 0 if, and only if, for every b ∈ B(x,ΓS) and every i ∈ {i
sp
x + 1, . . . , r}, we have
∂bRS,i(−,F ) = 0.
Proof. By definition χ(x, S,F ) = r · χ(x, S)−
∑
b∈B(x,ΓS)
Irrb(F ). We have
−
∑
b∈B(x,ΓS)
Irrb(F ) =
∑
b∈B(x,ΓS)
deg(b) · ∂bHS,r(x,F ) (3.13)
=
∑
b∈B(x,ΓS)
deg(b) · ∂bHS,ispx (x,F ) +
∑
b∈B(x,ΓS)
r∑
j=ispx +1
deg(b) · ∂bRS,j(x,F ) (3.14)
The second term is C, while the first can be written as∑
b∈B(x,ΓS)
deg(b) · ∂bHS,ispx (x,F ) = dd
cHS,ispx (x,F ) −
∑
b∈B(x,ΓS(F )−ΓS )
deg(b) · ∂bHS,ispx (x,F ) (3.15)
By Theorem 1.4.2, ddcHS,ispx (x,F ) = −i
sp
x · χ(x, S), hence we obtain (3.12).
Let b ∈ B(x,ΓS(F ) − ΓS). It is the germ of segment at infinity of a virtual open disk Db that
is a connected component of X − {x}. By Proposition 1.2.12, we have
∂bHS,ispx (x,F ) > 0. (3.16)
We deduce that B 6 0 and that B = 0 precisely when the conditions of the statement hold.
Remark that, for every j ∈ {ispx + 1, . . . , r}, we have RS,j(x,F ) = 1. We deduce that, for every
germ of segment b out of x, we have ∂bRS,j(−,F ) 6 0. The rest of the result follows.
Lemma 3.4.3. Let x ∈ ∂X. Set r := rank(Fx). Assume that the radii of F are all spectral non
solvable at x. Then
χtot(x, S,F ) = ∆r(x,F ) = r · χ(x, S) + dd
cHS,r(x,F ) , (3.17)
where ∆r(x,F ) is the intrinsic Laplacian (cf. Definition 1.4.3). In particular χtot(x, S,F ) is inde-
pendent of S.
Proof. We can assume K algebraically closed. We have
χtot(x, S,F ) = r · χ(x,ΓS(F )) −
∑
b∈B(x,ΓS(F ))
Irrb(F ) (3.18)
= r · χ(x, S)− r
(
#B(x,ΓS(F ) − ΓS)
)
−
∑
b∈B(x,ΓS)
Irrb(F ) −
∑
b∈B(x,ΓS(F )−ΓS )
Irrb(F ) .
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Since the radii are all spectral non solvable at x, we have
− Irrb(F ) =
{
∂bHS,r(x,F ) if b ∈ B(x,ΓS)
∂bHS,r(x,F ) + r if b ∈ B(x,ΓS(F ) − ΓS)
(3.19)
This gives (3.17).
The following definition is given for possibly non finitely controlled differential equations
Definition 3.4.4 (Global Irregularity). Let S be a pseudo-triangulation of X. We say that F has
finite irregularity if:
i) ∂X is finite;
ii) ∂oX
K̂alg
is finite and each germ of segment of ∂oX
K̂alg
is represented by an open pseudo-
annulus;
iii) The radii RS,i(−,F ) of F are all spectral non solvable at each point of ∂X;
iv) The total height HS,r(−,F ) is log-affine on each b ∈ ∂
oX.
In this case we define the global irregularity of F as
IrrX(F ) :=
∑
x∈∂X
∆r(x,F ) −
∑
b∈∂oX
Irrb(F ). (3.20)
If ∂X = ∂oX = ∅, it is understood that IrrX(F ) = 0.
Lemma 3.4.5. Assume that all the radii are spectral non-solvable at the points of ∂X. Then, the
global irregularity IrrX(F ) does not depend of the choice of S.
Proof. It is an immediate consequence of Lemmas 1.4.4 and 1.1.33.
Proposition 3.4.6. Let U and V be open subsets of X such that X = U ∪ V . Assume that U ,
V and U ∩ V have finitely many connected components and that F (suitably restricted) has finite
irregularity on them. Then, F has finite irregularity and we have
IrrX(F ) = IrrU (F ) + IrrV (F ) − IrrU∩V (F ). (3.21)
Proof. We may assume K algebraically closed. Since U and V are open, ∂U ∪ ∂V = ∂X. Hence for
W = U, V, U ∩ V , and for all x ∈ ∂W one has
∆r(x,F ) = ∆r(x,F|W ) . (3.22)
On the other hand if ∂onrcW (resp. ∂
o
rcW ) denotes the set of germs of segments in the open boundary
of W that are not relatively compact in X (resp. that are relatively compact in X), then
∂orcU ∩ ∂
o
rcV = ∅ and ∂
o
rcU ∪ ∂
o
rcV = ∂
o
rc(U ∩ V ) , (3.23)
∂onrcU ∪ ∂
o
nrcV = ∂
oX and ∂onrcU ∩ ∂
o
nrcV = ∂
o
nrc(U ∩ V ) . (3.24)
The claim follows.
3.5. Global finite dimensionality of the de Rham cohomology I: Finitely controlled
equations
In this section, we fix a pseudo-triangulation S on X that is adapted to F .
Recall that, for every x ∈ X and every b ∈ B(x,−ΓS), we denote the connected component
of X − {x} that contains b by Dx,b (see Notation 1.5.19). It is a virtual open disk.
Let x ∈ S−∂X. If it is of type 2, assume moreover that is satisfies the condition (TR). Consider
the canonical elementary tube VS(x,F ) centered at x of Definition 1.5.8.
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Set r := rank(Fx). By Corollary 2.3.9, if F is free of Liouville numbers at x, there exists an
elementary neighborhood Ux of VS(x,F ) adapted to F such that Ux ∩ S = {x} and
χdR(Ux,F ) = χdR(VS(x,F )
†,F ) = r · χc(VS(x,F )
†) + ddcH{x},r(x,F|VS(x,F )†). (3.25)
We fix such an elementary neighborhood Ux. We set
Ux(S) = Ux ∪
⋃
b∈B(x,−ΓS)
Dx,b = Ux ∪
⋃
b∈B(x,ΓS(F )−ΓS )
Dx,b. (3.26)
Lemma 3.5.1. Let x ∈ S − ∂X. If it is of type 2, assume moreover that is satisfies the condi-
tion (TR). Assume that F is free of Liouville numbers at x. Then, we have
χdR(Ux(S),F ) = χ(x, S,F ). (3.27)
Proof. For every b ∈ B(x,−ΓS), the intersection Dx,b ∩ Ux is a virtual open annulus on whose
skeleton the radii are log-affine. By Theorem 2.1.6, we have
χdR(Dx,b ∩ Ux,F ) = 0. (3.28)
By Mayer-Vietoris exact sequence, we deduce that
χdR(Ux(S),F ) = χdR(Ux,F ) +
∑
b∈B(x,ΓS(F )−ΓS )
χdR(Dx,b,F )
= r · χc(VS(x,F )
†) + ddcH{x},r(x,F|VS(x,F )†) +
∑
b∈B(x,ΓS(F )−ΓS )
χdR(Dx,b,F )
= r · χc(Ux)−
∑
b∈B(x,ΓS(F ))
Irrb(F ) +
∑
b∈B(x,ΓS(F )−ΓS )
χdR(Dx,b,F ).
(3.29)
By Corollary 2.3.3, for every b ∈ B(x,−ΓS), we have
χdR(Dx,b,F ) = r · χc(Dx,b) + Irrb(F ). (3.30)
We deduce that
χdR(Ux(S),F ) = r · χc(Ux) + r ·
∑
b∈B(x,ΓS(F )−ΓS )
χc(Dx,b)−
∑
b∈B(x,ΓS)
Irrb(F ). (3.31)
For every germ of segment b ∈ B(x,−ΓS), the intersection Dx,b ∩ Ux is a virtual open annulus,
hence satisfies χc(Dx,b ∩ Ux) = 0. By Corollary 1.1.47, we deduce that
χc(Ux) +
∑
b∈B(x,ΓS(F )−ΓS )
χc(Dx,b) = χc(Ux(S)) = χ(x, S) (3.32)
and we conclude.
Theorem 3.5.2. Assume that
i) S is a finite pseudo-triangulation of X adapted to F ;
ii) all the radii of F are spectral and non-solvable at the points of ∂X;
iii) every point of S − ∂X of type 2 satisfies the condition (TR);
iv) F is free of Liouville numbers along ΓS.
Then, the de Rham cohomology groups of F are finite-dimensional vector spaces and we have
χdR(X,F ) =
∑
x∈S−∂X
χ(x, S,F ) +
∑
y∈∂X
b∈B(y,ΓS (F )−ΓS)
(r + Irrb(F )) . (3.33)
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Proof. We first define a finite open cover of X. For every x ∈ S − ∂X, consider the open set Ux(S)
as above.
For every y in ∂X, let Wy be an elementary neighborhood of VS(y,F ) adapted to F such that
i) Wy ∩ S = {y};
ii) ΓS(F ) ∩Wy is the analytic skeleton of Wy endowed with the pseudo-triangulation {y};
iii) the radii of F are all spectral and non-solvable on ΓS(F ) ∩Wy.
By Proposition 1.6.6, we have χdR(Wy,F ) = 0.
Recall also that, by Corollary 2.3.3, for every b ∈ B(y,ΓS(F ) − ΓS), we have
χdR(Dy,b,F ) = r + Irrb(F ). (3.34)
Let A be the set of connected components of X −S that are pseudo-annuli. By assumption, for
every C ∈ A , the radii of F are log-affine on the skeleton of C, hence we have χdR(C,F ) = 0, by
Theorem 3.3.6.
Together, the Ux(S)’s (with x ∈ S− ∂X), the Wy’s (with y ∈ ∂X), the Dy,b’s (with y ∈ ∂X and
b ∈ B(y,ΓS(F ) − ΓS)) and the elements of A form a finite open cover of X.
Moreover, the intersection of two distinct elements among the former is either empty or a virtual
open annulus C on whose skeleton the radii are log-affine, hence for which we have χdR(C,F ) = 0
by Theorem 2.1.6. Using Mayer-Vietoris exact sequence repeatedly, we show that the de Rham
cohomology groups of F are finite-dimensional vector spaces and that we have
χdR(X,F ) =
∑
x∈S−∂X
χdR(Ux(S),F ) +
∑
y∈∂X
χdR(Wy,F )
+
∑
y∈∂X
b∈B(y,ΓS(F )−ΓS )
χdR(Dy,b,F ) +
∑
C∈A
χdR(C,F ) .
(3.35)
The result now follows from Lemma 3.5.1.
We now want to turn this result into a Grothendieck-Ogg-Shafarevich formula.
Corollary 3.5.3. Assume that X is connected. Under the hypotheses of Theorem 3.5.2, we have
χdR(X,F ) = rank(F ) · χc(X) − IrrX(F ) . (3.36)
Proof. By Theorem 3.5.2 and Definition 3.4.1, we have
χdR(X,F ) = r ·
∑
x∈S−∂X
χ(x, S)−
∑
x∈S−∂X
∑
b∈B(x,ΓS)
Irrb(F )
+ r ·
∑
y∈∂X
Card(B(y,ΓS(F ) − ΓS)) +
∑
y∈∂X
∑
b∈B(y,ΓS(F )−ΓS )
Irrb(F ).
(3.37)
Let us first consider the first sum in the right hand side of the equation. We have
σ :=
∑
x∈S−∂X
∑
b∈B(x,ΓS)
Irrb(F ) =
∑
C
∑
x∈∂(C/X)−∂X
∑
b∈B(x,ΓC)
Irrb(F ) (3.38)
where C is a connected component of X −S that is a pseudo-annulus and ∂(C/X) is the boundary
of C in X.
Let C be as above. Since S is adapted to F , the radii of F are log-affine on the skeleton of C.
We distinguish several cases. Recall that, as always, germs of segments out of point are oriented
away from it and germs of segments at infinity are oriented towards the interior of X.
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– If C is relatively compact in X and if its boundary points belong to X − ∂X, then its contri-
bution to the sum is the sum of two opposite terms, that is to say 0.
– If C is relatively compact in X and if its boundary points both belong to ∂X, then it does not
contribute to the sum.
– If C is relatively compact in X and if it has one boundary point x1 in X − ∂X and another
one x2 in ∂X, then its contribution to the sum is Irrb1(F ) = − Irrb2(F ), where bi is the germ
of segment out of xi that belongs to C.
– If C is not relatively compact in X and if it has one boundary point x in X − ∂X, then its
contribution to the sum is Irrbx(F ) = − Irrb∞(F ), where bx is the germ of segment out of x
that belongs to C and b∞ the germ of segment at infinity of X that belongs to C.
– If C is not relatively compact in X and if it has one boundary point x in ∂X, then it does not
contribute to the sum. We will write this contribution as 0 = − Irrbx(F )− Irrb∞(F ), where bx
is the germ of segment out of x that belongs to C and b∞ the germ of segment at infinity of X
that belongs to C.
– If C is not relatively compact in X and has no boundary point in X, then it does not contribute
to the sum. We will write this contribution as 0 = − Irrb1(F )− Irrb2(F ), where b1 and b2 are
the two germs of segments at infinity of X that belong to C.
Remark that the germs of segments that appear above and that do not come out of a point x ∈
X−∂X are exactly the germs of segments at infinity of X and the germs of segments out of a point
of ∂X that belong to ΓS. We deduce that
σ = −
∑
y∈∂X
∑
b∈B(y,ΓS )
Irrb(F )−
∑
b∈∂oX
Irrb(F ). (3.39)
Remark that, for every y ∈ ∂X, we have
Card(B(y,ΓS(F ) − ΓS)) = χ(y, S)− χ(y,ΓS(F )) . (3.40)
Putting everything together, we deduce that
χdR(X,F ) = r ·
∑
x∈S
χ(x, S) +
∑
y∈∂X
∑
b∈B(y,ΓS(F ))
Irrb(F )
+
∑
b∈∂oX
Irrb(F ) − r ·
∑
x∈∂X
χ(x,ΓS(F )) .
(3.41)
We conclude by Lemma 1.1.45.
Let us now state an important application of Theorem 3.5.2.
Lemma 3.5.4. Let U be a relatively compact analytic domain of X with finite boundary. Let SU be
a pseudo-triangulation of U such that ΓSU is topologically finite. Then, all the radii RSU ,i(−,F|U )
have only finitely many breaks along ΓSU . In other words, F|U is finitely controlled on ΓSU .
Proof. By Lemma 3.2.6, π−1
K̂alg
(ΓSU ) is topologically finite. Hence, we may assume that K is alge-
braically closed.
Let T be a triangulation of X. Since U is relatively compact, T ∩U is finite and we may consider
a triangulation T of X such that Card(T ∩ U) is minimal. We claim that ΓT ∩ U ⊆ ΓSU . Indeed, if
we assume otherwise, then there exists a virtual open disk D (a connected component of U − ΓSU )
that meets ΓT , hence ΓT has an end-point t in D. By [Duc, 5.1.16.3], T −{t} is still a triangulation
of X, and we get a contradiction.
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Set r := rank(F|U ). By Proposition 1.3.5, for every x ∈ U and every i ∈ {1, . . . , r}, we then
have
RSU ,i(x,F|U ) = min
(
1, fT,SU (x) · RT,i(x,F )
)
, (3.42)
where fT,SU : U → [1,+∞[ is the function associating to x ∈ U the modulus fT,SU (x) of the inclusion
D(x, SU ) ⊆ D(x, T ).
Let P be the union of ∂U , the bifurcation points of ΓSU , the points of positive genus of U and
the points of T . It is a finite set (because U is relatively compact for the last two items). Since ΓSU
is topologically finite, ΓSU − P is a finite disjoint union of segments that are skeletons of open
pseudo-annuli. It is enough to prove that all the radii RSU ,i(−,F|U ) have only finitely many breaks
along such a segment J .
Since J is relatively compact in X, all the radii RT,i(−,F ) of F have finitely many breaks
along J . Moreover, the map fT,SU is log-linear on J . The result follows.
Corollary 3.5.5. Let U be a connected analytic domain of X such that
i) U is relatively compact in X;
ii) the boundary ∂U of U is finite;
iii) all the radii of F are all spectral non-solvable at the points of ∂U ;
iv) every point of U − ∂U of type 2 satisfies the condition (TR);
Moreover, assume that U admits a pseudo-triangulation SU such that
i) the graph ΓSU is topologically finite;
ii) F is free of Liouville numbers along ΓSU .
Then the de Rham cohomology groups of F|U are finite-dimensional. ✷
3.6. Differential equations with meromorphic singularities
Let us now say a few words about differential equations with meromorphic singularities. We will
show how they fit into the setting of the previous section.
Denote by K({T}) the field of convergent Laurent power series. Every element of K({T}) can
be written as ∑
n>n0
an T
n, (3.43)
with n0 ∈ Z, for every n > n0, an ∈ K and the power series
∑
n>0 |an|T
n has a positive radius of
convergence.
Lemma 3.6.1. Let M be a differential module over K({T}). There exists ε > 0 such that M is
defined over D∗ε := D
−(0, ε) − {0}. Endow the open pseudo-annulus D∗ε with the empty pseudo-
triangulation. For ρ ∈ ]0, ε[, denote by x0,ρ the unique point of the Shilov boundary of D
+(0, ρ).
Then, there exists ε′ ∈ ]0, ε] such that the radii R∅,i(x,M) are all log-affine on ]0, x0,ε′ [.
Proof. Set r := rank(M). For all i ∈ {1, . . . , r}, the function log(ρ) 7→ log(H∅,i(x0,ρ,M)) is concave
along ]−∞, log(ε)[ and bounded by 0. We deduce that either H∅,i(−,M) is constant on ]0, x0,ε′ [, for
some ε′ ∈ ]0, ε], or we have limlog(ρ)→−∞ log(H∅,i(x0,ρ,M)) = −∞.
We now proceed by induction on i to show that the sequence of slopes is constant. For i = 1,
the last limit means that, for ρ close enough to 0, the first radius H∅,1(x0,ρ,M) = R∅,1(x0,ρ,M) is
small, hence explicitly intelligible in terms of the coefficients of the operator, by Young’s theorem
(see [CM02, Thm.6.2] and [Pul12, Section 4.3]). Since the coefficients lie in K({T}), they have only
finitely many slopes along ]0, x0,ρ[ and the result follows.
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Now, assume inductively that R∅,j(−,M) is log-affine on some ]0, x0,ε′ [ for all j ∈ {1, . . . , i− 1}.
Since log(HS,i(−,M)) is concave, then so is
log(R∅,i(−,M)) = log(HS,i(−,M)) −
i−1∑
j=1
log(R∅,j(−,M)) (3.44)
and we can use the same arguments as above.
Definition 3.6.2. Assume that X is an analytic domain of a quasi-smooth K-analytic curve Y .
Let X be the closure of X in Y and let x be a rigid point of X −X. Denote by bx the unique germ
of segment out of x (which corresponds to a germ at infinity in X).
Assume that F (which is defined on X) has a meromorphic singularity at x. Then, by Lemma 3.6.1,
we are in the situation of Definition 2.3.1. We define the irregularity of F at x to be
Irrx(F ) := Irrbx(F ) ∈ Z. (3.45)
Remark 3.6.3. The irregularity (3.45) coincides with the classical formal irregularity of F as a
differential module over K((T )), in the sense of [Ram78] and [DMR07] (cf. [PP13, Prop. 5.7.4]).
Here is an application of Corollary 3.5.3 in this setting. As everywhere in this paper, S is a
pseudo-triangulation of X.
Corollary 3.6.4. Let S be as usual a pseudo-triangulation of X. Assume that
i) X is connected;
ii) ∂X is finite;
iii) X contains finitely many points with positive genus;
iv) ΓS is topologically finite;
v) there exists a quasi-smooth K-analytic curve Y and a finite set Z of rigid points of Y such
that X = Y − Z;
vi) F has a meromorphic singularity at every point of Z;
vii) there exists a compact neighborhood V of Z in Y such that all the radii of F have finitely
many breaks on ΓS ∩ (Y − V );
viii) the radii of F are spectral and non-solvable at the points of ∂X;
ix) every point of X − ∂X of type 2 satisfies the condition (TR);
x) F is free of Liouville numbers along ΓS.
Then, the de Rham cohomology groups of F are finite-dimensional vector spaces and we have
χdR(X,F ) = rank(F ) ·
(
χc(Y )−
∑
z∈Z
[H (z) : K]
)
−
∑
x∈∂X
χtot(x, S,F ) +
∑
b∈∂oY
Irrb(F ) +
∑
z∈Z
Irrz(F ).
(3.46)
In particular, if Y is projective and geometrically connected, then we have
χdR(X,F ) = rank(F ) ·
(
2− 2g(Y )−
∑
z∈Z
[H (z) : K]
)
+
∑
z∈Z
Irrz(F ). (3.47)
Proof. To prove the first part of the result, it is enough to prove that F is finitely controlled on ΓS.
We may assume that K is algebraically closed. Thanks to the assumptions, it is enough to prove
that all the radii of F have finitely many breaks on ΓS , and even on ΓS ∩ V .
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By Lemma 3.6.1 and Lemma 1.3.7, for every point z ∈ Z, there exists an open neighborhood Uz
of z in V such that the radii of F are log-linear on ΓS ∩ Uz. The result on V −
⋃
z∈Z Uz holds by
compactness.
To prove the formula, remark that ∂oX = ∂oY ∪
⋃
z∈Z bz.
3.7. Overconvergent de Rham cohomology
We now assume that (F ,∇) is fully overconvergent on X in the sense of the end of Definition 2.1.14.
Recall that it means that there exists a smooth K-analytic curve (with no boundary) X ′ and a
connexion (F ′,∇′) on X ′ such that X embeds as an analytic domain of X ′ and (F ′,∇′) restricts to
(F ,∇) on X. We fix this setting in the following. We will abuse notation and not mention explicitly
the dependence in F ′ and ∇′.
Let x ∈ ∂X. Denote by bx,1, . . . , bx,tx the germs of segments out of x that belong to X
′ but not
to X. For every i, the germ of segment bx,i has a representative that is the skeleton Γx,i of an open
annulus Cx,i. Up to restricting Cx,i, we may assume that every radius is log-linear on Γx,i.
Recall that we have already defined what it means to be free of overconvergent Liouville numbers
at a point of the boundary (see Definition 2.1.15). We now handle a more global setting. As usual S
is a pseudo-triangulation of X.
Definition 3.7.1. We say that F is free of overconvergent Liouville numbers along ΓS if it is free
of Liouville numbers along ΓS (in X) and if it is free of overconvergent Liouville numbers at every
point of ∂X (also along the directions out of x that are not contained in X).
Recall that the pseudo-triangulation S of X is also a pseudo-triangulation of every elementary
neighborhood of X in X ′ (see Remark 1.5.5). If U is such an elementary neighborhood, we will
denote by ΓS(U) the skeleton of the pseudo-triangulation S of U .
Lemma 3.7.2. The following assertions are equivalent:
i) F is free of overconvergent Liouville numbers along ΓS;
ii) there exists an elementary neighborhood U of X in X ′ such that F ′|U is free of Liouville numbers
along ΓS(U);
iii) for every elementary neighborhood U of X in X ′ that is adapted to F ′, F ′|U is free of Liouville
numbers along ΓS(U).
✷
Definition 3.7.3. Let x ∈ ∂X. Set
χ†(x, S,F ) := χ(x, S,F ) − r · tx −
tx∑
j=1
Irrbx,j(F
′), (3.48)
where χ(x, S,F ) is computed with respect to X (and not X ′), and
χ†st(x,F ) := −
tx∑
j=1
Irrbx,j(F
′). (3.49)
Lemma 3.7.4. Let x ∈ ∂X. For every elementary neighborhood U of X in X ′, we have
χ(x, S,F ′|U ) = χ
†(x, S,F ). (3.50)
✷
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We now define a global irregularity in this setting. Remark that it is clearly independent of S.
Definition 3.7.5. We define the overconvergent global irregularity of F as
IrrX†(F ) := −
∑
x∈∂X
χ†st(x,F ) −
∑
b∈∂oX
Irrb(F ). (3.51)
Theorem 3.5.2 allows us to prove finiteness results in the overconvergent setting too.
Corollary 3.7.6. As above let F be a fully overconvergent differential equation on X (cf. Def.
2.1.14). Assume that
i) S is a finite pseudo-triangulation of X adapted to F ;
ii) every point of S of type 2 satisfies the condition (TR);
iii) F is free of overconvergent Liouville numbers along ΓS.
Then, the overconvergent de Rham cohomology groups of F are finite-dimensional and we have
χdR(X
†,F ) =
∑
x∈S−∂X
χ(x, S,F ) +
∑
x∈∂X
χ†(x, S,F ) (3.52)
and, if X is connected,
χdR(X
†,F ) = rank(F ) · χc(X
†)− IrrX†(F ). (3.53)
Proof. Let U be an elementary neighborhood of X in X ′ that is adapted to F ′. This means that we
may write U = X ∪
⋃
x∈∂X,16i6tx
Cx,i, where the Cx,i’s are disjoint virtual open annuli and all the
radii of F ′ are log-affine on the skeleton Γx,i of every Cx,i. Remark that S is a pseudo-triangulation
of U with skeleton Γ = ΓS ∪
⋃
x∈∂X,16i6tx
Γx,i. It is adapted to F
′. By assumption, F ′ is free of
Liouville numbers along every Γx,i. By Lemma 2.1.16, for all i > 0, we have a canonical isomorphism
HidR(U,F
′)
∼
→ HidR(X
†,F ), (3.54)
hence it is enough to prove the result with U instead of X†.
By assumption, S is finite. Remark that, since the condition (TR) at a point x only involves the
residue field H˜ (x), it does not depend on the curve to which the point belongs.
By Theorem 3.5.2, the spaces HidR(U,F
′
|U ) are finite-dimensional for all i > 0, and we have
χdR(U,F
′
|U ) =
∑
x∈S
χ(x, S,F ′|U ). (3.55)
We conclude by noting that, for every x ∈ ∂X, we have χ(x, S,F ′|U ) = χ
†(x, S,F ).
Let us now assume that X is connected. Then U is connected too and, by Corollary 3.5.3, we
have
χdR(U,F
′
|U ) = rank(F
′
|U ) · χc(U)− IrrU (F ) (3.56)
= rank(F ) · χc(X
†) +
∑
b∈∂oU
Irrb(F
′) (3.57)
= rank(F ) · χc(X
†) +
∑
b∈∂oX
Irrb(F
′)−
∑
x∈∂X
16i6tx
Irrbx,i(F
′) (3.58)
= rank(F ) · χc(X
†) +
∑
b∈∂oX
Irrb(F ) −
∑
x∈∂X
χ†st(x,F ). (3.59)
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It is also possible to consider meromorphic singularities in the overconvergent setting.
Corollary 3.7.7. Assume that
i) X is connected;
ii) ∂X is finite;
iii) X contains finitely many points with positive genus;
iv) ΓS is topologically finite;
v) F is fully overconvergent on X (cf. Def. 2.1.14);
vi) there exists a quasi-smooth K-analytic curve Y and a finite set Z of rigid points of Y such
that X = Y − Z;
vii) F has a meromorphic singularity at every point of Z;
viii) there exists a compact neighborhood V of Z in Y such that all the radii of F have finitely
many breaks on ΓS ∩ (Y − V );
ix) every point of X of type 2 satisfies the condition (TR);
x) F is free of overconvergent Liouville numbers along ΓS.
Then, the de Rham cohomology groups of F are finite-dimensional vector spaces and we have
χdR(X
†,F ) = rank(F ) ·
(
χc(Y
†)−
∑
z∈Z
[H (z) : K]
)
+
∑
x∈∂X
χ†st(x,F ) +
∑
b∈∂oY
Irrb(F ) +
∑
z∈Z
Irrz(F ).
(3.60)
Proof. As in the proof of Corollary 3.7.6, one may replace X† by an elementary neighborhood of X
in X ′ that is adapted to F . Then, one may use Corollary 3.6.4.
3.8. Global finite dimensionality of the cohomology II: Non-finitely controlled equa-
tions
In this section, we fix a pseudo-triangulation S on X that is adapted to F . We will generalize
the results of the previous section to infinite controlling graphs by using Christol-Mebkhout’s limit
process.
In our main Theorem 3.8.9, we will have to impose the condition χ(x, S) 6 0 at every point
of a pseudo-triangulation S. If K is algebraically closed, this means that the end-points of ΓS are
required to have positive genus. We first want to remark that this is not very restrictive.
Lemma 3.8.1. Assume that X is connected and that its analytic skeleton is neither empty nor a
point. Then, there exists a pseudo-triangulation S of X that is adapted to F and such that, for
every x ∈ S
K̂alg
− ∂X
K̂alg
, we have
2g(x) +NS ̂
Kalg
(x) > 2. (3.61)
Proof. We may assume that K is algebraically closed. Let Γ be the analytic skeleton of X. Every
point x of Γ − ∂X satisfies the condition 2g(x) + NΓ(x) > 2. Indeed, otherwise, we would have a
point x in Γ with g(x) = 0 and NΓ(x) = 1. By [Duc, 5.1.16.3], this point may be removed from any
triangulation, hence it has a neighborhood that is isomorphic to a disk and we get a contradiction.
It is now easy to show that there exists a pseudo-triangulation S of X such that ΓS = Γ. This
pseudo-triangulation may be refined into one that is adapted to F by adding points inside Γ. The
result follows.
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Remark 3.8.2. Assume that X is connected and has finite genus.
i) If the analytic skeleton of X is empty and if X is compact, then X is projective (of genus 0)
and the theory reduces to the algebraic one.
ii) If the analytic skeleton of X is empty and if X is not compact, then X is an open pseudo-disk
(see Definition 1.1.34 and Remark 1.1.36).
iii) If the analytic skeleton of X is a point that does not belong to ∂X, then X is projective (of
genus at least 1, with good reduction) and the theory also reduces to the algebraic one.
iv) If the analytic skeleton of X is a point x that belongs to ∂X, then X is an affinoid space with
good reduction: X − {x} is a disjoint union of virtual open disks. In this case, {x} is a finite
pseudo-triangulation of X adapted to F and, as soon as all the radii of F are spectral and
non-solvable at x, we may apply Theorem 3.5.2 and Corollary 3.5.3.
Let us now handle the case of an open pseudo-disk. The following definition is given ad hoc for
a pseudo-disk.
Definition 3.8.3. Assume that X is an open pseudo-disk. Denote by b∞ its germ of segment at
infinity. We say that F is free of Liouville numbers at infinity if there exists a segment I in X
equivalent to b∞ such that, for every relatively compact germ of segment b in I, F is free of Liouville
numbers along b (notice that the radii of F are possibly not log-affine along b∞).
Proposition 3.8.4. Assume that X is an open pseudo-disk, and let b∞ be the germ of segment at
infinity in X. Assume that F is free of Liouville numbers along b∞. Set r := rank(F ). Consider
the following assertions:
i) the total height H∅,r(−,F ) of the convergence Newton polygon of F is log-affine on b∞,
ii) F has finite-dimensional de Rham cohomology on X.
Then i) always implies ii) and, if K is not trivially valued, then ii) implies i).
Moreover, if i) holds, then we have (see Definitions 2.3.1 and 3.4.4)
χdR(X,F ) = rank(F ) + Irrb∞(F ) = rank(F ) − IrrX(F ) . (3.62)
Proof. By Corollary A.3.16, we may extend the scalars, hence assume that K is algebraically closed.
By Lemma 1.1.35, there exists an increasing sequence of relatively compact open disks (Dn)n>0
that exhaust X. By assumption, there exists an integer n0 such that, for every n > n0, F is free of
Liouville numbers along the germ of segment at infinity bn,∞ of Dn. By Corollary 2.3.3, for every
n > n0, F|Dn has finite index and we have
χdR(Dn,F|Dn) = rank(F ) + Irrbn,∞(F ). (3.63)
The assumptions of Theorem 3.1.1 are satisfied, hence F has finite-dimensional de Rham coho-
mology on X if, and only if, the sequence (Irrbn,∞(F ))n>0 is eventually constant, which amounts to
saying that the total height of the convergence Newton polygon of F is log-affine on b∞.
We now turn to the general case. We will need several preparatory results.
Lemma 3.8.5. Assume that K is algebraically closed. Let C be a smooth projective curve over K.
Let U be an affinoid domain of Can. Let D be an open disk in Can − U whose closure meets U .
Let D′ be an open sub-disk of D. Then V = U ∪ (D − D′) is an affinoid domain of X and the
restriction map O(V )→ O(U) has dense image.
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Proof. Let y be a K-rational point of D′. Using Riemann-Roch’s theorem, we construct a rational
function f ∈ K(C) that has a pole at y and nowhere else. Remark that f ∈ O(V ). Let x ∈ U be
the boundary point of D.
By Poincare´-Lelong’s formula (see [Thu05, Proposition 3.3.15]), we have
ddc log(|f |) = δdiv(f) :=
∑
x∈X[1]
vx(f) δx,
where X[1] denotes the set of type 1 points of X, vx(f) ∈ Z denotes the valuation of f at x and δx
denotes the Dirac mass at the point x. In particular, the map |f | is decreasing out of y and increasing
or constant out of any other rational point. We deduce that the map |f | is decreasing along the
segment [y, x] and that W = {z ∈ V | |f(z)| 6 |f(x)|} is the disjoint union of U and of a finite
number of closed disks contained in D −D′ (which contain zeroes of f).
Since V is compact with no projective connected components, it is affinoid andW is a Weierstrass
domain of it. In particular, the restriction map O(V )→ O(W ) has dense image. Since U is itself a
Weierstrass domain of W , the result follows.
In the following, we will use the strong notion of triangulation of Ducros (see Definition 1.1.21).
Recall that, if S is a triangulation of X, then there always exist a natural retraction map r : X →
ΓS. Remark also that ΓS may then be given a structure of strict graph (see 1.1.11) with set of
vertexes S. We will implicitly do so. Remark that, since connected curves are countable at infinity,
their triangulations are (at most) countable.
Corollary 3.8.6. Assume that K is algebraically closed. Let C be a smooth projective curve over K.
Let U be an affinoid domain of Can. Let V be an analytic domain of Can containing U . Assume
that every connected component of V − U whose closure meets U is strictly contained in an open
disk inside Can − U . Then the restriction map O(V )→ O(U) has dense image.
Proof. It is enough to prove that, for every connected component W of V that meets U , the
restriction map O(W )→ O(W ∩ U) has dense image. Thus, we may assume that V is connected.
Let S be a triangulation of V and denote by r : V → ΓS the natural retraction. Up to enlarging S,
we may assume that S ∩ U is a triangulation of U and that r−1(ΓS∩U ) = U .
If ΓS = ΓS∩U , then V = U and the result holds.
We now assume that ΓS 6= ΓS∩U . Let E be the (non-empty) family of edges of ΓS that are not
contained in U . There exists a sequence (en = [un, vn])n>1 of elements of E such that
i) E =
⋃
n>1{en};
ii) for every n > 1, we have vn+1 ∈ ΓS∩U ∪
⋃
16m6n em.
For every n > 0, set
Vn := r
−1
(
ΓS∩U ∪
⋃
16m6n
em
)
. (3.64)
We have V0 = U .
Let n > 0. If en+1 ⊆ Vn, then Vn+1 = Vn. Otherwise, the connected component of C
an − Vn
containing en+1 is an open disk D. By Lemma 3.8.5, applied with U = Vn, D and its subdisk D
′
such that D −D′ = r−1([un, vn[), the restriction map O(Vn+1)→ O(Vn) has dense image.
Since ΓS = ΓS∩U ∪
⋃
n>1 en, we have V =
⋃
n>0 Vn, hence
O(V ) = lim
←−
n>0
O(Vn). (3.65)
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We deduce that O(V ) is dense in O(V0) = O(U).
Lemma 3.8.7. Assume that K is algebraically closed.
i) If D is a closed disk and if V is a connected affinoid domain of D containing its boundary,
then D − V is a disjoint union of open disks.
ii) If D is an open disk and if U is a connected analytic domain of D containing its open boundary
(i.e. the complement of some non-empty compact subset), then D − U is a disjoint union of
(open or closed) disks whose closures meet U .
✷
Proposition 3.8.8. Assume that K is algebraically closed. Let C be a smooth connected projective
curve over K of genus g. Let U and X be connected analytic domains of Can such that U ⊆ X.
Assume that U and X both have genus g and that no connected component of X −U whose closure
meets U is isomorphic to a disk. Then the restriction map O(X)→ O(U) has dense image.
Proof. Let Γ0 be the analytic skeleton of C
an, i.e. the minimal graph containing its loops and its
points of positive genus. Since U has genus g, Γ0 is contained in U . We can always enlarge Γ0 into a
non-empty finite connected subgraph Γ of U . In this case, Can−Γ is a disjoint union of open disks.
We may assume that U 6= X. Let (Un)n>0 be an admissible exhaustion of U by connected affinoid
domains.
For every n > 0, we call U ′n the union of Un and all the connected components of C
an−Un that
are open disks contained in U and whose closures meet Un. It is a closed, hence compact, analytic
domain of Can. Since U is strictly contained in X, U ′n is strictly contained in C
an and U ′n cannot
be projective. We deduce that it is an affinoid domain of Can. It is still connected.
Since Γ is compact, there exists n0 such that Γ ⊆ Un0 . Let n > n0. Let E be a connected
component of X − U ′n whose closure meets U
′
n. Let D be the connected component of C
an − U ′n
that contains it. Then, D is contained in a connected component of Can−Γ, which is an open disk.
By Lemma 3.8.7, D is also an open disk. By construction, the boundary point of D belongs to U ′n
and D cannot be contained in U .
By contradiction, assume that E = D. Then, we have D ⊆ X and D is a connected component
of X −U ′n. We deduce that all the connected components of D−U are also connected components
of X − U . By Lemma 3.8.7, those connected components are disks whose closures meet U and we
get a contradiction. We deduce that E is strictly contained in D.
We may now apply Corollary 3.8.6 to show that O(X) is dense in O(U ′n). The result now follows
from the fact that
O(U) = lim
←−
n>n0
O(U ′n). (3.66)
Theorem 3.8.9. Assume that X has finitely many connected components, no proper connected
components, finite genus and no boundary. Assume that every point of X of type 2 satisfies the
condition (TR). Let S be a non-empty pseudo-triangulation of X adapted to F and assume that F is
free of Liouville numbers along ΓS. Assume that, for every x ∈ SK̂alg, we have 2g(x)+NS ̂Kalg
(x) > 2.
Consider the following assertions:
i) χ(x, S,F ) 6= 0 for at most a finite number of point x of S,
ii) for all i > 0, HidR(X,F ) is finite dimensional.
Then i) always implies ii), and if K is not trivially valued, then ii) implies i).
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Moreover, if i) holds, then we have
χdR(X,F ) =
∑
x∈S
χ(x, S,F ). (3.67)
Proof. By Corollary A.3.16, we may extend the scalars, hence assume that K is algebraically closed,
maximally complete and that |K| = R+.
We may assume that X is connected. By [Liu87, The´ore`me 3.2], we may identify X with an
analytic domain of the analytification of a smooth connected projective curve C with the same
genus. Let Γ0 be a non-empty finite subgraph of ΓS that contains the analytic skeleton of C
an. For
every finite connected graph Γ containing Γ0 and every point x ∈ X, there exists an injective path
joining x to Γ. Its image in X is a well-defined closed segment. We will denote it by ℓ(x,Γ).
We call closed edge of ΓS a closed segment I in ΓS such that
i) the end-points of I belong to S;
ii) there is no point of S in the interior of I.
We denote by ΓcS the union of the closed edges of ΓS .
We call open edge of ΓS a maximal open segment in ΓS that contains no points of S. Note that
the interior of a closed edge is an open edge, whereas the converse is false. The union of S and of
the open edges of ΓS is a partition of ΓS .
There exist a sequence (xn)n>1 of points of S and a sequence of finite subgraphs (Γn)n>1 of ΓS
such that
i) for every n > 0, ℓ(xn+1,Γn) is a closed edge of ΓS ;
ii) for every n > 0, Γn+1 = Γn ∪ ℓ(xn+1,Γn);
iii) ΓcS =
⋃
n>0 Γn.
Let r : X → ΓS be the canonical retraction. For every x ∈ S, let Ix be union of the open
edges of ΓS whose closure contains x. For every n > 0, set Sn = S ∩ Γn, Γ
′
n = Γn ∪
⋃
x∈Sn
Ix and
Un = r
−1(Γ′n).
The following properties are satisfied: for every n > 0,
i) Sn is a finite pseudo-triangulation of Un with skeleton Γ
′
n;
ii) F is free of Liouville numbers along Γ′n;
iii) Un is open and relatively compact in X, connected and quasi-Stein (by Theorem 1.1.17);
iv) ∀x ∈ Sn, χ(x, Sn,F|Un) = χ(x, S,F );
Moreover, for every n > 0, if xn+1 /∈ Γn, then we have
Un+1 − Un = r
−1(Ixn+1 − ℓ˚(xn+1,Γn)), (3.68)
where ℓ˚(xn+1,Γn) denotes the interior of the closed edge ℓ(xn+1,Γn). In particular, Un+1 − Un is
connected. It is contained in the disk r−1(xn+1) and may only be equal to the disk itself if xn+1 is
an end-point of ΓS . Since xn+1 /∈ Γ0, we have g(xn+1) = 0, hence, by assumption NS(xn+1) > 2.
We deduce that Un+1 − Un is not isomorphic to a disk.
Let us point out that, since the Γ′n’s exhaust ΓS, we have X =
⋃
n>0 Un. By Proposition 3.8.8,
the restriction maps O(Un+1) → O(Un) have dense image. By Theorem 1.1.17, X is quasi-Stein,
hence we may apply Theorem 3.1.1. By Theorem 3.5.2, for every n > 0, we have
χ(Un,F|Un) =
∑
x∈Sn
χ(x, Sn,F|Un) =
∑
x∈Sn
χ(x, S,F ). (3.69)
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Moreover, for every n > 0, we have
χ(Un+1,F|Un+1) = χ(Un,F|Un) + χ(xn+1, S,F ) (3.70)
and the result follows.
Thanks to Lemma 3.4.2, the condition of the theorem can be made slightly more explicit. If b is
a germ of segment out of a point x of X, we will denote x(b) := x.
Lemma 3.8.10. Assume that K is algebraically closed. Let S be a non-empty pseudo-triangulation
of X adapted to F . Let I be a segment of ΓS that contains no points of positive genus, no points
of ∂X and no bifurcation point of ΓS. Let r be the rank of F in the neighborhood of I.
Then, we have χ(−, S,F ) = 0 at almost every point of S ∩ I if, and only if,
i) for almost every b ∈
⋃
x∈S∩I B(x,ΓS(F ) − ΓS), we have ∂bHS,ispx(b)
(−,F ) = 0;
ii) for every i ∈ {1, . . . , r}, the set {x ∈ I | RS,i(x,F ) = 1} has finitely many connected compo-
nents (notice that this condition is automatically verified if I is relatively compact in X).
✷
We now want to allow boundaries (with non-solvability assumptions). For every y ∈ ∂X, we
denote by Dy the set of connected components of X−{y} that are isomorphic to virtual open disks
with boundary y.
Let D ∈ Dy and let bD be the germ of segment out of y represented by D. Recall that, by
Corollary 2.3.3, in the absence of Liouville numbers, and if the radii of F are all spectral non
solvable at x, we have
χdR(D,F|D) = rD + IrrbD(F ) = −∂bDH∅,rD(−,F ), (3.71)
where rD := rank(F|D). Set D∂X :=
⊔
y∈∂X Dy.
Corollary 3.8.11. Assume that X has finitely many connected components, no proper connected
component, finite genus and that all the radii of F are spectral non-solvable at the points of ∂X.
Assume that every point of X − ∂X of type 2 satisfies the condition (TR). Let S be a non-empty
pseudo-triangulation of X adapted to F and assume that F is free of Liouville numbers along ΓS.
Assume that, for every x ∈ S
K̂alg
− ∂X
K̂alg
, we have 2g(x) +NS ̂
Kalg
(x) > 2. Consider the following
assertions:
i) We have both
(a) χ(−, S,F ) 6= 0 for at most a finite number of point of S;
(b) ∂bDH∅,rD(−,F|D) 6= 0 for at most a finite number of D ∈ D∂X .
ii) F has finite-dimensional de Rham cohomology on X.
Then i) always implies ii), and, if K is not trivially valued, then ii) implies i).
Moreover, if i) holds, then we have
χdR(X,F ) =
∑
x∈S−∂X
χ(x, S,F ) +
∑
D∈D∂X
χdR(D,F ) (3.72)
=
∑
x∈S−∂X
χ(x, S,F ) +
∑
y∈∂X
b∈B(y,ΓS(F )−ΓS )
(rank(Fy) + Irrb(F )). (3.73)
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Proof. By Corollary A.3.16, we may extend the scalars, hence assume that K is algebraically closed,
maximally complete and that |K| = R+.
Let E∅ (resp. E6=∅) be the set of connected components E of X − ∂X that do not belong to D∂X
and such that E ∩ S = ∅ (resp. E ∩ S 6= ∅). By Corollary 1.6.11, for all i > 0, we have natural
isomorphisms
HidR(X,F ) ≃ H
i
dR(X − ∂X,F )
≃
⊕
D∈D∂X
HidR(D,F|D)⊕
⊕
E∈E∅
HidR(E,F|E)⊕
⊕
E∈E6=∅
HidR(E,F|E).
(3.74)
By Theorem 1.1.17, X and the connected components of X − ∂X are quasi-Stein. In particular, by
Lemma 1.6.3, for each of them, we have χdR(−,F ) = h
0
dR(−,F ) − h
1
dR(−,F ).
SinceX has finitely many connected components, the vector space H0dR(X,F ) is finite-dimensional.
Hence, we have H0dR(C,F|C) = 0 for almost every connected component C of X − ∂X. We deduce
that H1dR(X,F ) is finite-dimensional if, and only if,
i) for every connected component C of X − ∂X, H1dR(X,F|C) is finite-dimensional;
ii) for almost every connected component C of X − ∂X, we have χdR(C,F|C ) = 0.
In this case, if E = E∅ ∪ E6=∅, we have
χdR(X,F ) =
∑
D∈D∂X
χdR(D,F|D) +
∑
E∈E
χdR(E,F|E). (3.75)
Let E ∈ E∅. Then E is an open pseudo-annulus, all the radii of F|E are log-affine on its skele-
ton ΓE and F|E is free of Liouville numbers along ΓE ⊆ ΓS. By Theorem 3.3.6, H
1
dR(E,F|E) is
finite-dimensional and we have χdR(E,F|E) = 0.
Let E ∈ E6=∅. The following properties are satisfied:
i) E is connected and has no boundary;
ii) S ∩ E is a non-empty pseudo-triangulation of E adapted to F|E ;
iii) F|E is free of Liouville numbers along ΓS∩E ⊆ ΓS ;
iv) for every x ∈ S
K̂alg
∩ E
K̂alg
, 2g(x) +NS ̂
Kalg
∩E ̂
Kalg
(x) = 2g(x) +NS ̂
Kalg
(x) > 2.
Hence we may apply Theorem 3.8.9 to E. Using Corollary 2.3.3 and Lemma 2.3.4, the result follows.
Example 3.8.12. Let F be the differential module on the open unit disk D := D−(0, 1) defined in
a cyclic basis by the operator ( ddT )
2 + f1(
d
dT ) + f2, where
i) f1 is a bounded function on D, with infinitely many zeros;
ii) f2 ∈ K is a constant function whose norm satisfies |f2| > 1;
iii) the sup-norm ‖f1‖D := supx∈D |f1|(x) satisfies
1 < ‖f1‖D < |f2| < ‖f1‖
2
D . (3.76)
Let x0,ρ be the point in the Shilow boundary of D
+(0, ρ). Then, by (3.76), there exists s < 1, such
that for all ρ ∈]s, 1[ one has
ρ−1 < |f1|(x0,ρ) < ρ|f2| < ρ|f1|(x0,ρ)
2 . (3.77)
By Young’s Theorem [You92] (see [Pul12, Section 4.3] for notations close to our setting), for all
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ρ ∈]s, 1[ one has
R∅,1(x0,ρ,F ) =
ω
|f1|(x0,ρ)
< ωρ (3.78)
R∅,2(x0,ρ,F ) =
ω · |f1|(x0,ρ)
|f2|
< ωρ , (3.79)
where
ω =
{
|p|
1
p−1 if the residual characteristic of K is p > 1
1 if the residual characteristic of K is 0 .
(3.80)
The total height of the convergence Newton polygon of F is constant on bD :=]x0,s, x0,1[ with value
H∅,2(x0,ρ,F ) = ω
2/|f2| . (3.81)
In particular it is log-affine. Moreover there is no solvable radii on bD, since the radius of D(x0,ρ)
is ρ. Hence F is free of Liouville numbers along bD, and h
0(D,F ) = 0. So, by Corollary 2.3.3, one
has χ(D,F ) = −h1(D,F ) = −∂bDH∅,2(x0,ρ,F ) = 0.
Notice that i = 1 is a vertex of the convergence Newton polygon for all x ∈]x0,s, x0,1[, i.e.
i = 2 separates the radii along ]x0,s, x0,1[. By Theorem 1.4.2 the first radius is hence harmonic over
]x0,s, x0,1[. So Γ∅,1(F ) has a bifurcation at each point of ]x0,s, x0,1[ where R∅,1(−,F ) has a break.
Since f1 has infinitely many zeros, Γ∅,1(F ) has infinitely many bifurcation points along ]x0,s, x0,1[.
We now regard Γ∅,2(F ). The result of Young [Pul12, Section 4.3] also proves that (3.78) and
(3.78) remains true on all germ of segment b out of x0,ρ, hence ∂bR∅,2(−,F ) 6= 0 if and only if
∂bR∅,1(x0,ρ,F ) 6= 0. Hence Γ∅,2(F ) has at least the same bifurcation points as Γ∅,1(F ). It is possible
to prove that Γ∅,2(F ) has exactly the same bifurcation points as Γ∅,1(F ) along ]x0,s, x0,1[. Indeed
the index i = 2 separates the radii at each x0,ρ, and if ∂bR∅,1(x0,ρ,F ) = 0, then R∅,1(−,F ) is
constant on the disk Db by the property (C3) of [Pul12, Section (2.4)]. Now, by [Pul12, Proposition
6.1.1] the radius R∅,2(−,F ) also has the property (C3) on Db, so it is constant on it because
∂bR∅,2(x0,ρ,F ) = 0.
Appendix A. Banachoid spaces
When computing de Rham cohomology, it is often better to work with spaces with no boundary
rather than affinoid spaces. A typical example is that of the trivial equation on the unit disk: the
first de Rham cohomology group is 0 on the open disk whereas it is infinite-dimensional on the
closed one.
As a consequence, we are led to replace Banach algebras by Fre´chet algebras. For our purpose,
it is very important to be able to carry out extensions of scalars. For instance, if we want want
to apply Christol and Mebkhout’s results from [CM00] and [CM01], as in Section 2.3, we need the
base field to be algebraically closed and maximally complete. More generally, we would like to define
tensor products and show that they behave as expected. For Banach spaces, this has been carried
out by Gruson in [Gru66] and we will follow his arguments closely.
In what follows, we will not deal with arbitrary Fre´chet spaces but with a more restrictive
class of spaces where norms are part of the data. We believe that this is in accordance with the
overall philosophy of Berkovich spaces where norms plays a prominent role and not only the induced
topology.
A.1. Definitions
Definition A.1.1. A seminorm on a K-vector space U is a map ‖·‖ : U → R+ such that
i) ∀x, y ∈ U, ‖x+ y‖ 6 max(‖x‖, ‖y‖);
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ii) ∀λ ∈ K,∀x ∈ U, ‖λx‖ = |λ| ‖x‖.
Here, we will use the setting of uniform spaces from [Bou71, Chapitre II]. Recall that a family
of pseudometrics on a space induces a uniform structure on it (see [Bou74, Chapitre IX,§ 1]).
Definition A.1.2. Let M be a non-empty set. AnM -normoid space (over K) is a K-vector space U
together with a family of seminorms u = (um)m∈M . We endow it with the uniform structure (and
the topology) induced by u.
Definition A.1.3. Let U be a K-vector space. Let M and N be non-empty sets. Let u = (um)m∈M
and u′ = (u′n)n∈N be two families of seminorms on U . We say that u is finer than u
′ if, for
every m ∈M , there exists a finite subset In of N and Cm ∈ R such that
∀x ∈ U, um(x) 6 Cm · max
n′∈In
(u′n′(x)). (A.1)
We say that u and u′ are equivalent if u is finer than u′ and u′ is finer than u. This is an equivalence
relation.
Remark that equivalent families of seminorms define the same uniform structure.
Definition A.1.4. Let M and N be non-empty sets. We say that an M -normoid space (U, u) is
equivalent to an N -normoid space (V, v) if there exists a K-linear isomorphism f : U → V such that
the family of seminorms f∗(v) that is induced by v on U by transport of structure is equivalent to u.
This is an equivalence relation.
Remark that equivalent normoid spaces define isomorphic uniform spaces.
Lemma A.1.5. Assume that K is not trivially valued. Let M and N be non-empty sets. Let (U, u)
be an M -normoid space.
Let u′ = (u′n)n∈N be a family of seminorms on U . Then, u is finer than u
′ if, and only if, the
identity map Id: (U, u′)→ (U, u) is continuous.
Let (V, v) be an N -normoid space. Then (U, u) and (V, v) are equivalent if, and only if, the
underlying topological vector spaces are isomorphic. ✷
The M -normoid space (U, (um)m∈M ) is Hausdorff if, and only if, for every x ∈ U − {0}, there
exists m ∈M such that um(x) 6= 0. This condition only depends on the equivalence class of (U, u).
Definition A.1.6. Let M be a non-empty set. An M -Banachoid space is a Hausdorff complete
M -normoid space.
An M -normoid space is Banachoid if, and only if, some (resp. every) equivalent M -normoid
space is.
We now fix a non-empty set M once and for all. Unless explicitely stated otherwise, we will
only consider M -normoid and M -Banachoid spaces and call them simply normoid and Banachoid
spaces.
Example A.1.7. Let X be a K-analytic space and let F be a coherent sheaf on X. Let V be
an affinoid covering of X. For every V ∈ V , choose a norm uV on F (V ) for which it is com-
plete and denote by u′V the composition of uV with the restriction map F (X) → F (V ). Then,
(F (X), (u′V )V ∈V ) is a V -Banachoid space.
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Let U be an analytic domain of X such that VU := {V ∈ V | V ⊆ U} is a covering of U . The
previous construction endows F (U) with a VU -Banachoid structure. We turn it into a V -Banachoid
structure by adding zero seminorms. We say that this Banachoid structure on F (U) is induced by
that on F (X).
Let L be a complete non-trivially valued extension of K. Then VL := {VL | V ∈ V } is a covering
of XL. Moreover, for every V ∈ V , uV induces a norm on FL(VL) ≃ F (V )⊗ˆKL.
4 The previous
construction endows FL(XL) with a V -Banachoid structure. We say that this Banachoid structure
on FL(XL) is induced by that on F (X).
Remark A.1.8. Set the notations as in Example A.1.7. For every V ∈ V , there exists a surjection
O(V )nV → F (V ). The residue seminorm uV on F (V ) is a norm which makes it complete. Any
two such norms defined this way are equivalent. For those two statements, we refer to the proof of
[Ber90, Proposition 2.1.9].
If, for every V ∈ V , the seminorm u′V is defined via a surjection as above, we say that the family
(u′V )V ∈V is defined by surjections. Two families defined by surjections are equivalent.
Definition A.1.9. Let (U1, u
1 = (u1m)m∈M ), . . . , (Ur, u
r = (urm)m∈M ) and (V, v = (vm)m∈M ) be
normoid spaces. An r-linear map f : (U1, u
1) × · · · × (Ur, u
r) → (V, v) is said to be bounded if, for
every m ∈M , there exists Cm ∈ R such that
∀(x1, . . . , xr) ∈ U1 × · · · × Ur , vm(f(x1, . . . , xr)) 6 Cm · u
1
m(x1) · · · u
r
m(xr) . (A.2)
It is said to be a contraction if, for every m ∈M , the previous inequality holds with Cm = 1.
For every m ∈M , we set
Nm(f) = inf({Dm > 0 | ∀(x1, . . . , xr) ∈ U1×· · ·×Ur, vm(f(x1, . . . , xr)) 6 Dm u
1
m(x1) · · · u
r
m(xr)}).
(A.3)
Given normoid spaces (U1, u
1), . . . , (Ur, u
r), (V, v), we denote by Multb((U1, u
1)×· · ·×(Ur, u
r), (V, v))
(resp. Multb,1((U1, u
1)× · · · × (Ur, u
r), (V, v))) the set of bounded r-linear maps (resp. r-linear con-
tractions) between them. When r = 1, we simply writeLb((U1, u
1), (V, v)) (resp.Lb,1((U1, u
1), (V, v))).
Every Nm is a seminorm on those spaces.
Lemma A.1.10. If (V, v) is Hausdorff (resp. complete), then the space Multb((U1, u
1) × · · · ×
(Ur, u
r), (V, v)) (resp. Multb,1((U1, u
1)×· · · × (Ur, u
r), (V, v))) together with the family (Nm)m∈M is
a Hausdorff (resp. complete) normoid space. ✷
Lemma A.1.11. Assume that K is not trivially valued. Let (U, u) and (V, v) be normoid spaces and
let f : U → V be a continuous K-linear map. Then, there exists a family of seminorms u′ equivalent
to u such that the linear map f : (U, u′)→ (V, v) is a contraction.
Proof. Write u = (um)m∈M and v = (vm)m∈M . Let m ∈ M . Since f is continuous and K is not
trivially valued, there exists a finite subset Im of M and Cm ∈ R such that
∀x ∈ U , vm(f(x)) 6 Cm · max
n∈Im
(un(x)). (A.4)
We set u′m = Cm ·maxn∈Im∪{m}(un). The result now holds.
4The equality FL(VL) ≃ F (V )⊗ˆKL is classical in the affinoid case, it may be proved by choosing a presentation and
using the right exactness of the completed tensor product by L (see [Gru66]). We will prove a generalization of this
fact in Proposition A.3.12.
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Example A.1.12. Let X be a K-analytic space and let F and G be coherent sheaves on X. Let V
be an affinoid covering of X. Define Banachoid structures on F (X) and G (X) by using quotient
norms on affinoids as in Remark A.1.8. Then, every morphism of coherent sheaves ϕ : F → G that
is OX-linear gives rise to a bounded linear map between the Banachoid spaces F (X) and G (X)
(see [Ber90, Proposition 2.1.9]).
Going back to the topic of the paper, we want to show that connexions on locally free sheaves
over curves give rise to bounded maps too.
Lemma A.1.13. Let V be an affinoid quasi-smooth curve admitting a finite e´tale morphism ϕ :
V → W , where W is an affinoid domain of the affine line. Let F be a free OV -module of finite
rank endowed with a connexion ∇ : F → F ⊗ Ω1V . Then, there exists a norm ‖·‖ on F (V ) and a
norm ‖·‖′ on F (V )⊗O(V ) Ω
1(V ) such that
i) (F (V ), ‖·‖) and (F (V )⊗O(V ) Ω
1(V ), ‖·‖′) are Banach spaces;
ii) the connection ∇ : (F (V ), ‖·‖)→ (F (V )⊗O(V ) Ω
1(V ), ‖·‖′) is bounded.
Proof. Let us first work on W . Let T be a coordinate on A1,anK . Then, we may identity Ω
1
W with OW
by choosing the basis dT of Ω1W . Let us endow O(W ) with the sup-norm ‖·‖W onW . It is a Banach
ring. Denote by ‖·‖′W the norm induced by ‖·‖W on Ω
1(W ). It makes it a Banach space too. Explicit
computations show that the derivation d/dT is a bounded map. Namely this is easy to check if W
is a closed disk and, in the general case, one may use the Mittag-Leffler decomposition (cf. Remark
1.5.14). This means that the natural map
dW : (O(W ), ‖·‖W )→ (Ω
1(W ), ‖·‖′W ) (A.5)
is bounded.
Let us now endow O(V ) with the sup- norm ‖·‖V on V . It gives on O(V ) a structure of Banach
ring and the natural morphism (O(W ), ‖· ‖W )→ (O(V ), ‖·‖V ) is bounded.
Since ϕ is e´tale, we have an isomorphism ϕ∗Ω1W
∼
→ Ω1V , hence an isomorphism of global sections
Ω1(W ) ⊗O(W ) O(V )
∼
→ Ω1(V ). Let us endow Ω1(V ) with the tensor norm ‖·‖′V induced by ‖·‖
′
W
and ‖·‖V . It gives Ω
1(V ) a structure of Banach space and the natural map
dV : (O(V ), ‖·‖V )→ (Ω
1(V ), ‖·‖′V ) (A.6)
is bounded. Remark also that ‖·‖′V is a norm of O(V )-modules in the sense that
∀a ∈ O(V ),∀s ∈ Ω1(V ), ‖as‖′V 6 ‖a‖V ‖s‖
′
V . (A.7)
By assumption, F (V ) is a free O(V )-module. Let us choose a basis (e1, . . . , en) of it and en-
dow F (V ) with the sup-norm ‖
∑
fiei‖ := maxi ‖fi‖V associated to it. Endow F (V )⊗O(V ) Ω
1(V )
with the tensor norm ‖·‖′ induced by ‖·‖ and ‖·‖′V . The norms ‖·‖ and ‖·‖
′ are norms of O(V )-
modules.
Now remark that, for every a1, . . . , an ∈ O(V ), we have
∇
( n∑
i=1
ai ei
)
=
n∑
i=1
ei ⊗ dV (ai) +
n∑
i=1
ai∇(ei) ∈ F (V )⊗O(V ) Ω
1(V ). (A.8)
The result follows.
Remark A.1.14. In the previous proof, since Ω1(W ) is a free O(W )-module of rank 1, Ω1(V ) is a
free O(V )-module of rank 1 and the tensor norm ‖·‖′V on it is the norm corresponding to a certain
identification of Ω1(V ) with O(V ) (i.e. to the choice of a basis).
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Example A.1.15. Let X be a quasi-smooth K-analytic curve. Let F be a locally free sheaf of finite
rank endowed with a connexion ∇. Let V be an affinoid covering of X such that, for every V ∈ V ,
i) there exists a finite e´tale morphim from V to an affinoid domain of the affine line;
ii) FV is free.
By Lemma A.1.13, for every V ∈ V , there exist a norm ‖·‖V on F (V ) and a norm ‖·‖
′
V on
F (V )⊗O(V ) Ω
1(V ) such that the map
(F (V ), ‖·‖V )→ (F (V )⊗O(V ) Ω
1(V ), ‖·‖′V ) (A.9)
induced by ∇ is a bounded linear map between Banach spaces.
Using those norms, define Banachoid spaces (F (X), u) and (F (X) ⊗O(X) Ω
1(X), u′) by the
construction of Example A.1.7. Then, the families u and u′ are defined by surjections and the map
(F (X), u) → (F (X) ⊗O(X) Ω
1(X), u′) (A.10)
induced by ∇ is bounded.
Definition A.1.16. Let M be a non-empty set. The category NormM,K (resp. Norm
b
M,K) is the
category whose objects are M -normoid spaces and whose morphisms are K-linear contractions (resp.
bounded K-linear maps).
We define BanM,K (resp. Ban
b
M,K) as the fully faithful subcategory of NormM,K (resp. Norm
b
M,K)
whose objects are M -Banachoid.
Let us now describe explicitly strict morphisms in the previous categories.
Definition A.1.17. Let (U, u = (um)m∈M ) and (V, v = (vm)m∈M ) be normoid spaces.
A linear contraction f : (U, u) → (V, v) is said to be strict in NormM,K if the canonical map
from its coimage to its image is an isomorphism in NormM,K , i.e.
∀m ∈M, ∀y ∈ Im(f), vm(y) = inf
x∈f−1(y)
(um(x)) . (A.11)
A strict injection will be called an isometry.
By extension, we will say that a bounded linear map is strict in NormM,K if it satisfies condi-
tion (A.12) (which implies that it is a contraction).
A bounded linear map f : (U, u) → (V, v) is said to be strict in NormbM,K if the canonical map
from its coimage to its image is an isomorphism in NormbM,K , i.e.
∀m ∈M, ∃Dm, ∀y ∈ Im(f), inf
x∈f−1(y)
(um(x)) 6 Dm · vm(y) . (A.12)
Lemma A.1.18. Let (U, u = (um)m∈M ) and (V, v = (vm)m∈M ) be normoid spaces and let f : U → V
be a bounded K-linear map. Then, the map f is strict in NormbM,K if, and only if, there exists a
family of seminorms v′ = (v′m)m∈M on V such that
i) for every m ∈M , v′m is equivalent to vm;
ii) the map f : (U, u)→ (V, v′) is strict in NormM,K.
Proof. Assume that f is strict in NormbM,K . Up to multiplying every vm by a constant, we may
assume that f is a contraction.
Let m ∈M . By assumption, there exists Dm > 0 such that, for every y ∈ Im(f), we have
wm(y) := inf
x∈f−1(y)
(um(x)) 6 Dm · vm(y). (A.13)
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Let W be an algebraic complement of Im(f) in V . Define a seminorm v′m on V by
v′m :
V = Im(f)⊕W → R
y ⊕ z 7→ max(wm(y), vm(z))
. (A.14)
It is equivalent to vm. The space (V, v
′ = (v′m)m∈M ) satisfies the desired properties.
The converse statement is obvious.
We will also use a topological version of strict morphisms.
Definition A.1.19. A continuous map f : (U, u) → (V, v) between normoid spaces is said to be
topologically strict if the canonical map
U/Ker(f)
∼
−−→ Im(f) (A.15)
is a homeomorphism.
Let us prove a characterization of topologically strict maps.
Lemma A.1.20. Let (U, u = (um)m∈M ) and (V, v = (vm)m∈M ) be normoid spaces and let f : U → V
be a continuous K-linear map. Then, f is topologically strict if, and only if, there exists a family of
seminorms v′ = (v′m)m∈M that induce the same topology as v such that the map f : (U, u)→ (V, v
′)
is strict in NormM,K .
Proof. Assume that the induced map U/Ker(f)→ Im(f) is a homeomorphism. For every m ∈M ,
denote by wm the seminorm on Im(f) induced by um via the previous homeomorphism. The family
w = (wm)m∈M induces the topology of Im(f).
Let W be an algebraic complement of Im(f) in V . Define a seminorm v′m on V by
v′m :
V = Im(f)⊕W → R
y ⊕ z 7→ max(wm(y), vm(z))
. (A.16)
The family v′ = (v′m)m∈M satisfies the desired properties.
The converse statement is obvious.
Lemma A.1.21. Let (U, (um)m∈M ) be a normoid space. Then, there exists a Hausdorff normoid
space (UH , (uH,m)m∈M ) and a contraction h : U → UH such that, for every contraction f : U → V
from U to a Hausdorff normoid space V , there exists a unique contraction g such that f = g ◦ h.
Moreover, the morphism h is surjective and isometric in the sense that
∀x ∈ U , ∀m ∈M , uH,m(h(x)) = um(x) . (A.17)
Proof. Set
U0 := {x ∈ U | ∀m ∈M,um(x) = 0}. (A.18)
It is a sub-vector space of U and the quotient UH := U/U0 satisfies the required properties.
Definition A.1.22. The space UH of the previous lemma is called the biggest Hausdorff quotient
of U . Its equivalence class only depends on the equivalence class of U . We usually denote the semi-
norms on UH by um instead of uH,m.
Lemma A.1.23. Let (U, (um)m∈M ) be a normoid space. Then, there exists a Banachoid space
(Uˆ , (uˆm)m∈M ) and a contraction c : U → Uˆ such that, for every contraction f : U → V from U to a
Banachoid space V , there exists a unique contraction g such that f = g ◦ h.
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Moreover, the morphism c is isometric in the sense that
∀x ∈ U , ∀m ∈M , uˆm(c(x)) = um(x) (A.19)
and, if U is Hausdorff, then c is injective.
Proof. Using the notation of Lemma A.1.21, we define Uˆ as the completion of UH with respect
to the family of seminorms (uH,m)m∈M (see [Bou74, Chapitre IX,§ 1, N
o 3, Proposition 1]). Since
every uH,m is uniformly continuous, it extends to Uˆ and it is easy to check that it is still a seminorm.
Definition A.1.24. The space Uˆ of the previous lemma is called the Hausdorff completion of U .
Its equivalence class only depends on the equivalence class of U . We usually denote the seminorms
on Uˆ by um instead of uˆm.
Remark A.1.25. Although we mainly want to study bounded linear maps, the right category to
study is BanM,K . For instance Ban
b
M,K does not admit products.
It is easy to see that the category of Banach spaces with linear contraction embeds fully faithfully
in the category of M -Banachoid spaces. For instance, one may use the following construction.
Lemma A.1.26. Let (U, ‖·‖) be a Banach space. The underlying vector space U together with the
constant family of norms (um)m∈M with um = ‖·‖ for every m is a M -Banachoid space. Moreover
a contraction (resp. bounded, strict) map between Banach spaces is a contraction (resp. bounded,
strict) map between the corresponding M -Banachoid spaces. ✷
In the sequel, we will always see Banach spaces as Banachoid spaces in this way.
Lemma A.1.27. Let U1, . . . , Ur, V be Banachoid spaces. We have natural isomorphisms of Bana-
choid spaces
Multb(U1 × · · · × Ur, V )
∼
−→ Multb(U1 × · · · × Ur−1,Lb(Ur, V )) (A.20)
and
Multb,1(U1 × · · · × Ur, V )
∼
−→ Multb,1(U1 × · · · × Ur−1,Lb,1(Ur, V )) (A.21)
✷
A.2. Properties
A.2.1. Products and coproducts in BanM,K. Let us first remark that the category of
Banachoid spaces BanM,K has small products and coproducts. We explain their constructions in
the following two lemmas whose proofs are left to the reader.
Lemma A.2.1. Let E = (Ei, (ui,m)m∈M )i∈I be a family of Banachoid spaces.
Let F be the K-vector space of families (xi)i∈I ∈
∏
i∈I Ei such that, for every m ∈ M ,
(ui,m(xi))i∈I is bounded. For everym ∈M and every x = (xi)i∈I ∈ F , we set vm(x) := supi∈I(ui,m(xi)).
Then (F, (vm)m∈M ) is the product of the family E in BanM,K . ✷
Lemma A.2.2. Let E = (Ei, (ui,m)m∈M )i∈I be a family of Banachoid spaces.
Let G be the K-vector space of families (xi)i∈I ∈
∏
i∈I Ei such that, for every m ∈ M ,
(ui,m(xi))i∈I tends to 0 along the filter of complements of finite subsets of I. For every m ∈ M
and every x = (xi)i∈I ∈ G, we set vm(x) := supi∈I(ui,m(xi)).
Then (G, (vm)m∈M ) is the coproduct of the family E in BanM,K . ✷
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We now show that the product in the category of Banachoid spaces is well-suited for Cˇech
cohomology.
Let X be a K-analytic space and let U be a locally finite affinoid covering of X. Let F be a
coherent sheaf on X.
Denote by V the set of non-empty intersections of elements of U . It is still a locally finite covering
ofX. Use it to define a V -Banachoid structure on F (X) as in Example A.1.7. Endow F (V ) with the
induced V -Banachoid structure and call (uV,V ′)V ′∈V the family of seminorms on F (V ) so obtained.
Namely, for all f ∈ F (V ) and all V ′ ∈ V , we have
uV,V ′(f) :=
{
uV ′(f|V ′) if V
′ ⊆ V ,
0 if V ′ 6⊆ V ,
(A.22)
where uV ′ is the chosen norm on F (V
′).
Remark A.2.3. Let PV ∈U F (V ) denotes the set-theoretical product of the family {F (V )}V ∈U .
Then:
i) If (fV )V is an element of PV ∈U F (V ), then for every V
′ ∈ V , we have uV,V ′(fV ) = 0 for
almost all V ′ ∈ V . Hence, for every V ′ ∈ V , we have
vV ′((fV )V ) := sup
V ∈V
(uV,V ′(fV )) < +∞ . (A.23)
ii) The set-theoretical product PV ∈U F (V ) together with the family of seminorms (vV ′)V ′∈V is
a V -Banachoid space. It is simultaneously the product and the coproduct of the family of
V -Banachoid spaces (F (V ), (uV,V ′)V ′∈V ). We denote by
∏
V ∈U F (V ) the space PV ∈U F (V )
together with this structure of V -Banachoid.
Lemma A.2.4. Let us endow F (X) with the above structure of V -Banachoid space. Under the
previous assumptions, we have an isometric embedding of V -Banachoid spaces
F (X) →֒
∏
V ∈U
F (V ) (A.24)
and the cohomology of F on X is the cohomology of the complex of Banachoid spaces (with maps
that are contractions)
C : 0→
∏
V ∈U
F (V )→
∏
V 6=W∈U
F (V ∩W )→ · · · (A.25)
Proof. Since the covering V is locally finite, every element of V meets only finitely many elements
of U . We deduce that the K-vector space underlying the product
∏
V ∈U F (V ) in the category of
Banachoid spaces is the product in the category of K-vector spaces. The first result follows.
The same result as above holds for all the products that appear in the complex C, hence the
complex of K-vector spaces underlying C is nothing but the Cˇech complex of F associated to U .
The result follows.
A.2.2. Directed inductive limits in BanM,K. Since the category of Banachoid BanM,K
spaces is additive and has kernels and cokernels (hence equalizers and coequalizers), we deduce that
it is complete and cocomplete (see [ML98, Theorem V.2.1]). We describe directed inductive limits
explicitly.
Let (I,6) be a directed set. Let (Ui, (ui,m)m∈M )i∈I be a family of Banachoid spaces and
(fj,i : Ui → Uj)i6j be a family of linear contractions such that the family (Ui, fi,j) is a directed
inductive system in BanM,K .
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Let V0 be the coproduct of the Ui’s in the category of sets (i.e. their disjoint union). Let ∼ be
the equivalence relation on V0 defined by
(xi ∈ Ui) ∼ (xj ∈ Uj) if ∃k ∈ I , k > i , k > j , fk,i(xi) = fk,j(xj) . (A.26)
The quotient V0/ ∼ is the set-theoretic inductive limit of (Ui, fi,j).
Let m ∈M . For every i ∈ I and every xi ∈ Ui, we set vm = infj>i(uj,m(fj,i(xi))).
This defines a family of seminorms on V0 that is compatible with ∼. We still denote by vm the
induced seminorms.
The Hausdorff completion V of V0/ ∼ with respect to the family of the vm’s is the inductive
limit of (Ui, fi,j) in the category of Banachoid spaces BanM,K .
The explicit construction of directed inductive limits allows to prove basic properties easily.
Proposition A.2.5. Directed inductive limits in BanM,K preserve strict morphisms, isometries,
and exact sequences of strict morphisms.
Proof. The fact that directed inductive limits preserve strict morphisms and isometries follows from
a simple computation (see the proof of [Gru66, Proposition 1]).
Let us now consider a directed family of exact sequences (Ci : Ai
fi
−→ Bi
gi
−→ Ci)i∈I with strict
morphisms. We want to prove that the sequence
C : lim−→
i∈I
Ai
f
−→ lim−→
i∈I
Bi
g
−→ lim−→
i∈I
Ci (A.27)
is exact. It is enough to prove that Ker(g) ⊆ Im(f).
Let x ∈ Ker(g). By the first point, the morphism lim−→i∈I Im(gi)→ lim−→i∈I Ci is an isometry, hence
an injection. We deduce that g sends x to the element 0 in lim
−→i∈I
Im(gi).
For every i ∈ I, we have a short exact sequence in BanM,K
Di : 0→ Ai/Ker(fi)→ Bi → Im(gi)→ 0. (A.28)
We deduce that, for every Banachoid space E, we have an exact sequence
0→ lim←−
i∈I
Lb,1(Im(gi), E)→ lim←−
i∈I
Lb,1(Bi, E)→ lim←−
i∈I
Lb,1(Ai/Ker(fi), E) , (A.29)
which is to say an exact sequence
0→ Lb,1(lim−→
i∈I
Im(gi), E)→ Lb,1(lim−→
i∈I
Bi, E)→ Lb,1(lim−→
i∈I
Ai/Ker(fi), E) . (A.30)
We deduce by Yoneda’s Lemma that the sequence lim
−→i∈I
Di is right-exact and the result follows.
A.2.3. Decomposable spaces.
Definition A.2.6. A finite-dimensional normed K-vector space (U, ‖·‖) is said to be decomposable
if there exists a basis (e1, . . . , ed) of U and positive real numbers r1, . . . , rd such that
∀λ1, . . . , λd ∈ K ,
∥∥∥∥∥
d∑
i=1
λi ei
∥∥∥∥∥ = max16i6d(|λi| ri) . (A.31)
A finite-dimensional Banachoid space (U, (um)m∈M ) is said to be decomposable if, for every
m ∈M , um is a norm on U and the space (U, um) is decomposable.
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Under some assumptions on the base field, we will prove that Banachoid spaces are directed
inductive limits of decomposable spaces. We will first need a few preparatory lemmas.
If (U, ‖·‖) is a seminormed vector space over K, we set
U◦ = {x ∈ U | ‖x‖ 6 1}. (A.32)
Thanks to the non-archimedean triangle inequality, it is a K◦-module.
Recall also that K◦ is either a field (if K is trivially valued) or a valuation ring (otherwise).
In any case, every finitely generated K◦-module with no torsion is free. In particular, the property
holds for K◦-submodules of K-vector spaces.
Lemma A.2.7. Let (U, ‖·‖) be a finite-dimensional seminormed vector space over K. Let N be a
finitely generated K◦-submodule of U◦ such that N ⊗K◦ K = U .
Set ‖0‖N = 0. For every x ∈ U − {0}, set
‖x‖N = inf{|λ|
−1 | λ ∈ K∗, λx ∈ N}. (A.33)
The map ‖·‖N is a norm on U .
Moreover, let (e1, . . . , ed) be a basis of N over K
◦. Then, for every λ1, . . . , λd ∈ K, we have∥∥∥∥∥
d∑
i=1
λi ei
∥∥∥∥∥
N
= max
16i6d
(|λi|) >
∥∥∥∥∥
d∑
i=1
λi ei
∥∥∥∥∥ . (A.34)
In particular, the identity map (U, ‖·‖N )→ (U, ‖·‖) is a contraction.
Proof. The fact that ‖·‖N is a norm on U is a simple verification.
Let λ1, . . . , λd ∈ K. The inequality∥∥∥∥∥
d∑
i=1
λi ei
∥∥∥∥∥
N
6 max
16i6d
(|λi|) (A.35)
comes readily from the non-archimedean triangle inequality. Since e1, . . . , ed belong to U
◦, the
inequality ∥∥∥∥∥
d∑
i=1
λi ei
∥∥∥∥∥ 6 max16i6d(|λi|) (A.36)
is a consequence of the non-archimedean triangle inequality too.
It remains to prove the converse of the first inequality. If every λi is zero, it is obvious, so we
assume otherwise. Up to reordering the basis and multiplying the λi’s by some scalar, we may
assume that
|λ1| = max
16i6d
(|λi|) = 1. (A.37)
Denote x =
∑d
i=1 λi ei. We have x ∈ N , hence ‖x‖N 6 1.
Let λ ∈ K such that |λ| > 1. Using the fact that (e1, . . . , ed) is a basis of N , we show that λx
cannot belong to N . We deduce that ‖x‖N > 1, which finishes the proof.
Proposition A.2.8. Assume that K is densely valued, i.e. |K| is dense in R+. Then, every Bana-
choid space is a directed inductive limit in BanM,K of finite-dimensional decomposable Banachoid
spaces.
Proof. Let (U, (um)m∈M ) be a Banachoid space. Let S be the set of finite subsets of U .
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Let m ∈M . By induction on n ∈ N∗, to each couple (x, S) with x ∈ S and S ∈ S of cardinal n,
we may associate λS,x,m ∈ K such that{
1− (n+ 1)−1 6 |λS,x,m| · um(x) 6 1 if um(x) 6= 0 ;
n+ 1 6 |λS,x,m| if um(x) = 0
(A.38)
and, for every finite subset T of S containing x, |λT,x,m| 6 |λS,x,m|.
Let S ∈ S . Denote by VS the subvector-space of U generated by S. Consider theK
◦-submoduleNS,m
of U◦ generated by the family (λS,x,m x)x∈S and denote by vS,m the norm associated to it on VS by
the construction of Lemma A.2.7.
For every S′ ∈ F that contains S, by construction, we have a natural injection jS′,S : VS → VS′
that sends NS,m into NS′,m. We deduce that the injection jS′,S : (VS , vS,m) → (VS′ , vS′,m) is a
contraction.
Finally, remark that, for every x ∈ S, we have
um(x) 6 vS,m(x) 6 |λS,x,m|
−1
6
Card(S) + 1
Card(S)
· um(x) if um(x) 6= 0 (A.39)
and
vS,m(x) 6 |λS,x,m|
−1
6
1
Card(S) + 1
if um(x) = 0 . (A.40)
It follows that the Banachoid space (U, (um)m∈M ) is the directed inductive limit of the system
((VS , (vS,m)m∈M ), (jS′,S)).
A.3. Tensor products
Let (U, (um)m∈M ) and (V, (vm)m∈M ) be Banachoid spaces. For every m ∈M and every z ∈ U⊗K V ,
set
um ⊗ vm(z) := inf
{
max
16i6r
(um(xi) · vm(yi)) such that z =
r∑
i=1
xi ⊗ yi
}
. (A.41)
The map um ⊗ vm is a seminorm on U ⊗K V . We denote by U⊗ˆKV the Hausdorff completion
of U⊗K V with respect to the uniform structure induced by the um⊗vm’s. The seminorms um⊗vm
extend naturally to it and endow it with a structure of Banachoid space.
The following result is now easily proven from the definitions.
Proposition A.3.1. Let (U, u) and (V, v) be Banachoid spaces. The natural map π : U × V →
U⊗ˆKV is a bilinear contraction.
Moreover, for every Banachoid space (W,w), the composition with π induces natural isomor-
phisms of Banachoid spaces
Lb(U⊗ˆKV,W )
∼
−−→ Multb(U × V,W ) (A.42)
and
Lb,1(U⊗ˆKV,W )
∼
−−→ Multb,1(U × V,W ) . (A.43)
✷
We may now use Lemma A.1.27 to identify Multb,1(U × V,W ) and Lb,1(U,Lb,1(V,W )), hence
writing the functor −⊗ˆKV as a left-adjoint.
Corollary A.3.2. The endofunctor −⊗ˆKV of the category of Banachoid spaces BanM,K is right
exact, i.e. commutes with direct limits. ✷
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Remark A.3.3. The same result holds (with the same proof) in BanbM,K .
Let us now consider a particularly simple kind of tensor product. Let r ∈ R∗+ −
√
|K∗|. Follow-
ing [Ber90, after Definition 2.1.1], we set
Kr = {f =
∑
i∈Z
ai T
i | ai ∈ K , lim
i→±∞
|ai| r
i = 0} (A.44)
and endow it with the norm
|f |r = max
i∈Z
(|ai| · r
i) . (A.45)
The K-algebra (Kr, | · |r) is actually a valued field. We make it into a M -Banachoid space by using
the construction of Lemma A.1.26.
Lemma A.3.4. Let (U, (um)m∈M ) be a Banachoid space over K. Let r ∈ R∗+ −
√
|K∗|.
Set
Ur = {f =
∑
i∈Z
xi T
i | xi ∈ U , ∀m ∈M , lim
i→±∞
um(xi) r
i = 0} (A.46)
and endow it with the family of seminorms
um,r(f) = max
i∈Z
(um(ai) · r
i) . (A.47)
Then (Ur, (um,r)m∈M ) is a Banachoid space over Kr and it is isomorphic to the tensor product
U⊗ˆKKr (in BanM,K).
Proof. For every i ∈ Z, consider the Banach space (Li, vi), where Li is a one-dimensional vector
space over K with basis (ei) and
∀λ ∈ K , vi(λ · ei) = |λ| · r
i. (A.48)
Make it into a Banachoid space by the construction of Lemma A.1.26. Then, the space Kr is the
direct sum of the Li’s.
The result nows follows from Corollary A.3.2 since direct sums are direct limits.
We now adapt [Ber90, Proposition 2.1.2] in the setting of Banachoid spaces.
Proposition A.3.5. Let r ∈ R∗+ −
√
|K∗|. Let U , V , W be Banachoid spaces over K.
i) The natural map x ∈ U 7→ x⊗ 1 ∈ U⊗ˆKKr is an isometry.
ii) A linear bounded map f : U → V is a contraction (resp. strict in BanM,K, resp. strict in
BanbM,K) if, and only if, the map fr := f ⊗ 1: U⊗ˆKKr → V ⊗ˆKKr is.
iii) Let S : U
f
−→ V
g
−→W be a sequence of bounded maps. Set Sr := S⊗ˆKKr. If Sr is exact, then S
is exact. If f is strict in BanbM,K and S is exact, then Sr is exact. ✷
Remark A.3.6. Assume that K is discretely but not trivially valued. Let r ∈ R∗+ −
√
|K∗|. Then
the field Kr is densely valued.
Assume that K is trivially valued. Let r ∈ R∗+. Then Kr is discretely but not trivially valued.
We may now apply the previous argument to construct a field Kr,s that is densely valued.
Remark also that, if K is not discretely valued, then it is densely valued.
Proposition A.3.7. Let U , V , W , E be Banachoid spaces.
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i) If a linear bounded map f : U → V is strict in BanM,K (resp. in Ban
b
M,K), then so is the map
fE : U⊗ˆKE → V ⊗ˆKE.
ii) If S : : U
f
−→ V
g
−→ W is an exact sequence of strict morphisms in BanbM,K , then the sequence
SE : U⊗ˆKE
fE−→ V ⊗ˆKE
gE−→W ⊗ˆKE is exact too.
iii) If a linear bounded map f : U → V is strict in BanbM,K, then we have natural isomorphisms
Ker(f)⊗ˆKE
∼
−−→ Ker(fE) and Coker(f)⊗ˆKE
∼
−−→ Coker(fE) . (A.49)
Proof. By Lemma A.1.18, it is enough to prove the results for strict morphims in BanM,K .
By Remark A.3.6 and Proposition A.3.5, we may assume that K is densely valued. Then, by
Proposition A.2.8, E is a directed inductive limit of finite-dimensional decomposable Banachoid
spaces.
On the other hand, it is easy to check that tensoring by a finite-dimensional decomposable Ba-
nachoid space preserves exactness and strictness in BanM,K . By Proposition A.2.5, those properties
are also preserved by directed inductive limits. Finally, by Corollary A.3.2, the tensor product com-
mutes with inductive limits, and we conclude that assertions i) and ii) hold. Assertion iii) follows
from ii).
Recall that we have described a way to embed the category of Banach spaces into that of
Banachoid spaces in Lemma A.1.26.
Proposition A.3.8. Let (U, u) be a Banachoid space over K. Let L be a complete valued extension
of K. The natural map x ∈ U 7→ x⊗ 1 ∈ U⊗ˆKL is an isometry.
Proof. If (U, u) is a finite-dimensional decomposable Banachoid space, this is obviously true. The
proof in the general case now goes as that of the previous propositions.
We now adapt the definition of Fre´chet space to our setting.
Definition A.3.9. An M -Banachoid space (U, u) is said to be an M -normoid Fre´chet space if it is
equivalent to an N -Banachoid space (V, v) where N is (at most) countable.
Remark A.3.10. Let X be a K-analytic space and let F be a coherent sheaf on X. If the space X
is countable at infinity (i.e. a countable union of compact subsets), then it admits a countable cover
by affinoid domains and the construction of Example A.1.7 endows F (X) with the structure of a
normoid Fre´chet. The difference with the usual Fre´chet spaces is that the seminorms defining the
topology are part of the data.
This case we have just described is actually the one that will be the most interesting for us.
Indeed, since K-analytic curves are paracompact (see [Duc, The´ore`me 4.5.10]), every K-analytic
curve with a finite number of connected components is countable at infinity.
From Proposition A.3.8, we deduce the following result.
Lemma A.3.11. Let (U, u) be a Banachoid space over K. Let L be a complete valued extension
of K. Then (U, u) is a normoid Fre´chet space if, and only if, (U, u)⊗ˆKL is. ✷
Proposition A.3.12. Let X be a connected quasi-Stein K-analytic curve. Let F be a coherent
sheaf on X. Let L be a complete non-trivially valued extension of K. Let U be a countable locally
finite covering of X with no triple intersections. Denote by V the set of non-empty intersections
of elements of U . Endow F (X) and FL(XL) with Banachoid structures associated to V as in
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Example A.1.7. Then, we have a canonical isomorphism
F (X)⊗ˆKL
∼
→ FL(XL). (A.50)
Proof. For every V ∈ V , endow F (V ) with the Banachoid structure induced by that of F (X).
Remark that all those spaces are actually normoid Fre´chet spaces. Let us consider the morphism of
Banachoid spaces (cf. Remark A.2.3)
f :
∏
V ∈U
F (V )→
∏
V 6=W∈U
F (V ∩W ). (A.51)
By Lemma A.2.4, since there are no triple intersections in U , the cokernel of f is H1(X,F ) = 0,
hence f is surjective.
Choose an ordering U = {V0, V1, . . . }. By Remark A.2.3), the product
∏
V ∈U F (V ) coincides
with the inductive limit of the directed family with strict maps (
∏n
m=0 F (Vm))n>0. Using Corol-
lary A.3.2, we deduce that, for every complete valued extension M of K, we have a natural isomor-
phism ( ∏
V ∈U
F (V )
)
⊗ˆKM
∼
−−→
∏
V ∈U
F (V )⊗ˆKM, (A.52)
and similarly for the other product in the target of f . It follows that the morphism f⊗ˆKM may be
identified with
fM :
∏
V ∈U
FM (VM ) −−→
∏
V 6=W∈U
FM (VM ∩WM ). (A.53)
In particular, its kernel is FM (XM ), with the right Banachoid structure by Lemma A.2.4, and its
cokernel is H1(XM ,FM ) = 0, hence it is surjective.
Set P :=
∏
V ∈U F (V ), Q :=
∏
V 6=W∈U F (V ∩ W ) and denote by u and v the families of
seminorms that define their Banachoid structures. If K is not trivially valued, then, by the open
mapping theorem for Fre´chet spaces [Sch02, Proposition 8.6], the family of seminorms v induces
the same topology on Q as the family uf induced by u via f . By Lemma A.1.11, those families are
equivalent. As a consequence, we may assume that f is strict in BanV ,K and the result follows from
Proposition A.3.7.
Now, assume that K is trivially valued. Let r ∈ R+ \ {0, 1}. The argument above shows the
family of seminorms v⊗ˆKKr on Q⊗ˆKKr is equivalent to the one induced by u⊗ˆKKr. From the
explicit description of Lemma A.3.4, it follows that v is equivalent to the family induced by u. The
same argument as above now applies.
We would now like to show that the strictness property descends. We follow the arguments given
in the proof of [RTW10, Lemma A.5] (which are also based on Gruson’s paper [Gru66]).
Proposition A.3.13. Let (U, u) and (V, v) be normoid Fre´chet spaces over K. Let f : (U, u) →
(V, v) be a bounded K-linear map. Let L be a complete valued extension of K. Assume that the map
fL : U⊗ˆKL → V ⊗ˆKL has a finite- dimensional kernel and that it is topologically strict. Then, the
map f is topologically strict.
Proof. Let us consider the strict exact sequence 0 → Ker(f)→ U → U/Ker(f) → 0. By Proposi-
tion A.3.7, it remains strict and exact if we apply −⊗ˆKL. We deduce that we have a isomorphism of
Banachoid spaces (U⊗ˆKL)/(Ker(f)⊗ˆKL) ≃ (U/Ker(f))⊗ˆKL, which is to say a bijective isometry.
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Let us now consider the diagram
(U/Ker(f))⊗ˆKL // V ⊗ˆKL
U/Ker(f)
OO
// V
OO . (A.54)
By Proposition A.3.8, the maps in its columns are isometric. In particular, the map U/Ker(f) →
(U/Ker(f))⊗ˆKL is closed. Since the sum of a closed subvector-space and a finite-dimensional
subvector-space is closed, the quotient map (U⊗ˆKL)/(Ker(f)⊗ˆKL) → (U⊗ˆKL)/Ker(fL) is closed
too. By assumption, we have a homeomorphism (U⊗ˆKL)/Ker(fL)
∼
→ Im(fL). We deduce that the
map U/Ker(f)→ V ⊗ˆKL is closed.
Since V is a closed subset of V ⊗ˆKL, it follows that the map U/Ker(f) → V is closed. Conse-
quently, it induces a homeomorphism onto its image.
The proof of the following result has been kindly explained to us by G. Christol [CM95].
Proposition A.3.14. Assume that K is not trivially valued. Let f : E → F be a continuous map
between Fre´chet spaces over K that has finite-dimensional cokernel. Then, the image of f is closed
and f is topologically strict.
Proof. Let G be an algebraic complement of Im(f) in F . Since f has finite-dimensional cokernel,
G is finite dimensional. Since K is a complete non-trivially valued field, by [Bou64, Chapitre 6,
§ 5, No 2, Proposition 4], any finite-dimensional Hausdorff topological K-vector space is Fre´chet,
hence G is a Fre´chet space.
Consider the map f ⊕ Id : E ⊕G → F . It is continuous and surjective between Fre´chet spaces,
hence open by the open mapping theorem for Fre´chet spaces [Sch02, Proposition 8.6]. The set
G−{0} is open in G, hence the image of E ⊕ (G−{0}), which is equal to F − Im(f), is open in F .
We deduce that Im(f) is closed.
By the open mapping theorem again, the induced map E/Ker(f)→ Im(f) is a homeomorphism.
Putting together Propositions A.3.14 and A.3.13, Lemma A.1.20 and Proposition A.3.7, we find
the following result.
Corollary A.3.15. Let (U, u) and (V, v) be normoid Fre´chet spaces. Let f : (U, u) → (V, v) be a
bounded K-linear map. Let L be a complete non-trivially valued extension of K. Assume that fL
has finite-dimensional kernel and cokernel. Then, we have canonical isomorphisms
Ker(f)⊗K L
∼
→ Ker(fL) (A.55)
and
Coker(f)⊗K L
∼
→ Coker(fL). (A.56)
In particular, we have
dimL(Ker(fL)) = dimK(Ker(f)) and dimL(Coker(fL)) = dimK(Coker(f)). (A.57)
✷
Let us now write down a corollary in the setting of p-adic differential equations.
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Corollary A.3.16. Let X be a quasi-smooth quasi-Stein K-analytic curve with finitely many con-
nected components. Let (F ,∇) be a module with connexion on X. Let L be a complete non-trivially
valued extension of K. Assume that H1dR(XL,FL) is finite-dimensional over L. Then, we have
natural isomorphisms
H0dR(X,F ) ⊗K L
∼
→ H0dR(XL,FL) and H
1
dR(X,F ) ⊗K L
∼
→ H1dR(XL,FL). (A.58)
In particular, H1dR(X,F ) is finite-dimensional over K
Assume that K is not trivially valued and that H1dR(X,F ) is finite-dimensional over K. Then,
equation (A.58) holds. In particular, H1dR(XL,FL) is finite-dimensional over L.
Proof. We may assume that X is connected. By [Duc, The´ore`me 4.5.10]), X is paracompact, hence
countable at infinity. Let U be a countable locally finite covering of X. We may assume that it has
no triple intersections. Denote by V the set of non-empty intersections of elements of U .
Since X is quasi-Stein, H0dR(X,F ) and H
1
dR(X,F ) are respectively the kernel and cokernel of
the map ∇ : F (X) → F (X) ⊗O(X) Ω
1(X). Let us endow F (X) and F (X) ⊗O(X) Ω
1(X) with
Banachoid structures associated to V as in Example A.1.15. By Remark A.3.10, they are actually
normoid Fre´chet spaces. Moreover, the map
(F (X), ‖· ‖)→ (F (X) ⊗O(X) Ω
1(X), ‖· ‖′) (A.59)
induced by ∇ is bounded.
By Lemma 1.1.13, XL is quasi-Stein too, hence the same results hold for it. Moreover, by Propo-
sition A.3.12, the map FL(XL)→ FL(XL)⊗O(XL)Ω
1(XL) is obtained from ∇ by applying −⊗ˆKL.
Recall that, in this situation, H0dR(X,F ) is finite-dimensional. The first part of the result now
follows from Corollary A.3.15. The second part is an application of Propositions A.3.14 and A.3.7,
A.4. Projective limits
We finally prove a statement of commutation with projective limits.
Proposition A.4.1. Let (I,6) be a directed partially ordered set that admits a cofinal countable
subset. Let ((Ui, ui)i∈I , (ai,j)i6j∈I) and ((Vi, vi)i∈I , (bi,j)i6j∈I) be inverse systems of normoid Fre´chet
spaces and let (fi : Ui → Vi)i∈I be an inverse system of contractions between them. We consider the
set theoretical inverse limits U := lim
←−i∈I
Ui, V := lim←−i∈I
Vi and f := lim←−i∈I
fi.
Assume that
i) for every i ∈ I, there exists j > i such that, for every j′ > j, aj,j′(Uj′) is dense in Uj ;
ii) for every i ∈ I, the map fi has finite-dimensional cokernel.
Then, we have a natural isomorphim
Coker(f)
∼
−−→ lim
←−
i∈I
Coker(fi). (A.60)
Moreover, if we assume that
iii) there exists a cofinal subset J of I such that, for every j, j′ ∈ J with j′ > j, bj,j′(Vj′) is dense
in Vj ,
then, for every j, j′ ∈ J with j′ > j, the natural maps
Coker(fj′) −−→ Coker(fj) and Coker(f) −−→ Coker(fj) (A.61)
are surjective.
90
Convergence Newton polygon IV: local and global index theorems
In particular, the K-vector space Coker(f) is finite-dimensional if, and only if, the net of di-
mensions (dimK Coker(fj))j∈J is eventually constant. In this case, we have
dimK Coker(f) = lim
j∈J
dimK Coker(fj) . (A.62)
Proof. Let i ∈ I. Denote the image of fi by Wi. By Proposition A.3.14, it is a closed subspace of Vi,
hence it is naturally endowed with a structure of normoid Fre´chet space. The space Coker(fi) is
naturally a normoid Fre´chet space and we have an exact sequence
0→Wi → Vi → Coker(fi)→ 0. (A.63)
By assumption, for every i ∈ I, there exists j > i such that, for every j′ > j, aj,j′(Uj′) is
dense in Uj , hence aj,j′(Uj′/Ker(fj′)) is dense in Uj/Ker(fj), hence bj,j′(Wj′) is dense in Wj , by
Proposition A.3.14. We deduce that the condition (ML’) of [Gro61, 0, 13.2.4] is satisfied. Thus, by
[Gro61, 0, 13.2.2, 13.2.4], we get an exact sequence
0→ lim←−
i∈I
Wi → lim←−
i∈I
Vi → lim←−
i∈I
Coker(fi)→ 0 (A.64)
and the result follows.
Let us now assume that condition iii) holds. For every j, j′ ∈ J with j′ > j, the map Vj′ → Vj
has dense image, hence the image of the map Coker(fj′) → Coker(fj) is a dense sub-vector-space
of Coker(fj), which must be equal to Coker(fj) itself, since it is finite-dimensional. The other
statements follow.
Let us now write down an explicit situation where Proposition A.4.1 can be applied.
Lemma A.4.2. Assume that K is not trivially valued. Let Y be a strictly K-analytic space that is
quasi-Stein and let G be a coherent sheaf on Y . Let Y0 be a compact subset of Y . Then, there exist
an integer q and a morphism Oq → G such, for every quasi-Stein analytic domain U of Y contained
in Y0, the induced map O(U)
q → G (U) is surjective.
Proof. Let y ∈ Y0. By Corollary 1.1.16, the stalk Gy is generated by G (Y ). Since G is of finite type,
there exist a neighborhood Uy of y in Y , an integer qy and global sections f1, . . . , fqy ∈ G (Y ) such
that the induced map O
qy
|Uy
→ G|Uy is surjective.
Since Y0 is compact, we deduce that there exist an open neighborhood Y
′ of Y0, an integer q
and a surjective map Oq|Y ′ → G|Y ′ . Let K be the kernel of this map. It is a coherent sheaf on Y
′.
For every quasi-Stein analytic domain U of Y contained in Y0, we have H
1(U,K ) = 0, hence the
map O(U)q → G (U) is surjective.
Lemma A.4.3. Assume that K is not trivially valued. Let X be a connected quasi-smooth strictly
K-analytic curve. Let F be a locally free sheaf of finite rank endowed with a connexion ∇. Set
F ′ := F ⊗OX Ω
1
X . Assume that X is quasi-Stein and that there exists an exhausting admissible
increasing sequence of relatively compact quasi-Stein analytic domains (Xn)n∈N of X such that, for
every n ∈ N, the restriction map O(Xn+1)→ O(Xn) has dense image (for the topology of compact
convergence).
Then, there exists a non-empty set M and M -normoid Fre´chet structures on F (X), F ′(X), the
F (Xn)’s and the F
′(Xn)’s such that
i) for every n,m ∈ N with n > m, the maps F (Xn) → F (Xm) and F ′(Xn) → F ′(Xm) are
K-linear contractions with dense images;
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ii) for every n ∈ N, the maps F (X) → F (Xn) and F ′(X) → F ′(Xn) are K-linear contractions
with dense images;
iii) for every n ∈ N, the map ∇Xn : F (Xn)→ F
′(Xn) is a K-linear contraction;
iv) the map ∇X : F (X) → F
′(X) is a K-linear contraction;
v) the restriction maps induce the following isomorphisms in the category of normoid Fre´chet
spaces:
F (X) = lim
←−
n∈N
F (Xn) , F
′(X) = lim
←−
n∈N
F
′(Xn) and ∇X = lim←−
n∈N
∇Xn . (A.65)
Moreover, we may assume that the normoid Fre´chet structures above are equivalent to normoid
Fre´chet stuctures associated to countable locally finite affinoid coverings with no triple intersections
and defined by surjections (as in Example A.1.7 and Remark A.1.8).
Proof. Let U be an affinoid covering of X such that, for every V ∈ U ,
i) there exists a finite e´tale morphim from V to an affinoid domain of the affine line;
ii) FV is free.
Using paracompactness, we may assume that U is countable and locally finite. We may also assume
that is has no triple intersections. Moreover, we may assume that, for every n ∈ N, Un := {V ∈ U |
V ⊆ Xn} is a covering of Xn.
Denote by V the set of non-empty intersections of elements of U and, for every n ∈ N, set
Vn := {V ∈ V | V ⊆ Xn}.
By Lemma A.1.13, for every V ∈ V , there exist a norm ‖·‖V on F (V ) and a norm ‖·‖
′
V on
F ′(V ) such that the map
(F (V ), ‖·‖V )→ (F
′(V ), ‖·‖′V ) (A.66)
induced by ∇ is a bounded linear map between Banach spaces. Changing one of those norms by an
equivalent one, we may assume that it is a contraction.
Using those norms, define V -normoid Fre´chet spaces (F (X), u) and (F ′(X), u′) by the construc-
tion of Example A.1.7. Then, the families u and u′ are equivalent to families defined by surjections
and the map
∇X : (F (X), u) → (F
′(X), u′) (A.67)
induced by ∇ is a contraction.
Let n ∈ N. As before, we define Vn-normoid Fre´chet spaces (F (Xn), vn) and (F ′(Xn), v′n) by
the construction of Example A.1.7. We turn them into V -normoid Fre´chet spaces (F (Xn), un) and
(F ′(Xn), u
′
n) by adding zero seminorms. Remark that this operation yields equivalent spaces.
With those definitions, it is clear that, for every n ∈ N, the restriction maps F (X) → F (Xn)
and F ′(X)→ F ′(Xn) and the map ∇Xn : F (Xn)→ F
′(Xn) are K-linear contractions.
It remains to prove the density properties. It is enough to show that, for every n ∈ N, the maps
F (Xn+1)→ F (Xn) and F
′(Xn+1)→ F
′(Xn) have dense images. We will only prove it for F , the
argument being the same for F ′.
Let n ∈ N. The topology on F (Xn) is induced by the family of seminorms vn, which is equivalent
to a family defined by surjections. Since all such families are equivalent (see Remark A.1.8), it is
enough to find a family wn defined by surjections such that the image of F (Xn+1) is dense in
(F (Xn), wn).
By Lemma A.4.2, there exist an integer q and a morphism ϕ : Oq → FXn+1 such that, for
every quasi-Stein analytic domain U of Xn+1, the induced map O(U)
q → F (U) is surjective. In
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particular, for every V ∈ Vn, the map O(V )
q → F (V ) is surjective. We define the family wn using
those surjections.
Let us now consider the commutative diagram
Oq(Xn+1)

// F (Xn+1)

Oq(Xn) // F (Xn)
The two horizontal arrows are surjective and the left vertical one has dense image by assumption.
The result follows.
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