A characterization of Zt ×Z 2 2 -cocyclic Hadamard matrices is described, depending on the notions of distributions, ingredients and recipes. In particular, these notions lead to the establishment of some bounds on the number and distribution of 2-coboundaries over Zt × Z 2 2 to use and the way in which they have to be combined in order to obtain a Zt × Z 
Introduction
Hadamard matrices are n×n square matrices H with entries in {1, −1} such that every pair of rows (respectively, columns) are orthogonal, that is, HH T = nI n . Due to this nice combinatorial property, Hadamard matrices have many applications in a wide variety of fields, such as Signal Processing, Coding Theory and Cryptography (see [6] for details). Consequently, there is a real interest in knowing enough Hadamard matrices for practical use.
It is a straightforward exercise to prove that the order of a Hadamard matrix has to be 1, 2 or a multiple of 4 (as soon as three or more rows have to be simultaneously orthogonal one to each other). Unfortunately, the Hadamard Conjecture about the existence of these matrices for every order 4t remains unproved since the XIXth Century.
Nowadays, there are three orders less than 1000 for which no Hadamard matrix is known: 668 = 4 · 167, 716 = 4 · 179, and 892 = 4 · 223. Furthermore, there are 10 orders in the range [1000, 2000] for which no Hadamard matrix is known (see [9] for details).
One of the most promising techniques for constructing Hadamard matrices is the cocyclic approach (see [7, 8, 6] ). A cocyclic matrix M f over a group G is a matrix M f = (f (g, h)), for f being a 2-cocycle over G, that is, a function f : G × G → {1, −1} such that for every a, b, c ∈ G, f (a, b) · f (ab, c) · f (a, bc) · f (b, c) = 1.
Actually, many well known families of Hadamard matrices, such as Sylvester's, Paley's, Williamson's and Ito's, have shown to be cocyclic over appropiated groups (see [6] for details). This has provided inspiration for the Cocyclic Hadamard Conjecture, which states that cocyclic Hadamard matrices exist for every order 4t.
In this paper we are interested in characterizing cocyclic Hadamard matrices over Z t × Z Following the indications of [1] , we will describe bounds on the number of 2-coboundaries over Z t × Z 2 2 to be combined, as well as their distribution (in terms of what we call ingredients and recipes), in order to construct a Z t × Z 2 2 -cocyclic Hadamard matrix. A preliminary version of this work can be found in [5] .
This information will allow us to design an exhaustive search for Z t × Z 2 2 -cocyclic Hadamard matrices for 3 ≤ t ≤ 13, so that the table in p. 132 in [4] is corrected and completed.
Taking a deeper insight on the results obtained, some relations seem to play an special role among Z t × Z 2 2 -cocyclic Hadamard matrices. These observations have lead to ask some questions, which will be analyzed in a subsequent paper [3] , due to space limitations. In particular, in the second series of these papers we will define four different transformations on Z t ×Z 2 2 -cocyclic Hadamard matrices which are Hadamard-preserving, so that the set of Z t × Z 2 2 -cocyclic Hadamard matrices splits in orbits. Furthermore, the knowledge of just one Z t × Z 2 2 -matrix completely characterizes its corresponding orbit. With this information at hand, we have been able to extend the table in p. 132 in [4] for values of t in the range 3 ≤ t ≤ 23.
We organize the paper as follows. Section II is dedicated to describe all about Z t × Z 2 2 -cocyclic Hadamard matrices, as it is described in [4] and [1] . In Section III, we introduce the notions of distribution, ingredients and recipes, in terms of which we find some upper and lower bounds on the number of 2-coboundaries over Z t × Z 2 2 which have to be combined in order to get Z t × Z 2 2 -cocyclic Hadamard matrices, as well as the way in which they have to be distributed. Section IV is devoted to calculations. Last section is dedicated to conclusions and further work.
A basis B = {∂ 2 , . . . , ∂ 4t−2 , β 1 , β 2 , γ} for 2-cocycles over G is described in [2] , and consists of 4t − 3 coboundaries ∂ k , two cocycles β i coming from inflation and one cocycle γ coming from transgression.
In these circumstances, every 2-cocycle over G admits an unique representation as a product of the generators in B, f = f
The tuple (α 1 , . . . , α k ) B defines the coordinates of f with regards to B. Accordingly, every cocyclic matrix
The cocyclic matrices coming from inflation may be described in terms of back negacyclic matrices, so that M β1 = 1 2t ⊗ BN 2 and M β2 = 1 t ⊗ BN 2 ⊗ 1 2 . Here we use A ⊗ B for denoting the usual Kronecker product of matrices, that is, the block matrix whose blocks are a ij B.
It has been observed that cocyclic Hadamard matrices over Z t × Z 2 2 mostly use all the three representative cocycles β 1 , β 2 and γ simultaneously (see [4] for details). We will assume that every cocyclic matrix M is obtained as a product
As usual, ∂ i refers to the coboundary associated to the i th -element in G. The corresponding matrices M ∂i are 4 × 4-block back diagonal square matrices of size 4t, starting from the ⌈ i 4 ⌉ th -column:
with the i th -row and the i th -column negated. Here we adopt the notation [m] n instead of m mod n for brevity.
The 4 × 4-blocks A [i]4 depend on the coset of i modulo 4, as follows:
Negating the i th -row gives a matrix with exactly two negative entries in each row, excepting the first one (consisting only of 1s). More concretely, the negative entries in the row s = 1 are located at the columns i and e, where g e = g −1 s g i . This matrix is termed a generalized coboundary matrix in [1] . In particular, there are three coboundary matrices which are not in B: M ∂1 , M ∂4t−1 and M ∂4t . It may be checked that:
(1)
Consequently, every Z t × Z 2 2 -cocyclic matrix M f using R may be expressed as a pointwise product of matrices in {M ∂1 , . . . , M ∂4t } in 8 different ways, just one of which does not use neither of M ∂1 , M ∂4t−1 and M ∂4t (and gives precisely the expression of M f as a linear combination of elements in B). Actually, sup-
. . , 4t} is a subset of indexes which are congruent to k modulo 4. Then M f may be expressed as the pointwise product of the coboundary matrices of indexes belonging to any of the following 8 subsets:
It is known that a cocyclic matrix is Hadamard if and only if the summation of each row but the first is zero (this is the cocyclic Hadamard test, see [8, 4] for instance). Furthermore, following the proof of this fact, it is easy to prove that the summation of the row corresponding to g i is zero if and only if the summation of the row corresponding to g
is zero as well. Consequently, the summation of the row n of a Z t × Z Furthermore, as proved in [1] , the summation of each of the second, third and fourth rows is always zero.
This way, a Z t ×Z 2 2 -cocyclic matrix is Hadamard if and only if the summation of each of the rows from 5 to 2t + 2 is 0.
In [1] , an equivalent characterization of the cocyclic Hadamard test is described in terms of paths and intersections.
A set {M ∂i j : 1 ≤ j ≤ w} of generalized coboundary matrices defines a n-walk if these matrices may be ordered in a sequence (M l1 , . . . , M lw ) so that consecutive matrices M li and M li+1 share a negative entry at the n th -row, precisely at the position (n, l i+1 ), 1 ≤ i ≤ w − 1. Such a walk is called a path if the initial (equivalently, the final) matrix shares a −1 entry with a generalized coboundary matrix which is not in the walk itself, and a cycle otherwise.
With this notation at hand, the summation of the n th -row of a matrix M ∂i 1 . . . M ∂i w · R is zero if and only if 2c n + r n − 2I n = 2t, where c n is the number of maximal n-paths in {M ∂i 1 , . . . , M ∂i w }, r n is the number of −1s in the n th -row of R and I n is the number of positions in which R and M ∂i 1 . . . M ∂i w share a common −1 in their n th -row (obviously, 0 ≤ I n ≤ r n ).
Corollary 1 In particular, for Z t × Z 2 2 -cocyclic matrices:
1. the summation of a row n ≡ 1 mod 4 is zero if and only if
2. the summation of a row n ≡ 0, 2, 3 mod 4 is zero if and only if
In the following section we analyze the number c n of n-paths of a Z t × Z 2 2 -cocyclic matrix. Focusing in rows n ≡ 1 mod 4, we will obtain upper and lower bounds on the number of coboundaries to combine in order to get a Z t × Z 2 2 -cocyclic Hadamard matrix. Furthermore, we will characterize the distribution of these coboundaries in terms of ingredients and recipes.
Distributions, ingredients and recipes
Firstly, we analyze the way in which n-paths are generated on Z t × Z 2 2 -cocyclic matrices, depending on the value of n modulo 4.
Lemma 1 Characterization of n-paths of coboundaries on Z t × Z 2 2 -cocyclic matrices:
forms an n-path with M ∂i .
Proof. This may be checked by direct inspection.
Corollary 2 In particular, the set of coboundaries {∂ 1 , . . . , ∂ 4t } splits into four 5-cycles of length t,
Now we focus our attention on rows n ≡ 1 mod 4. From Lemma 1, it is apparent that n-paths consists of groups of coboundaries in the same coset modulo 4. Lemma 2 Given 1 ≤ i = j ≤ 4t, i ≡ j mod 4, there exists one and only one row n, 5 ≤ n ≤ 2t + 2, n ≡ 1 mod 4, such that M ∂i and M ∂j form an n-path.
Corollary 3 Along the t−1 2 rows n ≡ 1 mod 4, 5 ≤ n ≤ 2t + 2, any k coboundaries ∂ i1 , . . . , ∂ i k in the same coset modulo 4 give rise to a total amount of
Proof. Along the t−1 2 rows n ≡ 1 mod 4, 5 ≤ n ≤ 2t + 2, any k coboundaries ∂ i1 , . . . , ∂ i k in the same coset modulo 4 might give rise to k t−1 2 paths. Actually, this is not the case, since we know from Lemma 2 that every pair of such coboundaries forms a path at one and only one of these rows n. Thus the total amount of paths has to be reduced in the number of pairs in which the k coboundaries may be grouped. This gives k
2 , as claimed. Table 1 shows the total amount
of paths produced by k coboundaries in the same coset modulo 4, for odd values of t. 
3. Subtracting from a number in the central columns any of the numbers of the same row, gives as result a triangular number as well.
4. Reciprocally, subtracting from a number in the central columns any triangular number gives as result a number of the same row.
Proof.
1. The table is symmetric, since k coboundaries give rise to
paths, exactly the same amount of paths produced by t − k coboundaries,
2. The numbers in the central columns are triangular numbers. Actually, t−1 2 coboundaries give rise to
paths.
3. Subtracting from a number in the central columns any of the numbers of the same row, gives as result a triangular number as well. Indeed, subtracting
paths from
4. The argument above fits here as well.
Attending to the condition (4), in order to get a Z t × Z 2 2 -cocyclic Hadamard matrix, a necessary (but not sufficient!) condition is to select k i coboundaries in the coset i mod 4, such that there is a total amount of t t−1 2 paths along the t−1 2 rows n ≡ 1 mod 4, 5 ≤ n ≤ 2t + 2. This motivates the following definition.
Definition 1 A distribution is an ordered tuple (
Proposition 2 For any odd t, there always exists at least one distribution (
).
Proof.
The maximum possible number of paths is 4
2 , so that the relation (6) fails to hold by a difference m =
In 1796 Gauss proved that any positive integer can be decomposed as the summation of three (not necessarily different) triangular numbers, some of which may be eventually zero. Consequently, there exist three triangular numbers 0 ≤ t 1 , t 2 , t 3 ≤
such that m = t 1 + t 2 + t 3 . Thus
such that (
, and therefore (
) is a distribution, in the sense of Definition 1. Proof. This is a straightforward consequence of the argument explained in the proof of Proposition 2. Propositions 2 and 3 give a method for finding the set of distributions for a given t, in terms of decompositions of t−1 2 as the summation of four triangular numbers 0
Proposition 4 Let k be a positive integer. Then:
k is a triangular number if and only if
is an integer.
2. The greatest triangular number less or equal to k is t n , for n = ⌊ −1+ √ 1+8k 2 ⌋.
If k is decomposed as the summation of m triangular numbers
Proof. It suffices to notice that k is a triangular number if and only if there exists an integer n such that t n = n ).
Proposition 4 leads straightforwardly to the following algorithm for constructing the full set of distributions for a given t.
Algorithm 1 Constructing the set of distributions for t.
Output: l Table 2 shows the complete set of distributions obtained from Algorithm 1, for 3 ≤ t ≤ 25.
Notice that the knowledge of the full set of distributions implies the knowledge about the number of coboundaries which have to be used in order to get a Z t × Z 2 2 -cocyclic Hadamard matrix, since each summand
is in one to one correspondence to the values k i and t − k i (see Table 1 ). In spite of this fact, we may bound the number of coboundaries to be combined a bit further. 2.
On one hand, attending to condition (6), necessarily
Simplifying this expression, we get
which proves (7). On the other hand, simplifying (6), we get
we get
as stated in (8).
Remark 1 Condition (8) may be tightened, depending on the coset of n = k 0 + k 1 + k 2 + k 3 modulo 4, substituting the lower bound in (9) by the most homogeneously distributed partition of n into four parts:
• If n ≡ 1 mod 4, • If n ≡ 2 mod 4,
• If n ≡ 3 mod 4,
Remark 2 In spite of the fact that one may be immediately convinced about the validity of the condition (9), and its variants in Remark 1, actually these relations cannot be proved so easily. Although we are not going to prove these relations rigourously here, since this is out of the scope of the paper, we will however give a visual trace of this fact for the case of two summands. Actually, given an integer n, it is apparent that for every decomposition of n into two summands, say n = n 1 + n 2 , the area obtained by the summation of the squares of sides n 1 and n 2 is greater than or equal to twice the area of the square of side n 2 , as Fig. 1 illustrates. The argument above would straightforwardly fit to prove the more general case. In fact, one could check that
Remark 3 The bounds in Proposition 5 are very tight, as it have been checked experimentally. The first gap occurs for t = 71, and consists in just one coboundary.
Once we know that a distribution is available for a given value of t, the next step is looking for appropriated subsets of n i coboundaries in the cosets i mod 4 in B such that the amount of n-paths along rows n ≡ 1 mod 4, 5 ≤ n ≤ 2t − 1 fits that distribution.
Definition 2 An ingredient produced by a subset of m coboundaries in B in the same coset modulo 4 is the column vector whose entries are the number of npaths produced by these m coboundaries along rows n ≡ 1 mod 4, 5 ≤ n ≤ 2t−1.
A recipe is a collection of 4 ingredients (one for each different coset i modulo 4), arranged as a matrix of 4 columns, such that the sum of each of the rows is t.
Consequently, if a subset of {n 1 , n 2 , n 3 , n 4 } coboundaries in B defines a recipe, this subset of coboundaries satisfies the condition (4), and therefore the summation of each of the rows n ≡ 1 mod 4, 5 ≤ n ≤ 2t − 1 is zero.
Proposition 6
The notion of recipe does not depend on the order of its ingredients.
Proof. Attending to Lemma 1, ∂ i forms an n-path with ∂ i−n+1 , independently on the coset i mod 4, for n ≡ 1 mod 4, 5 ≤ n ≤ 2t − 1. In particular, n-paths are constructed from those coboundaries in B in the same coset mod 4, which differ in n−1 4 positions in the cycles of Corollary 2. This way, if a subset of coboundaries of the coset i mod 4 produces an ingredient, the same ingredient is produced by the translation of this subset to any other coset j mod 4.
Eventually, this translation could produce a coboundary ∂ i which is not in B. This is not a source of difficulties, since from the relations (1), (2) and (3), such prohibited subsets of coboundaries may be substituted by their complements in the cycles of Corollary 2. Since the substitution of any amount of paths by their complementary in a cycle does not change the total amount of paths, this operation preserves the ingredient.
Finding a recipe is the first step in the process of constructing a Z t × Z 2 2 -cocyclic Hadamard matrix, since any subset of coboundaries in B defining a recipe satisfies condition (4). The following proposition gives a condition about when the relation (5) is also satisfied (and hence a Z t × Z 2 2 -cocyclic Hadamard matrix has been found).
Proposition 7 A subset of coboundaries in B satisfies (5) (i.e. the summation of the n th -row is zero, for n ≡ 0, 2, 3 mod 4, 6 ≤ n ≤ 2t + 2), if and only if the number of n-paths of length even is itself even, half of them starting and ending with cobundaries in cosets i 1 , i 2 mod 4, the other half starting and ending in coboundaries in cosets i 3 , i 4 mod 4, i j = i k for j = k.
Proof.
As we commented in Section II, we are using
as the matrix coming from representative cocycles. Consequently, intersections in rows n ≡ 2 mod 4 can occur in positions (n, i), for i ≡ 2, 0 mod 4. Similarly, intersections in rows n ≡ 3 mod 4 can occur in positions (n, i), for i ≡ 2, 3 mod 4. Finally, intersections in rows n ≡ 0 mod 4 can occur in positions (n, i), for i ≡ 3, 0 mod 4.
Taking into account Lemma 1, it follows that n-paths consists in properly alternating coboundaries in:
• Either cosets (1, 2) mod 4, either cosets (3, 0) mod 4, for n ≡ 2 mod 4.
• Either cosets (2, 0) mod 4, either cosets (1, 3) mod 4, for n ≡ 3 mod 4.
• Either cosets (2, 3) mod 4, either cosets (1, 0) mod 4, for n ≡ 0 mod 4.
Hence any n-path of odd length produces exactly one intersection (i.e. shares exactly one negative entry) with R at the n th -row. On the other hand, n-paths of even length produces either 2 or 0 intersections, depending on the cosets modulo 4 of n and the initial coboundary of the n-path. More precisely:
• If n ≡ 2 mod 4, then an n-path of even length will produce two intersections at the n th -row if and only if the coset i of the initial coboundary is i ≡ 2, 0 mod 4.
• If n ≡ 3 mod 4, then an n-path of even length will produce two intersections at the n th -row if and only if the coset i of the initial coboundary is i ≡ 2, 3 mod 4.
• If n ≡ 0 mod 4, then an n-path of even length will produce two intersections at the n th -row if and only if the coset i of the initial coboundary is i ≡ 3, 0 mod 4.
Summing up, odd n-paths produces 1 intersection, and even n-paths produces either 2 or 0 intersections. Hence, the only circumstance in which the amounts of intersections and n-paths both coincide is precisely when half the even n-paths give rise to 2 intersections, whereas the remaining half of even n-paths do not produce any intersections at all, as stated. Now it is straightforward to design an algorithm searching exhaustively for Z t × Z 2 2 -cocyclic Hadamard matrices for odd t.
Algorithm 2 Exhaustive search for Z t × Z 2 2 -Hadamard matrices.
Input: t.
Calculate the valid distributions for t. Calculate all the ingredients associated to every distribution. Construct the set of recipes corresponding to each distribution. Determine those subsets of coboundaries defining a recipe. Check whether these subsets satisfy the balanced distribution of even n-paths for n ≡ 2, 3, 0 mod 4, 6 ≤ n ≤ 2t + 2.
Output: the full set of Zt × Z 2 2 -Hadamard matrices.
